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Abstract
Let H be a Hermitian random matrix whose entries Hxy are independent, centred random variables with
variances Sxy = E|Hxy|2, where x, y ∈ (Z/LZ)d and d > 1. The variance Sxy is negligible if |x − y| is bigger
than the band width W .
For d = 1 we prove that if L  W 1+ 27 then the eigenvectors of H are delocalized and that an averaged
version of |Gxy(z)|2 exhibits a diffusive behaviour, where G(z) = (H−z)−1 is the resolvent of H. This improves
the previous assumption L W 1+ 14 of [9]. In higher dimensions d > 2, we obtain similar results that improve
the corresponding ones from [9]. Our results hold for general variance profiles Sxy and distributions of the
entries Hxy.
The proof is considerably simpler and shorter than that of [7,9]. It relies on a detailed Fourier space analysis
combined with isotropic estimates for the fluctuating error terms. It is completely self-contained and avoids the
intricate fluctuation averaging machinery from [7].
1 Introduction
Given a large finite graph Γ, random band matrices H = (Hxy)x,y∈Γ are matrices whose entries Hxy are independent
and centred random variables and the variance Sxy ..= E|Hxy|2 typically decays with the distance on a characteristic
length scale W , called the band width of H.
This name is due to the simplest one-dimensional model where Γ = {1, 2, . . . , N} and Hxy = 0 if |x− y| > W ,
where 1 6 W 6 L. As an example of higher-dimensional models, one can take Γ to be the box of linear size L in
Zd, so that the dimension of the matrix is N = Ld. For a more general and extensive presentation of random band
matrix models, we refer to [17].
From the physics view point, random band matrices turn out to be very useful to study the disordered systems.
In fact, it is conjectured that, depending on the level of energy and disorder strength, all these systems belong to
two universality classes: in the strong disorder regime (as for the random Schro¨dinger operator models such as the
Anderson model [1]), the eigenfunctions are localized and the local spectral statistics are Poisson, while in the weak
disorder regime (as for the mean-field models such as Wigner matrices [18]), the eigenfunctions are delocalized and
the local statistics are those of a mean-field Gaussian matrix ensemble.
As W varies, random band matrices interpolate between these two classes: in particular, we recover the Wigner
matrices by setting W = N and all variances equal, while for W = O(1) we essentially obtain the Anderson model.
The delocalization property is expressed in the term of the localization length `, which, in the framework of random
matrices, describes the typical length scale of the eigenvectors of H: if the localization length is comparable with the
system size, ` ∼ L, the system is delocalized and it is localized otherwise. The direct physical interpretation of the
delocalization is that delocalized systems describe electric conductors, while localized systems insulators. Therefore,
random band matrices represent a good model to investigate the Anderson metal-insulator phase transition.
According to nonrigorous results [11], for random band matrices the localization length is expected to be ` ∼W 2
in d = 1, exponentially growing in W in d = 2, and ` ∼ L in d > 3, i.e. the system is delocalized. Notice that the
claim that ` ∼ W 2 in d = 1 is equivalent to have the delocalization of the eigenvectors for W > L 12 : this is the
formulation used in the abstract. For more details on these conjectures, see [15–17].
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Up to now, only lower and upper bounds have been rigorously established for `. Since the Anderson transition
can be studied via random matrices directly in d = 1 by varying W in the interval 1 6 W 6 L, here we focus on
the results in the one-dimensional setting, but analogous theorems were proved for higher dimensions.
Schenker [15] showed that ` 6 W 8, uniformly in the system size. The lower bound ` > W was proved
in [10] by using a self-consistent equation for the diagonal matrix entries Gxx of the resolvent (or Green function)
G = G(z) = (H − z)−1, z = E + iη ∈ C. In a series of papers Erdo˝s and collaborators improved this lower bound:
in [5,6] it was proved that ` >W 1+ 16 by using diagrammatic perturbation theory and then in [9] the authors showed
that ` > W 1+ 14 by employing a self consistent equation for an averaged version of G and the so called fluctuation
averaging estimates [7].
In [5, 6] the unitary time evolution, eitH , was analysed and it was shown to behave diffusively on the spatial
scale W , i.e. the typical propagation distance is
√
tW . From this, one deduces that a (superposition of) random
walk with step size of order W is responsible for the delocalization of random band matrices. The barrier at W 1+
1
6
is due to the fact, in order to see that the localization length ` is greater than the naive size W , a control of the
random walk for large times is needed, but the diagrammatic expansion used in [5, 6] allows to control the time
evolution only up to time tW 1/3. Hence, the delocalization occurs on the scale √tW = W 1+ 16 .
In [7,9] the same result was translated in term of the resolvent G: as explained in Remark 2.7 in [9], controlling
eitH up to t  W ν for some exponent ν > 0 is equivalent to controlling G(z) for η  W−ν . In [7, 9] the
authors managed to overcome the technical barrier of [5, 6] and they proved the diffusion behaviour of G(z) when
η W−1/2.
We emphasize that the delocalization results [5–7, 9] hold for general variance profiles Sxy and distributions of
the entries Hxy. Our results hold under similarly general assumptions.
In this paper we improve the results of [7, 9]: we prove that `  W 1+ 27 and that G(z) exhibits a diffusive
behaviour for η  W−4/7. As in [9], the main object of interest is the matrix T , whose entries are local averages
of |Gxy|2:
Txy ..=
∑
i
Sxi|Giy|2.
The band structure of H is obtained by assuming that Sxy := E|Hxy|2 ≈W−df((i− j)/W ) where f is a symmetric
probability density on Rd. Note that in this way S is translation invariant.
We will show that T satisfies a self-consistent equation of the form
Txy = |m|2
∑
i
SxiTiy + |m|2Sxy + Exy , (1.1)
where m ≡ m(z) is an explicit function of the spectral parameter z ∈ C and E is an error term.
Translation invariance of S implies that its Fourier transform ŝ(p) for |p| W−1 reads
ŝ(p) ≈ 1−W 2(p ·Dp) + · · · , (1.2)
where D is the matrix of second moments of f (see (2.25)).
Neglecting the error term E , we get from (1.1) that
T ≈ |m|
2S
1− |m|2S . (1.3)
By using |m|2 = 1− αη +O(η2) (see (3.6) below), where
α ≡ α(E) ..= 2√
4− E2 (E = Re z) , (1.4)
we obtain that the Fourier transform of T is approximately given by
α−1
η +W 2(p ·Deff p) where Deff
..=
D
α
, (1.5)
2
for |p|  W−1 and η  1. This corresponds to the diffusion approximation on scales larger than W with an
effective diffusion constant Deff . As in [7, 9], the main work of the proof is to estimate the error term Exy from
(1.1), in order to make the approximation (1.3) rigorous.
The crucial difference between our approach and that of [9] is how this error term is estimated. In [9] it is
bounded by the fluctuation averaging estimates relying on very intricate expansions derived using the Schur’s
complement formula [7]. In contrast, in this paper we first perform a careful analysis of the error term in Fourier
space, and then apply isotropic error estimates to the resulting Fourier coefficients. Here, isotropic refers to
generalized matrix entries 〈v , Ew〉 where the vectors v,w do not lie in the direction of the standard coordinate
axes. A trivial but essential observation behind our proof is that the Fourier basis is completely delocalized.
The isotropic error estimates are derived using the cumulant expansion formula (see Lemma 3.2 below) in the
formulation given in [12,13]. We do not use Schur’s complement formula at all. Thus, apart from sharing the basic
starting point and self-consistent equation (1.1) with [7, 9], our proof differs fundamentally from that of [7, 9]. For
more details on the proof strategy, see Section 4. We would also like to emphasis that our proof is considerably
simpler than that of [7, 9]: the arguments in [9] need [7] as an input, and they are altogether 120 pages; on the
other hand, our proof is completely self-contained.
More recently, the series of works [2,3,19] further improves the result of this paper. For W  L 34 , it was proved
that the L∞-norm of the bulk eigenvectors of H are all simultaneously bounded by N−
1
2+ε with overwhelming
probability. The authors also prove bulk universality under the same condition. The proof uses a strong (high
probability) version of the quantum unique ergodicity property of random matrices, as well as estimates on the
“generalized resolvent” of band matrices. The later is obtained by the intricate fluctuation averaging machinery
similar to [10], but the estimates are done much more carefully. As a result, [2, 3, 19] are also more lengthy and
complicated than this paper.
Acknowledgments. We thank Antti Knowles, who motivated us to study this problem, for useful discussions
and suggestions on the topic. This project has received funding from the European Research Council (ERC) under
the European Unions Horizon 2020 research and innovation programme (grant agreement No. 715539 RandMat)
and the Swiss National Science Foundation (SNF).
2 The main results
Let f : Rd → R be a smooth and symmetric probability density for some fixed d > 1. Let L,W ∈ N such that
Lδ 6 W 6 L (2.1)
for some fixed δ > 0. We set TdL ..= [−L/2, L/2)d ∩ Zd to be the d-dimensional discrete torus, so that TdL has
N ..= Ld lattice points. For the following we fix an (arbitrary) ordering of TdL, which allows us to identify it with
{1, . . . , N}. Let the canonical representative of i ∈ Zd be
[i]L ..= (i+ LZd) ∩ TdL ,
and the periodic distance |i|L ..=
∣∣[i]L∣∣, where |·| denotes Euclidean distance in Rd.
Moreover, define the N ×N matrix S(L,W ) ≡ S = (Sij .. i, j ∈ TdL) through
Sij ..=
1
ZL,W
f
(
[i− j]L
W
)
, (2.2)
where ZL,W is a normalization constant such that for all i ∈ TdL∑
j
Sij = 1 , (2.3)
i.e. S is a stochastic matrix. Here we adopted the convention that summations are always over the set TdL, unless
specified otherwise. The symmetry of f implies that S is also symmetric: Sij = Sji.
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Let (ζij
.. i 6 j), where i, j ∈ TdL, be a family of independent, complex-valued, centred random variables
ζij ≡ ζ(N)ij satisfying
Eζij = 0 , E|ζij |2 = 1 , ζii ∈ R, ζij ..= ζ¯ji for i > j. (2.4)
The band matrix H = (Hij)i,j∈TdL is defined as
Hij ..= (Sij)
1/2 ζij , (2.5)
By definition we have H = H∗ and E|Hij |2 = Sij . Moreover, we assume that the random variables ζij have finite
moments, uniformly in N , i, and j, in the sense that for all p ∈ N there is a constant µp such that
E|ζij |p 6 µp (2.6)
for all N , i, and j. Furthermore, we set the parameter
M ≡ MN ..= 1
maxi,j Sij
. (2.7)
Note that M =
(
W d +O(W d−1)
)
/‖f‖∞ since the definition of S implies that ZN,W = W d + O(W d−1). Here we
used the usual O(·) notation. Furthermore, we will write Oα(·) if the implicit constant depends on the parameter
α which can never depend on N .
The following definition introduces a notion of a high-probability bound that will be used throughout the whole
paper.
Definition 2.1 (Stochastic domination). Let
X =
(
X(N)(u) .. N ∈ N, u ∈ U (N)), Y = (Y (N)(u) .. N ∈ N, u ∈ U (N))
be two families of random variables, where the Y (N)(u) are nonnegative and U (N) is a possibly N -dependent
parameter set. We say that X is stochastically dominated by Y , uniformly in u, if for all ε > 0 and D > 0 we have
sup
u∈U(N)
P
[
|X(N)(u)| > NεY (N)(u)
]
6 N−D
for large enough N > N0(ε,D). Unless stated otherwise, throughout this paper the stochastic domination will
always be uniform in all parameters apart from the parameter δ in (2.1) and the sequence of constants µp in
(2.6); thus, N0(ε,D) also depends on δ and µp. If X is stochastically dominated by Y , uniformly in u, we use the
equivalent notations
X ≺ Y and X = O≺(Y ) .
As stated in Lemma 3.1 below, the relation ≺ satisfies the familiar algebraic rules of order relations. Moreover,
note that for deterministic X and Y , X = O≺(Y ) implies X = Oε(NεY ) for any ε > 0.
We note that, if (2.6) only holds for some large but fixed p, Definition 2.1 should be slightly modified so that
our results would still remain true, even though in a slightly weaker sense. In fact, in this case the exponents ε
and D in the definition of ≺ must depend on p, therefore one should keep track of the p dependencies in all the
stochastic domination bounds involved in the proof.
We use the spectral parameter z = E + iη ∈ C with η := Im z > 0 and we fix two arbitrary (small) global
constants γ > 0 and κ > 0. All of our estimates will depend on κ and γ, and we shall often omit the explicit
mention of this dependence. We set
S ≡ S(N)(κ, γ) ..= {E + iη .. −2 + κ 6 E 6 2− κ , M−1+γ 6 η 6 10} . (2.8)
and we shall always assume that z ∈ S(κ, γ).
We will use the Stieltjes transform of Wigner’s semicircle law, which is defined by
m(z) ..=
1
2pi
∫ 2
−2
√
4− ξ2
ξ − z dξ (2.9)
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and is characterized by the unique solution of
m(z) +
1
m(z)
+ z = 0 (2.10)
with Imm(z) > 0 for Im z > 0, i.e.
m(z) =
−z +√z2 − 4
2
. (2.11)
We define the resolvent of H through
G ≡ G(z) ..= (H − z)−1 ,
and denote its entries by Gij(z).
Moreover, throughout the paper C and c will denote a generic large and small positive constant respectively,
which may depend on some fixed parameters and whose value may change from one expression to the next. Given
two positive quantities AN and BN , the notation AN  BN means cAN 6 BN 6 CAN , while AN  BN means
that there exists a constant c > 0 such that AN 6 N−cBN ; we also use AN  BN to denote BN  AN . We
also set 〈x〉 ..= √1 + |x|2. Notice that we will often drop the z dependence from the notation, even though most
quantities in this paper depend on it.
Finally, we assume the following decay condition on f (and therefore on S)
|f(x)| 6 Cn〈x〉−n for all n ∈ N . (2.12)
We are now ready to state our main theorems in d = 1. The analogous results for d > 1 are discussed in Section 9.
2.1. Local semicircle law and delocalization. We introduce the control parameter Φ through
Φ2 :=
1
Lη
+
1
W
√
η
. (2.13)
Our first theorem is a local semicircle law for the resolvent entries: more precisely we get a bound for the random
variable
Λ(z) ..= max
x,y
∣∣Gxy(z)− δxym(z)∣∣ .
Theorem 2.2 (Local semicircle law). Assume (2.12) and that
LW 1+ 13 , η  L
3/2
W 5/2
. (2.14)
Then for z ∈ S we have
Λ2 ≺ Φ2 . (2.15)
This improves Theorem 2.2 in [9] where the assumptions are L W 1+ 14 and η  L2W 3 = L
3/2
W 5/2
L1/2
W 1/2
. Note also
that, as one can see from (2.26) and (2.20) below, (2.15) is optimal.
We observe that by spectral decomposition of G one gets that for any d
1
N2
∑
x,y
|Gxy|2 = 1
N2
TrG∗G =
1
Nη
Im
TrG
N
=
Imm
Nη
+O≺
(
Λ
Nη
)
. (2.16)
Furthermore, from (2.13) we have Φ2 6 C(Lη)−1 for η 6 (W/L)2, thus (2.15) shows that all off-diagonal entries of
G have a magnitude comparable with the average of their magnitudes computed in (2.16): in other words, |Gxy|2 is
essentially flat. In this case we say that the resolvent is completely delocalized and this implies that the eigenvectors
of H are delocalized.
More precisely, let us denote the eigenvalues of H by λ1 6 λ2 6 · · · 6 λN , and the associated normalized
eigenvectors by u1,u2...,uN . We use the notation uα = (uα(x))
N
x=1. We shall only consider eigenvectors associated
with eigenvalues lying in the interval
I ..= [−2 + κ, 2− κ] ,
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where κ > 0 is fixed. For ` ≡ `(N), define the characteristic function Px,` projecting onto the complement of the
`-neighborhood of x,
Px,`(y) ..= 1(|x− y| > `) .
Let ε > 0 and define the random subset of eigenvector indices through
Aε,` ..=
{
α : λα ∈ I,
∑
x
|uα(x)|‖Px,`uα‖ 6 ε
}
which indexes the set of eigenvectors localized on scale ` up to an error ε.
As stated in [9, Proposition 7.1], given the interval the condition for the eigenvector delocalization is that
sup
E∈I
|Gxy(E + iη)|2 ≺ 1
Nη
+ δxy (2.17)
for η such that M−1+γ 6 η  1. Hence by choosing η such that L3/2W−5/2  η 6 W 2L−2, (2.17) and Theorem
2.2 imply the following corollary.
Corollary 2.3 (Eigenvector delocalization). Assume (2.12) and L  W 1+ 27 . Then the eigenvectors of H are
completely delocalized in the sense that for any ` N and fixed ε > 0, we have
|Aε,`|
N
6 C
√
ε+O≺(N−c) .
This improves [9, Corollary 2.4], where the condition is LW 1+ 14 .
2.2. Diffusion profile. Set T1L ≡ TL. In the previous section we saw that for η 6 (W/L)2 the profile of |Gxy|2
is essentially flat, while we will see that for η > (W/L)2, an averaged version of |Gxy|2 is well approximated by a
diffusion profile
Θxy ..=
( |m|2S
1− |m|2S
)
xy
, x, y ∈ TL . (2.18)
Note that the matrix Θ is the solution of
Θ = |m|2SΘ + |m|2S,
which is obtained from (1.1) by dropping the error term E . For a precise formulation of the result, we consider the
weighted average
Txy ..=
∑
i
Sxi|Giy|2 . (2.19)
Theorem 2.4 (Diffusion profile). Assume (2.12) and
(W/L)2 6 η 6 1 , LW 1+ 27 .
Then
Txy −Θxy ≺ 1
Lη
, (2.20)
Txy ≺ Υxy , (2.21)∣∣Gxy − δxym∣∣2 ≺ Υxy , (2.22)
where we defined
Υxy ≡ Υ(K)xy ..=
1
Lη
+
1
W
√
η
exp
[
−
√
αη
W
√
D
|x− y|L
]
+
1
W
〈√
η|x− y|L
W
〉−K
. (2.23)
Here K is an arbitrary, fixed, positive integer. All estimates are uniform in z ∈ S and x, y ∈ TL.
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Remark 2.5. Theorem 2.4 improves the analogous result in [9] where it was assumed that LW 1+ 14 . However,
one expects that (2.20) and the local semicircle law (2.15) should in fact hold under the weaker conditions η  1/L
and LW 2, from which one could deduce the complete delocalization of the eigenvectors for all LW 2.
As explained in Section 2.2 in [9], Θ can be interpreted in terms of random walks. In fact, since S is translation
invariant, also Θ is so and it can be written as
Θxy =
∑
n>1
|m|2n(Sn)xy ≈
∑
n>1
e−nαη(Sn)xy, (2.24)
where we used (3.6) below and α is defined in (1.4). Moreover, S is the transition matrix of a random walk on TL
whose steps are of size W , therefore Θxy is a superposition of random walks up to times of order (αη)
−1.
The normalized variance of each step is given by the unrenormalized diffusion constant D appearing in (1.2):
D ..=
1
2
∑
u
(
u
W
)2
Su0 = D∞ +O(W−1) where D∞ ..=
1
2
∫
x2f(x) dx . (2.25)
Proposition 2.8 in [9] provides an explicit formula for Θ: for each K ∈ N we have
Θxy = θx−y +O
(
1
W 2
)
+OK
(
1
W
〈√
η |x− y|L
W
〉−K)
(2.26)
where
θx ..=
|m|2
L
∑
p∈ 2piL Z
eipx
1
αη +W 2Dp2
=
|m|2
2W
√
Dαη
∑
k∈Z
exp
[
−
√
αη
W
√
D
∣∣x+ kL∣∣] . (2.27)
From (2.26), (2.27) and (2.23) we see that Θxy 6 CΥxy 6 C ′Φ2. The total mass of the profile
∑
x θx is simply
given by ∑
x
θx =
|m|2
αη
=
Imm
η
(
1 +O(η)
)
, (2.28)
where in the last step we used Lemma 3.5 below. Hence, the average height of the profile is of order (Lη)−1, while
its maximum is of order (W
√
η)−1: this means that when η  (W/L)2 the profile is concentrated in the region
|x − y| 6 Wη−1/2  L and the complete delocalization has not taken place. For more details about the physical
interpretation of Θ we refer to [6, 9].
3 Preliminaries
In this Section we work in the d-dimensional setting. The following lemma collects basic algebraic properties of
stochastic domination ≺.
Lemma 3.1 (Basic properties of ≺).
(i) Suppose that X(v) ≺ Y (v) for all v ∈ V . If |V | 6 NC for some constant C then ∑v∈V X(v) ≺∑v∈V Y (v).
(ii) Suppose that X1 ≺ Y1 and X2 ≺ Y2. Then X1X2 ≺ Y1Y2.
(iii) Suppose that X 6 NC and Y > N−C for some constant C > 0. Then X ≺ Y implies E[X] ≺ E[Y ].
If the above random variables depend on some parameter u and the hypotheses are uniform in u then so are the
conclusions.
Proof. The proof follows from the definition of stochastic domination together with a union bound argument.
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Note that if for any ε > 0 and p > 1 we have E|X|p 6 NεΨp for large enough N which depends on ε and p,
then X ≺ Ψ by Chebyshev’s inequality.
A crucial tool in our analysis is the cumulant expansion formula: the following version of the cumulant expansion
formula is proved in [12]. Slightly different versions of the same formula can be found in [4, 13,14]).
Lemma 3.2 (Cumulant expansion). Let h be a complex random variable with all its moments exist. The (p, q)-
cumulant of h is defined as
C(p,q)(h) ..= (−i)p+q ·
(
∂p+q
∂sp∂tq
logEeish+ith¯
) ∣∣∣∣
s=t=0
.
Let f : C2 → C be a smooth function, and we denote its holomorphic derivatives by
f (p,q)(z1, z2) ..=
∂p+q
∂z1p∂z2q
f(z1, z2) .
Then for any fixed ` ∈ N, we have
Ef(h, h¯)h¯ =
∑`
p+q=0
1
p! q!
C(p,q+1)(h)Ef (p,q)(h, h¯) +R`+1 , (3.1)
given all integrals in (3.1) exists. Here R`+1 is the remainder term depending on f and h, and for any τ > 0, we
have the estimate
R`+1 = O(1) · E
∣∣h`+2 · 1{|h|>Nτ−1/2}∣∣ · max
p+q=`+1
∥∥f (p,q)(z, z¯)∥∥∞
+O(1) · E|h|`+2 · max
p+q=`+1
∥∥f (p,q)(z, z¯) · 1{|z|6Nτ−1/2}∥∥∞ . (3.2)
The following result gives bounds on the cumulants of the entries of H.
Lemma 3.3. If H satisfies (2.5) and (2.6) then for every i, j ∈ [[N ]] and k ∈ N we have
C(p,q)(Hij) = Ok(Sk/2ij ) = Ok
(
M−k/2
)
, p+ q = k
and C(0,1)(Hij) = C(1,0)(Hij) = 0.
Proof. This follows easily by the homogeneity of the cumulants.
Moreover, we need the following bound on Λ, which was proved in [10] and [8] with two different approaches.
Lemma 3.4. We have
Λ(z) ≺ 1√
Mη
(3.3)
uniformly for z ∈ S.
Finally, we collect some elementary facts about m which were proved in Lemma 3.5 in [9].
Lemma 3.5. (i) We have the identity
1− |m|2 = η|m|
2
Imm
. (3.4)
(ii) There is a constant c > 0 such that for z ∈ S
c 6 |m| 6 1. (3.5)
(iii) For z ∈ S and α given in (1.4)
|m|2 = 1− ηα+O(η2). (3.6)
(iv) For z ∈ S
Imm  1 , 1− |m|2  η (3.7)
where the implicit constants in the two estimates depend on κ.
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4 Self-consistent equation for T and Fourier space analysis
From this section up to Section 8 we will work in d = 1, while in Section 9 we will discuss the high dimensions case.
Following [9], we write a self-consistent equation for T defined in (2.19) and we control its error term by using a
Fourier space argument. Set
Exy := Txy − |m|2
∑
i
SxiTiy − |m|2Sxy, (4.1)
so that T satisfies (1.1). We introduce the projection Π := ii∗ with i = L−1/2(1, . . . , 1) and we denote the
complementary projection by Π := I − Π where I is the identity matrix. Setting T y = (ΠT )xy, from Proposition
5.1 in [9] we know that
Txy = T y + |m|2
(
S −Π
I − |m|2S
)
xy
+ E˜xy (4.2)
where
T y =
Imm
Lη
[
1 +O≺
(
1√
Wη
)]
(4.3)
and
E˜xy =
(
1
I − |m|2SΠE
)
xy
. (4.4)
Note that ImmLη = Πxy
Imm
η and
Imm
η
Π + |m|2
(
S −Π
I − |m|2S
)
= Θ
where we used (3.4) and the fact that ΠS = SΠ = Π. Thus, from (4.2) and (4.3) we get
Txy = O≺
(
1
L
√
Wη3
)
+ Θxy + E˜xy. (4.5)
In order to get a bound for E˜ , we will analyze it in Fourier space. We introduce our conventions for the discrete
Fourier transform: given f : TL → C and p ∈ 2piL TL =: T∗L, then we set
f̂(p) :=
∑
x∈TL
e−ipxfx, fx =
1
L
∑
p∈T∗L
eipxf̂(p).
We define the family of vectors (e(p), p ∈ TL) whose components are ex(p) := L−1/2eipx. Thus, one can write
f̂(p) = L1/2〈e(p), f〉, where 〈·, ·〉 is the standard inner product of L2(TL). Note that e(p) is completely delocalized
for all p ∈ T∗L, in the sense that ‖e(p)‖∞ 6 L−1/2.
In the following proposition we get a bound for E˜xy via a Fourier space argument. The idea is to split E˜ in three
parts corresponding to the zero mode, the low modes and the high modes contribution. The treatment of the first
and the third term is very close to what is done in section 5 of [9], while the second term is analyzed by exploring
the quadratic behaviour of the Fourier transform of Sx0 for small momenta (see (1.2)).
Proposition 4.1. Let E˜xy be defined as in (4.4). Then
sup
x,y
|E˜xy| ≺ 1√
L
min
(
L2
W 2
,
L
W
√
η
)
sup
y
sup
p 6=0
|〈e(p), E〉y|+ sup
x,y
|Exy|,
where 〈e(p), E〉y =
∑
x∈TL e−x(p)Exy. Here Exy is regarded as a vector in x, while the y’s are just considered as
parameters.
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Proof. We will use this trivial bound: let w ∈ CL, then
‖w‖∞ 6 ‖w‖2 6
√
L‖w‖∞. (4.6)
Let Q = (Qxy, x, y ∈ TL) be a L× L matrix with translation invariant and L-periodic entries, i.e. there exists
a function q : TL → C such that qx = Qx0. We now specify the form of qx via its discrete Fourier transform: for
p ∈ T∗L we set
q̂(p) = 1− χ(pW ),
where χ ∈ C∞(R) is a bump function such that χ(r) = 1 for |r|2 6 1 and χ(r) = 0 for |r|2 > 2. Basically, q̂(p) is
a smoothed version of the indicator function 1(p > W−1). Furthermore, we introduce the notation wx := (ΠE)xy,
where we regard the index y as a parameter.
Note that Q and S commute because they are translation invariant. Hence the error term (4.4) can be written
as
E˜ = I −Q
I − |m|2Sw +
Q
I − |m|2Sw. (4.7)
From the definition of q̂(p), one can easily see that the first term on the right hand side of (4.7) is the small Fourier
modes contribution, while the second one is the large Fourier modes contribution. Let us analyze the large modes
term: its `∞-norm can be bounded as follows∥∥∥∥ QI − |m|2Sw
∥∥∥∥
∞
6
K−1∑
k=0
|m|2k‖QSkw‖∞ +
∞∑
k=K
|m|2k‖QSkw‖∞
6
K−1∑
k=0
|m|2k‖QSk‖∞→∞‖w‖∞ +
∞∑
k=K
|m|2k‖QSkw‖2
6
K−1∑
k=0
|m|2k‖QSk‖∞→∞‖w‖∞ +
√
L
∞∑
k=K
|m|2k‖QSk‖2→2‖w‖∞
where we used (4.6) and K ∈ N is going to be chosen later. Here we denoted the `∞ → `∞ norm of a matrix A by
‖A‖∞→∞ = maxi
∑
j |Aij | and the Euclidean matrix norm by ‖A‖2→2.
We observe that
‖SkQ‖∞→∞ = O(logL) (4.8)
‖SQ1/k‖2→2 6 1− c (4.9)
for some small positive c.
Note that ‖S‖∞→∞ 6 1 since supx |
∑
y Sxyvy| 6 supy |vy| = ‖v‖∞ for any v ∈ CL. Thus, to prove (4.8) we
need to show that ‖Q‖∞→∞ = ‖q‖1 = O(logL).
To do this, we consider u(r) = 1 − χ(rW ) as smooth function on the torus, i.e. r ∈ T˜ = [−pi, pi], with Fourier
coefficients
û(n) :=
1
2pi
∫
T˜
dr eirnu(r), n ∈ Z .
Since u(r) is smooth, then for any ` > 0 we have
|û(n)| 6 C
(
1(n = 0) +
1(n 6= 0)
W
∣∣∣W
n
∣∣∣`). (4.10)
Note that q̂(p) = u(p) for p ∈ T∗L, then we can write
qx =
1
L
∑
p∈T∗L
eipxq̂(p) =
1
L
∑
p∈T∗L
eipxu(p) =
∑
m∈Z
û(x+ Lm). (4.11)
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Using (4.10) and (4.11) and approximating the sums via integrals, one can see that
‖q‖1 6
∑
x∈TL
∑
m∈Z
|û(x+ Lm)| = O(logL),
which shows (4.8).
On the other hand, to prove (4.9) we observe that a discrete Fourier analysis argument yields for some small
positive c that
1(|p|2 >W−2)(1− ŝ(p)) > c1(|p|2 >W−2), (4.12)
where ŝ is the Fourier transform of the function sx := Sx0 for x ∈ TL. Hence, from (4.12) we get
‖SQ1/k‖2→2 = sup
p∈T∗L
|ŝ(p)(1− χ(pW ))1/k| 6 sup
p∈T∗L
|ŝ(p)1(|p|2 >W−2)| 6 1− c.
Thus, by (4.9) and (4.8) we obtain∥∥∥∥ QI − |m|2Sw
∥∥∥∥
∞
6 ‖w‖∞
[
O(K logL) +
√
L
∞∑
k=K
(1− c)k
]
.
By summing the geometric series and choosing K = C logL for some sufficiently large constant C we get∥∥∥∥ Q1− |m|2Sw
∥∥∥∥
∞
= O(logL)2‖w‖∞ ≺ ‖w‖∞. (4.13)
We now need to estimate the second term in (4.7), i.e. the small modes contribution, which can be written as(
I −Q
I − |m|2SΠE
)
xy
=
∑
p∈T∗L
p 6=0
χ(pW )
1− |m|2ŝ(p)ex(p)〈e(p), E〉y
where we recall that 〈e(p), E〉y =
∑
x∈TL e−x(p)Exy. Using (3.7) and the constraint on the momentum p given by
P̂ (p) and 1− ŝ(p) > cW 2p2 for (pW )2 6 2, one can see that∥∥∥∥∥ ∑
p∈T∗L
p 6=0
χ(pW )
1− |m|2ŝ(p)e(p)〈e(p), E〉y
∥∥∥∥∥
∞
≺ 1√
L
sup
p 6=0
|〈e(p), E〉y|
∑
p∈T∗L
p 6=0
χ(pW )
η + (pW )2
. (4.14)
Note that ∑
p∈T∗L
p 6=0
χ(pW )
η +W 2|p|2 ≺
∑
j∈Z
0<|j|6L/W
1
η + (W |j|L )
2
≺ L
2
W 2
∞∑
j=1
|j|−2 ≺ L
2
W 2
. (4.15)
On the other hand, by estimating the sum with an integral we get
∑
j∈Z
0<|j|6L/W
1
η + (W |j|L )
2
≺
∫ L/W
0
dx
η + (WxL )
2
≺ L
W
√
η
. (4.16)
Thus, by using (4.13), (4.14), (4.15) and (4.16) we obtain
sup
x,y
|E˜xy| ≺ 1√
L
min
(
L2
W 2
,
L
W
√
η
)
sup
y
sup
p 6=0
|〈e(p), E〉y|+ sup
x,y
|Exy| . (4.17)
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Remark 4.2. For T ′xy =
∑
i |Gxi|2Siy an analogous result holds: it satisfies the self-consistent equation
T ′ = |m|2T ′S + |m|2S + E ′,
so that one gets
T ′ = O≺
(
1
L
√
Wη3
)
+ Θ + E˜ ′, E˜ ′ = E ′Π(I − |m|2S)−1.
In the proof of Proposition 4.1 we regarded Exy as a column vector indexed by x and we regarded y as a parameter.
Conversely, the analogous statement for T ′ can be obtained with the same Fourier analysis argument by seeing E ′xy
as a row vector indexed by y with x as parameter.
Remark 4.3. Note that in [9] the authors derive the bound
sup
x,y
|E˜xy| ≺ min
(
L2
W 2
,
L
W
√
η
)
sup
x,y
|Exy| (4.18)
and then use the fluctuation averaging estimates based on the Schur’s complement formula to control supx,y |Exy|.
In (4.17) we see that in the first term, i.e. the small modes contribution, we gain a prefactor L−1/2 compared to
the prefactor in (4.18), but we have to estimate supy supp 6=0 |〈e(p), E〉y| instead of just supx,y |Exy|.
On the other hand, the second term in (4.17), corresponding to the large Fourier modes, is going to be always
subdominant compared to the first one, since its prefactor is just 1.
In the following section we discuss how to estimate supy supp 6=0 |〈e(p), E〉y| and supx,y |Exy| and we prove the
main results. As already mentioned in the Introduction, for this task we will avoid using cumbersome expansions
based on the Schur’s complement formula, but we will rather employ the cumulant expansion method.
5 Proofs of the main results
Let us define the following family of vectors:
V :=
{
v ∈ CL : ‖v‖2 = O(1), ‖v‖∞ = O(L−1/2)
}
.
Note that e(p) ∈ V for any p ∈ T∗L. Moreover, let us fix the following notation: let A be a L × L matrix and
u ∈ CL, then we will write Aub :=
∑
a uaAab. Thus
sup
y
sup
p 6=0
|〈e(p), E〉y| 6 sup
y
sup
v∈V
|Evy|. (5.1)
Furthermore, it is convenient to split Exy as Exy = Pxy +Rxy where
Pxy = −mzTxy −m
∑
i,j
SxiSijGjj |Giy|2 −m
∑
i,j
SxiSijGii|Gjy|2 −mSxyGyy (5.2)
Rxy =m
∑
i,j
SxiSij(Gjj −m)|Giy|2 + m
∑
i,j
SxiSij(Gii −m)|Gjy|2 + mSxy(Gyy −m). (5.3)
By using (2.10) in (5.2) we readily see that indeed
Pxy = (1 + m2)Txy −m
∑
i,j
SxiSijGjj |Giy|2 −m
∑
i,j
SxiSijGii|Gjy|2 −mSxyGyy = Exy −Rxy.
The reason why we chose to write Exy in this complicated way is that, applying the cumulant expansion directly to
EExy, it is not possible to get any cancellation even at the level of the expectation, while for Pxy one gets EPxy = 0
when Hij are Gaussian.
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To see that, we recall the basic definition of the Green function G(z) = (H − z)−1 which amounts to
zG = HG− zI. (5.4)
We set the notation ∂ijg(H) :=
∂
∂Hij
g(H) and we recall also the differentiation rule when H is complex Hermitian:
∂klGij = −GikGlj . (5.5)
Note that, assuming Hij to be Gaussian with EH2ij = 0, in the cumulant expansion formula (3.1) only the term
dependent on the variance E|Hij |2 survives:
EHijf(Hij , Hji) = E|Hij |2E∂jif(Hij , Hji) = SijE∂jif(Hij , Hji). (5.6)
Thus, from (5.4), (5.5) and (5.6), we easily get
z ETxy + SxyEGyy =
∑
i
Sxi(zGiy)Giy = E
∑
i,j
SxiHijGjyGiy = E
∑
i,j
SxiSij∂ji(GjyGiy)
= −E
∑
i,j
SxiSij(Gjj |Giy|2 +Gii|Gjy|2)
which implies that EPxy = 0. As we will see, remarkable cancellations occur also for the moments of Pxy even
when H is non Gaussian and EH2ij 6= 0, allowing us to control Pxy and Pvy.
In the following, we shall call control parameter any positive and deterministic quantity Ψ(N)(z) and we shall
call admissible any control parameter Ψ(N)(z) such that
M−1/2 6 Ψ(N)(z) 6 M−γ/2 (5.7)
for all N and z ∈ S, where γ is the same fixed number as in (2.8). A typical example of an admissible control
parameter is Ψ(z) = 1√
Mη
.
The proposition below states precisely the bounds that we obtain for Pxy and Pvy, as well as for Rvy and Rxy:
it is the technical core of the paper and it replaces the fluctuation averaging estimates of Proposition 3.9 in [9].
Proposition 5.1. Let Ψ be an admissible control parameter as defined in (5.7) such that Λ ≺ Ψ and v ∈ V. Then
the following bounds hold true:
Pvy ≺ Ψ
3
√
η
+
Ψ√
Lη
, (5.8)
Pxy ≺ Ψ
3
W
√
L
η
+
Ψ
W
√
η
, (5.9)
Rvx ≺ Ψ
2
η
√
L
+
Ψ√
L
, (5.10)
Rxy ≺ Ψ
2
Wη
+
Ψ
W
. (5.11)
Proof. See Section 6.
To prove the main results we will need also a couple of auxiliary lemmata which show how to combine apriori
bounds on Λ and T to get a better estimate for Λ. Note that the first one is basically Lemma 5.3 in [9] and in the
Appendix we give a new proof which does not rely on the averaging fluctuation estimates of [7].
Lemma 5.2. Suppose that Λ ≺ Ψ for some admissible parameter Ψ and Tab, T ′ab ≺ Ω2ab for a family of admissible
control parameters Ωab indexed by a pair (a, b). Then
|Gab −m δab|2 ≺ Ω2ab + Ψ4. (5.12)
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Proof. See Appendix.
The second lemma implements the idea of self improving bounds: we start with a rough bound and we improve
it by a recursive procedure.
Lemma 5.3. Suppose that
Λ ≺ Ψ, Ω 6 Ψ 6 Ψ˜; Tij , T ′ij ≺ Ω2 +
K∑
k=1
akΨ
k
where Ψ, Ψ˜, Ω are admissible control parameters and K is some fixed integer. Assume also that ak > 0 for
k = 1, . . . ,K and
a1Ω
−1  1; a`Ψ`−2  1, 2 6 ` 6 K. (5.13)
Then Λ ≺ Ω.
Proof. Set Ξ2 = Ω2 +
∑K
k=1 akΨ
k. From Lemma 5.2, we easily deduce the implication
Λ ≺ Ψ =⇒ sup
a,b
|Gab −m δab| = Λ ≺ Ξ + Ψ2. (5.14)
After k iterations of (5.14) we get Λ ≺ Ξ + Ψ2k . Since Ξ and Ψ are both admissible control parameters, taking
k ∼ | log γ| we get the implication
Λ2 ≺ Ψ2 =⇒ Λ2 ≺ Ξ2 = Ω2 +
K∑
k=1
akΨ
k. (5.15)
We can iterate (5.15) by defining the recursion relation
Ψ2i+1 := Ω
2 +
K∑
k=1
akΨ
k
i , Ψ0 = Ψ˜.
Thus, (5.15) implies that Λ2 ≺ Ψ2i for any fixed i. The conditions (5.13) and the fact that Ω is admissible imply that
there is a finite integer i (depending on the implicit constants involved in the relation “”), such that Ψ2i ≺ Ω2.
We are now ready to prove our main results.
5.1. Proof of Theorem 2.2. From (5.1) and propositions 4.1 and 5.1 we get
sup
x,y
|E˜xy| ≺ L
3/2
W 2
sup
y
sup
v∈V
(|Pvy|+ |Rvy|) + sup
x,y
|Pxy|+ sup
x,y
|Rxy|)
≺ L
2
W 2
(
Ψ2
Lη
+
Ψ3√
Lη
+
Ψ
L
√
η
)
+
Ψ2
Wη
+
Ψ3
W
√
L
η
+
Ψ
W
√
η
. (5.16)
By (4.5), (2.26) and (5.16) we have
Txy ≺ Φ2 + L
2
W 2
(
Ψ2
Lη
+
Ψ3√
Lη
+
Ψ
L
√
η
)
+
Ψ2
Wη
+
Ψ3
W
√
L
η
+
Ψ
W
√
η
.
To finish the proof we apply Lemma 5.3 with Ω = Φ and, thanks to Lemma 3.4, Ψ˜ = (Wη)−1/2. In this setting we
have Ψ−2 6 Lη +W√η. The conditions (2.14) in Theorem 2.2 arise from the assumption (5.13) in Lemma 5.3.
14
5.2. Proof of Theorem 2.4. We are now in the range (W/L)2 6 η 6 1, therefore (4.5), Proposition 4.1 and 5.1
imply that for some admissible control parameter Ψ such that Λ ≺ Ψ
Txy −Θxy ≺ L
W
√
η
(
Ψ2
Lη
+
Ψ3√
Lη
+
Ψ
L
√
η
)
+
Ψ2
Wη
+
Ψ3
W
√
L
η
+
Ψ
W
√
η
. (5.17)
From Theorem 2.2 we see that, in the range (W/L)2 6 η 6 1, we have Ψ = W−1/2η−1/4 when
W 2
L2
 L
3/2
W 5/2
⇐⇒ LW 9/7.
It is now easy to check from (5.17) with Ψ = W−1/2η−1/4, (W/L)2 6 η 6 1 and LW 9/7 that (2.20) holds true.
Note that (2.21) follows by using (2.23) in (2.20). Finally, using Lemma 5.2 with Ω2ij = Υij and Ψ = W
−1/2η−1/4,
we obtain ∣∣Gij − δijm∣∣2 ≺ Υij + Ψ4 ≺ Υij . (5.18)
Here we used that Ψ4 can be absorbed into (Lη)−1 6 Υij . This proves (2.22), and hence concludes the proof of
Theorem 2.4.
5.3. Proof of Corollary 2.3. From (2.17) we see that we need Λ2 ≺ (Lη)−1. From Theorem 2.2 we know that
this is true when η 6 (W/L)2 and η  L3/2W−5/2. Therefore, we have to require that
L3/2
W 5/2
 W
2
L2
which is true when LW 9/7.
6 Proof of Proposition 5.1
In order to avoid useless technical complications we assume that H is Gaussian and Hermitian and that
Eζ2ij = 0 for all i < j . (6.1)
in addition to (2.4). For example, (6.1) is true when the real and imaginary parts of ζij are independent with
identical variance. However, our results hold also without these assumptions and in Section 8 we sketch how to
achieve this generalization.
Let us define a family of matrices S such that
S =
{
σ ∈ CL×L : sup
x,y
|σxy| ≺W−1,
∑
x
|σxy| ≺ 1,
∑
y
|σxy| ≺ 1
}
. (6.2)
Note that S is closed under matrix addition and multiplication. In particular, we immediately see that S ∈ S. The
following lemma, proven in Section 6.1, collects all the necessary estimates needed to prove Proposition 5.1.
Lemma 6.1. Let be Ψ an admissible control parameter defined as in (5.7) and such that Λ ≺ Ψ.
(i) Let σ(1), σ(2), . . . , σ(n) ∈ S, then for n > 1 we have
Y
(n)
ab;u1···un :=
∑
i1,...,in
σ
(1)
u1i1
· · ·σ(n)uninGai1Gi1i2 · · ·Gin−1inGinb ≺ Ψ2n+1 + δabΨ2n. (6.3)
(ii) Let σ(1), σ(2), . . . , σ(n) ∈ S, then for n > 2 and for some ξ ∈ S with nonnegative entries we have
Z
(n)
ab;u3···un :=
∑
i1,...,in
σ
(1)
ai1
σ
(2)
bi2
σ
(3)
u3i3
· · ·σ(n)uninGi1i2 · · ·Gin−1inGini1 ≺ Ψ2n + ξabΨ2(n−2). (6.4)
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(iii) Let σ ∈ S, then we have
Xi :=
∑
j
σij(Gjj −m) ≺ Ψ2, Xij :=
∑
k
σikGkj ≺ Ψ2. (6.5)
Remark 6.2. In what follows we will refer to Y
(n)
ab;u1...un
and Z
(n)
ab;u3...un
respectively as open chain (or simply
chain) and loop of order n. This terminology emphasizes that in Y (n) the extreme indices a and b of the product
Gai1Gi1i2 · · ·Gin−1inGinb are not summed over, while in Z(n) the extreme indices are identical and they are summed
over. The order n refers to the fact that both Y (n) and Z(n) involve n summations.
The following lemma translates the control of arbitrary moment of a random variable into stochastic domination
bounds.
Lemma 6.3. Let φ be a random variable such that 0 6 φ 6 LC for some C > 0 and let ϕ ∈ R+ be deterministic
such that ϕ ∈ [L−C , LC ]. Suppose that there exists q ∈ [0, 1) such that for any deterministic ϑ ∈ [ϕ,LC ] and any
p ∈ N one has the implication
φ ≺ ϑ =⇒ E|φ|2p =
2p∑
k=1
O≺((ϑqϕ1−q)k)E|φ|2p−k, (6.6)
then φ ≺ ϕ.
Proof. Applying Ho¨lder inequality to (6.6) one gets
E|φ|2p 6
2p∑
k=1
O≺((ϑqϕ1−q)k)(E|φ|2p)
2p−k
2p
which implies that
E|φ|2p = O≺((ϑqϕ1−q)2p).
Then from Markov inequality we deduce the implication
φ ≺ ϑ =⇒ φ ≺ ϑpϕ1−p.
By invoking Lemma 2.6 in [12], we conclude the proof.
We are now ready to prove Proposition 5.1. We will first prove (5.8).
Step 1. We recall that by spectral decomposition of G we can easily get the so called Ward identity∑
i
|Gxi|2 = ImGxx
η
. (6.7)
Let us now define
Qxy =
∑
i,j
Svi(HijGjxGiy + SijGjjGixGiy + SijGiiGjxGjy) , (6.8)
and accordingly,
Qxy =
∑
i,j
Svj(HijGjyGix + SjiGjjGixGiy + SjiGiiGjxGjy) ,
where we recall that Svi =
∑
x vxSxi and ‖v‖∞ = O(L−1/2). From (5.2) we see that Pvy = −mQyy, and by (5.5)
we have the derivatives
∂jiQyy = −QjyGiy −QyiGjy + SvjGiyGjy −
∑
k,l
SvkSklGljGil|Gky|2 −
∑
k,l
SvkSklGkiGjk|Gly|2 ,
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and
∂jiQyy = −QiyGjy −QyjGiy + SvjGiyGjy −
∑
k,l
SvlSlkGljGil|Gky|2 −
∑
k,l
SvlSlkGkiGjk|Gly|2 .
Now we fix p > 2, and by cumulant formula (5.6) we have
E|Qyy|2p =E
∑
i1,j1
Svi1(Hi1j1Gj1yGi1y + Si1j1Gj1j1 |Gi1y|2 + Si1j1Gi1i1 |Gj1y|2) · Qp−1yy Qpyy
=E
∑
i1,j1
Svi1Si1j1Gj1yGi1y[(p− 1)(∂j1i1Qyy)Qp−2yy Qpyy + p(∂j1i1Qyy)|Qyy|2p−2] .
(6.9)
Now we would like to compute the second line of (6.9) by recursively applying cumulant formula. To this end, we
define for each m ∈ {2, 3, ..., 2p− 1} the set
Vm−1,m = {Gjmjm−1Gim−1yGimy, Gimim−1Gjm−1yGjmy} . (6.10)
For n ∈ {1, 2, ..., 2p− 1}, let us consider( 1√
L
)n
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,n(∂jninQyy)QαyyQβyy , (6.11)
where Vm−1,m ∈ Vm−1,m for m = 2, 3, ..., n, σ(1), ..., σ(n) ∈ S, and α + β = 2p − n − 1. Formula (6.11) is one of
the terms produced by applying n times the cumulant expansion to E|Qyy|2p: for instance, if for n = 1 we set
σ(1) ..=
√
LSvi1Si1j1 , (6.11) corresponds to the first term on the second line of (6.9). By the differential rule (6.8)
we see that (6.11) becomes( 1√
L
)n
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,n · QαyyQβyy·(
−QjnyGiny −QyinGjny + SvjnGinyGjny −
∑
i,j
SviSijGjjnGinj |Giy|2 −
∑
i,j
SviSijGiinGjni|Gjy|2
)
=.. (A) + (B) + (C) + (D) + (E) .
(6.12)
In the remaining proof we look at each term on the above carefully.
Step 2. Let us first look at term (C), which is( 1√
L
)n
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nSvjnGinyGjny · QαyyQβyy
=
( 1√
L
)n+1
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n−1)in−1jn−1σ
(n)
injn
Gj1yGi1yV1,2 · · ·Vn−1,nGinyGjny · QαyyQβyy ,
(6.13)
where in the second line we renamed
√
LSvjnσ
(n)
injn
∈ S by σ(n)injn . By our definition of V we see that for m =
1, 2, ..., n − 2, Vm,m+1 contains either Gim+1im or Gjm+1jm . W.L.O.G. assume Gj2j1 is a factor of V1,2, and let
k1 ∈ {1, 2, 3, ..., n− 2} be the smallest integer such that Gik1+2ik1+1 is a factor of Vk1+2,k1+1. Thus
Vk1+1,k1 = Gjk1+1jk1Gik1yGik1+1y , (6.14)
and (C) contains
Gjk1+1jk1 · · ·Gj2j1Gj1y .
This means that (C) actually contains a chain (in the sense of Remark 6.2) of order k1. Now let k2 ∈ {k1+1, ..., n−2}
be the smallest integer bigger than k1 such that Gjk2+2jk2+1 is a factor of Vk2+1,k2+2, then
Vk2+1,k2 = Gik2+1ik2Gjk2yGjk2+1y ,
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and (6.14) shows that (C) contains
Gik2+1ik2 · · ·Gik1+2ik1+1Gik1+1y .
and consequently it contains another chain of order k2 − k1. By continuing this process, we can find in (A) a
product of finitely many different chains. Let T be the collection of all such G and G that appear in all these
chains, and for m = 1, 2, ..., n − 1, let qm ∈ {im, jm} denote the index that appears in one of the chains. Let
{pm} ..= {im, jm}/{qm} for m ∈ {1, 2, ..., n− 1}.
By Lemma 6.1 (i), we see that∑
j1,...,jk1
σ
(1)
i1j1
· · ·σ(k1)ik1 jk1Gjk1+1jk1 · · ·Gj2j1Gj1y ≺ Ψ
2k1+1 + Ψ2k1δjk1+1y .
Assume there are totally l many chains. By applying the above estimate for other chains, we see that
∑
q1,...,qn−1
n−1∏
m=1
σ
(m)
imjm
∏
t∈T
t ≺ (Ψ2k1+1+Ψ2k1δpk1+1y)(Ψ2(k2−k1)+1+Ψ2(k2−k1)δpk2+1y) · · · (Ψ2(kl−kl−1)+1+Ψ2(kl−kl−1)δpny) ,
(6.15)
Note that the LHS of (6.15) is contained in (C). Together with (6.13) we have
(C) ≺
( 1√
L
)n+1(
Ψ2k1+1 + Ψ2k1δpk1+1y)
(
Ψ2(k2−k1)+1 + Ψ2(k2−k1)δpk2+1y
) · · · (Ψ2(kl−kl−1)+1 + Ψ2(kl−kl−1)δpny)
· E
∑
p1,...,pn−1,in,jn
∣∣∣σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/∏
t∈T
t
∣∣∣ |Qyy|α+β .
(6.16)
To estimate the above, we need to expand(
Ψ2k1+1 + Ψ2k1δpk1+1y)
(
Ψ2(k2−k1)+1 + Ψ2(k2−k1)δpk2+1y
) · · · (Ψ2(kl−kl−1)+1 + Ψ2(kl−kl−1)δpny) (6.17)
and consider each term in the result separately. Here we only give estimates of two terms, and other cases follow
in a similar fashion.
Suppose we take the term
Ψ2k1+1Ψ2(k2−k1)+1 · · ·Ψ2(kl−kl−1)
from (6.17). Note that kl = n− 1, and kl + l = |T |. We have( 1√
L
)n+1
Ψ2k1+1Ψ2(k2−k1)+1 · · ·Ψ2(kl−kl−1) · E
∑
p1,...,pn−1,in,jn
∣∣∣σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/∏
t∈T
t
∣∣∣ |Qyy|α+β
=
( 1√
L
)n+1
Ψ|T |+n−1 · E
∑
p1,...,pn−1,in,jn
∣∣∣σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/∏
t∈T
t
∣∣∣ |Qyy|α+β
≺
( 1√
L
)n+1
Ψ|T |+n−1Ψ · E
∑
p1,...,pn−1,qn
∣∣∣Gj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/|Gpny|(∏
t∈T
t
)∣∣∣ |Qyy|α+β
≺
( 1√
L
)n+1
Ψ|T |+n−1Ψ · Ln
( 1√
Lη
)n+1
Ψ3n+1−|T |−1−(n+1)E|Qyy|α+β = Ψ
2
Lη
·
(
Ψ3√
η
)n−1
· E|Qyy|2p−n−1 ,
where in the second step we used
∑
pn
σ
(n)
injn
|Gpny| ≺ Ψ, and in the third step there are at least n + 1 many G,G
that we can use to apply Ward identity.
Suppose we take from (6.17) the term
Ψ2k1δpk1+1yΨ
2(k2−k1)+1 · · ·Ψ2(kl−kl−1) ,
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then we have( 1√
L
)n+1
Ψ2k1δpk1+1yΨ
2(k2−k1)+1 · · ·Ψ2(kl−kl−1)
· E
∑
p1,...,pn−1,in,jn
∣∣∣σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/∏
t∈T
t
∣∣∣ |Qyy|α+β
=
( 1√
L
)n+1
Ψ|T |+n−2 · E
∑
p1,...,pn−1,in,jn
∣∣∣δpk1+1yσ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/∏
t∈T
t
∣∣∣ |Qyy|α+β .
(6.18)
For k1 + 1 = n, we use σ
(n)
injn
≺W−1 ≺ Ψ2 and have
(6.18) ≺
( 1√
L
)n+1
Ψ|T |+n · E
∑
p1,...,pn−1,qn,
pn=y
∣∣∣Gj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/|Gpny|(∏
t∈T
t
)∣∣∣ |Qyy|α+β
≺
( 1√
L
)n+1
Ψ|T |+n · Ln
( 1√
Lη
)n+1
Ψ3n+1−|T |−1−(n+1)E|Qyy|α+β = Ψ
2
Lη
·
(
Ψ3√
η
)n−1
· E|Qyy|2p−n−1 .
For k1 + 1 6 n− 1, note that there is only one factor |Gpk1+1y| in (6.18) that contains the index pk1+1, and we have
(6.18) ≺
( 1√
L
)n+1
Ψ|T |+n−2 · E
∑
p1,...,pk1 ;pk1+1=y;
pk1+2,...,pn−1,in,jn
∣∣∣σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/|Gpk1+1y|(∏
t∈T
t
)∣∣∣ |Qyy|α+β
≺
( 1√
L
)n+1
Ψ|T |+n−1 · E
∑
p1,...,pk1 ;pk1+1=y;
pk1+2,...,pn−1,qn
∣∣∣Gj1yGi1yV1,2 · · ·Vn−1,nGinyGjny/|Gpk1+1yGpny|(∏
t∈T
t
)∣∣∣ |Qyy|α+β
≺
( 1√
L
)n+1
Ψ|T |+n−1 · Ln−1
( 1√
Lη
)n
Ψ3n+1−|T |−2−nE|Qyy|α+β ≺ Ψ
2
Lη
·
(
Ψ3√
η
)n−1
· E|Qyy|2p−n−1 ,
where in the last step we used the estimate
√
Lη
LΨ ≺ 1.
One can take other bounds in (6.17) and show that we have the same bound. Thus we obtained from (6.16)
that
(A) ≺ Ψ
2
Lη
·
(
Ψ3√
η
)n−1
· E|Qyy|2p−n−1 ≺
(
Ψ√
Lη
+
Ψ3√
η
)n+1
E|Qyy|2p−n−1 . (6.19)
Step 3. Now let’s look at the first and fourth term on the RHS of (6.12), which is (A) and (D). It is important
to consider these two contributions together because there is a crucial cancellation between them. By writing
Qjny =
∑
in+1,jn+1
Svi(Hin+1jn+1Gjn+1jnGin+1y+Sin+1jn+1Gjn+1jn+1Gin+1xGin+1y+Sin+1jn+1Gin+1in+1Gjn+1jnGjn+1y)
and using cumulant expansion on Hin+1jn+1 we see that
(A) + (D) = −
( 1√
L
)n
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,nQjnyGiny · QαyyQβyy + (D)
= −
( 1√
L
)n
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n)injn∂jn+1in+1
(
Gj1yGi1yV1,2 · · ·Vn−1,nSvin+1Sin+1jn+1Gjn+1jnGin+1yGiny · QαyyQβyy
)
−
( 1√
L
)n
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,n·( ∑
in+1,jn+1
Svin+1Sin+1jn+1(Gjn+1jn+1Gin+1jnGin+1y +Gjn+1jnGin+1in+1Gjn+1y)
)
GinyQαyyQβyy + (D) .
(6.20)
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We see that when the differential ∂jn+1in+1 is applied to Gjn+1jn , Gin+1y, and Giny, the result will cancel the second,
third and last term on the RHS of (6.20) respectively. Thus by setting σ
(n+1)
in+1jn+1
..=
√
LSvin+1Sin+1jn+1 we have
(A) + (D)
= −
( 1√
L
)n+1
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1
[
∂jn+1in+1
(
Gj1yGi1yV1,2 · · ·Vn−1,n · QαyyQβyy
)]
Gjn+1jnGin+1yGiny .
(6.21)
Also, note that Vn,n+1 ..= Gjn+1jnGin+1yGiny ∈ Vn,n+1, thus when the differential is applied to QαyyQβyy, we return
to the same form as (6.11). The term left to be estimated is
−
( 1√
L
)n+1
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1
[
∂jn+1in+1
(
Gj1yGi1yV1,2 · · ·Vn−1,n
)]
Gjn+1jnGin+1yGiny · QαyyQβyy .
(6.22)
As in the estimation of (A), we can first apply Lemma 6.1 to sum over q1, ..., qn−1, jn, qn+1. Depending on whether
∂jn+1in+1 is applied to a G or G, the index qn+1 will be equal to jn+1 or in+1 respectively. Also, in this case
we will have one loop (in the sense of Remark 6.2) if the differential is applied to a Gjkx (x ∈ {y, jk−1}) and we
have Gjn+1jn · · ·Gjk+1jk in (6.22). Other summations in (6.22) will still give rise to chains. Thus, with the same
procedure of Step 2 we can use Lemma 6.1(i)(ii) to show that
(6.22) ≺
(
Ψ
Lη
+
Ψ3√
η
)n+1
· E|Qyy|2p−n−1 . (6.23)
Thus by (6.21)–(6.23) we have
(A) + (D) =
( 1√
L
)n+1
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1Gj1yGi1yV1,2 · · ·Vn,n+1(∂jn+1in+1QαyyQβyy)
+O≺
(
Ψ
Lη
+
Ψ3√
η
)n+1
· E|Qyy|2p−n−1 . (6.24)
Similarly,
(B) + (E) =
( 1√
L
)n+1
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1Gj1yGi1yV1,2 · · ·Vn−1,nV ′n,n+1(∂jn+1in+1QαyyQβyy)
+O≺
(
Ψ
Lη
+
Ψ3√
η
)n+1
· E|Qyy|2p−n−1 , (6.25)
where V ′n,n+1 ..= Gin+1inGjnyGjn+1y ∈ Vn,n+1.
Step 4. Plugging (6.19), (6.24) and (6.25) into (6.12) gives( 1√
L
)n
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,n(∂jninQyy)QαyyQβyy
=
( 1√
L
)n+1
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1Gj1yGi1yV1,2 · · ·Vn−1,n(Vn,n+1 + V ′n,n+1)(∂jn+1in+1QαyyQβyy)
+O≺
(
Ψ
Lη
+
Ψ3√
η
)n+1
· E|Qyy|2p−n−1 . (6.26)
Similar result can also be obtained for( 1√
L
)n
E
∑
i1,j1,...,in,jn
σ
(1)
i1j1
· · ·σ(n)injnGj1yGi1yV1,2 · · ·Vn−1,n(∂jninQyy)QαyyQβyy ,
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together with (6.9) we have
E|Qyy|2p =
2p−1∑
n=1
O≺
(
Ψ
Lη
+
Ψ3√
η
)n+1
· E|Qyy|2p−n−1 ,
which gives the desired result by Lemma 6.3.
The proof of (5.9) proceeds as the one for (5.8) but the Svim ’s (m = 1, . . . , 2p − 1) are replaced by the Sxim ’s
which are bounded by W−1. Finally, (5.10) and (5.11) are easily obtained by using Lemma 6.1 (iii) and the Ward
identity (6.7).
7 Proof of Lemma 6.1
In order to prove Lemma 6.1 we will need some auxiliary technical lemmata. The first one concerns a trick to write
self-consistent equations for the kind of expectations we are going to use.
Lemma 7.1. Consider the expectation
Dabc = E
∑
i
σaiGibGcip(G,G)
where σ ∈ S and p(G,G) is a polynomial of Gxy and Gx′y′ with x, y, x′, y′ 6≡ i. Then
Dabc =EξabGcbp(G,G)− E
∑
i,j
ξaiSijGjbGci∂jip(G,G) (7.1)
+ E
∑
i,j
ξaiSij((Gjj −m)GibGci +GjbGcj(Gii −m))p(G,G)
where ξ ∈ S.
Proof. Applying (5.4) and the cumulant expansion formula (5.6), we get:
zDabc = E
∑
i
σai(zGib)Gcip(G,G) = −E
∑
i
σaiδibGcip(G,G) + E
∑
i,j
σaiSij∂ji(GjbGcip(G,G)) (7.2)
By performing the derivatives and writing the diagonal entries of G as (Gii −m) + m one has
zDabc = −EσabGcbp(G,G)− E
∑
i,j
σaiSij(GjjGibGci +GjbGcjGii)p(G,G) + E
∑
i,j
σaiSijGjbGci∂jip(G,G)
= −EσabGcbp(G,G)−mDabc −m
∑
i
σaiE
∑
j
SijGjbGcjp(G,G)
− E
∑
i,j
σaiSij((Gjj −m)GibGci +GjbGcj(Gii −m))p(G,G) + E
∑
i,j
σaiSijGjbGci∂jip(G,G). (7.3)
Let us consider the summation of the last term of the expansion in (7.3)
D˜abc := E
∑
i
SaiGibGcip(G,G).
Note that the only difference between Dabc and D˜abc is that σai in Dabc is replaced by Sai in D˜abc. Expanding
D˜abc in the same way we have done for Dabc, we get∑
i
((z +m)δai + mSai)D˜ibc = −ESabGcbp(G,G) + E
∑
i,j
SaiSijGjbGci∂jip(G,G)
− E
∑
i,j
SaiSij((Gjj −m)GibGci +GjbGcj(Gii −m))p(G,G). (7.4)
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Let us analyse the operator on the left hand side of (7.4): thanks to (2.10) we get
L := ((z + m)I + mS)−1 = −m(I −m2S)−1. (7.5)
Since we are interested in the bulk spectrum of the band matrices, from Proposition B.2 in [7] we see that there is
a positive constant C such that
ρ := ‖L‖∞→∞ 6 C logL ≺ 1. (7.6)
From the translational invariance of L and (7.6) one can easily see that Lξ ∈ S for any ξ ∈ S. Thus, (7.6) and (7.4)
imply
D˜abc =− EτabGcbp(G,G) + E
∑
i,j
τaiSijGjbGci∂jip(G,G) (7.7)
− E
∑
i,j
τaiSij((Gjj −m)GibGci +GjbGcj(Gii −m))p(G,G)
where τ = LS ∈ S. Coming back to (7.3) and using again (5.4), we get
Dabc = mEσabGcbp(G,G)−mE
∑
i,j
σaiSijGjbGci∂jip(G,G)
+ mE
∑
i,j
σaiSij((Gjj −m)GibGci +GjbGcj(Gii −m))p(G,G) + m2
∑
i
σaiD˜ibc.
In conclusion, using (7.7) and the fact that S is close with respect to matrix addition and multiplication, we get
Dabc =EξabGcbp(G,G)− E
∑
i,j
ξaiSijGjbGci∂jip(G,G)
+ E
∑
i,j
ξaiSij((Gjj −m)GibGci +GjbGcj(Gii −m))p(G,G) .
where ξ = m (σ −mστ) ∈ S.
It is convenient to define the following transformation on the matrices belonging to S: let σ ∈ S, then we set
σ˘ := m(σ −mσLS) ∈ S
where L is the matrix defined in (7.5). With this notation we can write ξ in Lemma 7.1 as ξ = σ˘.
By using an argument very similar to the one exploited in Lemma 7.1 we can also show that
Ga :=
∑
i
σaiE(Gii −m) ≺ Ψ2 (7.8)
under the assumption that Λ ≺ Ψ. In fact, by the cumulant expansion formula (5.6) we have
zGa = −E
∑
i,j
σaiSij(Gjj −m)(Gii −m)−mGa −m
∑
i
σaiG˜i (7.9)
where G˜a :=
∑
i SaiE(Gii −m). Expanding G˜a again via (5.6) and using the properties of the operator L as we did
for D˜abc in the proof of Lemma 7.1, we get
G˜a = −E
∑
i,j
(LS)aiSij(Gjj −m)(Gii −m).
Using (7.9), this implies Ga = E
∑
i,j σ˘aiSij(Gjj −m)(Gii −m) ≺ Ψ2. In the same way one gets also the following
estimates
E(Gjj −m) ≺ Ψ2, EGjk ≺ Ψ2 for k 6= j,
∑
j
σijEGjk ≺ Ψ2. (7.10)
We will prove (6.3) and (6.4) by induction over n. Therefore, first we should check that those two formulae are
true for n = 1 and n = 2 respectively. This is shown in the following lemma.
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Lemma 7.2. Under the assumption of Lemma 6.1, for some ξ ∈ S with nonnegative entries one has
Y
(1)
ab;u ≺ Ψ3 + δabΨ2, (7.11)
Z
(2)
ab ≺ Ψ4 + ξab . (7.12)
Proof. We slightly simplify the notation by setting Yuab := Y
(1)
ab;u =
∑
i σuiGaiGib with σ ∈ S. We fix an arbitrary
integer p > 1 and we apply Lemma 7.1 to E|Yuab|2p = E
∑
i σuiGaiGibY
p−1
sab Y
p
sab, so we get
E|Yuab|2p ≺
∣∣∣∣Eσ˘uaGab(Yuab)p−1(Y uab)p∣∣∣∣+ ∣∣∣∣E∑
i,j
σ˘uiSijGaiGjb∂ji(Y
p−1
uab Y
p
uab)
∣∣∣∣
+
∣∣∣∣E∑
i,j
σ˘uiSij((Gjj −m)GaiGib +GajGjb(Gii −m))Y p−1uab Y
p
uab
∣∣∣∣
≺ (Ψ3 + δabΨ2)E|Yuab|2p−1 +
∣∣∣∣E∑
i,j
σ˘uiSijGajGib∂ji(Y
p−1
uab Y
p
uab)
∣∣∣∣ (7.13)
where we used the hypothesis Λ ≺ Ψ. Let us focus on the last term of (7.13): we note that
∂jiYuab = −GiaYujb −GbjYuai, ∂jiY uab = −GjaY uib −GbiY uaj . (7.14)
For a 6= b we set the a prior bound
Yuab ≺ λ (7.15)
for λ ∈ [Ψ3, LC ] for some C > 0, so that for a 6= b, recalling the trivial bound Yuab ≺ Ψ2, using (7.15), (7.14) and
(7.13), we have
E|Yuab|2p ≺ Ψ3E|Yuab|2p−1 + λΨ3E|Yuab|2p−2 + Ψ6E|Yuab|2p−2 ≺ λΨ3E|Yuab|2p−2. (7.16)
From Lemma 6.3 with ϑ = λ, ϕ = Ψ3 and q = 1/2 we deduce that Yuab = Y
(1)
ab;u ≺ Ψ3 for a 6= b, and therefore in
general we obtain
Y
(1)
ab;u ≺ Ψ3 + δabΨ2.
Let us now prove (7.12) with the same strategy used for (7.11). We recall that
Z
(2)
ab :=
∑
ij
σaiτbjGijGji
with σ, τ ∈ S. In the following we will drop the superscript (2). Again from Lemma 7.1 for any fixed integer p we
have
E|Zab|2p ≺
∣∣∣∣E∑
i
σ˘aiτbiGiiZ
p−1
ab Z
p
ab
∣∣∣∣+ ∣∣∣∣E∑
i,j,k
σ˘aiτbjSik[(Gkk −m)GjiGij + (Gii −m)GkjGjk]Zp−1ab Z
p
ab
∣∣∣∣
+
∣∣∣∣E∑
i,j,k
σ˘aiτbjSikGkjGji∂ki(Z
p−1
ab Z
p
ab)
∣∣∣∣
≺ (ξab + |Bab|+ Ψ4)E|Zcd|2p−1 +
∣∣∣∣E∑
i,j,k
σ˘aiτbjSikGkjGji∂ki(Z
p−1
ab Z
p
ab)
∣∣∣∣ (7.17)
where ξ ∈ S and in the last line we used (6.5). Moreover,
Bab :=
∑
i,j,k
σ˘aiτbjSikG
[
iiGkjGjk (7.18)
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where we used the notation g[ := g − Eg. We now have to estimate Bab: note that by using (7.11) we get
Bab ≺ ΨW−1, but this is not enough for our purposes. Thus, we are going to expand Bab: as before Lemma 7.1
implies
E|Bab|2p ≺
∣∣∣∣E∑
i,j
σ˘aiτ˘bjSijG
[
iiGjjB
p−1
ab B
p
ab
∣∣∣∣+ ∣∣∣∣E ∑
i,j,k,l
σ˘aiτ˘bjSikSjlGkjGlk∂lj(G
[
iiB
p−1
ab B
p
ab)
∣∣∣∣ (7.19)
≺ Ψ4E|Bab|2p−1 + Ψ8E|Bab|2p−2
where in the second line we used (6.5), (7.11) and the fact that trivially one gets ∂ljBab ≺ Ψ4. Thus, we obtained
that
Bab ≺ Ψ4 (7.20)
and
E|Zab|2p ≺ (ξab + Ψ4)E|Zab|2p−1 +
∣∣∣∣E∑
i,j,k
σ˘aiτbjSikGkjGji∂ki(Z
p−1
ab Z
p
ab)
∣∣∣∣ . (7.21)
Let us focus on the last term in (7.21): we need to compute the derivatives of Z:
∂kiZcd = −
∑
lh
σclτdh(GlkGihGhl +GhkGilGlh) (7.22)
∂kiZcd = −
∑
lh
σclτdh(GhlGliGkh +GlhGhiGkl). (7.23)
We consider the first term in (7.22) (the second one is treated similarly as well as the two terms in (7.23)): we
define
Aabcd :=
∑
i,j
σaiτbjGicGdjGji .
To bound Aabcd we perform again a cumulant expansions. For c 6= d set the prior bound
Aabcd ≺ α (7.24)
with α ∈ [Ψ5, LC ]. For any integer p > 1 Lemma 7.1 yields
E|Aabcd|2p ≺
∣∣∣∣E∑
j
σ˘acτbjGccGdjGjcA
p−1
abcdA
p
abcd
∣∣∣∣ (7.25)
+
∣∣∣∣E∑
i,j,k
σ˘aiτbjSki[(Gkk −m)GicGdjGjik + (Gii −m)GkcGdjGjk]Ap−1abcdA
p
abcd
∣∣∣∣
+
∣∣∣∣E∑
i,j,k
σ˘aiτbjSkiGkcGdkGijGjiA
p−1
abcdA
p
abcd
∣∣∣∣+ ∣∣∣∣E∑
i,j,k
σ˘aiτbjSkiGkcGdjGji∂ki(A
p−1
abcdA
p
abcd)
∣∣∣∣ .
By using (7.11) we get for c 6= d
E|Aabcd|2p ≺ Ψ5E|Aabcd|2p−1 +
∣∣∣∣E∑
i,j,k
σ˘aiτbjSkiGkcGdjGji∂ki(A
p−1
abcdAabcd)
p
∣∣∣∣. (7.26)
To bound the second term on the right hand side of (7.26) we observe that
∂kiAabcd = −GicAabkd −GdkAabci −
∑
lh
σalτbhGldGchGhkGil
≺ |Gic|(α+ δkd|Aabdd|) + |Gdk|(α+ δci|Aabcc|) + (Ψ3 + δdlW−1)(Ψ3 + δckW−1)
≺ |Gic|(α+ δkdΨ4) + |Gdk|(α+ δciΨ4) + (Ψ3 + δdiW−1)(Ψ3 + δckW−1) (7.27)
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where we used (7.11), the trivial estimate Aabcd ≺ Ψ4 (where we exploited again (7.11)) and the prior estimate
(7.24). Note that a similar bound holds for ∂kiAabcd. Thus, using (7.27) and (7.11), we get
E
∑
i,j,k
σ˘aiτbjSkiGkcGdjGji∂ki(A
p−1
abcdA
p
abcd) ≺ (αΨ5 + Ψ10)E|Aabcd|2p−2,
which implies, via Lemma 6.3, that for c 6= d we have Aabcd ≺ Ψ5 and in general
Aabcd ≺ Ψ5 + δcdΨ4. (7.28)
Thus, by using (7.28) and (7.11) in (7.17) we get
E|Zab|2p ≺ (ξab + Ψ4)E|Zab|2p−1 + Ψ8E|Zab|2p−2. (7.29)
Therefore, Lemma 6.3 implies that Zab ≺ ξab + Ψ4.
7.1. Chain estimates: proof of (6.3). We will proceed by induction on n: thanks to (7.11), we know that
Y
(1)
ab;u ≺ Ψ3 + δabΨ2 and we assume as induction hypothesis that
Y
(n−1)
ab;u1···un−1 ≺ Ψ2(n−1)+1 + δabΨ2(n−1). (7.30)
In the following we will simplify the notation by setting Y
(n)
ab;u1···un ≡ Y
(n)
ab . For any fixed integer p > 1 Lemma 7.1
implies that
E|Y (n)ab |2p ≺
∣∣∣∣E ∑
i2,...,in
σ˘
(1)
u1i2
σ
(2)
u2i2
· · ·σ(n)uninGai2Gi2i3 · · ·Ginb(Y
(n)
ab )
p−1(Y
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ˘
(1)
u1i1
· · ·σ(n)uninSi1in+1
× [Gai1(Gin+1in+1 −m)Gi1i2 +Gain+1(Gi1i1 −m)Gin+1i2 ]Gi2i3 · · ·Ginb(Y (n)ab )p−1(Y
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ˘
(1)
u1i1
· · ·σ(n)uninSi1in+1Gain+1Gi1i2 [∂i1in+1Gi2i3 · · ·Ginb](Y
(n)
ab )
p−1(Y
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ˘
(1)
u1i1
· · ·σ(n)uninSi1in+1Gain+1Gi1i2Gi2i3 · · ·Ginb[∂i1in+1(Y
(n)
ab )
p−1(Y
(n)
ab )
p]
∣∣∣∣
= (A) + (B) + (C) + (D) . (7.31)
Let us now deal with the terms (A), (B), (C) and (D). To simplify the notation we rename σ˘(1) by σ(1).
(A) Let us define the tensor Ξcab := Wσ
(1)
ab σ
(2)
cb . It is immediate to verify that for any c we have that Ξ
c ∈ S.
Therefore, by using the induction hypothesis (7.30) one has
(A) ≺W−1
∣∣∣∣E ∑
i2,...,in
Ξu2u1i2σ
(3)
u3i3
· · ·σ(n)uninGai2Gi2i3 · · ·Ginb(Y
(n)
ab )
p−1(Y
(n)
ab )
p
∣∣∣∣
≺ (Ψ2E|Y (n−1)ab ||Y (n)ab |2p−1) ≺ (Ψ2n+1 + δabΨ2n)E|Y (n)ab |2p−1.
(B) From (7.30) we obtain
(B) =
∣∣∣∣ E ∑
i1,in+1
σ
(1)
u1i1
Si1in+1 [(Gin+1in+1 −m)Gai1Y (n−1)i1b + (Gi1i1 −m)Gain+1Y
(n−1)
in+1b
](Y
(n)
ab )
p−1(Y
(n)
ab )
p
∣∣∣∣
≺ Ψ2n+1E|Y (n)ab |2p−1.
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(C) Using (7.30), one has
(C) 6
∣∣∣∣E ∑
i1,...,in+1
σ
(1)
u1i1
· · ·σ(n)uninSi1in+1Gain+1Gi1i2
n−1∑
k=2
Giki1Gin+1ik+1
( n−1∏
l=2
l 6=k
Gilil+1
)
Ginb(Y
(n)
ab )
p−1(Y
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ
(1)
u1i1
· · ·σ(n)uninSi1in+1Gain+1Gi1i2 · · ·Gini1Gin+1b(Y
(n)
ab )
p−1(Y
(n)
ab )
p
∣∣∣∣
≺
n−1∑
k=1
E
∑
i1
|σ(1)u1i1 ||Y
(k)
i1i1
||Y (n−k)ab ||Y (n)ab |2p−1 ≺ (Ψ2n+1 + δabΨ2n)E|Y (n)ab |2p−1
(D) Note that
∂i1in+1Y
(n)
ab = −
n∑
k=0
Y
(k)
ai1
Y
(n−k)
in+1b
, ∂i1in+1Y
(n)
ab = −
n∑
k=0
Y
(k)
ain+1Y
(n−k)
i1b (7.32)
where Y
(0)
ab := Gab. Therefore we get for some ξ ∈ S (ignoring the complex conjugation which does not play
any role here)
(D) ≺
∣∣∣∣E n∑
k=0
∑
i1,in+1
σ
(1)
u1i1
Si1in+1Gain+1Y
(k)
ai1
Y
(n−k)
in+1b
Y
(n−1)
i1b
(Y
(n)
ab )
2p−2
∣∣∣∣
≺
∣∣∣∣E n−1∑
k=1
∑
i1,in+1
σ
(1)
u1i1
Si1in+1Gain+1Y
(k)
ai1
Y
(n−k)
in+1b
Y
(n−1)
i1b
(Y
(n)
ab )
2p−2
∣∣∣∣
+
∣∣∣∣E ∑
i1in+1
σ
(1)
u1,i1
Si1in+1Gain+1 [Gai1Y
(n)
in+1b
+Gin+1bY
(n)
ai1
]Y
(n−1)
i1b
(Y
(n)
ab )
2p−2
∣∣∣∣
≺ (Ψ4n+2 + δabΨ4n)E|Y (n)ab |2p−2 + (E)
where
(E) = E
∑
i1,...,in+1
σ
(1)
u1i1
Si1in+1Gain+1 [Gai1Y
(n)
in+1b
+Gin+1bY
(n)
ai1
]Y
(n−1)
i1b
(Y
(n)
ab )
2p−2 .
In order to bound (E) let suppose that a 6= b and that
Y
(n)
ab ≺ λ(n), λ(n) ∈ [Ψ2n+1, LC ]. (7.33)
Note that from (7.30) we can easily get that Y
(n)
xy ≺ Ψ2n for any x, y ∈ TL, so from (7.33) we have
(E) ≺ (λ(n)Ψ2n+1 + Ψ4n+2)E|Y (n)ab |2p−2, a 6= b
(E) ≺ Ψ4nE|Y (n)ab |2p−2, a = b.
Putting together the contribution form all the terms (A), (B), (C), (D), (E) and using Lemma 6.3, we can
conclude that Y
(n)
ab ≺ Ψ2n+1 + δabΨ2n.
7.2. Loop estimates: proof of (6.4). As for (6.3), we will proceed by induction on n: from (7.12) we know
that Z
(2)
ab ≺ Ψ4 + ξab where ξ ∈ S. As induction hypothesis, let us assume that
Z
(n−1)
ab;u3···un−1 ≺ Ψ2(n−1) + ξabΨ2(n−3), ξ ∈ S. (7.34)
We need the following auxiliary lemma. Recall that g[ = g − Eg.
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Lemma 7.3. Let
B
(n)
ab :=
∑
i1,...,in,in+1
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n)uninSi1in+1G[i1i1Gin+1i2Ginin+1Gi2i3 · · ·Gin−1in
with σ(1), σ(2), . . . , σ(n) ∈ S. Then
B
(n)
ab ≺ Ψ2n. (7.35)
Proof. See Section 7.3.
In the following we will adopt the simplified notation Z
(n)
ab ≡ Z(n)ab;u3···un . As before, from Lemma 7.1 for any
p > 1 we deduce that
E|Z(n)ab |2p ≺
∣∣∣∣E ∑
i2,...,in
σ˘
(1)
ai2
σ
(2)
bi2
· · ·σ(n)uninGi2i3 · · ·Gin−1inGini2(Z
(n)
ab )
p−1(Z
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ˘
(1)
ai1
σ
(2)
bi2
· · ·σ(n)uninSi1in+1(Gin+1in+1 −m)Gini1Gi1i2Gi2i3 · · ·Gin−1in(Z
(n)
ab )
p−1(Z
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ˘
(1)
ai1
σ
(2)
bi2
· · ·σ(n)uninSi1in+1(Gi1i1 −m)Ginin+1Gin+1i2Gi2i3 · · ·Gin−1in(Z
(n)
ab )
p−1(Z
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ˘
(1)
ai1
σ
(2)
bi2
· · ·σ(n)uninSi1in+1Gini1Gin+1i2
n−1∑
k=2
Gikin+1Gi1ik+1
( n−1∏
l=2
l 6=k
Gilil+1
)
(Z
(n)
ab )
p−1(Z
(n)
ab )
p
∣∣∣∣
+
∣∣∣∣E ∑
i1,...,in+1
σ˘
(1)
ai1
σ
(2)
bi2
· · ·σ(n)uninSi1in+1Gin+1i2Gi2i3 · · ·Gin−1inGini1∂in+1i1(Z
(n)
ab )
p−1(Z
(n)
ab )
p
∣∣∣∣
= (A) + (B) + (C) + (D) + (E) .
In the following we simplify the notation by renaming σ˘(1) as σ(1). Let us now look at the different terms.
(A) By using (6.3) and the properties of the matrix family S, for some ξ ∈ S one easily gets that
(A) ≺ Ψ2(n−2)
∑
i2
|σ(1)ai2 ||σ
(2)
bi2
|E|Z(n)ab |2p−1 ≺ ξabΨ2(n−2)E|Z(n)ab |2p−1.
(B) We note that
(B) ≺
∣∣∣∣E ∑
i1,in+1
σ
(1)
ai1
Si1in+1(Gin+1in+1 −m)Y (n−1)i1i1 (Z
(n)
ab )
p−1(Z
(n)
ab )
p
∣∣∣∣,
thus from (6.5) and (6.3) we get (B) ≺ Ψ2nE|Z(n)cd |2p−1.
(C) From Lemma 7.3 and the fact that EGkk −m ≺ Ψ2, one can conclude that (C) ≺ Ψ2nE|Z(n)ab |2p−1.
(D) We note that
(D) ≺
∣∣∣∣E n−1∑
k=2
∑
i1
σ
(1)
ai1
Z
(k)
i1b
Y
(n−k)
i1i1
(Z
(n)
ab )
p−1(Z
(n)
ab )
p
∣∣∣∣ ≺ (Ψ2n + Ψ2(n−2)∑
i1
|σ(1)ai1 |ξ′i1b
)
E|Z(n)ab |2p−1
≺ (Ψ2n + ξabΨ2(n−2))E|Z(n)ab |2p−1
where we used (7.34) and (6.3). Here ξab =
∑
i |σ(1)ai |ξ′ib and ξ, ξ′ ∈ S.
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(E) Note that
∂in+1i1Z
(n)
ab = −
n∑
k=1
∑
j1,...,jn
σ
(1)
aj1
σ
(2)
bj2
· · ·σ(n)unjnGjkin+1Gi1jk+1
n∏
l=1,l 6=k
Gjljl+1
∣∣∣∣
jn+1=j1
∂in+1i1Z
(n)
ab = −
n∑
k=1
∑
j1,...,jn
σ
(1)
aj1
σ
(2)
bj2
· · ·σ(n)unjnGjki1Gin+1jk+1
n∏
l=1,l 6=k
Gjljl+1
∣∣∣∣
jn+1=j1
,
thus from (6.3) we get
(E) ≺ E
∑
ii,in+1
|σ(1)ai1 |Si1in+1 |Y
(n)
i1in+1
||Y (n−1)iiin+1 ||Z
(n)
ab |2p−2 ≺ Ψ4nE|Z(n)ab |2p−2.
Collecting all the terms and applying Lemma 6.3 we get the claim.
7.3. Proof of Lemma 7.3. From (7.20) we know that B
(2)
ab ≺ Ψ4. We want to show that B(n)ab ≺ Ψ2n and we
will proceed by induction by setting the hypothesis
B
(n−1)
ab ≺ Ψ2(n−1). (7.36)
For any fixed integer p > 1 we consider the moment E|Bab|2p and by invoking Lemma 7.1, we get
E|B(n)ab |2p ≺ (A) + (B) + (C) + (D) + (E) + (F)
where the explicit form of (A), (B), (C), (D), (E) and (F) is given below. We proceed term by term.
(A) By using the induction hypothesis (7.36) and the properties of the matrices in S one has
(A) =
∣∣∣∣E ∑
i1,...,in−1,in+1
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n−1)un−1in−1 σ˘
(n)
unin−1Si1in+1
×G[i1i1Gin−1in+1Gin+1i2Gi2i3 · · ·Gin−2in−1(B(n)ab )p−1(B
(n)
ab )
p
∣∣∣∣
≺ W−1Ψ2(n−1)E|B(n)ab |2p−1 ≺ Ψ2nE|B(n)ab |2p−1 .
(B) From (6.3) we have
(B) =
∣∣∣∣E ∑
i1,...,in,in+1,in+2
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n−1)un−1in−1 σ˘
(n)
unin
Si1in+1Sin−1in+2
×G[i1i1Ginin+1Gin+1i2Gi2i3 · · ·Gin−3in−2Gin−2in−1Gin−1in(Gin+2in+2 −m)(B(n)ab )p−1(B
(n)
ab )
p
∣∣∣∣
≺ E
∑
i1in−1in+2
|σ(1)ai1σ
(n−1)
un−1in−1Sin−1in+2G
[
i1i1(Gin+2in+2 −m)Y (n−1)in−1in−1 ||B
(n)
ab |2p−1 ≺ Ψ2nE|B(n)ab |2p−1 .
(C) Similarly from (6.3) we have
(C) =
∣∣∣∣E ∑
i1,...,in+2
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n−1)un−1in−1 σ˘
(n)
unin
Si1in+1Sin−1in+2
×G[i1i1Ginin+1Gin+1i2Gi2i3 · · ·Gin−3in−2Gin−2in+2Gin+2in(Gin−1in−1 −m)(B(n)ab )p−1(B
(n)
ab )
p
∣∣∣∣
≺ E
∑
i1,in−1,in+2
|σ(1)ai1σ
(n−1)
un−1in−1Sin−1in+2G
[
i1i1(Gin−1in−1 −m)Y (n−1)in+2in+2 ||B
(n)
ab |2p−1 ≺ Ψ2nE|B(n)ab |2p−1 .
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(D) By (6.3) one has
(D) =
∣∣∣∣E ∑
i1,...,in+2
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n−1)un−1in−1 σ˘
(n)
unin
Si1in+1Sin−1in+2
×Gi1in+2Gin+2inGinin+1Gin+1i2Gi2i3 · · ·Gin−3in−2Gin−2in−1Gin−1i1(B(n)ab )p−1(B
(n)
ab )
p
∣∣∣∣
≺ E
∑
i1,in+2,in−1
|σ(1)ai1σ
(n−1)
un−1in−1Sin−1in+2Gi1in+2Gin−1i1Y
(n−1)
in+2in−1(B
(n)
ab )
p−1(B
(n)
ab )
p| ≺ Ψ2nE|B(n)ab |2p−1 .
(E) Again using (6.3), one gets
(E) =
∣∣∣∣E ∑
i1,...,in+2
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n−1)un−1in−1 σ˘
(n)
unin
Si1in+1Sin−1in+2
×G[i1i1Gin+2inGin−2in−1
[ n−3∑
k=0
Gikin+2Gin−1ik+1
( n−3∏
l=0
l 6=k
Gilil+1
)∣∣∣∣
i0=in
]
(B
(n)
ab )
p−1(B
(n)
ab )
p
∣∣∣∣
≺ E
n−3∑
k=0
∑
in−1
|σ(n−1)un−1in−1B
(k+2)
ab Y
(n−2−k)
in−1in−1 ||B
(n)
ab |2p−1 ≺ Ψ2nE|B(n)ab |2p−1 .
(F) We note that
∂in+2in−1B
(n)
ab =
∑
j1,...,jn,jn+1
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n)uninSj1jn+1
×
[
Gj1in+2Gin−1j1
( n+1∏
l=2
Gjljl+1
∣∣∣∣
jn+2=j2
)
+G[j1j1
n+1∑
k=2
Gjkin+2Gin−1jk+1
( n+1∏
l=2,l 6=k
Gjljl+1
∣∣∣∣
jn+2=j2
)]
∂in+2in−1B
(n)
ab =
∑
j1,...,jn,jn+1
σ
(1)
ai1
σ
(2)
bi2
· · ·σ(n)uninSj1jn+1 (7.37)
×
[
Gj1in−1Gin+2j1
( n+1∏
l=2
Gjljl+1
∣∣∣∣
jn+2=j2
)
+G
[
j1j1
n+1∑
k=2
Gjkin−1Gin+2jk+1
( n+1∏
l=2,l 6=k
Gjljl+1
∣∣∣∣
jn+2=j2
)]
, (7.38)
thus from (7.37) and (7.38) and by using the trivial bound Z
(n)
ab ≺ Ψ2(n−1) we get
(F) =
∣∣∣∣E ∑
i1,...,in+2
σ
(1)
ai1
σ
(2)
bi2
· · · σ˘(n)uninSi1in+1Sin+2in−1
×G[i1i1Gin+2inGinin+1Gin+1i2Gi2i3 · · ·Gin−2in−1∂in+2in−1(B(n)ab )p−1(B
(n)
ab )
p
∣∣∣∣
≺E
∑
i1,j1,in−1,in+2
|σ(1)ai1σ
(1)
aj1
σ
(n−1)
un−1in−1Sin+2in−1G
[
i1i1 |
× (|Gj1in+2Gin−1j1 |+ |Gj1in−1Gin+2j1|)|Y (n−1)in+2in−1Z
(n)
j1b
||B(n)ab |2p−2
+ E
∑
i1,j1,in−1,in+2
|σ(1)ai1σ
(1)
aj1
σ
(n−1)
un−1in−1Sin+2in−1G
[
i1i1G
[
j1j1Y
(n−1)
in+2in−1Y
(n)
in+2in−1 ||B
(n)
ab |2p−2
≺ Ψ4nE|B(n)ab |2p−2 .
In conclusion, we obtained E|B(n)ab |2p ≺ Ψ2nE|B(n)ab |2p−1 +Ψ4nE|B(n)ab |2p−2 which implies the desired estimate thanks
to Lemma 6.3.
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7.4. Proof of (6.5). Since from (7.8) we have that E
∑
a σia(Gaa − m) ≺ Ψ2, to prove the claim we have to
estimate
X ′i =
∑
a
σiaG
[
aa.
We proceed as in the proof of Lemma 7.1: consider zE|X ′i|2p = E
∑
a σiazG
[
aa(X
′
i)
p−1(X
′
i)
p. The cumulant expan-
sion yields
zE|X ′i|2p = −E
∑
a,b
σiaSab(GaaGbb)
[(X ′i)
p−1(X
′
i)
p + E
∑
a,b
σiaSabGba∂ba(X
′
i)
p−1(X
′
i)
p
= −E
∑
a,b
σiaSab[G
[
aaG
[
bb − EG[aaG[bb +G[aaEGbb +G[bbEGaa](X ′i)p−1(X
′
i)
p
+ E
∑
a,b
σiaSabGba∂ba(X
′
i)
p−1(X
′
i)
p
= −mE|X ′i|2p −mE
∑
a,b
σiaSabG
[
bb(X
′
i)
p−1(X
′
i)
p + E
∑
a,b
σiaSabGba∂ba(X
′
i)
p−1(X
′
i)
p
− E
∑
a,b
σiaSab[G
[
aaG
[
bb − EG[aaG[bb +G[aa(EGbb −m) +G[bb(EGaa −m)](X ′i)p−1(X
′
i)
p. (7.39)
where we used that
(fg)[ = f [g[ − Ef[g[ + f [Eg + g[Ef .
Let X˜i ..=
∑
a SiaG
[
aa. Expanding E|X˜i|2p as we did for E|X ′i|2p and using the properties of the matrix L defined
in (7.5), we get
E|X˜i|2p =E
∑
a,b
τiaSabGba∂ba(X
′
i)
p−1(X
′
i)
p
− E
∑
a,b
τiaSab[G
[
aaG
[
bb − EG[aaG[bb +G[aa(EGbb −m) +G[bb(EGaa −m)](X ′i)p−1(X
′
i)
p , (7.40)
where τ = LS. Thus, from (7.40) and (7.39) we get
E|X ′i|2p ≺
∣∣∣∣E∑
a,b
σ˘iaSabGba∂ba(X
′
i)
p−1(X
′
i)
p
∣∣∣∣
+
∣∣∣∣E∑
a,b
σ˘iaSab[G
[
aaG
[
bb − EG[aaG[bb +G[aa(EGbb −m) +G[bb(EGaa −m)](X ′i)p−1(X
′
i)
p
∣∣∣∣
≺
∣∣∣∣E∑
a,b
σ˘iaSabGba∂ba(X
′
i)
p−1(X ′i)
p
∣∣∣∣+ Ψ2E|X ′i|2p, (7.41)
where in the last line we used E(Gii−m) ≺ Ψ in (7.10) and G[ii ≺ Ψ. To finish the proof, we compute the derivative
∂abX
′
i = −
∑
c
σicGcaGbc ≺ Ψ3 + δabΨ2
where we used (7.11). Therefore, (7.41) becomes
E|X˜i|2p ≺ Ψ2E|X ′i|2p−1 + Ψ4E|X ′i|2p−2.
By invoking Lemma 6.3, we finally get X ′i ≺ Ψ2. The proof of the second estimate in (6.5), i.e.
∑
k σikGkj ≺ Ψ2,
is completely analogous to the one just presented for Xi ≺ Ψ2 and it is omitted.
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8 Extension to non-Gaussian distribution and general complex case
In this section we explain how to deal with the more general case when Hij is not necessarily Gaussian distributed
and when EH2ij 6= 0.
Let us start with the non Gaussian corrections: we point out that the way we are going to control them is
insensitive to whether EH2ij = 0 or not, therefore, for the sake of simplicity, we will assume that EH2ij = 0.
We recall that the Gaussian case is easier because, adopting the notation of Lemma 3.3, the cumulants of order
p+ q = k > 3 vanish, which implies that the cumulant expansion formula (3.1) is truncated at ` = 1 with R2 = 0.
When Hij is not Gaussian we have to estimate all the higher order terms in (3.1).
We will show explicitly that the non Gaussian terms do not modify the bounds that we got earlier in (5.8),
(7.11) and (7.12) since they are at most of the same magnitude as the Gaussian terms. Heuristically, the reason is
that, as stated in Lemma 3.3, we have
C(p,q)(Hij) = O(Sk/2ij ) ≺ SijΨk−2, k = p+ q . (8.1)
Throughout this whole Section 8 we will assume that Ψ is an admissible control parameter such that the a prior
bound Λ2 ≺ Ψ2 holds true.
Note that (8.1) implies that in the higher order contributions of the full cumulant expansion (3.1) the huge
number of resolvent entries produced by the derivatives is compensated by the smallness of the high order cumulants.
In particular, the strategy is to expand these derivatives via the Leibniz rule (see (8.4), (8.12) and (8.22) below):
only few terms in this expansion need to be treated carefully (see for example (8.8), (8.9), (8.13) and (8.26)), while
all the others are easily bounded by using (8.1), the Ward identity and Λ2 ≺ Ψ2.
Moreover, for (7.11) and (7.12) we can still employ the same self-consistent scheme that we set up in Lemma
7.1 in the non Gaussian case: the only modification is that the non Gaussian terms will appear just as additional
contributions on the right hand side of (7.1).
The same method can be applied to prove that all the other results in Proposition 5.1 and lemmata 6.1, 7.2
and 7.3 remain valid when H is non Gaussian. Finally, we will briefly discuss also how to control the additional
terms arising in the cumulant expansion when EH2ij 6= 0.
8.1. Non Gaussian terms in (5.8). In this section we explain the proof of (5.8) when the entries of H are not
Gaussian. Suppose there is some λ ∈ [L−1, L] such that Qxy ≺ λ for all x, y ∈ TL. As in Section 6, we would like
to have a bound on E|Qyy|2p. By looking at the proof in Section 6 carefully, we see that we used two cumulant
expansions in the proof: the first one is in (6.9) and the second one is in (6.20). We now want to control the
additional non Gaussian terms arising from them.
Let us look at the estimate of (6.20). Starting from the LHS of (6.20), we need to consider the additional terms
( 1√
L
)n K∑
w,t>0
w+t=2
1
w!t!
C(w,t+1)(Hjn+1in+1)E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n)injn
∂wjn+1in+1∂
t
in+1jn+1
(
Gj1yGi1yV1,2 · · ·Vn−1,nSvin+1Gjn+1jnGin+1yGiny · QαyyQβyy
)
+
∑
jn+1,in+1
R
jn+1in+1
K+1 ,
(8.2)
where R
jn+1in+1
K+1 is the remainder term defined similarly to RK+1 in (3.2). Following a routine verification (one
may refer to the proof of Lemma 4.6(i) in [13]), we see that for any D > 0, there is K = K(D) ∈ N such that∑
jn+1,in+1
R
jn+1in+1
K+1 = O(L
−D) .
Now we are left with the estimate of the first sum in (8.2). Let us fix (w, t) ∈ N×N with w+ t = k > 2. W.L.O.G
we assume w = k and t = 0, and the general cases of w, t follow in a similar fashion. Let us define
σ
(n+1)
jn+1in+1
=
√
LW (k−1)/2Svin+1C(k,1)(Hjn+1in+1) ,
which belongs to S thanks to (8.1).
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We would like to bound
1
L(n+1)/2W (k−1)/2
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1∂kjn+1in+1
(
Gj1yGi1yV1,2 · · ·Vn−1,nGjn+1jnGin+1yGiny·QαyyQβyy
)
.
(8.3)
By Leibniz’s rule, we look at (8.3) by considering
1
L(n+1)/2W (k−1)/2
E
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1
[
∂sjn+1in+1
(
Gj1yGi1yV1,2 · · ·Vn−1,nGjn+1jnGin+1yGiny
)]
·(∂t1jn+1in+1Qyy · · · ∂t`jn+1in+1Qyy) ·Qα−`yy Qβyy ,
(8.4)
where s+ t1 + · · ·+ t` = k > 2. Here we consider the case where the differential ∂jn+1in+1 is only applied to Qyy,
and the general case when ∂jn+1in+1 is also applied to Qyy can be estimated in the similar fashion. Thus a bound
on (8.4) implies the same bound on (8.3).
Case 1. Suppose ` > 2. Let T˜ be the collection of factors G and G in (8.4) such that at least one of the two
indices belongs to the class {i1, j1, ..., in, jn}, and we have |T˜ | = 3n+1. As in Section 5.1, we can use Lemma 6.1(i)
to show ( 1√
L
)n ∑
i1,j1,...,in,jn
σ
(1)
i1j1
σ
(n)
injn
∏
t∈T˜
t ≺
(Ψ3√
η
+
Ψ√
Lη
)n
·Ψ . (8.5)
By
∂jiQyy = −QjyGiy −QyiGjy + SvjGiyGjy −
∑
k,l
SvkSklGljGil|Gky|2 −
∑
k,l
SvkSklGkiGjk|Gly|2 , (8.6)
and
∂jiQyy = −QiyGjy −QyjGiy + SvjGiyGjy −
∑
k,l
SvlSlkGljGil|Gky|2 −
∑
k,l
SvlSlkGkiGjk|Gly|2 ,
together with Ward identity, we see that for any fixed m > 1,
∂mjn+1in+1Qyy ≺ λ+
1√
L
+
Ψ3√
η
.
By using the above bound for `−2 many factors in (8.4), together with (8.5) we have for some pn+1 ∈ {in+1, jn+1}
with
(8.4) ≺ 1
L1/2W (k−1)/2
·
(Ψ3√
η
+
Ψ√
Lη
)n
·Ψ ·
(
λ+
1√
L
+
Ψ3√
η
)`−2
· E∣∣ ∑
in+1,jn+1
σ
(n+1)
in+1jn+1
Gpn+1y∂
t1
jn+1in+1
Qyy∂t2jn+1in+1Qyy
∣∣ · |Qyy|α+β−`
≺ 1
L1/2W (k−`+1)/2
·
(Ψ3√
η
+
Ψ√
Lη
)n
·Ψ ·
(
λΨ +
Ψ√
L
+
Ψ3√
η
)`−2
· E∣∣ ∑
in+1,jn+1
σ
(n+1)
in+1jn+1
Gpn+1y∂
t1
jn+1in+1
Qyy∂t2jn+1in+1Qyy
∣∣ · |Qyy|α+β−` .
(8.7)
For max{t1, t2} > 2, we have k − `+ 1 > 2, thus by 1/
√
W ≺ Ψ and using Ward identity for the term Gpn+1y and
another G hidden in ∂t1jn+1in+1Qyy we have
(8.7) ≺ Ψ
2
√
L
·
(Ψ3√
η
+
Ψ√
Lη
)n
·Ψ ·
(
λΨ +
Ψ√
L
+
Ψ3√
η
)`−2
· 1
η
(
λ+
1√
L
+
Ψ3√
η
)2
E|Qyy|2p−n−`−1
≺
(Ψ3√
η
+
Ψ√
Lη
+ λΨ
)n+`−2
·
(
Ψ
η1/6
λ2/3 +
Ψ3√
η
+
Ψ√
Lη
)3
E|Qyy|2p−n−`−1
≺
(Ψ3√
η
+
Ψ√
Lη
+ λΨ +
Ψ
η1/6
λ2/3
)n+`+1
E|Qyy|2p−n−`−1 .
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For t1 = t2 = 1, we have k − `+ 1 > 1, thus by exploring (8.6) carefully and use Ward identity we have
(8.7) ≺ Ψ√
L
·
(Ψ3√
η
+
Ψ√
Lη
)n
·Ψ ·
(
λΨ +
Ψ√
L
+
Ψ3√
η
)`−2
·
(1
η
λ2 +
Ψ
η
1
L
+
1
η
Ψ6
η
)
· E|Qyy|2p−n−`−1
≺
(Ψ3√
η
+
Ψ√
Lη
+ λΨ +
Ψ
η1/6
λ2/3
)n+`+1
E|Qyy|2p−n−`−1 .
Thus for Case 1 we have
(8.4) ≺
2p−n−1∑
`=1
(Ψ3√
η
+
Ψ√
Lη
+ λΨ +
Ψ
η1/6
λ2/3
)n+`+1
E|Qyy|2p−n−`−1 .
Case 2. Suppose ` = 1. We have 1/W (k−1)/2 ≺ Ψ. By (8.5) and Ward identity we have
(8.4) ≺ Ψ√
L
(Ψ3√
η
+
Ψ√
Lη
)n
·Ψ · E∣∣ ∑
in+1,jn+1
σ
(n+1)
in+1jn+1
Gin+1y∂
t
jn+1in+1Qyy
∣∣ · |Qyy|α+β−1
≺
(Ψ3√
η
+
Ψ√
Lη
)n
· Ψ
2
√
L
· 1
η
(
λ+
1√
L
+
Ψ3√
η
)
· E|Qyy|2p−n−2
≺
(Ψ3√
η
+
Ψ√
Lη
+
Ψ
L1/4η1/2
λ1/2
)n+2
· E|Qyy|2p−n−2 .
(8.8)
Case 3. Suppose ` = 0, and we see that similar as in Section 5.1, we can use Lemma 6.1 and shown that
1
L(n+1)/2W (k−1)/2
∑
i1,j1,...,in+1,jn+1
σ
(1)
i1j1
· · ·σ(n+1)in+1jn+1∂kjn+1in+1
(
Gj1yGi1yV1,2 · · ·Vn−1,nGjn+1jnGin+1yGiny
)
≺
(Ψ3√
η
+
Ψ√
Lη
)n+1
,
(8.9)
which implies
(8.4) ≺
(Ψ3√
η
+
Ψ√
Lη
)n+1
E|Qyy|2p−n−1 .
Thus from Cases 1-3 we have
(8.4) ≺
2p−n∑
k=1
(Ψ3√
η
+
Ψ√
Lη
+ λΨ +
Ψ
η1/6
λ2/3 +
Ψ
L1/4η1/2
λ1/2
)n+k
E|Qyy|2p−n−k
≺
2p∑
k=1
(Ψ3√
η
+
Ψ√
Lη
)k/3
λ2k/3E|Qyy|2p−k .
By estimating (6.9) in a similar fashion and using the steps in Section 6, we see that
E|Qyy|2p ≺
2p∑
k=1
(Ψ3√
η
+
Ψ√
Lη
)k/3
λ2k/3E|Qyy|2p−k .
Note that we can also estimate E|Qxy|2p exactly in the same way, i.e.
E|Qxy|2p ≺
2p∑
k=1
(Ψ3√
η
+
Ψ√
Lη
)k/3
λ2k/3E|Qxy|2p−k
whenever Qxy ≺ λ for all x, y ∈ TL. Hence, it suffices to apply Lemma 6.3 to conclude the proof.
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8.2. Non Gaussian terms in (7.11). In this section we want to estimate the non Gaussian terms in the cumulant
expansion (7.13): using Lemma 3.2, we see that the non Gaussian terms yields the additional contributions Uuab +
|RK+1| to the right hand side of (7.13) where
Uuab =
∣∣∣∣E∑
i,j
σui
K∑
w,t>0
w+t=2
1
w!t!
C(w,t+1)(Hji)∂tij∂wji[GaiGjb(Yuab)p−1(Y uab)p]
∣∣∣∣, σ ∈ S (8.10)
and RK+1 is given by (3.2). As in the previous section, from Lemma 3.4 (iii) in [12], we know that, given a large
constant D, then one can choose K = K(D) such that RK+1 = O(L
−D).
Let us now focus on Uuab: since we are going to use very rough estimates where the complex conjugation does
not play any role, in the following we will simplify the notation by neglecting it: i.e. we will replace Y uab by Yuab
and also ∂ji = ∂/∂Hji = ∂/∂Hji by ∂ij = ∂/∂Hij .
Using these notation conventions and (8.1), we can write
Uuab ≺
K∑
n=2
U
(n)
uab, U
(n)
uab := E
∑
i,j
|σui|S(n+1)/2ij |∂nijGaiGjbY 2p−1uab | . (8.11)
Applying the Leibniz rule for derivatives we have
∂nijGaiGjbY
2p−1
uab =
n∑
r=0
(∂rijGaiGjb)(∂
n−r
ij Y
2p−1
uab ),
thus a second application of the Leibniz rule allows us to estimate U
(n)
uab as a sum of contributions of the form
E
∑
i,j
|σui|S(n+1)/2ij
∣∣∣∣(∂rijGaiGjb)( h∏
t=1
∂`tijYuab
)
Y 2p−1−huab
∣∣∣∣ (8.12)
where the sum runs over the integers h = 0, . . . , (n− r)∧ (2p− 1) and `1, . . . , `h > 1 with `1 + · · ·+ `h = n− r. Let
us split U (n) in three terms:
(a) the one corresponding to r = 0 and h = n (so that `1 = `2 = · · · = `n = 1) is stochastically dominated by
(a) := E
∑
i,j
S
(n+1)/2
ij |σui||GaiGjb||∂ijYuab|n|Yuab|2p−n−1, (8.13)
(b) the one where r = 0 and h 6 (n− 1) ∧ (2p− 1) is dominated by
(b) := E
∑
i,j
S
(n+1)/2
ij |σuiGaiGjb|
(n−1)∧(2p−1)∑
h=0
∣∣∣∣ h∏
t=1
∂`tijYuab
∣∣∣∣|Yuab|2p−1−h,
(c) the one where r > 1 is bounded by
(c) := E
∑
i,j
S
(n+1)/2
ij |σui|
n∑
r=1
|∂rijGaiGjb|
(n−r)∧(2p−1)∑
h=0
∣∣∣∣ h∏
t=1
∂`tijYuab
∣∣∣∣|Yuab|2p−1−h.
Note that, since K in (8.10) is big but fixed, we have that
Uuab ≺ (a) + (b) + (c). (8.14)
We are now going to establish more explicit bounds for (a), (b) and (c). For (a), set the prior estimate Yuab ≺ λ
with λ ∈ [Ψ3, LC ] for a 6= b. By using (7.14) and the trivial bound Yuab ≺ Ψ2, we get
∂ijYuab ≺ λΨ + λ(δai + δbi + δaj + δbj) + Ψ2(δaiδbj + δajδbi). (8.15)
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Therefore, from (8.15) and (8.13) we get that
(a) ≺ (Ψ4n+1 + λnΨn+2 + Ψ3n+3)E|Yuab|2p−n−1 (8.16)
≺ (Ψ3λ2)n+13 E|Yuab|2p−(n+1),
where in the last line we used that n > 2.
Let us now deal with (b) and (c): a simple induction shows that for any r > 0 and r′ > 1 and τ, ω ∈ S∑
i,j
τuiωij |∂rijGaiGjb| ≺ Ψ2, (8.17)∑
i,j
τuiωij |∂rijGaiGjb|(δai + δbi + δaj + δbj + δij) ≺ Ψ3, (8.18)
∂r
′
ijYuab ≺ Ψ3 + (δai + δbi + δaj + δbj + δij)Ψ2 . (8.19)
By (8.19), (8.17), (8.18) and (8.16) we get
(b) ≺ E
∑
i,j
S
(n+1)/2
ij |σuiGaiGjb|
(n−1)∧(2p−1)∑
h=0
(Ψ3h + (δai + δbi + δaj + δbj + δij)Ψ
2h)|Yuab|2p−1−h
≺ Ψn+1
2p−1∑
h=0
Ψ3hE|Yuab|2p−1−h + Ψn+2
(n−1)∧(2p−1)∑
h=0
Ψ2hE|Yuab|2p−1−h
≺ Ψn−2
2p∑
h′=1
Ψ3h
′
E|Yuab|2p−h′ + Ψn
n∧2p∑
h′=1
Ψ2h
′
E|Yuab|2p−h′ ≺
2p∑
h′=1
Ψ3h
′
E|Yuab|2p−h′ , (8.20)
where in the last passage we used that n > 2, n > h′ and Ψ 6 1. The same argument shows that for (c) the same
bound holds. Therefore, recalling (8.14) and the definition of λ, we have
Uuab ≺ (Ψ3λ2)
n+1
3 E|Yuab|2p−(n+1) +
2p∑
l=1
Ψ3lE|Yuab|2p−l ≺
2p∑
l=1
(Ψ3λ2)l/3E|Yuab|2p−l.
This implies that in the general case the bound (7.16) becomes
E|Yuab|2p ≺ λΨ3E|Yuab|2p−2 +
2p∑
l=1
(Ψ3λ2)l/3E|Yuab|2p−l ≺
2p∑
l=1
(Ψ3λ2)l/3E|Yuab|2p−l.
Applying Lemma 6.3 with q = 2/3, ϑ = λ and ϕ = Ψ3 concludes the proof for a 6= b. For a = b the bound
Yuaa ≺ Ψ2 is trivial.
8.3. Non Gaussian terms in (7.12). First, we note that the same method used to treat the non Gaussian
terms in Yuab can be employed to show that the bounds (7.28) for Aabcd and (7.20) for Bab remain valid in the non
Gaussian case.
Here we will focus on the additional terms arising from the expansion (7.17):
Uab =
∣∣∣∣E∑
i,j,k
σaiτbj
K∑
w+t=2
1
w!t!
C(w,t+1)(Hik)∂tik∂wki(GkjGjiZp−1ab Z
p
ab)
∣∣∣∣ , σ, τ ∈ S . (8.21)
By using the same notation simplification adopted for the non Gaussian terms of (7.11) in the previous Section
8.2, we have
Uab ≺
K∑
n=2
U
(n)
ab , U
(n)
ab := E
∑
i,j,k
|σaiτbj |S(n+1)/2ki |∂nkiGkjGjiZ2p−1ab | .
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As before, a double application of the Leibniz rule implies that U
(n)
ab is bounded by a sum of terms of the form
E
∑
i,j,k
|σaiτbj |S(n+1)/2ki
∣∣∣∣(∂rkiGkjGji)( h∏
t=1
∂`tkiZab
)
Z2p−1−hab
∣∣∣∣ (8.22)
where the sum runs over the integers r = 0, . . . , n, h = 0, . . . , (n−r)∧(2p−1) and `1, . . . , `h > 1 with `1 + · · ·+`h =
n− r. An induction argument involving (7.11) yields for ` > 1, r > 0 and σ, τ, ω ∈ S that
E
∑
i,j,k
σaiτbjωki|∂rkiGkjGji| ≺ Ψ2, (8.23)
∂`kiZab ≺ Ψ4. (8.24)
Thus, by using (8.22), (8.23) and (8.24), we get
Uab ≺ Ψn+1
2p−1∑
h=0
Ψ4hE|Zab|2p−(h+1) ≺ Ψn−3
2p−1∑
h′=0
Ψ4h
′
E|Zab|2p−h′) ≺
2p∑
h′=1
Ψ4h
′
E|Zab|2p−h′ (8.25)
where in the last passage we used that n > 3 and Ψ 6 1. To complete the proof we examine in more detail what
happens when n = 2 which corresponds to the third order cumulant. We come back to the original expression
(8.21) and we observe that the terms where w + t = 2 are stochastically dominated by∣∣∣∣E∑
i,j,k
σaiτbj
∑
w+t=2
1
w!t!
C(w,t+1)(Hik)(∂tik∂wkiGkjGji)Zp−1ab Z
p
ab
∣∣∣∣
+
∣∣∣∣E∑
i,j,k
σaiτbj
∑
w+t=2
1
w!t!
C(w,t+1)(Hik)GkjGji(∂wki∂tikZp−1ab Z
p
ab)
∣∣∣∣
+
∣∣∣∣E∑
i,j,k
σaiτbjC(1,2)(Hik)(∂kiGkjGji)(∂ikZp−1ab Z
p
ab)
∣∣∣∣
+
∣∣∣∣E∑
i,j,k
σaiτbjC(1,2)(Hik)(∂ikGkjGji)(∂kiZp−1ab Z
p
ab)
∣∣∣∣
+
∣∣∣∣E∑
i,j,k
σaiτbjC(0,3)(Hik)(∂ikGkjGji)(∂ikZp−1ab Z
p
ab)
∣∣∣∣
+
∣∣∣∣E∑
i,j,k
σaiτbjC(2,1)(Hik)(∂kiGkjGji)(∂kiZp−1ab Z
p
ab)
∣∣∣∣ = (a) + (b) + (c), (8.26)
where (c) denotes the sum of the last four terms on the left hand side of (8.26). Let us proceed term by term.
(a) We note that ∂tik∂
w
kiGkjGji can only generate of the form GiiGkkGkjGji and GkiGkkGijGji, up to switching
i to k. Therefore, plugging the first type of contribution in (a) and using (8.1) and (7.11) for the summation
over j, we get ∣∣∣∣E∑
i,j,k
σaiτbj
∑
w+t=2
1
w!t!
C(w,t+1)(Hik)GiiGkkGkjGjiZp−1ab Z
p
ab
∣∣∣∣
≺ ΨE
∑
i,k
|σaiSik|(Ψ3 + δikΨ2)|Zab|2p−1 ≺ Ψ4E|Zab|2p−1.
The second type of contribution has three non-diagonal entries of G, so we trivially get the same bound as
for the former term. This implies that (a) ≺ Ψ4E|Zab|2p−1.
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(b) By summing over j and using (8.24) we get
(b) ≺
∣∣∣∣E∑
i,j,k
σaiτbj
∑
w+t=2
1
w!t!
C(w,t+1)(Hik)GkjGji(∂wki∂tikZp−1ab Z
p
ab)
∣∣∣∣
≺ ΨE
∑
i,k
|σaiSik|(Ψ3 + δikΨ2)|∂wki∂tikZp−1ab Z
p
ab|
≺ Ψ
∑
i,k
|σaiSik|(Ψ3 + δikΨ2)(Ψ4E|Zab|2p−2 + Ψ8E|Zab|2p−3) ≺ Ψ8E|Zab|2p−2 + Ψ12E|Zab|2p−3.
(c) The three terms in (c) have the same structure, so we will examine only the first one. According to (7.28),
which is valid also in the non Gaussian case, the derivative of Z is controlled as follows
Aabcd = ∂cdZab ≺ Ψ5 + δcdΨ4. (8.27)
Thus, from (8.1) we have
(c) ≺ ΨE
∑
i,j,k
|σaiτbjSik||GkkGijGji +GkjGikGij ||Aabki||Zab|2p−2 ≺ Ψ8E|Zab|2p−2.
By putting together all the contributions and invoking Lemma 6.3, one concludes the proof.
8.4. General complex case. Here we explain how our results extend to the case when
EH2ij 6= 0. (8.28)
Since the non-Gaussian terms in this case are treated exactly as when EH2ij = 0, we will assume that Hij is
Gaussian.
The bounds in Proposition 5.1 revolve around the self consistent equation trick implemented in Lemma 7.1, so
we need to examine how (8.28) affects this lemma. From the cumulant expansion formula in Lemma 3.2 we see
that equation (7.2) becomes
zDabc = −E
∑
i
σaiδibGcip(G,G) + E
∑
i
σai(Sij∂ji + C(2,0)(Hij)∂ij)(GjbGcip(G,G)). (8.29)
Note that C(2,0)(Hij) = EH2ij ∈ S since |C(2,0)(Hij)| 6 Sij and ∂ijGjbGci = −2GjiGjbGci: this means that the
additional term never generates any diagonal entry of G and therefore it is always smaller than the contribution
proportional to E|Hij |2 = Sij .
As an example, let us write down in details the estimate of the additional terms for the estimate of the elementary
chain Y
(1)
ab;u ≡ Yuab (Lemma 6.1). From Lemma 7.1 modified according to (8.29), we get
E|Yuab|2p ≺
∣∣∣∣Eσ˘uaGab(Yuab)p−1(Y uab)p∣∣∣∣+ ∣∣∣∣E∑
i,j
σ˘uiωijGaiGjb∂ji(Y
p−1
uab Y
p
uab)
∣∣∣∣
+
∣∣∣∣E∑
i,j
σ˘uiSij((Gjj −m)GaiGib +GajGjb(Gii −m))Y p−1uab Y
p
uab
∣∣∣∣
+
∣∣∣∣E∑
i,j
σ˘uiτijGjiGaiGjbY
p−1
uab Y
p
uab
∣∣∣∣ (8.30)
where τij = C(2,0)(Hij), ω = S + τ and τ, ω, σ˘ ∈ S. Note the last term on the right hand side of (8.30) is the only
new additional contribution with respect to the former estimate (7.13). By using the hypothesis Λ ≺ Ψ, we can
easily control it:
E
∑
i,j
σ˘uiτijGjiGaiGjbY
p−1
uab Y
p
uab ≺ Ψ3E|Yuab|2p−1.
Thus, (7.13) (and consequently (7.11)) actually holds true even when EH2ij 6= 0. Analogous straightforward
arguments show that also all the other bounds in Proposition 5.1 and lemmata 6.1, 7.2 and 7.3 remain valid.
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9 High dimensions
Fix d > 2 and recall that N = Ld and M W d. From Proposition 2.8 in [9] for d > 2 we have
Θxy 6 CΦ˜2 , (9.1)
where the explicit expression for Θ is given in Lemma 8.2 in [9] and
Φ˜2 :=
1
M
+
1
Nη
.
In this setting we can show the analogues of Theorem 2.2, Corollary 2.3 and Theorem 2.4 in [9].
Theorem 9.1 (High dimensions). Let d > 2 and assume (2.12).
(i) Suppose that
LW 1+d/2 , η  L
W 1+d
. (9.2)
Then for z ∈ S we have
Λ2 ≺ Φ˜2 .
(ii) If LW 1+ dd+1 , then the eigenvectors of H are completely delocalized in the sense of Proposition 7.1 in [9].
(iii) Assume that
LW 1+d/3, (W/L)2 6 η 6 1 .
Then
Txy −Θxy ≺ 1
M3/2η
. (9.3)
Moreover, the analogues of (2.21) and (2.22) hold with the explicit expression for Υxy given in Theorem 8.6
in [9].
Remark 9.2 (Comparison with the analogous results in [9]). Theorems 9.1 improves Theorem 8.4 and Theorem
8.6 in [9]. In fact, in Theorem 8.4 [9] it is assumed that L  W 1+d/4 and η  L2
Wd+2
, in Theorem 8.6 that
LW 1+d/4.
Furthermore, in Corollary 8.5 in [9] the stated condition, i.e. LW 1+d/4, is wrong: it should be LW 1+ dd+2
because one must have that L
2
Wd+2
 η 6 N/M in order to apply Proposition 7.1. Thus Theorem 9.1(iii) improves
also Corollary 8.5 in [9].
Proof. (i) For d > 1 we treat the error term E˜ of equation (1.1) very similarly to what we did in Proposition 4.1
for d = 1. We define the analogue of the matrix Q as Q(α) such that q̂(α)(p) = 1− χ(pW 1−αLα) for p ∈ TdL,
where q
(α)
x = Q
(α)
x0 for x ∈ TdL and χ is a smooth bump function as defined in the proof of Proposition 4.1.
Here we set α ∈ [0, 1) since for α > 1, χ(pW 1−αLα) = 0 for p 6= 0, thus we would be back to the old analysis
performed in [9]. We will tune α in order to get the optimal conditions for the local law.
Let wx := (ΠE)xy, then
sup
x,y
|E˜xy| ≺ sup
y
∥∥∥ Qα
I − |m|2Sw
∥∥∥
∞
+ sup
y
∥∥∥ I −Qα
I − |m|2Sw
∥∥∥
∞
where
sup
y
∥∥∥ I −Qα
I − |m|2Sw
∥∥∥
∞
= sup
y
∥∥∥∥ ∑
p∈(TdL)∗,p6=0
χ(pW 1+α)
1− |m|2ŝ(p)e(p)〈e(p), E〉y
∥∥∥∥
∞
≺ 1√
N
min
{1
η
,
( L
W
)2}( L
W
)(d−2)(1−α)
sup
y
sup
p 6=0
|〈e(p), E〉y| (9.4)
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and
sup
y
∥∥∥∥ Qα1− |m|2Sw
∥∥∥∥
∞
≺ 1
η + (W/L)2α
sup
x,y
|Exy| .
Hence, for α < 1
sup
x,y
|E˜xy| ≺ 1√
N
min
{1
η
,
( L
W
)2}( L
W
)(d−2)(1−α)
sup
y
sup
p 6=0
|〈e(p), E〉y|+ 1
η + (W/L)2α
sup
x,y
|Exy| , (9.5)
while for α > 1 we get the same bound as in [9], i.e.
sup
x,y
|E˜xy| ≺ 1
η + (W/L)2
sup
x,y
|Exy| . (9.6)
Moreover, from [9] we know that
sup
x,y
|Exy| ≺ Ψ4 + Ψ2M−1/2. (9.7)
Note that (9.7) is derived by using the fluctuation averaging bounds in [7], but we believe that it can be
obtained also by the cumulant expansion method by performing nested expansions of Pxy and Rxy defined
in (5.2) and (5.3).
By combining (9.7) with the (5.8) and (5.10) in Proposition 5.1 we get
sup
x,y
|E˜xy| ≺
( L
W
)2α
Ψ2
[(N
M
)1−α( 1
Nη
+
Ψ−1
N
√
η
+
Ψ√
Nη
)
+ Ψ2 +M−1/2
]
.
Recall that initially, thanks to Lemma 3.4, Ψ2 = (Mη)−1 and that Ψ−2 6 Nη+M . In order to apply Lemma
5.3, we need to have
LW 1+ d4α+d(1−2α) , η  L
2α+d/2−dα
W 2α+3d/2−dα
, η  L
2α
W 2α+d
, LW 1+d/4α . (9.8)
By comparing the above conditions, it is easy to see that the optimal conditions are attained for α = 1/2, i.e.
LW 1+d/2, η  L
W 1+d
.
Observe that from (9.5) we see that for d = 2 we can choose any α ∈ [0, 1/2] because the sum over the
moments is only logarithmically divergent:∑
p∈(T2L)∗
p 6=0
χ(pW 1+α)
1− |m|2ŝ(p) 6 C min
{1
η
,
L2
W 2
} ∑
j∈Z2
0<|j|6L/W 1+α
|j|−2 = min
{1
η
,
L2
W 2
}
O
(
log
L
W 1+α
)
.
(ii) From (2.17) and (i) we know that for the eigenvector delocalization we need η < M/N and η  L/W 1+d,
which is true when LW 1+ dd+1 .
(iii) From (i) we know that Λ2 ≺M−1+(Nη)−1 when LW 1+d/2 and η  L/W 1+d. Here we want η > (W/L)2,
therefore, in order to use (i), we need to require
L
W 1+d
 W
2
L2
,
i.e. L  W 1+d/3. Note also that η > (W/L)2 implies η > M/N for d > 2, thus Λ2 ≺ M−1. This means
that (9.5) holds with Ψ = M−1/2. In this setting it is easy to check from (9.5) and (9.6) that (9.3) and the
analogues of (2.21) and (2.22) are valid for any α > 1/2.
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A Proof of Lemma 5.2
We recall that Lemma 5.2 basically coincides with Corollary 5.4 in [9]. Here we give a proof which does not rely
on the averaging fluctuations estimate in [7].
We will assume that H is Hermitian with Gaussian entries and such that EH2ij = 0, but the result holds also in
the general complex case and the additional terms are treated as we saw in Section 8.
To get the desired bounds, we consider the expectation Fab := E|Fab|2p where Fab := Gab − m δab and p is an
arbitrary strictly positive integer. The cumulant expansion yields
zFab = E(zGab − zm δab)F p−1ab F pab = E
(∑
i
HaiGib − (1 + zm) δab
)
F p−1ab F
p
ab
= m2δabEF p−1ab F
p
ab − E
∑
i
Sai∂iaGibF
p−1
ab F
p
ab
= m2δabEF p−1ab F
p
ab − E
∑
i
SaiGiiGabF
p−1
ab F
p
ab + E
∑
i
SaiGib∂iaF
p−1
ab F
p
ab
where we used (2.10). Using the trivial identities Gii = Gii −m + m and Gab = Fab + mδab, we get
(z + m)Fab =− E
∑
i
Sai(Gii −m)FabF p−1ab F pab −mδabE
∑
i
Sai(Gii −m)F p−1ab F pab
+ E
∑
i
SaiGib∂iaF
p−1
ab F
p
ab .
Using (6.5), (2.10) and that |Fab| 6 Λ ≺ Ψ, one obtains
Fab = O≺(Ψ2E|Fab|2p−1) +O≺
(∣∣∣∣E∑
i
SaiGib∂iaF
p−1
ab F
p
ab
∣∣∣∣). (A.1)
Let us examine the second term on the right hand side of (A.1): we note that
∂iaFab = −GaiGab, ∂iaF ab = −GaaGib,
therefore (A.1) becomes
Fab =O≺(Ψ2E|Fab|2p−1) +O≺
(∣∣∣∣E∑
i
SaiGibGaiGabF
p−2
ab F
p
ab
∣∣∣∣)
+O≺
(∣∣∣∣E∑
i
Sai|Gib|2GaaF p−1ab F p−1ab
∣∣∣∣). (A.2)
In the second term on the right hand side of (A.2), when a 6= b we can use (7.11) so that
Fab ≺ Ψ2E|Fab|2p−1 + E(Ψ4 + Tab)|Fab|2p−2,
while, when a = b, the trivial inequality |xy| 6 (|x|2 + |y|2)/2 yields∑
i
SaiGibGai ≺
∑
i
Sai(|Gai|2 + |Gia|2) = Taa + T ′aa,
so that
Faa ≺ Ψ2E|Faa|2p−1 + E(Taa + T ′aa)|Faa|2p−2.
Thus, we finally have
Fab ≺ Ψ2E|Fab|2p−1 + (Ψ4 + Ωab)E|Fab|2p−2 ≺ (Ψ2 + Ωab)E|Fab|2p−1 + (Ψ4 + Ω2ab)E|Fab|2p−2.
Lemma 6.3 completes the proof.
Remark A.1. The estimate in Lemma 5.2 cannot be improved in the sense that Fab will always be bounded at
least by Tab =
∑
i Sai|Gib|2 because Tab appears explicitly in the third term on the right hand side of (A.2).
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