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1)  шифрування інформації у каталогах користувача із застосуванням апаратних засобів; 
2) можливість конфігурування цих каталогів (створення захищених каталогів, призначення їх 
користувачам), однак конфігурування каталогів має здійснюватись тільки адміністратором; 
3) ідентифікація та аутентифікація користувача з використанням щонайменш двох механізмів (як 
правило, це пароль та якийсь засіб ідентифікації, наприклад, електронний ключ); 
4) завантаження програмного драйверу, яким встановлюються права користувачів щодо доступу до 
ресурсі ПЕОМ, що захищаються, до завантаження операційної системи, прозоре шифрування усієї 
інформації, що записується до захищених каталогів, при цьому драйвер повинен дозволяти користувачу 
здійснювати операції з файлами тільки у визначених каталогах; 
5) контроль використання каталогів для зберігання тимчасових файлів, які утворюються при 
функціонуванні певних програмних засобів; у процесі роботи користувача з інформацією, що захищається, 
або після її завершення вміст цих каталогів повинен автоматично знищуватись. 
6) система повинна контролювати експорт/імпорт інформації (у тому числі й тимчасовий через 
програмний буфер) із захищених каталогів в інші каталоги або її передачу каналами вводу-виводу та на інші 
носії даних; 
7) до складу системи має входити захищений журнал фіксації певного набору дій користувачів стосовно 
визначених об’єктів захисту. 
Зазначений перелік не претендує на всеосяжність і може уточнюватись як у бік посилення окремих вимог, 
так і у бік їх послаблення, разом з тим, може бути запропонований як орієнтовний при впровадженні засобів 
захисту інформації від несанкціонованого доступу. 
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Аннотация: Рассматривается вероятностная модель процесса компрометаций корреспондентов в 
определенных схемах широковещательного распределения ключей, построенных на основе 
ортогональных таблиц силы 1 или 2. Получены точные оценки биномиальных моментов и 
асимптотические выражения вероятностей числа нескомпрометированных ключей в этих схемах 
после компрометации случайного равновероятного t-подмножества корреспондентов. 
Summary: It is considered the probabilistic model of the correspondents compromising process in some 
broadcast key distribution schemes, built on base of orthogonal arrays of strength 1 or 2. As a result, we 
obtain proper bounds for binomial moments and asymptotic expressions of probability of the number non-
compromising keys in these schemes under condition of random equiprobable t- subset correspondents 
compromising. 
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I Введение 
Одним из перспективных направлений современной криптографии является разработка методов 
построения и анализа свойств схем распределения ключей (СРК) в телекоммуникационных системах, 
имеющих безусловную стойкость относительно компрометации корреспондентов [1 – 7]. Стойкость 
указанных СРК основывается на принципиальной невозможности получения противником информации о 
ключах, используемых корреспондентами для ведения засекреченной связи, что обычно достигается путем 
применения для распределения ключей определенных комбинаторных конфигураций [8], а также 
увеличением количества вспомогательной секретной информации, используемой корреспондентами 
телекоммуникационной системы для вычисления общих сеансовых ключей. 
В [4, 5] предложены конструкции безусловно стойких схем распределения ключей на основе 
широковещательного шифрования информации, которые могут быть использованы в случае динамически 
изменяющегося множества скомпрометированных корреспондентов. В схеме распределения ключей, 
описанной в [5], применяется так называемая процедура динамического управления ключами, в соответствии 
с которой осуществляется широковещательная передача зашифрованных сеансовых ключей 
корреспондентам 1, 2, …, v из центра распределения ключей (ЦРК). При этом предполагается, что на 
множестве корреспондентов задана некоторая комбинаторная конфигурация (система подмножеств) D так, 
что каждому блоку B  {1, 2, …, v} этой конфигурации соответствует определенный секретный ключ, 
которым обладают корреспонденты, принадлежащие множеству B (и только они). Секретные ключи заранее 
доставляются корреспондентам из ЦРК по защищенным каналам связи и используются ими в дальнейшем 
для расшифрования сообщений (сеансовых ключей), передаваемых из центра распределения ключей по 
открытому широковещательному каналу. 
В [5 – 7] получены аналитические оценки ряда числовых параметров, характеризующих эффективность 
описанной выше, а также близкой к ней, схемы распределения ключей в том частном случае, когда в 
качестве комбинаторной конфигурации D используется произвольная симметричная неполная 
сбалансированная блок-схема [8]. 
В настоящей статье вводятся в рассмотрение схемы широковещательного распределения ключей, 
построенные на основе конфигураций, являющихся блочными кодами над произвольным конечным 
алфавитом. С использованием вероятностных методов исследуется асимптотическое поведение 
распределения случайной величины (СВ), равной числу нескомпрометированных ключей в кодовой СРК при 
компрометации случайного равновероятного t-подмножества корреспондентов. 
II Постановка задачи 
Пусть F – конечное множество мощности q  2, G – код длины n над алфавитом F (то есть 
произвольное подмножество множества F
n
 [9]), состоящий из v = q
k
 слов ((n, q
k
)-код), 2k . Запишем 
кодовые слова, принадлежащие G, в виде прямоугольной таблицы размера nv . Далее будем 
отождествлять эту таблицу с кодом G и обозначать ее тем же символом. Напомним [9], что G называется 
ортогональной таблицей силы l  1, если каждый l-мерный вектор над алфавитом F содержится одинаковое 
число (равное q
k–l
) раз в произвольных фиксированных l столбцах таблицы G. 
Для данного кода G построим схему распределения ключей DG на множестве v корреспондентов, 
отождествляя их со словами, принадлежащими коду G, а распределяемые этим корреспондентам ключи – с 
множествами 
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По определению, компрометация корреспондента x  G означает, что из схемы DG удаляются все 
множества Bi(a) вида (1), содержащие слово x. Назовем ключи, соответствующие указанным множествам, 
скомпрометированными ключами (в результате компрометации корреспондента x) в СРК DG. 
Для любого натурального t зададим на множестве всех t-подмножеств кода G равномерное 
распределение вероятностей pt, полагая для любого GA  такого, что A = t, 
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Обозначим через t  случайную величину, равную числу ключей, являющихся нескомпрометированными 
в результате компрометации корреспондентов СРК DG, принадлежащих случайному множеству A, 
распределенному по закону (2). 
Основной задачей, решаемой в настоящей статье, является построение точных оценок биномиальных 
моментов 





l
E
t
 случайной величины t , l  = 0, 1, ..., и исследование асимптотического поведения 
распределения этой случайной величины при qt, . 
III Основная часть 
Получим представление СВ t  в виде суммы индикаторов. Заметим, что 

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где 
)(i
t – число элементов алфавита F, отсутствующих в i-м столбце и строках с номерами из множества A  
таблицы G . Введем случайные величины ai, , полагая ai, = 1, если на пересечении i-го столбца и строк с 
номерами из множества A , соответствующих скомпрометированным корреспондентам СРК DG, 
отсутствует элемент a; ai, = 0 – в противном случае, Fani  ,,1 . В силу равенства (3) получим, что 
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Предположим, что код G является ортогональной таблицей силы 1. Тогда на основании соотношений (2), 
(4) 
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где последнее равенство вытекает из формулы (2) и того факта, что каждый элемент алфавита F  
встречается в любом фиксированном столбце таблицы G  ровно 1kq  раз. Отсюда находим 
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Предположим теперь, что qt,  таким образом, что 
 qqot ),( . (6) 
Принимая во внимание неравенство 2k , получим, что при условии (6) 
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откуда на основании (5) следует, что 
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Непосредственно из соотношений (6), (7) и неравенства Маркова вытекает следующий результат. 
Утверждение 1. Пусть (n, q
k
)-код G является ортогональной таблицей силы 1, 2k . Обозначим через 
tt nq 
1)(1  относительное число скомпрометированных ключей в результате случайных и 
равновероятных компрометаций t корреспондентов СРК DG, соответствующей коду G. Тогда при 
выполнении условия (6) последовательность СВ  ...,2,1:    tt  сходится к нулю по вероятности: 
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для любого  > 0. 
Получим точные оценки биномиальных моментов СВ t . Далее будем предполагать, что код G является 
ортогональной таблицей силы 2. 
Пусть l – фиксированное натуральное число. Справедливо равенство 
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где суммирование в (8) осуществляется по всем l-подмножествам множества Fn,1 . 
Зафиксируем произвольное подмножество FnaiaiU lll  ,1)},(),...,,{( 11    и получим двусторонние 
оценки вероятности )1...( ,, 11  ll aiaiP , соответствующей этому подмножеству. 
Обозначим через I мультимножество },...,{ 1 lii    и через a  вектор ),...,( 1 laa   . Предположим, что среди 
чисел lii ,...,1    имеется ровно s  различных, скажем, sii ,...,1 , где ls 1 . Пусть, далее, j  есть кратность 
вхождения элемента ji  в мультимножество I, 
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Обозначим через )( lUN  число таких слов ),...,( 1 nxxx   кода G , для которых выполняются условия 
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Получим оценки параметра )( lUN . Заметим, что, поскольку код G  является ортогональной таблицей 
силы 2, то на основании неравенств Бонферрони [10] имеют место следующие соотношения: 
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На основании равенства (10) и соотношений 
ls  ...1 ,  
 sjj
jjssl
)2()1(1
)2()1(
22
1
2
1
2 2...)...(    
   



sjj
jj
211
212   
справедлива оценка 
221
2
1)(   kkkl qllqqUN . (11) 
Кроме того, имеет место оценка 
11
11
)()(
1 }},...,{:{#)(


 





  kkk
s
j
j
s
j
kjj
i
k
l lqqqqaaxGxqUN jj       . (12) 
Итак, на основании соотношений (9), (11), (12) для любого l-подмножества )},(),...,,{( 11 lll aiaiU   
множества Fn,1  выполняются следующие неравенства: 
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Из равенства (8) и неравенств (13) вытекает следующее утверждение, устанавливающее точные оценки 
биномиальных моментов случайной величины t . 
Утверждение 2. Пусть (n, q
k
)-код G является ортогональной таблицей силы 2, 2k . Тогда для любого 
натурального l справедливы неравенства 
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Исходя из оценок (14), с использованием метода моментов [10] нетрудно убедиться в справедливости 
следующего утверждения. 
Утверждение 3. Пусть в условиях утверждения 2 параметры n, q и t изменяются таким образом, что 
0}exp{    
q
tnq , qt, , (15) 
и параметр k принимает любые натуральные (не обязательно фиксированные) значения, больше либо равные 
2. Тогда для любого ...,1,0   l  
!
)(lim
l
elP
l
t
t

 

, (16) 
то есть последовательность распределений СВ ...} ,2 ,1:{  tt  сходится по распределению к 
распределению Пуассона с параметром  . 
IV Выводы 
Как следует из утверждений 1, 3, асимптотическое поведение распределения вероятностей случайной 
величины t , равной числу нескомпрометированных ключей в СРК DG при случайной и равновероятной 
компрометации t корреспондентов, определяется предельным значением функции }exp{
q
tnq   при 
qt, , где n – длина кода G над алфавитом F (равная количеству ключей, хранящихся у каждого 
корреспондента СРК DG), q =F – число различных сообщений, которые необходимо передать из ЦРК по 
широковещательному каналу связи всем корреспондентам при инициализации процедуры динамического 
управления ключами. Так, при выполнении условия (15) предельный при qt,  закон распределения 
последовательности СВ ...},2,1:{    tt  совпадает с законом распределения Пуассона с параметром  . Если 
же имеет место равенство (6), то последовательность СВ ...},2,1:)(1{ 1     tnq tt  сходится по 
вероятности к нулю. 
В целом, полученные выше результаты вероятностного анализа числа нескомпрометированных ключей в 
СРК, построенных на основе ортогональных таблиц силы 1 или 2, могут быть использованы на этапах 
проектирования или оценки эффективности кодовых схем распределения ключей в телекоммуникационных 
системах. С практической точки зрения, представляют интерес задачи вероятностного анализа числа 
нескомпрометированных корреспондентов и наименьшего числа сообщений, передаваемых этим 
корреспондентам из ЦРК, при случайной и равновероятной компрометации t корреспондентов кодовой 
схемы распределения ключей. 
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Аннотация: С помощью измерения избыточности информации в последовательности 
псевдослучайных чисел исключается гипотеза о внутренней периодичности выхода генератора 
Фибоначчи. Доказывается теорема об относительных частотах нечётных операндов в 
последовательности. Восполняется пробел в определении длины периода генератора Фибоначчи. 
Summary: By means of measurement of redundancy of the information in sequence of random numbers the 
hypothesis about internal periodicity of an output of generator Fibonachchi is excluded. The theorem of 
relative frequencies of odd operands in sequence is proved. The blank in definition of length of the period of 
generator Fibonachchi is filled. 
Ключевые слова: Псевдослучайные последовательности, оценки сложности, избыточность 
информации, архивирование данных, косвенный критерий. 
Введение 
Применение псевдослучайных чисел для защиты данных от взлома накладывает очень высокие 
требования на качество и обоснованность средств оценки псевдослучайных последовательностей двоичных 
слов. Для оценки алгоритмов генерации псевдослучайных последовательностей используют понятие 
вычислительной сложности хэш-преобразований, осуществляемых этими алгоритмами, а также 
статистические оценки генерируемых последовательностей чисел. 
В работе [1] обсуждаются возможности оценки сложности алгоритмов для получения нескольких 
последовательностей из последовательности длиной k , а также критикуется понятие сложной случайной 
последовательности по Колмогорову, относящейся к измерению конкретных последовательностей, а не к 
алгоритмам генерации. Однако, помимо того, что вычислительная сложность алгоритма влияет только на 
стоимость вычислений, имеется простая нелинейная (квазилинейная) схема генерации псевдослучайных 
последовательностей [2], использующая начальные разряды двух трансцендентных чисел (математических 
констант e и π k 8000 десятичных знаков). Эта схема позволяет генерировать практически бесконечное 
число псевдослучайных последовательностей. Кроме того, получаемые с помощью этой схемы 
последовательности псевдослучайных чисел допускают теоретическое исследование их свойств, 
показывающее отсутствие достаточных оснований для гипотез о зависимости измеряемых свойств от 
конкретных случаев генерации. 
Непосредственная экспериментальная статистическая оценка качества самих псевдослучайных 
последовательностей затруднена их дискретностью. Это сильно ограничивает средства статистического 
анализа [2], либо делает необходимым преобразование двоичных слов в двоичные дроби из непрерывного 
интервала [0,1] с соответствующим обоснованием усложнённых статистических схем [3]. Для оценки 
псевдослучайности последовательностей понятие количества информации по Шеннону может быть уточнено 
как измерение избыточности информации, содержащейся в последовательности двоичных слов. 
Избыточность измеряется по сжатию данных алгоритмами архивирования (ZIP, RAR и т. д.), основанных на 
анализе сложности последовательностей [4, 5]. Измерения относительной избыточности информации в 
данных дают основания для введения критерия псевдослучайности последовательностей, поскольку 
абсолютная случайность не совместима с избыточностью, меньшей единицы. Такие измерения легко 
согласуются с понятием сложности случайных последовательностей по Колмогорову [1].  
