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GEOMETRIC FORMULAS ON RUMELY’S WEIGHT
FUNCTION AND CRUCIAL MEASURE IN
NON-ARCHIMEDEAN DYNAMICS
YUˆSUKE OKUYAMA
Abstract. We introduce the f -crucial function Crucialf associated to
a rational function f ∈ K(z) of degree > 1 over an algebraically closed
field K of possibly positive characteristic that is complete with respect
to a non-trivial and non-archimedean absolute value, and write down
Rumely’s (order) function ordResf in terms of the hyperbolic metric ρ
on the hyperbolic space H1 in the Berkovich projective line P1 = P1(K).
We also obtain geometric formulas on Rumely’s weight function wf and
crucial measure νf on P
1 associated to f as well as improvements of
Rumely’s principal results. As an application to dynamics, we obtain
a quantitative equidistribution of the sequence (νfn) of f
n-crucial mea-
sures towards the f -equilibrium (or canonical) measure µf on P
1.
1. Introduction
Let K be an algebraically closed field of possibly positive characteristic
that is complete with respect to a non-trivial absolute value |·|, which is non-
archimedean in that the strong triangle inequality |z − w| ≤ max{|z|, |w|}
holds for any z, w ∈ K, and let k = OK/mK be the residue field, where OK
is the ring of K-integers and mK is the maximal ideal in OK . The Berkovich
projective line P1 = P1(K) is a compact, Hausdorff, and uniquely arcwise
connected topological space augmenting P1 = P1(K), and is also a tree in
the sense of Jonsson [11, Definition 2.2]. A point S ∈ P1 is of one and only
one of types I, II, III, and IV. Any type I, II, or III point S ∈ P1 \ {∞}
is represented by the multiplicative supremum seminorm | · |{z∈K:|z−a|≤r} on
K[z] (or by a (K-closed) disk BS := {z ∈ K : |z − a| ≤ r} in K itself), and
setting diamS := r, the point S is of type I if and only if diamS = 0 (or
equivalently S ∈ K = P1 \ {∞}), and is of type II (resp. III) if and only if
diamS ∈ |K∗| (resp. diamS ∈ R>0 \|K
∗|). The point∞ ∈ P1 is also of type
I, and the canonical (or Gauss) point Scan in P
1 is of type II and represented
by OK = {z ∈ K : |z| ≤ 1}. The tree structure on P
1 is induced by the
partial ordering of all those disks in K by inclusions; for any S,S ′ ∈ P1,
let [S,S ′] (resp. (S,S ′], [S,S ′)) be the closed (resp. left half open, right half
open) interval in P1. Set also H1 := P1 \ P1, which is equipped with the
hyperbolic (or path distance) metric ρ, and this ρ extends to the generalized
hyperbolic metric ρ˜ on P1 as a generalized metric on P1 (see Subsections 2.1
and 2.2 for more details). The set of all type II points are dense in (H1, ρ).
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The action on P1 of h ∈ K(z) uniquely extends to a continuous action
on P1. If d0 := deg h > 0, then the action on P
1 of h is surjective, open,
and finite and preserves the type of each point in P1, and the local degree
function a 7→ dega h on P
1 also canonically extends to an upper semicontin-
uous function P1 → {1, 2, . . . , d0} such that for every domain V ⊂ P
1 and
every component U of h−1(V ), the function S 7→
∑
S′∈h−1(S)∩U degS′(h) is
constant on V (see Subsection 2.3 including the induced pullback action h∗
of h on the space of Radon measures on P1). The linear fractional transfor-
mation group PGL(2,K) on P1 acts transitively on all type II points, and
the subgroup PGL(2,OK) is the stabilizer of Scan.
We (already) fix a projective coordinate on P1, and let π : K2 \{(0, 0)} →
P1 be the canonical projection such that π(0, 1) =∞ and π(p0, p1) = p1/p0 if
p0 6= 0. A pair of homogeneous polynomials H = (H0,H1) ∈ K[p0, p1]deg h×
K[p0, p1]deg h is a (non-degenerate homogeneous polynomial) lift of h ∈ K(z)
if π ◦ H = h ◦ π on K2 \ {(0, 0)} (and ResH := Res(H0,H1) 6= 0), where
Res(H0,H1) ∈ K is the homogeneous resultant of (H0,H1) (see, e.g., [19,
§2.4]). Following Kawaguchi–Silverman [12, Definition 2], we say a lift H of
h to be minimal if max{|coefficients of H0 or H1|} = 1, or equivalently,
sup
‖(p0,p1)‖≤1
‖H(p0, p1)‖(= sup
|z|≤1
‖H(1, z)‖) = 1,
where ‖ · ‖ is the maximum norm on K2. A minimal lift H of h is unique
up to multiplication in {z ∈ K : |z| = 1}, and − log |ResH| ∈ R is ≥ 0 and
is independent of the choice of a minimal lift H of h.
In his investigation on algorithmically deciding whether a given f ∈ K(z)
of degree > 1 has a potentially good reduction in that f−1(S ′) = {S ′} for
some (in fact unique type II) point S ′ ∈ H1 (see also Definition 2.2 below),
Rumely [18] associated to f a non-negative, continuous, piecewise affine,
and convex function ordResf on (H
1, ρ) such that for every h ∈ PGL(2,K),
ordResf (h(Scan)) = − log |Res(a minimal lift of h
−1 ◦ f ◦ h)|,
setting also ordResf := +∞ on P
1 by convention; f−1(S ′) = {S ′} for some
S ′ ∈ H1 if and only if minP1 ordResf = 0. In his subsequent investigation
of the f -minimal resultant locus MinResLocf in P
1 where ordResf takes its
minimum, using also Faber’s works [4, 5], Rumely [17, Definitions 8 and
9] associated to f a weight function wf : P
1 → N ∪ {0} (see Subsection
1.4 for more details) and showed that the f -crucial set P1 \w−1f (0) consists
of at most (deg f − 1) type II points and contains all type II fixed points
S ′ of f satisfying degS′(f) > 1, and that the f -crucial measure νf defined
as (deg f − 1) · νf =
∑
S∈P1\w−1
f
(0) wf (S) · δS on P
1 is a probability Radon
measure on P1. Here δS is the Dirac measure on P
1 at a point S ∈ P1, and
we adopt the convention that N = {1, 2, . . .}.
Our aim is to contribute to the study of both MinResLocf and the f -
crucial tree Γsupp νf spanned by the f -crucial set supp νf = P
1 \ w−1f (0) in
P
1, not only by writing down ordResf in terms of the geometry of (H
1, ρ) but
also by giving a geometric formulas on wf and on νf . We will refine some of
principal results in Rumely [18, 17], and also give a dynamical application
of our geometric studies, refining Jacobs [9, Theorem 5].
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1.1. An explicit representation of ordResf . Let f ∈ K(z) be of degree
> 1. Let us introduce the following geometric function on H1.
Definition 1.1. The f -crucial function is defined by
H
1 ∋ S 7→ Crucialf (S)
:=
ρ(S,Scan)
2
+
ρ(S, f(S) ∧can S)−
∫
P1
ρ(Scan,S ∧can ·)d(f
∗δScan)
deg f − 1
∈ R.
Here, for any S0,S,S
′ ∈ P1, we let S ∧S0 S
′ be the unique point in P1 in
the intersection of all the (closed) intervals [S,S ′], [S,S0], and [S
′,S0] in P
1,
and for any S,S ′ ∈ P1, we set S ∧can S
′ := S ∧Scan S
′ for simplicity.
One of our principal results is the following.
Theorem 1. Let f ∈ K(z) be of degree > 1. Then for every h ∈ PGL(2,K),
(1.1) Crucialf (h(Scan))
= −
1
2(deg f)(deg f − 1)
log
|Res(a minimal lift of h−1 ◦ f ◦ h)|
|Res(a minimal lift of f)|
.
Moreover, Crucialf is continuous on (H
1, ρ) and satisfies
(1.2) (S,S0) 7→ Crucialf (S)− Crucialf (S0)
=
ρ(S,S0)
2
+
ρ(S, f(S) ∧S0 S)−
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)
deg f − 1
on H1 ×H1.
Remark 1.2. The equality (1.1) together with the continuity of Crucialf
on (H1, ρ) recovers the continuous interpolation assertion in Rumely [18,
Theorem 1.1], yielding the formula
(1.3) ordResf
= 2(deg f)(deg f − 1) · Crucialf − log |Res(a minimal lift of f)| on H
1.
We would see that this geometric formula on ordResf together with (1.2) is
useful for investigating the minimal resultant locus MinResLocf , the crucial
set supp νf , and the crucial tree Γsupp νf , by differentiating ordResf .
1.2. The convexity of Crucialf . For the details on the tangent space TSP
1
of P1 at a point S ∈ P1, see Subsection 2.1. For every S ∈ H1 and every
−→v =
−−→
SS ′ ∈ TSP
1, d−→v is the (distributional) directional derivation operator
at S with respect to −→v on the space of continuous functions on (H1, ρ) (see
(2.5) below). The following terminologies would be useful.
Definition 1.3. A function φ on H1 is piecewise affine on (H1, ρ) if for every
S ′ ∈ H1 and every
−−→
S ′S ′′ ∈ TS′P
1, diminishing [S ′,S ′′] if necessary, φ (or the
restriction of φ to [S ′,S ′′]) is affine on ([S ′,S ′′], ρ). A function φ on H1 is
locally affine on (P1, ρ˜) at a point S ′ ∈ P1 if (i) in the case where S ′ ∈ H1, for
any distinct
−−→
S ′S1,
−−→
S ′S2 ∈ TS′P
1, diminishing [S ′,S1] and [S
′,S2] if necessary,
φ is affine on ([S1,S2], ρ) and (ii) in the case where S
′ = a ∈ P1, for every
(indeed a unique) −→v =
−−→
aS ′′ ∈ TaP
1, diminishing [a,S ′′] if necessary, φ is
affine on ((a,S ′′], ρ). A continuous function φ on (H1, ρ) is convex on (H1, ρ)
if for every S ∈ H1 and any distinct −→v1 ,
−→v2 ∈ TSP
1, (d−→v1 + d−→v2)φ ≥ 0.
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Using (1.2), we improve Rumely [18, Proposition 2.3] in such a finer form
that Crucialf (or ordResf ) is directly related to the chordal derivative f
#(a)
of f (see Definition 2.1) at each fixed point a ∈ P1 of f ; this kind of rela-
tionship, in a less direct way, has been investigated only in the case where
deg f = 2 in [3].
Theorem 2. Let f ∈ K(z) be of degree > 1. (i) For every S0 ∈ H
1 and
every −→v =
−−→
S0S
′ ∈ TS0P
1, diminishing [S0,S
′] if necessary, the functions
S 7→ ρ(S, f(S) ∧S0 S) and S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0) are affine on
[S0,S
′], and we have the ranges d−→v (S 7→ ρ(S, f(S) ∧S0 S)) ∈ {0, 1} and
d−→v (S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)) ∈ {0, 1, . . . ,deg f} of their slopes. For
every a ∈ P1 and every S0 ∈ H
1, there is S ′0 ∈ (a,S0] so close to a that
S 7→ ρ(S, f(S) ∧S0 S)
{
≡ log max{1, f#(a)} if f(a) = a
= ρ(S,S0)− ρ
(
S0, f(a) ∧S0 a
)
if f(a) 6= a
and
(1.4)
S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0) is constant(1.5)
on (a,S ′0]. (ii) The function Crucialf is (not only continuous but also) piece-
wise affine and convex on (H1, ρ), and is locally affine on (P1, ρ˜) at every
type I, III, or IV point in P1. For every S ∈ H1 and every −→v ∈ TSP
1, we
have the range
d−→v Crucialf ∈
{
1
2
·
deg f + 1− 2m
deg f − 1
: m ∈ {0, 1, 2, . . . ,deg f + 1}
}
(1.6)
of the slope of Crucialf and, for every type I or IV point S
′ ∈ P1 and every
S0 ∈ H
1 \ {S ′}, if S ∈ [S ′,S0) ∩ H
1 is close enough to S ′, then
d−−→
SS0
Crucialf = −
1
2
·
{
1 if f(S ′) = S ′
deg f+1
deg f−1 if f(S
′) 6= S ′
≤ −
1
2
< 0.(1.7)
1.3. The Radon measure νf,Γ and the minimum locus of Crucialf |(Γ∩
H
1) on a non-trivial finite subtree Γ in P1.
Definition 1.4. For each non-empty subset S in P1, let ΓS be the subtree
in P1 spanned by S, that is, the minimal subtree in P1 containing S. A finite
subtree in P1 is a subtree in P1 spanned by a non-empty and finite subset in
P
1 (but not necessarily in H1), and a finite tree in H1 is a finite subtree in
P
1 contained in H1. A subtree in P1 is said to be trivial if it is a singleton
in P1, and otherwise, non-trivial.
For every subtree Γ in P1 and every subtree Γ′ in Γ, ιΓ′,Γ and rΓ,Γ′ are
the inclusion from Γ′ to Γ and the retraction from Γ to Γ′, respectively.
For the details on the tangent space TSΓ of a subtree Γ in P
1 at a point
S ∈ Γ, see Subsection 2.1. A point S ∈ Γ is called an end (resp. branch) point
of Γ if vΓ(S) < 2 (resp. vΓ(S) > 2), where vΓ := #(T·Γ) : Γ → N ∪ {0} is
the valency function on Γ. For the details on the Laplacian ∆Γ on a subtree
Γ in P1, see Subsection 2.2. By Theorem 2(ii), for every non-trivial finite
subtree Γ in P1, Crucialf |(Γ ∩ H
1) takes its minimum, and the (signed)
Radon measure ∆Γ(Crucialf |Γ) on Γ satisfies # supp(∆Γ(Crucialf |Γ)) <
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∞, (∆Γ(Crucialf |Γ))(Γ) = 0, (∆Γ(Crucialf |Γ))|(Γ \ {end points of Γ}) ≥ 0
and, by (1.7) (and (2.8) below), for every type I or IV point S ′ ∈ Γ,
(∆Γ(Crucialf |Γ))({S
′}) = −
1
2
·
{
1 if f(S ′) = S ′
deg f+1
deg f−1 if f(S
′) 6= S ′
≤ −
1
2
< 0.(1.8)
For the details on the component U−→v of P
1 \ {S} associated to each S ∈ P1
and each −→v ∈ TSP
1, also see Subsection 2.1.
Definition 1.5. For every non-trivial finite subtree Γ in P1, let us define
the (signed) Radon measures
νΓ := (−2)
−1 ·
∑
S∈Γ
(vΓ(S)− 2) · (rP1,Γ)∗δS and(1.9)
νf,Γ := ∆Γ(Crucialf |Γ) + νΓ(1.10)
on Γ, the total masses of both of which equal 1 and the supports of both of
which are finite subsets in Γ.
For every probability Radon measure ν on a subtree Γ in P1, the barycen-
ter BCΓ(ν) of ν (on Γ) is the set of all such S ∈ Γ that
for every −→v ∈ TSΓ, ((ιΓ,P1)∗ν)(U−→v ) ≤
1
2
.
The following is also one of our principal results; the positivity of νf,Γ on Γ,
which is stronger than the above (∆Γ(Crucialf |Γ))|(Γ\{end points of Γ}) ≥
0, would restrict the geometry of the minimum locus of Crucialf |(Γ ∩ H
1).
Theorem 3. Let f ∈ K(z) be of degree > 1. (i) Let Γ be a non-trivial finite
subtree in P1. Then for every S0 ∈ H
1,
νf,Γ =
∆Γ(S 7→ ρ(S, f(S) ∧S0 S)) + (rP1,Γ)∗(f
∗δS0 − δS0)
deg f − 1
on Γ,(1.11)
and for every S0 ∈ Γ ∩ H
1 and every −→v ∈ TS0Γ, we have
d−→v Crucialf =
1
2
−
(
(ιΓ,P1)∗νf,Γ
)
(U−→v ).(1.7
′)
For every S ′ ∈ Γ, we have (deg f − 1) · νf,Γ({S
′}) ∈ N ∪ {0,−1}, and the
support of νf,Γ is (a finite subset) in Γ \ {type I or IV points fixed by f}.
Moreover, for every S ′ ∈ Γ \ {type I or IV points not fixed by f}, we have
νf,Γ({S
′}) ≥ 0 unless #TS′Γ = 1, rP1,Γ(f(S
′)) 6= S ′, and f−1
(
U−−−−−→
S′f(S′)
∩
U−−−−−→
f(S′)S′
)
⊂ U−−−−−→
S′f(S′)
are simultaneously the cases.
(ii) Let Γ be a non-trivial finite subtree in P1 such that no end points of
Γ are of type III and that νf,Γ ≥ 0 on Γ. Then there is a (unique) subset
Sf,Γ in Γ consisting of one or two type II points such that(
Crucialf |(Γ ∩ H
1)
)−1(
min
Γ∩H1
Crucialf
)
= BCΓ(νf,Γ) = ΓSf,Γ and(1.12)
Sf,Γ = ΓSf,Γ ∩
(
supp(νf,Γ) ∪ supp(νΓsupp νf,Γ )
)
,(1.13)
and we have #Sf,Γ = 1 if deg f is even.
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Theorem 3 applied to the following finite subtree ΓFP = Γf,FP in P
1
canonically associates to f the probability Radon measure νf,ΓFP on ΓFP
supported by at most (deg f − 1) type II points and the function (deg f −
1) · ((ιΓFP,P1)∗νf,ΓFP)({·}) : P
1 → {0, 1, . . . ,deg f − 1}, which a posteriori
coincide with νf |ΓFP and wf respectively, independently to Rumely [18, 17].
Definition 1.6. Let Fix(f) be the set of all fixed points of f in P1, and set
ΓFP = Γf,FP :=
⋂
a∈P1
ΓFix(f)∪f−1(a);
this is a non-trivial finite subtree in P1 satisfying ΓFP ∩ P
1 = Fix(f), and
every end point S ′ ∈ H1 of ΓFP not only is of type II but also, writing as
TS′ΓFP = {
−→v }, satisfies f−1(a) 6⊂ U−→v for every a ∈ U−→v ∩P
1, so in particular
f−1
(
U−−−−−→
S′f(S′)
∩ U−−−−−→
f(S′)S′
)
6⊂ U−−−−−→
S′f(S′)
if rP1,Γ(f(S
′)) 6= S ′ (so
−−−−−→
S ′f(S ′) = −→v ).
1.4. Geometric formulas on Rumely’s wf and νf . In addition to ΓFP,
let ΓFR = Γf,FR be the subtree in P
1 spanned by the union of Fix(f) and
the (a priori possibly infinite) set of all type II fixed points S ∈ H1 of f
satisfying degS(f) > 1. Rumely’s tree intersection theorem [17, Theorem
4.2] asserts that
ΓFP = ΓFR.(1.14)
The following complements Theorems 2 and 3, and the proof is based not
only on (1.2) but also on (1.14) and the three identification lemmas [17,
Lemmas 2.1, 2.2, and 4.5] (see Theorems 6.3, 6.4, and 6.5 in Section 6). For
the reduction h˜ ∈ k(z) modulo mK of h ∈ K(z), see Definition 2.2 below.
Theorem 4. Let f ∈ K(z) be of degree > 1. Then (i) for every S ′ ∈ P1,
(1.15) (deg f − 1) ·
(
(ιΓFR,P1)∗νf,ΓFR
)
({S ′})
=

degS′(f)− 1 + #{
−→v ∈ TS′P
1 : U−→v ∩ ΓFR 6= ∅ and f∗(
−→v ) 6= −→v }
if f(S ′) = S ′ ∈ H1,
max
{
0,#{−→v ∈ TS′P
1 : U−→v ∩ ΓFR 6= ∅} − 2
}
if f(S ′) 6= S ′ ∈ H1,
0 if S ′ ∈ P1
(see also (1.15′) for every S ′ ∈ ΓFR in Section 6). (ii) Let Γ be a non-
trivial finite subtree in U−→vΓ ∪ {SΓ} for a unique SΓ ∈ ΓFR and a unique−→vΓ ∈ (TSΓP
1) \ (TSΓΓFR). Then for every S
′ ∈ Γ,
(1.16) (deg f − 1) ·
(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′}) =
0 if (A1) S ′ is a type II fixed point of f such that ˜φ ◦ f ◦ φ−1 = IdP1(k)
for some (and indeed any) φ ∈ PGL(2,K) sending S ′ to Scan,(
(−2) · νΓ + (rP1,Γ)∗δSΓ
)
({S ′}) + 1
if (A2) S ′ is a type II fixed point of f such that ˜φ ◦ f ◦ φ−1 6= IdP1(k)
for some φ ∈ PGL(2,K) sending S ′ to Scan,
0 if (A3) S ′ is a type III or IV point fixed by f,(
(−2) · νΓ + (rP1,Γ)∗δSΓ
)
({S ′}) if (B1) f(S ′) 6= S ′ 6= rP1,Γ(f(S
′)),(
(−2) · νΓ + 2(rP1,Γ)∗δSΓ
)
({S ′}) if (B2) f(S ′) 6= S ′ = rP1,Γ(f(S
′)).
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(iii) For every S ′ ∈ P1 \ΓFR, if S ∈ [S
′, rP1,ΓFR(S
′))∩H1 is close enough to
S ′, then
d−−−−−−−−−−−→
S(r
P1,ΓFR
(S′))
Crucialf = −
1
2
·
{
1 if f(S ′) = S ′
deg f+1
deg f−1 if f(S
′) 6= S ′
≤ −
1
2
< 0,(1.7′′)
and if f(S ′) = S ′, then we have f(S ′′) = S ′′ for every S ′′ ∈ [S ′, rP1,ΓFR(S
′)]
and moreover, for every S ′′ ∈ (S ′, rP1,ΓFR(S
′)] of type II, ˜ψ ◦ f ◦ ψ−1 =
IdP1(k) for some (indeed any) ψ ∈ PGL(2,K) sending S
′′ to Scan.
Remark 1.7. By (1.15), there are at most (deg f − 1) type II fixed points
S ∈ H1 of f satisfying degS(f) > 1 (as mentioned above). Taking into
account Rumely [17, Propositions 3.1, 3.3, 3.4, 3.5] on ΓFR \ ΓFix(f), the
right hand side in (1.15) is nothing but [17, Definition 8] of wf . Hence for
every S0 ∈ H
1, also by (1.11) applied to ΓFR, we obtain the formulas
wf = (deg f − 1) ·
(
(ιΓFR,P1)∗νf,ΓFR
)
({·})
= (ιΓFR,P1)∗
(
∆ΓFR(S 7→ ρ(S, f(S)∧S0 S)) + (rP1,ΓFR)∗(f
∗δS0 − δS0)
)
({·})
and
(1.17) (deg f − 1) · νf = (deg f − 1) · (ιΓFR,P1)∗νf,ΓFR
= (ιΓFR,P1)∗
(
∆ΓFR
(
S 7→ ρ(S, f(S) ∧S0 S)
)
+ (rP1,ΓFR)∗(f
∗δS0 − δS0)
)
on P1, and by (1.3), (1.12) and (1.13) applied to ΓFR, and (1.7
′′), we also
recover Rumely [17, Theorem A], i.e., MinResLocf = BCP1(νf ) = ΓSf and
Sf = ΓSf ∩ (supp(νf ) ∪ supp(νΓsupp νf )) for a (unique) subset Sf in ΓFR
consisting of one or two type II points, and #Sf = 1 if deg f is even.
1.5. The effective geometry of Γsupp νf,ΓFR (= Γsupp νf ) and that of
Crucial−1f (minH1 Crucialf )(= MinResLocf ) with respect to Scan. We note
that # supp νf,ΓFR = 1 if deg f = 2, and that if # supp νf,ΓFR = 1, then
Γsupp νf,ΓFR = ΓSf,ΓFR = Crucial
−1
f (min
H1
Crucialf ).
Theorem 5 (see also Remark 7.1). Let f ∈ K(z) be of degree > 1. Then
(1.18)
sup
S∈Crucial−1
f
(min
H1 Crucialf )
(
(deg f − 1) · ρ(S,Scan) + 2 · ρ(S, f(S) ∧can S)
)
≤ −2 · log |Res(a minimal lift of f)|,
and if deg f > 2, then
(1.19) sup
S∈Γsupp νf,ΓFR
(
ρ(S,Scan) + ρ(S, f(S) ∧can S)
)
≤ − log |Res(a minimal lift of f)|.
The estimate (1.18) improves Rumely’s supS∈MinResLocf ρ(S,Scan) ≤ (−2·
log |Res(a minimal lift of f)|)/(deg f − 1) [18, Theorem 1.1]. On the esti-
mate (1.19), no (non-trivial) estimates of supS∈Γsupp νf
ρ(S,Scan) seem to
have been ever known unless # supp νf,ΓFR = 1.
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1.6. Application to dynamics of f on P1. As an application of our
exact computation in Theorem 4, we establish the following quantitative
equidistribution of the sequence (νfn) of f
n-crucial measures towards the
f -equilibrium (or canonical) measure µf on P
1, which is by definition (or
characterization) such a unique probability Radon measure ν on P1 that
f∗ν = (deg f) · ν on P1 and that ν({a ∈ P1 : #
⋃
n∈N f
−n(a) <∞}) = 0 (see
Lemma 8.2 below for the details on a construction of µf ).
Theorem 6. Let f ∈ K(z) be of degree d > 1. Then for every continuous
test function φ on P1 such that φ|Γ is continuous on (Γ, ρ) for a finite tree
Γ in H1 and that φ = (rP1,Γ)
∗φ on P1, every n ∈ N, and every S0 ∈ P
1,
(1.20)
∣∣∣∣∫
P1
φd(νfn − µf )
∣∣∣∣ ≤ 2
(
CS0,f/(d − 1) + supΓ ρ(·,S0)
)
dn − 1
· |∆φ|(P1)
+
2 ·#({end points of Γ} \ rP1,Γ(Γfn,FR))
dn − 1
· sup
P1
|φ|,
where we set CS0,f := supS∈P1
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0) <∞.
Remark 1.8. In particular, limn→∞ νfn = µf weakly on P
1 (e.g., also by [1,
(B) in Proposition 5.4]). As an order estimate, (1.20) (for S0 = Scan) was
due to Jacobs [9, Theorem 5]. In the proof of [9, Theorem 5], Rumely’s
(yet another involved) second persistence lemma [17, Lemma 9.5] was also
invoked. Our argument is more elementary.
1.7. Organization of the article. In Section 2, we recall background in-
cluding the tree structure and a potential theory on P1, the canonical action
on P1 of h ∈ K(z), and Rivera-Letelier’s decomposition of degS(h) (see
Theorem 2.4). In Sections 3, 4, and 5, we show Theorems 1, 2, and 3,
respectively, without Rumely [18, 17]. In Section 6, recalling also Rivera-
Letelier’s decomposition of (h∗δS)(U−→v ) (see Theorem 6.2) and Rumely’s
three identification lemmas (see Theorems 6.3, 6.4, 6.5), we show Theorem
4, and in Section 7, we show Theorem 5 as an application of Theorem 2, 3
(especially (1.7′)) and 4. In Section 8, we show Theorem 6.
2. Background
Recall that π : K2 \ {(0, 0)} → P1 is the canonical projection such that
π(0, 1) = ∞ and that π(p0, p1) = p1/p0 if p0 6= 0. With the wedge prod-
uct (p0, p1) ∧ (q0, q1) := p0q1 − p1q0 and the maximum norm ‖(p0, p1)‖ :=
max{|p0|, |p1|} on K
2, the normalized chordal metric [z, w]P1 on P
1 is defined
by
(z, w) 7→ [z, w]P1 :=
|p ∧ q|
‖p‖ · ‖q‖
on P1 × P1,(2.1)
where p ∈ π−1(z), q ∈ π−1(w), so
(2.2) [z,∞]P1 =
1
‖(1, z)‖
on K, |z − w| =
[z, w]P1
[z,∞]P1 [w,∞]P1
on K ×K,
and PGL(2,OK) acts on (P
1, [z, w]) isometrically.
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Definition 2.1. The chordal derivative of h ∈ K(z) is defined by
z 7→ h#(z) := lim
w→z
[h(w), h(z)]P1
[w, z]P1
on P1.
Definition 2.2 (see, e.g., [19, §2.3]). Let c˜ ∈ k be the class of c ∈ OK
modulo mK . The reduction a˜ modulo mK of a point a = [p0, p1] ∈ P
1(K),
where (p0, p1) ∈ K
2 \{(0, 0)} is minimal in that ‖(p0, p1)‖ = 1, is defined by
[p˜0, p˜1] ∈ P
1(k), and the reduction h˜ modulo mK of h ∈ K(z) of degree > 0
is defined by
h˜(ζ) :=
H˜1(1, ζ)/GCD(H˜0(1, ζ), H˜1(1, ζ))
H˜0(1, ζ)/GCD(H˜0(1, ζ), H˜1(1, ζ))
∈ k(ζ),
where (H0(z0, z1),H1(z0, z1)) is a minimal lift of h (recall Section 1) and we
set P˜ (ζ) :=
∑deg P
j=0 c˜jζ
j ∈ k[ζ] for every P (z) =
∑deg P
j=0 cjz
j ∈ OK [z]. For
every a ∈ P1, h˜(a˜) = h˜(a). In terms of h˜, h has a potentially good reduction
if and only if there is φ ∈ PGL(2,K) such that deg( ˜φ ◦ h ◦ φ−1) = deg h.
2.1. The tangent spaces on P1. Recall the description of P1 in Section 1.
For every subtree Γ in P1 and every point S ∈ Γ, the tangent (or directions)
space TSΓ at S is the set of all germs, say
−−→
SS ′, of a non-empty left half
open interval (S,S ′] in Γ;
−→
SS is undefined and, for every S ∈ Γ, vΓ(S) :=
#TSΓ ∈ N∪{0} is called the valency of Γ at S. For every S ∈ P
1 and every
−→v ∈ TSP
1, set
U−→v = US,−→v := {S
′ ∈ P1 :
−−→
SS ′ = −→v }.
The set {US,−→v : S ∈ P
1 and −→v ∈ TSP
1} ⊂ 2P
1
generates the (weak or
Gel’fand) topology on P1, so that each U−→v is a component of P
1 \ {S} and
that P1 is dense in P1. For every type I or IV point S ∈ P1, #TSP
1 = 1 < 2 so
S is an end point of P1, and for every type III point S ∈ P1, #TSP
1 = 2. For
every type II point S ′ ∈ P1, fixing such φ ∈ PGL(2,K) that φ(S ′) = Scan,
TS′P
1 is identified with P1(k) so that P1(k) ∋ a˜ 7→ −→v
(φ)
a ∈ TS′P
1 is bijective,
where −→v
(φ)
a is such a unique
−→v ∈ TS′P
1 that φ(U−→v ) = U−−−→Scana
(see, e.g.,
Baker–Rumely [1, §2.6], Jonsson [11, §2.1.1 and §3.5]).
2.2. The hyperbolic space and the Laplacians. The generalized Hsia
kernel [S,S ′]can on P
1 with respect to Scan is the unique upper semicontinuous
and separately continuous extension to P1(×P1) of the normalized chordal
metric [z, w]P1 on P
1(×P1) (see [1, §4.3]). The hyperbolic (or path distance)
metric ρ on H1 is defined so that
− log[S,S ′]can = ρ(Scan,S ∧can S
′) on H1 × H1(2.3)
(see Baker–Rumely [1, §2.7], Favre–Rivera-Letelier [7, §3.4]); fixing S ′ ∈ H1,
S 7→ log[S,S ′]can is continuous on (H
1, ρ), locally constant on P1 except for
[Scan,S
′], and affine on ([Scan,S
′], ρ) (see also (2.6) below).
For every h ∈ PGL(2,K), h : (H1, ρ) → (H1, ρ) is an isomorphism. The
set of all type II points in P1 is dense in (H1, ρ) (so in P1). Extending ρ to
a generalized metric ρ˜ on P1 by setting ρ˜(S,S ′) = +∞ unless both S and
S ′ are in H1, the metric space (H1, ρ) coincides with the hyperbolic space in
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(P1, ρ˜) in the sense of Jonsson [11, §2.2.1], and P1 coincides with the limit of
the directed set of all finite trees in H1 partially ordered by inclusions. The
generalized Hsia kernel on P1 with respect to a point S0 ∈ P
1 is defined by
[S,S ′]S0 :=
[S,S ′]can
[S,S0]can[S ′,S0]can
on P1 × P1(2.4)
(see Baker–Rumely [1, §4.4]), where we adopt the convention that 1/0 =
0/02 = +∞, so that for every S0 ∈ H
1,
log[S,S ′]S0 = −ρ˜(S0,S ∧S0 S
′)− log[S0,S0]can on P
1 × P1.(2.3′)
For every S ∈ H1 and every −→v ∈ TSP
1, let d−→v be the (distributional)
directional derivation operator at S with respect to −→v on the space of contin-
uous functions φ on (H1, ρ); if φ is affine on a non-trivial interval ([S0,S1], ρ),
then
d−−−→
S0S1
φ = lim
S→S0 in ((S0,S1],ρ)
φ(S)− φ(S0)
ρ(S,S0)
.(2.5)
For every subtree Γ in P1 intersecting H1, let ∆Γ be the (distributional)
Laplacian on Γ and set ∆ := ∆P1 , so that for any S0,S1 ∈ P
1,
∆
(
−ρ˜(S0, · ∧S0 S1)
)
= δS1 − δS0 on P
1(2.6)
and that for every subtree Γ in P1 and every subtree Γ′ in Γ intersecting H1,
∆Γ′ ◦ (ιΓ′,Γ)
∗ = (rΓ,Γ′)∗ ◦∆Γ and ∆Γ ◦ (rΓ,Γ′)
∗ = (ιΓ′,Γ)∗ ◦∆Γ′(2.7)
on the space of all bounded derivative variation (BDV) functions on (Γ, ρ˜)
and on that of those on (Γ′, ρ˜) (see [1, §5.4] for the class BDV), respectively;
if Γ is a finite subtree in P1, then for every S ∈ Γ∩H1 and every continuous
and piecewise affine function φ on (Γ, ρ), we have
(∆Γφ)({S}) =
∑
−→v ∈TSΓ
d−→v φ.(2.8)
Moreover, for every h ∈ K(z) of degree > 0, the following functoriality
∆ ◦ h∗ = h∗ ◦∆(2.9)
holds (the construction of ∆ is by Favre–Jonsson [6], Baker–Rumely [1, §5],
Favre–Rivera-Letelier [7, §4.1], and Thuillier [20]; see also Jonsson [11, §2.5].
In [1] the opposite sign convention on ∆ was adopted).
2.3. The actions on the space of Radon measures and the tan-
gent spaces. Let h ∈ K(z) be of degree d0 > 0. Recall the description
of the canonical action on P1 of h and the degree function deg·(h) : P
1 →
{1, . . . ,deg h} of (the extended) h in Section 1. The (extended) local degree
function deg·(h) of h on P
1 induces the pullback action h∗ of h on the space
of Radon measures ν on P1 so that for every S ∈ P1, when ν = δS ,
h∗δS =
∑
S′∈h−1(S)
(degS′(h)) · δS′ on P
1
(the construction of S 7→ degS(h) on P
1 is by Baker–Rumely [1, §9], Favre–
Rivera-Letelier [8, §2.2], and Thuillier [20]; see also Jonsson [11, §4.6]).
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For every S ∈ P1, there is the tangent map h∗ = (h∗)S : TSP
1 → Th(S)P
1
of h at S so that for every −→v =
−−→
SS ′ ∈ TSP
1, diminishing [S,S ′] if necessary,
h maps [S,S ′] homeomorphically onto [h(S), h(S ′)] and
h∗(
−→v ) =
−−−−−−→
h(S)h(S ′);
see, e.g., Jonsson [11, §2.6, §4.5] for the precise definition and more details
on h∗.
Definition 2.3 (the directional degree). Let h ∈ K(z) be of degree > 0.
For every type II point S ∈ P1, fixing φ ∈ PGL(2,K) sending S to Scan
and ψ ∈ PGL(2,K) sending (the type II point) h(S) to Scan, the tangent
map h∗ = (h∗)S is identified with the action on P
1(k) of the reduction
˜ψ ◦ h ◦ φ−1 ∈ k(ζ) of ψ ◦h◦φ−1 (indeed deg( ˜ψ ◦ h ◦ φ−1) = degS(h)) so that
h∗(
−→v ) = −→v
(ψ)
ψ◦h◦φ−1(a)
when a ∈ P1 and −→v = −→v (φ)a ∈ TSP
1,
and then m−→v (h) := dega˜
(
˜ψ ◦ h ◦ φ−1
)
∈ {1, . . . ,degS(h)} is well-defined.
For every type I, III, or IV point S ∈ P1 and every −→v ∈ TSP
1, we also set
m−→v (h) := degS(h). In any case, we call the m−→v (h) the directional local
degree of h on U−→v .
Let us recall the following local results [16, Proposition 3.1] and [15, Lem-
mas 5.3 and 5.4] by Rivera-Letelier (cf. a semiglobal result in Theorem 6.2
below also by Rivera-Letelier). For a proof of Theorem 2.4 based on an
algebraic definition or characterization of degS(h), see Jonsson [11, §4.6].
Theorem 2.4 ([16, Proposition 3.1]). Let h ∈ K(z) be of degree > 0.
Then for every S ∈ P1 and every −→v =
−−→
SS ′ ∈ TSP
1, diminishing [S,S ′] if
necessary, not only h maps [S,S ′] homeomorphically onto [h(S), h(S ′)] but
also, for any S1,S2 ∈ [S,S
′],
ρ˜
(
h(S1), h(S2)
)
= m−→v (h) · ρ˜(S1,S2)(2.10)
(so, the action of h on (H1, ρ) is (deg h)-Lipschitz continuous, and for every
fixed point S ∈ H1 of h and every
−−→
SS ′ ∈ TSP
1 fixed by h∗, diminishing
[S,S ′] if necessary, [S,S ′] ⊂ [S, h(S ′)]). Moreover, for every S ∈ P1 and
every −→w ∈ Th(S)P
1, ∑
−→v ∈TSP1:h∗(
−→v )=−→w
m−→v (h) = degS(h).(2.11)
Theorem 2.5 ([15, Lemmas 5.3 and 5.4] (see also [1, Lemma 10.80])). Let
h ∈ K(z) be of degree > 1. Then for every type III or IV point S fixed by h,
we have degS(h) = 1 (so m−→w (h) = degS(h) = 1), and moreover, for every
type III or IV point S fixed by h and every −→w ∈ TSP
1, we have h∗(
−→w ) = −→w .
3. Proof of Theorem 1
Let f ∈ K(z) be of degree d > 1. We begin with the following observation;
for any h, ℓ ∈ PGL(2,K) such that h(Scan) = ℓ(Scan), we have ι := h
−1 ◦
ℓ ∈ PGL(2,OK) since ι(Scan) = Scan. Fixing an (indeed minimal) lift I ∈
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GL(2,OK) of ι, I
−1 ◦ (a minimal lift of h−1 ◦ f ◦ h) ◦ I is a minimal lift of
ℓ−1 ◦ f ◦ ℓ since the norm ‖ · ‖ is invariant under I, and then
|Res(a minimal lift of ℓ−1 ◦ f ◦ ℓ)|
=|(det I)d(d−1) ·Res(a minimal lift of h−1 ◦ f ◦ h)|(3.1)
=|Res(a minimal lift of h−1 ◦ f ◦ h)|.
(a) Let us see (1.1) for any h ∈ PGL(2,K). Set S := h(Scan), so that there
are a ∈ K and b ∈ K∗ such that BS = {z ∈ K : |z − a| ≤ |b|} and that by
the definition of diamS, the latter half in (2.2), and (2.4), we have
|b| = diamS = [S,S]∞ =
[S,S]can
[S,∞]2can
= [S, a]∞ =
[S, a]can
[S,∞]can · [a,∞]P1
.(3.2)
Fix a minimal lift F = (F0, F1) of f . Set ha,b(z) := a+ bz ∈ PGL(2,K), so
that ha,b(Scan) = S, and fix a lift Ha,b(p0, p1) := (p0, ap0 + bp1) ∈ GL(2,K)
of ha,b, so that H
−1
a,b (p0, p1) = (bp0, p1−ap0)/b, that |detHa,b| = |b|, and that
H−1a,b ◦F ◦Ha,b is a lift of h
−1
a,b◦f ◦ha,b. Recall also that Res(c·H
−1
a,b ◦F ◦Ha,b) =
c2d · (detHa,b)
d(d−1) · (ResF ) for every c ∈ K∗. Hence by (3.1), (3.2), the
multiplicativity of the seminorm | · |BS = S on K[z], (2.1), and the former
half in (2.2), we have
− log
|Res(a minimal lift of h−1 ◦ f ◦ h)|
|Res(a minimal lift of f)|
=− d(d− 1) log |b|+ 2d · log sup
|z|≤1
‖H−1a,b ◦ F ◦Ha,b(1, z)‖
=− d(d− 1) log |b|+ 2d · log max
{
|F0(1, ·)|BS ,
|F1(1, ·) − aF0(1, ·)|BS
|b|
}
=− d(d− 1) log
(
[S,S]can · [S,∞]
−2
can
)
+ 2d · log max
{
[f(S),∞]can,
[f(S), a]can
[S, a]can · [S,∞]
−1
can
}
+ 2d · log sup
BS
‖F (1, ·)‖
=− d(d− 1) log[S,S]can
+ 2d · log max
{
[f(S),∞]can
[S,∞]can
,
[f(S), a]can
[S, a]can
}
+ 2d · TF (S),
where the function
log ‖F‖ − d · log ‖ · ‖ on K2 \ {(0, 0)}(3.3)
descends to the function log ‖F (1, ·)‖+ d · log[·,∞]P1 on P
1 \ {∞} under the
canonical projection π : K2 \ {(0, 0)} → P1, and in turn uniquely extends to
a continuous function, say TF , on P
1.
By (2.3), we have − log[S,S]can = ρ(S,Scan) and
logmax
{
[f(S),∞]can
[S,∞]can
,
[f(S), a]can
[S, a]can
}
=max
{
ρ(S ∧can ∞,Scan)− ρ(f(S) ∧can ∞,Scan),(3.4)
ρ(S ∧can a,Scan)− ρ(f(S) ∧can a,Scan)
}
.
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By ∆TF = f
∗δScan − d · δScan on P
1 (see, e.g., [13, Definition 2.8]), (2.6),
TF (Scan) = sup|z|≤1(log ‖F (1, z)‖−d · log ‖(1, z)‖) = 0 under the assumption
that the lift F of f is minimal, and (2.3), we also have
TF =−
∫
P1
ρ(Scan, · ∧can S
′)d(f∗δScan)(S
′)
=
∫
P1
log[·,S ′]cand(f
∗δScan)(S
′) on P1,(3.5)
which is in particular continuous on (H1, ρ).
Let us denote as r := rP1,Γ{a,∞,Scan} and s := rP1,[a,∞], so that s(Scan) =
a ∧can ∞. Recall that
S = ha,b(Scan) ∈ [a,∞] ⊂ [a,∞] ∪ [s(Scan),Scan] = Γ{a,∞,Scan}.
(i) If r(f(S)) ∈ [a,∞] and s(Scan) ∈ [S,∞], then
(the right hand side in (3.4)) =
max
{
ρ(s(Scan),Scan)− ρ(s(Scan),Scan), ρ(S,Scan)− ρ(r(f(S)),Scan)
}
= max{0,−ρ(S, r(f(S)))} = 0
= ρ(S,S) = ρ(S, f(S) ∧can S) if r(f(S)) ∈ [a,S],
max
{
ρ(s(Scan),Scan)− ρ(s(Scan),Scan), ρ(S,Scan)− ρ(r(f(S)),Scan)
}
= ρ(S, r(f(S))) = ρ(S, f(S) ∧can S) if r(f(S)) ∈ [S, s(Scan)],
max
{
ρ(s(Scan),Scan)− ρ(r(f(S)),Scan), ρ(S,Scan)− ρ(s(Scan),Scan)
}
= max{−ρ(s(Scan), r(f(S))), ρ(S, s(Scan))} = ρ(S, s(Scan))
= ρ(S, f(S) ∧can S) if r(f(S)) ∈ [s(Scan),∞].
(ii) If r(f(S)) ∈ [a,∞] and s(Scan) ∈ [a,S], then
(the right hand side in (3.4)) =
max
{
ρ(S,Scan)− ρ(s(Scan),Scan), ρ(s(Scan),Scan)− ρ(r(f(S)),Scan)
}
= max{ρ(S, s(Scan)),−ρ(s(Scan), r(f(S)))} = ρ(S, s(Scan))
= ρ(S, f(S) ∧can S) if r(f(S)) ∈ [a, s(Scan)],
max
{
ρ(S,Scan)− ρ(r(f(S)),Scan), ρ(s(Scan),Scan)− ρ(s(Scan),Scan)
}
= ρ(S, r(f(S))) = ρ(S, f(S) ∧can S) if r(f(S)) ∈ [s(Scan),S],
max
{
ρ(S,Scan)− ρ(r(f(S)),Scan), ρ(s(Scan),Scan)− ρ(s(Scan),Scan)
}
= max{−ρ(S, r(f(S))), 0} = 0
= ρ(S,S) = ρ(S, f(S) ∧can S) if r(f(S)) ∈ [S,∞].
(iii) Finally, if r(f(S)) ∈ [s(Scan),Scan], then no matter whether s(Scan) ∈
[S,∞] or s(Scan) ∈ [a,S], we have
(the right hand side in (3.4))
=max{ρ(S,Scan)− ρ(r(f(S)),Scan), ρ(s(Scan),Scan)− ρ(r(f(S)),Scan)}
=max{ρ(S, r(f(S))), ρ(s(Scan), r(f(S)))}
=ρ(S, r(f(S))) = ρ(S, f(S) ∧can S).
Hence (1.1) holds.
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(b) Let us see the continuity of Crucialf on (H
1, ρ), and then the equality
(1.2). The functions S 7→ ρ(S,Scan) and S 7→
∫
P1
ρ(Scan,S ∧can ·)d(f
∗δScan)
are continuous on (H1, ρ). We claim that the function
S 7→ −ρ(Scan, f(S) ∧can S) = log[f(S),S]can
is also continuous on (H1, ρ); indeed, by Theorem 2.4, we have the Lipschitz
continuously of the action of f on (H1, ρ) and moreover, for every S ′ ∈ H1
and every −→v =
−−→
S ′S ′′ ∈ TS′P
1, diminishing [S ′,S ′′] if necessary, we have
(3.6) S 7→ f(S) ∧can S
≡ f(S ′) ∧can S
′ if f(S ′) 6∈ [S ′,Scan] and #(U−→v ∩ {Scan, f(S
′)}) ∈ {0, 2},
= S if f(S ′) 6∈ [S ′,Scan] and #(U−→v ∩ {Scan, f(S
′)}) = 1,
≡ f(S ′) if f(S ′) ∈ (S ′,Scan] and Uf∗(−→v ) ∩ {S
′,Scan} = ∅,
= f(S) if f(S ′) ∈ (S ′,Scan] and Uf∗(−→v ) ∩ {S
′,Scan} 6= ∅,
= S if f(S ′) = S ′, f∗(
−→v ) = −→v , and Scan 6∈ U−→v ,
= f(S) ∈ [S ′Scan) if f(S
′) = S ′, f∗(
−→v ) = −→v , and Scan ∈ U−→v ,
≡ S ′ if f(S ′) = S ′, f∗(
−→v ) 6= −→v , and Scan 6∈ U−→v ∪ Uf∗(−→v ),
= S if f(S ′) = S ′, f∗(
−→v ) 6= −→v , and Scan ∈ U−→v ,
= f(S) if f(S ′) = S ′, f∗(
−→v ) 6= −→v , and Scan ∈ Uf∗(−→v )
on [S ′,S ′′] (in fact in (3.6), we can replace Scan and ∧can with S0 and ∧S0 ,
respectively, for any S0 ∈ H
1), so the claim holds. Once this claim is at our
disposal, also by the equality
S 7→ ρ(S, f(S) ∧can S) = ρ(S,Scan)− ρ(Scan, f(S) ∧can S) on H
1,
we have the continuity of Crucialf on (H
1, ρ).
For any h, ℓ ∈ PGL(2,K), by (1.1), we have
Crucialf ((h ◦ ℓ)(Scan)) = Crucialh−1◦f◦h(ℓ(Scan)) + Crucialf (h(Scan)),
so that for every h ∈ PGL(2,K), by the transitivity of the action of PGL(2,K)
on the set of all type II points in P1 (twice), we have
Crucialf −Crucialf (h(Scan)) = Crucialh−1◦f◦h ◦h
−1(1.2′)
on the set of all type II points in P1, and in turn on H1 by the density of
type II points in (H1, ρ) and the continuity on (H1, ρ) of both sides in (1.2′).
Since h : (H1, ρ) → (H1, ρ) is an isomorphism, the equality (1.2′) (with the
definition of Crucialh−1◦f◦h) yields (1.2) for every S ∈ H
1 and S0 = h(Scan),
and then by the transitivity of the action of PGL(2,K) on the set of all
type II points in P1, we have (1.2) for every S ∈ H1 and every type II point
S0 ∈ H
1.
Fixing S ∈ H1, the function S0 7→ ρ(S,S0) is continuous on (H
1, ρ), and so
is the function S0 7→ ρ(S, f(S)∧S0S) = ρ(S, f(S)∧SS0). For any S,S0 ∈ H
1,
by (2.3′), (2.4), (3.5), (2.3), (2.6), (2.9), and Green’s formula (see e.g. [1,
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Proposition 3.2]), we have
−
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)
=
∫
P1
(log[S, ·]can − log[·,S0]can)d(f
∗δS0) + d · (log[S0,S0]can − log[S,S0]can)
=
∫
P1
(log[S, ·]can − log[·,S0]can)d(f
∗δS0 − f
∗δScan)
+ TF (S)− TF (S0)− d · (ρ(S0,Scan) + log[S,S0]can)
=
∫
P1
f∗(log[·,S0]can)∆(log[·,S]can − log[·,S0]can)
+ TF (S)− TF (S0)− d · (ρ(S0,Scan) + log[S,S0]can)
= log[f(S),S0]can − log[f(S0),S0]can
+ TF (S)− TF (S0)− d · (ρ(S0,Scan) + log[S,S0]can),
and we have already seen that S0 7→ log[f(S0),S0] is continuous on (H
1, ρ).
Hence fixing S ∈ H1, the function S0 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0) is also
continuous on (H1, ρ). Now fixing the first variable S ∈ H1, both sides in
(1.2) are continuous on (H1, ρ) as functions of the second variable S0, so by
the density of all type II points in (H1, ρ), (1.2) holds on H1 × H1. 
4. Proof of Theorem 2
Let f ∈ K(z) be of degree d > 1. For every S0 ∈ H
1 and every −→v =
−−→
S0S
′ ∈ TS0P
1, diminishing [S0,S
′] if necessary, we have
S 7→ ρ(S, f(S) ∧S0 S) =

ρ(S,S) ≡ 0 if f(S0) 6= S0 and
−−−−−→
S0f(S0) =
−→v ,
ρ(S,S0) if f(S0) 6= S0 and
−−−−−→
S0f(S0) 6=
−→v ,
ρ(S,S) ≡ 0 if f(S0) = S0 and f∗(
−→v ) = −→v ,
ρ(S,S0) if f(S0) = S0 and f∗(
−→v ) 6= −→v
(4.1)
on [S0,S
′] by Theorem 2.4 (cf. the 1st, 2nd, 5th, and 6th cases in (3.6)), and
on the other hand,
(4.2) S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)
(
= (f∗δS0)(U−→v ) · ρ(S0,S)
)
{
= (f∗δS0)(U−→v ) · ρ(S0,S) if
−→v ∈ TS0(Γ{S0}∪f−1(S0))
≡ (f∗δS0)(P
1) · ρ(S0,S0) = 0 otherwise
on [S0,S
′].
(a) By (4.1) and (4.2), for every S0 ∈ H
1 and every −→v =
−−→
S0S
′ ∈ TS0P
1,
diminishing [S0,S
′] if necessary, the functions S 7→ ρ(S, f(S) ∧S0 S) and
S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0) are affine on ([S0,S
′], ρ), and we have the
desired ranges of d−→v (S 7→ ρ(S, f(S) ∧S0 S)) and d−→v (S 7→
∫
P1
ρ(S0,S ∧S0
·)d(f∗δS0)). Then also by (1.2), Crucialf is (continuous and) piecewise affine
on (H1, ρ), and for every S0 ∈ H
1 and every −→v ∈ TS0P
1, we also have the
desired range (1.6) of d−→v Crucialf . For every type IV point S0 ∈ H
1, also
by #TS0P
1 = 1 < 2, Crucialf is trivially locally affine on (P
1, ρ˜) at S0.
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(b) Let S0 ∈ H
1, and fix distinct −→v1 ,
−→v2 ∈ TS0P
1, so that U−→v1 ∩ U−→v2 = ∅.
If f(S0) 6= S0, then we also have #{i ∈ {1, 2} :
−−−−−→
S0f(S0) =
−→vi} ≤ 1. Hence
by (4.1) and (4.2), we have
(d−→v1 + d−→v2)(S 7→ ρ(S, f(S) ∧S0 S)) ≥ 1
and
(d−→v1 + d−→v2)
(
S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)
)
= (f∗δS0)(U−→v1 ∪ U−→v2) ≤ (f
∗δS0)(P
1) = d,
so that also by (1.2), we have
(d−→v1 + d−→v2)Crucialf ≥ 2 ·
1
2
+
1− d
d− 1
= 0.(4.3)
If f(S0) = S0, then by (4.1) and (4.2), we have
(d−→v1 + d−→v2)(S 7→ ρ(S, f(S) ∧S0 S)) ≥ 0
and
(d−→v1 + d−→v2)
(
S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)
)
= (f∗δS0)(U−→v1 ∪ U−→v2) ≤ (f
∗δS0)(P
1)− degS0(f) = d− degS0(f),
so that also by (1.2), we have
(
d−→v1 + d−→v2
)
Crucialf ≥ 2 ·
1
2
+
0− (d− degS0(f))
d− 1
=
degS0(f)− 1
d− 1
≥ 0.
(4.4)
By (4.3) and (4.4), Crucialf is (not only piecewise affine but also) convex on
(H1, ρ), which together with the finiteness of the range of Crucialf implies
that Crucialf is also locally affine on (P
1, ρ˜) at every type I point.
Suppose in addition that S0 is of type III, or equivalently, that TS0P
1 =
{−→v1 ,
−→v2}. If f(S0) 6= S0, then #{i ∈ {1, 2} :
−−−−−→
S0f(S0) =
−→vi} = 1 as well as
U−→v1∪U−→v2 = P
1\{S0} ⊃ f
−1(S0), so by (4.1) and (4.2), we have the equalities
(d−→v1 + d−→v2)(S 7→ ρ(S, f(S) ∧S0 S)) = 1 and
(d−→v1 + d−→v2)
(
S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)
)
= (f∗δS0)(U−→v1 ∪ U−→v2) = d.
If f(S0) = S0, then by Theorem 2.5, we have not only degS0(f) = 1 but also
f∗(
−→vi ) =
−→vi for each i ∈ {1, 2}, as well as U−→v1 ∪ U−→v2 = P
1 \ {S0}. Hence by
(4.1) and (4.2), we also have the equalities (d−→v1 + d−→v2)(S 7→ ρ(S, f(S) ∧S0
S)) = 0 and
(d−→v1 + d−→v2)
(
S 7→
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0)
)
= (f∗δS0)(U−→v1 ∪ U−→v2)
= d− degS0(f).
Hence no matter whether f(S0) = S0 or not, we have the equality (d−→v1 +
d−→v2)Crucialf = 0 in the above convexity estimates (4.3) and (4.4), so
Crucialf is also locally affine on (P
1, ρ˜) at every type III point.
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(c) Let a ∈ P1, and fix S0 ∈ H
1. Then for every S ′ ∈ f−1(S0),
S ∧S0 S
′ = rP1,[S0,S′](S) = rΓ{S0,Scan}∪f−1(S0),[S0,S
′]
(
rP1,Γ{S0,Scan}∪f−1(S0)
(S)
)
=
(
rP1,Γ{S0,Scan}∪f−1(S0)
(S)
)
∧S0 S
′ ≡
(
rP1,Γ{S0,Scan}∪f−1(S0)
(a)
)
∧S0 S
′
on [a, rP1,Γ{S0,Scan}∪f−1(S0)
(a)
]
, so fixing S ′0 ∈
(
a, rP1,Γ{S0,Scan}∪f−1(S0)
(a)
]
(⊂
(a,Scan]), we have (1.5) on (a,S
′
0].
Let us also see (1.4). If f(a) 6= a, then diminishing [a,S ′0] if necessary,
S 7→ ρ(S, f(S) ∧S0 S) = ρ(S,S0)− ρ(S0, f(S) ∧S0 S)
= ρ(S,S0)− ρ(S0, f(a) ∧S0 a) on (a,S
′
0],
that is, (1.4) holds when f(a) 6= a.
Suppose now that f(a) = a. By Theorem 2.4, diminishing [a,S ′0] if neces-
sary, f maps [a,S ′0] homeomorphically onto [a, f(S
′
0)] and, for any S1,S2 ∈
(a,S ′0], we have ρ(f(S1), f(S2)) = (dega f) ·ρ(S1,S2). We note that f(S
′
0)∧a
S ′0 ∈ (a, f(S
′
0)], so that (replacing S
′
0 with the point (f |(a,S
′
0])
−1(f(S ′0)∧aS
′
0)
if necessary,) we can also assume that f(S ′0) ∈
(
a, rP1,Γ{S0,Scan}∪f−1(S0)
(a)
]
(⊂
(a,Scan]).
(c-i) If dega f > 1, or equivalently f
#(a) = 0, then we claim that for
every S ∈ [a,S ′0] close enough to a, f(S) ∈ (a,S]; for, if S
′
0 ∈ (a, f(S
′
0)],
then for every S ∈ (a,S ′0] so close to a that ρ(S,S
′
0) ≥ ρ(f(S
′
0),S
′
0), we have
({S, f(S)} ⊂ (a, f(S ′0)] and)
ρ(f(S), f(S ′0)) = (dega f) · ρ(S,S
′
0)
≥ (dega f − 1) · ρ(S,S
′
0) + ρ(S
′
0, f(S
′
0)) ≥ ρ(S, f(S
′
0)),
so that f(S) ∈ (a,S]. If f(S ′0) ∈ (a,S
′
0], then for every S ∈ (a,S
′
0], we have
(f(S) ∈ (a, f(S ′0)] and)
ρ(f(S),S ′0) = ρ(f(S), f(S
′
0)) + ρ(f(S
′
0),S
′
0) ≥ (dega f) · ρ(S,S
′
0) ≥ ρ(S,S
′
0),
so that f(S) ∈ (a,S]. Hence the claim holds, so diminishing [a,S ′0] if neces-
sary, we have S 7→ ρ(S, f(S) ∧S0 S) = ρ(S,S) ≡ 0 = logmax{1, f
#(a)} on
(a,S ′0].
(c-ii) If dega f = 1 and f(S
′
0) ∈ (a,S
′
0], then for every S ∈ (a,S
′
0], we
have (f(S) ∈ (a, f(S ′0)] and) ρ(f(S),S
′
0) = ρ(f(S), f(S
′
0)) + ρ(f(S
′
0),S
′
0) =
1 · ρ(S,S ′0) ≥ ρ(S,S
′
0), so that f(S) ∈ (a,S]. Then also by (2.3), the strong
triangle inequality on | · |, and the power series expansion of f around a, for
every S ∈ (a,S ′0] close enough to a, we have
ρ(f(S),S) = ρ(f(S),Scan)− ρ(S,Scan) = log
[S, a]can
[f(S), a]can
= − log(f#(a)),
so that f#(a) ≤ 1. Hence we have S 7→ ρ(S, f(S) ∧S0 S) = ρ(S,S) ≡ 0 =
logmax{1, f#(a)} on (a,S ′0].
(c-iii) If dega f = 1 and S
′
0 ∈ (a, f(S
′
0)], then for every S ∈ (a,S
′
0], we
have (f(S) ∈ (a, f(S ′0)] and)
ρ(f(S), f(S ′0)) = (dega f) · ρ(S,S
′
0)
≤ 1 · ρ(S,S ′0) + ρ(S
′
0, f(S
′
0)) = ρ(S, f(S
′
0)),
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so that S ∈ (a, f(S)]. Then also by (2.3), the strong triangle inequality on
| · |, and the power series expansion of f around a, for every S ∈ (a,S ′0] close
enough to a, we have
ρ(f(S),S) = ρ(S,Scan)− ρ(f(S),Scan) = log
[f(S), a]can
[S, a]can
= log(f#(a)),
so that f#(a) ≥ 1. Moreover, for any S1,S2 ∈ (a,S
′
0], we have ρ(f(S1),S1) =
ρ(f(S2),S2) since a similar argument in the above yields |ρ(f(S1),S1) −
ρ(f(S2),S2)| = | log([f(S1), a]can/[S1, a]can) − log([f(S2), a]can/[S2, a]can)| =
|ρ(f(S1), f(S2))− ρ(S1,S2)| = |1 · ρ(S1,S2)− ρ(S1,S2)| = 0. Hence we have
S 7→ ρ(S, f(S) ∧S0 S) = ρ(S, f(S)) ≡ log(f
#(a)) = logmax{1, f#(a)} on
(a,S ′0].
(d) Once (1.4) and (1.5) is at our disposal, we have (1.7) for every type
I point S ′ = a ∈ P1 and every S0 ∈ H
1 \ {a} = H1 by (1.2).
Fix a type IV point S ′ ∈ P1. For every S0 ∈ H
1 \ {S ′}, set −→v :=
−−→
S ′S0,
so that TS′P
1 = {−→v }. If f(S ′) 6= S ′, then ∅ 6= f−1(S ′) ⊂ P1 \ {S ′}, so that
−−−−−→
S ′f(S ′) = −→v ∈ TS′P
1 = TS′(ΓS′∪f−1(S′)) and (f
∗δS′)(U−→v ) = (f
∗δS′)(P
1 \
{S ′}) = d. Alternatively, if f(S ′) = S ′, then degS′ f = 1(< d) by Theorem
2.5, so that f∗(
−→v ) = −→v ∈ TS′P
1 = TS′(ΓS′∪f−1(S′)) and (f
∗δS′)(U−→v ) =
(f∗δS′)(P
1 \ {S ′}) = d − 1. Hence by (1.2), (4.1), and (4.2), we can fix
S ′0 ∈ (S
′,S0] so close to S
′ that
S 7→ Crucialf (S)−Crucialf (S
′)
=
(
1
2
+
0−
{
d if f(S ′) 6= S ′
d− 1 if f(S ′) = S ′
d− 1
)
· ρ(S,S ′) on [S ′,S ′0].
Hence (1.7) holds for every type IV point S ′ and every S0 ∈ H
1 \ {S ′}. 
5. Proof of Theorem 3
Let f ∈ K(z) be of degree d > 1. Let Γ be a non-trivial finite subtree in
P
1. Then for every S0 ∈ H
1, by (1.2), (2.6), (2.7), and (2.8), we have
νf,Γ =
(
(−νΓ + (rP1,Γ)∗δS0)
+
∆Γ(S 7→ ρ(S, f(S) ∧S0 S)) + (rP1,Γ)∗(f
∗δS0 − d · δS0)
d− 1
)
+ νΓ
=
∆Γ(S 7→ ρ(S, f(S) ∧S0 S)) + (rP1,Γ)∗(f
∗δS0 − δS0)
d− 1
on Γ,
so the equality (1.11) holds. For every S ′ ∈ Γ ∩ H1 and every S0 ∈ H
1 \
((rP1,Γ)
−1(S ′) ∪ {f(S ′)}), we have S0 6= S
′,
−−→
S ′S0 ∈ TS′Γ, and
(5.1) (d− 1) · νf,Γ({S
′})
=
∑
−→v ∈TS′Γ
d−→v (S 7→ ρ(S, f(S) ∧S0 S)) +
∑
−→v ∈(TS′P
1)\(TS′Γ)
(f∗δS0)(U−→v ),
the second term in the right hand side of which is always in N ∪ {0}.
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(a) For every fixed point S ′ ∈ H1 of f , every S0 ∈ H
1 \ {S ′}, and every
−→v =
−−→
S ′S ′′ ∈ TS′P
1, diminishing [S ′,S ′′] if necessary, we have
(5.2) S 7→ ρ(S, f(S) ∧S0 S) =
ρ(S, f(S)) = (m−→v (f) + 1)ρ(S,S
′) if −→v 6=
−−→
S ′S0 and f∗(
−→v ) =
−−→
S ′S0,
ρ(S,S) ≡ 0 if −→v 6=
−−→
S ′S0 and f∗(
−→v ) = −→v ,
ρ(S,S ′) if −→v 6=
−−→
S ′S0 and f∗(
−→v ) 6∈ {−→v ,
−−→
S ′S0},
ρ(S, f(S)) = (m−→v (f)− 1)ρ(S,S
′) if −→v =
−−→
S ′S0 and f∗(
−→v ) =
−−→
S ′S0,
ρ(S,S) ≡ 0 if −→v =
−−→
S ′S0 and f∗(
−→v ) 6=
−−→
S ′S0
on [S ′,S ′′] by Theorem 2.4 (cf. the final five cases in (3.6)). Hence for every
fixed point S ′ ∈ Γ ∩H1 of f and every S0 ∈ H
1 \ (rP1,Γ)
−1(S ′), we also have∑
−→v ∈TS′Γ
d−→v
(
S 7→ ρ(S, f(S) ∧S0 S)
)
=
∑
−→v ∈TS′Γ\{
−−→
S′S0}:f∗(
−→v )=
−−→
S′S0
(m−→v (f) + 1) +
∑
−→v ∈TS′Γ\{
−−→
S′S0}:f∗(
−→v )=−→v
0
+ #
{−→v ∈ TS′Γ \ {−−→S ′S0} : f∗(−→v ) 6∈ {−→v ,−−→S ′S0}}
+
{
m−−→
S′S0
(f)− 1 if f∗(
−−→
S ′S0) =
−−→
S ′S0
0 if f∗(
−−→
S ′S0) 6=
−−→
S ′S0
=
( ∑
−→v ∈TS′Γ:f∗(
−→v )=
−−→
S′S0
m−→v (f)
)
+#
{−→v ∈ TS′Γ \ {−−→S ′S0} : f∗(−→v ) = −−→S ′S0 6= −→v }
+#
{−→v ∈ TS′Γ \ {−−→S ′S0} : f∗(−→v ) 6∈ {−→v ,−−→S ′S0}}
+
{
−1 if f∗(
−−→
S ′S0) =
−−→
S ′S0,
0 if f∗(
−−→
S ′S0) 6=
−−→
S ′S0
=
( ∑
−→v ∈TS′Γ:f∗(
−→v )=
−−→
S′S0
m−→v (f)
)
+#{−→v ∈ TS′Γ : f∗(
−→v ) 6= −→v } − 1.(5.3)
(b) For every S ′ ∈ H1 not fixed by f , every S0 ∈ (H
1 \ {S ′}) ∩U−−−−−→
f(S′)S′
, and
every −→v =
−−→
S ′S ′′ ∈ TS′P
1, diminishing [S ′,S ′′] if necessary, we have
S 7→ ρ(S, f(S) ∧S0 S)
=

ρ(S, f(S ′) ∧S0 S
′) = ρ(S ′, f(S ′) ∧S0 S
′) + ρ(S,S ′)
if −→v 6∈ {
−−→
S ′S0,
−−−−−→
S ′f(S ′)},
ρ(S,S) ≡ 0 if −→v ∈ {
−−→
S ′S0,
−−−−−→
S ′f(S ′)} and
−−→
S ′S0 6=
−−−−−→
S ′f(S ′),
ρ(S, f(S ′) ∧S0 S
′) = ρ(S ′, f(S ′) ∧S0 S
′)− ρ(S,S ′)
if −→v =
−−→
S ′S0 =
−−−−−→
S ′f(S ′)
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on [S ′,S ′′] (cf. the first two cases in (3.6)). Hence for every S ′ ∈ Γ ∩H1 not
fixed by f and every S0 ∈ (H
1 \ (rP1,Γ)
−1(S ′)) ∩ U−−−−−→
f(S′)S′
, we have∑
−→v ∈TS′Γ
d−→v
(
S 7→ ρ(S, f(S) ∧S0 S)
)
=

#(TS′Γ \ {
−−→
S ′S0}) if rP1,Γ(f(S
′)) = S ′,
#(TS′Γ \ {
−−→
S ′S0,
−−−−−→
S ′f(S ′)}) if rP1,Γ(f(S
′)) 6= S ′ and
−−→
S ′S0 6=
−−−−−→
S ′f(S ′),
#(TS′Γ \ {
−−→
S ′S0})− 1 if rP1,Γ(f(S
′)) 6= S ′ and
−−→
S ′S0 =
−−−−−→
S ′f(S ′)
=
{
vΓ(S
′)− 1 ∈ N ∪ {0} if rP1,Γ(f(S
′)) = S ′,
vΓ(S
′)− 2 ∈ N ∪ {0,−1} if rP1,Γ(f(S
′)) 6= S ′.
(5.4)
Proof of Theorem 3(i). For every S0 ∈ H
1, we have already seen (1.11). For
every S0 ∈ H
1 and every −→v ∈ TS0P
1, by (1.2) and (4.2), we have
d−→v Crucialf =
1
2
+
d−→v (S 7→ ρ(f(S) ∧S0 S))− (f
∗δS0)(U−→v )
d− 1
.
For every S0 ∈ Γ ∩ H
1 and every −→v ∈ TS0Γ, by (1.11), we moreover have
(d− 1) ·
(
(ιΓ,P1)∗νf,Γ
)
(U−→v )
=
(
∆Γ(S 7→ ρ(f(S) ∧S0 S))
)
(Γ ∩ U−→v ) + (f
∗δS0 − δS0)(U−→v )
and, on the other hand, we have not only S0 6∈ U−→v but also, setting Γ
′ :=
Γ ∩ (U−→v ∪ {S0}),(
∆Γ(S 7→ ρ(f(S) ∧S0 S))
)
(Γ ∩ U−→v )
=
(
∆Γ′(S 7→ ρ(f(S) ∧S0 S))
)
(Γ′)− d−→v (S 7→ ρ(f(S) ∧S0 S)) (by (2.8))
=0− d−→v (S 7→ ρ(f(S) ∧S0 S)) = −d−→v (S 7→ ρ(f(S) ∧S0 S)).
Hence (1.7′) also holds.
For every S ′ ∈ Γ ∩ H1, (fixing S0 ∈ (H
1 \ (rP1,Γ)
−1(S ′)) ∩ U−−−−−→
f(S′)S′
,) by
(5.1), (5.2), and (5.4), we have (deg f − 1) · νf,Γ({S
′}) ∈ N ∪ {0,−1}, which
is also the case for every S ′ ∈ Γ ∩ P1 by (1.8). By the convexity of Crucialf
on (H1, ρ), (1.6), and (1.8), the support of νf,Γ is (a finite subset) in Γ \
{type I or IV points fixed by f}.
Fix S ′ ∈ Γ \ {type I or IV points not fixed by f}. If (f(S ′) =)S ′ ∈ P1,
then νf,Γ({S
′}) = 0 ≥ 0. If f(S ′) = S ′ ∈ H1, then νf,Γ({S
′}) ≥ 0 by
(5.1) and (5.2) (fixing S0 ∈ H
1 \ ((rP1,Γ)
−1(S ′) ∪ {f(S ′)})). Suppose now
that f(S ′) 6= S ′ ∈ H1. (a) Either if #TS′Γ ≥ 2 or if #TS′Γ = 1 and
rP1,Γ(f(S
′)) = S ′, then νf,Γ({S
′}) ≥ 0 by (5.1) and (5.4) (fixing S0 ∈
(H1 \ (rP1,Γ)
−1(S ′)) ∩ U−−−−−→
f(S′)S′
). (b) If #TS′Γ = 1 and rP1,Γ(f(S
′)) 6= S ′
but f−1
(
U−−−−−→
S′f(S′)
∩ U−−−−−→
f(S′)S′
)
6⊂ U−−−−−→
S′f(S′)
, then there are such S0 ∈ (H
1 \
(rP1,Γ)
−1(S ′))∩U−−−−−→
f(S′)S′
(= U−−−−−→
S′f(S′)
∩U−−−−−→
f(S′)S′
) and −→w ∈ (TS′P
1)\
{−−−−−→
S ′f(S ′)
}
=
(TS′P
1) \ (TS′Γ) that (f
∗δS0)(U−→w ) ∈ N. Then νf,Γ({S
′}) ≥ (−1) + 1 = 0 by
(5.1) and (5.4). 
RUMELY’S WEIGHT FUNCTION AND CRUCIAL MEASURE 21
Proof of Theorem 3(ii). Suppose also that no end points of Γ are of type
III and that νf,Γ ≥ 0 (so is probability) on Γ. Then by (1.8), we have
BCΓ(νf,Γ) ⊂ H
1, so by (1.7′), we have the first equality in (1.12). Also
by (1.7) and the locally affine continuity of Crucialf on (P
1, ρ˜) at every
III point, the set Γ′ := (Crucialf |(Γ ∩ H
1))−1(minΓ∩H1 Crucialf ) is a finite
subtree in Γ all end points of which are of type II, and by (1.7′), for every
S ∈ Γ′ and every −→v ∈ TSΓ
′, we have ((ιΓFR,P1)∗νf,Γ)(U−→v ) = 1/2. Hence
vΓ′ ≤ 2 on Γ
′, so Γ′ = ΓSf,Γ for a (unique) subset Sf,Γ in Γ consisting of one
or two type II points; by (1.6), we have #Sf,Γ = 1 if d = deg f is even (i.e.,
d + 1 is odd). By (1.7′), we have ΓSf,Γ ⊂ Γsuppνf,Γ
. For every S ∈ Sf,Γ, if
νΓsuppνf,Γ
({S}) = 0, then saying TSΓsuppνf,Γ
= {−→v1 ,
−→v2}, by (1.7
′), we have
νf,Γ({S}) = 1 − ((ιΓFR,P1)∗νf,Γ)(U−→v1 ∪ U−→v2) > 1 − (1/2 + 1/2) = 0. Hence
Sf,Γ ⊂ ΓSf,Γ ∩ (supp(νf,Γ) ∪ supp(νΓsupp νf,Γ )).
Moreover, for every S ∈ ΓSf,Γ \ Sf,Γ, we have #TSΓSf,Γ = 2, so saying
TSΓSf,Γ = {
−→v1 ,
−→v2}, by (1.7
′), we have ((ιΓFR,P1)∗νf,Γ)(U−→vi ) = 1/2 for every
i ∈ {1, 2} and ((ιΓFR,P1)∗νf,Γ)(U−→w ) = 0 for every
−→w ∈ TP1Γ \ {
−→v1 ,
−→v2}.
Then we have not only νf,Γ({S}) = 1 − ((ιΓFR ,P1)∗νf,Γ)(U−→v1 ∪ U−→v2) = 1 −
(1/2 + 1/2) = 0 but also νΓsuppνf,Γ
({S}) = 0. Hence we also have ΓSf,Γ ∩
(supp(νf,Γ) ∪ supp(νΓsupp νf,Γ )) ⊂ Sf,Γ. 
6. Proof of Theorem 4
Let f ∈ K(z) be of degree d > 1. The following notation and convention
would be useful.
Notation 6.1. Let K be any field. For every h ∈ K(z) of degree > 0 and
every ℓ ∈ K(z) other than h, let [h = ℓ] be the effective K-divisor on P1(K)
defined by the roots of the algebraic equation h = ℓ on P1(K), taking into
account their multiplicities. When K = K, the divisor [h = ℓ] on P1 = P1(K)
is also regarded as the positive Radon measure∑
a∈P1:h(a)=ℓ(a)
(orda[h = ℓ]) · δa on P
1.
Let us begin with the following semiglobal result by Rivera-Letelier [14,
Lemma 2.1] and with Rumely’s foundational results from [17].
Theorem 6.2 ([14, Lemma 2.1]). Let h ∈ K(z) be of degree > 0. For every
S ′ ∈ P1 and every −→v ∈ TS′P
1, there is s−→v (h) ∈ N ∪ {0}, which we call the
surplus local degree of h on U−→v , such that for every S ∈ P
1 \ {h(S ′)},
(h∗δS)(U−→v ) = s−→v (h) +
{
m−→v (h) if h∗(
−→v ) =
−−−−→
h(S ′)S ,
0 otherwise.
(6.1)
In particular, for every S ′ ∈ P1, we have∑
−→v ∈TS′P
1
s−→v (h) = deg h− degS(h),(6.2)
by fixing S ∈ P1\{h(S ′)}, summing (6.1) up over all −→v ∈ TS′P
1, and (2.11).
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Theorem 6.3 ([17, Lemma 2.1, the first identification lemma]). Let f ∈
K(z) be of degree > 1, and S ′ ∈ P1 be a type II fixed point of f . If
˜φ ◦ f ◦ φ−1 6= IdP1(k) for some (and indeed any) φ ∈ PGL(2,K) sending
S ′ to Scan, then for every
−→v = −→v
(φ)
a ∈ TS′P
1 where a ∈ P1, we have
[h = IdP1 ](U−→v ) = s−→v (f) + orda˜[
˜φ ◦ f ◦ φ−1 = IdP1(k)].(6.3)
Summing (6.3) up over all −→v ∈ TS′P
1, also by (6.2), we also have∑
a˜∈P1(k)
orda˜[ ˜φ ◦ f ◦ φ−1 = IdP1(k)] = degS′(f) + 1 ≥ 2 > 0.(6.4)
Theorem 6.4 ([17, Lemma 2.2, the second identification lemma]). Let f ∈
K(z) be of degree > 1, S ′ ∈ P1 be a type II point not fixed by f , and
−→v ∈ TS′P
1. Then U−→v ∩ Fix(f) 6= ∅ if and only if at least one of the
following is the case; (a) −→v =
−−−−−→
S ′f(S ′), (b) f∗(
−→v ) =
−−−−−→
f(S ′)S ′, (c) s−→v (f) > 0.
Theorem 6.5 ([17, Lemma 4.5, the third identification lemma]). Let f ∈
K(z) be of degree > 1, and S ′ ∈ P1 be a type II fixed point of f . If
˜φ ◦ f ◦ φ−1 = IdP1(k) for some φ ∈ PGL(2,K) sending S
′ to Scan, then
we have U−→v ∩ ΓFR 6= ∅ for every such
−→v ∈ TS′P
1 that s−→v (f) > 0.
Recall also that ΓFR = ΓFP (Rumely’s tree intersection theorem (1.14))
and ΓFR ∩ P
1 = Fix(f) (by the definition of ΓFR).
6.1. Proof of (1.15) on ΓFR. We note that every end point of ΓFR = ΓFP
is a type I or II point fixed by f . The equality (1.15) on ΓFR is stated as
(1.15′) (d− 1) · νf,ΓFR({S
′}) =
degS′(f)− 1 + #{
−→v ∈ TS′ΓFR : f∗(
−→v ) 6= −→v } if f(S ′) = S ′ ∈ ΓFR ∩ H
1,
vΓFR(S
′)− 2 = (−2) · νΓFR({S
′}) if f(S ′) 6= S ′ ∈ ΓFR ∩ H
1,
0 if S ′ ∈ ΓFR ∩ P
1 = Fix(f),
which holds on Fix(f) = ΓFR ∩ P
1 since supp νf,ΓFR ⊂ H
1.
(A) Let S ′ ∈ ΓFR ∩ H
1 be fixed by f , and fix S0 ∈ H
1 \ (rP1,ΓFR)
−1(S ′).
(A1) If S ′ is of type II, then by Fix(f) ⊂ ΓFR and Theorems 6.3 and 6.5, for
every −→v ∈ (TS′P
1) \ (TS′ΓFR), s−→v (f) = 0. By (6.1), for every
−→v ∈ TS′P
1,
(f∗δS0)(U−→v ) = s−→v (f) +
{
m−→v (f) if f∗(
−→v ) =
−−→
S ′S0,
0 otherwise.
Hence, for every −→v ∈ (TS′P
1) \ (TS′ΓFR), (f
∗δS0)(U−→v ) > 0 if and only if
f∗(−→v ) =
−−→
S ′S0, and then (f
∗δS0)(U−→v ) = m−→v (f), so that the second term in
the right hand side in (5.1) applied to ΓFR is∑
−→v ∈(TS′P
1)\(TS′ΓFR)
(f∗δS0)(U−→v ) =
∑
−→v ∈(TS′P
1)\(TS′ΓFR):f
∗(−→v )=
−−→
S′S0
m−→v (f).
Hence also by (5.3) and (2.11), the equality (1.15′) holds in this case.
(A2) Alternatively, if S ′ is of type III, then #TS′ΓFR > 1, which with
#TS′P
1 = 2 yields TS′P
1 = TS′ΓFR. In particular, the second term in the
right hand side in (5.1) applied to ΓFR vanishes. Let us say TS′ΓFR =
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{
−−→
S ′S0,
−→w }. By Theorem 2.5, we have f∗(
−−→
S ′S0) =
−−→
S ′S0, f∗(
−→w ) = −→w , and
m−−→
S′S0
(f) = m−→w (f) = degS′(f) = 1. Then also by (5.2), the first term in
the right hand side in (5.1) applied to ΓFR is computed as∑
−→v ∈TS′ΓFR
d−→v (S 7→ ρ(S, f(S) ∧S0 S)) =
(
m−−→
S′S0
(f)− 1
)
+ 0
= 0 = degS′(f)− 1 + #{
−→v ∈ TS′ΓFR : f∗(
−→v ) 6= −→v }.
Hence (1.15′) holds in this case.
(B) Let S ′ ∈ ΓFR ∩ H
1 be not fixed by f . Then #TS′ΓFR > 1. We
first claim that rP1,ΓFR(f(S
′)) 6= S ′; for, suppose to the contrary that
rP1,ΓFR(f(S
′)) = S ′. Then we have
−−−−−→
S ′f(S ′) 6∈ TS′ΓFR, so that S
′ must
be of type II (otherwise, S ′ is of type III and then TS′P
1 = TS′ΓFR, which
contradicts
−−−−−→
S ′f(S ′) 6∈ TS′ΓFR). Then by Theorem 6.4, we must have ∅ 6=
U−−−−−→
S′f(S′)
∩ Fix(f) ⊂ U−−−−−→
S′f(S′)
∩ ΓFR, which is a contradiction.
Fix now S0 ∈ (H
1 \ (rP1,ΓFR)
−1(S ′)) ∩ U−−−−−→
f(S′)S′
. We also claim that for
every −→v ∈ (TS′P
1) \ (TS′ΓFR), (f
∗δS0)(U−→v ) = 0; if S
′ is of type III, then
TS′P
1 = TS′ΓFR and it is clear. Suppose that S
′ is of type II and, to the
contrary, that (f∗δS0)(U−→v ) > 0 for some
−→v ∈ (TS′P
1) \ (TS′ΓFR). Then by
Fix(f) ⊂ ΓFR, Theorem 6.4, (6.1), and the choice of S0, we have (s−→v (f) = 0
and in turn) f∗(
−→v ) =
−−−−−→
f(S ′)S0 =
−−−−−→
f(S ′)S ′, so ∅ 6= U−→v ∩ Fix(f) ⊂ U−→v ∩ ΓFR
by Theorem 6.4. This contradicts U−→v ∩ ΓFR = ∅.
Now by the above two claims and (5.1) and (5.4) applied to ΓFR, we have
(1.15′) in this case.
6.2. Proof of (1.15) on P1 \ ΓFR. In (1.15), the left hand side trivially
vanishes on P1 \ ΓFR, and so does the right hand side on P1, trivially.
Let us see that the right hand side also vanishes on H1\ΓFR. The following
argument is similar to that in [17, Proof of Proposition 6.1]. Fix S ′ ∈
H
1 \ ΓFR, and set
−→v :=
−−−−−−−−−−→
S ′(rP1,ΓFR(S
′)) ∈ TS′P
1, so that
{−→w ∈ TS′P1 :
U−→w ∩ ΓFR 6= ∅
}
= {−→v }. If f(S ′) 6= S ′, then #
{−→w ∈ TS′P1 : U−→w ∩ ΓFR 6=
∅
}
− 2 = 1− 2 = −1 < 0, so the right hand side in (1.15) vanishes.
Suppose now that f(S ′) = S ′. We claim both degS′(f) = 1 and f∗(
−→v ) =
−→v , which will imply that the right hand side in (1.15) vanishes; (a) if S ′
is of type II, then degS′(f) = 1 by the definition of ΓFR. If in addition
˜φ ◦ f ◦ φ−1 6= IdP1(k) for some φ ∈ PGL(2,K) sending S
′ to Scan, then by
Fix(f) ⊂ ΓFR and Theorem 6.3, for every
−→w ∈ TS′P
1 \ {−→v }, f∗(
−→w ) 6= −→w
(and s−→w (f) = 0). Hence by (6.4), we have f∗(
−→v ) = −→v . Alternatively, if in
addition ˜φ ◦ f ◦ φ−1 = IdP1(k) for some φ ∈ PGL(2,K) sending S
′ to Scan,
then f∗(
−→w ) = −→w for any −→w ∈ TS′P
1, so f∗(
−→v ) = −→v . (b) If S ′ is of type III
or IV, then by Theorem 2.5, we still have degS′(f) = 1 and f∗(
−→v ) = −→v .
6.3. Proof of (1.16). Let Γ be a non-trivial finite subtree in U−→vΓ∪{SΓ} for a
unique SΓ ∈ ΓFR and a unique
−→vΓ ∈ (TSΓP
1)\(TSΓΓFR). Then U−→vΓ∩Fix(f) =
∅, and rP1,Γ(SΓ) is of type neither I nor IV. Hence by (1.8), we have (1.16)
for every type I or IV point S ′ ∈ Γ.
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Recall the density of type II points in (H1, ρ) and the locally affine conti-
nuity of Crucialf on (P
1, ρ˜) at every type III point. Let S ′ be a type III end
point of Γ. If S ′ = rP1,Γ(SΓ), then by (2.8), for every type II point S
′′ ∈ Γ
close enough to S ′, we have
(6.5)
(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′}) =
(
νf,[S′′,S′] − (rP1,Γ)∗δSΓ
)
({S ′})
= −
(
νf,[S′′,S′] − (rP1,Γ)∗δSΓ
)
({S ′′}).
Similarly, if S ′ 6= rP1,Γ(SΓ), then by (2.8), for every type II point S
′′ ∈
r−1
P1,Γ
({S ′}) ∩ H1, we have
(6.6)
(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′}) =
(
νf,[S′,r
P1,Γ(SΓ)]
− (rP1,Γ)∗δSΓ
)
({S ′})
=
(
νf,[S′′,r
P1,Γ(SΓ)]
− (rP1,Γ)∗δSΓ
)
({S ′})−
(
νf,[S′′,S′] − (rP1,[S′′,S′])∗δS′
)
({S ′})
=
(
νf,[S′′,r
P1,Γ(SΓ)]
−(rP1,Γ)∗δSΓ
)
({S ′})+
(
νf,[S′′,S′]−(rP1,[S′′,S′])∗δS′
)
({S ′′}).
(A1, A2) Let S ′ ∈ Γ be a type II fixed point of f . Fix S0 ∈ H
1 \
(rP1,Γ)
−1(S ′). By Theorem 6.2, Fix(f) ⊂ ΓFR, and Theorems 6.3 and 6.5,
the second term in the right hand side in (5.1) applied to Γ is computed as∑
−→v ∈(TS′P
1)\(TS′Γ)
(f∗δS0)(U−→v )
=
∑
−→v ∈(TS′P
1)\(TS′Γ):f∗(
−→v )=
−−→
S′S0
m−→v (f) +
∑
−→v ∈(TS′P
1)\(TS′Γ)
s−→v (f)
=
∑
−→v ∈(TS′P
1)\(TS′Γ):f∗(
−→v )=
−−→
S′S0
m−→v (f)
+

∑
−→v ∈(TS′P
1)\(TS′Γ)
0 = 0 if S ′ ∈ Γ \ {rP1,Γ(SΓ)}∑
−→v ∈TS′P
1
s−→v (f) = d− degS′(f) if S
′ = rP1,Γ(SΓ)
=
∑
−→v ∈(TS′P
1)\(TS′Γ):f∗(
−→v )=
−−→
S′S0
m−→v (f) + (d− degS′(f)) ·
(
(rP1,Γ)∗δSΓ
)
({S ′}),
and by the definition of ΓFR, we have degS′(f) = 1 if S
′ ∈ Γ \ {rP1,Γ(SΓ)}.
Hence also by (5.1), (5.3), and (2.11), we have
(d− 1) · νf,Γ({S
′})
=degS′(f) + #{
−→v ∈ TS′Γ : f∗(
−→v ) 6= −→v } − 1
+ (d− degS′(f)) · ((rP1,Γ)∗δSΓ)({S
′})
=#{−→v ∈ TS′Γ : f∗(
−→v ) 6= −→v }+
{
d− 1 if S ′ = rP1,Γ(SΓ)
1− 1 = 0 if S ′ ∈ Γ \ {rP1,Γ(SΓ)}
=#{−→v ∈ TS′Γ : f∗(
−→v ) 6= −→v }+ (d− 1) ·
(
(rP1,Γ)∗δSΓ
)
({S ′}).
If ˜φ ◦ f ◦ φ−1 = IdP1(k) for some φ ∈ PGL(2,K) sending S
′ to Scan, then
#{−→v ∈ TS′Γ : f∗(
−→v ) 6= −→v } = #∅ = 0. If ˜φ ◦ f ◦ φ−1 6= IdP1(k) for some
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φ ∈ PGL(2,K) sending S ′ to Scan, then by Theorem 6.3, we have
#{−→v ∈ TS′Γ : f∗(
−→v ) 6= −→v } =
{
#
(
(TS′Γ) \ {
−−→
S ′SΓ}
)
if S ′ ∈ Γ \ {rP1,Γ(SΓ)}
#TS′Γ if S
′ = rP1,Γ(SΓ)
=
(
(−2) · νΓ + (rP1,Γ)∗δSΓ
)
({S ′}) + 1.
Hence (1.16) holds in this case.
(A3) Let S ′ ∈ Γ be a type III fixed point of f . There are two cases.
If TS′Γ > 1, then TS′P
1 = TS′Γ and S
′ 6= rP1,Γ(SΓ). Hence (d − 1) ·
((rP1,Γ)∗δSΓ)({S
′}) = 0. On the other hand, by Theorem 2.5, for every
−→v ∈ TS′P
1, we have f∗(
−→v ) = −→v and m−→v (f) = degS′(f) = 1, so that fixing
S0 ∈ H
1 \(rP1,Γ)
−1(S ′), also by (5.1) and (5.3), we have (d−1) ·νf,Γ({S
′}) =
(m−−→
S′S0
(f)+#{−→v ∈ TS′Γ : f∗(
−→v ) 6= −→v }− 1) + 0 = 0. Hence (1.16) holds in
this case.
Suppose now that TS′Γ = 1. If S
′ = rP1,Γ(SΓ), then for every type II
point S ′′ ∈ Γ close enough to S ′, we have S ′′ = f(S ′′) by Theorem 2.5, so
that by (6.5) and the already seen (1.16) applied to [S ′′,S ′] and S ′′, we have(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′}) = −
(
νf,[S′′,S′] − (rP1,Γ)∗δSΓ
)
({S ′′})
= −
1
d− 1
{
0 if S ′′ is in the case (A1)(
(v[S′′,S′](S
′′)− 2) + 0
)
+ 1 = 0 if S ′′ is in the case (A2)
= 0.
Alternatively, if S ′ 6= rP1,Γ(SΓ), then for every type II point S
′′ ∈ r−1
P1,Γ
(S ′)
close enough to S ′, we have not only S ′′ = f(S ′′) by Theorem 2.5 but also
TS′ [S
′′, rP1,Γ(SΓ)] > 1, so that by (6.6), the already seen (1.16) applied to
[S ′′, rP1,Γ(SΓ)] and S
′, and the already seen (1.16) applied to [S ′′,S ′] and S ′′
(no matter whether S ′′ is in (A1) or (A2)), we have(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′})
=
(
νf,[S′′,r
P1,Γ(SΓ)]
− (rP1,Γ)∗δSΓ
)
({S ′}) +
(
νf,[S′′,S′] − (rP1,[S′′,S′])∗δS′
)
({S ′′})
=0 + 0 = 0.
Hence (1.16) holds in this case.
(B1, B2) Let S ′ ∈ Γ be a type II or III point not fixed by f . We prepare
the following.
Lemma 6.6. (i) If S ′ is of type II and (f(S ′) 6=)S ′ = rP1,Γ(f(S
′)), then
rP1,Γ(SΓ) = S
′.
(ii) If TS′Γ = 1 and (f(S
′) 6=)S ′ = rP1,Γ(SΓ), then S
′ = rP1,Γ(f(S
′)).
Proof. (i) Suppose to the contrary that rP1,Γ(SΓ) 6= S
′. Then ΓFR ⊂ U−−−→S′SΓ
.
By Theorem 6.4, we also have ∅ 6= U−−−−−→
S′f(S′)
∩Fix(f) ⊂ U−−−−−→
S′f(S′)
∩ΓFR. Hence
−−−−−→
S ′f(S ′) =
−−→
S ′SΓ ∈ TS′Γ, which contradicts rP1,Γ(f(S
′)) = S ′.
(ii) Suppose to the contrary that S ′ 6= rP1,Γ(f(S
′)). Then U−−−−−→
S′f(S′)
⊂
U−→vΓ . For every type II point S
′′ ∈ U−−−−−→
S′f(S′)
close enough to S ′, we also
have f(S ′′) 6= S ′′ and U−−−−−−→
S′′f(S′′)
⊂ U−−−−−→
S′f(S′)
, and then by Theorem 6.4 and
Fix(f) ⊂ ΓFR, we have ∅ 6= U−−−−−−→S′′f(S′′)∩Fix(f) ⊂ U
−→vΓ
∩ΓFR. This contradicts
U−→vΓ ∩ ΓFR = ∅. 
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(a) Suppose first that S ′ is not a type III end point of Γ. The first
term in the right hand side in (5.1) applied to Γ is computed as follows; if
rP1,Γ(f(S
′)) = S ′, then S ′ is of type II under the above assumption, so that
by Lemma 6.6(i), we have rP1,Γ(SΓ) = S
′. Fixing S0 ∈ H
1 \ (rP1,Γ)
−1(S ′),
by (5.4) and this, we have∑
−→v ∈TS′Γ
d−→v
(
S 7→ ρ(S, f(S) ∧S0 S)
)
=vΓ(S
′)− 1
=(−2) · νΓ({S
′}) +
(
(rP1,Γ)∗δSΓ
)
({S ′}).
If rP1,Γ(f(S
′)) 6= S ′, then fixing S0 ∈ H
1 \ (rP1,Γ)
−1(S ′), by (5.4), we have∑
−→v ∈TS′Γ
d−→v
(
S 7→ ρ(S, f(S) ∧S0 S)
)
= vΓ(S
′)− 2 = (−2) · νΓ({S
′}).
On the other hand, (no matter whether rP1,Γ(f(S
′)) = S ′ or not,) fixing
S0 ∈ (H
1 \ (rP1,Γ)
−1(S ′)) ∩ U−−−−−→
f(S′)S′
, the second term in the right hand side
in (5.1) applied to Γ is computed as follows; if S ′ is of type II, then by
Theorems 6.2 and 6.4, Fix(f) ⊂ ΓFR, and (2.11), we have∑
−→v ∈(TS′P
1)\(TS′Γ)
(f∗δS0)(U−→v )
=
∑
−→v ∈(TS′P
1)\(TS′Γ)
s−→v (f) +
∑
−→v ∈(T
S′
P1)\(T
S′
Γ):
f∗(
−→v )=
−−−−−→
f(S′)S0(=
−−−−−→
f(S′)S′ by the choice of S0)
m−→v (f)
=

∑
−→v ∈(TS′P
1)\(TS′Γ)
0 = 0 if S ′ ∈ Γ \ {rP1,Γ(SΓ)}∑
−→v ∈TS′P
1
s−→v (f) = d− degS′(f) if S
′ = rP1,Γ(SΓ)
+

∑
∅
m−→v (f) = 0 if S
′ ∈ Γ \ {rP1,Γ(SΓ)}∑
−→v ∈TS′P
1:f∗(
−→v )=
−−−−−→
f(S′)S0
m−→v (f) = degS′(f) if S
′ = rP1,Γ(SΓ)
=
{
0 if S ′ ∈ Γ \ {rP1,Γ(SΓ)}
d if S ′ = rP1,Γ(SΓ)
=
(
(rP1,Γ)∗δSΓ
)
({S ′}) + (d− 1) ·
(
(rP1,Γ)∗δSΓ
)
({S ′}).
If S ′ is of type III, then TS′Γ = TS′P
1 under the above assumption, so that
((rP1,Γ)∗δSΓ)({S
′}) = 0 and that the second term in the right hand side in
(5.1) applied to Γ vanishes.
Hence (1.16) holds in this case, under the assumption that S ′ is not a
type III end point in Γ.
(b) Suppose now that S ′ is a type III end point of Γ. If (f(S ′) 6=)S ′ =
rP1,Γ(SΓ), then rP1,Γ(f(S
′)) = S ′ by Lemma 6.6(ii), so that for every type II
point S ′′ ∈ Γ close enough to S ′, we also have f(S ′′) 6= S ′′ = rP1,Γ(f(S
′′)).
Hence by (6.5) and the already seen (1.16) applied to [S ′′,S ′] and S ′′, we
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have
(d− 1) ·
(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′})
=− (d− 1) ·
(
νf,[S′′,S′] − (rP1,Γ)∗δSΓ
)
({S ′′})
=− ((−2) · ν[S′′,S′] + 2(rP1,Γ)∗δSΓ)({S
′′})
=1 = ((−2) · νΓ + 2(rP1,Γ)∗δSΓ)({S
′}).
Alternatively, if (f(S ′) 6=)S ′ 6= rP1,Γ(SΓ), then ((rP1,Γ)∗δSΓ)({S
′}) = 0. For
every type II point S ′′ ∈ r−1
P1,Γ
(S ′) close enough to S ′, we have not only
f(S ′′) 6= S ′′ but also TS′ [S
′′, rP1,Γ(SΓ)] > 1. Hence by (6.6), the already
seen (1.16) applied to [S ′′, rP1,Γ(SΓ)] and S
′, and the already seen (1.16)
applied to [S ′′,S ′] and S ′′, we have
(d− 1) ·
(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′})
=(d− 1) ·
(
νf,[S′′,r
P1,Γ(SΓ)]
− (rP1,[S′′,r
P1,Γ(SΓ)]
)∗δSΓ
)
({S ′})
+ (d− 1) ·
(
νf,[S′′,S′] − (rP1,[S′′,S′])∗δS′
)
({S ′′})
=((−2) · ν[S′′,r
P1,Γ(SΓ)]
({S ′}) + 0) + ((−2) · ν[S′′,S′]({S
′′}) + 0)
=0 + (−1) = −1
=
{
((−2) · νΓ + (rP1,Γ)∗δSΓ)({S
′}) if (f(S ′) 6=)S ′ 6= rP1,Γ(f(S
′)),
((−2) · νΓ + 2(rP1,Γ)∗δSΓ)({S
′}) if (f(S ′) 6=)S ′ = rP1,Γ(f(S
′)).
Hence (1.16) holds in this case.
6.4. Proof of (iii). Fix S ′ ∈ P1 \ ΓFR. First, by (1.7) and the locally
affine continuity of Crucialf on (P
1, ρ˜) at every type I or IV point, we have
(1.7′′) if S ′ is of type I or IV. Suppose that S ′ is of type II or III. Then by
(2.8) and (1.16) applied to Γ := Γ{S′,SΓ} = [S
′,SΓ] ⊂ U−→vΓ ∪ {SΓ}, where
SΓ := rP1,ΓFR(S
′) and −→vΓ :=
−−→
SΓS
′, we have
d−−−−−−−−−−−→
S′(r
P1,ΓFR
(S′))
Crucialf
=(∆Γ(Crucialf |Γ))({S
′}) = −νΓ({S
′}) +
(
νf,Γ − (rP1,Γ)∗δSΓ
)
({S ′})
=−
1
2
+
1
d− 1
·
{
0 if f(S ′) = S ′
−1 if f(S ′) 6= S
= −
1
2
·
{
1 if f(S ′) = S ′,
d+1
d−1 if f(S
′) 6= S ′,
which with the piecewise affine continuity of Crucialf on (H
1, ρ) yields (1.7′′)
if S ′ is of type II or III. Next, we note that (d + 1)/(d − 1) 6= 1 by d > 1.
Hence if f(S ′) = S ′, then by (1.7′′) and the piecewise affine continuity of
f on (H1, ρ), the component in ([S ′, rP1,ΓFR(S
′)], ρ) of the set of all fixed
points of f in [S ′, rP1,ΓFR(S
′)] containing S ′ equals a closed interval [S ′,S∗]
for some S∗ ∈ (S
′, rP1,ΓFR(S
′)], and in fact S∗ = rP1,ΓFR(S
′). Moreover,
for every type II point S ′′ ∈ (S ′, rP1,ΓFR(S
′)], we have f∗(
−−→
S ′′S ′) =
−−→
S ′′S ′.
Now the proof of the final assertion in (iii) is complete by Theorem 6.3 and
U−−−→
S′′S′
∩ Fix(f) ⊂ U−−−→
S′′S′
∩ ΓFR = ∅. 
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7. Proof of Theorem 5
Let f ∈ K(z) of degree > 1. By the definition of Crucialf , we have
(7.1)
ρ(S,Scan)
2
= (Crucialf (S)− Crucialf (Scan))
+
−ρ(S, f(S) ∧can S) +
∫
P1
ρ(Scan,S ∧can ·)d(f
∗δScan)
deg f − 1
on H1.
Fix a minimal lift F of f . By a standard argument from the elimination
theory (see, e.g., Kawaguchi–Silverman [12, Proposition 2]), we have
‖F (·)‖
‖ · ‖deg f
≥ |ResF |(≤ 1) on K2 \ {0}.(7.2)
This with the definition of the continuous function TF on P
1 around (3.3)
(and the density of P1 in P1) and the equality (3.5) yields∫
P1
ρ(Scan,S ∧can ·)d(f
∗δScan) = −TF (S) ≤ − log |ResF | on H
1.(7.3)
Proof of (1.18). Noting that Crucialf (S) − Crucialf (Scan) ≤ 0 for every
S ∈ Crucial−1f (minH1 Crucialf ), by (7.1), we have
ρ(S,Scan)
2
≤ 0 +
−ρ(S, f(S) ∧can S) +
∫
P1
ρ(Scan,S ∧can ·)d(f
∗δScan)
deg f − 1
,
which with (7.3) yields (1.18). 
Proof of (1.19). For every S ∈ Γsupp νf,ΓFR \ {Scan}, letting s 7→ S(s) be
the arc-length parametrization of ([Scan,S], ρ) from Scan to S by the closed
interval [0, ρ(Scan,S)] in R, by the piecewise affine continuity of Crucialf on
(H1, ρ), we have
(7.4) Crucialf (S)− Crucialf (Scan) =
∫ ρ(Scan,S)
0
( d
ds
Crucialf (S(s))
)
ds
≤ ρ(Scan,S) · sup
S′∈[Scan,S)
d−−→
S′S
Crucialf .
We claim that for every S ∈ Γsupp νf,ΓFR \ {Scan},
sup
S′∈[Scan,S)
d−−→
S′S
Crucialf ≤
{
0 if # supp νf,ΓFR = 1
1
2 −
1
deg f−1 if # supp νf,ΓFR > 1
≥ 0,(7.5)
which we will see below. Once (7.5) would be at our disposal, for every
S ∈ Γsupp νf,ΓFR , also by (7.1) and (7.4), we would have
ρ(S,Scan)
2
≤
(
1
2
−
1
deg f − 1
)
· ρ(S,Scan)
+
−ρ(S, f(S) ∧can S) +
∫
P1
ρ(Scan,S ∧can ·)d(f
∗δScan)
deg f − 1
if deg f > 2, which with (7.3) yields (1.19). 
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Proof of (7.5). Fix S ∈ Γsupp νf,ΓFR \ {Scan}. Then by (1.7
′′), for every
S ′ ∈ [Scan, rP1,Γsupp νf,ΓFR
(Scan)),
d−−→
S′S
Crucialf ≤ −
1
2
≤ 0,
which yields (7.5) in the case of # supp νf,ΓFR = 1, so in particular when
deg f = 2. Suppose now that # supp νf,ΓFR > 1 (so deg f > 2), and fix
an end point S ′′ of Γsupp νf,ΓFR such that S ∈ [rP1,Γsupp νf,ΓFR
(Scan),S
′′].
Then νf,ΓFR({S
′′}) > 0, so that since (deg f − 1) · νf,ΓFR({·}) : ΓFR →
{0, 1, . . . ,deg f − 1}, we have
1
deg f − 1
≤ νf,ΓFR({S
′′}) = 1− νf,ΓFR(ΓFR \ {S
′′}).(7.6)
For every S ′ ∈ [rP1,Γsupp νf,ΓFR
(Scan),S), by the convexity (and the piecewise
affine continuity) of Crucialf on ([rP1,Γsupp νf,ΓFR
(Scan),S
′′], ρ), we have
d−−→
S′S
Crucialf ≤ −d−−−−−−−−−−−−−−−−−−−−→S′′(r
P1,Γsupp νf,ΓFR
(Scan))
Crucialf ,
and moreover, by (1.7′) and (7.6), we also have
d−−−−−−−−−−−−−−−−−−−−→
S′′(r
P1,Γsupp νf,ΓFR
(Scan))
Crucialf
=
1
2
− νf,ΓFR
(
ΓFR ∩ U−−−−−−−−−−−−−−−−−−−−→S′′(r
P1,Γsupp νf,ΓFR
(Scan))
)
=
1
2
− νf,ΓFR(ΓFR \ {S
′′}) ≥ −
1
2
+
1
deg f − 1
.
Hence (7.5) also holds in the case of # supp νf,ΓFR > 1. 
Remark 7.1. Fix n ∈ N. The n-th iteration Fn of a minimal lift F of f is
not necessarily a minimal lift of fn (see, e.g., [10, Proposition 3]). Under the
assumption (*) that Fn is still a minimal lift of fn, setting d := deg f > 1,
by an argument similar to that to obtain (7.3), we have −
∫
P1
ρ(Scan,S ∧can
·)d((fn)∗δScan) = TFn(S) =
∑n−1
j=0 d
n−1−j · TF (f
j(S)) ≥ d
n−1
d−1 log |ResF | on
H
1, which with the definition of Crucialfn yields
Crucialfn(S)− Crucialfn(Scan)
≥
ρ(S,Scan)
2
+
ρ(S, fn(S) ∧can S)
dn − 1
+
log |ResF |
d− 1
on H1.
This improves Jacobs [9, Proposition 8, which implicitly assumes the condi-
tion (*)].
8. Proof of Theorem 6
Let f ∈ K(z) be of degree > 1.
Lemma 8.1. For every non-trivial finite subtree Γ in U−→vΓ ∪ {SΓ} for a
unique SΓ ∈ ΓFR and a unique
−→vΓ ∈ (TSΓP
1) \ (TSΓΓFR), we have∣∣νf,Γ − (rP1,Γ)∗δSΓ∣∣(Γ) ≤ 2 ·#({end points of Γ} \ {rP1,Γ(SΓ)})deg f − 1 .(8.1)
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Proof. Fix Γ as in the above. Then
vΓ(rP1,Γ(SΓ)) = #Tr
P1,Γ(SΓ)
Γ = #{components of (Γ \ {rP1,Γ(SΓ)})}.
Let Γ′ be a (possibly trivial) subtree in Γ containing rP1,Γ(SΓ). For every
component C of Γ \ Γ′, the closure C of C in (H1, ρ) is a non-trivial finite
subtree in Γ and C \ C = {SC} for some end point SC of C, so that∣∣(−2) · νΓ∣∣(C)
=(−2) · νΓ(C \ {end points of C}) + 2 ·#({end points of C} \ {SC})
=
(
(−2) · νC(C) + 1
)
+ 2 ·#({end points of C} \ {SC})
=2 ·#({end points of C} \ {SC})− 1.
(a) If f has a fixed point in Γ, then by Theorem 4(iii), we can choose as Γ′
the set of all fixed points of f in Γ. Let FΓ be the set of all type II fixed
points S ′ ∈ Γ of f such that ˜φ ◦ f ◦ φ−1 6= IdP1(k) for some (indeed any)
φ ∈ PGL(2,K) sending S ′ to Scan. Then by Theorem 4(iii), we also have
FΓ ⊂ {end points of Γ
′} \ {rP1,Γ(SΓ)}, and moreover,∑
S∈{end points of Γ′}\{r
P1,Γ(SΓ)}
(vΓ(S)− 1) ≤ #{components of Γ \ Γ
′}.
Hence using also Theorem 4(ii) and (iii), we have
(deg f − 1) ·
∣∣νf,Γ − (rP1,Γ)∗δSΓ∣∣(Γ)
≤
∣∣(deg f − 1) · (νf,Γ − (rP1,Γ)∗δSΓ)∣∣((Γ \ Γ′) ∪ Γ′)
≤
∣∣(−2) · νΓ∣∣(Γ \ Γ′) + ∣∣(deg f − 1) · (νf,Γ − (rP1,Γ)∗δSΓ)∣∣(Γ′)
≤
(
2 ·#({end points of Γ} \ Γ′)−#{components of (Γ \ Γ′)}
)
+
{∑
S∈FΓ
(vΓ(S)− 1) if Γ
′ 6= {rP1,Γ(SΓ)}
vΓ(rP1,Γ(SΓ)) if Γ
′ = {rP1,Γ(SΓ)}
≤2 ·#({end points of Γ} \ Γ′) ≤ 2 ·#({end points of Γ} \ {rP1,Γ(SΓ)}).
(b) If f has no fixed points in Γ, then choosing {rP1,Γ(SΓ)} as Γ
′, by an
argument similar to that in the case (a) (using Theorem 4(ii)), we have
(deg f − 1) ·
∣∣νf,Γ − (rP1,Γ)∗δSΓ∣∣(Γ)
≤
∣∣(−2) · νΓ∣∣(Γ \ {rP1,Γ(SΓ)}) + ∣∣(−2) · νΓ({rP1,Γ(SΓ)}) + (1 or 2)∣∣
≤
(
2 ·#({end points of Γ} \ {rP1,Γ(SΓ)})
−#{components of (Γ \ {rP1,Γ(SΓ)})}
)
+
(
vΓ(rP1,Γ(SΓ)) + (−1 or 0)
)
≤2 ·#({end points of Γ} \ {rP1,Γ(SΓ)}).
Now the proof is complete. 
Now set d := deg f . We recall a construction of the f -equilibrium (or
canonical) measure µf on P
1 ([1, §10], [2, §2], [8, §3.1]).
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Lemma 8.2. For every S0 ∈ H
1 and every n ∈ N,
µf −
(fn)∗δS0
dn
= ∆
(
∞∑
j=n
∫
P1
(
−ρ(S0, f
j(·) ∧S0 S
′)
)
d(f∗δS0)(S
′)
dj+1
)
on P1.
(8.2)
Proof. For every S0 ∈ H
1 and every n ∈ N, by (2.6) and (2.9), we have
(fn)∗δS0
dn
− δS0 = ∆
(
n−1∑
j=0
∫
P1
(
−ρ(S0, f
j(·) ∧S0 S
′)
)
d(f∗δS0)(S
′)
dj+1
)
on P1,
and S 7→
∫
P1
(−ρ(S0,S ∧S0 ·))d(f
∗δS0) is continuous (and bounded) on P
1.
Hence the weak limit limn→∞(f
n)∗δS0/d
n on P1 exists and satisfies the def-
inition (or characterization) of µf (stated in Subsection 1.6), and we have
(8.2). 
The following improves Jacobs [9, Theorem 4].
Lemma 8.3. For every n ∈ N, every S ∈ H1, and every S0 ∈ H
1,
(8.3)∣∣∣∣Crucialfn(S)− Crucialfn(S0)− (ρ(S,S0)2 −
∫
P1
ρ(S0,S ∧S0 ·)dµf
)∣∣∣∣
≤
2
(
CS0,f/(d − 1) + ρ(S,S0)
)
dn − 1
,
where CS0,f := supS∈P1
∫
P1
ρ(S0,S ∧S0 ·)d(f
∗δS0) <∞ as in Theorem 6.
Proof. For every n ∈ N, every S ∈ H1, and every S0 ∈ H1, by (1.2), Green’s
formula, and (2.6), we have∣∣∣∣Crucialfn(S)− Crucialfn(S0)− (ρ(S,S0)2 −
∫
P1
ρ(S0,S ∧S0 ·)dµf
)∣∣∣∣
≤
dn
dn − 1
∣∣∣∣∫
P1
ρ(S0,S ∧S0 ·)d
(
(fn)∗δS0
dn
− µf
)∣∣∣∣
+
|ρ(S, f(S) ∧S0 S)−
∫
P1
ρ(S0,S ∧S0 ·)dµf |
dn − 1
≤
dn
dn − 1
∣∣∣∣∣
∫
P1
∞∑
j=n
∫
P1
ρ(S0, f
j(·) ∧S0 S
′)d(f∗δS0)(S
′)
dj+1
∆
(
ρ(S0,S ∧S0 ·)
)∣∣∣∣∣
+
2 · ρ(S,S0)
dn − 1
≤
2
(
CS0,f/(d− 1) + ρ(S,S0)
)
dn − 1
,
which completes the proof. 
Fix a continuous test function φ on P1 such that φ|Γ is continuous on
(Γ, ρ) for some finite tree Γ in H1 and that φ = (rP1,Γ)
∗φ on P1. Since (1.20)
is clear when Γ is trivial, we assume that Γ is non-trivial.
Fix now n ∈ N. Set
Cn = CΓ,n := {the closure in (H
1, ρ) of a component of (Γ \ rP1,Γ(Γfn,FR))}
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and Γn := Γ{end points of Γfn,FR or Γ}, so that each Γ
′ ∈ Cn is a non-trivial
finite subtree in Γ∩(U−−−→vn,Γ′∪{Sn,Γ′}) for a unique Sn,Γ′ ∈ Γfn,FR and a unique
−−→vn,Γ′ ∈ (TSn,Γ′P
1)\(TSn,Γ′Γfn,FR). In the case where Γ∩Γfn,FR = ∅, we have
Cn = {Γ}, rP1,Γ(Γfn,FR) = {rP1,Γ(Sn,Γ)}, and rP1,Γfn,FR(Γ) = {Sn,Γ}, and
also set In = IΓ,n := [rP1,Γ(Sn,Γ),Sn,Γ](, which joins Γfn,FR with Γ).
By the definitions (1.9) and (1.10), we have
νfn,Γn =(ιΓfn,FR,Γn)∗νfn,Γfn,FR +
∑
Γ′∈Cn
(ιΓ′,Γn)∗
(
νfn,Γ′ − (rP1,Γ′)∗δSn,Γ′
)
+
{
0 if Γ ∩ Γfn,FR 6= ∅,(
ιIn,Γn
)
∗
(
νfn,In −
(
rP1,In
)
∗
δSn,Γ
)
if Γ ∩ Γfn,FR = ∅
on Γn,
and even when Γ ∩ Γfn,FR = ∅, we still have
(rΓn,Γ)∗
(
(ιIn,Γn)∗(νfn,In − (rP1,In)∗δSn,Γ)
)
= ((νfn,In − (rP1,In)∗δSn,Γ)(In)) · (rP1,Γ)∗δSn,Γ = 0 on Γ.
Now fix also S0 ∈ H
1. Then the above two equalities together with (1.2),
(1.11), (2.6), (2.7), and the formula (1.17) of νfn yield
∆Γ(
(
Crucialfn −Crucialfn(S0)−
ρ(·,S0)
2
+
∫
P1
ρ(S0, · ∧S0 S
′)dµf (S
′)
)
|Γ)
=(rΓn,Γ)∗
(
νfn,Γn − (rP1,Γn)∗δS0
)
+ (rP1,Γ)∗(δS0 − µf )
=(rΓn,Γ)∗
(
(ιΓfn,FR,Γn)∗νfn,Γfn,FR +
∑
Γ′∈Cn
(ιΓ′,Γn)∗(νfn,Γ′ − (rP1,Γ′)∗δSn,Γ′ )
)
− (rP1,Γ)∗µf
=(rP1,Γ)∗(νfn − µf ) +
∑
Γ′∈Cn
(ιΓ′,Γ)∗
(
νfn,Γ′ − (rP1,Γ′)∗δSn,Γ′
)
on Γ.
Once the last computation as well as the estimates (8.3) and (8.1) are at
our disposal, by φ = (rP1,Γ)
∗φ on P1, Green’s formula, and (2.7), we have∣∣∣∣∫
P1
φd(νfn − µf )
∣∣∣∣ = ∣∣∣∣∫
Γ
φd
(
(rP1,Γ)∗(νfn − µf )
)∣∣∣∣
≤
2
(
CS0,f/(d− 1) + supΓ ρ(·,S0)
)
dn − 1
· |∆Γ(φ|Γ)|(P
1)
+
( ∑
Γ′∈Cn
∣∣νfn,Γ′ − (rP1,Γ′)∗δSn,Γ′ ∣∣(Γ′)) · sup
Γ
|φ|
≤
2
(
CS0,f/(d− 1) + supΓ ρ(·,S0)
)
dn − 1
· |∆Γ(φ|Γ)|(P
1)
+
2 ·#({end points of Γ} \ rP1,Γ(Γfn,FR))
dn − 1
· sup
Γ
|φ|,
which together with |∆Γ(φ|Γ)|(P
1) = |∆φ|(P1) and supΓ |φ| = supP1 |φ|
yields (1.20). 
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