Various experimental procedures aimed at measuring individual risk aversion involve a list of pairs of alternative prospects. We first study the widely used method by Holt and Laury (2002) , for which we find that the removal of some items from the lists yields a systematic decrease in risk aversion. This bias is quite distinct from other confounds that have been previously observed in the use of the Holt and Laury method. It may be related to empirical phenomena and theoretical developments where better prospects increase risk aversion. Nevertheless, we have also found that the more recent elicitation method due to Abdellaoui et al. (2011) , also based on lists, does not display any statistically significant bias when the corresponding items of the list are removed. Our results suggest that methods other than the popular Holt and Laury one may be preferable for the measurement of risk aversion.
Introduction
Various experimental procedures aimed at eliciting information on risk attitudes involve a list of pairs of alternative prospects. The present paper investigates the robustness of such procedures with respect to the removal of some pairs from the list.
We first study the widely used method by Holt and Laury (2002) [HL in what follows] and enquire whether the removal of some pairs from their list affects the choices made by experimental subjects. We find that it does so in a systematic way: the removal of better, end-of-list pairs induces subjects to display less risk aversion than when facing the whole list. This invalidates the numerical estimation of the degree of risk aversion of an individual.
1
This systematic bias, together with other findings in the literature with the same flavor, may suggest a more general idea that the inclusion of better prospects in a list of choices favors risk aversion. But it cannot be a universal principle: we conduct similar robustness checks on the elicitation method of Mohammed Abdellaoui et al. (2011) [ADH in what follows], also based on lists of pairs of prospects, and find no evidence of such a bias: the frequency of risk averse choices for a given pair of the list is statistically invariant with respect to the deletion of other items. 
The Halt & Laury method

Purpose
HL state (p. 1645) that they "present subjects with a menu of choices that permits measurement of the degree of risk aversion, and also estimation of its functional form." In order to measure the degree of risk aversion, they first match (Table 3, 1 With respect to the HL procedure, it has already been noted that the order in which the tasks are implemented may confound the results (Glenn Harrison et al. 2005 ; see also Holt and Laury, 2005) . In other experiments, Chetan Dave et al. (2010) consider the effect of differing degrees of difficulty. Framing effects are reported in Mark Isaac and Duncan James (2000) and Louis Lévy-Garboua et al. (2012) . Our robustness test yields a different type of confound. 2 Also, our own method (Bosch-Domènech and Silvestre, 1999 , 2006a , b, c, 2010 for eliciting risk attitudes based on lists of a different kind does not evidence a statistically significant effect of deletions. 
Description of the Holt and Laury method
Subjects in HL face a list of ten pairs of binary lotteries, which we can number from one to ten as in Table 1 below, each pair involving a "safe" lottery (S) and a "risky" one (R). The terms "safe"
and "risky," used by HL, must be understood in a loose sense and relative to each other: in a given pair, lottery R gives a larger good payoff, but a lower bad payoff, than S.
3
All S lotteries offer the same payoffs, namely $2 and $1.60, but with varying probabilities.
An S lottery with a high lottery-pair number first-order stochastically dominates any S lottery with a lower number, since it gives the larger payoff ($2) with higher probability. The list of R lotteries displays exactly the same feature. Hence, a lottery pair with a higher number offers an unambiguously better prospect than one with a lower number.
Of course, first-order stochastic dominance implies higher expected value. The last three columns in Table 1 (not shown to the experimental subjects) indicate the expected dollar values of the safe lottery in the pair (denoted EV S ) and that of the risky lottery (denoted EV R ), as well as the difference between the two. A risk-neutral individual would choose the pattern SSSS/RRRRRR.
Thus, a subject who chooses SSSSS/RRRRR displays risk aversion.
Our experimental design: Changing list length in Holt and Laury
We designed five treatments, numbered 1 to 5, and carried them out in six sessions, labeled A to F.
Our Treatment 1 is the control treatment, where subjects face the complete list of Table 1, with euro payoffs obtained by multiplying by three the dollar amounts of Table 1 . These payoffs were maintained in all treatments.
In treatments 2 to 5 we ran the experiment with lists of seven (lottery) pairs where some of the better pairs and/or some of the worse pairs of Table 1 (three in total) have been eliminated.
Specifically, in Treatment 2, each subject faced the seven-pair list obtained by deleting the first three rows of Table 1 . In Treatment 3, each subject faced the seven-pair list obtained by 3 The two lotteries entail the same probabilities for the good and bad payoffs, and their expected values are different, i.
e., R is not a mean-preserving spread of S. In lottery pair 10 the good outcome is certain in both R and S: hence, R is not risky at all.
deleting rows 1, 2 and 10 of Table 1 . In Treatment 4, each subject faced the seven-pair list obtained by deleting rows 1, 9 and 10 of Table 1 . Finally, in Treatment 5 each subject faced the seven-pair list described in Table 2 and obtained by deleting the last three rows from Harrison et al., 2005) . Table 2 . The deletion of the last three rows of Table 1 .
Subjects in the experiment were students from the Universitat Pompeu Fabra who volunteered. Because of concern for order effects, we scrambled the order of our treatments and repeated one of them as a "return to baseline." For instance, Treatment 1 preceded Treatment 5 three times while followed it four times. In each session, we ran four different treatments in the following orders.
Session A, with 28 subjects, implemented treatments 5, 3, 2, 1, 5.
Session B, with 24 subjects, treatments 2, 4, 5, 1, 2.
Session C with 21 subjects, treatments 1, 5, 3, 2, 1.
Session D, with 24 subjects, treatments 3, 5, 2, 1, 3.
Session E, with 22 subjects, treatments 4, 1, 2, 3, 4.
And Session F, with 26 subjects, treatments 1, 4, 2, 5, 4.
Including better (end-of-list) pairs favors risk aversion
Tables A1 to A6 in the Appendix present the raw experimental data for sessions A to F. We can visualize the overall outcomes in Table 3 , which displays the rate of safe choices per pair and treatment aggregated over Sessions A to F.
Formally, and ignoring for the moment the last two columns, the entry in Table 3 for Pair j (j = 1, …, 10) and Treatment i (i = 1, …, 5) is the quotient:
Number of S choices in Pair j and Treatment i aggregated over Sessions A-F ______________________________________________________________________________________________________________________________ .
Number of choices (S and R) in Pair j and Treatment i aggregated over Sessions A-F
We have marked in boldface the pairs common to all five treatments, namely pairs 4 to 7.
Figure 1 plots the frequency of safe choices for treatments 1, 2 and 5. Recall that Treatment 1, our control, covers the ten pairs of Table 1 and Treatment 2 deletes the first three pairs, whereas
Treatment 5 deletes the last three, as shown in Table 2 .
By comparing the first two columns of Table 3 (Treatment 2 vs. control), we observe that the deletion of the first three (worse) pairs slightly increases the rate of safe choices. Treatment 5, which deletes the three last (best) pairs, shows a marked decrease in the rate of safe choices. See Figure 1 , where the gap between the graphs for treatments 1 and 2 is dwarfed by the one between treatments 1 and 5. It appears that, as good pairs (bottom of list) are replaced by bad ones (top of list), risk aversion becomes less frequent.
Next, we focus on the individual decisions by each participant as he or she confronts two different treatments in the same session, and ask whether each participant made or not the same choice in the two treatments, testing whether any observed asymmetries could be due to chance.
To that effect, we use the McNemar test and obtain significant p-values (0.007 for pair 6, and 0.001 for pair 7) when comparing treatments 1 and 5, even after applying the Bonferroni correction. On the other hand, the p-values were not significant when comparing treatments 1 and 2. In summary, within-subjects analysis confirms the observation that when participants decide on a particular pair, a higher frequency of risk-averse behavior is observed when that pair is embedded in a set that includes good (end of list) pairs.
In addition, Section 4.1 below presents the results of Fischer's exact tests, showing that the observed differences for pairs 6 and 7 between our control Treatment 1 and Treatment 5, as well as the differences between control and Treatment 4 for pair 7, are statistically significant. Note that treatments 4 and 5 delete the largest numbers of good (end of list) pairs.
As we repeatedly noted, good pairs appear at the end of the list. Is the observed effect of deleting good pairs due to their goodness or to their position at the end of the list? We address the issue in the following section. The tendency, in some of the shorter lists, to switch earlier from the safe to the risky option brings to mind the phenomenon discussed in Steffen Andersen et al. (2006) that, in multiple-price lists, subjects may be inclined to pick a response in the middle of the list, independent of true valuations.
An inspection of the results in Table 3 shows that such an attraction for the middle does not appear in our experiment: the middle pair in a list of seven is the fourth one, and the fraction of subjects who choose the safe lottery there goes from 0.36 in Treatment 2 to 0.97 in Treatment 5.
But, as indicated above, the increase in risk aversion as good pairs are removed could conceivably be due to an "end-of-list" effect, since the good pairs are located at the end. One simple way of exploring the issue consists in running the experiment with the order of the pairs inverted, i. e., giving the subjects a list that begins with the better pairs and ends with the worse pairs. If, in the inverted treatments, we observe again that risk aversion is less frequent when removing the better pairs, now located at the beginning of the list, then we will be more confident that it is not the distance to the end of the list that drives the effect. Table 3 , we keep the same ordering of the pairs in both tables. However, one should keep in mind that, in the inverted treatments of Table 4 , the order of the lotteries was inverted, so that subjects faced listings of pairs beginning with Pair 10, and ending with Pair 1.
The Abdellaoui et al. method
3.1. Our experimental design: Changing list length in Abdellaoui et al.
We adapt the ADH method by adding one row to their Table 3 in order to facilitate the comparison with the HL procedure. The adapted list appears as our Table 5 . 4 In both the HL and ADH procedures, subjects face a list of "safe" and "risky" pairs, but in ADH the safe alternative is a sure payoff that increases along the list, while the risky one is a 50-50 fixed lottery, that we implement by a coin toss. We designed five treatments, numbered 1 to 5, and carried them out in five sessions, labeled A to E. As in our experiment on the HL method, our Treatment 1 is the control treatment, where subjects face the complete list of Table 5 .
In treatments 2 to 5 we ran the experiment with lists of seven pairs where some of the better pairs and/or some of the worse pairs of Table 5 (three in total) have been eliminated.
In Treatment 2, each subject faced the seven-pair list obtained by deleting the first three rows of Table 5 . In Treatment 3, each subject faced the seven-pair list obtained by deleting rows 1, 2 and 10 of Table 5 . In Treatment 4, each subject faced the seven-pair list obtained by deleting rows 1, 9 and 10 of Table 5 . Finally, in Treatment 5 each subject faced the seven-pair list obtained by deleting the last three rows from Table 1 . We were particularly interested in the decisions for pairs 4 to 7, which are present in all five treatments.
Once more, subjects were students from the Universitat Pompeu Fabra. Because of concern for order effects, we scrambled the order of our treatments and repeated one of them as a "return to baseline." In each session, we ran four different treatments in the following orders.
Session A, with 21 subjects, implemented treatments 1, 5, 3, 4, 1.
Session B, with 21 subjects, treatments 2, 1, 4, 5, 2.
Session C with 20 subjects, treatments 3, 2, 5, 1, 3.
Session D, with 21 subjects, treatments 4, 3, 1, 2, 4.
And Session E, with 21 subjects, treatments 5, 4, 2, 3, 5.
Results
Tables A13 to A17 in the Appendix present the raw experimental data for sessions A to E. We can visualize the overall outcomes in Table 6 , which displays the rate of safe choices per pair and treatment aggregated over sessions A to E: the format is that of tables 3 and 4 above. The inspection of Table 6 shows that the pairs more affected by the deletions are pairs 4 and 5. By comparing the first two columns of Table 6 (Treatment 2 vs. control), we observe that the deletion of the first three (worse) pairs slightly decreases the rate of safe choices. Treatment 5, which deletes the three last (best) pairs, shows no consistent pattern of differences from control.
In any event, as we will see in Section 4.1 below, Fischer's exact test indicates that the differences are not statistically significant. We observe that the differences between treatments and control are not significant for the ADH method. But in the case of the HL method, and confirming our observations in Section 2.4 above, we obtain significant differences for Treatment 4 and Pair 7, and for Treatment 5 and pairs 6 and 7. Recall that in Treatment 4 (resp. 5) we delete the two (resp. three) best pairs.
The inspection of the last two columns of tables 3, 4 and 6 provides an informal confirmation of the asymmetry. Averaging over The treatments 2 to 5 yields numbers that are relatively close to control in ADH, whereas they are markedly different for pairs 6 and 7 in HL.
And the maximal-rate differences for treatments 2 to 5 are typically larger in HL than in ADH, indicating more dispersion.
While our results evidence a clear asymmetry between the two methods, the reasons for this asymmetry are not clear to us.
Increasing risk aversion and violations of the independence axiom
Our result that, in HL, the deletion of better pairs favors an earlier switch to the riskier option shows that the choice in a given pair is not independent from the list where it is placed. Hence, a subject displaying such behavior cannot be maximizing preferences that satisfy the independence axiom and, therefore, the expected utility hypothesis (see, e. g., Andreu Mas-Colell et al., 1995) .
Therefore, any formalization of this behavior must discard the independence axiom. It follows from our experimental results that HL repeated reliance on vNM utility functions is not well grounded, despite the awareness previously evidenced by Holt (1986) .
Mark Machina (1982 Machina ( , 1983 tackled the more common observed violations of the independence axiom by proposing a generalized expected utility model characterized by the smoothness of the utility function U defined on the space of probability distributions, so that a local vNM-type utility function can be defined at each probability distribution. He showed that the most common violations of the independence axiom (the effects named common consequence, common ratio, oversensitivity to changes in small probability outlying events, and utility evaluation) were implied by an elegant condition, which he called Hypothesis II, by which the local vNM-type utility function of a "better" probability distribution is more concave (implying more risk aversion) than the one corresponding to a worse probability distribution. 5 Hence, under
Hypothesis II the decision maker displays a higher degree of risk aversion in the neighborhood of a better probability distribution than in the neighborhood of a worse one.
The result that the deletion of better pairs in the HL method favors risk taking is in line with Machina's analysis: each lottery (S or R) in pairs that appear in Treatment1 but not in Treatment 5
(namely 8, 9 and 10) first-order statistically dominates the corresponding lottery (S or R) in all pairs in Treatment 5: in this sense, Treatment 1 offers better pairs than Treatment 5. The fact that the subjects in our test of the HL method display more risk aversion in Treatment 1 than in Treatment 5 parallels Machina's observation.
The effects of the inclusion of better options on choice
Our result on the HL method that the inclusion of better pairs favors an later switch to the riskier lottery displays an interesting similarity with a finding by Ian Bateman, Brett Day, Graham Loomes and Robert Sugden (2007) in the process of analyzing the preference reversal phenomenon. They observe that the certainty equivalent of a given lottery (say, Lottery I or Lottery J in their Table 1 ) is lower when included in a list of better lotteries (Set 1 ibid.) than when included in a set of worse lotteries (Set 2 ibid.). Because a higher certainty equivalent corresponds to a lower degree of risk aversion, their observation implicitly points towards the phenomenon that including better choices in a list favors risk aversion. 
Does risk taking increase when removing pairs where the risky option is more popular?
As noted, the ADH method does not show a statistically significant dependence of the frequency of safe choices on the deletions. Yet some deviations from control do occur, particularly in Treatment 2, in which the rate of safe choices is smaller than in control. Now, in Treatment 2, it is the worse choice pairs that have been deleted: this goes in the opposite direction to the bias displayed by HL, where it is the deletion of the better prospects that decreases risk aversion.
Notice, however, that in HL most subjects, when confronted with the better pairs, choose the risky option, whereas in ADH most subjects choose the risky alternative in the worse pairs.
Perhaps, then, what drives the changes in risk aversion is the deletion of pairs where most subjects choose the risky alternative, rather than the deletion of better or worse pairs. Table 8 offers a comparative summary of the features associated with decreased risk aversion in the HL and ADH methods. 6 The literature offers instances of the more general dependence of the value, or category, assigned to a particular item on the set of items in which it is embedded. In the medical literature, Angela Robinson, Michael Jones-Lee and Graham Loomes (2001) observe how respondents' rankings of descriptions of road injuries depend on the set of descriptions in which there are included. In psychology, Allen Parducci and Douglas Weddell (1986) define a "rangefrequency effect" where the category assigned to the size of a square (e. g., large, or small) depends both on the number of allowable categories and on the support and the frequency of the distribution of sizes in the list presented to the subject. Neil Stewart, Gordon Brown and Nick Chater (2005) ascertain the importance of the intensity difference between a stimulus and the previous one in the sequence. In marketing research, Joel Huber, John Payne and Christopher Puto (1982) study consumers' choices when confronted with a set of products each of which is favored in a different dimension (size, quality, color, price), and observe that introducing a new product that is dominated in all dimensions by one of the existing products results in the latter product being hugely favored by consumers. This is an instance of how asymmetric dominance may affect choices, as analyzed by Wilfred Amaldoss et al. (2008) . out. If we attached any importance to the statistically not significant changes observed in our test of the ADH method, then we would have to rule (a) out, leaving only (c). But at this point, in the absence of further research, it would be reckless to bet on this explanation.
Conclusions
The paper tests the robustness of experimental procedures, aimed at measuring risk aversion, where subjects face a list of pairs of alternative prospects. More specifically, we examine whether the removal of some items of the list affects the outcomes, focusing on the widely used Holt and Laury (2002) method and on the more recent one by Abdellaoui et al. (2011) . Either method uses a list of pairs: we conduct experiments where some pairs are removed from the list. We ask: are decisions on a particular pair influenced by the presence or absence of other pairs in the list?
We experimentally discover a systematic bias in the Holt and Laury method: as some specific pairs are removed, risk aversion becomes less frequent. No statistically significant bias appears, on the contrary, in our test of the Abdellaoui et al. method.
The pairs whose deletion induces the reduction of risk aversion in the Holt and Laury method are the better pairs, and also the last ones in the list. By repeating our experiment with the order of pairs inverted, we find that the position of the pairs in the list is irrelevant.
But it would be premature to explain the phenomenon in terms of the removal of good pairs: even though the results for our test of Abdellaoui et al. are not statistically significant, they point away from this explanation.
In conclusion, our experimental results provide a new call for caution when using the Holt and Laury method to estimate individual risk aversion, and suggest that better alternatives can be found. Table A1 . Choices of subjects (28) in Session A for the Holt and Laury method (here and in the following tables zeroes mark the deletion of pairs).
APPENDIX
Treatment 2 Treatment 4 Treatment 5 Treatment 1
Treatment 2 000SSS/RRRR 0SSSS/RRR00 SSSSS/RR000 SSSS/RRRRRR 000SS/RRRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 000SSS/RRRR 0SSSS/RRR00 SSSSS/RR000 SSSSS/RRRRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 000SSS/RRRR 0SSSS/RRR00 SSSSS/RR000 SSSSSS/RRRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSS/RR000 SSSSSS/RRRR 000SSS/RRRR 000SSSSS/RR 0SSSSS/RR00 SSSSSS/R000 SSSSSSS/RRR 000SSSSS/RR 000SS/RRRRR 0SSSS/RRR00 SSS/RRRR000 SSSS/RRRRRR 000S/RRRRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSS/RRRRR 000SSS/RRRR 000S/RRRRRR 0SSS/RRRR00 SSSS/RRR000 SSSSSS/RRRR 000S/RRRRRR 000SS/RRRRR 0SSSS/RRR00 SSSSS/RR000 SSSSS/RRRRR 000SS/RRRRR 000SS/RRRRR 0SSS/RRRR00 SSSSS/RR000 SSSSS/RRRRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000
SSSSSS/RRRR 000SSS/RRRR 000SS/R/S/RRR 0SSSS/RRR00 SS/R/S/RRR000 SSSSS/RRRRR 000SSS/RRRR 000SSS/RRR/S 0SSS/RRR/S00 SSS/RRR/S000 SSSSSSSSSS 000RRR/SSSS 000SSSS/RRR 0SSSSS/RR00 SSSSSS/R000 SSSSSSS/RRR 000SSSS/RRR 000SSSS/RRR 0SSSSS/RR00 SSSSSSS000 SSSSSSS/RRR 000SSSS/RRR 000S/RRRRRR 0SSS/RR/S/R00 SS/R/S/RRR000 SSS/RRR/S/RRR 000SSS/RRRR 000SSSS/RRR 0SSSSS/RR00 SSSSSS/R000 SSSSSSS/RRR 000SSSS/RRR 000SS/RRRRR 0SSSS/RRR00 SSSSSS/R000
SSSSS/RRRRR 000SS/RRRRR 000SS/RRRRR 0SSSS/RRR00 SSSSS/RR000 SSSSSS/RRRR 000SS/RRRRR Table A2 . Choices of subjects (24) in Session B for the Holt and Laury method.
Treatment 1 Treatment 5 Treatment 3 Treatment 2 Treatment 1 SSSSSSS/RRR SSSSS/RR000 00SSSSS/RR0 000SSSS/RRR SSSSSS/RRRR SSSSSS/RRRR SSSSSS/R000 00SSSSS/RR0 000SSS/RRRR SSSSSS/RRRR SSSSSS/RRRR SSSSS/RR000 00SSSS/RRR0 000SSS/RRRR SSSSSS/RRRR SSSSSSS/RRR SSSSSSS000 00SSSSS/RR0 000SSSS/RRR SSSSSSS/RRR SSSSSS/RRRR SSSSSSS000 00SSSS/RRR0 000SSS/RRRR SSSSSS/RRRR SSSSSS/RRRR SSSSSS/R000 00SSS/RRRR0 000SS/RRRRR SSSSSS/RRRR SSSSSS/RRRR SSSSSS/R000 00SSSS/RRR0 000SSSSS/RR SSSSSSSS/RR SSSSSSS/RRR SSSSSS/R000 00SSSSS/RR0 000SSSS/RRR SSSSSSS/RRR SSSSSS/RRRR SSSSS/RR000 00SSSS/RRR0 000SSS/RRRR SSSSSS/RRRR SSSSSS/RRRR SSSSSS/R000 00SSSS/RRR0 000SSS/RRRR SSSSSS/RRRR SSSSS/RRRRR SSSSS/RR000 00SSSS/RRR0 000SSS/RRRR SSSSS/RRRRR SSSSSSSS/RR SSSSSS/R000 00SSSSS/RR0 000SSS/RRRR SSSSSS/RRRR SSSSSS/RRRR SSSSSS/R000 00SSSS/RRR0 000SSS/RRRR SSSSSS/RRRR SSSSSSS/RRR SSSSSS/R000 00SSSS/RRR0 000SSSS/RRR SSSSSSS/RRR SSSSSS/RRRR SSSSSS/R000 00SSSS/RRR0 000SSSS/RRR SSSSSSS/RRR SSSSS/RRRRR SSSSS/RR000 00SSSS/RRR0 000SSSS/RRR SSSSSS/RRRR SSSSSSS/RRR SSSSS/RR000 00SSSS/RRR0 000SSSS/RRR SSSSSSS/RRR SS/R/SS/RRRRR SSSS/RRR000 00SSS/RRRR0 000SSSS/RRR SSSSSS/RRRR SSSSSS/RRRR SSSS/RRR000 00SSS/RRRR0 000SS/RRRRR SSSSSS/RRRR SSSSSSS/RRR SSSSSS/R000 00SSSS/RRR0 000SSS/RRRR SSSSSSS/RRR SSSS/RRRRRR SSSSSSS000
00SSSS/RRR0 000SSSS/RRR SSSSSSS/RRR Table A3 . Choices of subjects (21) in Session C for the Holt and Laury method.
Treatment 3 Treatment 5 Treatment 2 Treatment 1
Treatment 3 00SSS/RRRR0 SSSS/RRR000 000SSS/RRRR SSSSS/RRRRR 00SSS/RRRR0 00SSS/RRRR0 SSSS/RRR000 000SS/RRRRR SSSS/RRRRRR 00SS/RRRRR0 00SSS/RRRR0 SSSSS/RR000 000SSS/RRRR SSSSSS/RRRR 00SSSS/RRR0 00SSSSS/RR0 SSSSSSS000 000SSSS/RRR SSSSSSS/RRR 00SSSSS/RR0 00SS/RRRRR0 SSS/RRRR000 000RRRRRRR SSS/R/S/RRRRR 00SS/RRRRR0 00SSS/RRRR0 SSSSS/RR000 000SSS/RRRR SSSS/RRRRRR 00SSS/RRRR0 00SSSS/RRR0 SSSSS/RR000 000SSS/RRRR SSSSSS/RRRR 00SSSS/RRR0 00SSS/RRRR0 SSSS/RRR000 000S/RRRRRR SSSSSS/RRRR 00SSSS/RRR0 00SSS/RRRR0 SSSS/RRR000 000SS/RRRRR SSSSS/RRRRR 00SSS/RRRR0 00SS/RRRRR0 SSSS/RRR000 000SS/RRRRR SSSSS/RRRRR 00SS/RRRRR0 00SSSSS/RR0 SSSSSS/R000 000SSSS/RRR SSSSSSS/RRR 00SSSSS/RR0 00SSSSS/RR0 SSSSSS/R000 000SSS/RRRR SSSSSS/RRRR 00SSSS/RRR0 00SSSSS/RR0 RR/S/R/SSS000 000RR/S/R/SSS RR/S/R/SSSS/RR 00RR/S/R/SSS0 00SS/R/S/RRR0 SSSSSSS000 000SSSSS/RR SSSSSSS/RRR 00SSSSS/RR0 00SSSSS/RR0 SSSSSS/R000 000SSS/RRRR SSSSSSS/RRR 00SSSSS/RR0 00SSSSS/RR0 SSSSSSS000 000SSSS/RRR SSSSSSS/RRR 00SSSSS/RR0 00SS/RRRRR0 SSS/RRRR000 000RRRRRRR SSSSS/RRRRR 00SSS/RRRR0 00SSSSS/RR0 SSSSSS/R000 000SSS/RRRR SSSSSS/RRRR 00SSSS/RRR0 00SSSS/R/S/R0 SSSSS/RR000 000SSS/RRRR SSSSSSSS/RR 00SSSSS/RR0 00RRRRRRR0 SSSSSS/R000 000SSS/RRRR SSSSSS/RRRR 00SSSS/RRR0 00RRRRRRR0 SSSS/RRR000 000RRRRRRR SSSS/RRRRRR 00SS/RRRRR0 00SSSSS/RR0 SSSS/RRR000 000SSSS/RRR SSSSSSS/RRR 00SSSSS/RR0 00SS/RRRRR0 SSSS/RRR000 000SSS/RRRR SSSS/RRRRRR 00SSS/RRRR0 00SSSSSSS0 SSSSSSS000 000SSSSSS/R SSSSSSSSS/R 00SSSSSSS0 Table A4 . Choices of subjects (24) SSSSSSSS/RR 0SSSSSS/R00 000SSSS/RRR SSSSSSS000 0SSSSSS/R00 SSSSSS/RRRR 0SSS/RRRR00 000SSS/RRRR SSSS/RRR000 0SSS/RRRR00 SSSSSS/RRRR 0SSSSS/RR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSSS/RRRR 0SSSSS/RR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSSS/RRRR 0SSSSSS/R00 000SSSS/RRR SSSSSSS000 0SSSSSS/R00 SSSSSSS/RRR 0SSSSS/RR00 000SS/RRRRR SSSSSS/R000 0SSSSS/RR00 SSSSS/RRRRR 0SSSSS/RR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSSS/RRRR 0SSSS/RRR00 000SS/RRRRR SSSSSS/R000 0SSSSS/RR00 SSSSSSS/RRR 0SSSSSS/R00 000SSSS/RRR SSSSSS/R000 0SSSSSS/R00 SSSSS/RRRRR 0SSSS/RRR00 000SS/RRRRR SSSSS/RR000 0SSSS/RRR00 SSS/RRRRRRR 0SSS/RRRR00 000S/RRRRRR SSSS/RRR000 0SSS/RRRR00 SSSSSSS/RRR 0SSSSSS/R00 000SSSS/RRR SSSSSS/R000 0SSSSS/RR00 SSSSSSS/RRR 0SSSSSS/R00 000SSSS/RRR SSSSSS/R000 0SSSSS/RR00 SSSSSS/RRRR 0SSSSS/RR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSSSS/RRR 0SSSSS/RR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSSSSS/RR 0SSSSSS/R00 000SSSSS/RR SSSSSSS000 0SSSSSSS00 SSSSS/RRRRR 0SSSS/RRR00 000SS/RRRRR SSSSS/RR000 0SSSSS/RR00 SSSSSS/RRRR 0SSSS/RRR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSSS/RRRR 0SSSS/RRR00 000SS/RRRRR SSSSS/RR000 0SSSS/RRR00 SSSSSS/RRRR 0SSSSS/RR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSRSSRRR 0SSSSSS/R00 000SSSSS/RR SSSSSSS000 0SSSSSSS00 SSSSSS/RRRR 0SSSS/RRR00 000SSS/RRRR SSSSSS/R000 0SSSSS/RR00 SSSSSSSSS/R 0SSSSSSS00 000SSSSSS/R SSSSSSS000 0SSSSSSS00 SSSSSSSS/RR 0SSSSSS/R00 000SSSSS/RR SSSSSSS000 0SSSSSSS00 SSSSSSSS/RR 0SSSSSS/R00 000SSSSS/RR SSSSSSS000 0SSSSSS/R00 SSSSS/RRRRR 0SSSS/RRR00 000SSS/RRRR SSSSSS/R000 0SSSSSS/R00 Table A6 . Choices of subjects (26) in Session F for the Holt and Laury method.
Treatment 5 Treatment 3 Treatment 2 Treatment 1 Treatment 5 SSSRSSR000 00SSRRSRS0 000SSS/RRRR SSSSRSRRRS SSRSRSR000 SSS/RRRR000 00S/RRRRRR0 000RRRRRRR SSS/RRRRRRR SSS/RRRR000 SSSRSRR000 00RRRSRSS0 000SRSRSRS RRRSSSSRRR SSSS/RRR000 SSSSS/RR000 00SSS/RRRR0 000SS/RRRRR SSSSSRRRRR SSSSS/RR000 SRSSRSS000 00SSSSS/RR0 000SSSS/RRR SSSSSSSRRR SSSSSSS000 SSSSS/RR000 00SSSS/RRR0 000SSSS/RRR SSSSSSSRRR SSSSSSS000 SSSSSS/R000 00SSSS/RRR0 000SSS/RRRR SSSSSSRRRR SSSSSS/R000 SSSSS/RR000 00SSSS/RRR0 000SSS/RRRR SSSSSSRRRR SSSSSS/R000 SSSS/RRR000 00SS/RRRRR0 000S/RRRRRR SSSSRRRRRR SSSS/RRR000 SSSSS/RR000 00SSSS/RRR0 000SSS/RRRR SSSSSSRRRR SSSSSSR000 SSSS/RRR000 00SSS/RRRR0 000SS/RRRRR SSSSSRRRRR SSSSS/RR000 SSSSSS/R000 00SSSSS/RR0 000SSSSS/RR SSSSSSSSRR SSSSSSS000 SSSSS/RR000 00SSSS/RRR0 000S/RRRRRR SSSSSRRRRR SSSSSS/000 Table A7 . Choices of subjects (13) 000SSS/RRRR 0SSSSS/RR00 SSSS/RRR000 SSSSS/RRRRR 000SSS/RRRR 000SSSSS/RR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSSSS/RR 000RSRSSSR 0RRSRSSS00 RRRSRSS000 RRRRRSSSSS 000RSSSSSSS 000SSS/RRRR 0SSSS/RRR00 SSSSS/RR000 SSSSSS/RRRR 000SSS/RRRR 000SRRSRRR 0SSS/RRRR00 SSSS/RRR000 SSSS/RRRRRR 000S/RRRRRR 000SSS/RRRR 0SSS/RRRR00 SSS/RRRR000 SSSS/RRRRRR 000S/RRRRRR 000SS/RRRRR 0SSSS/RRR00 SSSSS/RR000 SSSSS/RRRRR 000SS/RRRRR 000SSS/RRRR 0SSSSS/RR00 SSSSS/RR000 SSSSS/RRRRR 000SS/RRRRR 000SSSS/RRR 0SSSSSS/R00 SSSSSS/R000 SSSSSSS/RRR 000SSSSS/RR 000RRRRRRR 0SSRRSRS00 SSS/RRR000 SSRRRRSRSS 000RRRRRSR 000SSSS/RRR 0SSSSSSS00 SSSSSSS000 SSSSSSS/RRR 000SSSS/RRR 000SSSS/RRR 0SSSSS/RR00 SSSS/RRR000 SSSSSSS/RRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 000SSSS/RRR 0SSSSS/RR00 SSSSSS/R000 SSSSRSRRRR 000SSSS/RRR 000SSSSS/RR 0SSSSSSS00 SSSSSS/R000 SSSSSSSSS/R 000SSSSSS/R 000SSSSS/RR 0SSSSSS/R00 SSSSSS/R000 SSSSSSS/RRR 000SSS/RRRR 000SS/RRRRR 0SSSS/RRR00 SSSSS/RR000 SSSSS/RRRRR 000SS/RRRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 000SSSSSS/R 0SSSSSSS00 SSSSSSS000 SSSSSSSSS/R 000SSSSSS/R 000SRSRRRR 0SSS/RRRR00 SSS/RRRR000 SSRRRRSRSS 000SSSRRSR 000SSSS/RRR 0SSSS/RRR00 SSSSS/RR000 SSSSS/RRRRR 000SS/RRRRR 000SSS/RRRR 0SSSS/RRR00 SSSSS/RR000 SSSSS/RRRRR 000SS/RRRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSSS/RRR 000SSSS/RRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSSS/RRR 000SSSS/RRR 000SSS/RRRR 0SSSSS/RR00 SSSSS/RR000 SSSSSS/RRRR 000SSS/RRRR 000SSS/RRRR 0SSSSS/RR00 SSSSSS/R000 SSSSSS/RRRR 000SSS/RRRR 0RR/SSSSS00 00RR/SSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RR/SSSSS00 0RR/SSSSS00 00RR/SSSSS0 RRRR/SSSSSS 000SSSSSSS 0RRR/SSSS00 0RRR/SSSS00 00RRR/SSSS0 RRRR/SSSSSS 000R/SSSSSS 0RRR/SSSS00 0RRR/SSSS00 00RR/SSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RRR/SSSS00 0RR/SSSSS00 00R/SSSSSS0 RR/SSSSSSSS 000SSSSSSS 0R/SSSSSS00 0RRR/SSSS00 00RR/SSSSS0 RRRR/SSSSSS 000SSSSSSS 0RRR/SSSS00 0RRRR/SSS00 00RRR/SSSS0 RRRRR/SSSSS 000R/SSSSSS 0RRRR/SSS00 0RRR/SSSS00 00RRR/SSSS0 RRRRR/SSSSS 000RR/SSSSS 0RRRRR/SS00 0RR/SSSSS00 00RR/SSSSS0 RRR/SSSSSSS 000R/SSSSSS 0RR/SSSSS00 0RRRR/SSS00 00RRRR/SSS0 RRRRRR/SSSS 000RRR/SSSS 0RRRR/SSS00 0RR/SSSSS00 00RR/SSSSS0 RRR/SSSSSSS 000R/SSSSSS 0RR/SSSSS00 0RRR/SSSS00 00RR/SSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RRR/SSSS00 0RRR/SSSS00 00RR/SSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RRR/SSSS00 0RRR/SSSS00 00RR/SSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RRR/SSSS00 0RRR/SSSS00 00R/SSSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RRR/SSSS00 0RRR/SSSS00 00RR/SSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RRR/SSSS00 0R/SSSSSS00 00RRR/SSSS0 RRR/SSSSSSS 000R/SSSSSS 0RRR/SSSS00 0RRR/SSSS00 00RRR/SSSS0 RRRRRR/SSSS 000RRR/SSSS 0RRRRR/SS00 0RRR/SSSS00 00RR/SSSSS0 RRRR/SSSSSS 000R/SSSSSS 0RR/SSSSS00 0RRR/SSSS00 00R/SSSSSS0 RRR/SSSSSSS 000SSSSSSS 0RR/SSSSS00 RRRR/S/R/S000 0R/S/R/SSS/R00 000SS/R/S/R/SS 00S/RRR/SS/R0 RR/SS/R/S/R/000 RRRRR/SS000 0RRRR/SSS00 000RR/SSSSS 00RRR/SSSS0 RRRRR/SS000 RRR/SSSS000 0RRR/SSSS00 000R/SSSSSS 00RR/SSSSS0 RRRR/SSS000 RR/SSSSS000 0R/SSSSSS00 000SSSSSSS 00SSSSSSS0 RR/SSSSS000 RRR/SSSS000 0RRR/SSSS00 00R/SSSSSS 00RR/SSSSS0 RRRR/SSS000 RRRR/SSS000 0RRR/SSSS00 000SSSSSSS 00R/SSSSSS0 RRRR/SSS000 RRRR/SSS000 0RRRRR/SS00 000RRR/SSSS 00RRRR/SSS0 RRRRR/SS000
RRR/SS/RR000 0RRR/SSSS00 000RRR/SSSS 00RR/SSSSS0 RRRRR/SS000 RRR/SSSS000 0RRRR/SSS00 000R/SSSSSS 00RR/SSSSS0 RRRRR/SS000 RR/SSSSS000 0RR/SSSSS00 000SSSSSSS 00SSSSSSS0 RRR/SSSS000 RRR/SSSS000 0RR/SSSSS00 000SSSSSSS 00R/SSSSSS0 RRR/SSSS000 RR/SSSSS000 0RR/SSSSS00 000SSSSSSS 00R/SSSSSS0 RRR/SSSS000 RRRRR/SS000 0RRRR/SSS00 000RR/SSSSS 00RRR/SSSS0 RRRRR/SS000
RRRR/SSS000 0RRR/SSSS00 000R/SSSSSS 00RR/SSSSS0 RRRR/SSS000 RRR/SSSS000 0RR/SSSSS00 000R/SSSSSS 00R/SSSSSS0 RRR/SSSS000 RRRRR/SS000 0RRRR/SSS00 000RR/SSSSS 00RRR/SSSS0 RRRRR/SS000 RRRRR/SS000 0RRRR/SSS00 000RR/SSSSS 00RRR/SSSS0 RRRRR/SS000 RRRR/SSS000 0RRR/SSSS00 000R/SSSSSS 00RR/SSSSS0 RRRR/SSS000 RRRR/SSS000 0RRR/SSSS00 000R/SSSSSS 00RRR/SSSS0 RRRR/SSS000 Table A17 . Choices of subjects (21) in Session E for the Abdellaoui et al. method. 
