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Abstract
We present classical molecular dynamics (MD) simulations providing insight into the be-
haviour of water. We focus on confined water, the properties of which are often significantly
different from the properties of bulk water.
First, we performed several simulations investigating the handling of long-range interac-
tions in GROMACS [34], a MD simulation package. Selection of simulation protocols such as
handling of long-range interactions is often overlooked, sometimes to the significant detriment
of the final result [10, 79, 80]. Ensuring that the chosen simulation protocols are appropriate is
a critical step in computer simulations.
Second, we performed MD simulations where water flowed between two reservoirs con-
nected by a carbon nanotube. We analyzed 10 simulations where two types of changes were
made to induce flow: The removal of water molecules from one reservoir and the addition of
NaCl to one reservoir at one of two concentrations. We study the effects of these changes in
isolation, cooperation and competition.
Keywords: Carbon nanotube, classical molecular dynamics, MD simulation, water flow,
confined water, gromacs
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Chapter 1
Introduction
A glass of water seems like a truly simple thing. It can provide relief from thirst or remove
dirt from one’s hands. However, water is not simply a humble beverage and cleaning fluid.
Water protects mammals from overheating on hot summer days and protects aquatic life from
freezing in lakes in the winter. Water plays a vital role in biological and chemical processes
constantly at work in living organisms [14]. Despite its vast importance, our understanding
of water remains imperfect. One specific area of interest is water confined in extremely small
spaces. Many of the properties that make water such a unique substance can change drastically
when water molecules are confined within nanometer-diameter structures such as the channels
of integral membrane proteins. For instance, water has been observed flowing unexpectedly
quickly through carbon nanotubes [53].
Carbon is a fundamental building block for the living world. All organic compounds con-
tain carbon by definition. From the simplest hydrocarbon methane to complex biomolecules
like proteins, lipids and DNA carbon is present. Without carbon life would be radically differ-
ent if it existed at all.
On its own, carbon has many different allotropes. If each atom covalently bonds to four
other carbons and forms a tetrahedral bond structure the result is a diamond, prized for its
hardness and optical properties. As shown in figure 1.1 diamond is in fact a metastable allotrope
of carbon at standard conditions for temperature and pressure (273.15 Kelvin, 1.01325 × 10−4
GPa). Given enough time a diamond will eventually become a lump of graphite. This allotrope
has each atom covalently bonded to three other carbons in a hexagonal lattice forming one-
atom-thick planar structures called graphene. When these sheets are offset and stacked on top
of each other, the result is graphite [50].
Diamond and graphite are the simplest forms of pure carbon. Fullerenes are a group of
more intricate carbon molecules. C60, the original so-called buckyball is a spherical closed
cage resembling a soccer ball where each of the sixty carbons is bonded to its three nearest
neighbours. The cylindrical analogue of a buckyball is a carbon nanotube (CNT). CNTs are
considered one of the most promising nanomaterials. They are coming more and more into
focus as their properties are further investigated, as manufacturing technology improves and as
more applications are discovered. From field-effect transistors to space elevators the possible
uses of CNTs are truly remarkable [4, 68, 71].
1
2 Chapter 1. Introduction
Figure 1.1: Theoretically predicted phase diagram of carbon. Pressure is represented on the
vertical axis, and temperature is represented on the horizontal axis. This image has been re-
leased into the public domain. Source: wikipedia:carbon.
Figure 1.2: In the structure of graphite, there are offset parallel planes of carbon atoms co-
valently bonded to their three nearest neighbours. This arrangement leaves a fourth delocal-
ized electron for each carbon, similar to benzene. The planes or sheets are held together by
large temporary dipoles created by the movement of the delocalized electrons and the induced
dipoles in the sheets above and below. This image has been released into the public domain.
Source: wikipedia:graphite.
3Because of the special orbital radius of the planet Earth, water can exist in solid, liquid and
gaseous forms at different regions at any given moment. Two thirds of the surface of the planet
is covered by water, which has come to play a pivotal role in everything from vital biological
and chemical processes to determining regional climate [14]. Carbon-based organic life could
not exist without water.
Figure 1.3: A single water molecule (top) and several water molecules (bottom) with hydrogen
bonds illustrated by dotted red lines. The diameter of a water molecule is roughly 2.75 Å
[28]. The standard picture of liquid water at room temperature has each molecule on average
almost tetrahedrally coordinated with a reported average number of hydrogen bonds per water
molecule of 3.8 [12] and a coordination number between four and five [32].
4 Chapter 1. Introduction
Despite the importance of water in everyday life it is not a simple substance. For example,
consider H2S. It is structurally similar to water and has a molar mass of 34.08 g/mol, nearly
twice the molar mass of water (18.02 g/mol). Despite this increased mass, H2S is a gas at room
temperature, while water is a liquid. This is because sulphur is not sufficiently electronegative
to generate hydrogen bonds. Another example is water’s large latent heat and heat capacity.
These properties result from competition between highly directional hydrogen bonding and
isotropic van der Waals interactions. In reality this also results in a more intricate phase di-
agram than simple, clear boundaries between solid, liquid and gas, though this is not usually
depicted.
Figure 1.4: Phase diagram of water. Pressure is represented on the vertical axis, and tem-
perature is represented on the horizontal axis. S = solid; L = liquid; V = vapor; TP = triple
point, where all three phases may exist in equilibrium; CP = critical point, beyond which the
properties of the liquid and vapor phases converge and become a single supercritical fluid.
The negative slope of the solid-liquid boundary indicates that unlike most materials, the liquid
phase of water is more dense than the solid phase, due in part to the highly ordered crystal
structure of ice. This image was created by Eurico Zimbres and is licensed under the Creative
Commons BY-SA license. Source: wikipedia:properties of water.
Bulk water exhibits strange properties because of these competing interactions. For exam-
ple, the negative slope of the solid-liquid boundary means that the liquid phase is more dense
than the solid phase. This is why ice floats on water, and why lakes do not freeze completely in
5winter. Water has a density maximum around 4◦ C, which results in a layer of liquid water that
sinks well below the surface in lakes and remains liquid even when the surface is frozen. This
liquid layer allows aquatic life to avoid harm from freezing in cold weather. It is reasonable to
expect water confined in extremely small channels to behave strangely as well. Some strange
behaviour of water in confined geometry has already been observed, such as unexpectedly fast
flow rates and the possibility of deep supercooling [8, 53]. Surely more strange behaviour will
emerge upon further investigation.
Computer simulations such as molecular dynamics (MD) simulations allow an unprece-
dented level of fine tuning and observation on short time and length scales. In these simula-
tions, a suitable computer model of the system of interest is used in ”experiments” conducted
entirely on computers. Large volumes of data can be produced in each experiment, and typi-
cal systems of interest include several thousand atoms, the positions of which can be recorded
down to a fraction of a nanometer at intervals on the scale of picoseconds. The results of these
simulations can be applied to study real-world phenomena, such as the fast flow rate of water in
carbon nanotubes, which was in fact predicted by computer simulation before being measured
experimentally [39, 53]. Accurate computer modeling of water is still very much an open and
active problem. There are many different water models in use even today. Some examples
of water models are the SPC model [7], the ST2 model [69], the SPC/Fw model [81] and the
TIP4P-pol model [15]. For a review of water models, see Ref. [29]. More water models will
be developed, as there is currently no perfect model for all systems.
In this thesis, we employ atomistic molecular dynamics simulations to study 1) the handling
of long-range electrostatics in GROMACS [34], a molecular dynamics simulation package, and
2) the behaviour of water in a system of two water reservoirs connected by a carbon nanotube.
The aim of this first study is to assess the handling of long-range interactions in GROMACS.
The aim of the second study is to contribute to the body of work concerning the effect of con-
finement on the properties of water. While it may seem as though investigating the fine details
of molecular dynamics simulations consists of a tedious investigation of the mundane, these
details are often quite significant computer simulations. An inappropriate choice of a seem-
ingly unimportant parameter or approximation can severely affect the outcome of a simulation,
potentially to the extent of violating fundamental laws of physics. Simulation software may
not alert the user when this happens, thus the onus of following proper simulation protocol is
on the researcher.
This thesis is organized as follows. Chapter 1 has provided a brief introduction to the two
central objects of the thesis, water and carbon. Chapter 2 provides the physical background
of the thesis, from Newton’s equations of motion to molecular dynamics simulation methods,
as well as a description of carbon nanotubes. Chapter 3 consists of a description of the meth-
ods used in the molecular dynamics simulations of the thesis, including a description of each
system studied. In chapter 4 we present and discuss the results of the original research of this
thesis, consisting of multiple molecular dynamics simulations. Chapter 5 gives a conclusion
to the thesis and a proposal for future work. Appendix A contains an in-depth discussion of
the Ewald sum using two different summation geometries, as well as the results of several
calculations carried out in this thesis. Appendix B gives a description of autocorrelation func-
tions as well as a brief study on the velocity autocorrelation function of a Lennard-Jones fluid,
including the results of several original simulations performed for this thesis.
Chapter 2
Background
2.1 Molecular dynamics
In order to closely study water in interesting conditions, it is often preferable to perform com-
puter simulations instead of attempting to perform research in the wild, so to speak. Construct-
ing suitable systems in the real world can be much more difficult and expensive than creating
and running computer models. Moreover the length and time scales on which we can observe
a real-world system’s behaviour are severely restricted as well. One type of computer simu-
lation is molecular dynamics. In this section we briefly give the physical and computational
background of this thesis, with a presentation format adapted from [2, 25]. Our background
begins with a description of Newton’s equations of motion and how to solve them. We then
describe thermostats, methods of controlling temperature in molecular dynamics simulations.
The next subsections describe the parts and purpose of a force field as well as several force
fields commonly used in simulation, followed by a description of the handling of long-range
interactions in simulations. The molecular dynamics section is concluded with a description
of hydrogen bonding and how to measure it and finally a description of GROMACS [34], a
molecular simulation software package. In the following section we briefly describe carbon
nanotubes, from their structure and properties to their current and past applications.
2.1.1 Newton’s laws of motion
Newton’s laws of motion describe the behaviour of objects moving relative to the observer
with speeds that are small compared to the speed of light. These three laws are used to explain
events which occur on a daily basis and form the backbone of classical mechanics:
1. A body continues in a state of rest or uniform motion in a straight line unless acted upon
by external forces.
2. The time-rate-of-change of momentum of a moving body is proportional to and in the
same direction as the force acting on it.
3. If one body exerts a force on another, there is an equal and opposite force exerted on the
first body by the second.
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Mathematically, we can write:
F =
d
dt
(mv) = m
d2
dt2
r (2.1)
and
F12 = −F21 (2.2)
where F is the magnitude of force, m is mass, v is velocity, r is position, and bold font denotes
a vector quantity [18, 23]. The solution of these equations can, in principle, reproduce and
predict the motion of any finite collection of massive objects.
Molecular dynamics (MD) simulations solve Newton’s equations of motion for a system of
N interacting atoms. The simulations are entirely classical. Each force is the negative deriva-
tive of a potential function U(r1, r2, . . . , rN):
Fi = −∂U
∂ri
. (2.3)
The equations are solved for all atoms at times separated by a small time step ∆t. There
exist several algorithms to integrate the equations of motion. One of the simplest is the Verlet
algorithm [75]. We first write a Taylor expansion of the coordinate of a particle near a time t:
r(t + ∆t) = r(t) + v(t)∆t +
F(t)
2m
∆t2 +
∆t3
3!
F′(t) + O
(
∆t4
)
(2.4)
and likewise:
r(t − ∆t) = r(t) − v(t)∆t + F(t)
2m
∆t2 − ∆t
3
3!
F′(t) + O
(
∆t4
)
. (2.5)
Adding the two equations, we are left with
r(t + ∆t) + r(t − ∆t) = 2r(t) + F(t)
m
∆t2 + O
(
∆t4
)
(2.6)
or equivalently:
r(t + ∆t) ≈ 2r(t) − r(t − ∆t) + F(t)
m
∆t2. (2.7)
It should be noted that the rounding error from truncating the Taylor expansion is no cause
for alarm. The aim of a MD simulation is not to precisely predict the behaviour of a system
prepared in a specific initial configuration. Instead, we are interested in statistical predictions.
The leap-frog integration algorithm [37] is used in GROMACS, and is equivalent to the
Verlet scheme. In this case, the velocity is calculated at half-integer time steps:
v(t − ∆t/2) ≡ r(t) − r(t − ∆t)
∆t
(2.8)
and
v(t + ∆t/2) ≡ r(t + ∆t) − r(t)
∆t
. (2.9)
From this equation we derive the updated positions:
r(t + ∆t) = r(t) + ∆t v(t + ∆t/2) (2.10)
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and finally, from the Verlet scheme, we derive the updated velocities of the leap-frog algorithm:
v(t + ∆t/2) = v(t − ∆t/2) + ∆tF(t)
m
. (2.11)
[25]
2.1.2 Thermostats
If we consider a system of particles in thermodynamic equilibrium with the surrounding en-
vironment, the microstate of this system is specified by the sets of coordinates and momenta
of each particle at a given time. An ensemble is a collection of microstates that share certain
macroscopic properties such as temperature, pressure, volume and energy. In perhaps the most
obvious form of molecular dynamics, we simply solve Newton’s equations of motion for a
constant number of atoms in a rigid box. This isolated system corresponds to the microcanon-
ical (NVE) ensemble, and no energy may enter or leave the system. The leap-frog algorithm
is time-reversible, thus it conserves energy. In a laboratory setting, it is difficult to maintain a
constant energy, so it is advantageous to consider other ensembles. In the isothermal-isobaric
(NPT) ensemble, the temperature, pressure and number of atoms are held constant, much like
in in a physical laboratory. In the canonical (NVT) ensemble, the number of particles in the
system, the temperature and the volume of the system are all held constant. This is much like a
laboratory experiment sealed in a glass container. An advantage of the NVT ensemble over the
NPT ensemble is that because the system size and geometry are constant, we can build intricate
structures and hold them in place without fear of having them distorted by a barostat. Overall,
the choice of ensemble depends on the physical situation one intends to model.
In NVE MD, the total energy of the system is held constant and the average kinetic energy per
particle varies. By extension, the temperature is allowed to vary. A variety of methods, called
thermostats, exist for controlling the average system temperature. This can be accomplished in
different ways. Notable methods include the Nose´-Hoover thermostat [58, 38], the Langevin
thermostat [42], the Andersen thermostat [3], the Berendsen thermostat [6] and the velocity
rescaling thermostat [13]. The simplest is the Andersen thermostat: The system is coupled to
a constant-temperature heat bath using stochastic collisions. At every time step of length ∆t,
particles are selected to undergo collisions with the heat bath with a probability ν∆t, where ν
is the collision frequency set at the beginning of the simulation. Particle velocities are chosen
from a Maxwell-Boltzmann distribution corresponding to the desired temperature. Unfortu-
nately, because of the introduction of this stochastic process, the system exhibits nonphysical
behaviour. In this scheme the particle’s previous velocity is essentially overwritten in the space
of a single time step, and many dynamic properties of the system are affected. For instance, ve-
locity autocorrelation functions understandably decrease much more quickly than they would
in nature.
The Berendsen thermostat functions by scaling particle velocities by a factor λ every nTC
timesteps [6]:
λ =
1 + nTC∆t
τT
 T0
T (t − 12∆t)
− 1
 12 , (2.12)
where t is the time, T0 is the desired temperature, T is the actual temperature, and τT is the
temperature time constant. This scaling has the effect of slowly correcting system temperature
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to the desired T0 according to:
dT
dt
=
T0 − T
τ
, (2.13)
where the time constant τ is given by τ = 2CVτTNd f k , CV is the total heat capacity of the system, k
is Boltzmann’s constant, and Nd f is the total number of degrees of freedom. The reason for the
existence of a time constant as well as a temperature time constant is simply that the energy
supplied by scaling the velocities is redistributed between kinetic and potential energies. The
Berendsen thermostat does not generate a proper canonical distribution because the scaling
suppresses fluctuations in kinetic energy. This error scales as 1/N, so it can still be suitable for
some very large systems.
Alternately, the Berendsen scaling factor can be combined with a stochastic term to ensure sam-
pling from the canonical distribution [13]. The velocities are rescaled at each step according to
the following rule:
dK = (K0 − K) dt
τT
+ 2
√
KK0
Nd f
dW√
τT
, (2.14)
where K is kinetic energy, and dW is a stochastic noise. If the stochastic term is removed, the
expression reduces to equation 2.13, leaving a standard Berendsen thermostat. This velocity
rescaling (V-Rescale) or Parrinello-Bussi thermostat retains the advantages of the Berendsen
thermostat, namely first-order decay of temperature deviations and no oscillations, but permits
simulation in the canonical ensemble. In the simulations of this thesis, we use the V-Rescale
thermostat.
2.1.3 Force fields
The combination of a set of potential functions as used in equation 2.3 and a set of parameters
constitutes a force field. Force fields are used to calculate the internal energy of a system. De-
pending on the force field, the parameters may differ for each kind of atom as in an all-atom
force field, or it may be more coarse-grained. Because of the wide range of goals in molec-
ular simulation, there exists a variety of force fields with different strengths and weaknesses,
tailored for one or more particular applications. The accuracy of an all-atom force field is
tempting to the modeler, but the computational cost for large biomolecular simulations where
intramolecular motion is less important than intermolecular motion makes coarse-graining an
appealing concept. There is no single force field that is superior to all others in all situations
and it falls to the researcher to determine the appropriate force field for a given system. Notable
force fields include OPLS [44], GROMOS [74], CHARMM [11] and AMBER [16].
The Lennard-Jones potential is often used to model interatomic interactions:
ULJ(ri j) = 4
( σri j
)12
−
(
σ
ri j
)6 , (2.15)
where the parameters , σ are energy and length constants as described in figure 2.1 which
can be tailored to reproduce experimental data. For example, the parameters for argon are
/kB = 125.7 K, σ = 0.3345 nm [77]. The potential is attractive at large separations due to
the −r−6 term, which can be derived by averaging dipole-dipole, dipole-induced dipole, and
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Figure 2.1: Generic Lennard-Jones interaction potential as described by Equation 2.15. The
unit of energy  is the depth of the potential well and the unit of length σ is the finite value
of r at which the potential is zero. The potential is repulsive at short distances, representing
the Pauli exclusion principle, and attractive at long distances, representing the van der Waals
interaction.
induced dipole-induced dipole forces. The potential is repulsive when atoms are brought very
close together due to the heuristic r−12 term but overall scales as r−6. This reproduces van der
Waals interactions at relatively little computational expense.
Figure 2.2: Illustration of i) bond stretching and angle bending, ii) proper and iii) improper
torsion angle.
The Groningen Molecular Simulation (GROMOS) force field includes terms for harmonic
bond stretching and angle bending, torsional energetics, Coulomb and Lennard-Jones for inter-
molecular and intramolecular nonbonded interactions. This range of terms is typical of force
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fields for macromolecular systems. The original GROMOS87 force field was released in 1987,
included in a molecular simulation package of the same name. The force field was developed
by van Gunsteren et al. [74] with a united-atom scheme: Hydrogen atoms bonded to aliphatic
and aromatic carbons were included implicitly in the carbon parameters, significantly reduc-
ing the number of interaction sites required when simulating biomolecules. For instance, the
number of interaction sites for butanol in the GROMOS87 representation is 6 as opposed to 15
in an all-atom representation. Because the computation time for simulating a fluid is roughly
proportional to the square of the number of interaction sites, the savings can be quite signifi-
cant. The Lennard-Jones parameters were derived from calculation of the crystal structures of
hydrocarbons and calculations on amino acids using 0.8 nm nonbonded cutoff radii. The force
field was updated in 1996 with the release of GROMOS96 [66] and further official improve-
ments have been made to this and subsequent versions, but the GROMOS87 force field has
been improved as well with corrections detailed in [55, 72].
The potential energy function describing the interaction between atoms consists of five differ-
ent terms [54]. Nonbonded interactions are given by Lennard-Jones plus Coulomb terms:
Enonbonded =
N−1∑
i=1
N∑
j=i+1
qiq je2ri j + 4i j
C(12)i jr12i j −
C(6)i j
r6i j

 , (2.16)
where qi, q j are the (reduced) charges on i and j, e is the elementary charge, C
(6)
i j = (C
(6)
ii C
(6)
j j )
1/2,
C(12)i j = (C
(12)
ii C
(12)
j j )
1/2 and C(6)i = 4iσ
6
i , C
(12)
i = 4iσ
12
i are Lennard-Jones parameters. The
energies for bond stretching and angle bending are given by:
Ebond =
Nb∑
i=1
Kr,i
2
(ri − r0,i)2, (2.17)
Eangle =
Nθ∑
i=1
Kθ,i
2
(θi − θ0,i)2. (2.18)
Finally, the torsional energy is given by:
Eimproper =
Nξ∑
i=1
Kξ,i
2
(ξi − ξ0,i)2, (2.19)
Eproper =
Nφ∑
i=1
Kφ,i
2
(1 + cos(niφi − δi)), (2.20)
where the variables for bond stretching, angle bending and torsion angles are as described in
figure 2.2, Nb,Nθ,Nξ,Nφ each denote the total number of bonds, angles, improper and proper
torsion angles, and Kb,i,Kθ,i,Kξ,i,Kφ,i are force constant parameters. Improper torsion angles
are similar to proper torsion angles and are used to maintain the planar geometry of planar
molecules.
2.1.4 Long-range interactions
The handling of long-range interactions is a nontrivial problem in computational physics. A
finite system with periodic boundary conditions can be considered effectively infinite, but di-
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rectly evaluating interactions between the atoms in the system and every atom in every periodic
image is computationally expensive and only conditionally convergent. We therefore impose
cutoff lengths beyond which atoms do not interact, but simply ignoring the remaining interac-
tion beyond the cutoff, however insignificant it may appear, can lead to serious problems. The
tail correction resulting from truncating a potential in three dimensions at some cutoff length
rc can be estimated using:
Utail = Nρ
2
∫ ∞
rc
u(r)4pir2 dr, (2.21)
where ρ is the average number density, N is the total number of particles, and u(r) is the
potential [25]. The correction diverges unless the potential decreases faster than r−3, which
is inconvenient as it rules out using truncation and tail correction for both Coulombic and
dipolar interactions without reducing the correction. In Monte Carlo simulations for instance,
tail corrections can be quite significant as kinetic energy is used to govern the evolution of
the system instead of forces. For a review of the implications of an improper treatment of
long-range interactions, see Ref [60].
The Ewald summation [21] is a method for computing potential energy and forces in a
periodic system due to long-range interactions without disregarding the tail correction. It was
developed by Ewald in order to determine the electrostatic energy of the NaCl crystal structure.
When evaluated using direct summation, the Coulomb energy in the NaCl crystal structure is
only conditionally convergent, but it is trivial to observe that salt crystals are indeed more
stable than this conditional convergence would suggest. In short, Ewald circumvents the direct
sum by placing a fictitious screening charge distribution of equal magnitude and opposite sign
around each charge in the system. Typically, a Gaussian distribution is chosen to represent
these charge clouds. This is eventually undone by adding another charge distribution, this time
of equal magnitude and identical sign as the original charges in the system. The calculation of
potential energy is broken into a real-space part and a reciprocal-space part [2, 25]. In a system
which is periodic in 3 dimensions, the electrostatic energy can be expressed as:
U = 1
2
N∑
i=1
N∑
j=1
∑
n∈Z3
′
qiq j
erfc(κ|rij + n|)
|rij + n|
+
1
2piV
∑
k,0
exp
(−k2
4κ
) {∣∣∣∣∣ N∑
i=1
qi cos(k · ri)
∣∣∣∣∣2 + ∣∣∣∣∣ N∑
i=1
qi sin(k · ri)
∣∣∣∣∣2}
− κ√
pi
N∑
i=1
q2i
+ J(M),
(2.22)
where V is the volume of the simulation cell, κ is related to the width of the Gaussian cancelling
distribution, k is a reciprocal lattice vector with |k| = k and ri j is the distance between charges
qi and q j at cartesian coordinate ri and r j. If a spherical summation geometry is used, as in a
3D periodic system, the fourth term becomes:
J(M) =
2pi
(2s + 1)V
|M|2 = 2pi
(2s + 1)V
∣∣∣∣∣∣∣
N∑
i=1
qiri
∣∣∣∣∣∣∣
2
, (2.23)
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where s is the dielectric constant of the surrounding medium and M is the total dipole moment
of the system. If programmed optimally, the method scales as N3/2. For an in-depth discussion
of the Ewald summation in 3D, see Appendix A.1. As shown in Appendix A.2, the Ewald
summation for a system which is periodic in 2 dimensions but finite in the third is not as
simple as its 3D counterpart:
U = 1
2
N∑
i=1
N∑
j=1
∑
m∈Z3
′
qiq j
erfc(κ|rij + m|)
|rij + m|
+
1
2piA
N∑
i=1
N∑
j=1
∑
h,0
qiq j
cos(h · rij)
|h|
{
exp(|h|zi j) erfc
(
κzi j +
|h|
2κ
)
+ exp(−|h|zi j) erfc
(
−κzi j + |h|2κ
) }
− κ√
pi
N∑
i=1
q2i
+
pi
A
N∑
i=1
N∑
j=1
qiq j
{
zi j erf(κzi j) +
1
κ
√
pi
exp(−κ2z2i j)
}
,
(2.24)
where A = LxLy is the area of the unit cell, zi j the separation of particles i and j in z, m =(
mxLx,myLy, 0
)
is a lattice vector, and h =
(
2pimx
Lx
,
2pimy
Ly
, 0
)
is a reciprocal lattice vector with
mx,my integers for each. The second term in equations 2.22 and 2.24 is the part of the sum
carried out in reciprocal space. In the case of 3D periodicity, the triple sum has been broken
into a sum of two sums squared, but this cannot be done in the case of 2D periodicity. This is the
primary reason why the unmodified 2D Ewald sum is roughly ten times more computationally
expensive than the optimized 3D Ewald sum [67].
Berkowitz and Yeh [82] developed a modification to the Ewald sum in 3D which makes
it suitable for systems with a slab geometry. This consists of adding empty space between
periodic images in the ”nonperiodic” direction and adding a correction term. The speed of the
3D sum is retained along with the precision of the 2D sum for systems with slab geometry. The
correction consists of simply using a different J(M) in the standard 3D Ewald sum:
J(M) =
2pi
V
M2z , (2.25)
where M2z is the z component of the total dipole moment of the system. For a more in-depth
look at the Ewald sum with a correction term, see Appendix A.2. There are other methods
based on the Ewald sum designed for use in systems with walls. For a review, see Ref. [45].
The particle mesh Ewald (PME) method differs from the standard 3D Ewald sum in its
handling of the reciprocal space term. Instead of simply summing the wave vectors directly,
fast Fourier transforms are used, which evaluates the charge density on a ”mesh” of discrete
lattice points. This method scales as N log(N) and is superior to the standard 3D sum in large
systems where the cost of constructing the mesh is low compared to the savings from using
fast Fourier transforms [19].
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2.1.5 Hydrogen bonding
A hydrogen bond is the result of electrostatic attraction between a hydrogen atom with a polar
covalent bond to an electronegative donor atom, and an electronegative acceptor atom such as
oxygen, nitrogen and fluorine. With an average strength of several kBT , hydrogen bonds are
highly directional and can be much stronger than van der Waals interactions, which drop to
roughly kBT at 0.3 nm. Hydrogen bonds are still weaker than covalent bonds. The strength of
a C-C single bond is 139.2kBT . Each water molecule can participate in at most four hydrogen
bonds, twice as a donor and twice as an acceptor, but not all hydrogen bonds in liquid water that
could be formed will be formed. Some of water’s unusual properties, such as its high boiling
and melting points, are due to hydrogen bonding. For a review of water’s unusual properties
and how they relate to hydrogen bonding, see Ref. [20]. Measuring hydrogen bonding in MD
simulations requires the introduction of a geometrical criterion (Figure 2.3).
Figure 2.3: Illustration of the geometrical criterion for hydrogen bonding. The donor atom D
is represented by a white circle, and the acceptor atom A is represented by a black circle.
The two variables which must be considered are the distance between the donor molecule
and the acceptor molecule r, and the hydrogen-donor-acceptor angle α. If a configuration
satisfies the criterion r < rhb and α < αhb, then we say that there is a hydrogen bond. The
values of these parameters should be chosen based on the water model used in the simulation.
Commonly, the distance criterion is chosen based on the first minimum of the radial distribution
function for the water model, and the angle criterion is chosen to be consistent with published
data. For example, appropriate values for the SPC water model [7] are rhb = 0.35 nm, αhb = 30◦
[52].
2.1.6 Artifacts
Simulations may occasionally exhibit behaviour which at first blush appears to be legitimately
physical, but in fact is a nonphysical artifact originating from some approximation or assump-
tion used in the simulation. Unfortunately, without taking certain shortcuts, many systems
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would become impossible to simulate. One such shortcut is truncation of a potential at im-
posed cutoff lengths, as described in section 2.1.4. A more natural approximation is to truncate
and shift the potential instead:
Utr−sh(r) =
{ U(r) −U(rc) r ≤ rc
0 r > rc
(2.26)
An example of an artifact is the Berendsen thermostat’s inability to reproduce the thermal
fluctuations of the canonical ensemble; while bulk simulations may be unaffected, it has been
shown that isolated clusters of particles may experience nonphysical temperature drops if the
Berendsen thermostat is used [49]. Another artifact arises from the use of the charge group
approximation: A number of distinct charges on a molecule comprise an overall electrically
neutral group where charge-charge interactions are effectively replaced by short-range dipole
interactions. The location of the group is given by the average of the coordinates of its members
[34]. The combination of incorrect use of charge groups with the unnaturally low temperatures
of isolated particles associated with the Berendsen thermostat can lead to very interesting but
unfortunately spurious and nonphysical behaviour in some systems, such as perpetual motion
of water that appears to be driven by static charges [80]. In other systems, inappropriate treat-
ment of electrostatics can lead to wildly incorrect dynamics [60]. For a review of common
problems that can arise from a naive choice of simulation protocols, see Ref. [79].
Artifacts can manifest for a plethora of reasons: An inappropriate choice of boundary condi-
tions, a choice of cutoff lengths either too short or too long, or even a completely reasonable
truncation and boundary condition scheme paired with an incompatible force field. To avoid
these pitfalls, one must be extremely careful in choosing parameters, and not simply use soft-
ware defaults or arbitrary values. Much like in experiments, poor practices can produce results
that do not stand out as blatantly incorrect. It is the responsibility of the researcher, whether
experimental or computational, to uphold rigorous methodology [10].
2.1.7 GROMACS
Groningen machine for chemical simulation (GROMACS) is a parallel open source molecular
dynamics simulation package [34]. It is a very popular choice for a wide variety of simulations
not only because it is available at no cost; it includes an extensive array of analysis programs
and most importantly is quite computationally efficient [73]. In addition to a variety of MD
integrators, thermostats and barostats, GROMACS is updated regularly and includes several
algorithms for energy minimization (EM). Generically, these algorithms work by beginning
with an initial configuration and systematically generating configurations along the steepest
gradient of the potential energy landscape. This is a complex 3N-dimensional hypersurface;
one dimension for each cartesian degree of freedom for each of N atoms. Eventually, the
generated configurations approach the nearest local minimum of potential energy. EM is often
a necessary step in equilibrating molecular simulations, as creating natural configurations by
hand can be very difficult. A poorly-equilibrated system can result in completely nonphysical
behaviour. In all MD simulations performed for this thesis, GROMACS was used.
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2.2 Carbon nanotubes
In this section we describe the carbon structures of interest in this thesis, carbon nanotubes;
their structure and properties, their history in science and their current and past applications.
The chapter is concluded with a brief statement on the motivation of this work.
2.2.1 Structure and properties
Figure 2.4: Comparison of a (6,6) armchair (left) and a (6,0) zigzag (right) CNT.
A carbon nanotube (CNT) is a hollow cylindrical structure made of carbon atoms. The
diameter of a nanotube is on the order of nanometers, and the length can be anywhere between
several nanometers and several centimeters [76]. The structure of a CNT is typically given
by a set of 2 chiral indices (n,m), which describe how a sheet of graphite one atom thick
(graphene) would have to be cut and rolled to produce the CNT. CNTs and graphene/graphite
share the same sp2 bonding structure, resulting in extremely stable covalent bonds linking
nearest neighbour carbon atoms [50].
The chiral vector follows the circumference of the tube, and is given by C = na1 + ma2
where a1, a2 are the lattice basis vectors of graphene. The tube axis runs perpendicular to the
chiral vector. Thus, by placing this vector on a sheet of graphene, it becomes clear which
bonds would have to be cleaved and which would have to be formed in order to build a CNT.
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Figure 2.5: 3 nanometer square section of graphene.
When n = m the resulting structure is called an armchair CNT, whereas if m = 0 the resulting
structure is called a zigzag CNT. In all other cases, the structure is simply called a chiral CNT.
Thanks to the structural similarities between a sheet of graphene and a single-walled carbon
nanotube (SWNT), one can describe the electronic band structure of a SWNT by modifying the
band theory of graphite and then accounting for curvature effects. Interestingly, the electronic
properties of a SWNT are quite dependent on its structure; armchair SWNTs are metallic,
whereas chiral and zigzag SWNTs are semiconductors wherein the energy difference between
the valence band and the conduction band depends on the chiral vector [51].
SWNTs are only a step above graphene in terms of structural complexity. There exist multi-
walled nanotubes (MWNT), which may be composed of several SWNT in either concentric or
scroll-like configurations. Further structures with increasing complexity exist and have been
predicted as well, such as nanocones, nanohorns, and nanotorii [50].
2.2.2 History
Hollow nanometer-sized carbon filaments (IE CNTs) were first observed by Radushkevich and
Lukyanovich in 1952 [57, 61]. CNTs were then somewhat forgotten until a publication in 1991
by Iijima[40]. The discovery of SWNT and methods to produce them was first reported in 1993
by two groups working independently: Iijima et al. at NEC [41] and Bethune et al. at IBM [9].
It is worth noting that the discovery of SWNT was predated by theoretical predictions of their
electronic properties and their structural dependence [31, 56, 64]. Additionally, in 2001 Hum-
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mer et al. predicted that, contrary to the expectations one might have of a hydrophobic channel,
SWNT can be remarkably good conductors of water. In their simulations of a (6,6) SWNT in
water, Hummer et al. [39] saw that water penetrated the tube and formed a tightly hydrogen
bonded chain, rarely breaking and encountering little resistance from the hydrophobic SWNT.
These simulation-based predictions were realized in 2005 by Majumder et al.[53].
2.2.3 Applications
The use of CNTs in manufacturing may actually date back nearly 2000 years. The crusaders
encountered swords with wavy banding patterns along the blade. These blades were also very
tough and could be honed to an extremely sharp edge that would resist dulling. This material,
known as Damascus steel, is the result of a sophisticated metallurgical process which has been
lost to the ages. The oldest known Damascus steel blades were excavated from 3rd-4th century
CE burials in Russian Northern Caucasus [22]. Recently, Reibold et al. examined a piece of
Damascus steel from a 17th-century sabre using transmission electron microscopy and found
that it contains carbon nanotubes [63].
Myriad applications exist for CNTs. Current limitations in manufacturing restrict realiz-
able applications to the use of bulk nanotubes, but possible future applications are still quite
remarkable. Kanzius RF therapy proposes to fight cancer by exciting implanted CNTs using
radio waves, causing them to vibrate and burn the surrounding cancerous tissue [26]. The use
of woven ropes of CNTs to connect a satellite in geostationary orbit to a facility on the ground
has also been proposed and investigated, which lends hope to the feasibility of a space eleva-
tor [68]. SWNTs have been shown to be superconducting, with a mean-field superconducting
transition temperature of 15 Kelvin [70]. Semiconducting SWNTs and MWNTs have been
used to build field-effect transistors (CNTFET) with electronic properties surpassing those of
traditional silicon-based MOSFETs [71, 4]. Among many other applications nanofluidic de-
vices may use CNTs to rapidly and cheaply sequence DNA or even analyze single molecules
[1].
Chapter 3
Methods
As mentioned previously, the seemingly simple choices we make when performing MD sim-
ulations can have profound consequences, so we must be very careful with the details of our
simulations. In this chapter, we describe the particular methods used in the original research
of this thesis. This begins with a description of the software used to perform MD simulations
as described in the previous chapter. We explain our choices of force field, thermostat, water
model, handling of long-range electrostatics, truncation scheme, equilibration scheme and var-
ious parameters. The next section contains descriptions of each system that was simulated for
this thesis and the goal of each simulation, the results of which are given in the next chapter.
3.1 Software
All MD simulations were performed at constant volume and temperature with a constant num-
ber of particles (NVT ensemble). All systems were initiated using either GROMACS 4.0.4,
4.5.1 and 4.5.4[35] but production runs were performed using version 4.5.4. Analysis pro-
grams included with GROMACS such as g hbond and g density were also used.
3.2 Simulation details
We use the GROMOS87 force field [74] with corrections detailed in [55, 72]. Its partially
united-atom scheme is irrelevant, as there are no aliphatic carbons present in any of these sys-
tems. The simplicity of the systems does not necessitate the use of a sophisticated biomolecule-
oriented force field such as CHARMM [11] or AMBER [16], and the parameters required to
model carbon structures are readily available for the updated GROMOS87. We use the ve-
locity rescaling thermostat in all simulations because of its improvements over the standard
Berendsen weak coupling algorithm and in no small part to avoid the artifacts encountered
with confined water under the Berendsen weak coupling algorithm. All simulations were per-
formed at a temperature of 300 Kelvin, except for the systems pictured in Figure 3.2 which
were performed at 298 Kelvin.
Accurate simulation of water has historically been quite difficult. Even quantum mechani-
cal models for water in ab initio molecular simulations fail to accurately reproduce some bulk
properties [65]. Modeling water in molecular dynamics simulations is another matter. While
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there is no single model that gives reliably correct results in all systems, several models have
nonetheless seen widespread usage. The Simple Point Charge (SPC) model is a rigid water
model which consists of three interaction sites [7]. The H atoms are represented by two point
charges of magnitude +0.41 e each and the O atom is represented by a point charge of magni-
tude -0.82 e. The point charge approximation leads to an incorrect permanent dipole moment
which is corrected by adjusting the H-O-H bond angle from the experimentally determined
104.45◦ [24] to 109.42◦. The O-H bond length is set to 0.1 nm and the van der Waals interac-
tions between water molecules are modeled by Lennard-Jones interactions between the oxygen
atoms. More sophisticated water models are available. Some have more than three interaction
sites, such as the five-site ST2 water model [69]. It should be noted that the ST2 model is
computationally expensive not only because it contains five interaction sites. In this model, the
Coulomb interaction must be multiplied by a distance-dependent switching function S (r):
S (r) =

0 r ≤ RL
(r−RL)2(3RU−RL−2r)
(Ru−RL)2 RL ≤ r ≤ RU
1 r ≥ RU I
(3.1)
Some have flexible bonds that include bond stretching and angle bending such as the
SPC/Fw model [81]. Some models even have explicit polarizability, as is the case in the TIP4P-
pol model [15]. These improvements increase the computational cost of the water model and
yet may not provide any tangible benefits depending on the system in question. For a review of
different water models used in simulation, see Ref. [29]. We use the SPC water model in our
simulations because it is computationally inexpensive, it reproduces bulk properties of water
adequately and we are not concerned with polarization effects. The appropriate choices for hy-
drogen bonding criterion parameters are rhb = 0.35 nm, corresponding to the first minimum of
the oxygen-oxygen radial distribution function for SPC water, and αhb = 30◦, which is widely
used in literature [7, 52]. On average, SPC water at 298.15 K and 1 atm. forms 3.54 hydrogen
bonds [43].
In the simulations we investigate, some atoms must be held in place. We do this by placing
them in a freeze group, a computationally inexpensive option available in GROMACS. Freeze
groups work by setting forces on member atoms to zero at every step, which happens to reduce
the computational cost of the simulation. Atoms in a freeze group must not be coupled to
a heat bath as is the case with thermostatting. This coupling would cause member atoms to
change position and, if so, the atoms would not actually be frozen. This artifact is avoided
in GROMACS by using multiple temperature coupling groups in one system: One for frozen
atoms, and one for water and ions. The coupling constant for frozen atoms is set to zero,
effectively isolating the frozen atoms from the heat bath.
We use a truncated and shifted Lennard-Jones interaction in all simulations [10]. The
Lennard-Jones potential is normal out to r = 0.8 nm after which it is switched off and de-
cays to zero at r = 1.0 nm. Non-bonded pair forces are only calculated for particles whose
nearest images fall within 1.3 nm of each other. For each particle in the system, the identity of
each particle within this cutoff is stored in a neighbour list which is updated at every timestep.
Long-range electrostatics are handled using the particle mesh Ewald method with a real space
cutoff of r = 1.3 nm.
Before each actual MD simulation, energy minimization was performed. This consists of
first running the steepest descent energy minimization algorithm then performing a short (2 ps)
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NVT MD simulation, and then repeating this two step process several times. This prepares
the system for a longer equilibration MD run, typically tens of nanoseconds in length. Energy
minimization and equilibration were also performed prior to insertion of Na+ and Cl− ions to
simulate physiological saline.
3.3 Systems
3.3.1 Electrostatics
In order to evaluate the handling of long-range interactions in GROMACS, two test systems
were devised. In the system depicted in Figure 3.1, a 6.0 × 6.0 × 5.5 nm3 block of water was
contained between two planes of graphene frozen in place. The water cannot pass through the
graphene. After equilibration, some water molecules were replaced with NaCl. This simulation
uses the Ewald summation with correction term for systems with slab geometry, and as such
the length of the system box was extended to place a large empty space between periodic
repetitions in z, roughly four times the original system length. The goal of this simulation is
to reproduce the distribution of ions along the nonperiodic direction measured in Monte Carlo
simulations [33] in order to examine the handling of long-range interactions in GROMACS.
In another test system (Figure 3.2), we have a block of α-graphite 2.345× 6× 6 nm3 begin-
ning at z = 0. The α prefix designates a structure of two alternating layers associated with the
hexagonal crystal system. The block consists of eight parallel layers of graphene spaced 0.335
nm apart, each frozen in place parallel to the xy-plane. Each layer is offset from its two nearest
neighbour layers as is observed in α-graphite (see figure 1.2). Above the graphite is a block of
water and ions 8.255 nm long. This system is studied with both the standard 3D Ewald sum
and the 3D Ewald sum with correction term for slab geometry. In the latter, empty space must
be included between periodic repetitions in z, so another identical block of α-graphite is placed
above the block of water and the system length is set to 52 nm, while the topmost sheet of
graphene is at z = 12.945 nm.
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Figure 3.1: Snapshot of a system used to examine the handling of long-range electrostatics
in GROMACS. The red and white structures represent water molecules, dark blue spheres
represent Na+ ions, light blue spheres represent Cl− ions, and carbon atoms and C-C bonds are
represented by light blue structures. In this case, the planar structures at the top and bottom of
the image represent graphene.
3.3.2 Water flow
The simulations used to study water flow consisted of a (6,6) SWNT oriented along the z-axis
beginning at z = 3 nm and ending at z = 5.339 nm, two planes of graphene at z = 3 and
z = 5.339 nm with atoms selectively removed to allow water to enter and exit the SWNT, and
two ”wall” planes of graphene at z = 0 and z = 8.35 nm respectively. All carbon atoms in the
system are frozen using freeze groups. Water is selectively added to the system as shown in
Figure 3.3. This requires some 6000 water molecules overall. We effectively break periodicity
in z by extending the box length in this direction to 4 times the original length and using the
3D Ewald sum with a correction term for slab geometry. The system’s replicas in x, y are
immediately adjacent. Water cannot pass through the walls of the SWNT or the graphene.
Thus we effectively have two unique reservoirs connected by a SWNT.
In a recent publication by Gong et al. [27], a similar system was considered. This system
lacked walls at the minimum and maximum z coordinates using full periodic boundary condi-
tions instead, and contained three pairs of static charges held in place. Three positive charges
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Figure 3.2: Snapshot of a system used to examine the handling of long-range electrostatics in
GROMACS.
were placed along the tube axis beside the CNT, and their negative counterparts were placed
in a corner of the simulation box at the same z coordinates as their positive counterparts. In
their simulations, Gong et al. observed continuous unidirectional flow of water, which requires
energy. They argued that this energy comes from the restraints imposed on the charges. Wong-
Ekkabut et al. [80] showed that this flow was actually an artifact generated by the improper
use of the charge group approximation. In this case, a seemingly mundane technical detail was
overlooked, and it lead to exciting but entirely unphysical results. This is a prime example of
the importance of careful consideration in selecting simulation protocols.
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Figure 3.3: Snapshot of the system used to study water flow: a (6,6) SWNT aligned along the z
axis connected to two planes of graphene, with additional graphene walls enclosing two water
reservoirs on either end of the SWNT.
In order to prepare these systems, a block of SPC water was placed in each reservoir. Water
was also placed inside the SWNT. After energy minimization, the reservoirs were allowed to
equilibrate for 20 ns. After this initial equilibration period, several modifications were made to
induce flow: Removal of 100 water molecules from the upper reservoir, replacement of random
water molecules in one reservoir with NaCl at one of two concentrations, and a combination
of these two modifications. When any modification is made to the system we perform energy
minimization to eliminate any unnatural gaps, and then freeze the water in the SWNT while the
reservoirs equilibrate separately. After 20 ns of equilibration, the water in the tube is unfrozen
and data collection can begin.
Chapter 4
Results and Discussion
In this chapter we provide and discuss the results of our MD simulations of the systems de-
scribed in the previous chapter. We begin with a description of the kinds of measurements we
took in these simulations, and then proceed first with the results for the systems intended to
study the handling of long-range interactions in GROMACS [34], and last with the results for
the systems used to study water flow. We caused water to flow using two different changes to
the system, namely removal of water molecules from one reservoir and addition of NaCl to a
reservoir. We studied each of these effects separately, as well as together in combination and
in competition. The next and final chapter of this thesis gives our conclusions and a proposal
for future work in this area.
4.1 Measurements
Several measurements were taken in each simulation. For the systems pictured in Figures 3.1
and 3.2, we measured the number distribution of ions and in the latter, the average cosine of
the angle between water’s dipole moment and the z axis, in each case as a function of the z
coordinate over the entire length of the simulation. For the various permutations of the system
pictured in figure 3.3, we measured the number of water molecules passing through the SWNT
and the average number of hydrogen bonds per water molecule in each reservoir, each as a
function of time. We refer to average values of the net flow of water. This is simply the time
average of the net flow of water with the data for the first 14 ns discarded. The same applies
to the average number of hydrogen bonds per water at equilibrium, we simply discard the data
for the first 14 nanoseconds and take a time average of the remainder. All of the average values
at equilibrium for the net movement of water molecules and hydrogen bonds per water water
molecule are available in Tables 4.1 and 4.2 on page 41.
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4.2 Electrostatics
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Figure 4.1: Ionic density profiles for the system pictured in Figure 3.1 at low (left) and high
(right) NaCl concentration. The black line gives our MD simulation results, and the red cir-
cles give data from Monte Carlo simulations [33]. The horizontal axis is scaled by the ionic
diameter and error bars are the standard errors of the means. Our MD data agrees with the MC
data only far from the system boundaries. The standard deviations of the MD measurements
are quite large, but there is a definite peak between z/d = 2 and 3 in each case. This peak is not
present in the MC data, however MD simulations of similar systems [17, 30] displayed similar
peak structures in density profiles near an uncharged surface.
In Figure 4.1 we compare the measured ion distributions of 200 ns MD simulations of
the system pictured in Figure 3.1 with published data from Monte Carlo (MC) simulations
[33]. Our MD simulations had ionic concentrations 0.1 M and 0.46 M with 24 and 108 ions
respectively, whereas the reference MC simulations had ionic concentrations 0.05 M and 0.5
M with 120 and 200 ions respectively. The time between sampled MD configurations is 10 ps
for a total of 2×104 sampled configurations, whereas the MC data was collected from between
1.15× 105 and 5× 105 sampled configurations. The MC system contained equi-sized ions with
a diameter of 0.3 nm, whereas our MD simulation contained ions with diameters 0.26 nm and
0.44 nm for Na+ and Cl− respectively. The MC data used a dielectric continuum with a fixed
dielectric coefficient  = 80, whereas we used explicit SPC water, the dielectric coefficient of
which has been reported as  = 70.7 [62]. We attribute the difference between the MD and
MC curves to the the differences between the simulations and the numbers of configurations
sampled. The use of a continuum dielectric medium sidesteps the complex structures that can
form when using an explicit solvent as we have. The MC simulations also sampled more
configurations with more ions in a larger system, but a comparable MD simulation would
require several months to produce as many configurations.
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Figure 4.2: Average orientation of water molecules with respect to the z axis as a function of
z coordinate in the MD simulations of figure 4.1. θD,Z is the angle between the dipole moment
of water and the z axis, and the average cosine of this angle is plotted. The time between
measurements is 10 ps. The resulting curves were interpolated using cubic spline fits. Near the
limits of the simulation box the average orientation oscillates significantly, with the behaviour
at one end being essentially mirrored at the other.
Figure 4.2 shows the average orientation of water molecules with respect to the z axis. The
average cosine of the angle between water’s dipole moment and the z axis is plotted. At the low
end of the simulation box there is a series of peak structures which is mirrored at the upper end
of the simulation box. Water molecules first point away from the nearest graphene wall and
eventually assume a more random orientation around the middle of the simulation box. The
plot is quite symmetrical and hints at a layered structure forming at each end of the simulation
box, potentially explaining the presence of peaks in MD ion density profiles shown in figure
4.1. This structure is further investigated in the simulations of the system pictured in Figure
3.2.
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Figure 4.3: Velocity autocorrelation function (VACF) for water and ions in the MD simulation
of Figure 4.1 (black) and an exponential function fitted to the envelope (red). The discussion
of the properties of the VACF in Appendix B focuses on a system of Lennard-Jones particles,
which lack the Coulombic interactions of SPC water molecules, but the discussion largely
applies here regardless. The time required for the VACF to drop to zero is the mean free
time between collisions of water molecules. The time it takes for the collision to occur is
more difficult to define with long-range interactions, but we may consider it as the duration of
strong interactions between colliding water molecules, which is the timescale associated with
fluctuations of the VACF. There will also be more subtle timescales associated with the water
molecule’s rotation and the Coulombic interactions of water molecules. The negative section
of the VACF corresponds to when a molecule is ”rebounding” off of a nearby water molecule.
As described in Appendix B, a velocity autocorrelation function (VACF) measures the cor-
relation or dependence of a velocity on previous velocities as a function of time. A VACF near
zero means that the velocity is independent of its previous value. Averaged over all the veloc-
ities in the system, the VACF is a measure of the dependence of the state of the system on its
previous states. The time required for the VACF to decay to zero is a useful timescale in taking
measurements. As long as the time between measurements is significantly longer than the time
it takes for the VACF to decay to zero, the states being measured will be uncorrelated, meaning
the measurements are taken over a statistically independent sample. Figure 4.3 demonstrates
that the 10 ps time interval between measurements of ion density in Figure 4.1 is sufficient to
ensure statistically independent sampling.
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Figure 4.4: Comparison of number density profiles for NaCl in the system pictured in Figure
3.2 using the standard 3D Ewald sum (black, 3D) and the 3D Ewald sum with correction term
for slab geometry (red, 3DC). The horizontal axis has been translated so that z = 0 matches
the lowest z coordinate accessible by the water in the system, then scaled by the the maximum
accessible z coordinate. The resulting density profiles were interpolated using cubic spline fits.
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Figure 4.5: Spline-fitted density profiles for Na+ and Cl− in the simulations of Figure 3.2 with
the same scaling applied. The distributions oscillate with peaks for the positive and negative
ions offset more often than not. The individual profiles appear more symmetric in the 3DC case,
while the 3D case seems to behave similarly to a system which has not been fully equilibrated.
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Figure 4.4 provides a comparison of the combined ion distributions produced using the
standard 3D Ewald sum (3D case) and the Ewald sum with correction term for slab geometry
(3DC case). Each system as pictured in Figure 3.2 is populated by the same number of water
molecules and ions. The sole important difference between the two systems is the handling
of long-range interactions. The time between sampled MD configurations is 10 ps over 100
ns simulations, for a total of 104 sampled configurations for each system. The 3D case has
lower ion densities below the midpoint of the simulation box and higher densities closer to
z = zmax, whereas the 3DC case’s ion distribution is more symmetrical about the midpoint of
the simulation box, but still slightly skewed toward higher z values.
Figure 4.5 shows individual density profiles for Na and Cl. We can see a structure of peaks
at either end of the simulation box in the 3DC case for Na and Cl, whereas in the 3D case the
peak structures at the low end of the simulation box are not reproduced at the high end of the
box. Moreover, the 3D case appears significantly more skewed than the 3DC case, even when
individual ion densities are considered. Indeed because of the symmetry of this system one
expects the ion distribution to be symmetrical about the midpoint of the simulation box.
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Figure 4.6: Average orientation of water molecules with respect to the z axis as a function of
z coordinate in the MD simulations of figure 4.4. θD,Z is the angle between the dipole moment
of water and the z axis, and the average cosine of this angle is plotted. Each arrow indicates
the general direction of the orientation of the average water molecule at the nearest peak. The
horizontal axis has been translated and scaled as in Figure 4.4. The time between measurements
is 10 ps. The resulting curves were interpolated using cubic spline fits.
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Figure 4.6 shows the average cosine of the angle between the dipole moment of water and
the z axis. The behaviours of the 3D and 3DC cases are nearly identical between z/zmax =
0 and 0.15. There is a region between z/zmax = 0.15 and 0.85 containing water with only
barely nonzero average cosine, where the 3D case deviates from zero slightly more than the
3DC case. The two curves exhibit slightly sinusoidal behaviour with opposing signs in this
region. The remainder of the accessible z coordinates in the simulation box echo the behaviour
between z/zmax = 0 and 0.15, but the number of peaks is more faithfully reproduced by the
3DC case than the 3D case. On the other hand, the peak of the 3DC case nearest the maximum
z coordinate is slightly skewed.
The locations of the peaks in Figures 4.5 and 4.6 are not simply random. Peaks in the
orientation plot correspond to peaks of the Na+ and Cl− density profiles. This is evidence
that a sort of stratification occurs where ions are surrounded by water molecules with dipoles
oriented toward or away from the ion, depending on the charge. This phenomenon explains
the oscillations in both the orientation of water molecules and the ion densities. Figure 4.7
shows a schematic representation of the stratification. Without an explicit solvent model this
layering could not occur, which also explains the deviation between the MD and MC data in
Figure 4.1, supported by the fluctuations of the average orientation plotted in Figure 4.2. We
note that a layered density profile could be observed in even a simple Lennard-Jones fluid due
to stacking of finite-size particles, but the cost associated with escaping solvation shells as well
as the behaviour of the orientation profile makes this type of stacking unlikely in this system.
Figure 4.7: Schematic representation of the layering of ions and water which accounts for
the stratification of ions and the oscillation of the orientation of water molecules observed in
Figures 4.5 and 4.6. The red circle is a negative ion, the blue circle is a positive ion, and the
red and blue arrows represent the dipole moments of water molecules.
The coordination number provides a description of the structure of water around ions. It is
calculated as follows:
nc =
4pi
Vwater
∫ rmin
0
dr r2 g(r), (4.1)
where Vwater is the volume of one water molecule, g(r) is the radial distribution function be-
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tween the water oxygen and the ion, and rmin is the location of the first minimum of that radial
distribution function. The larger the coordination number, the more water in the ion’s first
hydration shell. The coordination numbers for Na and Cl in SPC water have been reported as
approximately 4.05 and 9.5 respectively [59], and the coordination number of SPC water has
been reported as 4.28 [81].
We measured the average Coulombic energy of each system, divided into a short-range
term (due to interactions within the real-space cutoff) and a long-range term (due to PME). The
short-range energies were −463400 ± 1.4 kJ/Mol and −463402 ± 2.3 kJ/Mol for the 3D and
3DC cases respectively. These terms are within error of one another. However, the long-range
energies were −23693.7 ± 0.061 kJ/Mol and −23649.1 ± 0.054 kJ/Mol for the 3D and 3DC
cases respectively. There is a difference of 44.6 kJ/Mol between these two terms, which is
well beyond the scope of the error estimates. Thus we can state that the choice of geometry
in the Ewald sum can have a significant effect on the behaviour of a system. The long-range
Coulombic energies are indeed significantly different, as are the ion distributions and even the
average orientation of water.
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4.3 Water flow
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Figure 4.8: Comparison of water flow induced by adding 72 NaCl to the upper reservoir (UR)
or lower reservoir (LR), with the unaltered case for reference. 72 NaCl corresponds to a salt
concentration of 1.1 M in that reservoir. An increase of 1 on the vertical axis indicates that one
molecule has moved to the upper reservoir, and a decrease of 1 on the vertical axis indicates that
one molecule has moved to the lower reservoir. The value of a curve at some time represents
how many water molecules have moved from the lower reservoir to the upper reservoir from
the beginning of the simulation to that time. The initial flow of water molecules in each case is
transient. After the pressure between reservoirs is reduced by the transient flow, each system’s
behaviour gives way to oscillations about a net flow.
Figure 4.8 demonstrates that water can be made to flow from a ”source” reservoir to a
”target” reservoir by adding ions to the target reservoir. When 1.1 M NaCl is added to the upper
reservoir there is a large transient flow within the first 10 ns, but as the simulation progresses
the pressure between reservoirs is relieved, and number of water molecules that have moved
to the upper reservoir fluctuates around an average of 38.15. When the same amount of NaCl
is added to the lower reservoir there is initially a flow of water out of the lower reservoir, but
eventually water flows into the lower resrvoir, fluctuating about an average net movement of
29.3 molecules to the lower reservoir. If no salt is added to either reservoir, there is still a small
net flow of water molecules. This can be explained by the fact that there are initially 3079
H2O in the upper reservoir and 3065 H2O in the lower reservoir. In this case, the average net
movement is 6.58 water molecules to the lower reservoir.
The overall behaviour observed is intuitively correct. Ions do not move between reservoirs,
and whether this is due to their physical size or an entropic cost, it essentially makes the CNT
a semipermeable membrane. The resulting flow of water is the expected result of osmotic
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pressure. Ions do not leave the reservoir in which they’re placed, but water can flows to the
salted reservoir in an attempt to dilute the salt concentration. Net flow stops when the osmotic
pressure is matched by the pressure caused by a higher water density.
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Figure 4.9: Average number of hydrogen bonds per water in the lower reservoir and upper
reservoir for the simulations of Figure 4.8. Time 0 is when the reservoirs are connected, and
negative time values correspond to the equilibration period in which the reservoirs are isolated.
There are no negative time values for the unaltered case because there was no change made
to the system that would warrant equilibration of each reservoir individually; this is simply a
baseline for reference. Once water molecules are permitted to flow, the number of hydrogen
bonds per water molecule approaches an equilibrium value as the networks of hydrogen bonds
in either reservoir are rearranged. The equilibrium value is reached at a time near the end
of the transient flow. The addition of NaCl disrupts the hydrogen bonding network, signifi-
cantly reducing the equilibrium number of hydrogen bonds per water molecule in the reservoir
containing NaCl.
As shown in Figure 4.9, the end of the transient flow coincides with the stabilization of the
average number of hydrogen bonds. The addition of 1.1 M NaCl decreases the average number
of hydrogen bonds per water molecule in the target reservoir. Without adding salt, the average
values at equilibrium are 3.376 and 3.379 hydrogen bonds per water molecule for upper and
lower reservoirs respectively. When 1.1 M NaCl is added the source reservoirs are left largely
unaffected, with average values at equilibrium of 3.370 and 3.366 hydrogen bonds per water
for the upper and lower reservoirs respectively. This is not the case in the target reservoir. With
1.1 M NaCl present, the average value at equilibrium drops to 3.126 and 3.128 hydrogen bonds
per water molecule for the top and bottom reservoirs respectively.
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Figure 4.10: Comparison of water flow induced by adding 7 NaCl to the upper reservoir (blue)
and lower reservoir (red), with the unaltered case for reference. 7 NaCl in one reservoir corre-
sponds to a salt concentration of 0.11 M in that reservoir.
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Figure 4.11: Average number of hydrogen bonds per water in the lower reservoir and upper
reservoir in the simulations of Figure 4.10. Time 0 is when the reservoirs are connected. Con-
trary to the case where 1.1 M NaCl is added to a reservoir, the number of hydrogen bonds per
water in both the source and target reservoirs approaches the equilibrium value even before the
reservoirs are connected. This occurs in each water flow simulation with 0.11 M NaCl.
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Figure 4.12: Comparison of water flow induced by removing 100 water molecules from the
upper reservoir with the unaltered case for reference. Water flows from the lower reservoir
to the upper reservoir in order to compensate for the difference in water density between the
reservoirs. Once the densities in each reservoir are equalized, the initial transient flow gives
way to oscillations about a net flow of 49.26 water molecules.
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Figure 4.13: Average number of hydrogen bonds per water in the each reservoir for the simula-
tions of Figure 4.12. With 100 water molecules removed from the upper reservoir, the averaged
equilibrium value of the number of hydrogen bonds is 3.362 for the lower reservoir and 3.363
for the upper reservoir. This is slightly lower than the unaltered case’s averaged equilibrium
values, 3.376 in the upper reservoir and 3.379 in the lower reservoir.
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Figure 4.10 demonstrates the effect of introducing a low concentration of salt into one
reservoir. 0.11 M NaCl has significantly less effect on the movement of water than 1.1 M NaCl.
In fact, the flow behaviour of the low concentration simulation may be largely indistinguishable
from that of the unaltered system. However, comparing the case of 0.11 M NaCl in the upper
reservoir with the case of 0.11 M NaCl in the lower reservoir exposes noticeably different flow
behaviour, as water still tends to flow to the target reservoir in each case. The average net
flows for these simulations are 9.44 and 2.59 molecules to the target reservoir for the NaCl in
the cases of adding NaCl to the upper and lower reservoir respectively. The intuitively correct
behaviour observed in Figure 4.8 carries over when less NaCl is added to either reservoir. As
expected, the amount of flow varies with the magnitude of the concentration gradient across
the membrane (CNT).
As shown in Figure 4.11 the presence of even 0.11 M NaCl affects the average number
of hydrogen bonds per water molecule. Once stabilized, the average number of hydrogen
bonds per water in a reservoir with 0.11 M NaCl at equilibrium is 3.347, slightly less than
the equilibrium value of the pure water case. The effect of the addition of NaCl on hydrogen
bonding is thus dependent on the amount of NaCl added, as one would expect. Contrary to
the simulations with high concentrations of salt and the simulations without salt, stabilization
of the number of hydrogen bonds per water occurs before the reservoirs are even connected.
Regardless, the end result is as expected in each case: The number of bonds per molecule
eventually stabilizes and net flow behaves predictably.
Figure 4.12 demonstrates that water can be made to flow from a source reservoir to a target
reservoir by removing water molecules from the target reservoir. When 100 water molecules
are removed from the upper reservoir, there is an initial transient flow that gives way to fluctua-
tions about an average net movement of 49.26 molecules from the lower reservoir to the upper
reservoir, thereby compensating for the removed molecules and effectively equalizing the pres-
sure between the reservoirs. This is yet another example of intuitively correct behaviour. In
order to see this more clearly, we can make an analogy. Consider a physical system of two
identical 20-litre containers connected at the base by a tube with a valve to permit or prohibit
flow. When 10 litres of water are added to each container and the valve is opened, no net flow
of water occurs. If the valve is then closed and 5 litres of water are removed from one reservoir,
opening the valve will result in a net flow of water. Eventually, there will be 7.5 litres of water
in each container.
In Figure 4.13, we see that the average number of hydrogen bonds per water molecule is
barely affected by the removal of 100 water molecules from a reservoir. The average number of
hydrogen bonds per water molecule at equilibrium is 3.362 and 3.363 for the upper and lower
reservoirs respectively, only slightly less than the values for the unaltered system. This supports
the notion that removing 100 water molecules from one reservoir in this system does not affect
the density of water in either reservoir to the point of creating a bubble of empty space, which
in previous simulations led to a spurious flow of water to the more populous reservoir.
38 Chapter 4. Results and Discussion
0 50 100
Time (ns)
0
50
100
M
ov
em
en
t o
f w
at
er
 to
 u
pp
er
 re
se
rv
oi
r (
mo
lec
ule
s)
No salt
0.11 M NaCl in UR
1.1 M NaCl in UR
Figure 4.14: Comparison of net water flow induced by removing 100 water molecules from the
upper reservoir and adding 1.1 M NaCl to the upper reservoir (red), 0.11 M NaCl to the upper
reservoir (blue) and no salt (black). This shows the two effects in cooperation.
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Figure 4.15: Average number of hydrogen bonds per water in each reservoir for the simulations
of figure 4.14.
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Figure 4.16: Comparison of net water flow induced by removing 100 water molecules from the
upper reservoir and adding 1.1 M NaCl to the lower reservoir (red), 0.11 M NaCl to the lower
reservoir (blue) and no salt (black). This shows the two effects in competition.
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Figure 4.17: Average number of hydrogen bonds per water in each reservoir for the simulations
of figure 4.16.
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Figures 4.14 and 4.15 show the effects of removing water from the upper reservoir and then
adding NaCl to the upper reservoir. This results in the cooperation of the two effects: As shown
in figure 4.12 water will flow to the reservoir from which water was removed, and figure 4.8
demonstrates that water will flow to the reservoir to which salt was added. The resulting net
flows of water behave predictably. The 0.11 M NaCl case has only a slightly higher average
net flow than the unsalted case (51.76 vs 49.26 molecules) and the 1.1 M NaCl case has con-
siderably higher net flow, which fluctuates about an average of 84.92 molecules. The effect
on hydrogen bonding is similar: Once stabilized, the average number of hydrogen bonds is
decreased by the presence of NaCl alone and by the removal of water alone. When these mod-
ifications are combined, the number of hydrogen bonds after stabilization is decreased more
than by either effect in isolation.
Figures 4.16 and 4.17 show the effects of removing water from the upper reservoir and then
adding NaCl to the lower reservoir. This results in competition between the two pressures.
Water is pushed to the top reservoir because water molecules were removed from that reservoir,
and it is pushed to the bottom reservoir because of the presence of NaCl in that reservoir. The
net flow of water in these simulations behaves predictably. The highest average net movement
of water molecules is in the case where no salt is added to compete with the removal of water
from the top reservoir, resulting in an average net flow of 49.26 molecules. Adding 0.11 M
NaCl results in an average net movement of 32.00 molecules to the upper reservoir, and adding
1.1 M NaCl results in an average of 9.32 molecules moved from the lower reservoir to the upper
reservoir. Hydrogen bonding behaves identically to the previous case, where the modifications
were combined in cooperation.
It seems counterintuitive that the net movement of only a few dozen water molecules be-
tween reservoirs can cause such a dramatic change in hydrogen bonding throughout the system.
Typically, the upper reservoir has a greater average number of hydrogen bonds than the lower
reservoir during equilibration. After the reservoirs are connected and the transient flow has
passed, these averages stabilize at a value dependent on the modifications made to the system.
This behaviour has been observed throughout our simulations of the two reservoir system.
The extremely low average number of hydrogen bonds measured in the lower reservoir during
equilibration is due to the angle criterion used in counting hydrogen bonds. Increasing the max-
imum angle αhb produces significantly higher measurements in the lower reservoir, and only
slightly higher measurements in the upper reservoir. From this we see that while the densities
of water are similar in each reservoir, the structure is indeed quite different.
Figure 4.18 shows the radial distribution functions during equilibration and production for
the simulation with 1.1 M NaCl in LR and no water removed. During equilibration, the distri-
butions in LR and UR are distorted. The first minimum for SPC water is known to be at 0.35
nm and this is reproduced in the production RDF, but during equilibration this peak is closer
to 0.32 and 0.44 for the upper and lower reservoirs respectively. The sizes of the peaks are
also distorted, with the peak of the RDF for the UR during equilibration more than double the
size of the production peak. The first peak of the RDF for the LR during equilibration is lower
than the size of the production peak. This bizarre structural behaviour indicates the possibility
of some artifact in the system during equilibration, and that the reservoirs may still interact
despite the water in the CNT being frozen. However, once the reservoirs are connected, the
radial distribution function assumes the usual form and physically correct behaviour ensues.
4.3. Water flow 41
0.2 0.4 0.6 0.8 1 1.2 1.4
r [nm]
0
2
4
6
8
10
O
-O
 R
ad
ia
l d
ist
rib
ut
io
n
Production, all
Equilibration, LR
Equilibration, UR
Figure 4.18: Comparison of O-O radial distribution functions (RDFs) measured for the simu-
lation with 1.1 M NaCl in LR, no water removed. The black curve corresponds to sampling of
all water oxygens during the production phase, and the red and blue correspond to the water
oxygens of the LR and the UR respectively during equilibration. The distributions continually
decrease with r because of the empty space around each reservoir.
0 M NaCl 0.11 M in LR 0.11 M in UR 1.1 M in LR 1.1 M in UR
Equal -6.58 -9.44 2.49 -29.30 38.15
100 Removed 49.26 32.00 51.76 9.32 84.92
Table 4.1: Average values for the net movement of water in all simulations of water flow. The
average was taking after discarding the first 14 ns of data after the reservoirs were connected.
Positive signage indicates movement of water molecules to the upper reservoir (UR) and neg-
ative signage indicates movement of molecules to the lower reservoir (LR). Rm refers to the
simulations with water removed from the upper reservoir, and Eq refers to the simulations with
no water removed.
0 M NaCl 0.11 M in LR 0.11 M in UR 1.1 M in LR 1.1 M in UR
Eq, UR 3.376 3.374 3.347 3.366 3.126
Eq, LR 3.379 3.349 3.377 3.128 3.370
Rm, UR 3.362 3.361 3.333 3.350 3.118
Rm, LR 3.363 3.333 3.360 3.118 3.353
Table 4.2: Averaged equilibrium values for the number of hydrogen bonds per water in all
simulations of water flow. The average was taken after discarding the first 14 ns of data after
the reservoirs were connected. Rm refers to the simulations with water removed from the upper
reservoir, Eq refers to the simulations which had no water removed.
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Conclusions and Future Work
The work presented in this thesis has explored the behaviour of water in a variety of interesting
conditions. We used a spread of classical molecular dynamics (MD) simulations with several
goals. We studied the distribution of ions in systems of water and NaCl confined between both
sheets of graphene and blocks of graphite. We examined the effect of the geometry of the
Ewald sum on the behaviour of a system of water and ions. Finally, we examined a system of
two enclosed reservoirs connected by a carbon nanotube, altering the system in several ways
to cause water to move from one reservoir to the other.
In the first case, we measured the distribution of ions in a system of water and NaCl con-
tained between sheets of graphene. We examined two salt concentrations, and compared the
distributions to published data from Monte Carlo (MC) simulations [33]. Our simulation re-
sults were not within error of the published data, but this is largely due to our use of an explicit
solvent where the MC simulations used a dielectric continuum. If explicit water is used, the
ions and water assume a layered structure at the system boundaries, creating a peak in the
MD ion distribution where there is only a smooth curve in the MC distribution. The pres-
ence of this structure is evidenced by the oscillatory behaviour of the average orientation of
water molecules near the system boundaries. Other MD simulations [17, 30] showed similar
peaks in ion density near the system boundaries. Other small differences between our MD
simulations and the reference MC simulations may have caused some deviation in the results
as well. Finally, the resolution of our distribution is limited due to constraints on time and
available computational resources, whereas the data from MC simulations was quite smooth.
Overall, the results were encouraging and lend support to GROMACS’ handling of long-range
electrostatics.
In the second case, we considered a system of water and ions contained between blocks
of graphite several nanometers thick. We performed two simulations of this system, using
the regular 3D Ewald sum (3D) in one case and the 3D sum with correction term for slab
geometry (3DC) in the other. We measured the combined ion distribution, which was skewed
toward one end of the simulation box in each case, but less so in the 3DC case. We also
measured the individual Na+ and Cl− distributions. We measured the average orientation of
water molecules with respect to the normal of the graphite slabs and saw distributions that
were roughly mirrored across the midpoint of the simulation box. The number and structure
of peaks at either end of the simulation box was more consistent in the 3DC case. We believe
that the peaks in the orientation plot correspond to peaks in the individual ion density plots,
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indicating the presence of a layered structure where water molecules are arranged around ions
with their dipoles pointed toward or away from ions depending on the ion’s charge. Finally, we
measured the short range and long range Coulombic energy in each case. While the short-range
energies were equal within error, the long-range energies were not. We conclude that the choice
of summation geometry in the Ewald sum has consequences that depend on the geometry of
the system. If periodicity is broken in one direction, one must account for this in the geometry
of the Ewald sum or the behaviour of the system will be altered. Failing to use the appropriate
parameters and approximations in a MD simulation can result in the manifestation of artifacts,
and a waste of resources.
The third case involved the greatest number of MD simulations. In each of ten simulations,
the system consisted of two water reservoirs built from graphene and connected by a carbon
nanotube. The water in the system was forced to move between reservoirs by changes made
in either reservoir. The changes were twofold: We added NaCl at one of two concentrations
to a reservoir, and we removed a fixed number of water molecules from one reservoir. We
first observed that water would indeed flow from a ”source” reservoir to a ”target” reservoir if
a high concentration of NaCl was added to the target reservoir. We repeated this observation
with a lower concentration of NaCl, noting that the effects were less pronounced. We then
observed the effect of removing a number of water molecules from the target reservoir. This
number accounted for less than 3.4% of the total population of that reservoir. The disparity in
water densities was removed as water flowed from the source reservoir to the target reservoir,
equalizing the populations of water molecules. Finally, we observed the effects of mixing
the two changes in a single system. We observed the effects in cooperation, where salt was
added at low and high concentrations to the target reservoir and water was removed. We also
observed the effects in competition, where the salt was added at low and high concentrations
to one reservoir and water was removed from the other. In the case of cooperation the net
flow of water was increased above the net flow for either effect in isolation. Inn the case of
competition the net flow was decreased below the effect of either effect in isolation. The overall
effect of the changes on the net flow of water were roughly additive. We also measured the
number of hydrogen bonds per water molecule in each reservoir for each of the ten simulations
of water flow. The system with the highest numbers of hydrogen bonds per water molecule at
equilibrium was the totally unaltered case, where no salt was added and no water was removed.
Adding NaCl decreased the number of hydrogen bonds per water molecule, mainly in the
reservoir to which it was added but to a lesser extent in the other reservoir as well. The systems
with the lowest number of hydrogen bonds per water molecule at equilibrium were those that
had water removed and the highest concentration of salt added. Even without adding NaCl,
the removal of water slightly reduced the number of hydrogen bonds per water molecule at
equilibrium. We observed strange behaviour in that over a thousand hydrogen bonds could
be made or broken by the net movement of several dozen water molecules. This is likely
related to the wildly different structures of hydrogen bond networks in the reservoirs during
equilibration, and that despite the use of freeze groups to prohibit flow of water through the
CNT there may be some communication between reservoirs. This is a problem which merits
further investigation.
Computer simulation is an invaluable tool in modern science, and its use will not likely fade
in the foreseeable future. It is an important bridge between real-world experiments and theory.
However, as is often the case with computers, the quality of the result depends on the quality of
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the input. It is the responsibility of the researcher to ensure to ensure that appropriate simulation
protocols are selected. Simply accepting software defaults or commonly chosen protocols
regardless of the nature of the system being studied can easily lead to the manifestation of
artifacts [27, 80, 79]. Such errors are expensive and wasteful but can be avoided with patient
and thorough checking by the researcher.
The problem of water flow in carbon nanotubes is still very much open. Future work
in this area could consist of thoroughly mapping the relationship between these changes and
their effect on the number of hydrogen bonds per water molecule at equilibrium. Additional
changes to induce flow are possible as well, such as the use of a thermal gradient. In this case,
one reservoir is held at a higher temperature than the other, and water has been shown to flow
toward the area of lower temperature [83]. Electric fields could also be used to induce flow
[10]. Larger carbon nanotubes could be used in place of the (6,6) nanotube we used, and the
geometry of the tube could even be altered to form an hourglass shape, for instance.
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Appendix A
Electrostatics in a Periodic system
A.1 Fully periodic systems
A.1.1 Introduction
The handling of long-range interactions is a nontrivial problem in computational physics. The
tail correction resulting from truncating a potential in three dimensions at some cutoff length
rc can be estimated using
Utail = Nρ
2
∫ ∞
rc
u(r)4pir2 dr (A.1)
where ρ is the average number density, N is the total number of particles, and u(r) is the poten-
tial. The correction diverges unless the potential drops off faster than r−3. This is inconvenient
as it rules out using truncation and tail correction for both Coulombic and dipolar interactions
without somehow reducing the correction.
The Ewald summation is a method for computing potential energy and forces in a periodic
system due to long-range interactions without disregarding the tail correction. In short, this
is accomplished by placing a fictitious screening charge distribution of equal magnitude and
opposite sign around each charge in the system. We eventually undo this by adding another
charge distribution, this time of equal magnitude and identical sign as the original charges in the
system. The calculation of potential energy is broken into a real-space part and a Fourier-space
part. [2, 25]
A.1.2 Analysis
The Ewald summation
In a periodic system of ions, the electrostatic potential energy can be written as
Uzz = 1
2
∑
n
′
 N∑
i=1
N∑
j=1
qiq j
|rij + n|
 (A.2)
where qi, q j are the charges in reduced units, N is the total number of ions in the system, rij is
the vector connecting ions i and j, and the summation is performed over all periodic images of
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the system divided into a simple cubic lattice with points n =
(
nxL, nyL, nzL
)
, where nx, ny, nz
are integers. The prime on the summation indicates we omit i = j for n = 0. This sum is only
conditionally convergent. In order to improve its convergence, we rewrite the charge density.
In equation A.2 we represented the ions as point charges using a sum of δ-functions. We know
this decays as 1/r, so instead we consider a system of ions where each charge is surrounded
by a diffuse charge distribution of opposite sign and equal total magnitude. In this case, the
electrostatic potential due to each individual ion depends exclusively on the fraction of charge
that is not screened, which vanishes at large distances. We will consider a Gaussian distribution
surrounding ion i
ρGauss(r) = −qi
(
κ√
pi
)3
exp(−κ2r2) (A.3)
where
√
2/κ is the width of the distribution. In order to correct for the fact that we have added
a fictitious charge distribution to the system, we must add a cancelling distribution to each ion.
This distribution is the same shape as the screening charge distribution but of opposite sign. We
will allow the electrostatic interaction of cancelling distributions with themselves and correct
for this later. Because we allow this, not only are the fictitious distributions smoothly varying
in space, they are periodic, and can be represented using Fourier series.
The final result consists of four terms: The real space term, the reciprocal space term, the
self-interaction term, and the dipolar or surface term.
UR = 12
N∑
i=1
N∑
j=1
∑
n∈Z3
′
qiq j
erfc(κ|ri j + n|)
|ri j + n| (A.4)
UK = 12piL3
N∑
i=1
N∑
j=1
∑
k,0
qiq j
4pi2
k2
exp(−k2/4κ2) cos(k · ri j) (A.5)
US = − κ√
pi
N∑
i=1
q2i (A.6)
UD = 2pi3L3
∣∣∣∣∣∣∣
N∑
i=1
qiri
∣∣∣∣∣∣∣
2
(A.7)
where erfc(x) is the complementary error function. [2, 25]
The Madelung constant
One application of the Ewald summation can also be used as a test of the method. The majority
of the binding energy of ionic crystals is electrostatic and is called the Madelung energy. The
binding energy at a single site i of a simple ionic crystal at equilibrium is given by
Ui = UMadelung +Urepulsive = − Miqi4piε0R0
(
1 − ρ
R0
)
(A.8)
where
Mi ≡
∑
j
q j
ri j/R0
(A.9)
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Figure A.1: Structure of sodium chloride.
is the Madelung constant, R0 is the nearest neighbour distance, and ρ is a measure of the range
of the repulsive interaction, typically of the order of 0.1R0. The Madelung constant itself is
unitless and exclusively dependent on the structure of the crystal in question. We use the
Ewald summation method to numerically evaluate the Madelung constant for the face-centred
cubic structured Sodium Chloride. [46]
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A.1.3 Results
The Madelung constant for sodium chloride is available from literature. In the following tests,
we have rounded it to
MNaCl = −1.7475645946. (A.10)
In each of the following subsections, we examine the roles played by the parameters of the sum-
mation on the accuracy of the calculated Madelung constant for sodium chloride. The system
consists of a cubic box of unit length containing eight ions. We also look at the computational
cost of the calculation.
The parameter κ is inversely proportional to the width of the fictitious charge distributions
described by equation A.3. As κ → 0, the fictitious distributions spread out to infinity and do a
poor job of screening interactions. As κ → ∞, the fictitious distributions approach the limit of
δ-functions themselves, and once again do a poor job of screening. There should exist a value
of κ somewhere between these two extremes which maximizes the accuracy of the summation.
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Figure A.2: Relative Error of Calculated Madelung Constant.
In figure A.2 we have plotted the magnitude of the relative error of the calculated Madelung
constant with respect to κ for different total number of wave vectors used in the summation
(Nk). As expected, the relative error is minimized at a value κ=κc. The relative error then
increases monotonically as κ increases. The value of κc increases with Nk, while the relative
error corresponding to κc decreases.
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Figure A.3: CPU time cost of calculating the Madelung constant.
In figure A.3 we have plotted the CPU time required to perform the summation against the
total number of wave vectors used in the summation. The times plotted are averaged over 105
calculations of the Madelung constant. The calculations were done on a 2.53 GHz dual core
processor. The computational cost increases linearly with the number of wave vectors used in
the summation. Typically, 100-200 wave vectors are used and κ is set to 5/L, where L is the box
length of the system [2]. In this case, the Madelung constant calculated using those parameters
would be correct to within approximately 0.01%, and on the aforementioned hardware it would
take less than 0.5 ms.
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A.1.4 Conclusion
We have implemented the Ewald summation in order to calculate the Madelung constant for
sodium chloride. The accuracy of the result depends heavily upon the choice of parameters, so
parameter choice must be given much thought. Simply using a huge number of wave vectors in
the summation may be ineffective if the wrong value of κ is used. In some respects, the Ewald
summation is a Goldilocks situation: One must not choose κ to be very large or very small.
There exists a ”sweet spot” dependent on the number of wave vectors use in which the result
can be very accurate indeed.
A.2 Systems with slab geometry
A.2.1 Analysis
The 2D Ewald summation
The electrostatic potential energy calculated by the Ewald summation for a rectangular system
periodic in 3 dimensions is given by
U = 1
2
N∑
i=1
N∑
j=1
∑
n∈Z3
′
qiq j
erfc(κ|ri j + n|)
|ri j + n|
+
1
2piV
N∑
i=1
N∑
j=1
∑
k,0
qiq j
4pi2
k2
exp(−k2/4κ2) cos(k · ri j)
− κ√
pi
N∑
i=1
q2i
+ J(M)
(A.11)
Where the first line corresponds to the real-space term, the second to the Fourier-space term, the
third to a correction term for self-interaction, and the fourth is a term dependent on summation
geometry and boundary conditions. V = LxLyLz is the volume of the system cell and we
have reciprocal lattice vectors k =
(
2pin′x
Lx
,
2pin′y
Ly
,
2pin′z
Lz
)
where n′i are integers. The parameter κ
corresponds to the width of the cancelling distribution and can be tuned along with the number
of n and k vectors for optimal computational efficiency. If a spherical summation geometry is
used, then the fourth term becomes
J(M) =
2pi
(2s + 1)V
|M|2 = 2pi
(2s + 1)V
∣∣∣∣∣∣∣
N∑
i=1
qiri
∣∣∣∣∣∣∣
2
(A.12)
where s is the dielectric constant of the surrounding medium and M is the total dipole moment
of the system.
Heyes, Barber and Clarke determined the equivalent expression for a system with period-
icity in x and y but of finite length in z [36]. Consider N two dimensional lattices of point
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charges. The charge density at a point (x, y, z) is given by:
ρ(x, y, z) =
N∑
j
ρ(x j, y j, z j)δ(x − x j)δ(y − y j)δ(z − z j) (A.13)
Where δ(s) is the Dirac delta function. This can be represented using Fourier integrals:
ρ(x, y, z) =
N∑
j
q j
δ(z − z j)
A
∫ ∞
−∞
exp
[
2piih · (r j − r)
]
dh (A.14)
Where r j = x j + y j , r = x + y, A is the area of the simulation box in the plane parallel to the
lattices, and h is a two dimensional lattice vector with |h| = h. Due to the charge distribution’s
two dimensional periodicity, we can rewrite this as:
ρ(x, y, z) =
1
A
∑
h
F(h, z) exp(−2piih · r) (A.15)
With
F(h, z) =
N∑
j
q jδ(z − z j) exp(2piih · r j) (A.16)
We now replace the point charges with Gaussian charge distributions varying smoothly in
space. The resulting distribution is:
ρ′(x, y, z) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
ρ(x − tx, y − ty, z − tz)σ(tx, ty, tz) dtx dty dtz (A.17)
Where
σ(tx, ty, tz) =
(
κ√
pi
)3
exp[−κ2(t2x + t2y + t2z )] (A.18)
and ts = s − s j. Let
F′(h) =
N∑
j
exp(2piih · ri j) (A.19)
The convolution theorem states that if F { f } and F {g} are the Fourier transforms of f and g
respectively, then the scalar product of f and g is the (inverse) Fourier transform of the product
F { f }F {g}. Using this, we can write
ρ′(x, y, z) =
1
A
∑
h
F′(h)φ(h) exp(−2piih · r) (A.20)
Where
φ(h) =
∫ ∞
−∞
∫ ∞
−∞
σ(tx, ty, tz) exp(2piih · t) dtx dty
=
κ√
pi
exp
− (tzκ)2 + (pih
κ
)2 (A.21)
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and t = tx + ty. The Coulombic potential energy felt by a charge at lattice site i resulting from
these Gaussian charge clouds is given by:
Φ(xi, yi, zi) = qi
∫
all space
ρ′(xi + ux, yi + uy, zi + uz)√
u2x + u2y + u2z
dV(u) (A.22)
Where dV(u) is the volume element at u = ux + uy + uz. The integral is evaluated using the
following:
exp(2pih|uz|)
h
=
∫ ∞
−∞
∫ ∞
−∞
exp(−2piih · u) dux duy (A.23)
The resulting potential energy is given by:
Φ(xi, yi, zi) = ΦI(xi, yi, zi) + ΦII(zi) (A.24)
Where
ΦI(xi, yi, zi) =
qi
A
N∑
j
q j
∑
h
′ cos(2pih · rij)
2h
[
exp(2pihzi j) erfc
(
pih
κ
+ κzi j
)
+ exp(−2pihzi j) erfc
(
pih
κ
− κzi j
)]
(A.25)
and
ΦII(zi) =
−2piqi
A
N∑
j
q j{zi j erf(zi jκ) + 1
κ
√
pi
exp[−(zi jκ)2]} (A.26)
Where primed summations indicate omission of the h = 0 term and zi j = zi − z j. As in the 3
dimensional case, two additional terms are needed:
ΦIII(xi, yi, zi) = qi
m∑
j,i
q j erfc(κ(ri j + zi j))
ri j + zi j
(A.27)
Where m is carried over all the charges in the simulation box. This term accounts for potential
due to point charges.
ΦIVi =
−2qiκ√
pi
(A.28)
This final term subtracts the self-energy of the added Gaussian charge distributions. The po-
tential at a lattice site i is thus given by:
V = ΦI(xi, yi, zi) + ΦII(zi) + ΦIII(xi, yi, zi) + ΦIVi (A.29)
To calculate the total potential energy, we sum over all particles. We have also renamed
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some variables in the final equation to facilitate comparison with the 3 dimensional case:
U = 1
2
N∑
i=1
N∑
j=1
∑
m∈Z3
′
qiq j
erfc(κ|rij + m|)
|rij + m|
+
1
2piA
N∑
i=1
N∑
j=1
∑
h,0
qiq j
cos(h · rij)
|h|
{
exp(|h|zi j) erfc
(
κzi j +
|h|
2κ
)
+ exp(−|h|zi j) erfc
(
−κzi j + |h|2κ
) }
− κ√
pi
N∑
i=1
q2i
+
pi
A
N∑
i=1
N∑
j=1
qiq j
{
zi j erf(κzi j) +
1
κ
√
pi
exp(−κ2z2i j)
}
(A.30)
Where A = LxLy is the area of the unit cell, zi j the separation of particles i and j in z, m =(
mxLx,myLy, 0
)
is a lattice vector, and h =
(
2pimx
Lx
,
2pimy
Ly
, 0
)
is a reciprocal lattice vector with
mx,my integers for each.
The Parallel Plate Capacitor Approximation
Using the 2D Ewald summation, Spohr [67] demonstrated that a parallel plate capacitor ap-
proximation can be used with the 3D Ewald summation to effectively break periodicity in one
dimension. In this approximation, provided two charges qi and q j have a large separation in
z and are periodically repeated in x and y, the electric field as felt by qi can be approximated
as a sheet of charge with surface charge density σ = q j/LxLy. The electric field is given by
E = σ/20, which along with the resulting force is completely independent of the z separation
of qi and q j. The x and y components of force vanish due to symmetry in these directions,
and because of the large empty space separating periodic images in z as well as the charge
neutrality condition imposed (
N∑
i=1
qi = 0), contributions from these images are negligible.
Unfortunately, this method produces unsatisfactory results. The problem originates in the
choice of J(M); a spherical summation geometry is simply not suited to the problem at hand.
Berkowitz and Yeh [82] instead assume a disc summation geometry in which the sum is eval-
uated in x and y first and z last. J(M) assumes the form
J(M) =
2pi
V
M2z (A.31)
where M2z is the z component of the total dipole moment of the system.
[2, 25, 82]
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Figure A.4: 26 charge test system, with red corresponding to positive charge and blue corre-
sponding to negative charge.
The Test System
In order to demonstrate that the 3D Ewald code has been successfully adapted for operation
in a slab geometry, a simple test system consisting of 26 charges of equal charge magnitude is
considered. Figure A.4 illustrates the arrangement; a 5 by 5 lattice of alternating positive and
negative charges in the xy plane, with a 26th charge suspended above the central charge. The
system satisfies the required charge neutrality condition.
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Figure A.5: Energy of the test system with various κ and Lz, with Lx = Ly = 1.
A.2.2 Results
Wildmann and Adolf [78] calculated the energy of this system using several different meth-
ods. Their result was U = −86.56586 in reduced units. When plotted as a function of κ, the
calculated energy of the test system for the cubic box and the box with large empty space be-
tween periodic images (Figure A.5) decreases with increasing κ. In practice, the typical choice
of κ is 5/L. If this guideline is used with a cubic box of unit length, the resulting energy
U(κ = 5) = −92.0018 is far from the correct value. In the case of large z separation between
periodic images, the guideline gives us U(κ = 1) = −86.4382, which is much closer to the
actual value.
While the value calculated with properly separated periodic images is without a doubt close
to the literature value, it is still off by some margin. This is likely due to the use of minimum
image convention in our summation; we have truncated our summation at |n| = 0 as is custom-
ary in using 3D Ewald summations.
In terms of computation time, the effects of changing the system geometry and modifying
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J(M) are negligible. Effectively the same calculations are being carried out in each case. On the
other hand, the added complexity of the k-space term alone in the proper 2D Ewald summation
must make this method quite costly relative to the 3D version.
Figure A.6: Energy of a random arrangement of 221 charges Q = ±1 with nonzero net charge
Qtot, without correcting for non-neutrality.
The requirement of an overall charge neutral system would place restrictions on the ap-
plicability of the method. There certainly exist situations which are still of interest where the
neutrality condition is not met, for example surfaces with charged defects. The problem is that
the sum on which the Ewald method is based is only defined when the system is charge neutral.
In 3D periodic systems, this is solved by applying a uniform neutralizing background to the
system, requiring a simple electroneutrality correction term in the energy:
Un = −piQ
2
tot
2κ2V
(A.32)
In a 2D periodic system, it is not possible to apply a uniform neutralization which does not
exert forces. In a recent publication, Ballenegger [5] presented a solution to this problem; we
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Figure A.7: Energy of a random arrangement of 221 charges Q = ±1 with nonzero net charge
Qtot, with correction for non-neutrality. κ = 1.2652 reproduces the result of Wildmann and
Adolf [78] for the 26 charge test system.
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assume the presence of two charged walls in z enclosing the slab. The system can be considered
as a charged slab of width h embedded into another slab of width Lz carrying a neutralizing
charge density ρb. Because of the separation between periodic images of the system, we need
only correct for the interaction between the system and the background in the |n| = 0 cell. This
background charge correction (bcc) term takes the form
Ubcc = 2piρb
∑
i
qiz2i + Qtot
L2z
12
 (A.33)
In Figure A.6 we have plotted the energy of a random arrangement of 221 charges of unit
magnitude without any term correcting for non-neutrality. The net charge of these arrange-
ments are +1 and +5. We can see that without the correction term to account for charge non-
neutrality, the resulting energy is very much dependent on κ, much more so than systems that
fulfill charge neutrality. Afterwards, we added the correction terms proposed by Ballenegger
[5] and changed κ so that it would replicate the energy as calculated by Wildmann and Adolf
[78] for the 26-charge arrangement. We added κ = 1.2652 to figure A.7, which shows the
energy of the same non-neutral systems as before. These terms vary much less with κ; only in
the extreme cases does the energy deviate much from the mean value. Evidently, the addition
of correction terms serves to stabilize the energy with respect to κ for non-neutral systems.
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A.2.3 Conclusion
We have implemented the Ewald summation with a correction term for use in systems with
a slab geometry. This involved adding a large empty space between periodic images of the
system in one direction, as well as a correction term to account for the changed summation
geometry and boundary conditions. We calculated the energy of a particular arrangement of
26 charges, and found U ' −86 as predicted, thus verifying the accuracy of the 3D Ewald
sum with correction term. The results for a cubic system were different from the results for
a rectangular system. Perhaps more importantly, the typical choice of κ associated with the
rectangular system gave an energy much closer to the correct value than did the typical choice
associated with the cubic system. However, the accuracy of these methods is still inferior to
that of the proper 2D Ewald summation, which is by all accounts the correct way of treating
long range interactions in a 2D periodic system.
The computational cost of evaluating 3D Ewald summations, with or without the correction
term, is indeed less than that of evaluating 2D Ewald summations. The increased complexity
of the k-space term is primarily responsible for this, but the choice of J(M) will play a part
as well. This is the tradeoff that makes the 3D Ewald summation with the correction term
attractive for simulations involving slab geometry. While it provides results quite close to
those of the correct 2D summation, the amount of CPU time required can be more than an
order of magnitude less than the time needed by the 2D summation [82]. For this reason,
the 3D Ewald summation with the correction term is implemented and still used in modern
molecular dynamics simulation suites, such as GROMACS.
Finally, the use of this method on systems that do not satisfy charge neutrality simply
requires the addition of a simple correction term, but we have demonstrated that this is feasible.
The additional terms stabilize the energy with respect to κ and plays a larger part as the net
charge of the system grows.
Appendix B
Autocorrelation functions
B.1 Introduction
In statistics, two random variables can be considered correlated if, on average, the variables
exhibit some form of dependence upon each other. The extent and nature of this dependence
can be determined using a correlation function
Cαβ =
〈δ (α) δ (β)〉
σ (α)σ (β)
(B.1)
Where α, β are the variables for which the correlation is being calculated, and
δ (α) = α − 〈α〉 (B.2)
σ2 (α) = 〈α2〉 − 〈α〉2 (B.3)
and 〈α〉 denotes the ensemble average of α.
The correlation function is usually measured across space or time for physical properties.
A positive correlation function implies that the variables are correlated, and exhibit a posi-
tive relationship where one increases with the other. A negative correlation function implies a
negative correlation, where instead one variable decreases as the other increases. A zero corre-
lation function implies that the variables are uncorrelated, and thus independent. The larger the
magnitude of the correlation function, the stronger the dependence between the two variables.
An autocorrelation function is the correlation function for one variable, such as the velocity
of a particle in a molecular dynamics simulation, at different times. Equation B.1 becomes
Cαα =
〈δ2 (α)〉
σ2 (α)
(B.4)
Or, in the case of data separated by discrete timesteps,
Cαα (τ) = 〈α (τ)α (0)〉 = 1
τmax
τmax∑
τ0=1
α (τ0)α (τ0 + τ) (B.5)
Where τ = t/δt is the time scaled by the size of the timestep, and the summation is essen-
tially an average over τmax time origins.
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While seemingly abstract notions, correlation and autocorrelation functions can be used to
extract useful information from dynamical systems in computational physics. For example the
velocity autocorrelation function (VACF) can be used to determine the diffusion coefficient
D =
∫ ∞
0
〈vx(τ)vx(0)〉 dτ (B.6)
Where vx denotes velocity in one of the d orthogonal directions in a d-dimensional system.
More generally, relationships between transport coefficients and integrals over time-correlation
functions such as equation B.6 are called Green-Kubo relations. More generally still, linear
response theory provides links between time correlation functions and responses to weak per-
turbations.
[2, 25]
B.2 Analysis
B.2.1 The Lennard-Jones fluid
We will examine the VACF of a system of 200 Lennard-Jones model particles of mass m. The
particles interact with a potential of the form
VLJ = 4ε
[(
σ
r
)12
−
(
σ
r
)6]
(B.7)
Where ε corresponds to the maximum depth of the potential well, and σ is the finite value of r
at which the potential vanishes. Additionally, we consider ε the unit of energy for the system,
and σ the unit of length. These parameters can be chosen to simulate, for example, noble gases
like Argon and Krypton.
We perform molecular dynamics simulations of this fluid with σ = ε = m = 1. We use the
velocity Verlet algorithm to calculate the equations of motion, and an Andersen thermostat [3]
to control the temperature of the system. The Andersen thermostat is a relatively simple way
to control temperature; the system is essentially coupled to a constant-temperature heat bath
using stochastic collisions. At every time step of length ∆t, particles are selected to undergo
collisions with the heat bath with a probability ν∆t, where ν is the collision frequency set at
the beginning of the simulation. Particle velocities are chosen from a Maxwell-Boltzmann
distribution corresponding to the desired temperature T .
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Figure B.1: Reference radial distribution function of a Lennard-Jones fluid at T ' 1.5, ρ =
0.8442 . This image is used with permission from Elsevier [25].
B.2.2 The Radial Distribution Function
The radial distribution function g(r) characterizes the local structure of a fluid. It gives the
probability of finding another particle at a distance r from a given particle. To measure it, we
simply normalize the number of atoms a distance r from a given particle with the number at the
same distance in an ideal gas at the same overall density. g(r) provides a solid test of whether
or not a molecular dynamics program is correctly calculating the equations of motion. The
radial distribution function for a Lennard-Jones fluid at a temperature near 1.5 and a density of
0.8442 (Figure B.1) is a damped sinusoidal wave that decays to 1 at large r.
Figure B.1 shows the radial distribution function taken from literature for a Lennard-Jones
fluid at a temperature near 1.5 and a density of 0.8442.
Figure B.2 shows the radial distribution function generated from simulation for the same
temperature and density as in figure B.1 for a variety of collision frequencies. Evidently, the
simulation accurately reproduces the radial distribution function regardless of the collision
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Figure B.2: Simulation radial distribution function at various collision frequencies measured
in our simulations of a Lennard-Jones fluid, with T ' 1.5, N = 200 L = 6.18769.
frequency. This analysis indicates that the equations of motion must be calculated correctly and
thus that the dynamics of the system are verified with confidence. The curves could be made
to converge to the literature example by increasing the duration of the simulation, however this
resolution is sufficient for our purpose.
[2, 25]
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Figure B.3: Comparison between the velocity autocorrelation function measured in our sim-
ulation of a Lennard-Jones fluid (red), and a velocity autocorrelation function from literature
(black) [25]. The conditions of these simulations were T ' 1.5, ρ = 0.8442.
B.3 Results
As shown in figures B.3 and B.4, the VACFs calculated using simulation data agree reasonably
well with the literature examples. It should be noted that the reference data for figure B.4 was
scaled such that the first value of the simulation-generated curve coincided with its counterpart
on the reference curve. This is because in the reference paper the VACFs are normalized such
that VACF(t = 0) = 1. Any small discrepancies between simulation and reference curves can
be attributed to different choices of parameters in the calculation of the VACF.
Figures B.5, B.6 and B.7 show VACFs for temperatures T = 0.5, 1.5, 2.5 with heat bath
collision frequencies ν = 0, 0.1, 10. The system consists of 200 particles in a cubic box with
side length L = 6.18769. Periodic boundary conditions are implemented.
Two observations can be made immediately. First, while a low collision frequency may
not drastically affect the VACF, a high collision frequency rapidly decorrelates the particle
velocities, resulting in a much smaller VACF. This is because of the stochastic nature of the
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Figure B.4: Comparison between the velocity autocorrelation function measured in our simu-
lation of a Lennard-Jones fluid (red) and published data (black) [47], with T ' 0.85, ρ = 0.81.
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Figure B.5: Velocity autocorrelation function measured in our simulations with ν = 0.
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Figure B.6: Velocity autocorrelation function measured in our simulations with ν = 0.1.
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Figure B.7: Velocity autocorrelation function measured in our simulations with ν = 10.
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Andersen thermostat. In a successful collision with the heat bath, a particle is given a random
velocity picked from the appropriate Boltzmann distribution, and any similarity to the particle’s
previous velocity is purely coincidental. There are versions of the Andersen thermostat which
allow ”softer” collisions, where the particle’s velocity after the collision is a mix between its
old velocity and this random velocity. These would do less damage to the VACF, but their
effectiveness in maintaining the system temperature would be reduced.
The second observation is that these are not simple exponential decays. Were that the
case, we could assume that there was a single process causing decorrelation, and thus only one
timescale to worry about. In fact, because Lennard-Jones particles interact by an infinite range
potential, there are two processes we can immediately identify.
Naturally, particles undergo collisions, but because Lennard-Jones particles are not sim-
ple hard spheres, collisions are not instantaneous; they occur over a finite length of time, the
definition of which is nontrivial. Because even at great separation Lennard-Jones particles
technically still ”feel” each other, imposing a collision time tcoll is subtle. One definition re-
stricts the collision to the time in which there is a ”strong” interaction between particles, which
in turn requires the definition of a strong interaction [48].
Consequently, because collisions are of finite duration, all particles do not spend the entire
length of the simulation undergoing collisions. There is on average a mean free time tmf be-
tween collisions; this is the second process mentioned. The timescale associated with each of
these processes depends on both temperature and particle number density. For example, higher
temperature particles have higher velocities, reducing both tmf and tcoll. On the other hand,
reducing particle number density will likely not affect tcoll, but it will increase tmf as particle
collisions will become less frequent.
Heat bath collisions could be considered as processes affecting the VACF in the same sense
as physical collisions. These collisions are instantaneous with a mean free time easily extracted
from the collision frequency ν.
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B.4 Conclusion
We have calculated both the radial distribution function and the velocity autocorrelation func-
tion for a Lennard-Jones fluid under an Andersen thermostat. There is a wealth of information
which can be extracted from both. We can use the radial distribution function to investigate
structural properties, for example phase separation in an inhomogeneous system, by measuring
g(r) for different regions. The velocity autocorrelation function can be used to calculate dy-
namic properties such as the diffusion coefficient. More practically, we can measure the time
it takes for the VACF to decay to zero and then separate measurements by that amount of time
in order to ensure that only uncorrelated configurations are being sampled. The VACF can also
be used to extract information related to timescales of processes affecting the system.
Further investigation could include fitting curves to reproduce the VACF, and from these
approximations extracting numerical estimates of time scales at a variety of temperatures and
densities.
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