Abstract. In this paper we discuss and characterize several set-theoretic solutions of the Yang-Baxter equation obtained using skew lattices, an algebraic structure that has not yet been related to the Yang-Baxter equation. Such solutions are degenerate in general, and thus different from solutions obtained from braces and other algebraic structures.
Introduction
The study of the Yang-Baxter equation is a fundamental topic in theoretical physics and fundamental mathematics. It laid foundation to the theory of quantum groups, and is used in many other fields like Hopf algebras and statistical mechanics. As finding arbitrary solutions is relatively complicated, Drinfeld [9] proposed to focus on a smaller set of solutions, the so-called set-theoretic solutions of the Yang-Baxter equation. A settheoretic solution of the Yang-Baxter equation is a pair (X, r) where X is a non-empty set and r ∶ X × X → X × X ∶ (x, y) ↦ (λ x (y), ρ y (x)) is a map satisfying (1) (r × id) ○ (id × r) ○ (r × id) = (id × r) ○ (r × id) ○ (id × r).
We briefly call this a solution. An easy example of a solution is the twist map, defined as r(x, y) = (y, x), for all x, y ∈ X. Moreover, this solution is involutive (i.e. r 2 = id X 2 ) and non-degenerate, which means that the solution is both left non-degenerate (i.e. λ x ∶ X → X is bijective, for all x ∈ X) and right non-degenerate (i.e. ρ x ∶ X → X is bijective, for all x ∈ X). If a solution is neither left nor right non-degenerate, then it is called degenerate. Next to the important class of involutive solutions, there is another relevant class of set-theoretic solutions where the map r is idempotent (i.e. r 2 = r). These solutions are called idempotent. A set-theoretic solution (X, r) is said to be
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cubic if r 3 = r. Note that the class of cubic solutions contains the class of idempotent solutions and the class of involutive solutions.
Non-degenerate (involutive) set-theoretic solutions of the Yang-Baxter equation have been studied intensively over the past years, see for example [10, 11, 23, 31] . The study of set-theoretic solutions of the Yang-Baxter equation became even more attractive since the discovery of related algebraic structures. In [28, 29] , Rump introduced cycle sets and braces to investigate non-degenerate involutive solutions. Later braces were generalized by Guarnieri and Vendramin [12] to study non-degenerate solutions that are not necessarily involutive. Catino, Colazzo, and Stefanelli [2] , and Jespers and Van Antwerpen [14] introduced (left cancellative) left semi-braces to deal with solutions that are not necessarily non-degenerate or solutions that are idempotent or cubic. Some of these solutions are degenerate. However, in general, not much is known about degenerate solutions and how to construct them.
Next to involutive solutions, another important class of set-theoretic solutions of the Yang-Baxter are the idempotent solutions. Using idempotent solutions and graphical calculus from knot theory, Lebed in [18] provides a unifying tool to deal with several diverse algebraic structures, such as free and free commutative monoids, factorizable monoids, plactic monoids, Young tableaux and distributive lattices. The latter are important in the following way. A lattice is a triple (L, ∧, ∨) where both (L, ∧) and (L, ∨) are commutative bands (i.e. both operations are commutative, associative and idempotent) satisfying the absorption laws x ∧ (x ∨ y) = x = x ∨ (x ∧ y), for all x, y ∈ L. To each lattice (L, ∧, ∨) one may associate an idempotent map r ∶ L × L → L × L defined as r(x, y) = (x ∧ y, x ∨ y). Moreover, (L, r) is a solution of the Yang-Baxter equation if and only if L is a distributive lattice, i.e. for any x, y, z ∈ L, x∧(y ∨z) = (x∧y)∨(x∧z) and x∨(y ∧z) = (x∨y)∧(x∨z).
In this paper we generalize the idea of using lattices to obtain idempotent and cubic set-theoretic solutions of the Yang-Baxter equation. In particular, we use a recently intensively studied algebraic structure ( [5, 6, 7, 8, 17, 19, 20, 21, 22, 31] ), called a skew lattice, to produce set-theoretic solutions of the Yang-Baxter equation. Furthermore, these solutions are degenerate in general.
The paper is organized as follows. The first section contains some preliminaries on skew lattices. We include basic knowledge of skew lattices which is needed for the rest of the paper.
As we try to find solutions using skew lattices, it is important to have many examples of skew lattices or even be able to construct skew lattices on given sets. In Section 2 we provide such a construction, where we define a skew lattice structure on a given family of pairwise disjoint sets. Section 3 contains the main result of this paper, namely the description of an idempotent set-theoretic solutions of the Yang-Baxter equation associated to an arbitrary skew lattice.
Theorem. Let (S, ∧, ∨) be a skew lattice. Then the map defined by r(x, y) = ((x ∧ y) ∨ x, y) is an idempotent set-theoretic solution of the Yang-Baxter
equation.
Inspired by the solution obtained from a distributive lattice, in Section 4 we define and describe strong distributive solutions of the Yang-Baxter equation. These are skew lattices (S, ∧, ∨) such that the map r ∶ S × S → S × S ∶ (x, y) ↦ (x ∧ y, x ∨ y) is a set-theoretic solution of the Yang-Baxter equation. We prove that skew lattices, which are simultaneously strongly distributive (i.e. they satisfy
, are always strong distributive solutions. However, the converse is not true.
The final section is devoted to some other distributive solutions. In particular we define left, right and weak distributive solutions and describe them in terms of properties of skew lattices introduced in the first section. A surprising result is that for symmetric skew lattices, being a left, right or weak distributive solution are all equivalent notions. For lattices, it is even equivalent to being a strong distributive solution.
1. preliminaries 1.1. Skew lattices. Skew lattices were first introduced by Pascual Jordan in [15] . Later the definition of a skew lattice was slightly adopted by Jonathan Leech, who initiated the modern study of these structures in [19] . A skew lattice is a set S endowed with a pair of idempotent and associative operations ∧ and ∨ which satisfy the absorption laws
By a result of Leech [19] the following pair of dualities hold in any skew lattice,
Recall [13] that a band is a semigroup of idempotents. A band is called regular if it satisfies the identity axaya = axya. A complete list of varieties of bands can be found in [26] . Leech [19, Theorem 1.15] proved that given a skew lattice S, both semigroups (S, ∧) and (S, ∨) are regular bands, i.e. the identities
are always satisfied.
Green's equivalence relations L, R, D, H and J are fundamental tools in the theory of semigroups. Only the first three are relevant in the study of bands, as for bands D = J and H is the diagonal relation. We refer the reader to [13] for the definition of Green's relation for general semigroups. By [27, Lemma I.7 .1] in the case of bands the definitions simplify as follows:
xLy iff xy = x, yx = y, xRy iff xy = y, yx = x, xDy iff xyx = x, yxy = y.
On any semigroup S, relation L is a right congruence (a L b implies ac L bc for any c ∈ S), relation R is a left congruence (a R b implies ca R cb for any c ∈ S), see [13, Proposition 2.1.2]. Moreover, each D-class is a union of L-classes and also a union of R-classes. The intersection of an L-class with an R class is either empty or it is an H-class. Because of this property a D-class is sometimes visualized as an 'eggbox', with rows corresponding to R-classes, columns corresponding to L-classes, and intersections of rows and columns corresponding to H-classes (with the latter being singletons in the case of bands). A semigroup satisfying the identity x ∧ y = x is called a left-zero semigroup, and a semigroup satisfying x∧ y = y is called a right-zero semigroup.
A skew lattice (S, ∧, ∨) is given by a pair of bands (S, ∧) and (S, ∨). We denote the corresponding Green's relations by L ∧ , R ∧ , D ∧ , and L ∨ , R ∨ , D ∨ , respectively. By Leech's First Decomposition Theorem [19, Theorem 1.7 ], Green's relations D ∧ and D ∨ on any skew lattice S coincide (and are thus denoted simply by D), this relation D is a congruence, S D is the maximal lattice image of S, and each D-class is a rectangular skew lattice, meaning that it is a skew lattice satisfying the additional identities x∧y ∧z = x∧z and x∨y = y∧x. In general, Green's relation D on a semigroup need not be a congruence. However, by Clifford-McLean Theorem, relation D is a congruence on any band, and any band factorizes as a semilattice (commutative band) of rectangular bands (characterized by the identity xyz = xz), see [3, Theorem3] and [25, Theorem 1] . In what follows we denote by D x = {t ∈ S x D t} the D-class of an element x of S.
Moreover, on a skew lattice S we obtain R ∧ = L ∨ (which is denoted by R), R ∨ = L ∧ (which is denoted by L). A skew lattice is called left handed if L = D, and it is called right handed if R = D. A skew lattice is thus left handed if and only if it satisfies the identity x ∧ y ∧ x = x ∧ y, or equivalently, x ∨ y ∨ x = y ∨ x, and it is right handed if and only if it satisfies x ∧ y ∧ x = y ∧ x, or equivalently, x ∨ y ∨ x = x ∨ y. By Leech's Second Decomposition Theorem for skew lattices [19, Theorem 1.15 ], Green's relations R and L are congruences on any skew lattice S, and S factors as a fiber product of a left handed skew lattice S R (called the left factor of S) by a right handed skew lattice S L (called the right factor of S) over their common maximal lattice image. Leech's Second Decomposition Theorem is a skew lattice version of the Kimura Theorem for regular bands [16, Theorem 4] . In particual, if S is a rectangular skew lattice (which is equivalent to S having exactly one D-class), then S factors as direct product S ≅ L × R of a left-zero semigroup L (satisfying x ∧ y = x) by a right-zero semigroup R (satisfying x ∧ y = y).
The natural preorder on a skew lattice S is given by x ⪯ y if and only if x∧y ∧x = x, or equivalently, y ∨x∨y = y. Note that x ⪯ y together with y ⪯ x is equivalent to x D y. Moreover, x ⪯ y holds in S if and only if D x ≤ D y holds in the lattice S D. The natural partial order is given by x ≤ y if and only if x ∧ y = x = y ∧ x, or equivalently, x ∨ y = y = y ∨ x. Note that x ≤ y implies x ⪯ y.
The following result of [5, Corollary 3] is used frequently through this paper. Thus, to prove a result for a skew lattice S it is enough to prove it first assuming that S is left handed (i.e. for any x, y ∈ S, x ∧ y ∧ x = x ∧ y, or equivalently, x ∨ y ∨ x = y ∨ x) and next assuming that S is right handed (i.e. for any x, y ∈ S, x ∧ y ∧ x = y ∧ x, or equivalently, x ∨ y ∨ x = x ∨ y). Amongst all properties of skew lattices, symmetry is a very fundamental one. A skew lattice is called symmetric if for any x, y ∈ S, x ∧ y = y ∧ x if and only if x ∨ y = y ∨ x. Symmetric skew lattices form a variety by a result in [19, Subsection 2.3] .
More varieties are defined throughout the paper. Below we provide a diagram to give an overview on the varieties that are used in this paper. 1.3. Skew lattices in rings. Let R be a ring and E(R) = {e ∈ R ∶ e 2 = e} the set of all idempotents in R. We say that a subset S ⊂ E(R) is a multiplicative band if xy ∈ E(R) for all x, y ∈ E(R). Given a multiplicative band S in a ring R there are two natural ways to define the join operation on E(R) (letting the meet be multiplication):
In general, given x, y ∈ E(R), x ○ y need not be an idempotent. On the other hand, x∇y ∈ E(R) for all x, y ∈ E(R), however ∇ need not be associative. Note that if x ○ y ∈ E(R) then x∇y = x ○ y. Leech [19] proved the following pair of results, Moreover, the following was proven in [19] and [21] . Quadratic as well cubic skew lattices in rings are distributive and cancellative by [19] .
Construction
In this section we show a construction of a class of skew lattices that are not lattices (i.e. a skew lattice where both operations ∧ and ∨ are commutative). In particular, we construct a skew lattice on an arbitrary family of pairwise disjoint sets. The constructed skew lattice is distributive and cancellative, where a skew lattice is called (fully) cancellative if it satisfies the following pair of implications
Cancellative skew lattices form a variety by a result in [7] . Following Leech [19] , a skew lattice is called distributive if it satisfies the following pair of identities
Unlike the situation for lattices, the identities (6) and (7) are in general independant. However, by Spinks' Theorem [32] , (6) and (7) are equivalent for symmetric skew lattices. Note that for lattices distributivity is defined differently. In fact, as we will see later, there are several ways to generalize the notion of distributivity to the non-commutative setting.
Let (I, ≤) be a totally ordered set and S = ⊍ i∈I A i the disjoint union of a family of pairwise disjoint sets. We define operations ∧ and ∨ on S as follows. Take any x, y ∈ S and let i, j ∈ I be such that x ∈ A i , y ∈ A j . Define Proof. Note that x∧(y∧z) and (x∧y)∧z both reduce to the minimal element of {x, y, z} that appears most right in the expression x ∧ y ∧ z. Similarly, x ∨ (y ∨ z) and (x ∨ y) ∨ z both reduce to the maximal element of {x, y, z} that appears most left in the expression x ∨ y ∨ z. Hence, both ∧ and ∨ are associative operations.
To prove the absorption laws, let
The rest of the absorption laws are proven in a similar fashion.
Note that given x ∈ A i and y ∈ A j , x D y is equivalent to i = j. Moreover, x ∈ A i commutes with y ∈ A j for either of the operations ∧, ∨, if and only if i ≠ j. By construction, S is a skew chain which means that its maximal lattice image S D is totally ordered (in our case isomorphic to I). Skew chains are always cancellative by [4, Proposition 5] .
It remains to prove that S is distributive. Take any x, y, z ∈ S with i, j, k ∈ I such that x ∈ A i , y ∈ A j and z ∈ A k , and consider the elements
We consider the following cases:
means that there exists l ∈ I such that x ∧ y ∧ x, x ∧ z ∧ x both lie in A l . It follows that α = x ∧ y ∧ x and likewise β = x ∧ y ∧ x.
• Assume j ≠ k. Then y and z commute for either of the operations ∧, ∨, with either y∧z = z∧y = y and y∨z = z∨y = z, or y∧z = z∧y = z and y ∨ z = z ∨ y = y. Thus by the definition of the natural partial order, we have either y < z or z < y.
Solutions obtained from general skew lattices
In this section we use arbitrary skew lattices to produce new set-theoretic solutions of the Yang-Baxter equation. These solutions are of idempotent type, and thus of importance as is shown in [18] .
Given elements x, y in a skew lattice S we define the lower update of x by y as
The following properties of x⌊y⌋ were proved in [8] :
• x⌊y⌋ is the unique element of the coset M ∨x∨M such that y ∧x∧y ≤ x⌊y⌋,
Moreover, if S is left handed then x⌊y⌋ = x ∨ (y ∧ x); and if S is right handed then x⌊y⌋ = (x ∧ y) ∨ x. In order to be able to prove Lemma 3.2 below, we need to recall some further facts and definitions from skew lattice theory in the following remark.
Remark 3.1. The geometric structure of skew lattices was studied in [22] .
where a ∈ A. Moreover, given any coset B j of A in B and any coset A i of B in A, there exists a bijection ϕ ji ∶ A i → B j which maps an element x ∈ A i to the unique element y ∈ B j with the property y ≤ x w.r.t. natural partial order. In order to prove that a pair of elements of A are equal it thus suffices to show that they lie in the same coset of B in A and are both above the same element of B w.r.t. natural partial order. Likewise, a pair of elements of B are equal if and only if they lie in the same coset of A in B and they are both below the same element of A w.r.t. natural partial order.
We will apply the technique from Remark 3.1 in the proof of Lemma 3.2 below. Lemma 3.2. Let S be a skew lattice and x, y, z ∈ S. Then, (8) (x⌊y⌋)⌊y⌊z⌋⌋ = x⌊y⌊z⌋⌋.
Proof. Denote A = D x , B = D y and M = A ∧ B. Consider first the element (x⌊y⌋)⌊y⌊z⌋⌋. Being an (multiple) update of x, it must lie in A. In fact, it is the unique element of the coset M ∨x∨M in A that is above y⌊z⌋∧x⌊y⌋∧y⌊z⌋ w.r.t. natural partial order. Likewise, x⌊y⌊z⌋⌋ also lies in A, and it is the unique element of M ∨ x ∨ M that is above y⌊z⌋ ∧ x ∧ y⌊z⌋. In order to prove (8) it suffices to show that u = v, where u = y⌊z⌋ ∧ x⌊y⌋ ∧ y⌊z⌋ and v = y⌊z⌋ ∧ x ∧ y⌊z⌋. Both u and v are elements of M . We claim that they lie in a common coset of B in M , i.e. that B ∧ u ∧ B = B ∧ v ∧ B holds. The coset B ∧ u ∧ B contains the element y ∧ u ∧ y = y ∧ y⌊z⌋ ∧ x⌊y⌋ ∧ y⌊z⌋ ∧ y. Using regularity (2), this equals to y∧y⌊z⌋∧y∧x⌊y⌋∧y∧y⌊z⌋∧y. Using x⌊y⌋∧y = y∧x⌊y⌋ = y∧x∧y, the above equals y ∧y⌊z⌋∧y ∧x∧y ∧y⌊z⌋∧y, which by regularity (2) simplifies to y ∧ y⌊z⌋ ∧ x ∧ y⌊z⌋ ∧ y = y ∧ v ∧ y, which is an element of the coset B ∧ v ∧ B. It follows the cosets B ∧ u ∧ B and B ∧ v ∧ B intersect, and are thus equal.
Finally, observe that u and v both lie below y⌊z⌋, i.e. y⌊z⌋∧u = u = u∧y⌊z⌋ and y⌊z⌋ Proof. Let x, y, z ∈ S. Then (r × id)(id × r)(r × id)(x, y, z)
We need to prove
First assume that S is left handed. Then, using absorption, (9) simplifies to (x ∧ y) ∨ x = (x ∧ y) ∨ x (and even to x = x). Similarly, (10) simplifies to y = y.
Assume next that S is right handed. Denote A = D x , B = D y and M = A ∧ B. Notice that (9) simplifies to (8) , which holds by Lemma 3.2. If S is right handed then (10) simplifies to y⌊z⌋
Using right handedness the latter further simplifies to
We proved that all left handed as well as all right handed skew lattices satisfy identities (9) and (10) . By Theorem 1.1, all skew lattices satisfy these identities.
It remains to prove that the solution is idempotent. Again, by Theorem 1.1, it is enough to prove this separately for left and right handed skew lattices.
Let S be left handed.
If S is right handed, then r(x, y) = (x⌊y⌋, y) and r 2 (x, y) = ((x⌊y⌋)⌊y⌋, y).
However, (x⌊y⌋)⌊y⌋ equals x⌊y⌋ as they both represent the unique element in the coset M ∨ x ∨ M that is above y ∧ x ∧ y w.r.t natural partial order. Proof. We obtain (r × id)(id × r)(r × id)(x, y, z) = ((x⌊y⌋)⌊y⌊z⌋⌋, y⌊z⌋, z),
The equality of first components follows by Lemma 3.2. The equality of the second components holds because y⌊z⌋ and (y⌊z⌋)⌊z⌋ are both elements of the coset M ∨ y ∨ M (where M = D y∧z ), that lie above z ∧ y ∧ z. Since such elements are unique, it follows that y⌊z⌋ = (y⌊z⌋)⌊z⌋.
Dually to the notion of a lower update, the notion of an upper update operation was defined in [8] . Using the upper update we obtain analogue results to Lemma 3.2, Theorem 3.3 and Corollary 3.4, yielding additional solutions.
Strong distributive solutions of the Yang-Baxter equation
In the previous section, we provided an idempotent set-theoretic solution of the Yang-Baxter equation, using an arbitrary skew lattice. In this section, we study another map r, defined by r(x, y) = (x∧y, x∨y), for all x, y elements of a given skew lattice (S, ∧, ∨).
The inspiration for the definition of this map r comes from the following well-known result. To each lattice (L, ∧, ∨) one may associate an idempotent
Moreover, (L, r) is a solution of the Yang-Baxter equation, i.e.
if and only if L is a distributive lattice, meaning that for any
We say that a skew lattice S is a strong distributive solution of the YangBaxter equation, if the map r ∶ S ×S → S ×S defined by (11) is a set-theoretic solution of the Yang-Baxter equation (12) . 
and (id × r)(r × id)(id × r)(x, y, z)
Hence a skew lattice S is a strong distributive solution of the Yang-Baxter equation if and only if it satisfies
In Section 2, we mentioned that there are several ways to generalize the notion of distributivity for lattices. The weakest of them is the notion of quasi-distributivity which is defined as having a distributive maximal lattice image. In particular it means that its maximal lattice image S D is a distributive lattice, [19] . If S is a distributive skew lattice, then it is always quasi-distributive. A thorough study of distributivity in skew lattices can be found in [17] . For lattices, the notion of cancellation is equivalent to distributivity. As a consequence, cancellative skew lattices are always quasi-distributive. (ii) By definition, S is quasi-distributive if and only if S D is distributive. By (i), the lattice S D is a strong distributive solution. But then S D must be a distributive lattice since lattices are distributive if and only if they are strong distributive solutions if and only if the map (11) satisfies equation (12) .
In order to state and prove our next theorem, we need to introduce several varieties of skew lattices.
A skew lattice is said to be normal if it satisfies the identity
It is said to be conormal if it satisfies the identity
It is an easy exercise to prove that the condition of normality (resp. conormality) is equivalent to x∧y∧z∧w = x∧z∧y∧w (resp. x∨y∨z∨w = x∨z∨y∨w). A skew lattice is called binormal if it is both normal and conormal. By a result of Schein [30] , a binormal skew lattice factors as a direct product of a lattice with a rectangular algebra. A skew lattice is said to be strongly distributive if it satisfies the identities
A skew lattice is said to be co-strongly distributive if it satisfies the identities
By a result of Leech [21] , a skew lattice that is either strongly distributive or co-strongly distributive is distributive. Leech [21] proved that a skew lattice S is strongly distributive if and only if it is symmetric, quasidistributive and normal. Dually, S is co-strongly distributive if and only if it is symmetric, quasi-distributive and conormal. Moreover, by a result in [17] , cancellation is implied either by strong distributivity or co-strong distributivity. Proof. By Theorem 4.1 we need to prove that S satisfies the identities (13)- (15) . Let x, y, z ∈ S.
Recall that strong distributivity implies normality, and co-strong distributivity implies conormality. Using strong distributivity and normality, we deduce
Using co-strongly distributivity and conormality, we obtain
Thus, we are left to prove that
The left hand side of this equation is equal to
where we used that the skew lattice is strongly distributive. The right hand side of equation (16) can be rewritten as follows, using strong distributivity, conormality and the absorption rules,
Using normality and the absorption rule, we deduce
Similarly, using conormality and the absorption rule,
Hence, r 3 (x, y) = (x ∧ y, x ∨ y) = r(x, y).
In general, we cannot omit either strong distributivity or co-strong distributivity from the assumptions of Theorem 4.3, as is verified by the following pair of examples. It is easy to check that 3 R,0 is a right handed skew lattice with two comparable D-classes {1, 2} > {0}, and it is strongly distributive (but not co-strongly distributive) by a result of Leech [21] . We claim that 3 R,0 is not a strong distributive solution, more specifically, it does not satisfy the identity (14) . Take x = 0, y = 1 and z = 2. R,1 is a co-strongly distributive (but not strongly distributive) skew lattice, which is not a strong distributive solution.
More can be said in the case of left handed skew lattices. Proposition 4.6. Let S be a left handed skew lattice. Then S satisfies the identities (13) and (15) . If in addition to being left handed, S is either strongly distributive or co-strongly distributive, then it also satisfies (14) and is thus a strong distributive solution.
Proof. We first show that S satisfies (13) . Using left handedness we obtain (x ∧ y) ∧ ((x ∨ y) ∧ z) = x ∧ y ∧ x ∧ (x ∨ y) ∧ z, which by absorption simplifies to x ∧ y ∧ x ∧ z, and then by left handedness further to x ∧ y ∧ z.
Next we show that S satisfies (15) . Using left handedness we obtain
With the aid of absorption and left handedness, the latter first simplifies to x ∨ z ∨ y ∨ z, and then to x ∨ y ∨ z.
Assume now that S is strongly distributive. (The case when S is costrongly distributive is handled in a dual fashion.) We claim that S satisfies (14) . We obtain (x ∧ y) ∨ ((x ∨ y) ∧ z) = (x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z), and (x∨(y∧z))∧(y∨z) = (x∧(y∨z))∨(y∧z∧(y∨z)). Using strong distributivity and left handedness this expands to (x∧y)∨(x∧z)∨(y ∧z ∧y ∧(y ∨z)). Using absorption and left handedness this simplifies to (x∧y)∨(x∧z)∨(y ∧z).
It turns out that not all left handed, distributive and cancellative skew lattices are strong distributive solutions. The program Mace4 [24] was able to find a 16-element example of a left handed, distributive and cancellative skew lattice, that is not a strong distributive solution.
The set-theoretic solution (11) obtained from a strong distributive skew lattice is degenerate in general. Nevertheless, there are examples where the solution is non-degenerate.
Example 4.7. Let S be a non-empty set and let the skew lattice operations be defined on S by x∧y = y and x∨y = x, for all x, y ∈ S. Then, one can check that this is a strongly and co-strongly distributive skew lattice, and thus a strong distributive solution by Theorem 4.3. In fact, x R y holds for all x, y ∈ S, and thus (S, ∧) is a right-zero semigroup (i.e. it satisfies x ∧ y = y), which means that S is a right handed skew lattice with one D-class. The associated map (11) is the twist map r(x, y) = (y, x). This solution is nondegenerate as both λ x ∶ X → X ∶ t ↦ x ∧ t = t and ρ y ∶ X → X ∶ t ↦ t ∨ y = t are bijective maps, for all x, y ∈ S.
In fact, the skew lattices given by Example 4.7 above are the only strong distributive solutions that give non-degenerate set-theoretic solutions of the Yang-Baxter equation. Proof. Assume first that S is a strong distributive solution and that the obtained solution from the map (11) is left non-degenerate. Let x, y ∈ S be arbitrary. We claim that x ∧ y = y and x ∨ y = x. By the assumption, the map λ x ∶ t ↦ x ∧ t, is a bijection. So, there exists t ∈ S such that y = x ∧ t, and thus x ∧ y = x ∧ (x ∧ t) = x ∧ t = y. Furthermore, using absorption, x ∨ y = x ∨ (x ∧ y) = x. Thus, we obtain a skew lattice as in Example 4.7.
The right non-degenerate case is similar to the left non-degenerate case.
More distributive solutions
In this section we show that to skew lattices one can naturally associate more idempotent solutions. To do so we need the following terminology. Proof. For any x, y ∈ S, using the absorption laws we obtain
= r L (x, y).
Theorem 5.2. The class of left distributive solutions of the Yang-Baxter equation is a variety. Moreover, this variety is defined by the identity
Proof. Denote r = r L . A skew lattice S is a left distributive solution of the Yang-Baxter equation if and only if it satisfies
Computing the left side of (19) yields (r × id)(id × r)(r × id)(x, y, z)
On the other hand, the right side of (19) expands as (id × r)(r × id)(id × r)(x, y, z)
By absorption, x∧y ∧(y ∨x)∧z reduces to x∧y ∧z. Similarly, z ∨y ∨(y ∧z)∨x reduces to z ∨ y ∨ x. Hence, S is a left distributive solution if and only it satisfies the identity
Corollary 5.3. Let S be a skew lattice. If S is a left distributive solution of the Yang-Baxter equation, then the maximal lattice image S D is also a left distributive solution, and thus S is quasi-distributive.
In the previous section we obtained that strongly and co-strongly distributive skew lattices are strong distributive solution. The following result shows that these skew lattices are also left distributive solutions. Recall that a skew lattice is called strongly distributive if it satisfies the identities Proof. We give a proof for the case of strongly distributive skew lattices. The case of co-strongly distributive skew lattices is handled in a dual fashion. By Theorem 5.2, we need to prove that S satisfies the identity
, which using absorption and strong distributivity further simplifies
In fact, the result of Proposition 5.4 can be strengthened to a more general class of skew lattices.
To prove Lemma 5.5 and Proposition 5.6 below we use the technique of Remark 3. Finally, we define some more varieties of skew lattices that are used in the following results. Recall that a skew lattice is called
A skew lattice is cancellative if and only if it is simply cancellative and symmetric [7] .
Proof. (i). Let S be upper symmetric and B
It follows that j 1 = j 2 , and the set {m, a 1 , a 2 , b, j 1 } forms a subalgebra in S ′ , given by the following diagram:
The subalgebra S ′ is isomorphic either to NC R 5 (a right handed skew lattice in which a 1 ∧ a 2 = a 2 , a 2 ∧ a 1 = a 1 , a 1 ∨ a 2 = a 1 and a 2 ∨ a 1 = a 2 ) or to NC L 5 (a left handed skew lattice in which a 1 ∧ a 2 = a 1 , a 2 ∧ a 1 = a 2 , a 1 ∨a 2 = a 2 and a 2 ∨a 1 = a 1 ). It was proven in [7] that a skew lattice is simply cancellative if and only if it contains no sub-skew lattice isomorphic to NC R 5 or NC L 5 . Thus S is not simply cancellative, which is a contradiction. The proof of (ii) is similar. Proof. Let x, y, z ∈ S be arbitrary and denote
By Theorem 5.2 we need to prove that α = β. Since S is distributive it follows that S D is a distributive lattice, and thus a left distributive solution by Corollary 5.3, i.e. α = β in S D. Hence, α D β. We divide the proof into several steps.
First, we consider the following skew diamond:
e. x ∧ α ∧ x and x ∧ β ∧ x lie in the same coset of X in M ∧ X. Since the cosets of X form a partition of M ∧ X, it suffices to prove x ∧ α ∧ x = x ∧ β ∧ x. Using distributivity (6), regularity (2) and absorption we obtain
On the other hand, using regularity (2) and absorption we obtain
. By Lemma 5.5, given any skew diamond {J > A, B > M } in a simply cancellative and lower symmetric skew lattice S and any a, a
Applying this to the above diagram (X in the role of B, M ∨ X in the role of J, α in the role of a, and β in the role of
We consider the skew diamond below:
Observe that using our new notation, we have just proved that α and β lie in the same coset of A in M . Similarly, we can prove that they lie in the same coset of B in M . (In order to prove this we first need to repeat step (a) above, using Y instead of X and show y ∧ α ∧ y = y ∧ β ∧ y.) By a result of [22] , given any skew diamond in a lower symmetric skew lattice, cosets of J in M are exactly intersections of cosets of A in M by cosets of B in M . It follows that α and β lie in the same coset of J in M .
(d) We have just proven that α and β lie in the same coset of J in M . In order to prove that their are equal it thus suffices to show that both lie below a common element of J. In fact, we claim that α ≤ y ∨ x and β ≤ y ∨ x. Using absorption we obtain y ∨ x∨ α = y ∨ x∨ ((y ∨ x)∧ z)∨ (x∧ y) = y ∨ x ∨ (x ∧ y) = y ∨ x. On the other hand, since S is left handed, we obtain α ∨ (y ∨ x) = (y ∨ x) ∨ α ∨ (y ∨ x) = (y ∨ x) ∨ (y ∨ x) = y ∨ x, and thus α ≤ y ∨ x.
Moreover, since S is left handed, we obtain β = (x ∨ (y ∧ z) ∨ x) ∧ (z ∨ y), which by distributivity expands to (x ∨ y ∨ x) ∧ (x ∨ z ∨ x) ∧ (z ∨ y), and then by left handedness to (y ∨ x) ∧ (z ∨ x) ∧ (z ∨ y). It follows that (y ∨ x) ∧ β = β, and
Elements α, β lie in the same coset of J in M and are below the same element of J, thus they must be equal.
The case where S is a right handed, distributive, simply cancellative and upper symmetric skew lattice is handled similarly.
The following theorem characterizes a left distributive solution in terms of varieties of a skew lattice. We define a left cancellative skew lattice as a skew lattice satisfying implication (4): Proof. Let S be any distributive and left cancellative skew lattice. The left factor S L of S is a left handed and left cancellative skew lattice, and thus it is simply cancellative and lower symmetric by [7, Theorem 5.1] . Since S L is also a distributive skew lattice, it follows by Proposition 5.6 that it is a left distributive solution. Dually, the right factor S R of S is a right handed, distributive and left cancellative skew lattice, and thus it is simply cancellative and upper symmetric by a result of [7, Theorem 5.1] . It follows by Proposition 5.6 that S R is also a left distributive solution. By Theorem 1.1, S is a left distributive solution. That proves the direct implictation.
The converse was proven by the Automated Theorem Prover Prover9 [24] , which was able to derive a proof that every left distributive solution is distributive and left cancellative.
Similar to strong distributive solutions, the set-theoretic solution obtained from a left distributive solution will be degenerate in general. Nevertheless, there are examples where the solution is left non-degenerate. Take for instance the skew lattice from Example 4.7. This skew lattice S is a left distributive solution and one can see that r L (x, y) = (y, y), for all x, y ∈ S. Hence, we obtain a left non-degenerate solution.
5.2. Right distributive solutions. Let S be a skew lattice. Consider the map r R ∶ S × S → S × S defined by (20) r R (x, y) = (y ∧ x, x ∨ y).
We say that a skew lattice S is a right distributive solution of the YangBaxter equation, if (S, r R ) is a set-theoretic solution of the Yang-Baxter equation (12) . Note that r R = r L ○ r ′ , where r ′ is the twist map r
The following theorem is proven in a similar fashion as the corresponding results for left distributive solutions. The latter used left cancellative skew lattices. So for the next theorem we need the definition of a right cancellative skew lattice, which is a skew lattice satisfying implication (5):
Theorem 5.8.
(
i) The class of right distributive solutions of the YangBaxter equation is a variety. Moreover, this variety is defined by the identity
( Similar to strong distributive solutions, the set-theoretic solution obtained from a right distributive solution will be degenerate in general. Nevertheless, there are examples where the solution is right non-degenerate, and thus not degenerate. Take again the skew lattice from Example 4.7. This skew lattice S is a right distributive solution and one can see that r R (x, y) = (x, x), for all x, y ∈ S. Hence, (S, r R ) is a right non-degenerate solution.
5.3. Weak distributive solutions. Let S be a skew lattice. Consider the map r W ∶ S × S → S × S defined by (22) r
We say that a skew lattice S is a weak distributive solution of the YangBaxter equation, if (S, r W ) is a set-theoretic solution of the Yang-Baxter equation (12) . 
Proof. Denote r = r W and let x, y, z ∈ S. Then (r × id)(id × r)(r × id)(x, y, z)
Using absorption and regularity (2) we deduce
Likewise, using regularity (3) we deduce (x ∨ y ∨ x) ∨ z ∨ (x ∨ y ∨ x) = x ∨ y ∨ z ∨ y ∨ x, and using absorption and regularity (3), (x∨(y∧z∧y)∨x)∨(y∨z∨y)∨(x∨(y∧z∧y)∨x) = x∨y∨z∨y∨x.
Thus, the class of weak distributive solutions is defined by the identity
Lemma 5.10.
(i) Let S be a left handed skew lattice. Then, given any x, y ∈ S, r W (x, y) = r L (x, y).
(ii) Let S be a right handed skew lattice. Then, given any x, y ∈ S, r W (x, y) = r R (x, y).
Proof. Proof. Denote by S L and S R the left and the right factor of S, respectively. (i) and (ii) hold because they hold for S L (where by Lemma 5.10 r W reduces to r L ) and for S R (where r W reduces to r R ).
(iii) Let S be a distributive, simply cancellative and lower symmetric skew lattice. By Theorem 1.1 it is enough to prove that both S L and S R are weak distributive solutions. Since S L is left handed, it follows from Lemma 5.10 that S L is a weak distributive solution if and only if it is a left distributive solution; likewise, S R is a weak distributive solution if and only if it is a right distributive solution. By [7, Theorem 5 .1], a left handed skew lattice is left cancellative if and only if it is lower symmetric and simply cancellative; likewise, a right handed skew lattice is right cancellative if and only if it is lower symmetric and simply cancellative. Hence S L is distributive and left cancellative, and thus a left distributive solution by Theorem 5.7. Likewise, S R is distributive and right cancellative, and thus a right distributive solution by Theorem 5.8.
Prover9 was able to derive a proof of (iv).
The skew lattice from Example 4.7 is a weak distributive solution. The associated map r W is defined by r W (x, y) = (x, x), for all x, y ∈ S. Thus, (S, r W ) is a right non-degenerate solution.
By [7, Theorem 5 .1] different kinds of cancellation (left/right/simple/full) coincide in the presence of symmetry. As a consequence, we obtain the following result. One can easily notice that for a lattice, the maps (11), r L , r R , r W coincide. Thus we have the following proposition. The diagram above gives an overview of all solutions that we discussed in this paper, where we abbreviate skew lattice by SL and the arrows are inclusions between families of skew lattices.
From the diagram, the following corollary is clear. 
