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AbstractThe '-quantile of an ordered sequence of datavalues is the element with rank '  n, wheren is the total number of values. Accurate es-timates of quantiles are required for the so-lution of many practical applications. In thispaper, we present a new algorithm for estimat-ing the quantile values for disk-resident data.Our algorithm has the following characteris-tics: (1) It requires only one pass over thedata; (2) It is deterministic; (3) It producesgood lower and upper bounds of the true val-ues of the quantiles; (4) It requires no a prioriknowledge of the distribution of the data set;(5) It has a scalable parallel formulation; (6)Extra time and memory for computing addi-tional quantiles (beyond the 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1 IntroductionThe '-quantile of an ordered sequence of data valuesis the element with rank '  n, where n is the totalnumber of values. The median of a set of data is the0:5-quantile. Quantiles or accurate estimates of quan-tiles are required for the solution of many practicalapplications.Query optimizers need accurate estimates of thenumber of tuples satisfying various predicates. Meth-ods were proposed in [PS84] to use quantiles for thispurpose. Also, quantile algorithms can generate equi-depth histograms [PIHS96], which have been used toestimate query result sizes. In the past, equi-depthhistograms [Koo80, PS84, MD88] have not workedwell for range queries when data distribution skew hasbeen high. Our new algorithm called OPAQ (for OnePass Algorithm for Quantiles; pronounced opaque)promises better results due to its combination of ac-curacy and eciency features.Quantiles can be used for computing associationrules for data mining as shown in [AS95, AIS93, AS96].Also, quantiles can be used for external sorting. Datacan be partitioned using quantiles into a number ofpartitions such that each partition ts into main mem-ory. Further, quantiles are excellent for load balancingmany parallel applications [DNS91].The problem of nding a '-quantile of a set of ele-ments of size n which reside in the main memory canbe solved in O(n) time by using the deterministic al-gorithm of [ea72] or in O(n) expected time by usingthe randomized algorithm of [FR75].In many cases, the exact value of the quantile isnot needed and a good estimate of the true value issucient. In this paper, we present algorithm for es-timating the '-quantile (' = 1q ; 2q ; : : : ; q 1q ) for largedata sets. We assume that the data size is larger thansize of the memory and the data is disk-resident.Algorithms for estimating quantiles can be classiedbased on the following characteristics: Page 1
 Number of passes (single/multiple): The numberof passes of the input data required. Determinism: The running time of the algorithmcan be deterministic or randomized. Accuracy: This represents the lower and upperbounds on the error from the true value. Somealgorithms provide probabilistic bounds only. Data distribution: Some algorithms can provide agood estimate only for certain data distributions. Parallelization properties: This represents theparallelization properties of the algorithm. Cost for nding additional quantiles: In somecases, additional quantiles may be required. Thisrepresents the cost of nding additional quantiles.A one pass algorithm for estimating quantiles hasbeen proposed in [AS95]. One limitation of this al-gorithm is that it does not provide an upper boundof the error rate. The algorithm partitions the rangeof the values into k intervals and counts the valuesin each interval. The boundaries of intervals are de-termined on-the-y and are continuously adjusted asdata is read from disk. A technique that needs multiplepasses over the data and produces accurate quantileswas proposed in [GS90]. This algorithm uses a lin-ear median-nding algorithm recursively to partitionthe data. An algorithm based on sampling [Coc77]and the algorithm proposed in [SD77] both require apriori knowledge of the data set in order to produce agood estimate of the quantile. The sampling algorithmworks as follows. Draw a random subset of the dataset as a sample. Then, sort the sample and use it toestimate the quantile values. In [SD77], an algorithmwas proposed which partitions the range of the valuesinto k intervals. The algorithm counts the number ofelements in each interval. The counts of the intervalsare used to estimate the quantile value. Unless we havea priori knowledge of the data set, this algorithm mayproduce inaccurate estimates for quantile values. Analgorithm which does not require a priori knowledge ofthe data set and requires one pass over the data wasproposed in [RC85]. In this algorithm, they store aconstant number of elements and update the elementsas more elements are read. This algorithm does notprovide any error bounds for the quantile estimates.In [MP80], single pass and multi-pass algorithms wereproposed. The single pass algorithm produces an accu-rate quantile and requires O(n) amount of main mem-ory, where n is the total number of elements.In this paper, we present a new algorithm OPAQfor estimating the quantiles. OPAQ algorithm has thefollowing characteristics:
 It requires only one pass over the data. It is deterministic. It produces tight lower and upper bounds of thetrue value of the '-quantile. It requires no a priori knowledge of the data dis-tribution. It has a scalable parallel formulation. The additional time and space complexity for es-timating each additional quantile beyond the rstone is constant per quantile.The rest of this paper is organized as follows. Sec-tion 2 describes and analyzes the sequential algorithm.We also present experimental results in this section.Sections 3 presents the parallel algorithm. In this sec-tion, we also describe the parallel machine model andpresent the experimental results on the IBM SP-2. Weconclude in section 4.2 The Sequential AlgorithmIn this section, we present a new algorithm for esti-mating '-quantiles . In order to describe the new al-gorithm, we need to dene a few terms. These termsare dened in Table 1.Table 1: The denition of the termsTerm DescriptionM size of the main memorym size of each runn total number of elementsr number of runs (= nm )s size of the sample for each run' quantile fraction (' 2 [0 : : : 1]) index (rank) of the quantile (= ' n)e value of the quantileOPAQ algorithm consists of two phases: samplingphase and the quantile nding phase. In the samplingphase, we input the whole data set as r runs. A set ofsample points S = [s1; : : : ; ss] of size s is determinedwhere si <= si+1, for i < s, for each run. The r sam-ple lists are merged together forming a sorted samplelist of size rs. The sorted sample list is used in thequantile nding phase to estimate the upper and lowerbounds of the true value of '-quantile. The accuracyof the result depends on both the phases. These twophases are described in the next subsections. Page 2
2.1 The Sample PhaseFigure 1 gives a high level description of the samplingphase. To estimate e, we obtain an upper boundeu and a lower bound el such that e 2 [el; eu]and the number of elements in the interval [el; eu] isbounded. The samples are selected using the regularsampling [LLS+93]; a sample of size s consists of theelements at relative indices ms ; : : : ; sms .1 Each samplepoints thus corresponds to ms points less than or equalto the sample point and greater than or equal to theprevious sample point. We will use the term sub-runof the sample point to denote these elements.The problem of nding a sample point at index kis exactly the same as nding the kth smallest ele-ment in the given run. The problem of nding the kthsmallest element in a set of data is known as the selec-tion problem. Many algorithms have been proposed tosolve the selection problem. Some of these algorithmsare deterministic and others are probabilistic. A de-terministic algorithm is proposed in [ea72] with O(m)worst-case running time, where m is the number of el-ements. A randomized algorithm has been proposedin [FR75] with expected and worst case times as O(m)and O(m2) respectively.
Run 1 Run 2 Run r.   .   .
S1  S2 Sr
     Data set D 
Partition D into r disjoint runs of equal length
   Select s elements at relative indices m/s, 2m/s, ..., m  for each run
Merge  S1, S2, ... , Sr into S 
Sorted list S of size rs 
.   .   .
Figure 1: High level description of the sample phase.The data set D is of size n. Each run is of size m. ssample points are derived from each runThe s sample points can be found as follows.2 First,nd the median of the m elements and divide the listinto two equal parts. Then, nd the medians of thenew two sublists, and so on until the sizes of the sub-lists reach ms . The sizes of the sublists will be ms after1Without lose of generality, we assume that n is divisible bym and m is divisible by s.2Assume that s and m are powers of 2. If they are not, itis easy to modify the algorithm slightly and maintain the samecomplexity.
log s iterations. After log s iterations, we will have ssublists each of size ms . The maximum element of sub-list i is the ith sample point and it can be found inO(ms ). Using results in [ea72], we can nd the s sam-ple points in O(m log s) worst-case running time. Therandomized algorithm for selection can be extended tond the the s sample points in O(m log s) expectedtime and O(m2) worst case time. This algorithm hassmall constant and is practically very ecient. Afternding the r sample lists, we merge them together toform one sorted sample list of size rs.2.2 The Quantile PhaseIn this phase, we nd el and eu using the sorted sam-ple list. As a result of using regular sampling methodin deriving the sample points, it can be easily shownthat the sample points have the following properties:1. There are at least ims elements less than or equalto the sample point si.2. Additionally, there are at most r 1 sub-runs eachwith at most ms   1 elements less than si.Thus the maximum number of elements less than siis given by ims + (r   1)(ms   1). These properties areused in determining el and eu. For more details seeappendix A.Let List be the list of sorted samples. We assign elto be the ith element in the sorted samples list suchthat:ims +(r  1)(ms   1)   < (i+1)ms +(r  1)(ms   1)(1)Solving formula (1) for i, we geti = b sm  (r   1)(1  sm )c (2)This corresponds toel = List[b sm  (r   1)(1  sm)c] (3)Similarly eu is the jth element in the sorted sam-ples list such that:(j   1)ms <   jms (4)This corresponds to eu = List[d sme] (5)Lemma 1 The maximum number of elements betweenthe true quantile and the lower bound el is ns .Page 3
Proof: Let NL be the maximum number of ele-ments between el and the true value of the quantile,and Nmin(Cond) be the minimum number of elementswhich satisfy the condition Cond. Thus,NL   Nmin(Elements < el)=   imsSubstituting the value of i from formula (2), we getNL =   b sm  (r   1)(1  sm )cmsThus, NL   ( sm (r 1)(1  sm ) 1)ms=)NL  ns   r + 1Thus, the maximum number of elements betweenthe true quantile and the lower bound el is at mostns .Lemma 2 The maximum number of elements betweeneu and the true quantile is ns .Proof: Similar to lemma 1.Lemma 3 The maximum number of elements betweenel and eu  2ns .Proof: Straightforward from lemmas 1 and 2.2.3 Time requirementsTable 2 summarizes the time requirements of the dif-ferent steps. The total time required for estimating qquantiles is O(n+ rm log s+ rs log r+ q). This simpli-es to O(n + n log s + nms log nm + q), since r = nm . Ifm log ss  log nm , the total complexity of the algorithmis O(n log s). The size of the main memoryM , the sizeof the sample s, the number of runs r and the numberof elements n are constrained by the following relation:rs+ nr MSince s  2q for achieving good bounds on the quan-tiles, this limits the maximum number of quantiles onecan nd using our algorithm to O(M2n ).An additional advantage of our algorithm is that thesample phase does not depend on the quantile phase.The same sorted sample list can potentially be usedfor nding other quantiles.Table 2: The time requirement of the dierent partsof the algorithmPhase ComplexityReading From the Disk O(n)Finding the rs sample points O(rm log s)Merging r sample lists O(rs log r)Estimating q quantiles O(q)Total O(n+ n log s+ rs log r + q)
2.4 Experimental ResultsWe have conducted several experiments to evaluateour algorithm on a variety of data sets and compare itsperformance with other algorithms presented in the lit-erature. Our choice of particular data sets in terms ofsize and distribution of the keys reects choices madein the literature for ease of comparison.We conducted three experiments with data set sizesof 1 million, 5 million, and 10 million. For each data setsize, the generated keys have either a uniform distribu-tion or Zipf distribution [Zip49]. Further, the numberof duplicates for each data set of size n is set to n10 .This was done to study the impact of data distribu-tion on the accuracy of the estimates obtained. Fromthe discussions in the previous sections, it is easy toobserve that the time requirements of our algorithmare relatively independent of the underlying data dis-tribution.The Zipf distribution has a parameter which deter-mines the degree of the skew of the data. The data setcorresponds to a uniform distribution when the param-eter is set to one. The level of skew increases as thevalue of this parameter decreases. The data set willhas a very high degree of skew for the parameter valueequal to zero. We chose 0.86 as the Zipf distributionparameter. Again, this reects our desire to comparethe performance of our algorithm to previously pro-posed algorithms.
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Figure 2: The denitions of the terms which are usedin the relative error ratesThe errors in estimating quantiles using our algo-rithm can be quantied using several measures. Inthis paper, we use three measures of errors:1. RERA = (Ne  Nt)=n 1002. RERL = Maxqi=1(Max( jNi NLijNi ; jNi NUijNi )) 1003. RERN =Maxqi=1(Max(DLinq ; DUinq )) 100The terms used in the dierent error rates are ex-plained in Figure 2. Elements from the data set areshown in the gure in increasing sorted order from leftto right. Ne is the number of elements between thePage 4
estimated lower and upper bound. Nt (not shown ingure) is the number of duplicate for the exact quan-tile value between these bounds. Ni is the the numberof elements between the true ith quantile and (i+1)thquantile, NLi is the number of elements between theestimated lower bounds of the ith and (i+ 1)th quan-tiles. NUi is dened similarly for the upper bound.DLi is the number of elements between the true ithquantile and the lower bound of the ith quantile. DUiis dened similarly for the upper bound of the quantile.RERA (A for Almaden) is taken from [AS95]. Notethat this error rate is expressed in terms of the size ofthe whole data set. RERL (L for Load Balancing) isuseful for determining the dierence in the positions ofsuccessive quantiles. This is useful for load balancingon a parallel computer. RERN (N for Normalized) is anormalized error rate and does not depend on the totaldata size. Instead, the denominator is the number ofelements between consecutive (actual) quantiles.Table 3: The RERA produced by OPAQ algorithm fordierent sample sizes for data sets of size 1 MillionDectile Uniform Distribution Zipf Distributions = s = s = s = s = s =250 500 1000 250 500 100010% 0.33 0.17 0.08 0.33 0.12 0.0820% 0.39 0.17 0.09 0.35 0.13 0.0930% 0.39 0.17 0.09 0.34 0.18 0.0940% 0.27 0.20 0.07 0.29 0.17 0.0950% 0.38 0.18 0.09 0.30 0.16 0.0760% 0.39 0.17 0.08 0.39 0.19 0.0770% 0.37 0.17 0.10 0.36 0.18 0.0680% 0.36 0.17 0.09 0.37 0.15 0.0890% 0.35 0.19 0.08 0.15 0.15 0.09For each data set, we report RERA, RERL andRERN . Based on the lemmas 1 through 3, it an beeasily shown that the upper bounds of RERA, RERL,and RERN produced by OPAQ algorithm are 2s100,qs  100, and qs  100 respectively. Thus, the accuracyof the estimated value of the quantiles is directly pro-portional to the sample size 3.We obtained these error rates for dierent samplesizes for nding dectiles (i.e., 10%,20%,: : :,90%) of 1million elements. Tables 3 and 4 show the relativeerror rates produced by OPAQ algorithm for dierentvalues of s. As expected, doubling the value of s re-sults in approximately half the amount of the error.Although the execution time are not presented here,we observed that as the sample size s increases, thecost of nding the sample points and merging r sam-ple lists gets larger.The error rates for OPAQ algorithm for nding dec-3The sample size is clearly limited by the amount of memoryavailable.
Table 4: The RERL and RERN produced by OPAQalgorithm for dierent sample sizes for data sets of size1 MillionDectile Uniform Distribution Zipf Distributions = s = s = s = s = s =250 500 1000 250 500 1000RERL 1.88 0.99 0.46 1.88 0.89 0.52RERN 2.62 1.15 0.60 2.68 1.09 0.53tiles of 1 million, 5 million, and 10 million data sets areshown in Tables 5 and 6. The sample size s is xed to1000. The results show that the accuracy of the algo-rithm does not signicantly depend on the distributionof the data set.Table 5: The RERA produced by OPAQ algorithm fordierent data setsDectile Uniform Distribution Zipf Distribution1M 5M 10M 1M 5M 10M10% 0.08 0.09 0.09 0.08 0.09 0.1020% 0.09 0.09 0.09 0.09 0.09 0.0930% 0.09 0.09 0.10 0.09 0.09 0.1040% 0.07 0.10 0.09 0.09 0.09 0.0950% 0.09 0.09 0.09 0.07 0.10 0.0960% 0.08 0.09 0.10 0.07 0.09 0.0970% 0.10 0.09 0.10 0.06 0.09 0.0980% 0.09 0.09 0.09 0.08 0.09 0.0990% 0.08 0.09 0.10 0.09 0.10 0.09Table 6: The RERL and RERN produced by OPAQalgorithm for dierent data setsDectile Uniform Distribution Zipf Distribution1M 5M 10M 1M 5M 10MRERL 0.46 0.51 0.53 0.52 0.53 0.54RERN 0.60 0.58 0.55 0.53 0.54 0.54We have also compared the accuracy of the OPAQalgorithm with random sampling and the algorithmproposed in [AS95] for RERA; these results are pre-sented in [AS95]. Given each of the three algorithmsthe same amount of memory 4 for their sample or datastructures, we found that the RERA produced by ouralgorithm is comparable or better than the other twoalgorithms. Table 7 shows the RERA for data sets ofsize 1 million.However, we will like to note that each of the threealgorithms has dierent parameters in terms of thenumber of samples chosen or the size of the data struc-ture chosen. Hence, for example, for a given value of4This corresponds to 3000 sample points (rs) in the OPAQalgorithm. Page 5
sample size of our algorithm it may be feasible to ob-tain better accuracy results using a random samplingbased algorithm by choosing a suciently large sam-ple size. However, the main strength of our algorithmis that we can bound the error for a given sample size.Table 7: Comparisons with the other two algorithmsDec- Uniform Distribution Zipf Distributiontile OPAQ Alg. Random OPAQ Alg. Random[AS95] Sample [AS95] Sample10% 0.13 0.4 0.1 0.12 0.0 0.120% 0.15 0.4 0.3 0.14 0.0 0.230% 0.15 0.1 0.5 0.15 0.1 0.440% 0.13 0.6 0.5 0.10 0.4 0.150% 0.13 0.5 0.5 0.12 0.5 0.160% 0.15 0.5 0.0 0.16 0.4 0.170% 0.16 0.3 0.1 0.15 0.1 0.380% 0.13 0.0 0.1 0.16 0.2 0.090% 0.14 0.1 0.2 0.07 0.3 0.03 Parallel AlgorithmEvolutionary trends of parallel computers have con-verged to the general architecture which consists of asmall set of processing (ten to a few thousand) ele-ments connected through an interconnection network.These coarse grained parallel machines have memoryphysically distributed across the processors. Interpro-cessor communication is either through message pass-ing or through a shared address space. In this section,we describe the parallelization of our algorithm on suchmachines.Rather than making specic assumptions about theunderlying network, we assume a two-level model ofcomputation. The two-level model assumes a xedcost for an o-processor access independent of the dis-tance between the communicating processors. A unitcomputation local to a processor has a cost of . Com-munication between processors has a start-up overheadof  , while the data transfer rate is 1=. For our com-plexity analysis we assume that  and  are constant,independent of the link congestion and distance be-tween two nodes. This permits us to use the two-levelmodel and view the underlying interconnection net-work as a virtual crossbar network connecting the pro-cessors. It closely models the interconnection networkon the IBM SP-2 on which we will present our exper-imental results. Although our algorithm is analyzedunder the assumptions of a virtual crossbar, it is rela-tively architecture-independent and can be ecientlyimplemented on other interconnection networks.We assume that each processor is assigned np ele-ments from the data set. The parallel algorithm alsohas two phases: the sample phase and the quantilephase. The number of runs per processor, r, equalsnpm . The sample phase of the parallel version is very
similar to the sample phase of the sequential version.An additional step is required at the end for mergingthe local sample lists of all the p processors to formone global sorted sample list. The best algorithm formerging p lists depends on the underlying interconnec-tion network of the parallel machine, the size of liststo be merged and the number of processors. We haveinvestigated two algorithms which can be used to solvethis problem: Bitonic merge and Sample merge. Theseare variations of the Bitonic sort [Bat68, KGGK94]and sample sort [LLS+93, KGGK94]. The only dier-ence between Bitonic/sample sort and Bitonic/samplemerge is that initial sorting step is not required be-cause the local lists are already sorted. The complexityof the Bitonic merge and the sample merge are given byO((rs(1+log p) log p)+(1+log p) log p( +rs)) andO((s0+(p 1) log rs+rs log p))+(1+logp) log p(+s0) + 2(p+rs), respectively [LLS+93, KGGK94]. is dened as the bucket expansion which is boundedby 32 . s0 is dened as the size of the sample size whichis used by the sample merge.By merging the p sample lists, we form a globallysorted sample list of size prs such that processor i willhave srsi; : : : ; srsi+rs 1 elements. The quantile phasein the parallel version of the algorithm is very similarto the corresponding one in the sequential algorithm.The only dierence is in number of the total runs. Inthe sequential algorithm, the number of the total runsis r, whereas the number of the total runs in the par-allel algorithm is rp. We can estimate the upper andlower bounds of '-quantile by using formulas (2) and(4) of section 2 and substituting rp instead of r. Notethat lemmas 1 through 3 also hold for the parallel al-gorithm.The time requirement of the parallel algorithm isthe sum of the time required for each of the followingsteps: Reading the np elements from the disk locally. Finding the rs sample points locally. Merging the r sample lists locally. Merging the p sample lists globally. Estimating the value of the '-quantile.Reading the np elements from the disk takes O(np )time. Finding the sample points takes O(rm log s)time, using algorithms given in [FR75]. Mergingthe r samples can be done in O(rs log r) time. Asdiscussed earlier, merging the p sample lists can beachieved by either the Bitonic merge or the samplemerge. We denote the complexity of merging the psample lists globally by T (p; x) where p is the num-ber of processors and x is the size of the lists onPage 6
each processor. Estimating the upper and the lowerbounds of the value of the quantile takes constanttime. Thus, the total complexity of the algorithm isO(np +rm log s+rs log r+T (p; rs)). As in the sequen-tial version, the total complexity to nd q quantiles isO(np + rm log s+ rs log r + T (p; rs) + q) which equalsto O(np + np log s + nmps log nmp + T (p; rs) + q), sincer = npm . In case that m log ss  log npm , the total com-plexity of the algorithm is O(np log s + T (p; rs)). Thetotal complexity of the algorithm for dierent mergingalgorithms is given in table 8. We expect the Bitonicmerge to have better performance for small data setsand small number of processors. In other cases thesample merge should perform better.Table 8: The time requirement of the parallel algo-rithm using dierent merging algorithmsUsing The Time requirementBitonic O((np log s+ rs(1 + log p) log p)+(1 + log p) log p( + rs))Sample O((np log s+ s0 + (p  1) log rs+ rs log p)+(1 + log p) log p( + s0) + 2(p+ rs))3.1 Experimental ResultsWe implemented OPAQ algorithm on the IBM SP-2. Each node of the SP-2 is RISC System/6000 mod-ule 390 with 128 MByte of main memory. We exper-imented with the parallel version of the algorithm ondata sets with uniform distribution only. The exper-imental results of the sequential version of the algo-rithm demonstrated that the accuracy of the algorithmdoes not signicantly depend on the distribution of thedata sets.Figure 3 shows the total execution time of theBitonic and sample merge algorithms. The data sizesused are 1K, 2K, 4K, 8K, 16K, 32K, 64K and 128Kper processor. The Bitonic merge outperforms thesample merge for small number of processors and smalldata sets. For large number of processors and largedata sets, the sample merge outperforms the Bitonicmerge. We only present results using sample merge forthe rest of this section.The number of elements per processor was variedfrom 0:5M , 1M , 2M , and 4M to study the eect ofscaleup, sizeup and speedup properties of our algo-rithm. This data was stored in the disks attached withthe processors. The number of processors used were 1,2, 4, 8 and 16.We conducted several experiments to determine theerror rates produced by the algorithm for nding dec-tiles in dierent size data sets. Tables 9 and 10 showresults (the reported data sizes are the total size of
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Figure 3: The execution time of the merge methodsTable 9: The RERA produced by the parallel algo-rithm for dierent data setsDectile Uniform Distribution0.5M 1M 2M 4M 8M 16M 32M10% 0.09 0.08 0.09 0.10 0.09 0.10 0.0920% 0.09 0.08 0.09 0.10 0.09 0.09 0.0930% 0.08 0.09 0.10 0.09 0.10 0.10 0.0940% 0.10 0.10 0.09 0.09 0.09 0.09 0.0950% 0.09 0.08 0.08 0.09 0.09 0.09 0.0960% 0.09 0.09 0.10 0.09 0.09 0.09 0.0970% 0.09 0.08 0.07 0.10 0.09 0.09 0.0980% 0.09 0.09 0.09 0.10 0.09 0.09 0.0990% 0.08 0.09 0.09 0.10 0.09 0.09 0.09the data) for 8 processors. The total number of sam-ples chosen for each data set was 1024 per run. Thiswas set independent of the number of processors. Ourexperimental results (not presented here) showed thatthe error rates produced were independent of data setsize.The algorithm spends around 50% of the total ex-ecution time in performing I/O. Table 11 shows thepercentage of the I/O time to the total execution timefor dierent data sizes and dierent machine sizes. Ta-ble 12 shows the fraction of the execution time of thedierent phases of the algorithm. The number of el-ements per processor is xed to 4M . The I/O timeand sampling time take more than 83% of the totalexecution time of the algorithm and are relatively in-dependent of the number of processors used. Hence,the algorithm should scale well for larger number ofprocessors.We did not invest any eort in optimizing the over-lap in I/O and computation time. One can potentiallyreduce the overall time by overlapping part of the com-putational time with the I/O time.Figure 4 shows that our algorithm is scalable. Thisis because the extra overhead of the parallel algorithmis the cost of the global merge. This cost is small com-pared to the cost of the other phases of the algorithmPage 7
Table 10: The RERL AND RERN produced by theparallel algorithm for dierent data setsDectile Uniform Distribution0.5M 1M 2M 4M 8M 16M 32MRERL 0.62 0.62 0.54 0.61 0.53 0.54 0.51RERN 0.67 0.60 0.59 0.61 0.56 0.54 0.52Table 11: The percentage of the I/O time to the totaltime for dierent number of elements per processorand dierent number of processorsSize 1 Proc. 2 Proc. 4 Proc. 8 Proc. 16 Proc.0.5M 0.54 0.53 0.52 0.52 0.501M 0.53 0.40 0.52 0.51 0.502M 0.53 0.57 0.51 0.51 0.534M 0.52 0.49 0.51 0.52 0.51Figure 5 shows that our algorithm has good sizeupcharacteristic. This is again due to a low cost of theglobal merge.Our algorithm has a high speedup performance.This is also due to the low cost of the global merge.Figure 6 shows the speedup of our algorithm for totalof 4M elements.
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Figure 4: Scale-up of OPAQ4 ConclusionsIn this paper, we have presented and analyzed OPAQ,a new algorithm for estimating '-quantile value onsequential and parallel machines. OPAQ has the fol-lowing characteristics: It requires only one pass over the data. It is deterministic. It produces good lower and upper bounds of thetrue value of the '-quantile. It requires no a priori knowledge of the data set.
Table 12: The percentage of the execution time of thedierent phases of the algorithm to the total time for4M elements per processor and dierent number ofprocessorsPhase 1 2 4 8 . 16Proc. Proc. Proc. Proc. Proc.I/O 0.52 0.49 0.51 0.52 0.51Sampling 0.47 0.44 0.47 0.46 0.45Local Merg. 0.004 0.051 0.003 0.004 0.009Global Merg. 0 0.002 0.005 0.010 0.015
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Figure 5: Size-up of OPAQ It has a scalable parallel formulation. The additional cost for each additional quantilebeyond the rst one is constant per quantile.The computation time of our algorithm is linear in thesize of the data set for a xed number of quantiles anda given error rate. Further, it provides the exibilityof improving the accuracy of the results obtained byincreasing the computational time.The sorted sample list can obviously be used to es-timate the rank of any arbitrary element in the wholedata set. This does not require any extra passes overthe entire data set.It is easy to use the OPAQ algorithm to deal withnew data incrementally. If the sorted samples are keptfrom the runs of the old data, one need only computethe sorted samples from the new runs and merge withthe old sorted samples.The OPAQ algorithm can be extended to nd theexact quantile value. This will require one extra passover the data set. In the extra pass, we keep the ele-ments which are in the interval [el::eu]. We also countthe number of elements which are less than el to ndthe rank of el, Rel . The number of elements in theinterval [el::eu] is less than or equal to 2ns (by lemma3). We can nd the exact value of the quantile by sort-ing those elements. The exact value of the quantile isthe element (in the sorted list) with rank n Rel .Page 8
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Figure 6: Speedup of OPAQFor future work, we will overlap the I/O with com-putation. Since a large fraction of the total execu-tion time is spent in I/O, we can signicantly reducethe total execution time by overlapping the I/O andthe computation. Moreover, we intend to investigateseveral important applications of quantiles using theOPAQ algorithm: database query optimizers, datamining (association rules and multi-dimensional simi-larity search [AS95, AIS93, AS96, ALSS95]), externalsorting, and load balancing on multiprocessors.References[AIS93] R. Agrawal, T. Imielinski, and A. Swami.Mining Associations between Sets of Itemsin Massive Databases. Proc. of the ACMSIGMOD Int'l Conference on Manage-ment of Data, Washington D.C, pages207{216, May 1993.[ALSS95] R. Agrawal, K. Lin, H. S. Sawhney, andK. Shim. Fast Similarity Search in thePresence of Noise, Scaling, and Transla-tion in Time-Series Databases. Proc. ofthe 21st Int'l Conference on Very LargeDatabases, Zurich, Switzerland, Septem-ber 1995.[AS95] Rakesh Agrawal and Arun Swami. A One-Pass Space-Ecient Algorithm for Find-ing Quantiles. Proc. of the 7th Int'l Conf.Management of Data(COMAD-95), Pune,India:December, 1995.[AS96] R. Agrawal and R. Srikant. Mining Quan-titative Association Rules in Large Re-lational Tables. In Proc. of the ACMSIGMOD Conference on Management ofData, Montreal, Canada, June 1996.[Bat68] K. Batcher. Sorting Networks and theirapplications. In Proceedings of the AFIPSSpring Joint Computing Conference, Vol.32, 1968.
[Coc77] W. G. Cochran. Sampling Techniques.John Wiley and Sons, New York, N.Y. 3rdedition, 1977.[DNS91] D. J. DeWitt, J. F. Naughton, and D. A.Schneider. Parallel Sorting on a Shared-Nothing Architecture using ProbabilisticSplitting . 1st Int'l Conf. on Parallel andDistributed Information Systems, MiamiBeach, Florida:280{291, December 1991.[ea72] M. Blum et. al. Time Bounds for Selec-tion. Journal of Computers and Systems,7:4:448{461, 1972.[FR75] R. W. Floyd and R. I. Rivest. ExpectedTime Bounds for Selection. Communica-tions of the ACM, 18(3):165{172, 1975.[GS90] A. P. Gurajada and J. Srivastava.Equidepth Partitioning of a Data Setbased on Finding its Medians. Techni-cal Report TR-90-24, Computer ScienceDept., Univ. of Minnesota, 1990.[KGGK94] V. Kumar, A. Grama, A. Gupta, andG. Karypis. Introduction to Parallel Com-puting: Design and Analysis of Algo-rithms. The Benjamin/Cummings Pub-lishing Company, Inc, 1994.[Koo80] R. P. Kooi. The Optimization of Queries inRelational Databases. PhD Thesis, CaseWestern Reserver University, Sept. 1980.[LLS+93] X. Li, P. Lu, J. Schaeer, J. Shillington,P. S. Wong, and H. Shi. On the versatil-ity of parallel sorting by regular sampling.Parallel Computing, 19(10):543{550, Oc-tober 1993.[MD88] M. Muralikrishna and David J. Dewitt.Equi-Depth Histograms for EstimatingSelectivity Factors for Multidimensionalqueries. Proc. of ACM SIGMOD, Chicago,Illinois:28{36, June 1988.[MP80] J. I. Munro and M. S. Paterson. Selectionand Sorting with Limited Storage. The-oretical Computer Science, 12:315{323,1980.[PIHS96] V. Poosala, Y. E. Ioannidis, P. J. Haas,and E. J. Shekita. Improved Histogramfor Selectivity Estimation of Range Pred-icates. Proc. of the 1996 ACM SIGMOD,Montreal:294{305, June 1996. Page 9
[PS84] G. Piatetsky-Shapiro. Accurate Estima-tion of the Number of Tuples Satisfy-ing a Condition. ACM SIGMOD 84,Boston:256{276, June 1984.[RC85] R.Jain and I. Chlamtac. The P 2 Algo-rithm for Dynamic Calculation for Quan-tiles and Histograms Without Storing Ob-servations. CACM, Vol. 28, No. 10:1076{1085, Oct. 1985.[SD77] B. W. Schmeiser and S. J. Deutsch.Quantile Estimation from Grouped Data:The Cell MidPoint. Communications inStatistics: Simulation and Computation,B6(3):221{234, 1977.[Zip49] G.K. Zipf. Human Behavior and thePrinciple of Least Eort. Addison-Wesley,Reading,MA, 1949.A The Properties of the SamplePointsIn this appendix we give a more detailed explanationof the properties used in determining el and eu.The rst property is shown in gure 7. As a re-sult of using regular sampling in deriving the samplepoints, it can be easily shown that each sample pointsi represents a sub-run of size ms elements. These ele-ments are less than or equal to si.Figure 8 shows the second property. Given therst property and the rs sample points are sorted, weconclude that there are at least ms , 2ms ,: : :, ims elementsless than or equal to the sample points s1; s2; : : : ; si,respectively.
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