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Consider the Schro¨dinger equation y00 þ V ðxÞy ¼ ly with a periodic real-valued
L2-potential V of period 1; V ðxÞ ¼
P1
m¼1 vðmÞ expð2pimxÞ: Let fl

n ; l
þ
n g be its
zones of instability, i.e. fln ; l
þ
n g are pairs of periodic and antiperiodic eigenvalues,
and b 2 ð0; 1Þ determines Gevrey classes.
Theorem. If
X1
n¼1
jlþn  l

n j
2ð1þ nÞ2se2an
bo1; s50; a > 0;
then V ðxÞ is a Gevrey function, and moreover
X1
m¼1
jvðmÞj2ð1þ jmjÞ2se2ajmj
bo1:
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DJAKOV AND MITYAGIN901. INTRODUCTION
We consider the Schro¨dinger operator
y00 þ Vy ¼ ly ð1Þ
with a periodic L2-potential V ðxÞ of period 1: The smoothness of V is
characterized by the weight sequence ðOðkÞÞ and the condition V 2 HO;
HO ¼ f ðxÞ ¼
X
k2Z
fˆ ðkÞe2pikx: jj f jjOo1
( )
;
where
jj f jj2O ¼
X
k
jfˆ ðkÞj2O2ðkÞo1:
We will assume (as in [9]) that
Oð0Þ ¼ 1; OðkÞ ¼ OðkÞ; k 2Z; OðkÞ4Oðk þ 1Þ; k50 ð2Þ
and O is submultiplicative, that is
Oðk þ jÞ4OðkÞOðjÞ 8k; j 2Z: ð3Þ
If V is real valued, the spectrum of the Schro¨dinger operator on ð1;1Þ
has gaps ðln ; l
þ
n Þ; or zones of instability, with fl

n ; l
þ
n g being pairs of
eigenvalues of (1) on ½0; 1 with periodic if n is even and antiperiodic if n is
odd boundary conditions. See details and basics in [10] or [14].
Hochstadt [7] observed that an L2-potential V is a C1-function if and only
if the gap sequence
gn ¼ l
þ
n  l

n
decays faster than any power of 1=n; that is
ðgnÞ 2 ‘
N
2 ¼ ðxnÞ :
X
jxnj
2ð1þ n2ÞNo1
n o
for every N > 0: Since then the question on relationship between smoothness
of V and the decay rate of g was discussed in many articles and books. The
case of complex-valued potential V was moved forward by Sansuc and
Tkachenko [16] and Kappeler and Mityagin [8] as well. But we will mention
now just Trubowitz [17] result on analytic potentials.
SCHRO¨DINGER OPERATOR 91A real potential V ðxÞ ¼
P
k2Z vðkÞe
2pikx is analytic, that isX
k2Z
jvðkÞj2e2Ajkjo1 for some A > 0
if and only if the gap sequence decays with exponential rate, namely
X1
1
jgnj
2e2ano1 for some a > 0:
These two results (Hochstadt’s on C1 [7] and Trubowitz’s on analytic case
[17]) give boundaries of the band which}quite suprisingly}was not ﬁlled
until recently to either direction. Kappeler and Mityagin showed (see
[9, Theorem 0.1 or Proposition 1.16]) for general weights O under conditions
(2), (3) that X
jlþk  l

k j
2O2ð2kÞ4COð1þ jjV jjOÞ
4: ð4Þ
In this paper we shall prove a statement in the inverse direction, namelyX
jlþn  l

n j
2O2ðnÞo1) jjV jj2O :¼
X
jvðkÞj2O2ðkÞo1 ð5Þ
in the case of real-valued potentials V ;
V ðxÞ ¼
X
vðkÞe2pikx;
and weights
OðkÞ ¼ ð1þ k2Þs expðajkjbÞ; s50; a > 0; b 2 ð0; 1Þ:
These weights deﬁne the space HO of periodic Gevrey-smooth functions.
These classes are non-analytic and non-quasi-analytic}see for details
[4, Chap. IV; 11].
More general weights could be considered as well}see comments on
more general log-concave weight sequences in Section 5.2. It is interesting to
note that the weight
oðkÞ ¼ exp
ajkj
logðe þ k2Þ
 
; a > 0 ð6Þ
is good as well, but the class Ho is quasi-analytic although non-analytic.
Equation (6) comes from the Denjoy–Carleman classes CðfMngÞ (see [11]),
where
Mn ¼ ððn þ 1Þ logðe þ nÞÞ
n; n51:
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ðvðkÞÞ of the potential V with vð0Þ ¼
R 1
0 V ðxÞ dx ¼ 0 follows the Kappeler–
Mityagin approach in [8], in particular, the fundamental equations (2.5)–
(2.7), p. 623, there. These equations are very important for us; we recall now
some details from [8]; see [9] as well.
For L2-potential V ðxÞ ¼
P
vðkÞe2pikx on ½0; 1; either real- or complex
valued, we consider for y00 þ V ðxÞy ¼ ly periodic boundary conditions
yð0Þ ¼ yð1Þ; y0ð0Þ ¼ y0ð1Þ ð7Þ
or antiperiodic boundary conditions
yð0Þ ¼ yð1Þ; y0ð0Þ ¼ y0ð1Þ: ð8Þ
In either case, corresponding eigenfunctions f extended as f ð1þ xÞ ¼
f ðxÞ; 14x42 in case (7) or as f ð1þ xÞ ¼ f ðxÞ; 14x42 in case (8),
produce eigenfunctions (with the same eigenvalues as in (7), (8)) of the Hill’s
operator
y00 þ V ðxÞy ¼ ly; 04x42; ð9Þ
with periodic boundary conditions
yð0Þ ¼ yð2Þ; y0ð0Þ ¼ y0ð2Þ:
Pairs fln ; l
þ
n g of eigenvalues of (9) are close to p
2n2 for n large enough; if n
is even (or odd) they come from (7) (or (8)). The pure Fourier method with
V ðxÞ ¼
X1
1
vðkÞe2pikx; vð0Þ ¼ 0
yðxÞ ¼
X1
1
fpe
pipx; 04x42
transforms (9) into the system
ðp2p2  lÞ fp þ
X
m2Z
wðp  mÞ fm ¼ 0; p 2Z;
where
wðmÞ ¼
0; m odd;
vðkÞ; m ¼ 2k:
(
ð10Þ
If we look for eigenvalues close to p2n2 and put
l ¼ p2n2 þ z;
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ðaÞ  zx þ vðnÞy þ ½SnJVˆ; F  ¼ 0;
ðbÞ vðnÞx  zy þ ½SnJVˆ; F  ¼ 0;
ð11Þ
where
x ¼ fn; y ¼ fn; F ¼ ðfkÞk2ZðnÞ; ZðnÞ ¼Z=fn; ng;
and one vector equation in ‘2ðZðnÞÞ
xðSnVˆÞ þ yðSnVˆÞ þ ðAn  zÞF ¼ 0; ð12Þ
where Vˆ ¼ wjZðnÞ;
S : fgðkÞg ! fgðk þ 1Þg; J : fgðkÞg ! fgðkÞg
and An : ‘2ðZðnÞÞ ! ‘2ðZðnÞÞ is deﬁned by the matrix
Anðk; jÞ ¼ p2ðk2  n2Þdkj þ wðk  jÞ; k; j 2ZðnÞ: ð13Þ
For n large enough ðAn  zÞ is invertible and (12) determines F in terms
of x; y: If we substitute this F into (11) we get two linear equations for x; y
(see [8, (2.14), p. 624])
z þ aðn; zÞ vðnÞ þ bðn; zÞ
vðnÞ þ bðn; zÞ z þ aðn; zÞ
 !
x
y
 !
¼
0
0
 !
; ð14Þ
where
aðn; zÞ ¼ hSnJw; ðz  AnÞ
1ðSnwÞZðnÞi ð15Þ
and
bðn; zÞ ¼ hSnJw; ðz  AnÞ
1ðSnwÞZðnÞi: ð16Þ
Non-zero solution ðx; yÞ for (14) exists if and only if z is a root of the
determinant of this system. With
aðn; zÞ ¼ aðn; zÞ ð17Þ
[8, Lemma 2.2] it means that for
z ¼ z  aðn; zÞ ð18Þ
we have
z2  ðvðnÞ þ bðn; zÞÞðvðnÞ þ bðn; zÞÞ ¼ 0: ð19Þ
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two roots are close if vðkÞ decays fast}see (4) above for precise result of [9].
In the case of real-valued potential (19) can be split, and Eq. (37)}see
Section 2}becomes the main tool and object to analyze. Now we will go to
the opposite direction and use (19) and (37) to come to (5) in the case of real-
valued potentials.
2. MORE ABOUT FUNDAMENTAL EQUATION (19) IN THE
CASE OF REAL-VALUED POTENTIAL
1. The following two facts were important in order to derive (19):
(i) for ‘‘large’’ n the pairs of eigenvalues flþn ; l

n g are ‘‘close’’ to p
2n2; so
z ¼ l p2n2 is ‘‘small’’;
(ii) for ‘‘large’’ n the operator z  An is invertible.
Now we give a precise formulation of (i) and (ii). Let jjvjj be the norm
of v ¼ ðvðnÞÞ in ‘2; that is jjvjj ¼ ð
P
jvðkÞj2Þ1=2: By Lemma 0.4 in [9] there
exists an absolute constant K51 such that for n > n0 :¼ 2Kð1þ jjvjjÞ
jzn j4Kð1þ jjvjjÞ; z

n ¼ l
  p2n2: ð20Þ
By Lemma 1.1 in [9] the operator z  An : ‘2ðZðnÞÞ ! ‘2ðZðnÞÞ is invertible
whenever jzj4Kð1þ jjvjjÞ and jnj > n0; and moreover
jjðz  AnÞ
1jj4
1
4jnj
: ð21Þ
Observe that (15), (16) and (21) imply for jzjoKð1þ jjvjjÞ and jnj > n0
jaðn; zÞj4
1
4jnj
jjvjj2; jbðn; zÞj4
1
4jnj
jjvjj2 ð22Þ
(because jjwjj ¼ jjvjj). In addition aðn; zÞ and bðn; zÞ; jnj > n0 are holomorphic
functions on the disk jzjoKð1þ jjvjjÞ; and we have
d
dz
aðn; zÞ ¼ hSnJw; ðz  AnÞ
2ðSnwÞZðnÞi
and
d
dz
bðn; zÞ ¼ hSnJw; ðz  AnÞ
2ðSnwÞZðnÞi:
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d
dz
aðn; zÞ

4 jjvjj216n2; ddz bðn; zÞ

4 jjvjj216n2 : ð23Þ
Elementary property (17) of aðn; zÞ in (14) takes place for any L2-
potential, either real- or complex valued. It makes diagonal entries in (14)
equal. For the holomorphic change of variable (18) it follows from (23) that
1
jjvjj2
16n2
 
jz  z0jojzðzÞ  zðz0Þjo 1þ jjvjj
2
16n2
 
jz  z0j: ð24Þ
2. In the case of real-valued potential both aðn; zÞ and bðn; zÞ have
additional properties of symmetry, and although the observations of this
subsection are elementary they will be very important in our manipulations
with (19).
If V ðxÞ ¼
P
vðkÞe2pikx; or W ðxÞ ¼
P
wðmÞepimx; see (10), are real valued
then
vðkÞ ¼ vðkÞ; wðmÞ ¼ wðmÞ; k; m 2Z:
From now on we assume in Section 2 that V is a real-valued potential.
Lemma 1 (Kappeler and Mityagin [8, formula (2.52), p. 635]).
aðn; %zÞ ¼ aðn; zÞ:
Proof. First we notice}and it will be used in Lemma 2 as well}that
(recall (13))
Anðk; jÞ ¼ p2ðk2  n2Þdkj þ wðk  jÞ ¼ p2ðk2  n2Þdjk þ wðj  kÞ ¼ Anðj; kÞ:
Therefore
Anðk; jÞ  %zdkj ¼ Anðj; kÞ  zdjk
and (compare proof of Lemma 2.2, p. 624 in [8])
aðn; %zÞ ¼
X
k;j2ZðnÞ
wðn  kÞð%z  AnÞ
1ðk; jÞwðj  nÞ
¼
X
k;j2ZðnÞ
wðk  nÞðz  AtnÞ
1ðk; jÞwðn  jÞ
¼
X
k;j2ZðnÞ
wðn  jÞðz  AnÞ
1ðj; kÞwðk  nÞ ¼ aðn; zÞ: ]
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following claim:
Lemma 2. Mapping (24) is symmetric, that is
zð%zÞ ¼ zðzÞ:
Proof. If
z  aðzÞ ¼ z; ð25Þ
then
%z  aðzÞ ¼ %z
and by Lemma 1
%z  að%zÞ ¼ %z;
so zðzÞ solves this equation, that is
zð%zÞ ¼ zðzÞ: ]
3. The expression bðn; zÞ has no good properties as long as we (or [8, 9])
talk about any potential V : But in the case of real-valued V we have
Lemma 3 (Kappeler and Mityagin [8, formula (2.5), p. 635]).
bðn; %zÞ ¼ bðn; zÞ:
Proof. Proof is the same as in Lemma 1. Indeed,
bðn; %zÞ ¼
X
k;j2ZðnÞ
wðn  kÞð%z  AnÞ
1ðk; jÞwðj þ nÞ
¼
X
k;j2ZðnÞ
wðk  nÞðz  AtnÞ
1ðk; jÞwðj  nÞ
¼
X
k;j2ZðnÞ
wððnÞ  jÞðz  AnÞ
1ðj; kÞwððnÞ þ kÞ ¼ bðn; zÞ ð26Þ
(we interchange j and k in the latter summation). ]
Now we can write fundamental equation (19) in terms of z only with the
understanding that z ¼ znðzÞ is determined by (25). There, the second term
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Rðn; zÞ ¼ vðnÞ þ bðn; zðzÞÞ ð27Þ
and Rðn; zÞ: But Lemmas 2 and 3 imply
Lemma 4.
Rðn; %zÞ ¼ Rðn; zÞ:
Proof. Indeed,
Rðn; zÞ ¼ vðnÞ þ bðn; zðzÞÞ ¼ vðnÞ þ bðn; zðzÞÞ
¼ vðnÞ þ bðn; zð%zÞÞ ¼ Rðn; %zÞ: ]
4. The eigenvalues fln ; l
þ
n g are real, therefore by Lemma 2
z ¼ z  aðk; zÞ;
where
z ¼ ln  n
2p2; n5n0
are real as well. By Lemma 4 fundamental Equation (19) can be rewritten as
z2  jRðn; zÞj2 ¼ 0 ð28Þ
and with necessity two real roots z are among roots of two ‘‘quasi-linear’’
equations
z ¼ jRðn; zÞj; z ¼ jRðn; zÞj:
Each of these equations has at least one real root; indeed, the following
is true.
Lemma 5. If n5n0 ¼ 2Kð1þ jjvjjÞ and
m ¼ 1þ 2jjvjj; I ¼ ½m; m;
then
gþðzÞ ¼ jRðn; zÞj
maps I into I ; and
jgþðzÞ  gþðz
0Þj4
jjvjj2
8n2
jz z0j: ð29Þ
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jRðn; zÞj4jvðnÞj þ jbðn; zðzÞÞj4jjvjj þ
jjvjj2
4n
o1þ 2jjvjj:
Therefore
gþ : I ! I into:
This is a contractive mapping because
dR
dz
¼
db
dz
dz
dz
; ð30Þ
and with (18) and (23) we have
dz
dz

da
dz
dz
dz
¼ 1;
dz
dz

 ¼ 1 dadz
 1
42: ð31Þ
Thus (30), (31) and (23) imply
dR
dz

4 jjvjj216n2 2 ¼ jjvjj
2
8n2
o1
8
for n5n0:
The mapping z ! jzj of C into Rþ is Lip (1) so gþ ¼ jRj satisﬁes (29), and
the proof is completed. ]
With
g ¼ gþ ¼ jRðn; zÞj
by the same argument we have the following.
Lemma 6. Under the conditions of Lemma 5 g maps I into I ; and
jgðzÞ  gðz
0Þj4
jjvjj2
8n2
jz z0j:
Lemmas 5 and 6, and the contractive mapping principle imply
Proposition 7. Roots fzþ; zg of (28) are determined by the equations
zþ ¼ jRðn; zþÞj ð32Þ
and
z ¼ jRðn; zÞj: ð33Þ
SCHRO¨DINGER OPERATOR 995. Gaps
gn ¼ z
þ  z
are determined by ln but their length equal to the distance between l
þ and
l; or between zþ or z; is essentially the same as zþ  z; as (24) tells us,
that is for n > n0
1
jjvjj2
16n2
 
gnojzþn  zn jo 1þ
jjvjj2
16n2
 
gn42gn: ð34Þ
By (32) and (33)
zþ  z ¼ jRðn; zþÞj þ jRðn; zÞj ¼ jzþj þ jzj;
and therefore
1
jjvjj2
16n2
 
gnojzþn j þ jzn jo 1þ
jjvjj2
16n2
 
gn: ð35Þ
On the other hand, by (29)
jjzþn j  jz

n jj4jjRðn; z
þ
n Þj  jRðn; z

n Þjj4
jjvjj2
8n2
jzþn  z

n j;
thus, in view of (34),
ðjzþn j  jz

n jÞ4
jjvjj2
4n2
gn; n > n0: ð36Þ
Now (35) and (36) show that
1
2

jjvjj2
4n2
 
gnojzþn j ¼ jRðn; zþn Þjo
1
2
þ
jjvjj2
4n2
 
gn;
which completes the proof of the main statement of this section.
Theorem 8. For n5n0; there exists a sequence of points Z ¼ ðZnÞ such
that
vðnÞ þ bðn; znÞ ¼ Zn; zn ¼ zðznÞ; ð37Þ
with
1
2
 dn
 
gn4jZnj4
1
2
þ dn
 
gn; gn ¼ l
þ
n  l

n ; ð38Þ
where dn ¼ jjvjj2=4n2 # 0:
DJAKOV AND MITYAGIN1006. Identity (37) with (16) is an inﬁnite system of equations with fvðnÞg;
or fwðnÞg 2 ð10Þ; on the left side and ðZng 2 ð38Þ on the right. The sequence
ðZnÞ is deﬁned by (37) only for n5n0; but, since zn is real there, Lemma 3
implies
Zn ¼ vðnÞ þ bðn; znÞ ¼ vðnÞ þ bðn; znÞ; n5n0:
Therefore with
Zn ¼ Zn; zn ¼ zn; n5n0
(37) holds for jnj5n0 as well. The extended form of (37) (for jnj5n0!) is
wð2nÞ þ
X
k;jan
wðn  kÞðzn  AnÞ
1ðk; jÞwðj þ nÞ ¼ Zn: ð39Þ
Analysis of this equation is the main content of the remaining part of this
paper. This is an elementary substitute of solving the inverse problem, that is
ﬁnding V ; or fvðnÞg; or just describing its properties if flþn ; l

n g or gn ¼
lþn  l

n are given. Different approaches can be or have been used (trace
formulas and Dubrovin differential equation as in [17], or analysis of
analytic functions [12] and their roots [16]).
We systematically analyze Eq. (39) and determine properties of fvðnÞg in
terms of the right-hand side term fZng: It is done under the assumption that
ðvðnÞÞ 2 ‘2 satisfy this equation (without discussing the problem of solving
this equation for v if Z is given). This assumption certainly holds as Theorem
8 states if ðvðnÞÞ is a Fourier coefﬁcient sequence of a real-valued potential V
in (1) and ðZnÞ is a sequence that belongs to (38). Of course, the sequence
ðZnÞ is well deﬁned by constructions of Section 2 but from now on it is only
important for us to know (38), or just
jZnj4const gjnj; jnj5n0:
We shall show in particular the following:
If
jZnj4Ce
ajnjb ; a > 0; 0obo1;
then
jvðnÞj4C1eajnj
b
as well, or if you like ‘2-norms the following is true:X
jZnj
2ð1þ n2Þse2ajnj
bo1 )
X
jvðnÞj2ð1þ n2Þse2ajnj
bo1:
SCHRO¨DINGER OPERATOR 101Let us mention that (39), regarded as an equation in w; is highly nonlinear
because the operator An depends also on w: Simplifying (39) by keeping only
linear and quadratic terms we obtain
wð2nÞ þ
X
j
wðn  jÞ
n  j
wðn þ jÞ
n þ j
¼ Zn:
Up to some constant coefﬁcients this equation coincides with the Fourier
transform of a differential equation
u0 ¼ u2 þ b;
where
uðtÞ ¼
XwðmÞ
m
expðpimtÞ; bðtÞ ¼
X
Zm expðpimtÞ; t 2 ½0; 2:
In [2] we analyzed how the smoothness of u depends on the smoothness of b:
For us this was a crucial step in understanding how to deal with rather more
complicated relation (39)}compare Lemma 2 in [2] and our Basic Lemma 13.
3. MAIN RESULTS
1. In this section we formulate the main result and prove it up to our
‘‘Basic Lemma’’ that is proven in the next section. Roughly speaking, we
claim that the sequences Z ¼ ðZnÞ and ðvðnÞÞ ¼ ðwð2nÞÞ in (39) have ‘‘similar
behavior’’ for large jnj:
More precisely, let us consider for a weight sequence O ¼ ðOðnÞÞ the
weighted ‘2-space
‘2O ¼ x ¼ ðxnÞ : jjxjjO ¼
X
n2Z
ðjxnjOðnÞÞ
2
 !1=2
o1
8<
:
9=
;:
Theorem 9. Suppose ðvðnÞÞ and ðZnÞ are sequences of complex numbers
such that (39) holds with wðmÞ given by (10) and An defined by (13). If
OðnÞ ¼ ð1þ jnjsÞ expðajnjbÞ; s50; a > 0; b 2 ð0; 1Þ; ð40Þ
then Z ¼ ðZnÞ 2 ‘
2
O implies ðvðnÞÞ 2 ‘
2
O:
Remark. It is known (see [9, Theorem 0.1]) that ðvðnÞÞ 2 ‘2O implies ðgnÞ 2
‘2O for complex-valued potentials. In view of Theorem 8 this fact combined
DJAKOV AND MITYAGIN102with Theorem 9 explains that
ðgnÞ 2 ‘
2
O , ðvðnÞÞ 2 ‘
2
O:
Hence the following theorem holds.
Theorem 10. Let V ðxÞ ¼
P
vðnÞ expð2pinxÞ be a real-valued L2-poten-
tial, and let ðgnÞ be the corresponding sequence of spectral gaps. If OðnÞ is a
weight sequence given by (40), then
ðgnÞ 2 ‘
2
O , ðvðnÞÞ 2 ‘
2
O: ð41Þ
The proof of Theorem 9 is rather long, therefore it is divided into several
steps.
2. We begin with some formal manipulations with operators in ‘2;
identifying, as usual, each operator with the corresponding inﬁnite matrix.
With
Dn ¼ ðp2ðk2  n2ÞdkjÞ; W ¼ ðwðk  jÞÞ
we have by (13)
zn  An ¼ zn  Dn  W ¼ ðI  TnÞðzn  DnÞ;
where
Tn ¼ W ðzn  DnÞ
1: ð42Þ
Then
ðzn  AnÞ
1 ¼ ðzn  DnÞ
1ðI  TnÞ
1;
therefore, we can rewrite (39) as
wð2nÞ þ
X
k;j2ZðnÞ
wðn  kÞðzn  DnÞ
1ðk; jÞanðn þ jÞ ¼ Zn; ð43Þ
where
anðjÞ ¼ ðSnðI  TnÞ
1SnwÞðjÞ: ð44Þ
Since by Lemma 2.1 in [8]
jjTnjj‘24const=jnjo1 for jnj5n0;
the inverse operator ðI  TnÞ
1 exists, and moreover,
jjðI  TnÞ
1jj‘24C1; jnj5n0;
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sup
n5n0
jjðanðjÞÞjj‘24C2jjvjj‘2o1: ð45Þ
Taking into account that
ðzn  DnÞ
1 ¼
1
zn  p2ðk2  n2Þ
dkj
 
¼ eðn; kÞ
1
n2  k2
dkj
 
ð46Þ
with
eðn; kÞ ¼
n2  k2
zn þ p2ðn2  k2Þ
; jkjajnj; ð47Þ
we obtain by (43) and (44)
wð2nÞ ¼ Zn 
X
jkjajnj
wðn  kÞeðn; kÞ
1
n2  k2
anðn þ kÞ: ð48Þ
By (20)
jznj4Kð1þ jjV jjÞ if jnj5n0 ¼ 2Kð1þ jjV jjÞ;
therefore, (47) implies
jenðkÞj4
2jnj  1
p2ð2jnj  1Þ  jznj
41; jnj5n0: ð49Þ
The exact form of eðn; kÞ is not important for us (only uniform estimate (49)
will be used further). Therefore from now on we supress the dependence on
n and k in our notation e: With i ¼ n  k it follows that (48) is equivalent to
wð2nÞ ¼ Zn 
X
ia0;2n
wðiÞe
1
ið2n  iÞ
anð2n  iÞ: ð50Þ
Since by (10) wð2nÞ ¼ vðnÞ and wðiÞ ¼ 0 if i is odd, we obtain with i ¼ 2j that
(50) is equivalent to
vðnÞ ¼ Zn 
1
4
X
ja0;n
vðjÞe
1
jðn  jÞ
anðn  jÞ; ð51Þ
where
anðkÞ ¼ anð2kÞ; k 2Z: ð52Þ
On the other hand, from (44) it follows that
wðmÞ ¼ ðSnðI  TnÞSnanÞðmÞ ¼ anðmÞ  ðSnTnSnanÞðmÞ;
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anðmÞ ¼ wðmÞ þ ðSnTnSnanÞðmÞ
Now, in view of (42) and (46), the latter relation can be written as
anðmÞ ¼ wðmÞ þ
X
man
wðm  n  mÞe
1
n2  m2
anðn þ mÞ:
With m ¼ 2k and m ¼ n  n it follows that
anð2kÞ ¼ wð2kÞ þ
X
na0;2n
e
wð2k  2n þ nÞanð2n  nÞ
ð2n  nÞn
:
Therefore by (10) and (52) we obtain (with n ¼ 2i)
anðkÞ ¼ vðkÞ þ
1
4
X
ia0;n
e
vðk  n þ iÞanðn  iÞ
iðn  iÞ
;
thus with k ¼ n  j we have
anðn  jÞ ¼ vðn  jÞ þ
1
4
X
ia0;n
e
vði  jÞanðn  iÞ
iðn  iÞ
: ð53Þ
3. It turns out very convenient to use weighted ‘1-norms of the kind
jjxjjp ¼ jx0j þ
X
na0
jxnjnp; p ¼ 0; 1; 2; . . . :
The following proposition allows us to work with this family of weighted
‘1-norms.
Proposition 11. If Z ¼ ðZnÞ 2 ‘
2
O with
OðnÞ ¼ ð1þ jnjsÞ expðajnjbÞ; s50; a > 0; b 2 ð0; 1Þ;
then
9C ¼ Cðs; g; aÞ : jjZjjp4CjjZjjOðp!Þ
gRpð1þ pÞd; p ¼ 1; 2; . . . ; ð54Þ
where g ¼ 1=b; R ¼ ðg=aÞg; d ¼ 1=4 sg:
Proof. By Cauchy inequality
jjZjjp ¼ jZ0j þ
X
jnja0
jZnjjnj
p4jjZjjO 1þ
X
jnja0
n2p
ð1þ jnjsÞ2
expð2ajnjbÞ
 !1=2
;
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sðpÞ
p
4constðp!ÞgRppd; p ¼ 1; 2; . . . ;
where
sðpÞ :¼
X1
n¼1
n2p2s expð2anbÞ:
Suppose p > s: Consider the function
jðuÞ ¼ u2p2s expð2aubÞ; u51:
Its derivative
j0ðuÞ ¼ jðuÞ½2ðp  sÞ=u  2abub1
vanishes at the point
u0 ¼
p  s
ab
 g
; g ¼ 1=b;
and has, respectively, positive and negative signs on ð1; u0Þ and ðu0;1Þ:
Therefore the function jðuÞ is increasing in ð1; u0Þ; decreasing in ðu0;1Þ and
attains its maximum at u0: Thus we have
jðu0Þ þ
Z 1
1
jðuÞ du4sðpÞ4jðu0Þ þ
Z 1
1
jðuÞ du:
Changing the variable by t ¼ 2aub and using Stirling’s formula we obtainZ 1
1
u2ðpsÞ expð2aubÞ du
 constð2aÞ2ðpsÞggGð2ðp  sÞgþ gÞ
 constð2aÞ2ðpsÞgg
2ðp  sÞgþ g 1
e
 2ðpsÞgþg1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
p  s
p
 constð2aÞ2pgð2gÞ2pg
p
e
 2ðpsÞg
p1=2þg1
 const R2p
p
e
 2ðpsÞg
p1=2þb
 const R2p
p
e
 2pg
p1=2þb2sg;
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jðu0Þ ¼
g
a
 2ðpsÞg p  s
e
 2ðpsÞg
 const R2pg
p
e
 2pg
p2sg;
we have ﬃﬃﬃﬃﬃﬃﬃﬃ
sðnÞ
p
 const Rp
p
e
 pg
p1=4þb=2sg:
Hence ﬃﬃﬃﬃﬃﬃﬃﬃ
sðnÞ
p
 const Rpðp!Þgpg=2p1=4þb=2sg ¼ const Rpðp!Þgp1=4sg;
which proves the claim. ]
4. Most of the formulas in Section 2 are valid only for large enough
indices jnj5n0: In particular the sequences ðZnÞ and ðanðjÞÞ are deﬁned only
for n > n0: For convenience we set
Zn ¼ vðnÞ; anðjÞ ¼ vðjÞ 8j for jnjon0: ð55Þ
Since (55) deﬁnes only ﬁnitely many terms of the sequence Z ¼ ðZnÞ; this has
no impact on smoothness of Z}it remains in the same Gevrey class.
Now (51), (53) and (55) imply the following inequalities:
jvðnÞj4jZnj þ
1
4
X
ja0;n
jvðjÞj
jjj
janðn  jÞj
jn  jj
8n; ð56Þ
janðn  jÞj4jvðn  jÞj þ
1
4
X
ia0;n
jvði  jÞanðn  iÞj
jiðn  iÞj
8n: ð57Þ
Namely, (51) and (53) imply, respectively, (56) and (57) for jnj5n0 and (55)
implies them for jnjon0:
Proposition 12. Under the assumptions and notations of Section 2 we
have
(a) If Z 2 ‘1; then v ¼ ðvðnÞÞ 2 ‘1 and
A0 :¼ sup
j
X
n
janðn  jÞjo1: ð58Þ
(b) Let
Ap ¼ sup
j2Z
X
n2Z
janðn  jÞjjn  jjp; p ¼ 1; 2; . . . :
SCHRO¨DINGER OPERATOR 107If Z 2 ‘1ðnpÞ 8p and
jjZjjp4Cðp!Þ
gRpðp þ 1Þd; p ¼ 1; 2; . . . ;
where C > 0; g > 1; R > 0; do0; then the sequences ðXpÞ11 and ðYpÞ11 defined
by X0 ¼ jjvjj0; Y0 ¼ A0 and
Xp ¼
jjvjjp
ðp!ÞgRpðp þ 1Þd
; Yp ¼
Ap
ðp!ÞgRpðp þ 1Þd
; p51; ð59Þ
are bounded.
Proof. The proof is based on inequalities (56) and (57).
(a) By (57)
janðn  jÞj4jvðn  jÞj þ bðn; jÞ; ð60Þ
where
bðn; jÞ ¼
1
4
X
ia0;n
jvði  jÞanðn  iÞj
jiðn  iÞj
: ð61Þ
Since
inf
ia0;n
jiðn  iÞj ¼ jnj  14jnj=2; jnj5n0 > 1; ð62Þ
by Cauchy inequality and (45) we obtain
bðn; jÞ4
1
jnj
X
i
jvði  jÞjjanðn  iÞj4C2
1
jnj
jjvjj2: ð63Þ
By (56) and (60)
jvðnÞj ¼ jZnj þ
1
4
X
ia0;n
jvðjÞj
jjj
jvðn  jÞj
jn  jj
þ
1
4
X
ia0;n
jvðjÞj
jjj
bðn; jÞ
jn  jj
;
thus,
jvðnÞj4jZnj þ
1
4
cðnÞ þ 1
4
dðnÞ; ð64Þ
where
cðnÞ ¼
X
ja0;n
jvðjÞj
jjj
jvðn  jÞj
jn  jj
; dðnÞ ¼
X
ja0;n
jvðjÞj
jjj
bðn; jÞ
jn  jj
:
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cðnÞ 2 ‘1 as a convolution of two ‘1-sequences:
cðnÞ ¼ jIvj* jIvjðnÞ:
On the other hand, by Cauchy inequality and (63)
dn4jjvjj
X
ja0;n
jbðn; jÞj2
j2ðn  jÞ2
 !1=2
4jjvjjC2
1
jnj
jjvjj2
X
ja0;n
1
j2ðn  jÞ2
 !1=2
:
Since
X
ja0;n
1
j2ðn  jÞ2
¼
X
ja0;n
1
n2
1
j
þ
1
n  j
 2
4
2
n2
X
ja0;n
1
j2
þ
1
ðn  jÞ2
 
¼
4
3
p2
1
n2
we have
dðnÞ415n2;
thus ðdðnÞÞ 2 ‘1; and from (64) it follows that v 2 ‘1:
Substituting (60) into (61) we get
bðn; jÞ4
1
4
X
ia0;n
jvði  jÞvðn  iÞj
jiðn  iÞj
þ
1
4
X
ia0;n
jvði  jÞjbðn; iÞ
jiðn  iÞj
;
therefore
X
n
bðn; jÞ4
1
4
X
i
jvði  jÞj
X
n
jvðn  iÞj þ
1
4
X
ia0
jvði  jÞj
X
nai
jbðn; iÞj
jiðn  ijÞ
:
Now from (60), (62) and (63) it follows thatX
n
janðn  jÞj4
X
n
jvðn  jÞj þ
X
n
jbðn; jÞj
4 jjvjj‘1 þ
1
4
jjvjj2‘1 þ
1
4
jjvjj‘1C2jjvjj
2
‘2
X
n
1
n2
o1;
which proves (58).
(b) We derive from (56) and (57) recurrent inequalities for jjvjjp and
Ap; p ¼ 1; 2; . . . ; and use them to prove the claim by induction. In
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o1 8p; then jjvjjp and Ap are also ﬁnite numbers for all p: Part (a) of the
proof deals, in fact, with 0-step; therefore we do not consider p ¼ 1
separately.
Multiplication of (56) by
jnjp4
Xp
0
p
n
 !
jjjnjn  jjpn
and summation in n give, after a change of summation order,
jjvjjp4jjZjjp þ
Xp
n¼0
p
n
 !X
ja0
jvðjÞj
jjj
jjjn
X
naj
janðn  jÞj
jn  jj
jn  jjpn;
thus
jjvjjp4jjZjjp þ jjvjj0Ap1 þ jjvjjp1A0 þ
Xp1
1
p
n
 !
jjvjjn1Apn1: ð65Þ
In an analogous way we obtain from
jn  jjp4
Xp
n¼0
p
n
 !
ji  jjnjn  ijpn
and (57): X
n
janðn  jÞjjn  jjp4
X
n
jvðn  jÞjjn  jjp
þ
1
4
Xp
n¼0
p
n
 !X
ia0
jvði  jÞjji  jjn
X
nai
janðn  iÞjjn  ijpn1:
Therefore, we have
Ap4jjvjjpð1þ A0Þ þ jjvjj0Ap1 þ
Xp1
1
p
n
 !
jjvjjnApn1: ð66Þ
Let sequences ðXpÞ and Yp be deﬁned by X0 ¼ jjvjj0; Y0 ¼ A0 and
jjvjjp ¼ Xpðp!Þ
gRpðp þ 1Þd; Ap ¼ Ypðp!Þ
gRpðp þ 1Þd; p51: ð67Þ
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into account that all factors of the kind ðÞd are bounded (because do0), we
obtain
Xp4C þ hpgX0Yp1 þ hpgXp1Y0
þ h
Xp1
n¼1
p
n
 !b
ngðp  nÞgXn1Ypn1
and
Yp4Xpð1þ hY0Þ þ hpgX0Yp1
þ h
Xp1
n¼1
p
n
 !b
ðp  nÞgXnYpn1;
where b ¼ g 1; h5maxf1=R; 1=4R2g: By our Basic Lemma (see Section 4,
Lemma 13) these recurrent inequalities imply that the sequences ðXpÞ and
ðYpÞ are bounded. ]
5. Now we complete the proof of Theorem 9. By (56)
jvðnÞj4jZnj þ
1
4
hðnÞ; ð68Þ
where
hðnÞ ¼
X
ja0;n
jvðjÞj
jjj
janðn  jÞj
jn  jj
:
As in (65) we obtain
jjhjjp4jjjvjj0Ap1 þ jjvjjp1A0 þ
Xp1
1
p
n
 !
jjvjjn1Apn1: ð69Þ
By Proposition 12 we have
jjvjjp4Kðp!Þ
gRpðp þ 1Þd; Ap4Kðp!Þ
gRpðp þ 1Þd 8p;
where K > 0 is a constant. Substituting these estimates on the right-hand
side of (69) and dividing by ðp!ÞgRppdpg we obtain that
jjhjjp=ðp!Þ
gRppdpg
4K2
2
R
pd
ðp þ 1Þd
þ
1
R2
Xp1
1
p  1
n
 !b
pg
ngðp  nÞg
ndðp  nÞd
ðp þ 1Þd
2
4
3
5:
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1; do0 and supp
P
ðp1n Þ
bo1 (do it as an exercise, or see [2, Lemma 4]).
Thus
jjhjjp4constðp!Þ
gRppdpg; p ¼ 1; 2; . . . ;
so by Stirling formula
jjhjjp4const
p
e
 pg
Rppdg=2: ð70Þ
A standard interpolation argument (or, simply Ho¨lder inequality) shows
that (70) is true for every real p51: Therefore, for every na0 we obtain with
p ¼ pn ¼ ðjnj=RÞ
1=g
jhðnÞj4
jjhjjp
jnjp
4const expðgðjnj=RÞ1=gÞjnjd=g1=2Þ:
Hence, taking into account that R ¼ ðg=aÞg and d ¼ sg 1=4; we obtain
jhðnÞj4const expðajnjbÞjnjsjnj
1
2
 1
4g 8n:
These estimates of hðnÞ show that
h 2 ‘2½ð1þ jnjsÞ expðajnjbÞ;
hence, in view of (68),
v 2 ‘2½ð1þ jnjsÞ expðajnjbÞ:
This completes the proof of Theorem 9.
4. BASIC LEMMA
Lemma 13 (Basic Lemma). Suppose ðXpÞ10 and ðYpÞ
1
0 are sequences of
positive real numbers such that
Xp4C þ hpgX0Yp1 þ hpgXp1Y0
þ h
Xp1
j¼1
p
j
 !b
jgðp  jÞgXj1Ypj1 ð71Þ
and
Yp4Xpð1þ hY0Þ þ hpgX0Yp1
þ h
Xp1
j¼1
p
j
 !b
ðp  jÞgXjYpj1; ð72Þ
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bounded.
Proof. First we prove by induction that Xp and Yp may be estimated by
suitable functions of p; later we use these estimates to conclude that the
sequences ðXpÞ and ðYpÞ are bounded. Since we use different estimates for
different ranges of p it turns out that different inductive assumptions are
used for different ranges of p; which requires several steps in the proof.
Step 1. Here we ﬁx some constants that are crucial for our inductive
constructions. Put
H ¼ 1þ hY0 ð73Þ
and choose a positive constant D so that
D5maxfX1; Y1;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2bX2
p
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2bY2
p
; 2b; ð3!Þb=2g ð74Þ
and
D5C þ hH½3þ X0 þ Y0 þ 2b
1 þ Q; ð75Þ
where
Q ¼ sup
n59
Xn4
5
n
j
 !b
1
j
: ð76Þ
Obviously (74) implies D > 1; further we use this fact without a reference
to (74).
Deﬁne m by
m ¼ min p :
Dp
½ðp þ 1Þ!b
o1
 
: ð77Þ
By (74) we have D5ð2!Þb and D25ð3!Þb; therefore m > 2: From the
deﬁnition of m it follows that
Dm=½ðm þ 1Þ!bo14Dm1=ðm!Þb; ð78Þ
thus
ðm=eÞmboðm!Þb4Dm1oDm;
so
ðm=eÞboD; that is moeD1=b: ð79Þ
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Doðm þ 1Þb; that is D1=b  1om: ð80Þ
Therefore the sequence Dp=½ðp þ 1Þ!b is decreasing for p5m; so we have
Dp=½ðp þ 1Þ!bo1; p5m: ð81Þ
Step 2. We claim that
Xp4
Dp
ðp!Þb
; Yp4ðp þ 1Þ
DpH
ðp!Þb
; 14p4m: ð82Þ
By (73) H51; thus (74) implies
X14
D
ð1!Þb
; Y142
DH
ð1!Þb
; X24
D2
ð2!Þb
; Y243
D2H
ð2!Þb
;
that is (82) holds for p ¼ 1; 2: If 24kom and (82) holds for p4k; then (71)
and (72) imply
Xkþ14C þ
hX0
ðk þ 1Þg
ðk þ 1Þ
DkH
ðk!Þb
þ
hY0
ðk þ 1Þg
Dk
ðk!Þb
þ h
Xk
j¼1
k þ 1
j
 !b
jgðk þ 1 jÞg
Dj1
½ðj  1Þ!b
ðk þ 1 jÞ
DkjH
½ðk  jÞ!b
4C þ hX0
DkH
½ðk þ 1Þ!b
þ
hY0
k þ 1
Dk
½ðk þ 1Þ!b
þ
Dk1hH
½ðk þ 1Þ!b
Xk
j¼1
1
j
 !
: ð83Þ
By (79)
Xk
j¼1
1
j
41þ log k41þ log m42þ b1 log D42þ b1D; ð84Þ
therefore, using also (77), we obtain
Xkþ14
Dk
ððk þ 1Þ!Þb
C þ hHX0 þ
hY0
k þ 1
þ
hH
D
ð2þ b1DÞ
 
:
In view of (75), the expression in square brackets does not exceed D; thus the
ﬁrst inequality in (82) holds for p ¼ k þ 1:
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Ykþ14ð1þ hY0Þ
Dkþ1
½ðk þ 1Þ!b
þ hX0ðk þ 1Þ
gðk þ 1Þ
HDk
ðk!Þb
þ h
Xk
j¼1
k þ 1
j
 !b
ðk þ 1 jÞg
Dj
ðj!Þb
ðk þ 1 jÞ
DkjH
½ðk  jÞ!b
¼
Dkþ1H
½ðk þ 1Þ!b
1þ
hX0
D
þ
h
D
k
 
4ðk þ 2Þ
Dkþ1H
½ðk þ 1Þ!b
; ð85Þ
which proves for p ¼ k þ 1 the second inequality in (82).
Step 3. Claim:
Xp4D; Yp4ðp þ 1ÞHD; p > m: ð86Þ
We prove the claim by induction. Since different estimates are used for
14p4m and p > m; Step 3 is subdivided into three substeps.
Step 3a. First we prove (86) for p ¼ m þ 1: By (78) we have Dm=
½ðm þ 1Þ!bo1; therefore repeating (83) with k ¼ m we obtain
Xmþ14C þ hHX0 þ
hY0
m þ 1
þ
hH
D
Xm
j¼1
1
j
:
One can easily see by (84) and (75) that the last expression does not exceed
D; which proves for p ¼ m þ 1 the ﬁrst inequality in (86). The second
inequality there is even easier; repeating (85) with k ¼ m; we obtain
Ymþ14ðm þ 2ÞDmþ1H=½ðm þ 1Þ!boðm þ 2ÞDH :
Step 3b. Next we prove that (86) holds for every p such that m þ 1
op42m þ 2:
Indeed, if (86) holds for p ¼ m þ 1; . . . ; m þ s with 14s4m þ 1; then we
have for p ¼ m þ s þ 1
Xmþsþ14C þ
hX0Ymþs
ðm þ s þ 1Þg
þ
hY0Xmþs
ðm þ s þ 1Þg
þ h
Xs1
j¼1
þ
Xmþ1
j¼s
þ
Xmþs
j¼mþ2
" #
:
By (86) and (80) the sum of the two terms after C does not exceed
hX0
ðm þ s þ 1ÞDH
ðm þ s þ 1Þg
þ
hY0D
ðm þ s þ 1Þg
4hHX0 þ hHY0: ð87Þ
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Pmþs
j¼1 is divided into three subsums because different estimates for
Xj1 and Ymþsj ; either (82) or (86), are used according to the range of
indices.
In the ﬁrst sum 14j4s  1 and m þ s  j > m; therefore using (82) for
Xj1 and (86) for Ymþsj we obtain
Xs1
j¼1
m þ s þ 1
j
 !b
jgðm þ s þ 1 jÞgXj1Ymþsj
4
Xs1
j¼1
m þ s þ 1
j
 !b
jgðm þ s þ 1 jÞg
Dj1
½ðj  1Þ!b
ðm þ s þ 1 jÞDH
¼
H
D
Xs1
j¼1
1
j
Yj
i¼0
D
ðm þ s þ 1 iÞb
:
By (80), Doðm þ s þ 1 iÞb for i4j4s  1; thus
Xs1
j¼1
  4
H
D
Xs1
j¼1
1
j
: ð88Þ
For the second sum j  14m and m þ s  j4m; so using only (82) we
obtain that
Pmþ1
j¼s . . . is less than
Xmþ1
j¼s
m þ s þ 1
j
 !b
jg
Dj1
½ðj  1Þ!b
ðm þ s þ 1 jÞb
DmþsjH
½ðm þ s  jÞ!b
¼
H
D
Dmþs
½ðm þ s þ 1Þ!b
Xmþ1
j¼s
1
j
:
Now by (81)
Xmþ1
j¼s
  4
H
D
Xmþ1
j¼s
1
j
: ð89Þ
For the third sum m þ 24j4m þ s and m þ s  j4m; so we estimate
Xj1 by (86) and Ymþsj by (82):
Xmþs
j¼mþ2
m þ s þ 1
j
 !b
jgDðm þ s þ 1 jÞb
DmþsjH
½ðm þ s  jÞ!b
¼
H
D
Xmþs
j¼mþ2
1
j
Ymþsþ1
i¼j
D
ib
:
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j¼mþ2
  4
H
D
Xmþs
j¼mþ2
1
j
: ð90Þ
From (87)–(90) it follows that
Xmþsþ14C þ hHX0 þ hHY0 þ
hH
D
X2m
j¼1
1
j
:
As in (84) we have by (79)X2m
j¼1
1
j
41þ logð2mÞ41þ log 2þ log m43þ b1 log D43þ b1D; ð91Þ
therefore by (75) we obtain
Xmþsþ14C þ hHX0 þ hHY0 þ
hH
D
ð3þ b1DÞ4D:
The second inequality in (86) can be proven in an analogous way for
p ¼ m þ s þ 1; s4m þ 1: We have
Ymþsþ14ð1þ hY0ÞXmþsþ1 þ
hX0Ymþs
ðm þ s þ 1Þg
þ h
Xs1
j¼1
þ
Xm
j¼s
þ
Xmþs
j¼mþ1
" #
;
where
Pm
s ¼ 0 if s ¼ m þ 1:
By (86) the sum of the ﬁrst two terms on the right-hand side is less than
ð1þ hY0ÞD þ hX0ðm þ s þ 1Þ
bDH4HD þ hHX042DH : ð92Þ
We used here (73), (80) and (75).
In the ﬁrst sum 14j4s  14m and m þ s  j > m; therefore we estimate
Xj by (82) and Ymþsj by (86):
Xs1
j¼1
m þ s þ 1
j
 !b
ðm þ s þ 1 jÞgXjYmþsj
4
Xs1
j¼1
m þ s þ 1
j
 !b
ðm þ s þ 1 jÞg
Dj
ðj!Þb
ðm þ s þ 1 jÞDH
¼ H
Xs1
j¼1
Yj
i¼0
D
ðm þ s þ 1 iÞb
4ðs  1ÞH ; ð93Þ
because by (80) each factor in the products is less than 1:
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obtain that it does not exceed
Xm
j¼s
m þ s þ 1
j
 !b
Dj
ðj!Þb
ðm þ s þ 1 jÞb
DmþsjH
½ðm þ s  jÞ!b
¼ ðm þ 1 sÞH
Dmþs
½ðm þ s þ 1Þ!b
4ðm þ 1 sÞH : ð94Þ
Here the last inequality follows from (81).
In the third sum m þ 14j4m þ s and m þ s  j4m; and we estimate Xj
by (86) and Ymþsj by (82):
Xmþs
j¼mþ1
m þ s þ 1
j
 !b
Dðm þ s þ 1 jÞb
DmþsjH
½ðm þ s  jÞ!b
¼ H
Xmþs
j¼mþ1
Ymþsþ1
i¼jþ1
D
ib
4sH ; ð95Þ
because in the products each factor is less than 1 by (80).
Finally, by (92)–(95), and using that h4D by (75), we obtain
Ymþsþ142DH þ ðs  1ÞDH þ ðm þ 1 sÞDH þ sDH4ðm þ s þ 2ÞDH :
Step 3c. In Steps 3a and 3b (86) has been proven for mop42m þ 2: Now
we will prove it for p > 2m þ 2:
If (86) holds for p ¼ m þ 1; . . . ; m þ s with s5m þ 2; then we have for
p ¼ m þ s þ 1
Xmþsþ14C þ
hX0Ymþs
ðm þ s þ 1Þg
þ
hY0Xmþs
ðm þ s þ 1Þg
þ h
Xmþ1
j¼1
þ
Xs1
j¼mþ2
þ
Xmþs
j¼s
" #
;
where
Ps1
mþ2 ¼ 0 if s ¼ m þ 2:
By (86) and (80) the sum of the two terms after C does not exceed
hX0
ðm þ s þ 1ÞDH
ðm þ s þ 1Þg
þ hY0
D
ðm þ s þ 1Þg
4hHX0 þ hHY0: ð96Þ
The sum
Pmþs1
j¼1 is divided into three sums as in Step 3b according to the
range of indices where (82) or (86) are used.
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Xj1 by (82) and Ymþsj by (86) we obtain
Xmþ1
j¼1
m þ s þ 1
j
 !b
jgðm þ s þ 1 jÞgXj1Ymþsj
4
Xmþ1
j¼1
m þ s þ 1
j
 !b
jg
Dj1
½ðj  1Þ!b
ðm þ s þ 1 jÞbDH
¼
H
D
Xmþ1
j¼1
1
j
Yj
i¼0
D
ðm þ s þ 1 iÞb
:
Since m þ s þ 1 i5s > m by (80) each factor in the products is less than 1;
therefore from (91) it follows thatXmþ1
j¼1
  4
H
D
Xmþ1
j¼1
1
j
4
H
D
ð1þ logð2mÞÞ4
H
D
ð3þ b1DÞ4Hð3þ b1Þ: ð97Þ
In the second sum j  15m þ 1 and m þ s  j5m þ 1; so estimating Xj1
and Ymþsj by (86) we obtain that
Ps1
mþ2 is less thanXs1
j¼mþ2
m þ s þ 1
j
 !b
jgðm þ s þ 1 jÞgDðm þ s þ 1 jÞDH
¼ H
Xs1
j¼mþ2
m þ s þ 1
j
 !b
1
j
D
jb
D
ðm þ s þ 1 jÞb
:
By (80) D=jbo1 and D=ðm þ s þ 1 jÞbo1 hence, in view of (76),Xs1
j¼mþ2
  4HQ: ð98Þ
The third sum does not exceed
Xmþs
j¼s
m þ s þ 1
j
 !b
jgðm þ s þ 1 jÞgDðm þ s þ 1 jÞ
DmþsjH
½ðm þ s  jÞ!b
;
because there j5s > m and m þ s  j4m; so Xj1 is estimated by (86) and
Ymþsj is estimated by (82). Simplifying this expression we obtainXmþs
j¼s
4H
Xmþs
j¼s
jg
Ymþsþ1
i¼jþ1
D
ib
4H
Xmþs
j¼s
jg4Hb1; ð99Þ
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j¼s
jg4
X1
j¼mþ1
jg4
Z 1
m
xg dx ¼ b1mbob1:
Thus (96)–(99) yield
Xmþsþ14C þ hHX0 þ hHY0 þ hHð3þ b
1Þ þ hHQ þ hHb1;
hence by (75)
Xmþsþ14C þ hH½X0 þ Y0 þ 3þ 2b
1 þ Q4D:
It remains to prove the second inequality in (86) for p ¼ m þ s þ 1;
s5m þ 2: We have
Ymþsþ14ð1þ hY0ÞXmþsþ1 þ hX0
Ymþs
ðm þ s þ 1Þg
þ h
Xm
j¼1
þ
Xs1
j¼mþ1
þ
Xmþs
j¼s
" #
:
Using (73), (80) and (75) we obtain that the sum of the ﬁrst two terms on
the right-hand side does not exceed
ð1þ hY0ÞD þ hX0ðm þ s þ 1Þ
bDH4HD þ hHX042DH : ð100Þ
In the ﬁrst sum 14j4m and m þ s  j > s5m þ 2; so we estimate Xj by
(82) and Ymþsj by (86):
Xm
j¼1
m þ s þ 1
j
 !b
ðm þ s þ 1 jÞgXjYmþsj
4
Xm
j¼1
m þ s þ 1
j
 !b
ðm þ s þ 1 jÞg
Dj
ðj!Þb
ðm þ s þ 1 jÞDH :
Simplifying this expression we obtain
Xm
j¼1
4H
Xm
j¼1
Yj
i¼0
D
ðm þ s þ 1 iÞb
4mH ; ð101Þ
because by (80) each factor in the products is less than 1:
To estimate the second sum we use only (86) because there m þ 14j4s  1
and m þ s  j > m:
Xs1
j¼mþ1
4
Xs1
j¼mþ1
m þ s þ 1
j
 !b
ðm þ s þ 1 jÞgDðm þ s þ 1 jÞDH:
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Xs1
j¼mþ1
4H
Xs1
j¼mþ1
D
ðm þ s þ 1Þb
D
ðm þ s þ 1 jÞb
4ðs  m  1ÞH: ð102Þ
In the third sum s4j4m þ s and m þ s  j4m; so we estimate Xj by (86)
and Ymþsj by (82). Therefore
Pmþs
j¼s does not exceed
Xmþs
j¼s
m þ s þ 1
j
 !b
ðm þ s þ 1 jÞgDðm þ s þ 1 jÞ
DmþsjH
½ðm þ s  jÞ!b
:
Simplifying this expression we obtain
Xmþs
j¼s
4H
Xmþs
j¼s
Ymþsþ1
i¼jþ1
D
ib
4ðm þ 1ÞH; ð103Þ
because each factor in the products is less than 1 by (80).
Now, (100)–(103) yield (since h4D by (75))
Ymþsþ142DH þ mDH þ ðs  m  1ÞDH þ ðm þ 1ÞDH4ðm þ s þ 2ÞDH :
This inequality completes the proof of the claim in Step 3.
Step 4. Since (86) may fail only for ﬁnitely many indices p4m; the
sequence ðXpÞ is bounded. Obviously, there is a constant D15D such that
(86) holds with D replaced by D1 for all p; that is
Xp4D1; Yp4ðp þ 1ÞD1H ; 8p:
Therefore, (72) and (73) imply that
Yp4HD1 þ hHD21p
b þ hHD21
Xp1
j¼1
p
j
 !b
ðp  jÞb:
Since b > 0; the right-hand side of the above inequality tends to HD1 as
p !1; thus the sequence ðYpÞ is bounded. This completes the proof of
Basic Lemma 13. ]
5. COMMENTS
1. Observe that (39) holds only for large enough ðjnj > n0Þ indices n: It is
difﬁcult to estimate more precisely the weighted norm jjðvðnÞjjO through jjZjjO;
because there is no information about ‘‘ﬁrst terms’’ ðjnj4n0Þ: However, the
SCHRO¨DINGER OPERATOR 121proof of Theorem 9 shows that one can obtain more precise information in
terms of weighted ‘1-norms
jjxjjp ¼ jx0j þ
X
na0
jxnjnp; p ¼ 1; 2; . . . ;
namely the following theorem is true.
Theorem 14. Under the assumptions and notations of Theorem 9 we have
jjðvðnÞÞjjp ¼ Xpðp!Þ
gRpðp þ 1Þd; jjZjjp ¼ Cpðp!Þ
gRpðp þ 1Þd; ð104Þ
where
g ¼ 1=b; R ¼ ðg=aÞg; d ¼ 1=4 sg
and ðXpÞ and ðCpÞ are bounded sequences. Moreover,
lim
p
ðXp  CpÞ ¼ 0: ð105Þ
Proof. In view of Propositions 11 and 12 the sequences ðXpÞ and ðYpÞ are
bounded, and we have to prove only (105). By Proposition 12
jjZjjp ¼ Cpðp!Þ
gRpðp þ 1Þd; ð106Þ
where ðCpÞ is a bounded sequence, and by Proposition 12
jjðvðnÞÞjjp ¼ Xpðp!Þ
gRpðp þ 1Þd; Ap ¼ Apðp!Þ
gRpðp þ 1Þd; ð107Þ
where the sequences ðXpÞ and ðYpÞ are bounded. Let
X n ¼ sup
p
Xp; Y
n ¼ sup
p
Yp:
Substituting (106) and (107) into (65), dividing by ðp!ÞgRpðp þ 1Þd; and
taking into account that all factors of the kind ðÞd are bounded (because
do0), we obtain
Xp4Cp þ hpgX0Yp1 þ hpgXp1Y0 þ h
Xp1
n¼1
p
n
 !b
ngðp  nÞgXn1Ypn1;
thus,
Xp  Cp4hX nYn pg þ
Xp1
n¼1
p
n
 !b
ngðp  nÞg
2
4
3
5:
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lim sup
p
ðXp  CpÞ40:
On the other hand, by (51) we have
jZnj4jvðnÞj þ
1
4
X
ja0;n
jvðjÞj
jjj
janðn  jÞj
jn  jj
; 8n: ð108Þ
From here we can derive, instead of (65),
jjZjjp4jjvjjp þ jjvjj‘1Ap1 þ jjvjjp1Y0 þ
Xp1
1
p
n
 !
jjvjjn1Apn1: ð109Þ
Substituting (106) and (107) into (109), dividing by ðp!ÞgRpðp þ 1Þd; and
taking into account that all factors of the kind ðÞd are bounded (because
do0), we obtain
Cp4Xp þ hX nYn pg þ
Xp1
n¼1
p
n
 !b
ngðp  nÞg
2
4
3
5:
Since the expression in square brackets goes to zero as p !1 it follows that
lim sup
p
ðCp  XpÞ40;
which completes the proof. ]
2. Main results (Theorems 9 and 10, Proposition 12, etc.) of this paper
are formulated and proven in the case of non-analytic Gevrey spaces of
functions and sequences, i.e. for weights (40)
OðkÞ ¼ ð1þ jkjÞs expðajkjbÞ; s50; a > 0; b 2 ð0; 1Þ:
(With slight adjustment of our constructions in Section 3 we could cover the
case where so0 as well.) These weights are submultiplicative (see (3)) and
log-concave, i.e. aðkÞ ¼ logOðkÞ; k50 is a concave sequence. These
assumptions were important in [9] as well. If they do not hold, the results
(i.e. exact coincidence of Hilbert spaces ‘2O of the potential Fourier
coefﬁcients and of spectral gaps) would not be true any more; see discussion
in [9, Section 0.1], or Section 5.3, and counterexamples in [1, 5, 6]. But in the
case of submultiplicative (or log-concave) weight sequence O we would like
to specify its properties which guarantee validity of the analogue of
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weight sequences with the following properties:
(a) Oð0Þ ¼ 1; OðkÞ ¼ OðkÞ; k 2Z; OðkÞ4Oðk þ 1Þ; k50;
(b) OðkÞ ¼ exp jðjkjÞ; where j : ½0;1Þ ! ½0;1Þ is an increasing con-
cave function;
(c) cðtÞ ¼ jðetÞ is a convex function.
As an extension of this paper we would like eventually to establish the
analogue of Theorem 9 for every weight sequence O with properties (a)–(c)
such that
lim
k!0
1
k
logOðkÞ ¼ 0: ð110Þ
3. Condition (110) excludes weights OðkÞ ¼ expðajkjÞ although they are
submultiplicative. This case was investigated by Trubowitz [17].
It is well known (and easy to see) that a real-valued 1-periodic potential
V ðxÞ ¼
P
n vðnÞ expð2pinxÞ is a real analytic function if and only if the
sequence of its Fourier coefﬁcients decays at an exponential rate, that is
9A > 0 jvðnÞj expðAjnjÞ4const; n 2Z: ð111Þ
Trubowitz [17] proved that V is a real analytic function if and only if the
corresponding sequence of spectral gaps ðgnÞ decays also at an exponential
rate, that is
9a > 0 jgnj expðajnjÞ4const; n 2Z: ð112Þ
So, in brief, the result of Trubowitz says that (111) and (112) are equivalent.
Our main result}Theorem 10}states a similar claim: if OðnÞ ¼ expðajnjbÞ;
a > 0; b 2 ð0; 1Þ; then
ðV ðnÞÞ 2 ‘2O , ððgnÞÞ 2 ‘
2
O: ð113Þ
It is not important that we use ‘2-norms in (113)}we could use ‘1-norms as
well. But there is one crucial difference between Trubowitz’s result that (111)
and(112) are equivalent and our result (113)}the constants A and a in (111)
and (112), respectively, are different while we use one and the same weight
sequence O in (113) (so, one and the same constant a). Moreover, it is not
true that (112) implies (111) with the same constant A ¼ a: Indeed, it is
known (see [13] and further discussion in [3]) that there exist ‘‘ﬁnite zone’’
real analytic potentials (that is, potentials with the property that the
corresponding sequence of spectral gaps vanishes for large n) which is a
meromorphic function, so it satisﬁes (111) with some constant An > 0; but
not with any A > 0: Since for a ﬁnite zone potential (112) holds with any
DJAKOV AND MITYAGIN124constant a > 0 it is not true that (112) implies (112) with the same constant
A ¼ a:
Let us mention that Ramond [15] analyzed a special class of real analytic
potentials such that the corresponding sequences of Fourier coefﬁcients and
spectral gaps have the same type of exponential decay (i.e. the correspond-
ing constants A in (111) and a in (112) are equal).
4. Now we show how one could modify our considerations in order to
prove that (112) implies (111). This is a Trubowitz result [17]; we show now
how our methods give an alternative proof of this result. In this case our
construction is a bit easier than in the proof of Theorems 9 and 10}we
replace our Basic Lemma with Lemma 17.
Proposition 15 (Trubowitz [17]). If V ðxÞ ¼
P
n vðnÞ expð2pinxÞ is a
real-valued periodic L2-potential such that the corresponding sequence of
spectral gaps ðgnÞ satisfies (112) with some constant a > 0; then there exists a
constant A > 0 such that (111) holds.
Remark. Our proof leads to a constant A that depends on a and
jjV jj}see (119).
Proof. We follow the steps in the proof of Theorem 9 showing the
necessary modiﬁcations with simpliﬁcations.
As before, Theorem 8 and Proposition 11 imply that
9C > 0 jjZjjp4Cr
pp!; p ¼ 1; 2; . . . ;
where r ¼ 1=a: Next, using the same notations as in Proposition 12, we
prove the following modiﬁcation of part (b) of Proposition 12.
Proposition 16. There exists a constant D > 1 such that
Xp :¼
jjV jjp
rpp!
4Dp; Yp :¼
Ap
rpp!
4Dp; r ¼
1
a
; p ¼ 1; 2; . . . : ð114Þ
Proof follows the same argument as the proof of Proposition 12 if we have
a modiﬁcation of Basic Lemma, i.e. Lemma 17. We omit details of the proof
of Proposition 16, but Lemma 17 is proven below.
Of course, (116) is weaker than (59). Moreover, the type D; i.e. eAa
depends on the initial norms X0; Y0: However this is not because of
unsufﬁcient methods in our proofs; this divergence is essential as we
explained in Section 5.2 with reference to examples in [3].
Proceeding as in the proof of Proposition 12, one can easily see that the
following modiﬁcation of our Basic Lemma implies (114).
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1
0 are sequences of positive numbers
such that
Xp4C þ
h
p
X0Yp1 þ
h
p
Xp1Y0 þ h
Xp1
j¼1
1
jðp  jÞ j1
Ypj1 ð115Þ
and
Yp4Xpð1þ hY0Þ þ
h
p
X0Yp1 þ h
Xp1
j¼1
1
p  j
XjYpj1;
where C > 0; h > 0: Then there exists a constant D > 1 such that
Xp4Dp=ðp þ 1Þ; Yp4Dp; p ¼ 1; 2; . . . : ð116Þ
Proof. Fix a constant D > 0 such that
D54ð1þ h þ hX0 þ hY0Þ ð117Þ
and choose an integer p0 > D so that
4ðp þ 1ÞC4Dp 8p5p0: ð118Þ
We prove (116) by induction in p: Without loss of generality we may
assume that (116) holds for p ¼ 1; . . . ; p0 (otherwise we could replace D by
a larger constant). Assume that for some q5p0 þ 1 (116) is true for
p ¼ 1; . . . ; q  1; then it holds for p ¼ q: Indeed, by (115) and the inductive
assumption, we have
Xq4C þ
h
q
X0D
q1 þ
hY0
q
Dq1
q
þ h
Xq1
j¼1
1
jðq  jÞ
Dj1
j
Dqj1
¼
Dq
q þ 1
ðq þ 1ÞC
Dq
þ
hX0
qD
q þ 1
q
þ
hY0
D
q þ 1
q2
þ
h
D2
Xq1
j¼1
q þ 1
j2ðq  jÞ
" #
:
The expression in the square brackets does not exceed 1. Indeed, by
(118) ðq þ 1ÞC=Dqo1=4; ðq þ 1Þ=qo7=6 since q > p0 > D54 and by (117)
ðhX0 þ hY0Þ=Do1=4; h=D2o1=16; ﬁnally
Xq1
j¼1
q þ 1
j2ðq  jÞ
¼
q þ 1
q
Xq1
j¼1
1
j2
þ
Xq1
j¼1
1
jðq  jÞ
 !
46
because
Pq1
j¼1 j
2op2=6o2 and Pq1j¼1 j1ðq  jÞ1o1 since jðq  jÞ5q  1
for j ¼ 1; . . . ; q  1: Thus the ﬁrst inequality in (116) holds for p ¼ q:
Next we prove the second inequality in (116) for p ¼ q: By the
inductive assumption and the ﬁrst inequality in (116) for p ¼ q we
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Yq4Xqð1þ hY0Þ þ
h
D
X0Yq1 þ h
Xq1
j¼1
1
q  j
XjYqj1
4Dq
1þ hY0
q þ 1
þ
hX0
D
þ
h
D
Xq1
j¼1
1
ðj þ 1Þðq  jÞ
" #
:
The expression in the square brackets is 41: Indeed, since q > p0 > D
we have by (117) ð1þ hY0Þ=ðq þ 1Þoð1þ hY0Þ=Do1=4; hX0=Do1=4;
h=Do1=4; also Pq1j¼1 1ðjþ1ÞðqjÞo1 since ðj þ 1Þðq  jÞ5q for j ¼ 1; . . . ; q  1:
Thus the second inequality in (116) holds, which proves the lemma. ]
Now we complete the proof of Proposition 15. Since p!opðp=eÞp for p52;
from (14) it follows that
8n 2Z jvðnÞjjnjp4jjvjjp4ðDrÞ
pp!4ðDrÞppðp=eÞp; p52:
Thus, with D˜ ¼ 2rD we have
8n 2Z jvðnÞj4ðpD˜=neÞp; p 2 ð1;1Þ:
Taking p ¼ jnj=D˜ we obtain
jvðnÞj4exp 
1
D˜
jnj
 
; n 2Z;
hence (111) holds with
A ¼
1
D˜
¼
a
2D
¼
a
8
ð1þ hð1þ X0 þ Y0ÞÞ
1: ] ð119Þ
5. If we go beyond the case of submultiplicative weights O the simplest
examples are Gevrey weights
OðkÞ ¼ expðajkjbÞ; a > 0; b > 1:
Then the potential V ðxÞ 2 HO could be extended as an entire function
V ðzÞ ¼ V ðx þ iyÞ ¼
X
vðkÞ expð2pikzÞ
of order b=ðb  1Þ: More generally, one can talk about log-convex weight
sequences O:
As in [9] we can ask what is the asymptotic behavior of the sequence of
spectral gaps if V 2 HO; or in other words, what is the ‘‘best’’ (dual) weight
SCHRO¨DINGER OPERATOR 127o such that the sequence of spectral gaps belongs to ‘2o: Observe that in this
case a coincidence o ¼ O is impossible (see the discussion in [9, Section 0.1
after Theorem 0.3] and Section 5.3); moreover, the known asymptotics of
spectral gaps for polynomial potentials (see examples in [1, 5, 6]) suggest that
expðAmÞ  oðmÞ  expðm log mÞ: ð120Þ
On the other hand, we can ask what is the ‘‘best’’ (dual) weight O such that
V 2 HO whenever the corresponding sequence of spectral gaps belongs to
‘2o with (120). It would be interesting to analyze such pairs of dual weights
O; o with superexponential growth.
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