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Isometric embeddings from I,” in 12,” can be described by a[,,, E II& i < n, 
with Z7-r 1 a,,, ( < 1, such that e,,* = ej.n+l + ai,nen+l.n+l ; i = l,..., n; 
holds, where pi,” and ei.-+r are the elements of the canonical unit vector bases of 
I,” and 1”,“, respectively (negative signs may occur). We study the connections 
between a triangular substochastic matrix A, whose nth column consists of the 
elements a,,, , i = I ,..., n, and the Banach space X = &N E, , E, C E,,,, , 
E, s I,“, where A determines the embeddings of the E, , The class of these 
Banach spaces is the class of all separable Lindenstrauss spaces. Sufficient and 
necessary conditions are stated for a matrix A to represent ca and c. Furthermore, 
we characterize the class of all extreme triangular substochastic matrices which 
represents C(K), where K is the Cantor set. We investigate how the special biface 
structure of the dual unit ball of X is reflected in the elements of a matrix A 
representing the separable Lindenstrauss space X. This is applicable to Gurarij 
spaces; we give a new proof for the maximality property of Gurarij spaces and 
show that they are isomorphic to A(S) where S is a Choquet simplex with 
dense extreme points. 
In this paper we deal with separable Lindenstrauss spaces which are Banach 
spaces whose duals are abstract L-spaces. Separable Lindenstrauss spaces can be 
represented by (infinite) triangular matrices A = (ai,,) in the following way. 
There are e,,n E X; i = l,..., n; 12 E N; such that 
eiss = et.n+l + ai., en+l.n+l 
and 
X = u E, hold, where E N E n n- co 
nsN 
and the et,, E E,, are the elements of the canonical unit vector basis in l,n, 
where we allow negative signs [9, 151. We study the following questions. 
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(1) \Vhich conditions for a matrix ,4 are necessary and sufficient to 
represent c,, and c as described above ? (cf. [l 11). 
(2) How are topological properties of a metrizable compact HausdorR 
space K reflected in the elements of a matrix A representing C(K) ? 
It is possible to construct a Lindenstrauss space X as a subspace of 1, from a 
given triangular matrix A which represents X. This construction yields a mono- 
tone basis of X consisting of elements of Z, whose coordinates are certain deter- 
minants of finite submatrices of A. In addition, these determinants give us 
necessary and sufficient conditions for a matrix A to represent co and c (Theorems 
1.8 and 1.11). It was shown in [9] that an extreme triangular matrix, whose 
elements are only 0 and 1, represents C(K) where K is a compact metrizable and 
totally disconnected Hausdorff space. This can be obtained as a corollary 
of our Theorem 1.5; in general for every C(K), where K is a compact, metrizable, 
disconnected Hausdorff space, one always finds a representing matrix distin- 
guished by a special structure reflecting the disconnectedness of K (the corollary 
after Proposition 2.4). 
Furthermore, we characterize the class of all extreme triangular matrices, 
which represent C(K), K the Cantor set; the corresponding condition is: Infinitely 
many times the numbers 0 and 1 occur in every row (Theorem 1.5). 
As an application of these methods we obtain a slightly stronger version 
of a result in [17] on Gurarij spaces. Similarly we get: Every separable 
Lindenstrauss space is complemented in an ,4(S)-space, where S is a Poulsen 
simplex. 
These results imply that every Gurarij space is isomorphic to an -4(S)-space, 
where S is a Poulsen simplex, which seems to be new. 
1. MONOTONE BASES 
We only deal with Banach spaces X over the reals and denote their closed unit 
balls by B, . Let span A be the linear span of an arbitrary subset A of X. If K is 
a convex subset of a locally convex Hausdorff space then the set of all extreme 
points of K is denoted by ex K. Let A(K) = {f: K + lR 1 f afhne continuous}. If 
K is compact and absolutely convex then A,,(K) denotes the Banach space 
{fi K -+ R ] f afBne continuous andf(0) = 0) under the sup-norm. C(H) is the 
Banach space of all real-valued continuous functions f on H with the sup-norm, 
where H is an arbitrary compact Hausdorff space; in particular let 1,” = 
C({l,..., n}), n E N. 
DEFINITION 1.1. A Banach space X is called Lindenstrauss space if there is a 
treasure space (Q, .Z, CL) such that X* is isometrically isomorphic to L1(p). 
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A separable Lindenstrauss space can be represented as 
X= U-K,, E, cx I,“, E,CE,+,, nEN. 
neN 
A basis {eiSn j i = l,..., n} of E, is called admissible if it differs from the canonical 
unit vector basis of 1,” at most by permutation and sign. 
For any given admissible basis {e,,, / i = I,..., n} of E, there exist 
al,, - a,,, E R and an admissible basis {ei,,+l j i = l,..., n + l} of E,,, such 
that 
il I ai,n I G 1, 
(*) 
ef.n = eiantl + ai,nen+l.n+l ; i = l,..., n; hold (cf. [9, 151). 
Therefore a system of such admissible bases of the E,, , n E N, defines uniquely 
an infinite triangular matrix A = (a,,,). If we take -en.% instead of e,,, , n E N 
fixed, we have to replace e,, nl by -e,* ,,, for all m > n, such that (*) remains valid. 
Then the elements of A change in the following way 
%-I - --ai.n-1 l<i<n-1, 
kn - -km m > n. 
Let r(A) be the class of all triangular matrices one can obtain by the transforma- 
tions *described above. 
Conversely a triangular matrix A = (ai,,,) with xr=, 1 a,,n 1 < 1 for all n E N 
determines uniquely a separable Lindenstrauss space by (*). We say, -4 represents 
the Lindenstrauss space X, if there are admissible bases {ei,, 1 i = l,..., n} C X, 
n E N, such that span{e,,, j i = l,..., n; n E N} is dense in X and (*) holds with 
respect to the elements of A. Then, of course, every matrix of I’(A) represents 
the same space X. 
From now on let X be a separable Lindenstrauss space and ej,n, i = l,..., n, 
n E N, as introduced above. 
DEFINITION 1.2. {xn 1 n E IV} C X is culled a monotone basis of X, if the 
following hold. 
(i) II3c,II =lfordnEN. 
(ii) For ewery x E X there ure oli E R, i E N, with 
(+i 
x = x ciixi 
i=l 
and this representation is unique. 
(iii) (1 s-r or,xi I] > I] ~z~z, cyixi I( for all n E N. 
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Remark. Every separable Lindenstrauss space has a monotone basis; con- 
versely if [e, 1 11 E Nj is a monotone basis of a Lindenstrauss space, then 
span{e< 1 i = l,..., n} z I,” (cf. [9]). 
We deal with a special kind of montone bases characterized by the following 
lemma. 
LEMMA 1.1. Let ei,nE X, i = I,..., n, n E N, be the elements of admissible 
bases such that span{ej.n ! i ,< n, n E N} Z’S dense in X. Then (en,?, 1 n E N) is a 
monotone basis of X. 
Proof. It is easy to show that the following hold. 
(ii) p,: k 3 n, 
is a contractire projection, where E,, = span{e,,, ,..., en,n} for all n E N, such 
that 11 p,(x) - s /I 4 0 if n + a3 for all x E UnlsN E, . 
Hence p, is well defined on all of X and (1 p,(x) - x 11 --) 0 if n + co for all 
XE.Y. 1 
In the following we only consider monotone bases like those of Lemma 1.1 and 
we write occasionally e, instead of en,n , 12 E N, for simplicity’s sake. We define 
@Jo X*, jc N, by 
@j(ef.J = 0 i#j, 
=l i =j; i = l,..., n; j .< n; nE N. 
With regard to (*) the aj are well defined. 
LEMMA 1.2. (i) aj E ex B,. for all j E N. 
(ii) (+Dj 1 i E N> = ex B,, (w*-closure). 
Proof. (i) Compare [18]. 
(ii) Set H = G{+Dj /j E N} ( w*-closure). If x* E B,.\H then by 
Hahn-Banach there is x E span{ei,% / i < 1 n; n E N} and a > 0 so that -V*(X) > a 
but 1 y*(x)] < a for all y* E H. But then \I x 1) < a, a contradiction. Thus 
H 3 B,, and hence B,. = H from which (ii) follows (cf. [lq). 1 
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Let 
kj(i, n) = det 
Qi.n ai, n+l ai.w2 . . . ai,,+j-l 
-1 an+l.ntl an+l.n+2 *.. %fl.ntj--l 
0 -1 an+2.n+2 ... %+z,n+j--l 
0 0 -1 *. 
. 
CO . . . 0 -1 %+j--l.n+i-1 
and d,i = kj(n, n); i = l,..., n; j, 12 E N. 
The following lemma states a few easily proved facts on these determinants. 
LEMMA 1.3. 
m-1 
(i) MC n) = C %+i.m+n-lkjli3 n) + ai.m+n-l 
j-1 
and 
ei., = ei.m+n + 5 kj(i9 n) %+i.~n+n m,nEN; i = l,..., n. 
j=l 
(ii) gl I k,k n)l < 1; n,mEN. 
z = rii) If ai,% > 0 for all i = l,..., n; n E N; then k,(i, n) 3 0 for all 
,..., n; 71, m E N. 
(iv) If Cy=, ai,s = 1 for all n E N then dln = 1 for all 12 E N. 
Remark. Lemma 1.3(i) implies @j+n(ei,n) = kj(i, n); i = l,..., n; j, 7t E N. 
The next lemma describes how the coordinates of a vector x of span{e, 1 k < n} 
with respect to the bases {ei,s 1 i = l,..., n} and {ek 1 k < n} are correlated. The 
proof follows easily by induction. 
LEMMA 1.4. 
(i) i Xieimn = X lel + i 
i=l k=2 
ek forall Xi~lR,nEN. 
(ii) xt=, tk ek = g=, & e,,n where 
iSi = det 
for all t, E R, n E IV. 
t1 tz t, ... ti 
-1 a1.1 a,., ... al,i-1 
0 -1 a,,, *.. a2,i-1 
0 0 -1.. 
. . 
. . 
. . 
0 . . . 0 -1 Ui-l.i-r 
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Remark. Lemma 1.4 implies that 
(4 II .y II = ;;‘:; I 6: holds for every x = gl t,e, E X, 
6)) ei.7, .=ei-l,~,lai.i~le,; i= I)..., n; ?zEN. 
. A 
Consider now $,(A) = (A;-‘, Ai-a ,..., Ai-, , 1,O ,...) E [-1, l]“, n > 2, resp. 
A(4 = (1, O,...), and D(A) = +,U4 I n E fN> where the closure is taken in the 
product topology of [- I, I]“. Then &(A) corresponds to +m E ex B,, . 
THEOREM 1.5. Let A represent he Lindenstrauss pace X. Then GiiiV(D(A) v 
-D(A)) is afine homeomorphic toB,, under the w*-topology. 
PYOO~. Let H = GiG(D(A) u -D(a)) and h = (h, / n E IV) E H. Define 
p: H -+ B,, by p(h)(e,) = h, . Then p(h) E Bx* holds and p is bijective, afline, 
and continuous. Since p is closed, H and B,. are afline homeomorphic. a 
Remark. One verifies similarly that X C Z, where e, q = (0 ,..., 0, 1, d,l, d,,2,...), 
n E N ; e,,n = (0 ,..., 0, 1, 0 ,..., 0, k,(i, n), k,(i, n) ,...) i = l,..., n; n E N. 
+ic 
DEFINITION 1.3. .4 triangular matrix A = (a,,,) is called extreme if 
(i) a,,n = 0 or ain = 1; i =: I,..., n; tiE N, 
(ii) xr=, ai,n = 1 ‘for all n E N. 
COROLLARY. If A is extreme then X E C(K) where K is a compact, totally 
disconnected Hausdorff space (cf. [9]). 
Proof. If A is extreme then dij = 0 or A,’ = 1, i, j E N, and A,’ = 1 for all 
j 6 N (Lemma 1.3). 
That means, the components of all elements of D(A) are zero or one, the first 
component is equal to one. Hence ZiiV(D(A)) is a face of 
and 
GiiV (D(A) u - D(A)) s Bx* 
D(A) = ex ZiE(D(A)) C ex EiiV (D(A) u - D(A)) E ex Bx* . 
Therefore the set of all positive (in the ordering induced by X* g L,(p)) 
extreme points of B,, is w*-closed. Hence X s C(K) (cf. [13]). K = D(A) is 
totally disconnected since pJD(rZ)) is totally disconnected where pn: RN + lR 
is the natural projection on the nth component; n E N. m 
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PROPOSITION 1.6. We consider in ex B,. the restriction of the w*-topologJy. 
Then the following hold. 
(i) There is an isolated point in ex B,, if and only if there is i E N such that 
n 
lim ei,n = e, - C ai,+leB exists. 
n-x 
k=i+l 
(ii) If ex B,, has k linear independent isolated points then every triangular 
matrix representing X has k rows whose elements converge to zero. 
(iii) There are k linear independent isolated points in ex B,, if and only if 
there is a matrix A = (a,,,) representing X such that the following holds far the 
elements of k rows of A. 
There is n,,(i) E N with ai,% = 0 for all n 2 n,,(i). 
Proof. (i) e: 
!Dj 
( 
ei - f ai,k-le6 = 
&if1 ) 
@j(ef.j) = 1; 
i&j 
i=j 
jai 
hence oi is isolated in ex B,, (cf. Lemma 1.4). 
(i) >:LetoiEexB,,, i E N fixed, be isolated with respect to the restric- 
tion of the w*-topology, consider Y = C(ex B,,) and define f E Y by 
f ( -&Pi) = *l and f (Qj) = 0 for j # i. Regard X as a subspace of Y. Let 
H = {y* E B,. 1 y*(f) = 0) and let p: Y* -+ X* be the restriction of the 
elements y* E Y* on X. Then p(H) C B, I is absolutely convex, w*-compact and 
every x* E Bx* can be decomposed uniquely as x* = hy* + (1 - X)x* where 
0 < A < 1, y* cp(H), z* E [-I, l]{@‘i}. H ence there is an element x E X with 
x*(x) = f (x*) for all x* E ex B,* . 
Let x = xr=‘=, t ek , t, E Iw, then lj = 0 for all j < i, ti = 1, tj = --aiSjMl for 
all j > i (Lemma I .4). This implies (i). 
(ii) is an easy consequence of (i). 
(iii) e : ei - Nazi+, ai,n-l e, exists for k rows of A. 
(iii) 3: W.l.0.g. let Q1 ,..., Gr E ex B,, be isolated. (i) yields the existence 
of fi = ei - ~~=i+, ai,n-l e, i < k. Hence span{f, ,..., fi} s lmz for all 1 < k. 
There are elements fi,, E X of admissible bases such that @iE{fi., [ i = l,..., n; 
n E N) E X and fi = fi,i for all i < k. Let B = (bi,,) be the triangular matrix 
correlated to the fi,, . Then (i) implies 
fi.i = f< = fi.i - x bi.n-1fn.n 
n=i+l 
for all i < k. 
Since this representation must be unique, 6;,,+r = 0 holds for all n ;> i + 1. 
That concludes our proof. 1 
Remark. Proposition 1.6 remains valid for k -= x,, . Furthermore Proposition 
1.6 leads to a necessary and sufficient condition for extreme matrices to represent 
C(K), K the Cantor set 
THEOREM 1.7. Let A be an extreme matrix representing X. Then the following 
are equivalent. 
(i) X E C(K), K the Cantor set 
(ii) 0 and 1 are cluster points of the sequence of elements in every YOW of A. 
Proof. (ii) is necessary since otherwise K would have an isolated point, but 
the Cantor set is perfect. 
(ii) is also sufficient since from the corollary of Theorem 1.5 and Proposi- 
tion 1.6 it follows that S z C(K), K totally disconnected, compact, metrizable 
without isolated points. Hence K is homeomorphic to the Cantor set (cf. [5]). 1 
EXAMPLE. 
‘I 0 1 0 0 I 0 0 0 1 0 0 0 0 .‘. 
1 0 1 0 0 1 0 0 0 1 0 0 0 ... 
0 0 1 0 0 1 0 0 0 1 0 0 ‘.’ 
0 0 0 0 0 1 0 0 0 I 0 ... 
. . . . 00001 . . . 
. . . . . 
represents C(K), K the Cantor set. 
THEOREM 1.8. The following are equivalent. 
(i) A represents c, , 
(ii) lim A jn =OforallnEN. m-a ‘78 
Proof. (ii) is equivalent to the fact that 0 is the only w*-cluster point of 
ex B,, . 1 
COROLLARY. -4 represents c0 if 
(a,,, ,..., f7n,n , 0 ,...) - 0 for n 4 m 
with respect to the I,-norm. 
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Proof. 
I4”l = 1gu n+j.n+m-lhj(n, n, + an.m+n-l 
EXAMPLES. (1) Theorem 1.8 includes Example 5.l(ii) of [9]. A diagonal 
matrix A represents c,, if and only if 
lim fi 
m+m k=n 
u<,~ = 0 for all nEN. 
both represent c, . 
PROPOSITION 1.9. If e E ex B, then 
e = Olel + f 
t 
1 - ‘jjl Bi,,+2~,,~, Ore, 
h.& i=l 
with 
14 I = I4.k I = 1, i,hEN. 
For suitable BE r(A) 0,. = OiSa = 1 holds. 
Proof. Since e E ex B, , 1 !Dj(e)l = 1 for all j E k! (cf. [12, Theorem 4.71). 
Suppose Gj(e) = 1 for all j E IV. (If D,(e) = - 1, n E N fixed, replace e, by -e, , 
CZ~,+~ by -Ui,n-l; i = l,..., tl - 1; and U, m by -unans for all m > 12. One 
obtains by induction B E r(A).) Let e = &=r t, e, , then by induction and 
Lemma 1.4 
j-1 
t, = 1, tj = 1 - c ai,j-i for all j>2. fl 
i=l 
From Proposition 1.9 we infer a result of Hirsberg and Lazar (cf. [6, 
Lemma 2.21). Notice that the proof of Proposition 1.9 and the following corollary 
remains valid for Banach spaces over the complex field. 
COROLLARY. Let X = UnsN E, , E,, C E,+1 G I:+‘, for all n E N, and 
eEexB,. Thenthereexistx,EexB,n,nEN,with\(x,-e\1(~Ofurn-+~. 
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Proof. As in the preceding proof we consider a monotone basis {e, 1 n E hJI 
and a corresponding matrix _4 = (a,,,) such that 
and span(e, ,..., e,) = E, . 
Let x, = XT=, e,.% E ex BE. for all n E N. By Lemma 1.4 the assertion follows. 1 
LEMMA 1.10. If x* E B,, and lim SUP~+~ x*(ei,,) = 1; in N fixed; then 
.y* -T @. 1 . 
Proof. Let x E span{e,,s 1 i < n; n E N} with 11 x // < 1 and let E > 0. Find 
m E N, so that x*(ei,,$) > 1 - E and x = x7=, Xi ei,nl for some Xi E R; / hi \ < 1; 
i < m. Hence 1(x* - @J(x)1 < 2~. Since E was arbitrary, it follows that 
(x* - Di)(x) = 0. Hence x* = Qi . 1 
THEOREM 1.11. Let B represent X. Then the folZ?wing are equivalent. 
(i) X E c. 
(ii) There is d = (ui.J E r(B) such that lim+., lim,,,-m k,,(i, n) = 0 OY 
= 1 for all i E N and lim,,, h,(i, n) # Ofoy some i, n E N. 
(iii) There is A = (uj,J E r(B) such that di = lim,rrtm di)n exists for all 
i E N with 
A, f0 forsome nEN, 
Ai- f u~,~-~A,; = 0 OY = 1 for all iEN. 
P=i+l 
(If the elements of B are nonnegative one may choose A = B.) 
Proof. (i) => (ii): Consider A E r(B) such that {aj 1 j E N} is w*-convergent 
to x* E ex B,, . Then 
lili k,(i, n) = x*(ei,%); i = l,..., n; n 6 N. 
(a) x* # Dj for all j E N: Let xf = ei - ~~z’=i+, ui,k--l ek = lim,,, e,,, 
(Proposition 1.6). Then D,(q) = 0 for all j > i (Lemma 1.4). Hence 
1 lim lim k,(i, n)i = 1 lim lim Qmfn(ei,% - xi)1 
n-z m+m n-m2 m+m 
(b) x* = Qi for some in N: Then lim,,,, lim,,,,, k,(i, n) = 1 holds. 
(ii) 3 (i): (a) lim,,, lim,,+, k,(i, n) = 1 for some in N: Then f@, are 
the only w*-cluster points of ex B,. , hence X e c. 
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(b) lim,,, lim,,, K,(i, n) = 0 for all i E N: Then the only w*-cluster 
points of ex B,, are -&* for some x* E B,, since liwi,, k,(i, n) exists for all 
n E N, i = 1 ,...) 11. 
In addition, x* E ex B,, since otherwise Choquet’s theorem yields aj , pj > 0, 
i E N with xy=, (aj + flj) = 1, and 
x* = g1 (CQ - flj) Gj (ex Bx. is countable). 
Hence 
0 = lim lim k,(i, 92) = k-2 x*(ei,J n-z.2 m-m 
= oli - jTi + k+y f (iyj - &) dSj(ei,,) = xi - fli for all iE N. 
I=?l+l 
This implies x* = 0 but x*(e,,,) = lim,,,, k,,(i, n) # 0 for some i E N. Hence 
x* E ex B,. an d therefore X z c. 
One easily derives (ii) o (iii) from 
Ay-j - f a,,,i-,AT-” = k,,,-,(i, n) i<n<m; n,mEN 
h-if1 
(Lemma 1.4). 1 
Remark. Theorems 1.8 and 1 .l 1 give an answer to a problem, which was 
formulated in [ 111, for the special cases c,, and c. 
COROLLARY. (i) Iflim,,, a,,n = 1 for some in N then Xg c. 
(ii) If lim ~up~+~ a,,a = 1 for some i E N then there is a subspace Y of X 
with Y G c and a contractive projection p: X - Y. 
Proof. M’e show (ii), (i) can be proved similarly. Since 
m-1 
k,(i, n) = c aj+n.m+n-l W, n) + ai,m+n--l; 
j=l 
i = l,..., n; n, m E N, 
there is a subsequence (rnJaEN C N such that Ii%,, k,*-,(i, n) = 1 for some 
iENandforallnEN. 
Hence by Lemma 1.10 {Dma 1 OL E N} u {Qi} is w*-closed. Therefore 
F = GiiV({@, / 01 E N} u {ai}) (w*-closure) is a face of B,. and H = 
conv(F u -F) is” w*-closed (cf. [lo]). In [8] 2 Proposition 1 it was shown that 
there are an isometry T: A,(H) -+ X and a contractive projection p: X-+ T&(H). 
In fact, A,(H)= c by Theorem 1.11. 1 
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EXAMPLES. (1) Let A be a diagonal matrix with 0 < u,,~ ::., 1 for all i E N. 
Since A, = ny=‘=, a,,, and di -- ~~z=i+, ~~,~+r A, = Ai - ai,, d,,r = 0 for all 
i E N we infer 
if and only (f jj aA.k F 0 
(cf. [9, Example 5.1(i)]). 
$ a $ 5 Q .” 
+ ) + & . . . 
(2) 
i i 
t + Q . . . represents c 
ii i. . . . 
i ,.. 
(cf. Example (2) after Theorem 1.8). 
2. CONTRACTIVE PROJECTIONS 
DEFINITION 2.1. Let X be a normed space (over I$). A subset H + iic of B, is 
called a biface of B, , if the following hold. 
(1) H is convex and symmetric. 
(2) IfxEHandx #Othenx///x//EH. 
(3) Zfx~HandIly/I+Ijx-yll =jlxI/,y~Bx,theny~H. 
We investigate the special structure of bifaces in the dual unit ball of a 
Lindenstrauss space X because these bifaces are useful for the study of certain 
complemented subspaces of X. 
LEMMA 2.1. Let X7 be a Lindenstrauss pace. Then is H a biface of BX* if and 
only if there is a face F of B,, such that H == conv(F v -F) (cf. [4]). 
If K is a compact convex subset of a locally convex Hausdorff space then let 
us denote the set of all probability measures on K by Prob(K). Notice that for 
every p E Prob(K) there is an element k E K such that p(f) = f(k) for all 
f E A(K). We denote k by r(p). If p = q+ - /$L, ,01, /3 > 0, pl;a E Prob(K), then 
let r(p) = CU+.Q) - pr(&. Under the additional assumption that K is metrizable 
there is a maximal p E Prob(K) with y(p) = k and p(ex K) = 1 for every k E K 
(i.e., if v E Prob(K) and v(f) > p(f) f or all convex f E C(K) then v = p) (cf. 
[I, 161). 
Notice that B,, under the restriction of the w*-topology can be embedded in 
a FrechCt space if X is a separable Banach space. From now on let X be a separable 
Lindenstrauss space. \1’e consider monotone bases as in Section 1. 
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PROPOSITION 2.2. Let 0 # H C B,, be w*-closed and absolutely convex. Then 
ex H C ex B,, if and only if H is a biface of B,. . 
Proof. + is trivial (cf. [2, Lemma 4.51). 
2 : We infer from our assumption on ex H that every maximal TV E Prob(H) 
is maximal with respect to B,. . Let us denote odd p( f ) = 4 Se,, (f (x*) - 
f (-N*)) dp(x*) for all /.L E Prob(B,,) and all f E C(B,,). Hence if pi,a E Prob(H) 
are maximal with y(pl) = +a) then odd pi = odd pa since X is a Lindenstrauss 
space. That means, A,(H) is also a Lindenstrauss space (cf. [lo]). 
Therefore there is a face F of H such that H = conv(F u -F). If z/ is the 
Minkowski functional of H and if x* EF then 1 = #(x*) = 11 odd p 11 = 11 x* /I 
for any maximal p E Prob(H) with y(p) = 1 (cf. [3]). Let x* = Ayr* + (1 - h)y,*, 
Y~*/~EB~*,O <A < 1,andl e prfi2 E Prob(B,,) be maximal with r(pi,a) = y& . t 
If I v I denotes the total variation of a measure v then 1 < I odd TV I (H) < 
h j odd pr I (H) + (1 - A) / odd pa 1 (H) < 1. Hence supp odd pi,a C H and 
therefore yi* = r (odd pi) E H, i = 1,2. That concludes our proof since F is 
then a face of B,, . 1 
If H is a w*-compact biface of B,. then there exists an isometry T: A,(H) -+ X 
such that h(Tf) = f (h) for all h E H. Hence P: X - TA,(H) defined by 
P(x) = T(i(x)IH) , x E X, where i: X-+A,,(Bx*) is the natural injection, is a 
contractive projection. A,(H) is a Lindenstrauss space and Ba,tH)* = H = 
B,, n R H (cf. [8,9]). TA,(H) is determined by matrices A representing X with 
the structure 
(I) if = 
Let BA = (bi.,) be a matrix with 
b,,, = a2i-l.zn; i = I,..., n; n E N. 
PROPOSITION 2.3. Let X, Y be infinite-dimensional separable Lindenstrauss 
spaces. If X is represented by a matrix A structured as above (I) such that BA 
represents Y then Y is a subspace of X and there is a contractiveprojection P: X + Y 
such that P*B,, is a biface of B,, . (Here P* denotes the adjoint mapping of P.) 
Remark. The converse statement is also true, but since we do not use this 
fact and its proof is quite long, we omit it. 
Proof. Let e,,, E X; i = l,..., n; n E N; be the elements of admissible bases 
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which are correlated to rl according to (*) such that span{ei,n / i = I,..., n; 
n E N) = X. We consider 
P: f tke, -+ f t,j-le,j-, ; t, E R. 
X=1 j=l 
P is a contractive projection. 
In fact, let 
Then 
where psj-i : 
P(X) = Ale, + f (,j-1 - y b-l$-l.j) ezj-1 
j=p i=l 
= he1 -Cz (h -Y wi.i_l) ek 
i=l 
h-1; Paj = zz<’ piai,zj-l; j < n. Hence 
I Pzj I < sup{1 h-1 I I z = l,...,j) j = I,..., n 
and II Wll d II x Il. 
Letfi,% E Y; i = l,..., n; n E N ; be the elements of admissible bases correlated 
to B, such that Span{fi,, / i = l,..., n; 12 E N} = Y. Then the same argumenta- 
tion as above yields: T with T(fJ = es+i; n E N; is an isometry. 
H = P*(B,,) = {x* E B,, I x*(ezj) = 0 for all J’ E N) 
is a w*-compact biface of B,. since ex H C ex B,, (Proposition 2.2). Indeed, let 
x* E ex H and x* = $J!* + +z*; y*, z* E B,, . Let v* = y* - x*. Then 
llx*+v*jl =//x*- v*~~=~lx*/I==l,y*~r=z*Ir=x*jr.(WeregardE’ 
as a subspace of X.) But v * = 0 since otherwise there is ezkO , k,, E N, with 
v*(eskO) # 0 and for arbitrary E > 0: x = xi=, tzkp, epk-i E B, with .X*(X) > 
1 - E. 
Then there exists 0 E {- 1, I} with Ij N + Besk, /j < 1 and 
1 - E + I v*(+J < max(l(x* + v*)(x + fhko)l, I(%* - v*)(x + ~e,,J) < 1. 
This is impossible for a suitable E > 0. 1 
Remark. (1) Let (mJaPN C N be an arbitrary subsequence. Then Proposi- 
tion 2.3 remains valid for matrices 4 = (a,,,) with a,,, = 0 if i + 1, n E (ma),,, . 
(2) C = (Ci,n) where ci,n = a2i,en+l, i = l,..., n; no N; represents the 
Lindenstrauss space (id - P)(X). 
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Proposition 2.3 characterizes direct sums of two separable Lindenstrauss 
spaces. Let 
/o %.3 0 a1.4 0 al,6 . ..\ 
(11) 
0 a2.3 0 a2.5 0 . . . 
". 0 a,,, 0 a3,Li 
0 
a4.s 
0 ' . . . 
0 a6,6 '.* 
0 . . . 
B, = (h,,) with kn = upi-1.2n; i, ?zE N, 
CA = (ci,J with Ci,n = uZ~,Z+~; i, ffEN. 
PROPOSITION 2.4. The following are equivalent. 
(i) X = (Y @ Z)(,, where Y, Z C X are separable Lindenstrauss paces (We 
consider the norm Il(y, z)lj = max(ll y 11, jlz 11); y E Y; z E Z.) 
(ii) X is represented by A structured as (II) (Y req. Z are represented by B, 
resp. CA). 
COROLLARY. Let X z C(K), K a compact Hausdorfi space. Then K is discon- 
nected if and only if there is a matrix A structured as (II) which represents X. 
We now consider applications of Proposition 2.3. First we state some easily 
proved facts (cf. [9]). 
Let A represent X. 
(1) Let the columns of A be dense in 
with respect o the &norm. Then X z A(S) where S is a Pot&en simplex (i.e., S is 
a simplex and ex S = S). 
(2) Let the columns of A be dense in 
with respect o the l,-norm. Then X z A,(S), S a Paulsen simplest, where A,(S) = 
{f E A(S) 1 f (so) = 0} s,, E ex S$xed. 
(3) Let the columns of A be dense in B, 1 with respect o the l,-norm. Then 
ex B,, = B,, (w*-closure). 
580126/2-2 
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THEOREM 2.5. Let X be a separable Lindenstrauss space. Then there is a Poulsen 
simplex S, such that S C A(S), and a contractive projection P: A(S) ---f X. 
Proof. Let B = (bi,,,J be a triangular matrix whose columns are dense in 
{(OLn) I 0 < %z; EC, %l = I} with respect to the Ii-norm. Then there is a 
separable Lindenstrauss space 2 1 X, where ex B, + 0, and a contractive 
projection Q: Z+ X. Let .-1 = (a,,ll) represent Z and let xy=, aj,,n = 1 for all 
n E N (cf. [9]). 
We consider then matrix C 
b 1,l aI,, 4, al,, h3 ala3 ... 
0 b,,? 0 b,., 0 ... 
0 a2.2 b 3.3 a2,3 ... . 
0 0 0 ‘.. 
0 u3.3 ... 
Proposition 2.3 concludes our proof since the columns of C are also dense in 
{(%)E4IO <%;nwzl% = 11. I 
Remark. Theorem 2.5 remains valid if one replaces A(S) by A,(S), S 
a Poulsen simplex. 
DEFINITION 2.2. B separable Banach space X is called Gurarij space if for 
every E > 0, and every finite-dimensional Banach spaces F 3 E, and every isometry 
T:E~Xthereisalinearextension~:F-+XofTwith(1 -~)IIxll <IIT(x)ll< 
(1 +~)IIxIIforallx~F. 
Remarks. (i) Every Gurarij space is a Lindenstrauss space (cf. [12, 
Theorem 6. I]). 
(ii) It is easy to show that if X and Y are Gurarij spaces and E > 0 then 
there is an isomorphism T from X onto Y with (1 - c) II x \I < 11 T(x)\\ < 
(1 + l )llxll for all xEX. 
(iii) Every triangular matrix, whose columns are dense in Btl with respect 
to the l,-norm, represents a Gurarij space. 
We infer from Proposition 2.3 and the preceding remarks 
COROLLARY. Every separable Lindenstrauss space X is a subspace of a Gurartj’ 
space Y such that there exists a contractive projection P: Y -+ X and in addition 
P*(B,,) is u biface of B, * and (id - P)(Y) is u Gurarij space too. 
The corollary includes a result of [I 71. 
Combining Theorem 2.5 and this corollary one obtains 
THEOREM 2.6. There is a Gurarij space X = U,,sN Y, where Y,, C Y,,+I , 
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Y, E A(&), S, Paulsen simplex for all n E N, and projections P,,: X - Y, with 
IIP,II < 1forallnEN. 
THEOREM 2.7. There is a Paulsen simplex S such that every Gurarij space is 
isomorphic to A(S). 
Proof. Let G be a Gurarij space and Y = A(S) 3 G such that S is a Poulsen 
simplex and there exists a contractive projection P: Y -+ G. Then there is a 
subspace W of Y with G @ W = Y. Furthermore, there exists a Gurarij space 
C?andasubspaceZofewith&‘=Z@Y=Z@G@ W.Zmaybechosenasa 
Lindenstrauss space (cf. remark (2) after Theorem 2.6). 
Then .Z@G-e; c a G urarij space. Indeed, take matrices A resp. B 
representing Z resp. G and construct from the elements of A and B a matrix 
structured as (I) similarly as in the proof of Theorem 2.5. 
Hencee=Z@G@W-C?@W-G@W= Y.(X-Ymeans:The 
Banach spaces X and Y are isomorphic.) 1 
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