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Abstract 
/vnowledge Discovery in /databases (KDD), or commonly referred to as data 
mining, is a research area which arouse many researchers' attention. It consists 
of techniques to discover hidden knowledge that is embedded in the data stored 
in databases. The uncovered knowledge should be useful and unknown to the 
world previously. 
My research work is focused on one of the important data mining prob-
lems, namely outlier detection. Outliers exist in many real-world databases. 
Detection of such outliers is important for many applications. Outliers only 
contribute to a very small portion to each database. They are objects with ex-
ceptional characteristics which make them relatively deviating from common 
data objects. 
The major reason for the prevalent research work on the area of outlier 
detection is that these small portions of the databases do contain some hidden 
knowledge, thus by detecting outliers, hidden knowledge could be uncovered 
and applied on several potential fields and areas. In this thesis, we study in 
detail the problems and related work of outlier detection for normal and high 
dimensional databases. 
ii 
Local Outlier Factor (LOF) is an existing density-based notion that dis-
covers local outliers. Three enhancement schemes over LOF are proposed, 
namely LOF', L O F � and GridLOF. Thorough explanation and analysis are 
given to demonstrate abilities of LOF' in providing simpler and more intuitive 
meaning of local outlier-ness; LOF" in handling cases which LOF fails to work 
appropriately; and GridLOF in improving the efficiency and accuracy. 
Another formulation of outlier-ness degree called 5ubspace Outlier Factor 
(SOF) is introduced. SOF is designated for detecting outliers in databases 
containing subspace clusters. It is fundamentally based on LOF. A novel SOF-
Algorithm used to identify outliers by SOF is proposed. We give detailed 
descriptions about how techniques like grid-based and projective clustering 
can be incorporated into the algorithm to achieve high accuracy and efficiency 


















局部偏離因子（Local Outlier Factor, LOF)是現存一個以密度爲基本，用 
以探測局部偏離數據的偏離值概念。我們提出了三項於LOF概念上作改良 
之方法，分別爲L O F '，L O F "以及G r i d L O F �透過完整的描述及分析， 
我們將顯示以LOF'的方法，可爲量度偏離數據提供更簡單及更深入的意 
思；以L O F �處理一些L O F不能應付的現象；以及以G r i d L O F演算法改 
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Due to the rapid and advanced development of technology and the extensive 
growth of the Internet in the last several decades, the amount of data collected 
and stored in databases has been increased tremendously. The stored data is 
worth analyzing because it may contain implicit but invaluable information. 
Thus, there is a need for efficient and effective analyzing methods in order to 
discover the implicit information of the data. 
The definition of data mining, also known as /(nowledge /discovery in 
Databases (KDD), is the non-trivial extraction of implicit, previously un-
known, and potentially useful information from data [17]. Through perform-
ing different data mining tasks, one can discover useful information which is 
unknown to the world previously. It makes data mining a challenging and 
interesting research area that is worth studying. 
In this thesis, the data mining topic of outlier detection is considered. This 
is a topic which is strongly related to another KDD topic called clustering. 
Techniques used or ideas developed in clustering could be applied to or helped 
in inspiring new ideas in solving the outlier detection problem. 
There is a famous phrase in signal processing, "one person's noise is another 
person's signal". This sentence highly resembles the role of outlying cases 
in some databases. In contrast to most KDD tasks, such as clustering and 
classification, outlier detection aims to find the small portions of data which 
1 
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deviate from common patterns in the databases. 
In the early periods, outlier detection did not receive much attention in 
the data mining literature. Outliers were viewed as incorrect or noisy data in 
a database. As a result, outlier detection was only used as a preprocessing 
tool to filter questionable objects to assure data quality and reduce the impact 
of those outlying objects in other knowledge discovery processes ([29], [15 
and [44]). 
Increasing importance to identify outliers in real-world databases recently 
has driven the research work on this knowledge discovery topic. Studying the 
extraordinary behavior of outliers helps to uncover the valuable knowledge 
hidden behind them. The hidden knowledge obtained is useful in many prac-
tical applications, such as the detection of criminal activities in E-commerce, 
telecom and credit card frauds, video surveillance, pharmaceutical research, 
loan approval and intrusion detection. In [38], authors outline an example of 
outlier detection by finding factors that cause traffic problem in a city. We can 
see that outlier identification is an ubiquitous problem. 
A well-quoted definition of outliers is the Hawkin-Outlier that first ap-
peared in [19]. It states that an outlier is an observation that deviates so 
much from other observations as to arouse suspicion that it was generated by 
a different mechanism. Hawkin-Outlier is defined in an intuitive manner. 
1.1 Outlier Analysis 
Finding outliers is often a very natural form of knowledge discovery for surveil-
lance applications. In those applications, users may already know what the 
normal case is, but not causes that lead to abnormalities and when would they 
arise. With the help of knowledge discovery modules which focus mainly on 
outlier detection, users can uncover previously unknown answers. 
One of the oldest methods to detect outliers is by inspecting graphically 
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represented data manually. Human is the one who decides which data objects 
appear to be inconsistent with the rest of the objects in the dataset. How-
ever, technological advancement has led to an increase of data to be analyzed 
in terms of size and dimension, thus making manual inspection impractical. 
Therefore, an automated method is necessary. 
As increasing awareness is put on automated outlier detection, more con-
crete meanings of outlier are defined for solving problems in specific domain. 
Nonetheless, each of these definitions follows the spirit of the Hawkin-Outlier. 
Algorithms for efficient detection of different outliers are also developed. 
Clustering and outlier detection are closely related KDD topics. From the 
viewpoint of a clustering algorithm, outliers are objects not located in clusters 
of a dataset and are considered as noise. The notion of outliers supported by 
these clustering algorithms is rather second-class and is highly dependent on 
the primary tasks. It brings out two problems. First, the notion of outliers is 
too specific to the primary tasks. Second, since much effort have been spent 
on performing the primary tasks, inefficiency occurs if users are only interested 
to obtain outliers' information with the help of performing the primary tasks. 
In some cases and applications, outliers are only treated as nuisance, or 
a kind of noise that interferes and obstructs the data mining process. In 
other circumstances, however, they do contain useful information, and close 
attention must be put on them during the data mining process. This could be 
proven in criminal activities' detection. 
Thus, outlier detection can be beneficially applied either as a pre-processing 
step or as the data mining step. Especially when dealing with spatial data with 
high dimensionality, outliers' information obtained in data mining step could 
be invaluable for data analysis and interpretation. 
For outlier detection research, researchers are seeking a more general def-
inition to capture outliers under all conditions. They are also seeking more 
accurate and efficient ways to identify exactly those outliers and nothing else. 
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These two research aims become more challenging when dealing with large and 
high dimensional datasets. 
1.2 Problem Statement 
Four open problems and technical challenges involved in outlier detection are 
given in the following. Existing proposals on outlier detection focus on solv-
ing one or two problems. However, none of them can handle four problems 
simultaneously. 
1.2.1 Binary Property of Outlier 
Most of the existing proposals consider a data object being either an outlier 
or a non-outlier. These proposals take a global view on the whole dataset and 
consider being an outlier as a binary property. In [12] and [13], the authors 
point out that there are situations in which these global notions of outliers 
cannot capture all the outliers. It is more meaningful to assign a degree of 
outlier-ness to each data object based on how the object is isolated from its 
� surrounding neighborhood. 
1.2.2 Overlapping Clusters with Different Densities 
Figure 1.1 illustrates an example of two clusters having different densities which 
are overlapping together. Under this condition, some methods which identify 
local outliers by comparing density differences may not function well. 
From these methods, the relative degree of isolation of an object with re-
spect to its surrounding neighborhood is measured and used to decide whether 
it is a local outlier. Thus points of the less dense cluster that are closer to the 
border points of the denser cluster will be wrongly regarded as local outliers. 
v> 
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Figure 1.1: Example dataset with overlapping clusters of different densities. 
The overlapping of clusters with great density differences causes this misiden-
tification of points in a cluster as local outliers. For most large datasets, espe-
cially those of high dimensionality, the existence of overlapping clusters with 
different densities is a common phenomenon. In this case, the correctness of 
the set of outliers identified by these methods is questionable. 
To avoid this problem, some heuristics can be applied to exempt points 
of the denser cluster from outlier-ness investigation. Since points within the 
denser cluster must not be outliers, this exemption does not affect the identi-
fication of true local outliers in the dataset. 
1.2.3 Large Datasets 
Efficiency is an important factor in any outlier detection algorithm. The num-
ber of outliers is expected to be extremely small in every dataset. It is not 
expected to have a high occurrence of abnormalities in any dataset. When 
dealing with real-world data, most data follow the behavior of normal cases. 
Thus, to perform outlier detection, it is necessary to distinguish minority por-
tions of datasets from the majority portions. 
For most outlier detection algorithms and methods, they require investiga-
tion on every data member in a dataset. A scan through the whole dataset 
is needed. However, this would be very costly, especially when the size of the 
datasets is very large. So it is desirable if a heuristic would be found such 
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that datasets could be pruned appropriately to the extent that only potential 
outliers remain for further investigation. 
In this case, the total number of points to be examined decreases after 
pruning, resulting in fewer computations and operations in finding outliers. 
Finally significant improvement on efficiency is achieved. 
1.2.4 High Dimensional Datasets 
A dataset is a number of data points which store values of all attributes of 
the dataset. Consider points of a dataset storing numerical values and each 
attribute corresponds to a dimension, dimensions of the dataset form a data 
space and each point is a vector in the space. High dimensional dataset is one 
which has many attributes and thus a high dimensional data space. 
In high dimensional datasets, correlations might not be found among data 
points in the full dimensional space. It could imply that all points are having 
similar behavior and they cannot be grouped to clusters or exceptional pat-
terns. This phenomenon is known as “dimensionality curse,, and is described 
in detail in [11]. 
“ Obviously, finding fc-nearest neighbors in these datasets is not meaningful 
anymore. It is because under most circumstances, it is hard to find a mean-
ingful distance metric for the A;-nearest neighbors search. Since the concept of 
^-nearest neighbor is a key component used in major outlier detection meth-
ods, that means high dimensionality has adverse effect on the quality of the 
outliers found. 
In these datasets, it is very probable that sets of points are correlated to 
each other in certain specific dimensions. Each set of points is thus called 
a subspace cluster and the corresponding set of dimensions in which the 
member points showing high correlation is called the associated subspace 
of the subspace cluster. Dimensions forming an associated subspace of some 
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Figure 1.2: 2-D subspace clusters in a 3-D dataset. 
clusters are correlated dimensions. Figure 1.2 shows the 2-dimensional (2-
D) projections of a 3-D dataset consisting subspace clusters in subspace A B 
and AC. 
The outliers we are going to investigate are points showing exceptional 
behavior when compared to all of the subspace clusters in the datasets. This 
is because finding outliers in the full dimensional space is meaningless in high 
dimensional datasets. Furthermore, points may form clusters in a subset of 
dimensions, therefore a data point can be regarded as an outlier only when it 
cannot be grouped to any of the clusters in their associated subspaces. We 
refer these outliers as subspace outliers. 
‘ Point p in Figure 1.2 is a member of the cluster in AB. When p is projected 
on subspace AC, it is not a cluster point, p demonstrates certain levels of 
outlier-ness with respect to the subspace cluster in AC. Similarly, the qther 
point q is outlying in subspace AB but is a member point of a subspace cluster 
in the other subspace AC. For p and q, since there exist a subspace in which 
the two points are cluster points within the subspace, they are not considered 
as outliers. On the contrary, point o is a subspace outliers, as it is far away 
from both clusters in A B and AC, and it deviates from all subspace clusters 
in the dataset. 
Since clustering and outlier detection are closely related, ideas can be bor-
rowed from existing clustering algorithms which are designed to tackle the 
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problem of dimensionality curse in outlier detection. Two such clustering 
methods are projective clustering ([1], [30]) and subspace clustering ([6]). 
1.3 Contributions 
My research emphasizes on density-based approach of outlier detection. Detec-
tion of outliers through a density-based approach is done by comparing density 
difference between a region and the region's surrounding region. In this stand-
point, outliers identified by this approach are somewhat only indicating the 
degree of outlier-ness in a localized neighborhood, hence these outliers are 
called density-based local outliers, or local outliers. 
There are two main contributions of my research: three enhancement 
schemes of the notion of local outlier-ness Local Outlier Factor (LOF) and a 
new definition of outlier-ness, namely 5ubspace Outlier Factor (SOF), which 
is specially designed to detect outliers in high dimensional datasets. 
Three enhancement schemes are introduced to address weaknesses of LOF 
accordingly, which include (1) LOF', (2) LOF" and (3) GridLOF. The first two 
schemes are variants of the original LOF formulation. LOF' provides simpler 
and more intuitive meaning of local outlier-ness, while LOF" can handle cases 
which LOF fails to work appropriately. The third enhancement, GridLOF, 
is an efficient and adaptive algorithm in calculating LOF value of each data 
object in databases. 
SOF is defined in order to find the local outliers in high dimensional 
datasets. Similar to the case of LOF, SOF indicates the degree of outlier-ness 
of each data object. (9F-Algorithm, a corresponding algorithm for finding 
SOF values of each data points in a dataset, is presented. Our approach is 
loosely related to subspace clustering as in [6] and [5]. We show how the 
algorithm utilizes projective clustering and grid-based techniques to aid the 
discovery of density-based subspace outliers. 
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In the following chapters, a review of previous works on outlier detection 
is given. Not only different technical merits achieved by several works are 
shown, but also the shortcomings of them or the possible improvements are 
discussed. Then our enhancement schemes of LOF: LOF', LOF" and GridLOF 
are presented in full detail. Following the presentation of the three schemes, 
new notion of subspace outlier-ness SOF and .SOF-Algorithm are acquainted. 
Given formal definitions and supporting experimental results, we show how 
our newly proposed notions and algorithms work to achieve outlier detection 
in an efficient way and to overcome some of the existing difficulties of the topic. 
Chapter 2 
Related Work in Outlier 
Detection 
Early schemes that consider outlier detection as the primary objective are in 
the field of statistics [8]. The distribution-based approach works by fitting a 
suitable statistical model on the data. Outliers are points that deviate much or 
show abnormal behavior in the discordancy test. However finding such suitable 
models requires apriori knowledge on the data distribution, which is not always 
obtainable. Also, majority of models are univariate in nature, which makes 
� this approach infeasible in handling high dimensional data. 
Another approach used in statistics is based on a depth notion (e.g. [25], [34]). 
Data points are organized based on a meaningful depth notion and outliers are 
expected to appear in the shallow layers. The major problem here is that this 
organization process requires the computation of c/-dimensional convex hull 
which lead to a complexity of n(A^�2) is the dataset size, d is the dimen-
sionality), thus making this method unscalable with the dataset dimensionality. 
Since most KDD applications deal with large sets of high dimensional real 
data, it can be seen that statistical methods are inadequate in detecting outliers 
in various ways. Based on these motivations, database researchers propose new 
notions of outliers. These notions facilitate and improve the efficiency, as well 
as the effectiveness of outlier detection in the data mining domain. 
10 
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In this chapter, four approaches of outlier detection in the database liter-
atures are discussed. Detailed descriptions of a momentous concept - degree 
of local outlier-ness, a new concept affecting many recent outlier detection 
methods, are then given. Following that, we review a well-known density-
based outlier notion, LOF, which is defined to measure the degree of local 
outlier-ness. 
2.1 Outlier Detection 
Four methods for finding different notions of outliers in data mining domain 
are discussed in this section. 
2.1.1 Clustering-Based Methods 
Large datasets or high dimensional datasets are most likely to contain a certain 
portion of abnormal points. To perform effective clustering in these datasets, 
most clustering algorithms should be able to handle exceptional cases or so-
called "noise" in datasets. Considered as a kind of outlier detection, these 
algorithms optimize clustering results, and provide a basis for clustering-based 
outliers' definition in an indirect manner. Accordingly, outliers are by-products 
of clustering algorithms. 
To achieve good performances, an efficient and effective procedure is neces-
sary. However, as outliers are by-products of these algorithms and are highly 
dependent on them, outliers found are not usually guaranteed to be real outly-
ing points. Conversely, they maybe points affecting optimal clustering results 
in datasets and must be eliminated or filtered out by algorithms. 
Apart from this, these algorithms could not detect complex outliers. It is 
possible to rely on other methods that can handle outliers, such as BIRCH [45], 
CLARANS [31], DBSCAN [16], GDBSCAN [35], OPTICS [7], but the whole 
process will then become more time-consuming and expensive. 
V 
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Therefore, we want to put our efforts solely on outlier detection, and not 
on actual clustering operations. The notion of clustering-based outliers may 
not be as useful as other outliers in the database literature. 
In spite of its disadvantages, as the basic definition of outliers is any data 
objects that cannot be grouped into clusters, performing clustering is still 
useful and highly related to outlier discovery in databases. With appropriate 
modifications and improvements, techniques used or ideas developed in these 
algorithms could solve outlier detection problems. Further optimization could 
be applied to achieve high effectiveness and efficiency. They might be able 
to inspire new ideas in finding outliers also, especially those in large high 
dimensional datasets. 
Clustering High Dimensional Datasets 
Not every dimension contains hidden knowledge when dataset dimensionality is 
high. This causes problems to traditional clustering algorithms which compute 
the intra- and inter- connectivity of points with respect to the full dimensional 
space. 
� The problem is first addressed in [6]. CLIQUE is introduced in this paper 
to find sets of points that are closely clustered in subsets of dimensions. A 
monotonicity lemma is stated in the paper: If a collection of points S is a 
cluster in a k-dimensional space, then S is also part of a cluster in any (k — 1) 
dimensional projections of this space. A bottom-up approach similar to the 
Apriori algorithm for mining association rules in [2] is used. 
ENCLUS [14] uses a similar method as CLIQUE to find associated sub-
spaces of clusters. However ENCLUS employs the use of entropy to perform 
certain pruning to reduce the number of potentially interesting subspaces, 
therefore higher efficiency is achieved when compared with CLIQUE. 
1] formalizes the problem of discovering projected cluster and propose a 
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method called PROCLUS. Despite the fact that CLIQUE and ENCLUS pro-
duce largely overlapping clusters, the projective clustering method PROCLUS 
is designed to return a clear partition of clusters. 
Projective clustering is a two-fold problem: firstly, it locates cluster centers; 
then it finds the appropriate set of dimensions (subspace) that each cluster ex-
ists. An iterative approach is employed in PROCLUS. k (an input parameter) 
points are selected as the initial cluster centers. 
The iteration starts from finding the set of dimensions which matter most 
for each center. Points are assigned to a projected cluster defined by a center 
with respect to the subspace. Clustering quality is then evaluated. Low quality 
cluster centers are discarded and replaced by other randomly selected points. 
The iteration continues until all found cluster centers are producing the best 
clustering quality. Finally, PROCLUS refines the set of cluster centers by a 
quality measure different from the one used before in the iterative process. 
This acts to improve the final clustering result. 
Other than returning points for each projected cluster, PROCLUS also re-
turns a set of points O. Each point in O is an outlier that cannot be assigned 
. to any of the k best cluster centers. These points are by-products of the pro-
jective clustering algorithm and do not cluster well. So when outlier detection 
is the major task, PROCLUS cannot provide a detail information about what 
makes the points in O exceptional. 
ORCLUS [3] generalizes the projective clustering algorithm of PROCLUS 
such that it is capable of finding generalized projected clusters. These 
clusters are arbitrarily aligned with skewed and elongated shapes. PROCLUS 
performs unsatisfactorily with this kind of clusters. 
Another projective clustering algorithm EPC [30] avoids the use of an it-
erative process to find projected clusters. For each dimension of the dataset, 
points are scrutinized accordingly and dense regions are recorded. This is equal 
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to the study of points' behavior in each 1-D projection of the whole dimen-
sional space. After that, each data point is assigned to a signature indicating 
its locality in any identified dense or non-dense regions in each dimension. 
A set of unique signatures and their corresponding occurrence counts are 
obtained. Comparable signatures are combined to a final signature based on a 
defined proximity measure. Their counts are added up as the number of occur-
rences of the final signature. The remaining dissimilar and unique signatures 
are ranked in the order of decreasing occurrence count. Given k as an input 
parameter, the top-A; frequently occurred signatures are chosen. Each of the 
chosen signatures defines the locality of a projected cluster. The set of dimen-
sions forming the subspace are those with entries in the signature indicating 
the identified dense regions. 
Having information such as associated subspace and range of dense region 
in each dimension of the k projected clusters, points are assigned to them. 
Remaining unassigned points are added to the set of outliers. Although EPC 
outputs clusters and outliers as PROCLUS does, EPC does it in a much simpler 
and efficient way. In [30], it is shown that EPC can produce more accurate 
. . . r e s u l t than PROCLUS. 
Projective clustering methods discussed above are designed specifically to 
handle clustering in high dimensional datasets. Yet the primary task of these 
methods is clustering, outliers are by-products only. Finding outliers with pro-
jective clustering methods cannot give any insight of why points are identified 
as outliers. These methods are unable to fulfil the outlier detection tasks of 
high dimensional datasets in practical applications. 
2.1.2 Distance-Based Methods 
Distance-based approach is the first approach in database field to detect out-
liers in the primary task. In general, a distance-based outlier is simply a 
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data point having far distance to most of the points in the data space. As 
it could generalize many existing notions of outliers provided by the statis-
tical discordancy tests for standard distributions, authors of [26] refer to the 
distance-based approach as an unified approach for outlier detection. 
A nice feature of finding outliers through distance-based approach is that 
it does not require any apriori knowledge to the data distribution. Very often, 
efficiency of algorithms can be improved by utilizing index structure (e.g. R-
tree [18], R*-tree [9]), since they require either a nearest neighbor search or a 
range query. Empirical results show that assuming the presence of meaningful 
distance metrics, this approach can detect outliers in large datasets of high 
dimensionality with high efficiency and accuracy. 
However, this approach has its own weakness in an applicability standpoint: 
it relies greatly on the choice of distance metrics used. If no meaningful dis-
tance functions are available, this approach is not as reliable and appropriate 
as others. 
Algorithms for Mining Distance-Based Outliers in Large Datasets 
• In [27], the notion of distance-based outliers is defined like this: an object o 
in a dataset T is a DB(j), D)-outlier if at least fraction p of the objects in 
T lies greater than distance D from o. This definition of DB(j), Z))-outlier is 
consistent with the definition of Hawkin-outlier mentioned previously. Sev-
eral algorithms are proposed in [27] for mining DB{p, Z))-outliers in different 
situations. 
The problem of finding DB(p, Z))-outliers can be solved by answering a 
range query at each data object in the dataset. Based on the definition of 
DB{p, I))-outlier, for each data object, a range query with radius D is exe-
cuted, whenever more than — p) + 1 neighboring points are found, with 
N being size of datasets, this data object can be declared as a non-Z)B(p, D)-
outlier. This method is known as index-based algorithm. With the assumption 
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that an appropriate index structure is used, the complexity of this algorithm 
has the order of 0{dN log(A^)), d being dimensionality of datasets. For very 
high dimension, the worst case complexity is 0{dN^). It is a great improve-
ment over the depth-based outlier detection approach when dealing with high 
dimensional data. 
However, it is quite costly to build the index structure in the aforemen-
tioned algorithm. To avoid building such an index, a nested-loop algorithm is 
introduced. This algorithm utilizes the buffer space for counting the number 
of D-neighbors of each data object. Its complexity is the same as the index-
based algorithm. In [22], a more efficient algorithm and a parallel algorithm 
are proposed by enhancing this nested-loop algorithm. 
Another approach introduced in [27] is efficient for extremely large mem-
ory resident datasets with low dimensionality. The cell-based approach scales 
linearly with respect to the size of the datasets, but grows exponentially with 
respect to the dataset dimensionality. Empirical results show that cell-based 
approach performs satisfactorily for d < 6. For very large datasets that are 
needed to be disk resident, this cell-based approach ensures no more than three 
. passes over the dataset are required in finding all the DB{p, D)-outliers. 
How this cell-based approach works can be illustrated by an example when 
d = 2, cell-based approach can be generalized for larger d. 
Suppose the 2-D space is partitioned into cells having length I = 吞 . A 
cell at the intersection of row x and column y is denoted Cx,y. Li{Cx,y) is the 
set of immediate neighboring cells of Cx,y such that Li(Cx,y) = {Ca,b | a = 
a: 士 1,6 = y ± l,Ca’j) — Cx,y}. L2(Cx,y) are cells within three cells from 
L2(C.,y) = {Ca,b h = 士 3,6 = " 土 3, C a， i > �L八C ^ Ca,b + Cm}. 
Since the diagonal of each cell is of length \/2i, any points located within 
one cell is at most A/2/ = f apart. If Ca,b is a Li neighbor of the distance 
between a data point in Ca,b and a data point in Cx,y is at most D. If Ca,b is 
neither a Li neighbor nor a L) neighbor of Cx’y, then distance between a data 
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point in Ca,b and a data point in Cx,y must exceed D. 
Cell-based approach performs the following test on every cell in the data 
space. For a given cell Cx,y, if there are more than —p) data points located 
in Cx,y, then every points inside is not an DB(p^ D)-outlier. Else if there are 
more than N{1 — p) data points in Cx,y and its Li neighboring cells, none of 
the points in C .^y is an DB{p, D)-outlier. Finally if there are at most N{l-p) 
data points in Cx,y^  its Li and L2 neighboring cells, all the data points in Cx,y 
are regarded as DB(j), D)-outliers. The cell-based algorithm scales linear with 
N, but its complexity is exponential with respect to d. 
All the above algorithms in finding DB(j), Z))-outlier require a parameter 
D which is hard to be determined by users. Moreover, those outliers discovered 
are not ranked, as a result users do not know how isolated each outlier is in the 
dataset. In [33], a new notion of distance-based outlier is defined and this type 
of outliers can be found by answering a query of A;-nearest neighbors search. In 
addition, outliers are ranked so that the algorithm proposed in [33] is capable 
of returning the top-n outliers. 
Efficient Algorithms for Mining Outliers from Large Data Sets 
Sometimes it is not necessary to find all outliers. In view of this, algorithms 
are introduced in [33] which change the problem from finding all outliers to 
finding only the top-n distance-based outliers in the dataset. By computing 
and ranking distances of data points to their /c-th nearest neighbors, those with 
top-n largest distances to their /c-th nearest neighbors are reported. These 
points are thus top-n outliers in the dataset. 
A formal definition of this kind of distance-based outlier is as follows: given 
the value of k and n, a data object o is an outlier i f f it does not exist more 
than (n — 1) other data points having a larger k-th nearest neighbor distance 
than o. 
It is assumed that n is typically small. Since only a small number of 
Chapter 2 Related Work in Outlier Detection 18 
outliers with high outlying properties are interesting, the algorithm achieves 
its efficiency by pruning a significant number of data points. 
Three algorithms are proposed in [33]. The index-based and nested-loop 
algorithms are computationally expensive, while the partition-based algorithm 
allows substantial saving on computation. Details of the three algorithms can 
be found in [33]. • 
2.1.3 Density-Based Methods 
Density-based notions of local outliers are propsed, as distance-based approach 
only considers a global view on the datasets, and fails to handle the general 
cases in which clusters of different densities exist. 
In addition, most discussed outlier notions treat being an outlier as a bi-
nary property without presenting the level of outlier-ness of the outlier, as a 
consequent, we do not know how outlying the outlier is. For many applica-
tions, however, it is more meaningful to assign to each object in the dataset a 
degree of being an outlier. This degree of outlier-ness is Local Outlier Factor 
(LOF) [13]. This is a density-based approach in outlier detection. LOF is 
local in the sense that the degree depends on the density difference between 
the object and its surrounding neighborhood. 
Local outliers are points having considerable density differences with its 
neighboring points, thus they possess high LOF values. As stated in [13], the 
LOF value of each data point tells us how strong this point is being a local 
outlier. 
Since our research emphasizes on LOF, detailed explanation on LOF and 
definitions used in computing it are provided in a separate section in this 
chapter. We only introduce OPTICS-OF and an algorithm finding top-n local 
outliers here. 
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Figure 2.1: Example 2-D dataset. 
OPTICS-OF: Identifying Local Outliers 
The problem of global definition of outliers is first addressed in OPTICS-
OF [12] and it is suggested that the problem can be solved by applying a 
certain degree of outlier-ness to each data object in a dataset. The basic 
notion of Outlier Factor (OF) is proposed. 
In [12], the problem of non-local outlier detection by distance-based ap-
proach is illustrated by an example 2-D dataset as shown in Figure 2.1. Since 
the distance-based approach takes a global view on the whole dataset, it can 
only capture a certain kind of outliers. Global outliers like oi and 02 in Fig-
ure 2.1 can be successfully identified as outliers by using the distance-based 
approach, however this approach fails to identify 03 as an outlier, i.e. no values 
of p and D can be found such that 03 is an DB(j), Z))-outlier. 
In many real-world datasets, data may exhibit a more complex structure 
in which objects are outlying with respect to the distribution of their local 
surrounding objects. That means in real-world data, many objects which 
behave like 03 in Figure 2.1 exist, and existing approaches, e.g. distance-based, 
are inadequate to uncover these local outliers. Thus there is a need for a new 
notion of local outlier which can capture the problem of local outlier and is 
consistent with the definition of Hawkin-outlier. 
The basic notion of OF is defined and this notion is successful in capturing 
the local outlying properties of points. It is based on the average density in 
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the neighborhood of a point and makes use of the concept of reachability in 
DBSCAN [16]. Since this definition of OF is formalized in [13] as LOF, further 
details are discussed in Section 2.2. 
The performance of mining local outliers depends on the index structure 
used. In order to calculate the OF value of each data object, a /c-nearest 
neighbors query is needed. Without any indexing support, answering such 
a query is extremely costly. Since a scan through the whole dataset has to 
be performed, the runtime would be In contrast, if there exists an 
index structure for efficient spatial search, e.g. R*-tree and X-tree, the runtime 
complexity can be reduced greatly to 0(N log N). 
In OPTICS-OF, being an outlier is not considered as a binary property 
anymore. With the notion of OF, every object in the dataset is assigned a 
value which shows the outlier-ness or how isolated it is with respect to its 
neighborhood. With different levels of outlier-ness, objects can be ranked 
according to this degree, giving the data mining analyst a sequence in which 
to analyze the outliers. 
Mining Top-n Local Outliers in Large Databases 
Despite the fact that the concept of local outlier-ness degree or LOF is a 
useful one, the computation of LOF value requires a lot of /c-nearest neighbors 
queries. This makes each calculation of LOF a costly operation. If the size 
of the database is very large, even with the support of an appropriate index 
structure, it is still computationally expensive to compute LOF values for all 
data objects in the database. 
Based on the assumption that most data objects are unlikely to be out-
liers and users are only interested in getting information of the top-n or the 
strongest n local outliers in a large database of size N�the algorithm proposed 
in [24] accepts an input parameter of n from users and let them to decide the 
number of strongest outliers they would like the algorithm to return. As such, 
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most of the LOF computations are avoided (assuming n « N) which results 
in higher efficiency for the algorithm. 
Efficiency of the algorithm is gained by careful pruning on the large dataset 
and computing the LOF value for the remaining candidate points. Since LOF 
is related to the local density of a point compared with its neighbors, deleting 
any point will surely affect the LOF value of its neighboring points. Thereby, 
the algorithm possesses a strict criterion in pruning the dataset, only points 
that are certainly not top-n outliers can be pruned away. 
A key concept behind the so-called "careful" pruning is first compressing 
the data into micro-clusters as those in BIRCH [45], then estimating an up-
per bound and lower bound on the LOF value of each micro-cluster. Since 
actual clusters are now more compact in size, the bounding LOF values can 
be computed in an efficient way. It is clear that most objects can be assured 
to be non top-n outliers, thus they can be pruned. Only the LOF values of the 
remaining candidate points are calculated and the top-n outliers are extracted 
after ranking the points in decreasing LOF values. 
A central idea of the algorithm is to find both upper and lower LOF bounds. 
. These bounds act as measures to decide whether or not a micro-cluster can 
be pruned away. To calculate LOF bounds, we need to estimate distance 
values between a point p and the points in a micro-cluster. It is represented 
by a circle centered by a mean point, and there may be chances of getting 
imprecise distance estimation if p lies within the micro-cluster circle. To solve 
this overlapping problem, a novel cut-plane method is used to identify the 
boundary between a data point and a micro-cluster. It can obtain a more 
precise distance estimation and increase the number of micro-clusters to be 
pruned. 
The algorithm proposed in [24] is an efficient one only if the n indicated 
by users is much smaller than the size of database N. The usefulness of this 
algorithm depends on specific outlier detection applications. If users of the 
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specific outlier analysis application are satisfactory with knowing the top-n 
local outliers, this algorithm certainly provides the best solution. However if 
users want to discriminate all local outlying cases out of the database, this 
method cannot achieve this goal in a reasonable run-time. 
2.1.4 Deviation-Based Methods 
Recent empirical results [11] show that in many data distributions, as the 
dimensionality increases, given a point, the distance between this point and its 
nearest neighbor approaches the distance between this point and the farthest 
data point in the high dimensional space. When the dimensionality is high 
to a certain extent, data points are sparsely scattered and distances between 
every pair of data points are nearly the same. Consequently, the proximity 
used in distance-based approaches lost its meaningfulness, thus outliers found 
may not be meaningful. 
Large real-world data having high level of noisy data is more likely to 
contain abnormal deviations which are embedded in some lower dimensional 
subspace. In this case, outliers cannot be found by full dimensional distance 
‘ measure. Methods like apriori feature selection in reducing the overall di-
mensionality cannot improve this problem because different deviations may 
appears in different subspace. . 
Intensional Knowledge of Outliers 
28] is the very first paper that imposes an insight study on each of the outliers 
found. The authors bring along a new interesting question concerning outliers: 
what kinds of intensional knowledge to provide. Intensional knowledge of an 
outlier is a description or an explanation of why this point is exceptional and 
how the point is deviated from other points. For each of the outliers identified, 
¥ 
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two kinds of intensional knowledge are found, namely the smallest set of sub-
dimensions the point is exceptional and are there other exceptional points 
dominating this point. 
For each data object, it is classified as either a non-outlier or an outlier. 
The algorithm further categories outliers into three kinds: strong, weak and 
trivial outliers and returns alongside the minimal subsets of attributes in 
which they are exceptional. These information depicts the valuable intensional 
knowledge of every outliers in a dataset. 
In order to find the intensional knowledge, a naive method conducts a 
bottom-up path traverse up an appropriate lattice. For a cf-dimensional dataset, 
its corresponding lattice is a tree-like structure storing all combination of sub-
sets of the d attributes. The lattice is of height d-1 with the root node {h = 0) 
indicating the whole dimensional space. It is built in a way that each level 
(h) consists of nodes of all c? - dimensions. For instance, a 3-dimensional 
datasets of attributes A, B and C, the root of its lattice is A B C , nodes are 
AB, AC, B C iov h = l and A, B, C for /i = 2. 
A semi-naive method is used for faster traversal of a lattice. It starts from 
.. an intermediate level to traverse up the lattice and drill down to lower levels 
only when necessary. It produces the same result as the naive method with 
less time required. Methods in [28] aim to find outliers, whereas the subspace 
clustering method CLIQUE focuses in finding clusters, they are spiritually very 
close to each other. 
Despite the fact that finding intensional knowledge of outliers succeeds in 
high dimensional outlier detection, the deviation of points is measured by a 
distance-based method. So this method bares the same weakness as other 
distance-based outlier detection methods. In addition, these techniques utilize 
a roll-up and drill-down approach which require very expensive cost. 
Chapter 2 Related Work in Outlier Detection 24 
Outlier Detection for High Dimensional Data 
An algorithm intends to solve the problem of outlier detection in high dimen-
sional datasets is introduced in [4]. The concept involved is similar to the idea 
of projective clustering. Through examining the underlying data objects in 
lower dimensional projections, outliers are identified. Combining projection 
technique with the use of evolutionary algorithm, density-based outliers are 
found with the corresponding subspace dimensions that these outliers showing 
their most deviating behavior. 
The essential concept behind this algorithm is the way it defines outliers. 
Outliers are defined by examining those abnormally low density projections 
of a dataset. Since we are dealing with lower dimensional projections of the 
dataset, the algorithm tolerates data objects with missing attribute values to 
some extent. This is a nice feature for most real world applications. 
Here we explain what it means by abnormal lower dimensional projections. 
It is the lower dimensional projections with abnormally low density. In these 
projections, density of the data objects is exceptionally lower than the average 
density. 
‘ To define projections, the data space is first quantized. For each attribute 
in the dataset, it is divided into (p equi-depth ranges. As such, each range 
consists of fraction f = of data objects. Consider a /c-dimensional cube in 
the data space. If the attributes are statistically independent, then 产 is the 
expected fraction of data objects. Since data is probably showing spme kind 
of statistically dependency, the actual fraction of points in the fc-dimensional 
cube differs significantly from the expected one. It is this deviating behavior 
which determines the appropriate outliers. 
For a fc-dimensional cube D, the sparsity coefficient of it is defined as 
S(D) = n{D) - N . / V \ / i V . / M l - 尸 ) , ^ { D ) being the number of data 
points in D. Actually, N .产 is the average fraction of points, whereas 
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y/yv •产.（1 — f ^ ) is the standard deviation of points in D. Cubes that contain 
fractions of points significantly lower than expected result in negative value of 
sparsity coefficient. The fewer the points in the cube than the expected num-
ber, the smaller the value of sparsity coefficient. 
Algorithm introduced in [4] is an evolutionary outlier detection algorithm. 
The aforementioned sparsity coefficient is used as the fitness function for the 
algorithm. The algorithm evolves in finding the cubes with optimal abnormal 
lower dimensional projections with the fitness function. At the end, the set of 
points contained in the optimal cubes is returned as outliers. 
Once a point is located in an abnormal lower dimensional projection, it is 
identified as an outliers. However, it is outlying with respect to that particular 
projection only. It is possible that for other lower dimensional projections, the 
point is located in a dense region. Subspace outliers in high dimensional data 
are points which are exceptional when compared with all subspace clusters. 
Therefore, the method proposed in [4] cannot discover subspace outliers in 
high dimensional datasets. 
2.2 Breakthrough Outlier Notion: Degree of 
Outlier-ness 
13] brings out a notion of degree of outlier-ness. It is a breakthrough among 
those outlier definitions defined in decades before. At that time, each algorithm 
has its own judgement to classify points as outliers or non-outliers. Later some 
people realize the importance of showing the degree of exception of outliers, 
so the definitions of strong, weak and trivial outliers ([28]) appear. 
LOF is then developed to present a better picture of how strong an outlier 
is relative to the contiguous points around it, instead of just identifying it as 
strong, weak or trivial. 
»» 
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2.2.1 LOF: Local Outlier Factor 
Based on the same theoretical foundation as DBSCAN [16] and OPTICS-
OF [12], LOF [13], a method identifying density-based local outliers, finds 
out local outliers of a dataset, by assigning an outlier factor to each object. 
Local outliers are objects that have high outlying property relative to their 
surrounding space. 
The formal definition of local outliers in [13] is similar to the one defined 
in [12]. Both of them are consistent with the definition of Hawkin-outliers. 
The motivation of the proposal of these new notions of local outliers is that 
distance-based approaches adopt a global view on the datasets, and thus fail in 
handling the general cases in which clusters of different densities exist. That 
means distance-based approach only works under certain conditions. 
Several definitions are provided in Section 2.2.2. These definitions are 
necessary components for the formal notion of local outlier and LOF in [13]. 
With these definitions, being an outlier is not a binary property anymore, 
rather each object is assigned a degree of outlier-ness. 
2.2.2 Definitions 
Definit ion 1 {k-dist(p)) Given any positive integer k and dataset D, the k-
distance of an object p, denoted as k-dist(p), is defined as the distance dist(j),o) 
between p and an object o E D satisfying: 
• at least k objects q E D \ {p} having dist{p, q) < dist{p, o), and 
• at most {k — 1) objects q ^ D \ {p} having dist(j),q) < dist(p, o) 
Definit ion 2 {Nk-dist{p){?)) Given the distance k-dist{p), Nk-dist{p)(p) denotes 
the k-distance neighborhood of p which is the set of objects q whose distance 
from p is at most k-dist{p). More formally, 
Nk-dist{p){p) = {g I g e I) \ {p},dist{p, q) < k-dist{p)} 
¥ 
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Figure 2.2: k-dist{o) and Nk-ciist{o)(o) for k = b. 
with q being the k-nearest neighbors of p. 
Figure 2.2 is an example which shows the meaning of /i^-distance for k = b. 
In this example, the A;-distance of object o is the radius of the dashed circle, 
while the /.-distance neighborhood of o are the five points inside this circle 
except o. 
Definit ion 3 {reach-distk(p, o)) For a given positive integer k and an object 
p, reachability distance of p w.r.t, object o is defined as 
reach-distk{p, o) = imix{k-dist{o), dist{p, o)}. 
Figure 2.3 is an example which demonstrates the concept of reachability 
distance when fc-distance of object o is the radius of the dashed circle. 
For object pi, since its distance to object o is less than fc-distance of o, the 
reachability distance of it w.r.t. o equals to the A;-distance of o. For object p2, 
distance between the object and o is greater than o's ^-distance, so reachability 
of p2 w.r.t. o is the distance between p2 and o. 
In order to detect density-based outliers, we need to determine the densities 
of different sets of objects (i.e. clusters) dynamically, and then determine the 
density of the neighborhood of an object p. To achieve this, a parameter 
MinPts is kept to specify the minimum number of points that resides in 
p's neighborhood. Let o G NMinPts-dist{p) {?)•, thus the reachability distance 
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Figure 2.3: reach-distk{pi,o) and reach-distk(jp2,o) for k二 
reach-distMinPts{p, o) regarding this MinPts is used as a measure of volume 
of p's neighborhood. 
Definit ion 4 {lrdMinPts{p)) The local reachability density of object p is de-
fined as 
/ Y^�(^n ,�reach-distMinPts{p, o) \ 
The local reachability density of object p is the inverse of the average 
reachability distance of the MinPi^s-distance neighborhood of p. With the four 
definitions mentioned above, the Local Outlier Factor (LOF) can be defined 
as below. 
Definit ion 5 {LOFMinPts(p)) The local outlier factor of object p is defined as 
y^ irdMinPtsjo) 
r 八 , � MinPts-dist{p) ^rdMinPtsip) 
LOFMinPts(P) = ^ 7-^. . 
The LOF of object p is the average ratio of local reachability density of it 
and its MinP艺<s-distance neighborhood. 
E x a m p l e 1 Figure 2.4 illustrates the definition of LOF. To simplify the LOF 
computation, MinPts = 1 is used. Point q is in NMinPts-dist{p) while r is 
in NMinPts-dist(q)' Thus lrdMinPts{q) = l/reach-distMinPts(q,r) = l/dist{q,r) 
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Figure 2.4: Illustration of LOF definition. 
since q is not in the MinPts neighborhood of r. Similarly, lrdMinPts(p)= 
l/reach-distMinPts{p, q) = l/dist(p,q). In consequent, 
rnz? , � IrdMinPtsjq) _ distjp, q) 
LOF—pM = 尸“⑷= 
2.2.3 Properties 
An important property of LOF is that for most points which fall deep inside 
a cluster, its LOF value is approximately equal to 1. For other objects, the 
LOF values increase as the relative degree of outlier-ness of objects increases. 
The value of LOF does not change monotonically as MinPts varies. In 
order to have an accurate measurement of the degree of outlier-ness, a heuristic 
is proposed in [13]. LOF values of a range of MinPts values are determined 
and the maximum value among them is chosen as the LOF value of the data 
object. 
After investigating the effect on LOF with different MinPts values within 
a Gaussian cluster, it is suggested in [13] that the lower bound of MinPts 
should be at least 10 so as to remove any unwanted statistical fluctuations 
caused by the use of a too low MinPts value. Moreover, MinPts can be 
viewed as the minimum number of objects contained in the near neighborhood 
of a cluster center point so that other objects are local outliers relative to this 
ft* 
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cluster. 
The author of [13] shows that the LOF value defined is bounded by an 
upper and lower bounded. In [13], the followings are defined and lead to the 
general bounds stated in Theorem 1. 
directmin[p) 二 g)丨 q G NMinPts-dist{p){p)} 
directmax{p) = mdix{reach-dist{p, q) | q G NMinPts-dist{p){p)} 
indirectmin(p) = mm{reach-dist{q,o) | q G NMinPts-dist{p)[p), 
O G NMinPts-dist{q){q)} • 
indirectmax[v) = m8ix{reach-dist(q, o) | q G NMINPTS-DIST{P){p)^  
O G NMinPts-dist{q)(<l)} 
LOFib = diredmin(p)/indirect max(p) 
LOFub = directmax{p)/indirectmin{p) ‘ 
Theorem 1 For a database D, let p be an data point of D and 1 < MinPts < 
D l then 
� LOFib{p) < LOF{p) < LOFup(p) (Please refer to [13] for proof.) 
2.2.4 Algorithm 
In order to calculate the LOF value of each data object in the dataset, a 
MmP^5-nearest neighbor query is executed for each data object at the first 
step. At the second step, reachability distances and local reachability densities 
are calculated and finally LOF values are computed. 
The LOF obtained can be used to rank the objects regarding their outlier-
ness. If some density-based clustering algorithms are used to analyze the clus-
tering structure of the datasets, by combining them with this outlier detection 
method, outliers can be detected without paying any extra cost in computa-
tion. These are great advantages of employing LOF for local density-based 
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outlier detection. 
2.2.5 Time Complexity 
Mining local outliers by LOF typically requires three passes over the data. 
A first pass for finding every objects' MhP之s-distance and MinPts-nesnest 
neighborhoods. Then a second pass to compute the reachability distance and 
local reachability density of each object. Finally LOF values of all objects in 
the database are calculated in the third pass. 
The total runtime depends on the number of MmPt^-nearest neighbors 
queries executed in the first pass. Suppose that objects in a database D of size 
N is being examined, totally there are N MinPts-nea.vest neighbors queries 
in the first pass. If no index structure is provided, N sequential searches over 
the data are needed which costs 0[N'^) runtime. 
Resembling the case of OPTICS-OF, the performance of mining local out-
lier by LOF depends on the index structure used. Providing an index for 
efficient spatial search to answer the queries (X-tree [10]), the runtime com-
plexity can be as low as 0{N) for low-dimensional data to 0(N log N) for most 
’ datasets. However, if the dimensionality of the data increases, even with the 
support of index, the efficiency degenerates and runtime complexity can reach 
for data with extremely high dimensionality. • 
2.2.6 LOF of High Dimensional Data 
A major problem of LOF is its accuracy in detecting subspace outliers in high 
dimensional datasets. It is difficult to find a suitable and meaningful distance 
metric to calculate points distances in high dimensional data space. Often a set 
of points are correlated in a subset of attributes of the original attributes of a 
dataset. For the remaining attributes, these points locate randomly. Common 
distance metrics measure distance between two points based on all attributes, 
it 
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attribute values of the non-correlated dimensions average the values of the 
correlated ones. This results in decreasing differentiation between distances of 
points. 
Since LOF makes use of density differences to find local outliers, and a 
distance metric (Euclidean distance) to search for the points' nearest neighbors. 
The aforementioned distance metric problem exists in LOF and consequently 
affects the quality of outlier-ness assigned to points. Aside from this, LOF 
suffers from an apparent weakness, the high complexity of the LOF formula. 
Moreover LOF fails to provide an intuitive meaning of outlier-ness to user. 
The success of LOF can be seen from its profound influence in the later 
formulae proposed to compute outlier-ness and the enhancements propounded 
to improve the LOF computation. 
COF [40] addresses a weakness of LOF when dealing with datasets with 
low density patterns and introduces a new method based on connectivity. 
LOCI [32] defines the degree of outlier-ness using local correlation integral. 
With a different formulation from LOF, LOCI caters to detect density-based 
local outliers as LOF does. LOC/-algorithm performs as efficiently as LOF. A 
linear approximate method aLOCI accomplishes faster outlier detection using 
the LOCI notion. 
Chapter 3 
LOF': Formula with Intuit ive 
Meaning 
Motivated by the problems mentioned in the first chapter (Chapter 1), three 
enhancement schemes on the LOF are proposed. They are LOF', LOF" and 
GridLOF. Each of them serves either as a better formulation (for both gen-
eral and special cases) compared with LOF or a more adaptive algorithm 
which works more efficiently than the one stated in [13]. Unlike the method 
of Connectivity-Based Outlier factor (COF) in [41] which focuses on outlier 
detection for low density patterns, our enhancement schemes improve the effi-
ciency and effectiveness of LOF for general datasets. In this chapter, we first 
talk about LOF'. LOF" and GridLOF are discussed in the following chapters. 
3.1 Definition of LOF 
It can be seen that the notion of LOF is quite complex. Three components 
including MinPts-distaii.ce, reachability distance and local reachability density 
are to be understood before the understanding of LOF formulation. Local 
reachability density is an indication of density of the region around a data 
point. We argue that MinP力<s-distance already captures this notion: a large 
MinPts-distance corresponds to a sparse region, a small MinPts-distance 
¥ 
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corresponds to a dense region. In view of this, LOF' is defined as a simpler 
formula for ease of understanding. This variant of LOF bears more intuitive 
meaning and exhibits similar properties as LOF. 
Definit ion 6 ( L O F ) 
E M i n P t s ' d i s t j p ) 
J — <>^NMinPts-dist(p) (P) MinFts-dist(o) 
LOF' defined here is the average ratio of MinPts-distance of an object and 
that of its MinFts-distcince neighbors. With this new definition, components 
reachability distance and local reachability density needed in the LOF formula 
are not required anymore. By understanding the meaning of MinPts-distcHice, 
LOF' captures the degree of outlier-ness similar as LOF does and provides a 
clear and intuitive way for people to know the meaning behind this formula. 
Example 2 Figure 3.1 illustrates the definition of LOF' when MinPts = 3. 
Points q, r, 5 are in the MinPts neighborhood of p, i.e. NMinPts-distip)- MinPts 
neighborhoods of p, q, r, 5 are the circles centered at each point correspondingly. 
Based on Definition 6， 
, 1 /MinPts-dist{p) MinPts-dist(j)") MinPts-dist{p)\ 
LOFMinPts�P�= 3 [MinPts-dist{q) + MinPts-dist(r) + MinPts-dist(s)) • 
3.2 Properties 
Resembling the formula of LOF, LOF' value increases as the degree of outlier-
ness increases for an object. Objects deep inside clusters have LOF' values 
approximately equal to 1. 
L e m m a 1 Let C be a set of objects forming a cluster, 
• minDist = ma.x{MinPts-dist(o)丨 o 6 C}, 
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Figure 3.1: Example illustrating definition of LOF'. 
• maxDist = mm{MinPts-dist{o)丨 o G C}, and 
^ 一 maxDist 
I — minDist. 
Assume cp is close to 1. Let p G C be embedded inside the cluster and all 
objects q G NMinPts-dist{p) | 9 ^ C. Then LOF'{p) is approximately 1. 
Proof: Within the specific cluster C, since LOF'{p) is the average ratio of 
MinPts-dist{p) to MinPts-dist(q), for some q also in C, therefore by replac-
ing the average value with the minimum or the maximum reachability distance 
among points of the cluster, the inequality < LOF'(p) < ^ f g g f can 
be obtained. Hence, l/(p < LOF'(p) < ip. If C is a tight cluster such that 
maxDist is nearly the same as minDist, then (p is quite close to 1 and thus 
LOF'{p) is approximately 1. • 
For points other than those deep inside clusters in the database, there exists 
a general upper and lower bound for the LOF' value as LOF does. When 
calculating LOF' of an object, if the MinPts-distsmce of its neighborhood is 
replaced by the maximum or minimum values among all such distances in the 
neighborhood, this yield the lower bound LOFj^, and upper bound LOF'^j,. 
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Let, 
distmax(p) = rmix{MinPts-dist{o)丨 o G NMinPt^dist{v){'p)]^ and 
distmin(p) = Tsim{MinPts-dist{o) | o € NMinPts-dist{p){p)}-
Then we define, 
LOFlfj{p) = MinPts-dist{p)/distmax(p), and 
LOF�)=MinPts-dist(p)/distmin(p)' 
Theorem 2 Let p be any object inside the database D. For 1 < MinPts < 
\Dl 
LOF!,{p) < LOF'(p) < LOFU(p) 
Proof: 
To prove the lower bound LOF^b， 
E M i n P t s - d i s t { p ) 
r 八 厂 " �\ 0^^MinPts-d,3t(p) (P) distmaxip) 




= l o f m 
Proving the upper bound LOF'^^, 
MinPts-dist{p) 
LOF'{p) < oe^MmPts-distb) (p) distmxn{v) . 
MinPts-dist(j)� 
distmin{p) . 
= L O F U i p ) 
• 
An example illustrating the definitions of distmin and distmax used in The-
orem 2 is given in Figure 3.2. By detailed investigation on the general upper 
and lower bounds of LOF', relationships between LOF and LOF' as Lemma 3.2 
is found. 
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绘 
Figure 3.2: Example illustrating definitions used in Theorem 2. 
L e m m a 2 LOFib < LOF!b < LOF'^^ < LOKb 
Proof: Based on the definitions, we know that directmin{p) < MinPts-dist(p) 
and indirectmax(p) > distmax(p)' Thus it can be concluded that LOFib < 
LOF(b. On the other hand, direct窗=MinPts-dist(p) and indirectmin(p) > 
distmin{p)- Hence lOF二 < LOFub- • 
As mentioned above, the main advantage of LOF' is it gives a more intuitive 
meaning. In addition to that, to compute LOF' is more efficient than comput-
ing LOF since one pass over the data is saved by eliminating the reachability 
distance and local reachability density in the definition. 
3.3 Time Complexity 
LOF' is a variant of the original LOF formulation, so algorithm used to obtain 
it has similar runtime complexity as LOF algorithm. Mining local outliers by 
LOF requires three passes over the data. A first pass for finding every objects' 
AfSnP力<s-distance and MmPts-nearest neighborhoods. Then a second pass to 
compute the reachability distance and local reachability density of each object. 
Finally LOF values of all objects in the database are calculated in the third 
pass. 
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For LOF' computation, the second pass described above is eliminated since 
reachability distance and local reachability density are not needed. In LOF', 
all we need are MmP/5-distance and MinPts-nesnest neighborhoods of each 
object. As a consequence, only two passes over the data are needed and it is 
a nice feature when we are dealing with very large databases in which a single 
scan through the databases is a costly operation. 
As the case of LOF, the total runtime depends on the number of MinPts-
nearest neighbors queries executed in the first pass. Suppose that objects 
in a database of size N are being examined, totally there are N MinPts-
nearest neighbors queries in the first pass. If no index structure is provided, 
N sequential searches over the data are needed which costs O(N^) runtime. 
On the other hand, by providing an index for efficient spatial search to answer 
queries, the runtime complexity ranges from 0(N) for low-dimensional data, 




L O F � for Detecting Small 
Groups of Outliers 
Sometimes outlying objects maybe quite close to each other in a data space, 
forming small groups of outlying objects. An example illustrating this phe-
nomenon is shown in Figure 4.1. Under this condition, since MinPts reveals 
the minimum number of points to be considered as a cluster, if MinPts is set 
too low, the groups of outlying objects will be wrongly identified as clusters. 
On the other hand, if MinPts is set too high, although groups of outliers are 
detected, some outliers locating near to dense clusters will be misidentified as 
clustering points. 
We notice there are in fact two different neighborhoods: (1) neighbors 
in computing the density and (2) neighbors in comparing the densities. In 
• • • • • • « « 
• • • 
• • • • • • • • • • • • • • • • • • • 
• • • • . . • • • • • • • • • • • • • • • 
• 。 
Figure 4.1: Example of outlier group G and local outlier o'. 
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LOF, these two neighborhoods are identical. Here we suggest that they can 
be different. If we examine a small neighborhood for computing the density, 
0' will be found to be much less dense than its neighbors. If we compare the 
density of a point to a large neighborhood of points, G will be identified as 
outliers. 
4.1 Definition of LOF� 
By changing the MinPts value used in LOF accordingly, the new notion of 
LOF" achieves the goal of local outliers and outliers groups detection. 
Definit ion 7 (LOF") 
IrdMinPts^jo) 
鸭 我 — = ； 广 ’ 歸 , < - — _ 
Being a variant of formula LOF, LOF" solves the problem of how to deter-
mine the MinPts value in order to identify small groups of exceptional data as 
well as other local outliers. It is only required to put a relatively small value as 
MinPts2 compared with MinPtsi. With this simple amendment, LOF" bears 
its generality in capturing local outliers under different general circumstances. 
When MinPts2 = MinPtsi, the formula of LOF" is reduced to that of 
LOF. In this case, properties of LOF" is the same as that of LOF. At this stand-
point, it can be said that LOF" is a more general definition for the measure 
of outlier-ness and LOF is a special case for LOF". For MinPts�< MinPts^, 
LOF" exhibits the following properties. 
Example 3 Figure 4.2 demonstrates the LOF" definition graphically when 
MinPtsi = 2, MinPts2 = 1. Points r, 5 are MinPtsi neighboring points of 
p, whereas r is a point in the MinPts] neighborhood of p. Points q and o are 
MinPts2 neighboring points of r and s respectively. To compute LOF" for p, 
IrdMinPtsM, MMinPts2(y) and lrdMinPts2�s�are required, p is not contained 
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Figure 4.2: Example illustrating the LOF" definition. 
in the MinPU] neighborhood of r , thus IrdMinPtsM = l/reach-dist{p,r)= 
l/dist{p,r). Since r is not in the MinPts) neighborhood of q, lrdMinPts2 (^)= 
l/reach-dist{r^ q) = l/dist{r, q). Similarly, 5 is not a MinPts� neighboring 
point of o, lrdMinPts2{^) = l/reach-dist(s, o) = l/dist{s,o). Thus, 
r^pff — 1 ^lrdMinPts2(r) lrdMinPts2{s)\ 
^U^MinPtsuMinPts, = 3 U；：^；；；；；；；；：^ 十 I^S；；；：；；；；：^) 
1 i'dist(p, r) dist(p, r)\ 
2 \dist(r, q) dist[s, o)J 
4.2 Properties 
L e m m a 3 Let C be a set of objects forming a cluster, 
• minDist" = md,x{reach-dist[a^ b) | a, 6 G C}, 
• maxDist" = mm{reach-dist{a, b) | a, 6 E C}, and 
• u _ maxDist" 
I — minDist". 
Assume Lp" is close to 1. Let p G C be an object embedded inside the cluster 
and o € NMinPtsi-dist{p){p)- Then LOF"{p) is approximately 1. 
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Proof: Within a specific cluster C，since local reachability density of p is the 
inverse of average reachability distance between p and q for some q ^ C, thus 
inequalities l/maxDist" < IrdMinPts^ [v) < l/minDist" and l/maxDist" < 
lrdMinPts2(<l) < l/minDist" are resulted by replacing the average value with 
the minimum or the maximum reachability distance among points in the clus-
ter. Based on the LOF' definition and the substitution of the local reacha-
bility density by its upper and lower bounds, •丄“龙“ 
1 ！ 1 minPist" < r,np'f(n\ < rnaxDist" Henrf> 1 Ild" < LOF'(r)) < 
minDist" / minDist" ‘ maxDist" ^ ^Ur {P) ^ rninDist"‘打匕職，^ ^ 
Lp", If C is a tight cluster such that maxDist" is nearly the same as minDist", 
then ip" is quite close to 1 and thus LOF"(p) is approximately 1. • 
For points other than those deep inside clusters in the database, Theorem 3 
applies, yielding a more general upper bound (LOF'二）and lower bound (LOFjJ,) 
for LOF". 
Let, 
rDistmax{p) = m3ix{reach-dist{p,o)丨 o G NMinPts2-dist{p){p)}, 
rDistminip) 二 min{reac/i-c?is/(p’o) | o G NMinPts2-dist{v){v)]-, 
irDistmaxip) = m3ix{reach-dist(q,o) | q G NMINPTSI-DIST{P)(p), 
o G NMinPts2-dist{q)(q)}, 
irDistminip) = mm{reach-dist(q,o) | q G NMinPts,-dist{p){p), 
O G NMinPts2-dist{q){(l)} • 
Then we define, 
LOFIKp) = rDistminip)/irDistmax(p), and 
LOF:b[p) = r Distmax(p)/irDistminip) • 
T h e o r e m 3 Let p be any object inside the database D. For 1 < MinPts < 
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LOFllip) < LOF"{p) < LOF:,{p) 
Proof: The local reachability densities of p and q G NMINPTSI-DIST{P)(p) are 
bounded: 
l/rDistmax{p) < lrdMinPts2(p) < l/rDistmin{p), 
l/irDistmax{p) < lrdMinPts2�q) < llirDistmin[p)-
Hence, 
E l l i r D i s t m a x j p ) 






LOF"{p) < (P) i-/rDistmax{p) 
_ rDistmax(p) 
irDistmin(p) 
= l o f m 
I 
Figure 4.3 is an example illustrating the definitions of rDistmin, rDistmax, 
irDistmin and irDistmax used in Theorem 3. Lemma 4.2 shows and proves 
that there is a relationship between LOF" and LOF. 
L e m m a 4 LOFib < LOFH < LOF'^^ < LOFuh 
Proof: Assume MinPts in LOF equals MinPtsi used in LOF' and MinPts2< 
MinPtsi. According to the definitions stated, directmin{p) = rDistmin{p) and 
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Figure 4.3: Example illustrating definitions used in Theorem 3. 
indirectmax{p) > irDistmaxip). Thus it follows that LOFn < LOFl^ On 
the other hand, direct而 > rDistmax(p) and indirectmin{p) = irDistmin(p)-
Therefore LOF'^^ < LOFub. • 
4.3 Time Complexity 
Alike LOF', LOF" is also a variant of the original LOF formulation, so al-
gorithm used to compute LOF" has similar runtime complexity as LOF al-
gorithm. Mining local outliers by LOF requires three passes over the data. 
A first pass for finding every object's MmPis-dis tance and MinP亡�s-nearest 
neighborhood. Then a second pass to compute the reachability distance and 
local reachability density of each object. Finally LOF value of all objects in 
the database is calculated in the third pass. 
The algorithm for finding LOF" is nearly the same as that of LOF except 
for the first pass. In LOF algorithm, MinPts-distdnice neighborhood is found 
during the first pass. However, in LOF", MmP^si-distance is found in this 
pass instead. Since MiwP叫-distance neighborhood can be obtained directly 
from MmP^5i-distance neighborhood, no extra pass through the dataset is 
required in LOF". 
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Similar to the case of LOF, the total runtime depends on the number of 
MmPtsi-nearest neighbors queries executed in first pass. Suppose that objects 
in a database of size N are being examined, totally there are N MinPtsi-
nearest neighbors queries in the first pass. If no index structure is provided, 
N sequential searches over the data are needed which costs 0{N^) runtime. 
On the other hand, by providing an index for efficient spatial search to answer 
the queries, the runtime complexity of LOF" algorithm ranges from 0{N) for 
low-dimensional data, to 0{N log N) for most datasets, and to O(N^) for data 
with extremely high dimensionality. 
Chapter 5 
GridLOF for Pruning 
Reasonable Portions f rom 
Datasets 
In common situations, number of outliers in any dataset is expected to be 
extremely small. It is highly inefficient for the LOF algorithm in [13] to com-
pute LOF values for all points inside a dataset. According to this observation, 
we introduce an adaptive algorithm called GridLOF (Cn(/-based LOF) algo-
rithm which prunes away the portion of dataset easily found to be non-outliers, 
LOF of the remaining points are then calculated. Hence the overall cost for 
computing LOF can be reduced. 
The main idea supporting the use of GridLOF is that if there are some 
data objects in the dataset which are certain to be member of some clusters, 
then LOF computation of these points can be eliminated. Points that are deep 
inside any clusters are not outliers, so these points can be eliminated, leaving 
only the border points of the clusters and local outliers for further investigation 
and LOF computation. 
46 
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Figure 5.1: Example illustrating the idea of GridLOF algorithm. 
5.1 GridLOF Algorithm 
GridLOF utilizes a simple grid-based method as the pruning heuristic. Grid-
based methods are widely used in many clustering algorithms. For instance 
DENCLUE [20], STING [43] and WaveCluster [37] perform effective cluster-
ing by partitioning the data space. Statistical information such as mean and 
variance are computed for each grid cell. As such clusters are identified by 
connecting together grid cells with similar statistical information. 
In the first step of GridLOF, each dimension of the data space is quantized 
into 10 equi-width intervals, resulting in a grid-based structure. Then for all 
non empty grid cells, their neighboring grid cells are investigated and are 
labelled as boundary cells once a neighboring grid cell, with less than or equal 
to the pre-defined threshold (a) number of points residing in it, is found, a is a 
relatively small number. In extreme case, a can be set to zero. Finally, only the 
LOF values of points inside boundary grid cells are calculated. This heuristic 
works if the interval value used in partitioning the data space is appropriate. 
Figure 5.1 illustrates idea of GridLOF algorithm. 
Algorithm 5.1 in Figure 5.2 is the formal description of the GridLOF al-
gorithm. Instead of physically partitioning the data space, GridLOF uses 
a method similar to the coding function for grid cells in [21]. To do this, 
signature is defined in Definition 8 to play the role of a coding function and 
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Algori thm 5.1 GridLOF(Dataset:D, Dimensionality:/, Number of 
I n t e r v a l s a , MinPts) 
1 {PS = {psigi,psig2^.. •,psig\D\} is the set of point signatures} 
2 {GS = {gsigi,gsig2, • . . , gsigu] is the set of unique grid cell signatures} 
3 {ptList is list of pointer of points, each gsigi G GS has one ptList} 
4 {B is the set of boundary grid cell signatures} 
5 {O is the set of points with psigx G B} 
6 
7 /*Logical Quantization of Data Space*/ 
8 for i = 1 to \D\ 
9 for j = 1 to I 
10 find the interval that dimension j of point i resides (according to a;) 
11 assign the interval ID to the j-th. entry of psigi 
12 if psigi does not exist in GS 
13 add psigi to GS as a new signature 
14 create a new ptList for this signature 
15 add a pointer of point i to ptList 
16 
17 "Boundary Grid Cells Discovery*/ 
18 for i = 1 to |G5| 
19 NS = Nsig{gsigi) 
20 for each signature in NS 
21 if it does not exist in GS 
22 add gsigi to B 
23 break 
24 else if number of points for it < (T 
25 add gsigi to B 
‘ 26 break 
27 
28 /*LOF computation*/ 
29 for each signature in B 
30 for each pointer in ptList . 
31 find MmFis-distance of the point 
32 find MmPis-distance neighborhood of the point 
33 for each signature in B 
34 for each pointer in ptList 
35 calculate reachability distance of the point 
36 calculate local reachability density of the point 
37 for each signature in B 
38 for each pointer in ptList 
39 compute LOF value of the point 
40 add the point and its LOF to O 
41 
42 return O 
Figure 5.2: The GridLOF Algorithm. 
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serve as each grid cell's identity number. 
GridLOF scans the dataset once and partition each dimension based on 
the input parameter of the number of intervals u, it finds out the grid cell each 
point belongs to and determines the signature of that grid cell. In this case, 
the data space seems to be partitioned logically and GridLOF only remem-
bers non empty grid cells which containing points. This method prevents the 
exponential growth of number of grid cells with dimensionality increases as in 
traditional grid-based algorithm, since number of distinct grid cells obtained is 
at most N {N is the size of dataset) which is independent of the dimensionality 
when each point is residing in a different grid cell. 
The coding function in [21] maps each grid cells to an integer for identi-
fication. In GridLOF, signature is the mapping of a grid cell to an array of 
integers. 
Definition 8 (sig) Given a dataset with dimensionality D and number of in-
tervals u. sig is a D-dimensional array for the grid cell signature, sig = 
Si][<S2]... [sd] such that Si is the interval ID for dimension i ranging from any 
positive integer from 0 to lj — I. 
Example 4 A 2-D dataset which each dimension being partitioned to 10 in-
tervals is given in Figure 5.3. Since cj = 10, the interval IDs of each dimen-
sions range from 0 to 9. Signatures of grid cells in this dataset have 2 entries 
which indicate the interval ID in horizontal (row) and vertical (column) di-
rection. Signatures of grid cells G, B, E are sig(G) = [4][4], sig(B) = [7][6 
and sig{E) = [9][0] respectively. If threshold a = 0 is used to define empty 
grid cells, E is an empty grid cell. B is a boundary cell instead because it is 
surrounded by some empty neighboring grid cells. 
The data structure used to store the set of unique grid cell signatures should 
guarantee efficient retrieval of the signatures, thus we choose hashing as the 
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Figure 5.3: Example demonstrating definition of sig.. 
data structure for signatures storage. For each distinct grid cell signature in 
the hash table, GridLOF determines its 1-cell thick neighboring grid cells Nsig 
as in Definition 9. Once GridLOF finds an empty cell in Nsig, the grid cell 
with the current signature can be identified as a boundary grid cell. 
Definition 9 (Nsig{sigi)) For a given grid cell signature, sigi = [si\[s2]... [si], 
Nsig{sigi) is a set of 1-cell thick neighboring grid cell signatures of this grid 
cell. 
Nsig{sigi) = {[ni][n2] •.. [ni] | = Si ± 1,0 g g u; — 1} 
Example 5 Suppose there is a grid cell in a 2-D dataset with signature sig = 
3] [9] and interval IDs range from 0 to 9. The set of 1-cell thick neighboring grid 
cells are those with signatures in Nsig{sig) = {[2] [9], [4] [9], [3] [8], [2] [8], [4] [8]}. 
The signatures [3][10],[2][10] and [4][10] are not included in Nsig{sig) because 
the interval IDs of the second dimension exceed the range specified. 
Up to this stage, a preprocessing step for LOF computation is done. The 
resulting set of points R residing in boundary grid cells are used in the later 
steps in GridLOF and their LOF values are computed as for the original LOF. 
For many situations, most points from dataset D are pruned, so |E| < < \D . 
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GridLOF scans through R and obtains the MmPt^-distance and MinPts 
nearest neighborhood of each point. Then the reachability distance and local 
reachability density are computed in a second pass over R. Finally a pass 
through E is done to compute LOF value for each of the points in R. 
5.2 Determine Values of Input Parameters 
There are three parameters to be determined in GridLOF: MinPts, u and 
a. As suggested by the author of [13], MinPts should be at least 10 in order 
to remove any unwanted statistical fluctuations caused by using a too low 
MinPts value. What remains here is how do we set the other two parameters. 
5.2.1 Number of Intervals lj 
The correctness of GridLOF method depends on the choice of w. An error will 
occur if there is an outlier in a grid cell x, and all the neighboring grid cells are 
non-empty. This can happen if the size of the grid cell is large, or cj is small. 
When an outlier exists in a grid cell x where all neighboring grid cells 
are occupied, there are two possible cases when considering any two of such 
neighboring grid cells: either they belong to the same cluster, or they belong 
to two different clusters. In one possible scenario, a grid cell x with an outlier 
is inside a cluster, meaning there is a hollow or concave area of a cluster 
where the outlier is located. Suppose a cluster has a boundary surface. We 
consider hyper-rectangles defined by ranges of values on each dimension of 
the data space. Let us define a hollow hyper-rectangle inside a cluster as 
a hyper-rectangle which is within the boundary of the cluster, containing no 
cluster points, and with an edge length much greater than the average distances 
between neighboring points in the cluster. (That is, we do not want to consider 
any empty spaces in between cluster points as a hollow hyper-rectangle.) For 
any cluster C, suppose we are given a lower bound e on the edge length of any 
Chapter 5 GridLOF for Pruning Reasonable Portions from Datasets 52 
hollow hyper-rectangle. Then if we set the grid cell edge length to be at most 
1/3 of e, an outlier that may exist inside such a hollow can be detected, or it 
will not be pruned. This can be easily shown by contradiction. 
We may consider a second case where a grid cell x with an outlier is sur-
rounded by neighboring grid cells containing points in different clusters. For 
two clusters A and B, there will be at least one dimension d where the closest 
points from the two clusters are the furthest apart. Let us call the distance 
between the closest points at such a dimension the cluster distance for A and 
B. If we also have a lower bound on the cluster distance for any two clusters, 
we can set the grid cell edge length to be smaller than one third of this lower 
bound. Then we shall have an empty neighboring grid cell for a cell contain-
ing an outlier even if the outlier is at the narrowest strait between two close 
clusters. 
5.2.2 Threshold Value a 
Since the threshold value a defines what we called an empty grid cell, it greatly 
affects the number of grid cells that are identified as boundary grid cells and 
thus affects the total number of points to be pruned in return. The significant 
runtime improvement of the proposed GridLOF is based on the assumption 
that a great portion of points can be pruned, as a consequence, the value of a 
is highly related to the total runtime required. 
In an ideal case, we assume there exists an appropriate number of u for the 
underlining data distribution of a dataset. And we assume the local outliers are 
not too close to their nearest clusters, such that they are apart from the nearest 
clusters by at least 1 grid cell which has no points residing inside. Figure 5.1 
demonstrates this kind of appropriate partition. Under this circumstance, a 
can be set to 0, that means we can treat a grid cell as empty grid cells if there 
is no point within its region. 
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For most real-world databases, data distributions are very complex and so 
do the local outlier distributions. It is likely to have the case that there are 
local outliers very close to their nearest clusters, and at the same time these 
clusters also have some local outliers which are not very close to them. In this 
case, a grid cell which contains part of the cluster border and the very close 
local outliers may have all its neighboring grid cells filled with clustering points 
and those not too close local outliers. So these real bordering grid cells with 
local outliers very close to clusters are pruned. This problem can be solved by 
setting a a value which is slightly higher than 0. 
We would like to relate value of a with the size of databases, N. It is 
reasonable because the expected number of outliers in a database is linearly 
scalable with N. The larger the number iV of a dataset, the larger the total 
number of outliers exist in the dataset. Based on the fact that only a very small 
portion of points are outliers in a dataset, we assume the number of outliers o 
exist to be 0.5 percent of N. Then we roughly estimate a to be 2 percent of 
total number of outliers, a = fo • 2%1 = [A^  . 0.5% . 2%] = \N . 0.01%1. Our 
experimental results in Chapter 7 on GridLOF shows that our estimation on 
0 and a values are reasonable. 
5.3 Advantages 
The preprocessing step of our GridLOF algorithm can successfully prune off 
a significant number of data points in the datasets. Without affecting the 
accuracy of the local outlier identification, it reduces the time and complexity 
in finding all local outliers in the datasets. 
Aside from improving efficiency, GridLOF can handle datasets with over-
lapping clusters with different densities which LOF algorithm fails to work 
appropriately. Example dataset is shown in Figure 5.4. Since LOF value of 
an object is the measure of relative degree of isolation of that object with 
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Figure 5.4: Example dataset with overlapping clusters of different densities. 
respect to its surrounding neighborhood, points of the less dense cluster that 
are closer to the border points of the denser cluster will be wrongly regarded 
as local outliers. 
GridLOF does not have this misidentification problem. By careful parti-
tioning with reasonable equi-width intervals, the whole dense cluster inside 
and the layer of points in the less dense cluster surrounding the denser one are 
pruned. As a consequence, only the outer boundary points of the less dense 
clusters are examined and this solves the problem of misidentification. 
Figure 5.5(a) is the LOF result obtained for the dataset in Figure 5.4. The 
original LOF algorithm finds the LOF value of every single point in the dataset. 
The top 5% of points with largest LOF values are indicated by crosses in Fig-
ure 5.5(a). Five outliers are correctly discovered, however we find that points 
of the less dense cluster which are near the denser cluster are misidentified 
as outliers. This problem is solved by GridLOF algorithm. In Figure 5.5(b), 
the result obtained by using GridLOF is shown. Since points of the denser 
cluster are pruned off and most of the points inside the less dense cluster are 
pruned too, it is easy to distinguish the five outliers from the unpruned points 
in the dataset and avoid the problem of misidentification of clustering points 
as outliers. 
Another advantage of GridLOF is that other than computing LOF, other 
outlier-ness measure of LOF' and LOF" can be used whenever necessary. The 
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Figure 5.5: Example showing the ability of GridLOF to correctly identify 
outliers. 
main contribution of GridLOF is the pruning step in the algorithm which 
prunes away points which must not be local outliers. If the size of the dataset 
is very large such that large number of points are remained after pruning, 
LOF' can be used instead of LOF which further reduce the runtime required 
by the algorithm by simplifying the outlier-ness formulation. However if it is 
very probably that there exists some groups of outliers and local outliers at the 
same time, LOF" can be used instead which produces more accurate results to 
reflect the strong outlying properties of the outlying groups and local outliers. 
5.4 Time Complexity 
GridLOF is a different algorithm from LOF which performs certain pruning on 
the dataset in the preprocessing step before the main step of calculating LOF 
values of the remaining points. Although the runtime complexity of GridLOF 
also depends on the number of MmP^5-nearest neighbors queries, it is because 
most of the points residing deep inside clusters are pruned, the total number 
of MinPts-nedivest neighbors queries is much less than N. Suppose there are 
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C points remained after pruning D, GridLOF only needs to perform C queries 
and thus the overall runtime complexity now is O(ClogC) where C « N. 
GridLOF is a grid-based algorithm, however the whole data space is parti-
tioned logically which makes the complexity of our algorithm independent on 
dimensionality of the dataset. In addition, it can be observed from analysis 
and from experiments that the runtime of the preprocessing step of data space 
partitioning and data pruning is being dominated by the querying step, so it 
is reasonable to take the runtime complexity of GridLOF as 0 ( C log C). 
Chapter 6 
SOF: Efficient Outlier Detection 
for High Dimensional Da ta 
•Subspace Outlier Factor (SOF) is a new notion of degree of outlier-ness. 
It indicates the local outlier-ness of a point in the associated subspaces of 
projected clusters. SOF follows the concept of LOF. S'OF-Algorithm discovers 
associated subspaces by a technique alike projective clustering. In the next 
section, motivation of the proposal of SOF is discussed. Following that are 
detailed explanation and evaluation of SOF and the S'OF-Algorithm. 
6.1 Motivation 
Accuracy and efficiency are two substantial requirements for any outlier de-
tection schemes. However we have discussed in Chapter 2 that most of the 
existing algorithms fall short of being accurate and/or efficient in high di-
mensional datasets with subspace clusters and subspace outliers. In view of 
this, SOF is developed to overcome this subspace problem. It is a measure of 
outlier-ness with respect to subsets of dimensions rather than the whole data 
space. 
SOF is defined based on the idea of density-based local outliers as in LOF. 
Although the formulation of SOF is very different from LOF, they are using 
V 
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different formulae to capture the “density”. The ultimate goal of both SOF 
and LOF is the same: to compare density differences among points in the data 
space. LOF has remarkable accuracy on outlier detection. Since SOF and 
LOF are built on the same fundamental perception, SOF has high accuracy 
and at the same time avoids the weakness that LOF possesses (Section 2.2.6). 
SOF-Algorithm is an algorithm for computing outlier-ness measurement 
SOF. There are two main tasks in SOF-Algorithm: subspace identification and 
computation of SOF for points. Projective clustering method EPC identifies 
set of interesting subspaces by a rather simple process. The complexity of 
EPC is nearly linear to dataset dimensionality. It is computationally much 
less expensive than other projective and subspace clustering methods, while 
producing high quality results at the same time. Due to the superiority of EPC 
in running time and the quality of results it returned, 50F-Algorithm utilizes 
concepts which are very alike those in EPC to discover interesting subspaces. 
For each subspace discovered, F-Algorithm uses a grid-based approach 
to compute SOF of points in the subspace. Grid-based method helps saving 
computation since “grid cell,, is a unit rather than data point. It is known that 
efficiency of grid-based method depends on dimensionality of datasets. We still 
opt to this method for detecting outliers in high dimensional datasets because 
only discovered subspaces are partitioned and dimensionality of subspaces are 
much lower than that of the datasets. Thus the method is capable of allowing 
substantial saving of computational time in S'OF-Algorithm. 
SOF and the Algorithm borrow ideas from advance methods in the 
data mining literature. It is believed that they are very suitable means which 
accomplish efficient and effective outlier detection in high dimensional datasets. 
The followings are the technical contributions of SOF and S'OF-Algorithm: 
• After the introduction of SOF, general properties of the SOF concept are 
analyzed. We demonstrate how these properties make SOF a desirable 
measurement in detecting subspace outliers and how it can be used in 
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Notation Meaning 
N dataset size, i.e. number of data points 
D data space dimensionality 
K number of subspace clusters 
0 number of outliers 
1 average subspace dimensionality of clusters 
MlSd minimum number of points defining a region's density 
MBc minimum number of points to compare density differences 
k number of clusters that user is expected to detect  
Table 6.1: Notations used in SOF and S'OF-Algorithm. 
ranking levels of outlier-ness for points in the databases. 
• No apriori domain knowledge is required in 50F-Algorithm. Two input 
parameters, MBd and AfBc, are needed in finding SOF values of each data 
object. MBd decides the number of nearest points in defining a region's 
density, while NBc determines the size of neighborhood to compare the 
density differences with a given region. 
• Our primary aim is to uncover the so-called subspace local outliers. Aside 
from the outlier-ness information, 5OF-Algorithm also returns informa-
tion of subspace clusters found and the points which are known to be 
members of these clusters. These by-products returned are useful when 
users need to detect outliers and at the same time find out large patterns 
exist in the datasets. • 
6.2 Notations and Definitions 
Here we state the notions that will be used throughout this chapter and Chap-
ter 8. For each dataset DB, the followings apply: 
Definition 10 (xi) A data point Xi is the i-th tuple of a dataset. It is repre-
sented by a vector with D entries Xi = {xj^xf,..., x^), where x\ is the value 
of the j-th attribute of the point. 
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Figure 6.1: Data space and subspace of a dataset. 
A dataset DB is composed of a set of points and represented by DB = 
. . . , Xn}. The vector space containing all data points of DB is called a 
data space. This is a space spanned by D orthogonal vectors. 
Definition 11 (SPi) A di-dimensional subspace, denoted as SPi, is formed 
by a subset of di orthogonal vectors from the original data space with di < D. 
A subspace is formed by a subset of dimensions. Each dimension of the set 
is called a correlated dimension of the subspace. 
For a data point contained in SPj of dimensionality dj, attributes from the 
dj correlated dimensions decide the locality of the point. To indicate that we 
are considering the attribute values or locality of a dataset DB or a data point 
Xi in a certain subspace SPj, we use DB\SPj and Xi\SPj respectively. 
Example 6 A 3-D data space ABC of dataset DB is shown in Figure 6.1. 
There are three points in DB, therefore DB = X3} and Xi — x f , x f ) 
where i = 1,2,3. The right figure shows a subspace SP formed by dimen-
sions A and B. DB\SP = {xi\SP^X2\SP^ a^sl^P} is the dataset projected 
to SP. Since SP equals the subspace AB, position of points in AB is 
Xi\SP = { x f . x f ) ioi i = 1,2,'i. 
In our algorithm, we project data on to each dimension. From the dis-
tribution of each projection, we find local maxima which are then sorted by 
their attribute values. If we view the projected distribution as a histogram, 
the order is from left to right. 
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Definition 12 (Peakj) A peak Peakj = {a,b) is a region with density above 
a threshold ( connecting the i-th local maxima found in a distribution. The 
distribution models points density along the j-th dimension. A peak indicates 
a dense region ranges from interval a to b. 
Definition 13 (DCi) Peak-defined cluster center DCi associated with sub-
space SPi is a set of points where their projections on any of the di dimensions 
fall within the same peak. Each DCi is a set of di peaks which DCi projects 
onto. Pi = {Peakli, Peakl^,…，Peaktd}. Stated differently, Pi is the hyper-
rectangle of the DCi or a dense region in SPi. 
From now on, we simply call a peak-defined cluster center as a cluster 
center and its subspace an associated subspace. Projections of points in a 
cluster center on any dimensions of its associated subspace fall within a peak. 
Peak indicates a dense region of a dimension. Based on the monotonicity 
lemma discussed in Section 2.1.1, cluster center is a dense region or hyper-
rectangle in an associated subspace where many points projected onto. 
Notice that several cluster centers can share the same associated subspace. 
That is, points of these cluster centers project on different dense regions of the 
same associated subspace. Example 7 is used to exemplify this issue. 
Example 7 Figure 6.2(a) is a 3-D dataset. Figures (b), (c) and (d) are the 
corresponding dataset projected on subspace AB, dimensions A and B re-
spectively. In figures (c) and (d), they model the density of points in the 
dimensions and make use of a threshold which equals to 0 to define peaks. In 
A, only 1 peak is found, it is Peak^ = (ai,6i). There are two peaks in B, 
Peakf = ((22, ^2), Peakf = (<23,知).Two cluster centers DCi, DC2 are found 
in the same subspace, thus their associated subspaces 5Pi = SP2 = A B . DCi 
is defined by peaks Pi = {Peafcf, Peafcf}, whereas P2 = {Peakf, Peakf] 
defines DC2. Projections of points in DCi and DC2 fall within the same peak 
in A. On the other hand, they project on different peaks in dimension B. 
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Figure 6.2: Illustration of definitions Peak and DC. 
6.3 SOF: Subspace Outlier Factor 
Following the notations and definitions stated in the previous section, here 
we formally define what we called 5ubspace Outlier Factor (SOF) which is a 
formulation to find the outlier-ness of a point with respect to the associated 
subspaces of cluster centers. 
6.3.1 Formal Definition of SOF 
Given a cluster center DC and its associated subspace SP. A width cc7j is 
opt to partition each of the d correlated dimensions in the subspace into to 
intervals, w is automatically chosen based on a mechanism, it is discussed 
in detail when we present the 50F-Algorithm in Section 6.6. The resulting 
subspace is a grid structure formed by a total of tj^ hyper-rectangles. Each 
hyper-rectangle is referred to as a grid cell unit. 
For ease of identification, a grid cell is represented by a grid cell code which 
I* 
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serves as an ID for the grid cell and at the same time showing the intersections 
of intervals forming the grid cell in the subspace. 
Definition 14 {Gcode') A grid cell code Gcode' is the identity of a grid cell 
in subspace SPi quantized by Wi. Assuming each dimension of SPi spanned 
the same range r . The number of intervals on each dimension is tOi = [r/cui . 
Gcode' = [ci,c2, . . . each Cj is an integer in the range 0 to {ui - 1). 
Definition 15 (Gmember) Points reside in Gcode' after projecting on sub-
space SPi are denoted by Gmember(Gcode” = {xi,x2,.. .}• For each Xj in the 
set, Xj\SPi falls in the region of Gcode'. |Gmem6er(Ga?c(e� is the number of 
point counts in the grid cell. 
Definition 16 {rj-Neigh) Given a grid cell Gcode' = [ci, C2,..., Q,] in sub-
space SPi and a positive integer rj, the r]-neighborhood r]-Neigh(Gcode') are 
grid cells within £ grid cells from Gcode' and satisfies the folio wings: 
• Layert{Gcode') = { [ N I , N 2 , . . .， n d j | MAXJ \cj - nj \ = t} where t > 0 
• ri-Neigh{Gcode') = |JLI Layert(Gcode') such that i is the smallest in-
teger for which 
\Gmember(Gcode')\ + Zgev-NeighiOcode^) \Gmember(g)\ > “ and 
3g G r]-NeighiGcode") such that \Gmember{g)\ > 0, 
Size of rj-neighborhood depends on i and is exponential to the dimensionality 
di of SPi. This size is denoted as \r]-Neigh\ = (2i + 1 产 - 1 . 
Grid cells with at least a point residing in are called non-empty grid cells. 
In other words, 77-neighborhood of a grid cell g are the immediate neighboring 
grid cells within i grid cells from g and at least one of them is non-empty. 
Total number of points residing in these grid cells and g are greater than or 
equal 77. 
Chapter 6 SOF: Efficient Outlier Detection for High Dimensional Data 64 �� 
Definition 17 Neigh) The subset of non-empty grid cells in ”-Neighborhood 
is called contributing grid cells denoted as ”-Neigh, Formally, for a grid cell 
Gcode\ r)-Neigh(Gcode') = r]-Neigh{Gcode')\E where E C r]-Neigh{Gcode') 
and Ve G E, \Gmember{e)\ = 0. The number of non-empty grid cells is repre-
sented by \rj-Neigh\. 
Definition 18 (Den”) Given a grid cell Gcode^ and an integer " � 0， the 
density of grid cell is defined by the formula， 
n … , i � lGmember(Gcode^)\ + Egev-Nei,h(Gcode^) \Gmember{g)\ 
仇 � ) = \rj-Nezgh(Gcode^)\^l ^ 
DeUrfiGcode^) is an density estimation of Gcode^ by considering the average 
point counts per grid cell in the region (Gcode' U r]-Neigh{Gcode')). 
SOF is an outlier-ness value computed to reflect the local outlier-ness of a 
point in a subspace. A key component used in SOF is Grid 5ubspace Outlier 
Factor (GSOF). GSOF is a notion used to measure the local outlier-ness of a 
grid cell in the associated subspace of a given cluster. 
Definition 19 {GSOF) For positive integers MBd and MBc where MBc > 
AfBd, the subspace local outlier factor of a grid cell Gcode^ in subspace SPi is 
GSOFj,s,M3.iGcode^) = l ^ e - N e t g K ^ i ) Den卯 
GSOF is a comparison of density differences between a grid cell with its 
A^j^c-neighborhood. Density of a grid cell is defined by the A^jB^-neighboring 
grid cells. It can be seen that both GSOF and LOF compute density-based 
local outlier-ness, however they target at different things. LOF is the outlier-
ness value of a point, while GSOF is the value indicating a grid cell's outlier-
ness. 
Large GSOF value of a grid cell means the grid cell is outlying when com-
pared to grid cells in its near neighborhood. The grid cell's density is lower 
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Figure 6.3: Example used to illustrate meaning of definitions used in SOF. 
than the density of grid cells surrounding it. That means the distribution of 
points in the grid cell is deviating from that of points in the neighboring grid 
cells. Conversely, grid cells with small GSOF values are those having similar 
or larger densities than their near neighborhood. 
In Definition 16, the number of points in 77-Neighborhood is restricted to be 
greater than 1. This is a mean to ensure there is at least 1 non-empty grid cell in 
a grid cell's neighborhood to define the grid cell density and to compare density 
in case AfBd and AfBc are set to a too small value, i.e. \J\fl3c-Neigh(Gcode^)\ + 
0. Thus GSOF of the grid cell is never an undefined value. 
Once a grid cell's GSOF is found, the corresponding local outlier-ness SOF 
of member points of it are obtained. We take GSOF of a grid cell as the SOF 
values of points in the grid cell. Formal definition is stated below. 
Defini t ion 20 (SOF) Given a subspace SP and a grid cell Gcode. The sub-
space outlier factor of a point x G Gmember(Gcode) is 
SOFj^tSam人工,SP) = GSOFj^B^^MB^Gcode). 
E x a m p l e 8 A 2-D projection of a 3-D dataset on subspace A B shown in 
Figure 6.3 is used to demonstrate the different meaning of definitions declared 
V 
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for computing SOF. A width of 1 unit is used to partition each dimension. G 
is a grid cell in the figure. The corresponding grid cell code of G is Gcode�= 
[3,3:. 
Let AfBd = MBc = 3. Though there are NBd number of points inside G, 
based on the definition of neighborhood, grid cells within 1 grid cell from G are 
the AfBd-neighhorhood of G. That is AfBd-Neigh{Gcode^) = {g^ = [2,2], g^ = 
[ 2 , 3 ] ,夕 3 = [ 2 , 4 ] , = [ 3 , 2 ] , / = [ 3 , 4 ] , / = [ 4 , 2 ] , / = [ 4 , 3 ] , / = [ 4 , 4 ] } . 
Density of G is the total number of points in the neighborhood and G di-
vided by 1 plus size of neighborhood, Den胸 J f i ) = 3+(2+i+2+^+2+i+2+2) _ 
Similarly, Den脚人g” = Dermis入g� )=^.DeuMBAd^)=导，Der^B入9” = 
= f , = = f , Den膨入g” =譬. 
And GSOF of C, 
GSOFj^Sd,卵 AGcodeG) = 9 + T + T + T + T + Y + T + ^ = 0.79. 
9 X 0 
Let points inside G are X3. SOF values of these points equal GSOF of G. 
SOFj^BdMis人X2,AB)= SOFMB^MB^XS： AB) = 0.79. 
One may argue that when there is a grid cell which contains many points, 
the outlier-ness of these points are all the same. This cannot reflect the real 
levels of local outlier-ness of these points. In Section 6.5.1, we show how an 
optimal quantization of the subspace can limit the number of points'in each 
grid cell and thus avoid this problem. 
We have defined many definitions in this section. Here we. discuss the 
intensional meaning of a subspace out l ie r . 
In a dataset DB, a subspace SP is the associated subspace of some clusters 
DCJi, DCP,... in DB. An outlier o with respect to SP is a point x that has a 
relatively large SOF{x, SP) value compared to other points. 
Def in i t ion 21 {SO) Given a dataset DB which has K clusters. Let S be the 
number of distinct subspaces associated by the K clusters, thus S is an integer 
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in the range I < S < K. In other words, there are S distinct subspaces which 
contain clusters. Overall subspace outlier-ness of a point x in DB is, 
SOMBdMBci^) = min{S"0F_V6d,A^6c(T’5Ti)丨 = 1 , . . . , 
There are S SOF values for each point x. The minimum value among them 
is chosen to be the overall subspace outlier-ness of x. Subspace outliers of DB 
are points with relatively large SO values. 
A subspace outlier is an ultimate outlier in high dimensional dataset, so it 
is an outlier in each associated subspace of clusters. It is the reason of choosing 
the minimum value as the outlier-ness of the point in the data space. Apart 
from this, this choice has prevented the case of wrongly detected outliers. 
Given a point which has large SOF in some subspaces and small values in 
other subspaces. It means in some subspaces the point is an outlier. On the 
contrary, it is a non-outlier in other subspaces. If maximum or average value 
of SOF is opt to be the degree of outlier-ness of a point in the data space, it 
will be falsely considered as an outlier. 
6.3.2 Properties of SOF 
In this section, a detailed analysis is conducted on properties of SOF. The goal 
is to show how the SOF definition captures the spirit of local outliers, as well 
as enjoying several desirable properties. 
General Properties of MBd and AfBc 
Local outlier is a point with surrounding density deviating from that of points 
in its near neighborhood. SOF is a computation to grade this degree of devi-
ation of points in a subspace. The larger the SOF value of a point, the more 
outlying the point is in the subspace and the vice versa. 
GSOF, a major component in the definition of SOF, is used to measure the 
level of density deviation of a grid cell from grid cells in its near neighborhood. 
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AfBd defines a grid cell's density. It is the smallest neighborhood containing 
at least AfBd points. 
To measure the level of density-deviation of a grid cell, AfBc is required. 
Similar to J\fBd, MlSc is used to defined a near neighborhood containing AfB� 
points. The degree of deviation is an average ratio of densities of grid cells in 
the neighborhood to density of the grid cell. 
An outlying grid cell in a subspace has a large average ratio of densities, 
thus a large GSOF value. It is because density of this grid cell is lower than 
average density of other grid cells in the AT^^c-neighborhood. For grid cells 
which are much denser than grid cells surrounding them, they have small 
GSOF values. If the grid cell density is comparable to the average densities of 
the neighboring grid cells, GSOF is approximately 1. 
When AfBd = NBc, the same set of grid cells is used to define density and 
compare density differences in GSOF. If MBc > MBd^ a grid cell's density 
is compared with a larger number of grid cells in a subspace. The resulting 
GSOF is less localized in the sense that it reflects the outlier-ness of points 
in a grid cell with respect to a larger region of the subspace. To the extreme, 
when MBc » MBd^ GSOF reveals the global outlier-ness of a grid cell in the 
whole subspace. 
In some special cases, observing density differences of a larger region by 
using a N'Bc value larger than MBd helps improving the quality of outlier-ness 
returned. 
For instant, if some outliers exist in a group rather than isolating from 
each others and the partition divides them into separate grid cells in the sub-
space, these grid cells would have similar densities. Thus comparing density 
differences could not indicate the real outlier-ness of the grid cells and points 
in these grid cells; an outlier would be wrongly classified as a non-outlier. By 
adjusting the value of MBd and MBc used, this misclassification problem can 
be solved. 
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The authors of [13] suggest that to avoid any unwanted statistical fluctu-
ation, MinPts in LOF should be at least 10. As GSOF is a density-based 
method which is fundamentally similar to LOF, AfBc should be at least 10 to 
define the regions around a grid cell in comparing the densities of grid cells. 
The lower bound of J\fBc follows that of LOF so as to prevent the unwanted 
statistical fluctuation of the data distribution in the grid structure. AfBd de-
fines the regions in computing a grid cell's density. AfBd should be less than or 
equal to J\fBc. For users who have enough domain knowledge of the datasets, 
they can choose a reasonable value of AfBd which can capture the predicted 
local density of each grid cells. Other users can simply choose AfBd = MBc 
which results in using the same region to define density and compare densities 
of a grid cell with its neighbors. 
Since SO of a point is chosen from its SOF values and each SOF is just the 
GSOF of grid cell containing it in a subspace, once we understand the effect 
of values AfBd and AfBc on GSOF, we also know their effect on SOF and SO 
of points. 
GSOF of Grid Cells Deep inside a Cluster Center 
Cluster center is the most dense part of a subspace cluster. According to the 
information of a cluster center, a suitable width is opt to quantize the subspace. 
A suitable width is one which partitions the cluster center to a number of grid 
cells in the subspace quantization. 
Lemma 5 Assuming a suitable width, which is selected based on cluster cen-
ter DC, is used to quantize subspace SP, G be a set of grid cells in the grid 
structure of SP overlapping the space spanned by DC. Let the followings: 
• max Den = | g G G}, 
• minDen = mm{Den^fB^(g) | g G G}, 
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• d = maxDen/minDen. 
Assume d is close to 1. Let Qm ^ ^ be the central grid cell of DC such that 
Af6c-Neigh{gm) G G. Then GSOF{gm) approximately equals 1. 
Proof: GSOF(gm) is the average ratio of Denj^bdig) to Denj^3^{gm)- There-
fore ^ < GSOF{g^) < 麟，i.e. l/d < GSOF{g^) < d. If it is a 
tight cluster such that DC art very dense and points in the region are closely 
packed together, max Den is nearly the same as minDen, then d is quite close 
to 1 and thus GSOF{gm) is approximately 1. • 
Normally, points locate in grid cells embedded inside a subspace cluster 
center must not be outliers. It is unnecessary to find the SOF values of these 
points. So computations of GSOF for these grid cells are exempted in SOF-
Algorithm. 
Upper and Lower Bounds 
For grid cells other than those intersecting the hyper-rectangle of cluster center 
in the associated subspace, there exist a general upper and lower bounds. The 
general upper bound GSOF^^ b and lower bound GSOF/{, are formed by replacing 
densities of neighboring grid cells by the maximum or minimum density among 
those in the A/'Hc-neighborhood. 
Let ^ be a grid cell in a subspace and 
• Densitymaxig) = m^x{Denj^Bd{9')丨 9' G AfBc-Neigh{g)}, 
• Densitymin[g�= mm{Denj^i3A9') I 9' ^ J\f6c-Neigh{g)}. 
The bounds of GSOF of grid cell g are 
• G SO Fib = Density min {g) / Den^Bd (q), 
• GSOFub = Densitymaxig)/DenMBd{9)' 
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Theorem 4 Given MBd, NBc and a grid cell g in subspace SP, 
GSOFi,{g) < GSOF{g) < GSOFJ^g) 
Proof: 
For the lower bound GSOFib, 
GSOF{g) = V ——Den,� 
Y^ Density min[g) 




Upper bound GSOFup can be proved analogously, 





We have seen that GSOF of a grid cell is bounded. Since a point's SOF 
value in a subspace equals the GSOF value of grid cell containing it in the 
subspace, general upper bound (S0Fu6) and lower bound (SOFn) exist for 
points just like GSOF. 
Tightness of Bounds 
We have just mentioned the lower and upper bounds of GSOF, it turns out 
that if GSOF is bounded, SOF is also bounded by the corresponding upper 
and lower bounds. 
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Figure 6.4: GSOFub and GSOFib against proportionality Density j Den 
with various / . 
An immediate question comes to mind is that how good are these GSOF 
bounds, i.e. how tight are the bounds. To answer this question, we conduct 
the following analysis. 
Let Density{g) denotes the mean value of Density minis) and Densitymax[g�. 
A parameter f is used to control the density fluctuation of Densitymin[g) 
and Densitymax{g) from Density[g). Hence, Densityminid) = (1 — /%) x 
Density[g�and Densitymax(g) = (1 + /%) x Density{g). Figure 6.4 is a 
graph of GSOFib and GSOFub plotted against Density{g) j b y us-
ing different values of / ( / = 1%, f = 5%, f = 10%). 
From this figure, it can be observed that for a particular / , the differ-
ence between G SO Fib and GSOFub grows linearly with the proportionality 
Density�g)IDen卯人g). In other words, the fluctuation of GSOF of a grid 
cell depends on the ratio of grid cells density of 民-neighborhood to its own 
density. 
When the density fluctuation f is very small, lower and upper bounds 
of GSOF value of a grid cell are rather tight. It is the case of grid cells 
embedded deep inside cluster clusters. For grid cells near the cluster centers, 
their densities are very similar to each other and GSOF is approximately 1 as 
stated in Lemma 5. The density fluctuation measure f is very small and thus 
¥ 
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it is consistent with the scenario depicted in Lemma 5. 
For other grid cells that contain data points and are not deep inside any 
cluster centers, although the density fluctuation of them are larger than those 
of grid cells deep inside cluster centers, they are still small when compared to 
fluctuation of grid cells containing only outliers. GSOF values of these grid 
cells are tightly bounded as mentioned in Theorem 4. 
6.4 S'OF-Algorithm: the Overall Framework 
The whole algorithm is composed of three phases. Each phase has its own 
objective task and different steps are involved to complete the task. Phase I 
is to find interesting subspaces which contain clusters. The cluster centers are 
also located in the corresponding subspaces. 
Phase II: Find Potential Outliers 
Based on the associated subspaces and location of cluster centers in their 
correlated dimensions, each point is assigned to an appropriate cluster center. 
Points not located in any cluster center are classified as potential outliers. At 
the end of this phase, set of points of each cluster center and a set of potential 
outliers are obtained. 
Phase III: Calculate SOF of Potential Outliers 
For each distinct subspace found, it is quantized with an interval width (cu) 
calculated based on the information of cluster centers in the subspace (Sec-
tion 6.6.2 shows how w is set). Only the set of potential outliers and points 
of these cluster centers are considered in the grid structure. GSOF of each 
non-empty grid cell containing some outliers and the corresponding SOF of 
the outliers are calculated. Finally the minimum among the SOF values of a 
point is assigned to its SO value. 
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6.5 Identify Associated Subspaces of Clusters 
in S'OF-Algorithm 
S'OF-Algorithm is an effective and efficient method to detect subspace local 
outliers in high dimensional data. The first phase of the algorithm is to identify 
interesting subspaces which contain subspace clusters. 
Phase I: Identify Interesting Subspaces 
Density of points in each dimension is modelled by a 1-D histogram. By 
examining the histogram, local maxima and the regions attracted by them 
are found. These regions are dense regions of the distribution in which point 
density are high when compared to the near regions to their left and right. We 
call each dense region found as a peak. Each peak is given an ID to distinguish 
different peaks in a dimension. 
Points are then mapped to a peak signature which stores the ID of peak 
they are located in for all dimensions. A list of unique peak signatures is 
obtained and number of points sharing same signatures are counted. Similar 
peak signatures are combined and their counts are added up to be the count 
of the newly combined signature. Signatures with small point counts are dis-
carded, and those remained represent the information of cluster centers in the 
dataset. Associated subspace of each cluster center represented is derived from 
the corresponding peak signature. It is the dimensions indicating a peak ID 
in the signature. Hyper-rectangle, or region, of the cluster is the intersection 
of ranges of peaks defining it. 
Figure 6.5 shows the steps involved in Phase I of 50F-Algorithm. Meaning 
of notations and definitions used in this figure follow those stated in Section 6.2 
and Section 6.3.1. 
Phase I together with Phase II which is discussed later in Section 6.6 
highly resemble the projective clustering algorithm EPC. We choose to adopt 
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Algori thm 6 .1 5'0F-PhaseI(Z)jB, /^(optional) 
1 "construct 1-D histogram and discover peak*/ 
2 for each data point in DB 
3 for each dimension 
4 add the local distribution of point to corresponding histogram bins 
5 
6 /*derive peaks*/ 
7 for each dimension 
8 set threshold ( by using mean and standard deviation of histogram 
9 find peak by scanning histogram bins with density > ( and store the peak 
information in an array 
10 
11 "derive peak signatures*/ 
12 for each data point 
13 for each dimension 
14 if point located in a peak 
15 set peak signature entry to the ID of this peak 
16 else 
17 set the entry to 0 
18 search existence of the peak signature in a hash index by a hash function 
19 if exist 
20 add 1 to the count of this peak signature 
21 else 
22 insert the peak signature into the linked list of a corresponding hash slot 
and set count equals 1 
23 
24 /*get frequent peak signatures*/ 
25 for each hash slot 
26 sort the list of peak signatures in descending count 
27 merge sort the lists of all hash slots into a sorted linked list 
28 discard peak signatures with count < � 话 
29 for each peak signature p in the sorted list 
30 for each peak signatures q with count < p 
31 if less than D x 15% entries are different in p and q 
32 combine p and q by discarding q and add the count of g to p 
33 discard signatures with count < N x 0.5% or number of 0 entries > D x 90% 
34 if k is specified and there are > k peak signatures 
35 choose k peak signatures with largest counts 
36 
37 "obta in cluster center information*/ 
38 for each peak signature remains 
39 associated subspace of cluster center are dimensions with peak signature 
entries > 0 
40 discard 0 entries in the peak signature to derive peak code of cluster center 
41 
42 return cluster centers 
Figure 6.5: Phase I of the S'OF-Algorithrti. 
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ideas from EPC because its ability to produce promising result with high ef-
ficiency when clustering high dimensional datasets. Since primary aims of 
50F-Algorithm and EPC are different, some steps of EPC are changed to 
favor our outlier detection task. In this sense, Phase I and Phase II do not 
perform exactly the same as EPC. Detailed description on differences between 
the two phases and EPC are presented in Section 6.5.1 and Section 6.6. 
6.5.1 Technical Details in Phase I 
In this section, major steps for identifying associated subspaces of clusters are 
described. 
Density Estimation Function 
50F-Algorithm starts by finding density estimation of point distribution in 
each 1-D projection of a dataset. The density estimated gives valuable insight 
about the skewness and modality of data points when they are projected on a 
particular dimension. 
Generally, a density function of D, which is a set of N D-dimensional 
points {a i^}, I Xi < N, based on a kernel density estimator K satisfying 
J : )C{x)dx = 1, is defined as: 
汽和iJ：吟、 (6.1) 
i=l 
The kernel density estimator /C, or simply called kernel function, is the 
impact placed at the point observations. Usually, but not always, /C is a 
symmetric probability density function. JC determines the shape of impact 
while h is the smoothing factor which determines width of JC. 
Figure 6.6 illustrates the effect on density estimated by a particular K with 
different smoothing factor h on 7 point observations. Each point has a "bell" 
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Figure 6.6: Kernel density estimation with K using different smoothing factors 
h. 
shape impact contributing to the overall density function. All the "bell" shapes 
impact of points are added up and it results in a density function. For a given 
/C, a small smoothing factor h cannot introduce enough smoothing effect to 
the density function. That cause the density function to fluctuate much as 
shown in Figure 6.6(a). Whereas too big a smoothing factor may over smooth 
the underlying point distribution. The problem is depicted in Figure 6.6(b). 
This is unfavorable because the density estimation obtained may not match 
the distribution of real data. Detailed introduction of density function and 
kernel density estimator can be found in [39 . 
Density Estimation by 1-D Histograms 
The oldest and most widely used density estimator is histogram. In SOF-
Algorithm, it makes use of 1-D histogram to estimate points' density of each 
projected dimension. The reason of choosing histogram for density estimation 
is that in many real world database applications, they have already stored 
histograms of attributes within. Thus, to perform outlier detection by SOF-
Algorithm in these databases, we can use the stored histograms directly and 
thus skip the histogram generation process. To construct the histograms, a 
discrete kernel density estimator is used with a suitable smoothing factor, the 
concept follows that of Equation 6.1. 
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Given a bin-width value w, for each dimension, a equi-width histogram is 
built by dividing it into a number of t bins. The i-th. bin in a histogram of 
dimension A is denoted as Bf. The number t depends on the domain range 
of each dimension. If the domain range of a dimension is t =[工々：〜 
A bin Bi of a histogram is defined by intervals [xs + (i — Xs + iw) for 
1 < z < ^ — 1. The intervals have been chosen closed on the left and opened 
on the right for definiteness except for the last bin. The last bin where i = t 
is defined by the interval [a^ s + (i — 1—,Xg + iw]. 
It is important to choose an appropriate bin width w to construct the his-
tograms in order to capture the most behavior of the underlying distributions 
by density estimation. The problem of how to set bin widths for creating 
histograms has been studied extensively in statistic literature. The earliest 
published rule for bin width selection is the Sturges' rule which stated that 
w = 1 ？厂 � ��T h i s rule works for normal distributed dataset with small N. 
l+log2 N 
For other datasets, it leads to oversmoothed histograms because the bin width 
is not small enough to capture the distributions. 
Later people discover that the optimal rate of decay of bin width for Lp 
norms is N-^丨。[42]. Base on this discovery, several rules in this form are 
proposed which cater for varying degree of skewness and kurtosis in datasets, 
for example the Scott's rule [36] w = 3.49(3"_/V_i/3 where a is the estimation of 
standard deviation. 
As we do not have apriori information about the dataset standard deviation 
beforehand, we cannot adopt the Scott's Rule in selecting bin width. However 
the problem of oversmoothing histograms is caused by the lack of bins for a 
histogram, in 50F-Algori thm, it uses a relatively small bin width to ensure 
density estimated by histograms best fit the real density and thus does not 
lose any insight of the underlying points distribution. 
Domain range of datasets used for running Algorithm is [-100,100] for 
all dimensions. A bin width w = 1 is selected to construct every histogram. 
Chapter 6 SOF: Efficient Outlier Detection for High Dimensional Data 79 �� 
Bj.2 Bi.i Bj Bf+i 
Figure 6.7: Kernel estimator K' used in 50F-Algorithm. 
For varying size of datasets, w = I is much smaller than the width calculated 
by Sturges' rule. Each histogram has 200 bins of width 1 and this ensures that 
the histograms generated are not oversmoothed histograms which present too 
little details. 
In SOF-Algorithm, a discrete kernel function which adds a stepwise impact 
on a point fall within bin Bi is used in constructing the 1-D histogram of each 
dimension. The smoothing factor equals to the number of bins impacted by 
this kernel function. Figure 6.7 shows this kernel function JC'. For a point x 
located in bin Bi, is a kernel function that adds a point impact of 5 to Bi, 
3 to bins B i ] , Bi+i and 1 to Bi-2, Bi+2. 
For the j-th dimension of a dataset, denotes the set of point projections 
on it. The corresponding density estimation function by using JC is 
/ 舰 （ … = + 3(|x.-i| + Ixi+il) + IXi-2| + Ixi+il) (6.2) 
In the equation, a; is a point in Bi and |xi| denotes total number of points 
located in this bin. Based on the properties of K' used, the density estimation 
function 产 { x ) can be used to estimate density of bin Bi which contains x. For 
Bi, the impact of points inside this bin and the impact of points in 氏士i, Bi土2 
that contribute to Bi are added up. The value is then normalized by the total 
impact of a point, i.e. 13 and the size of dataset. The value obtained is the 
density estimation of Bi. 
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Figure 6.8: Histogram of a projected dimension of a normally distributed 
cluster. 
Peaks in Each Dimension 
After creating the histogram for each dimension, peaks, or dense regions, in 
the histogram above a threshold ( are identified. In this step, 50F-Algorithm 
scans the histogram once to locate the peaks. This differs from EPC in that 
EPC identifies dense regions by an iterative process to try to cover the widest 
range of the regions. 50F-Algorithm just needs one scan because it aims 
to find the highly densed peaks such that points which are projected on the 
peaks are very probably embedded deep inside a cluster. In addition, SOF-
Algorithm uses a different threshold (. 
Suppose there is a dataset which only contains 1 normally distributed clus-
ter. Let dimension A be one of the correlated dimension of the associated 
subspace of this cluster. We can obtain a density estimation like the one in 
Figure 6.8. For other correlated dimensions of the associated subspace, their 
histograms looks the same as this figure. A normally distributed cluster is one 
with points closely packed together deep inside the cluster, we refer to this 
deep region as cluster center. The region above the threshold line corresponds 
to the cluster center's projection on the dimension. 
A peak is a set of consecutive bins of relatively high density. We can record 
a peak region by at least 3 consecutive bins: a starting bin in which its density 
grows up to reach that of a climax bin and then comes down to reach a lower 
density in an ending bin. The histogram is scanned from left to right. Let 
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m be the mean density and a be the standard deviation of the corresponding 
histogram. Only regions with density above ( is considered and ( = m. 
In EPC, threshold ( = m-\-za, z is any positive number. It locates regions 
of histograms with density greater than ( and removes them to obtain new 
histograms. Then with a new m and a, dense regions of the new histograms 
are located. Since EPC adopts an iterative process, it is very likely for it to 
include a too wide region as a dense region. In that case, the regions cover not 
only clusters but also places where local outliers are very near to boundary of 
clusters. 
In S'OF-Algorithm, we set ( = m instead. The algorithm scans each his-
togram once to locate dense regions. So by giving a median value of threshold 
( = m , it is able to locate the densest part of points projection on dimensions 
and at the same time ensuring the exclusion of any local outliers within a dense 
region. 
First, SOF-Algorithm identifies the start of a peak. It is a bin with density 
greater than its previous bin. It continues to scan the histogram to locate a 
slope up region of densities. In this region, each bin's density is greater than or 
equal to the previous bin. Once S'OF-Algorithm encounters a bin with density 
greater than both the previous and the next bins, this is marked as the climax 
of the current peak. 
Then it continues to examine bins after the climax bin. These bins should 
have densities smaller than that of the bin before it. The region formed by 
these bins is a down slope of the peak. Whenever there is a bin with larger or 
equal density than its previous bin, difference between this density and that 
of the nearest climax discovered is calculated. There are two possibilities: 
Case 1: If this value is greater than 0.4(7, this bin is marked as the ending 
bin of the peak. This threshold value is chosen because normal fluctuation of 
data distribution or fluctuation caused by our kernel estimator cannot produce 
such a rugged distribution. There is another condition to be satisfied before 
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declaring the peak as a valid peak. Adding up densities of bins in this peak, 
if this value is lower than N x 3%, the peak is likely to be formed by noise 
or outliers, thus it is discarded. It is because a cluster center is assumed to 
be highly dense and thus projection of the cluster onto a dimension should 
have high density. S'OF-Algorithm targets to find the most dense regions, 
so it neglects peaks with density lower than this level. Following that, the 
algorithm continues to scan the later part of the histogram to locate another 
peak. 
Case 2: If the difference is less than or equal to 0.4(7, we treat this as density 
fluctuation caused by the underlying data points distribution and continues to 
scan the later part of the histogram until a second climax is encountered. 
Set this climax as the nearest climax discovered so far. Compare density 
of this climax with the one set for this peak before. The one with larger 
density becomes the new climax of the peak. Then 50F-Algorithm continues 
to examine the bin density and intended to find the ending bin for this peak. 
Figure 6.9 are two examples of histogram. In Figure 6.9(a), within the 
portion of histogram above the threshold, there is a deep valley between each 
peak. For each peak, the up-hill, climax and down-hill regions are clearly 
distinguished. For Figure 6.9(b), the small valley is caused by data fluctuation 
and the peak identification process of the S'OF-Algorithm can take care of 
this phenomenon. Thus it can detect highly accurate 1-D projection of cluster 
center. 
Up to this stage, z dense regions Peakj where i = 1,2. . . ,-2, for each 
dimension j in the dataset are identified. The information collected is useful 
for peak signatures derivation in the next step. 
Derive Peak Signatures 
For each point in the jD-dimensional dataset. We map position of points in the 
data space to a peak signature with D entries. Each entry stores the ID of peak 
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(a) (b) 
Figure 6.9: Different 1-D histograms of point projections. 
in which the point is located in the corresponding dimension. If the point's 
projection on the dimension do not fall into any peak, the corresponding entry 
store a 0 to reveal this fact. 
Here we give the formal definition of peak signature of a point. 
Definition 22 {psig) Let x be a data point in a D dimensional dataset. 
psig{x) = [Pi][P2]... [PD], where 
��. i if X is located in the i-th peak in dimension j，Peakf 
Pj . . . . 
0 i f x is not located in any peak in dimension j 
\ 
Since we map position of points to psig to show the locality of points with 
respect to peaks and each peak corresponds to a dense region in a dimension, 
the peak signature of a point psig captures the information about whether 
it is located in some cluster center in each dimension. Points from the same 
subspace cluster center will have the same values in entries of the correlated di-
mensions of the associated subspace. So by counting the occurrences of unique 
peak signatures of points, we can located cluster centers of each subspace clus-
ter. 
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Hash Index 
When deriving the peak signatures of points, a hash index is used with an 
appropriate hash function to map each peak signature to a hash number. For 
each hash number, there is a corresponding hash slot. A linked list is used to 
store the peak signatures of this hash number. Existence of the signature in 
the index is queried. If it is not exist in the linked list of the corresponding 
hash slot, it is inserted into the list and the point count of this signature is set 
to 1; else the count of this signature is incremented by 1 in the linked list. . 
A hash index is used because of its high efficiency in searching and insert-
ing peak signatures. It requires constant time for these operations and it is 
a desirable feature when we are dealing with large datasets where the peak 
signature of each point is required to search or insert into the index. 
SOF-Algorithm makes use of a hash index with num hash slots of hash 
A 
numbers 0 to [num — 1). A hash function h{psig) is used to map a peak 
signature psig to a hash number within the range 0 to {num - 1) in order 
to store it into a hash slot. Equation 6.3 is the hash function used in SOF-
Algorithm. In the algorithm, we choose num = 50 to define the hash index. 
Given peak signature of a data point a; in a Z)-dimensional dataset, psig{x)= 
p i ] b 2 ] . .如], 
D 
h(psig(x)) = ( y ^ pt) modulus {num) . (6.3) 
i=i 
Merge Similar Peak Signatures 
Although it is obvious that points coming from same cluster will have the same 
values in entries of the correlated dimensions in their peak signatures. However, 
for other non-correlated dimensions of the clusters' associated subspace, these 
points are randomly distributed and they can fall within any regions. Thus, 
it is necessary to combine “similar,, signatures before we can derive cluster 
centers from the most frequent ones. 
Chapter 6 SOF: Efficient Outlier Detection for High Dimensional Data 85 -‘ 
A similarity measure is defined to justify whether two peak signatures are 
similar. Similar signatures are those that are probably come from points of 
the same subspace cluster and thus they should share the same values in most 
of the entries in their peak signatures. 
Definit ion 23 {Sim{psig{x),psig{y))) Sim is the similarity function to mea-
sure the likelihood of two peak signatures psig{x),psig(y). Let countsim be the 
number of dimensions where p^i = Pyi-
j 1 if count Sim > s; 
Stm{psig{x),psig{y))= < 
I 0 otherwise. 
The variable 5 determines the similarity of two peak signatures. Points 
from a subspace cluster should share same values in entries of the associated 
subspace. If average subspace dimensionality I of clusters is known, s should 
be equal to 1. However, before the execution of S'OF-Algorithm, there is 
no apriori knowledge of the value /, so we tried to use different values of 5 
{s = Dx 1 0 % , s = Dx 1 5 % , 5 = X 2 0 % a n d 6 = Z) X 2 5 % ) a n d t e s t e d the ir 
ability to capture similarity of signatures through experiments. It turns out 
that s 二 I) X 15% is a suitable value which helps to produce reliable results. 
Each peak signature linked list in the hash index is sorted by quick sort. 
Then all the linked list are sort merged into one single linked list preserving 
the order of the signature occurrences. Peak signatures with occurrences less 
than N x are removed from the sorted list. This value is used as a 
cut-off threshold of the occurrences of significant peak signatures because the 
number of peak signatures depends on the size N and also the dimensionality 
D of the dataset. 
Then starting from the first peak signature in the list, we call it the base 
signature, SOF-Algorithm compares it with the signatures behind it in the 
sorted list. Once the function Sim returns 1, that means the two signatures 
¥ 
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are similar and they are combined by adding the count of the less frequent 
signatures to base signature and eliminating the less frequent signatures in 
the list. When the comparison reaches the end of the sorted list, the signature 
just after the base signature becomes the new base signature and the algorithm 
loops the computation of similarity again. When the last peak signature be-
comes the base signature, the procedure stops. 
The resulting list is a shortened list, li D x 90% of the entries of a sig-
nature are 0, the signature is eliminated from the list. A 0 entry of a peak 
signature means points with this signature do not fall into any dense region in 
the corresponding dimension. Thus if a signature contains many 0 entries, that 
means points of this signature does not belonged to any subspace cluster, so 
they are potential outliers. The remaining peak signatures represent the most 
frequent ones which are used to derive cluster centers of subspace clusters in 
the dataset. Similarly, peak signatures with point counts < N x 0.5% are 
eliminated too, since they are probably projection of noise or outliers instead 
of points of cluster centers. 
If an optional parameter k is specified by the user in the 50F-Algorithm, 
then only the k most frequent peak signatures in the resulting list will be used 
to define the cluster center. It is because k is the expected number of clusters 
in the dataset. It is supposed that if a user opts to set this parameter, he 
should be a domain expert who have enough domain knowledge of the dataset 
to support him in setting this expected number of clusters. 
Without setting the parameter k, S'OF-Algorithm makes use of all the 
most frequent peak signatures found to define subspace clusters information. 
Empirically, because of the carefully chosen thresholds or cut-off values, SOF-
Algorithm is capable of discovering the right associated subspaces for clusters 
in a dataset. This will be further studied in Chapter 8. 
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Define Clus te r Cen te r s 
The most frequent peak signatures represent regions of some dimensions where 
points deep inside some clusters are projected onto them. Each peak signature 
is an array with D entries. Any non-zero entry in a peak signature is the ID 
of peak that the points are projected on the corresponding dimension. Thus a 
peak-defined cluster center DC can be derived from a peak signature. 
As stated before in Definition 13’ each cluster center DC is a set of peaks 
in a number of dimensions. Given a peak signature, discarding the dimen-
sions with zero in their entries, the corresponding cluster center DCi asso-
ciated with subspace SPi = sp\ sp2,…，spd; is defined by a set of peaks 
Fi = {Peak?i�Peak?22,. . . , } of the remaining non-zero entries of the 
signature, sp^ is a dimension of the dataset, while Peakf� indicates the z-th. 
peak in dimension spj. That is, DCi = P is a c^i-dimensional hyper-rectangle 
in subspace SPi located in the intersection of peak regions in P^ -. 
E x a m p l e 9 Given a 5-dimensional dataset DB and a peak signature psig = 
0][3][1][0][0]. psig is the peak signature of a set of points in DB which have 
their projection fall within the regions of the third peak in dimension 2 and 
the first peak in dimension 3. The cluster center DC derived from psig has 
an associated subspace SP formed by dimensions 2 and 3, i.e. SP = {2,3}; 
and a = {Peakl, Pedfc斤 • 
After deriving all cluster centers in a dataset, Phase I of the 50F-Algorithm 
ends and it starts the next phase, Phase II, which conducts the outlier identi-
fication. 
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6.6 Technical Details in Phase II and Phase 
III 
Figure 6.10 shows the overall framework of 50F-Algorithm. The first phase of 
the algorithm for the discovery of interesting subspaces containing clusters can 
be found in Figure 6.5 aforementioned. Meaning of notations and definitions 
used in the figure follow those stated in Section 6.2 and Section 6.3.1. The 
principal steps involved in last two phases of 50F-Algorithm are described in 
this section. Technical details of each step are shown in order to explain why 
the Algorithm can output high quality results efficiently. 
6.6.1 Identify Outliers 
So far we have obtained a set of cluster centers. The next step is to assign 
points to the corresponding cluster centers. For each point in a dataset, it is 
matched with the cluster centers discovered so far. Once the point is located 
in the hyper-rectangle formed by the peaks of a cluster center, this point is 
assigned as a member point of this cluster center. 
- For those points that are not located deep inside any subspace cluster or 
the actual outliers in the dataset, they do not match with any of the cluster 
centers found. These points are grouped into a set O which we called potential 
outliers. We call the set O the potential outliers because there are points which 
are in fact member points of some cluster centers, they just locate far away 
from the densest region (center) of the clusters and hence they do not fall 
within the corresponding cluster centers. 
Since the S^OF-Algorithm aims to detect outliers and calculates the degree 
of outlier-ness of potential outliers in some subspaces, it is not a matter if some 
cluster points are categorized as potential outliers. It is because if we rank the 
outlier-ness degree SOF of these points in descending order, their SOF values 
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A l g o r i t h m 6.2 SOF-A\gonthm{DB, AfBd, MBc, A:(optional) 
1 /*Phase I Identify Interesting Subspaces*/ 
2 cluster centers = 50F-PhaseI(D5,A;) 
3 
4 /*Phase II Find Potential Outliers*/ 
5 /*assign points to cluster center or outliers*/ 
6 for each data point 
7 for each cluster center 
8 if the point lies within the cluster center region of its associated sub-
space 
9 Assign it to a member of the cluster center and break 
10 if the point is not assigned to any cluster center 
11 Assign it to the set of potential outliers 
12 
13 /*Phase III Calculate SOF of Potential Outliers*/ 
14 /*subspace partition*/ 
15 for for each distinct subspace of cluster centers 
16 set the width voi based on the cluster centers information in this subspace 
17 use vJi to partition the subspace 
18 for each point of these cluster centers and outliers 
19 find the ID of grid cell the point resides 
20 search the grid cell ID in the index storing the grid structure 
21 if exist 
22 add the point to the point linked list of this grid cell 
23 else 
24 insert the grid cell ID to the index 
25 add the point to the point linked list of this grid cell ID 
26 
27 "calculate GSOF and SOF*/ 
28 for each grid cell in the index 
29 search the NBc neighborhood and add the neighborhood grid cell to a 
grid cell linked list of this grid cell 
30 calculate grid cell density Denj^s^ • 
31 for each grid cell in the index 
32 calculate GSOF by comparing density difference to neighbor grid cells 
in the grid cell linked list 
33 for each outlier in the point linked list 
34 set SOF = GSOF of this grid cell 
35 
36 /*assign SO for points*/ 
37 for each outlier 
38 set SO of point by the minimum SOF value 
39 . 
40 R e t u r n outliers, cluster centers, subspaces 
Figure 6.10: The 50F-Algor i thm. 
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will be dominated by (i.e. smaller SOF values) the values of actual outliers. 
At this stage, 5(9F-Algorithm has performed both Phase I and Phase 11. 
The two phases intends to discover the associated subspaces of subspace clus-
ters, partition points according to their membership for each subspace cluster 
found and at last find the set of outliers. 
6.6.2 Subspace Quantization 
Based on information obtained in the previous steps, Phase III of the S'OF-
Algorithm has collected sufficient information to proceed. This is a phase 
which runs S times, with S being the number of unique subspaces associated 
by the clusters found previously. 
For each subspace, S'OF-Algorithm quantizes it with a width w to form a 
grid structure. In this grid structure, it does not store all the data points of 
the dataset, it only contains the points that are assigned to be members of the 
cluster centers associated with this subspace and the set of potential outliers. 
A mechanism is used to selected the most appropriate vj for the quantiza-
tion of each subspace. For a subspace and the cluster centers associated with 
it, w is chosen to be half of the length of the shortest range spanned by a peak 
of these cluster centers in a dimension. General definition of zu is given below. 
Def in i t ion 24 (w id th w) Let C be a set of j cluster centers associated with 
the same subspace SPi. C = {DCl,DCf,..., DCj} and 
1 ^ • 
WI = - X min{{bj — aj) | Peakj = [AJ,bj) A Peakj G M Pdc?}-
X = 1 
Focf is a set of peaks defining cluster centers DCf in subspace SPi. For a 
peak Peakj = (aj, bj), aj,bj are the range of the peak. 
The value of m is chosen based on Definition 24 to ensure each hyper-
rectangle of cluster centers existing in a subspace is partitioned into a number 
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of grid cells. In partitioning a subspace, if the granularity of grid cells is too 
coarse such that there are grid cells which store entire subspace clusters and 
local outliers around these clusters, the information stored by these grid cells 
will be too abstract. The lack of detailed information revealed by each grid 
cell adversely affects the correctness of outliers detected by 50F-Algorithm. 
On the other hand, if a very small width is used to partition the subspace, 
size of grid cells will be too fine and the total number of grid cells in the grid 
structure increases. Complexity of examination of grid cells increases when 
number of grid cells increases. Thus zu is chosen to be an appropriate value 
to avoid information loss and at the same time preserving time complexity of 
the S'OF-Algorithm. 
After quantization, a grid-based structure of the subspace is obtained. 
Then grid cells containing points from cluster centers associated with this sub-
space and outliers are going to be investigated. The grid cell's subspace outlier 
factor GSOF, defined by Definition 19, is computed. The SOF (Definition 20) 
values of points residing in the grid cell are obtained afterwards. 
6.6.3 X-Tree Index Structure 
Despite the fact that number of grid cells grows exponentially with dimension-
ality, although S'OF-Algorithm is only partitioning subspaces instead of the 
full data space, it is better to prevent the storage of exponential number of 
grid cells. 
In view of this, a logical quantization is carried out for each interesting 
subspace discovered. Logical quantization is a mean to store information of 
grid cells containing points. As a consequent, for the worst case in which 
each data point is contained in a distinct grid cell in a subspace, the total 
number of grid cells stored equals to the total number of data points, which is 
independent of the number of dimensionality of the subspace. 
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The method of logical quantization solves the problem of exponential growth 
of number of grid cells with the dimensionality of the subspace. Another im-
mediate question comes to mind is that what data structure is used to store 
the information of these non-empty grid cells of the quantized subspace. 
Due to the fact that it is required to search for non-empty 磨^-neighboring 
grid cells of each grid cell in Phase III of 5OF-Algorithm, it is desirable if a 
data structure which supports efficient searching operations is used for storing 
the logically quantized grid cells. X-tree [10] index structure is incorporated 
into the algorithm because of its favorable performance in storing high dimen-
sional points and searching nearest neighbor of these points. 
X-tvee denotes extended node tree. It is a hybrid of a linear array-like 
and a hierarchical R-tvee [18] like directory. The linear array-like directory are 
called supernodes. The use of supernodes in X-tree caters the problem of large 
overlapping of intermediate nodes in high dimensional data. Hence providing 
remarkable efficiency in point searching in consequent. The X-tree used in the 
50F-Algorithm is implemented in C language based on the paper [10 . 
Notice that in S'OF-Algorithm, AfBc-neighborhood of a grid cell is the l-
thick layer of grid cells surrounding the grid cell. That means it is the nearest 
layers of grid cells which contain at least N B � n u m b e r of points. Thus, a 
different distance metric is used in the X-tree in order to find the appropriate 
rectangular layer of grid cells which satisfies this condition on number of points. 
Grid cells represented by grid cell codes are inserted into the X-tree index. 
For a subspace of dimensionality d and a width w in quantizing the subspace, 
each grid cell has its own code storing the position of the grid cell in each 
correlated dimension of the subspace. The grid cell code is an array with d 
entries, with each entry storing the number i which indicates it is the i-th grid 
cell in the corresponding correlated dimension in the subspace with respect to 
w. In constructing a X-tree, Euclidean distance is used. The same distance 
metric is used for traversing the index. 
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Since grid cells are coded with grid cell codes, the codes act similar as 
coordinates of grid cells in the X-tree. After inserting all grid cell codes into 
the X-tree, it is efficient to search for grid cells available in the /-thick layers 
of each grid cell. It is similar to finding the /c-nearest neighbors of a point. 
Usually, a nearest neighbor search of indexes returns points in a spherical 
region centered at the query point. This spherical shape is defined because 
of the use of Euclidean distance during the search. Though finding MBc-
neighborhood of a grid cell is similar to searching nearest neighbor centered 
at the grid cell, 50F-Algori thm defines neighborhood in a rectangular shape, 
thus a different distance metric should be used in the X-tree for searching the 
right shape of neighborhood. 
To find the A/'Bc-neighborhood of a grid cell, Chebyshev distance (Equa-
tion 6.4) is used. The Chebyshev distance between two grid cell codes is the 
largest distance between any pair of dimensions entries where values of these 
entries of grid cells are the farthest apart. With the use of Chebyshev dis-
tance in the X-tree, it is easy to locate the non-empty grid cells of a grid cell's 
nearest /-th layer. They are grid cells which have Chebyshev distance equals I 
units from the grid cell. 
Given two grid cell codes x = [a:!, …，a^ d]，y = b i , . . . , "d] of dimen-
sionality d, the Chebyshev distance is defined as follows: 
distancechebyshev[工,y) = max\xi — yi\ (6.4) 
i=l 
E x a m p l e 10 In this example, different shapes of neighborhoods obtained by 
using different distance metrics to search for a grid cell's nearest neighbors are 
shown. Figure 6.11 is a 2-D grid structure. Grid cell code of the shaded grid 
cell is [2,2]. The code represent the coordinate of a central position g of the 
grid cell. 
Each grid cell is represented by a central position with grid cell code [ i j 
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Figure 6.11: Rectangular neighborhood of a grid cell. 
where i indicates the row and j is the column in which the grid cell locates. 
If Euclidean distance is used to locate grid cells in the nearest neighborhood 
of grid cell g within 1 unit, grid cells [1,2],[2,1],[2,3],[3,2] with their central 
position locating inside the dotted circle of radius 1 centered at g represents 
this neighborhood. 
By using Chebyshev distance, grid cells within 1 unit from g are those grid 
cells with either a coordinate or both coordinates differ from g by 1. Thus the 
grid cells in 1 unit neighborhood of g are those inside the solid square, i.e.[1,1], 
2,1], [3,1], [1,2], [3,2], [1,3], [2,3], [3,3]. This neighborhood is the immediate 
neighbor of g and is in rectangular shape. 
5OF-Algorithm starts from finding the first layer of grid cells for a grid 
cell. If the total number of points in a grid cell and the first layer of grid cells 
is less than MBc^ it continues to search for the second layer, third layer , . . . ’ 
etc. until the total number of points in the I layers of grid cells returned is at 
least J\fBc points. A pointer is added to the grid cell's linked list which stores 
its neighboring grid cells. 
It is because AfBd < M B � s o A/';^d-neighborhood required for computing 
density of a grid cell can be obtained from the A/^5c-neighborhood. That means 
for each grid cell, by searching the A/^Bc-neighborhood once, the result obtained 
can be used to calculate density as well as outlier-ness of a grid cell. 
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6.6.4 Compute GSOF and SOF 
After quantization, AT^Bc-neighborhood of each grid cell in the index is found. 
While searching for the A/'^c-neighborhood of a grid cell, its density is com-
puted simultaneously. 
Once the AT氏-neighborhoods and densities of all grid cells in the index are 
found. SOF-Algorithm traverses the index again and locates grid cells which 
contain at least an outlier. GSOF of these grid cells are then computed by 
comparing the density of this grid cell with the densities of the grid cells store 
in the linked list of its 膨^-neighborhood. 
Once a grid cell's GSOF value is computed. The value is used to assign 
SOF of outliers contained in the grid cell. 
6.6.5 Assign SO Values 
At this moment, (9F-Algorithm has already computed S SOF values for each 
points in the set of potential outliers. That is, the degree of outlier-ness of every 
potential outliers are calculated with respect to all interesting subspaces which 
contain clusters in the dataset. Each SOF value of a point indicates how much 
the point is density deviated from its near neighborhood in a subspace. 
For each potential outlier, the minimum SOF among the S values found 
is assigned as this point's subspace outlier-ness SO with respect to the whole 
data space. 
SO is the overall subspace outlier-ness of a point in a dataset. Minimum 
SOF value is chosen because there may be chances that points belonging to 
some clusters which are located near the cluster borders are included in the 
set of potential outliers. These points will have a relatively small SOF value 
in the associated subspaces of the clusters they belonged to. 
However, for other set of dimensions or subspace, they may distribute ran-
domly and thus located in regions which are quite isolated. Consequently, 
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these points may have high SOF value in these subspaces. The usage of other 
heuristics like maximum or average SOF value to be a point's SO value re-
sults in wrong measurement of outlier-ness of these points. These points will 
be misidentified as a subspace outliers in the dataset. 
In order to prevent the aforementioned misidentification problem from hap-
pening and at the same time to capture the most accurate degree of outlier-ness 
of a point with respect to the whole data space, S'OF-Algorithm chooses the 
minimum one among the SOF values of a point to be the final SO value. 
6.6.6 Multi-threads Programming 
In SOF-Algorithm, the SOF values of points are computed for each interesting 
subspace identified. Since the calculation of each SOF value of a particular 
subspace is independent from other subspaces, it is applicable to run the GSOF 
and SOF computation of each interesting subspace in parallel. 
For a machine with multi-processors, in addition of an operating system 
which support multi-processing, 50F-Algorithm can be written to include 
multi-threads programming to take the advantage of fully utilization of pro-
cessors available to execute Phase III concurrently for each subspace. 
Phase III can be coded as a thread. Thus subspace quantization, GSOF and 
SOF computation of each subspace can be executed independently as a thread. 
The turnouts are 5-threads being executed in concurrent with objective of each 
thread is to compute the SOF value of outliers in a corresponding subspace. 
While the executions of threads end, each outlier receives S SOF values. 
The minimum value among them will be chosen to be the subspace outlier-ness 
of the outlier in the whole data space. 
V 
Chapter 6 SOF: Efficient Outlier Detection for High Dimensional Data 97 �� 
6.7 Time Complexity 
For a D-dimensional dataset DB with N data points and K clusters associated 
to K different subspaces, the time complexity of 50F-Algorithm on DB is 
analyzed in this section. 
In Phase I, SOF-Algorithm scans through the dataset and based on each 
attribute value of a point, it constructs D 1-dimensional histograms. This 
operation requires 0{ND) of time complexity to carry out. 
In the next step, every 1-dimensional histogram is scanned through once in 
order to identify the peak regions of projections of subspace clusters. Suppose 
there are b number of bins in each histogram, one scan through the histogram 
needs 0(b) time. Hence, the peak discovery of D histograms in DB requires 
a time complexity of 0{Db). 
Assuming there is a dimension in which it is one of the correlated dimen-
sions of all associated subspaces of the K clusters. In this case, K peaks are 
found in that dimension. Due to the fact that peak signature of a point is de-
rived from matching its attribute values to the peaks found in each dimension, 
scanning through the whole dataset to derive the peak signature of each point 
needs a time complexity of O(KND). 
Let p be the final number of distinct peak signatures found. Normally 
p < < N, however in the worst case, unique signatures are derived from each 
point in the dataset and thus there are p = TV peak signatures. Originally, the 
p peak signatures are located in different linked list of each hash slot. Merge 
sort is used to merge and sort the peak signatures in different linked list into 
one list in descending order of point counts. This operation needs 0{plogp) 
time complexity. 
Similar peak signatures in the sorted list are combined. Starting from the 
first peak signature in the sorted list, the peak signature is compared with 
the signatures in the list with smaller point counts. This peak combination 
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process requires 0{Dplog p) time to accomplish. 
The total time complexity for Phase I is 0{ND) + 0{Db) + 0{KND) + 
0(plog p) + 0{Dp\og p). Since N » b and N » p, the time complexity is 
dominated by 0{KND). 
The second phase of Algorithm is used to assign points to the cluster 
centers found or to the set of potential outliers. Each attributes of the N 
points are compared against the K cluster centers information. Thus the 
whole assignment procedure requires a time complexity of 0{KDN). 
For each cluster center found, points from the set of potential outliers 
and points of that particular cluster center are quantized in the associated 
subspace. Since the subspace is logically partitioned, only grid cells containing 
points are stored in an X-tree index. Let m be the number of non-empty 
grid cells inserted to the index. Building such an index requires 0 ( m log m) 
time. For each grid cell, a nearest neighbor search is performed to find the 
A^i^c-neighboring grid cells. This requires a time of 0 ( m log m). Since there 
are K clusters, the total time required for computing SOF is 0[Km logm). 
Based on the way we use in partitioning the subspace, m « N. So the time 
complexity in this step is 0{KND). 
A final procedure of S'OF-Algorithm is to assign the minimum SOF value as 
the subspace outlier-ness SO of the outliers. Assuming there are 0 outliers, 
this step uses 0{K0) time. Since 0 « N, the time complexity can be 
regarded as 0{KN). 
As a result, the total time complexity of the 5OF-Algorithm is 0{KDN)-\-
0{KND) + 0(KN), which is dominated by 0{KDN). That means the run-
time complexity of the algorithm grows linearly with the number of subspace 
clusters, dimensionality and size of the dataset. 
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6.8 Strength of S'OF-Algorithm 
In S'OF-Algorithm, it is compulsory for users to specify two values of input 
parameters, AfBd and NBc. The two parameters are important values for 
defining the density of a grid cell and the neighborhood to be included for 
density comparison in the computation of GSOF. 
Other than the two parameters, users are opt to specify k, the number 
of subspace clusters expected to be found in the dataset. It is an optional 
parameter since the S'OF-Algorithm is capable of locating the existence of 
any subspace clusters in a dataset. However if the users are domain experts 
of the dataset being examined or they only want to know the outlier-ness of 
points with respect to the k most significant clusters, they can choose to specify 
this parameter to ensure the outliers detected satisfy with their expectation. 
Since clusters are expected to be existed in subspaces rather than the origi-
nal data space, not every attributes within a data object are equally important 
in forming the correlation of cluster it belonged to. Thus, to certain extent, 
50F-Algorithm is able to handle missing attribute values of data points. 
People may argue that grid-based methods do not scale well with the di-
mensionality. Despite the fact that S'OF-Algorithm makes use of grid-based 
method to partition the subspaces in Phase III, it is a logical partition instead 
of the traditional one. A carefully chosen width limits the number of grid cells 
in the quantized subspace with dimension less than the whole data space. 
Meanwhile, S'OF-Algorithm stores non-empty grid cells which have outliers 
or cluster points of the corresponding subspace only. For each subspace, points 
defined as cluster center for other subspace are pruned. In this standpoint, the 
number of grid cells do not grow exponentially to the dimensionality of the 
full data space and at the same time the total number of non-empty grid cells 
that are going to be examined is limited due to the pruning of points. 
Grid cells are represented by grid cell IDs and then stored in a X-tree index. 
¥ 
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Since subspaces have dimensionality lower than that of the whole data space, 
plus the help of the index structure, time complexity involved in searching 
neighboring grid cells are low. In many algorithms, time used in searching for 
nearest neighbors dominates the time complexity of the whole algorithm. In 
SOF-Algorithm, since the total number of grid cells to be handled is much less 
than the size of the dataset, the whole algorithm is dominated by the time com-
plexity of other part which is O(KND) instead. Hence, the 50F-Algor i thm 
has a preferable feature of time linearity to dataset size, dimensionality and 
the number of subspace clusters in the dataset. 
The computation of SOF is not only simple but also intuitive when com-
pared to LOF. It is less time consuming to compute SOF because SOF-
Algorithm only computes SOF of potential outliers and the number of potential 
outliers in each dataset is expected to be very small. 
A point has a corresponding SOF value with respect to a particular sub-
space. Users are able to rank the outlier-ness of points according to each 
subspace. The turnout is the outlier-ness information of points of that sub-
space only. Subspace outlier-ness 5 0 of a point in a dataset is the minimum 
SOF value among the SOF values of different subspaces. Ranking SO values 
returns the final outlier-ness of points with respect to the original data space. 
Outliers with large SO values are subspace outliers which are outlying in all 
of the subspaces identified. By ranking SO of outliers, a threshold can be set 
to distinguish the subspace outliers from non-outliers. 
SOF-Algorithm returns outlier-ness of points in each subspace and the 
overall outlier-ness with respect to the whole data space. Outliers in high 
dimensional space are outlying in all the subspaces which contain clusters. 
S'OF-Algorithm captures this behavior of outliers in high dimensional space. 
Thus the quality of outliers found outperforms those of the existing subspace 
outlier detection algorithms. 
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Other than the outlier-ness values, S'OF-Algorithm also outputs the infor-
mation of subspace clusters in the dataset. The associated subspace and the 
position of hyper-rectangle of each cluster center are returned. In addition, 
points defined as member point of cluster centers are returned too. They are 
by-products of our outlier detection algorithm. However there may be some 
applications which focus on outlier identification and at the same time wish to 
know some information about the large patterns exist in a dataset. In this case, 
SOF-Algorithm is an ideal algorithm for these applications. S'OF-Algorithm 
is the first algorithm which has its primary objective in subspace outlier de-
tection in dataset with high dimensionality and returns together information 
of subspace clusters as a by-project of the algorithm. 
Chapter 7 
Experiments on LOF', LOF' ' 
and GridLOF 
Several programmes are written in C + + language to calculate LOF, LOF' 
and LOF" by the original LOF algorithm as stated in [13]. In addition, the 
GridLOF algorithm is implemented in a C + + program. Experiments on these 
programs are made under the computing environment of a Sun Enterprise 
E4500 machine running Solaris 7 with 12 UltraSPARC-II 400MHz and 8 GB 
RAM. 
For all the formulation, an X-tree [10] index structure is provided for speed-
ing up the MinPts-nediTest neighbors queries. A X-tree is implemented based 
on the paper [10]. It is implemented in the C language. X-tvee is chosen be-
cause it is an index structure for efficient query processing of high-dimensional 
data and the X-tree index building time is considerably small when compared 
with other index structure. In the following experiments performed, only the 
CPU runtime used is measured and the building time for the X-tree index is 
excluded. 
102 « 
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7.1 Datasets Used 
There are two type of data used in the experiments. The first type of data is 
a set of 2-dimensional datasets created especially to verify the correctness and 
to demonstrate the ideas of our enhancement schemes. 2-dimensional datasets 
are used for better visualization. 
The second type is a set of data generated by the synthetic data gener-
ator which generates data following the synthetic data generation suggested 
in [5] with some modifications so that clusters are associated with the whole 
data space. The number of orthonormal eigenvectors to be chosen equals the 
dimensionality of the datasets. Clusters are generated based on randomly se-
lected anchor points in the orthonormal systems and then the cluster points 
are transformed back to the original data space. 
The generated clusters have arbitrary orientation regarding the whole data 
space and data objects in each cluster follow the normal distribution with small 
variance. Variances used are randomly drawn from an exponential distribu-
tion. Outliers are generated by restricting distances between outliers and each 
cluster to be greater than five standard deviation in all dimensions. 
Since the number of outliers are expected to be extremely small, in the 
synthetic datasets, the number of outliers generated is fixed to be 0.5 percent 
of the size of the datasets. In addition, datasets are generated with different 
parameters in order to obtain datasets with varying number of data objects 
(JSf), number of clusters (k) and number of dimensions (d). 
7.2 LOF 
In order to verify the correctness of the newly proposed LOF' formulation, 
a sample 2-dimensional dataset DBl is used for better visualization. DBl 
is a 2-D dataset with 640 points within. The original datasets is illustrated 
Chapter 1 Experiments on LOF, LOF' and GridLOF 104 ... 
’oo I . I t_OI»-
OO - • • 
12 -
…兹‘ - ‘ : • # . : : / r 
° O TC AO M mo iao 
(a) Sample dataset DBl (b) b)LOF' and LOF results of DBl 
Figure 7.1: LOF' and LOF results of dataset DBl. 
in Figure 7.1(a)^ In Figure 7.1(b), the corresponding L O P and LOF values 
for MinPts = 5 are plotted in the same figure for ease of comparison. The 
LOF' values are indicated by the impulse lines while the LOF values of the 
corresponding points are indicated by a square point on the impulse lines. By 
investigating the plotted graph in detail, it can be observed that the proposed 
LOF' captures the same degree of local outlier-ness as the original LOF formu-
lation does. For points that LOF values are high, they also possess high LOF' 
values, and vice versa. For different MinPts values used, similar experimental 
results are obtained. 
To further investigate the accuracy of our LOF' formulation, the LOF' and 
LOF values for the same sets of synthetic data are calculated and the resulting 
values are ranked in descending order. Since the percentage of outliers to be 
generated during the data generation process is one of the input parameters, 
the total number of outliers generated for each set of synthetic data can be 
obtained. Let 0 being the total number of outliers generated in the dataset, 
for the resulting ranked values, the number of synthetic generated outliers 
iThe software gnuplot is used to plot the graphs in this figure. 
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occurred in the top-0 outliers are counted and let it be o'. Here a precision 
fraction called prejrac is defined as o'/O. More similar the pre.frac value 
obtained for LOF' and LOF, the more accurate is our LOF' formation. 
pre.frac is a fraction designed to measure the accuracy of the outlier detec-
tion algorithms in finding synthetic generated outliers. Since LOF is a recent 
significant method for outlier detection, another fraction, P/o/, is defined in or-
der to compare the ability of our new formulations in finding the local outliers 
found by LOF. Firstly, the LOF' and LOF values are ranked in descending 
order. Let o' be the expected number of outliers in a dataset (o' = 0). Based 
on the assumption that 0.5 percent of the points in a dataset are outliers, o' 
can be calculated. In the following step, the number of points which exist in 
both the top-o' points in the ranked LOF' result and the top-o' points in the 
ranked LOF result are counted. Let this number be c, hence we can define 
Pio! = cjo'. Large value of Pioj reflects the ability of our new formulation in 
finding the local outliers as found by LOF. 
Table 7.1 shows the fraction pre.frac and 尸/�/ of different sets of data 
of varying dataset size (iV), dimensionality (cQ, number of cluster {k) and 
MinPts value equals to 15. From this table, it can be seen that number of 
outliers obtained by both formulations are nearly the same. In other words, 
that means our LOF' formulation captures nearly the same degree of outlier-
ness when compared with LOF with the advantage of having simpler .and more 
intuitive meaning. 
In an ideal case, data points of each cluster are closely packed and the LOF' 
or LOF value of the cluster points, even for the points in the cluster border, 
differentiate from the values of outliers. Thus outliers are easily distinguished 
and pre.frac is 1. It can be observed from Table 7.1 that in most of the cases, 
pre.frac do not equal to 1. This is because for our synthetic data, the spread 
factor of each clusters is randomly generated by a exponential function, as 
a consequence, there are cases that for some clusters, there are some cluster 
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Datasets with varying N, d = 10, k = 8 
N (10” I 60 I 80 I 100 120 140 200 
"TFZ/^C of LOF 0.95667 0.965 0.826 0.805 
pre-frac of LOF 0.95667 
Piof of LOF' 0.96333 0.945 0.894 0.905 0.89714 0.853 
"Datasets with varying d, N = 10000, k = S — 
~d 5 I 10 I 15 I 20 I 30 I 40 I 50 I 75 I lUF 
pre.frac of LOF^  0.94 "1 ~ ~ ^ ~ ~ 1 1 1 ~ ~ 
~ ^ J r a c of LOF ~ M g•工 H Z I H 
Piof of LOF' 0.98 I 1 I 1 I 1 I 1 I 1 I 1 I 1 I 0.86 
Datasets with varying k, N = 10000, (i = 10 
k I 5 I 10 I 15 I 20 I 30 I 40 I 50 
pre.frac of L O F " " “ ^ ^ " " “ 0 . 8 6 ""OT" 0.8 
pre-frac of L O F ~ 0.98 0.98 0.9 0.96 0.86 0.84 0.82 
Piof of LOF' 1 0.98 1 0.98 0.98 0.96 0.98 
Table 7.1: Piof and pre.frac of LOF' and LOF for different datasets. 
points near the border which is relatively far away from the cluster center than 
other points in the same clusters. In this viewpoints, these cluster points are 
themselves local outliers for the clusters they belonged to. And as a result, 
they may have a high LOF' and LOF value when compared to the less outlying 
synthetic outliers created. 
Based on the fact that LOF' requires one pass over the data less than LOF, 
it should be computationally more efficient when compared to LOF. In the im-
plementation of LOF' algorithm, each data object is represented by the Point 
data structure. In the first scan through the dataset, information of the data 
objects are stored in the corresponding Point data structure. In addition, the 
MmPts-nearest neighborhood and distances between the MinPts-distsmce 
neighborhood to them are stored in a linked-list for each point. Consequently, 
in the second pass over the Point objects, LOF, values are computed by using 
the information obtained in the first pass and written to the output file. 
Experiments were performed to examine the runtime complexity difference 
between LOF' and LOF on sets of synthetic data with size {N) ranges from 
60000 to 140000, 10 dimensions ⑷，8 clusters {k) and MinPts = 15. Average 
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Figure 7.2: CPU runtime of LOF' and LOF for datasets. 
CPU runtime of 5 runs of each dataset is recorded. Figure 7.2(a) shows the 
relationship of CPU runtime and size of datasets when executing programs 
for LOF' and LOF computations. Figure 7.2(b) is the result obtained for a 
set of synthetic data with N = 10000, k = S, d ranges from 5 to 50 and 
MinPts = 15. Figure 7.2(c) illustrates the performance of LOF' and LOF 
with number of clusters {b < k < 50), N = 10000, d = 10 and MinPts = 15. 
The corresponding improvement of CPU runtime of LOF' when compared to 
LOF on the different datasets are mesaured in percentage and are shown in 
Figure 7.3. , 
From the figures, LOF' program requires less CPU time in execution. It is 
because the complex and time-consuming calculations of reachability distance 
and local reachability density are eliminated in the proposed LOF' computa-
tion. 
In our experiments, all datasets used are memory resident. When dealing 
with very large datasets which are disk-resident, saving one pass through the 
dataset is a great reduction of runtime since a lot of I /O cost for reading from 
and writing to the disk is eliminated. 
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Figure 7.3: CPU runtime improvement of LOF' over LOF for datasets. 
Assume there is a very large database of N tuples and the buffer size of 
our machine is B tuples. If no index structure is used for the database, total 
disk access for reading the database into main memory once is N/B. Another 
N/B disk access is needed to write the values of reachability distance and local 
reachability density back to the disk. That means in LOF', 2(N/B) disk access 
is eliminated. 
If an index structure is used to store the data points in the database, 
it is assumed that data points are unclustered and each node in the index 
corresponds to one disk page with the same size as the buffer, B. [log召(_/V) 
disk access is needed to go from the root to each child node. Then I /O cost 
of N/B is used to retrieve the content in child node to the main memory 
and another N/B for writing the values of reachability distance and local 
reachability density back to the index. Since reading all data points once 
requires the traversal of each child node in the index, the total disk access for 
reading and writing on the index in the pass is 2([log5(_/V)l + 2{N/B)). 
In Table 7.2, experimental results in counting the total number of page 
access required for different datasets in traversing all data points in the indexes 
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Size of database (10” Number of page access (10” for 
1 pass LOF' LOF 
60 — 66.6 188.0 254.6 
80 88.9 262.2 351.1 
“ 100 111.0 338 449.0 — 
120 133.2 416.2 549.4 
140 —155.4 496.0 651.4 
^ 222.0 964.9 
500 554.9 2077.7 2632.6 
Table 7.2: Page access of indexes for databases with different size. 
once is shown. Moreover, the pages access required for finding LOF' and LOF 
for the datasets are stated. We use X-tree [10] as the index structure and data 
points are not clustered in the indexing. 
The measured page access is considered as the logical page access and 
illustrates the case when indexes are disk resident which require file 10 during 
the execution of programmes in finding LOF and LOF'. 
When dealing with very large databases, it is possible that the indexes built 
for such databases cannot fit into the main memory. Thus, the indexes are 
placed on disk and data points are retrieved whenever they are needed. From 
Table 7.2, it can be seen that traversing the whole index requires tremendous 
number of page access. If LOF' is used in finding the degree of outlier-ness for 
data points in very large databases, one pass through the databases is reduced 
when compared with LOF, so the number of page access is reduced. As a 
result, the runtime for calculating LOF' is much less than that of LOF. 
7.3 LOF" 
To verify the ability of LOF" in capturing small group of outliers, a set of 
2-dimensional data called DB2 is generated to illustrate the scenario as in 
Figure 4.1. DB2 is a 2-D dataset with 250 points. This dataset is used to verify 
the ability of the proposed LOF" computation in identifying the local outlier 
0' and outlier group G. The visualization of DB2 is given in Figure 7.4(a). 
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(a) Sample dataset DB2 (b) LOF" result of DB2 
Figure 7.4: LOF" result of dataset DB2. 
In this figure, there is a local outlier o' (indicated by the square point) at the 
bottom right hand corner and a small group of outliers G (cross points) at the 
top right hand corner of the graph. 
Original LOF plots with different MinPts values used are shown in Fig-
ure 7.5. From the plots, it can be seen obviously that the original notion of 
LOF is inadequate to capture the set of outliers G and local outlier o' at the 
same time. In Figure 7.5(a), MinPts is set to 5. In this case LOF successfully 
points out the local outlier-ness of o', however all points in the outlier group 
G are having LOF values approximately equal to 1, that means G is deter-
mined as a small cluster instead of outliers. This happens since MinPts + 1 
values equal to the minimum number of points a cluster should contain. With 
MinPts = 5，cardinality of the set G fulfills the minimum requirement on num-
ber of clustering points and thus the whole set G of outlier group is treated as 
a small cluster. 
From the result obtained by using small MinPts values, people may think 
that increasing the value of MinPts appropriately can solve the specific outlier 
group problem. Different MinPts values are used to see whether this thought 
is true. Figure 7.5(b) is the LOF plot with MinPts = 10, Figure 7.5(c) is 
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Figure 7.5: LOF plot of DB2 with different MinPts. 
V 
Chapter 1 Experiments on L O F , LOF' and GridLOF 112 ... 
the LOF plot with MinPts = 15 and finally Figure 7.5(d) is the LOF plot 
with MinPts = 20. By increasing the MinPts value used, LOF is capable 
to uncover the set of points in G as a small group of outliers. However, this 
approach leads to another problem, the lowering of the degree of outlier-ness 
of some local outliers which are relatively close to some cluster. In this case, 
with increasing MinPts values, the LOF value possessed by the local outlier d 
approaches the values of points in its neighboring cluster (refer to Figure 7.5). 
This makes o' becoming increasingly indistinguishable from the cluster just 
beside it and finally d will be misidentified as one of the clustering points of 
that cluster. 
The problem mentioned in scenario of Figure 7.4(a) can be solved by using 
the new definition LOF". With the LOF" definition proposed, users do not 
have to determine the MinPtsi value for the sake of identifying small groups 
of exceptional data and as well as other local outliers. It is only required to 
put a relatively small value as MinPts2 compared to MinPts! and then LOF" 
values can capture more general local outliers under different circumstances. 
MinPts2 and MinPtsi values used in finding LOF" for dataset DB2 are 5 and 
10 respectively. The corresponding L O F � results are plotted in Figure 7.4(b). 
As illustrated in the figure, both the degree of local outlier-ness of point object 
0' and the outlying behavior of the group of points G are successfully captured 
by our definition of LOF". . 
The authors of [13] suggest that to avoid any unwanted statistical fluctua-
tion, MinPts in LOF should be at least 10. Similarly for our LOF", MinPtsi 
should be at least 10 in order to prevent the unwanted statistical fluctuation 
of the underlying data distribution of a dataset. MinP t s ) should be less than 
or equal to MinPtsi, this parameter affect the local reachability densities of 
points. For users who are domain experts or who have some apriori knowledge 
on the data distribution, they can choose a M i n P t s ] which is just right to 
reveal the local density of the region around each point in the dataset. 
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Datasets with varying N, d = 10, k = S  
N ( 1 0 ” I 60 I 80 I 100 120 140 200 
pre-frac of LOF" 0.95667 0.965 0.822 0.8167 0 . 8 4 1 4 3 _ _ 0 j ^ 
prejrac of LOF 0.95667 0.9675 0.838 0.8167 0 . 8 4 5 7 T _ a 6 ^ 
of LOF" 0.99667 0.995 0.978 0.98 0.97857 0.969 
"datasets with varying d, N = 10000, Ar = 8 
d 5 I 10 I 15 I 20 I 30 I 40 I 50 I 75 I 100 
prejrac of LOF� "O： "^"“1 ~ ~ ^ ~ ~ 1 ~ ~ 1 ~ ~ 1 1 ~ ~ 
prejrac of L O F ~ 0.96 丁 0.98 1 "1 1 
Piof of L O F � I 1 I 1 I 0.98 I 1 I 1 I 1 I 1 I 1 I 1 -
Datasets with varying k, N = 10000，d = 10 — 
k I 5 I 10 I 15 I 20 I 30 I 40 I 50 
~ ^ e . f r a c of L O F 0 . 9 0.96 0.86 ~0.84 0.84 
prejrac of L O F ^ 0 . 9 OT^ 0.86 ~0.84 0.84 
Pio! of LOF" I 1 I 1 I 0.98 I 1 I 1 I 0.96 t).94 
Table 7.3:尸/�/ and pre.frac of LOF" and LOF for different datasets. 
In the implementation of LOF" algorithm, each data object is represented 
by the Point data structure. In the first scan through the dataset, infor-
mation of the data objects are stored in the corresponding data structure. 
In addition, the MinPZ^Si-nearest neighborhood and distances between the 
MinP,<si-distance neighborhood to them are stored in a linked-list for each 
Point Reachability-distance and local reachability density are calculated and 
stored in the Point data structure in the second pass through the dataset. At 
last, in the third pass, LOF" values are computed by using the information 
obtained in the first pass and written to the output file. 
Table 7.3 shows the fraction pre.frac and Pi�! of different sets of data 
of varying dataset size (JSf), dimensionality � ’ number of cluster {k) and 
MinPtsi and MinPts] values are equal to 5 and 15 respectively. From this 
table, it can be seen that the number of outliers obtained by both formulations 
are nearly the same. That means our LOF" formulation captures nearly the 
same degree of outlier-ness when compared with LOF. 
Algorithm used to compute LOF" is nearly the same as LOF, thus runtime 
complexity of both methods are almost the same. In terms of the accuracy of 
V 
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(a) Sample dataset DBS (b) DBS after pruning (c) DBl after pruning 
Figure 7.6: Datasets after the pruning step in GridLOF. 
the degree of outlier-ness computed, for normal cases where groups of outlying 
points are not exist, LOF" returns the same values as LOF; however, when 
there are some groups of outliers, by using two different MinPts parameters, 
LOF" can produce better results than LOF does. Due to fact that performance 
of LOF" and LOF are very similar, it can be easily concluded that algorithm 
used to compute LOF' runs faster than that of LOF" and the accuracy of 
outlier-ness returned by the LOF' algorithm approaches the outlier-ness found 
by using LOF" under normal circumstances. 
7.4 GridLOF 
The GridLOF algorithm is developed to perform pruning upon the dataset. 
Two datasets DBl and DBS are used to illustrate the pruning performed by 
GridLOF. Two sample 2-dimensional datasets are used for ease of visualiza-
tion and understanding. DBl is the aforementioned dataset used in LOF' 
experiment and is illustrated in Figure 7.1(a). DBS is a more complex dataset 
with overlapping clusters of different densities showing a hierarchical structure. 
DBS is shown in Figure 7.6(a) which is a dataset with 5000 points. 
Figure 7.6(b) is the resulting DBS after pruning in GridLOF. The LOF 
values of this set of remaining points are to be computed in the later steps in 
GridLOF. From this figure, it can be seen that GridLOF succeeds in pruning 
noisy dataset with highly complex structure. In DB3, the range of points is 
ft» 
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0 < 100 for both dimensions. By partitioning each dimensional to 100 equi-
width intervals and apply the pruning, 2079 points are pruned as stated in 
Figure 7.6(b). 
The resulting DBl after the pruning step in GridLOF is given in Fig-
ure 7.6(c). The range of points is 0 < 100 for both dimensions in DBl and it 
is because densities of some clusters are quite low, the number of intervals par-
titioned for each dimension is different from the number used for DBS above. 
For DBl, to deal with the lease dense clusters, each dimension is partitioned 
into 50 equi-width intervals and then applied to the GridLOF pruning step. 
This yield a set of 483 points in Figure 7.6(c) for further LOF computation. 
From the above experiments on DBl and DBS, GridLOF successfully 
prunes a large number of points. In consequent, the total number of points for 
the costly operations like MinPts-ned^vest neighbors queries, MinPts-dista,nce, 
reachability-distance and local reachability density is reduced. Thus achieving 
some runtime reduction when compared with the LOF algorithm. 
Experiments were performed to examine the different runtime complexity 
of GridLOF and LOF on a set of synthetic data with size (iV) ranges from 
60000 to 140000, dimensionality equals 5 �， 8 clusters (k) and MinPts = 20. 
Each CPU runtime obtained is the average of five experimental runs on the 
datasets. Figure 7.7(a) shows the relationship of CPU runtime and size of 
datasets when executing the programs of GridLOF and LOF computations. 
Figure 7.7(b) is the result obtained for a set of synthetic data with N = 10000, 
k = S, d ranges from 2 to 10 and MinPts = 15. Figure 7.7(c) illustrates the 
performance of GridLOF and LOF with number of clusters (2 < k < 10), 
N = 10000, 二 5 and MinPts = 15. Figure 7.8 shows the percentage of CPU 
runtime improvement of GridLOF over LOF of the corresponding sets of data 
in Figure 7.7. 
In all cases, the number of intervals to be partitioned, in each dimension, 
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Figure 7.7: CPU runtime of GridLOF and LOF for datasets. 
is set to 100. The threshold value a use to determine bordering cells is 0 for di-
mensionality less than or equal to 10. For datasets with higher dimensionality, 
cr is set to be 0.01 percent of the size of the datasets. 
From the figures, GridLOF program requires less CPU runtime in execu-
tion. It is because the total number of points needed to be examined are 
reduced after pruning. In Figure 7.7(a), the runtime complexity for GridLOF 
is much less than that of the original LOF algorithm. This is because by 
increasing number of data points in a datasets, number of points for each clus-
ter increases and thus resulting in denser cluster centers. So our GridLOF 
algorithm prunes away a lot of points deep inside the clusters and results in 
decreasing tremendous number of MmPt^-nearest neighbor search and LOF 
computations. 
If we fix all of the parameter settings while increasing the number of clusters 
in the datasets, it results in a runtime complexity as shown in Figure 7.7(c). 
For datasets with small number of clusters, i.e. A: = 2, GridLOF has signifi-
cant runtime improvement over LOF. When /c = 2, points in the datasets are 
divided into 2 dense clusters, such that when we apply our GridLOF, large 
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Figure 7.8: CPU runtime improvement of GridLOF over LOF for datasets. 
portion of points in the datasets are pruned. It leads to the need of much less 
MiwPiis-nearest neighbor search and LOF computations. 
Our GridLOF algorithm works best for dimensionality less than 6 and 
work extremely good for 2-dimensional and 3-dimensional datasets. This can 
be seen from Figure 7.7(c). The CPU runtime decreases in most of these 
dimensions. The phenomenon is due to the fact that for a particular grid cell, 
its number of neighboring cells increases exponentially with the dimensionality. 
As our definition of bordering cells are cells with at least one neighboring grid 
cells with less than or equal cr points residing in it, the probability of finding 
such a neighboring cell in high dimensional datasets is much higher than in 
low dimensional datasets. Thus relatively more grid cells are identified as 
bordering cells in high dimensional datasets. That means more points can be 
pruned in low dimensional datasets. In Figure 7.9, CPU runtime complexity for 
2-dimensional and 3-dimensional datasets with 8 clusters of varying database 
size (N) are shown. 
Table 7.4 and table 7.5 shows the fractions pre.frac and P/o/ of different 
sets of data of varying dataset size (iV), dimensionality � and number of 
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Figure 7.9: CPU runtime of GridLOF and LOF for datasets. 
cluster [k) when MinPts equal 20. From these table, it can be seen that 
number of outliers obtained by both formulations are nearly the same. In 
other words, GridLOF algorithm captures nearly the same degree of outlier-
ness in a more efficient way when compared to LOF without missing any local 
outliers. In this table, n' is the number of data points pruned away during the 
pruning process of the GridLOF. 
Since GridLOF involves a pruning step before the computation of LOF, the 
larger the number of points pruned, the less the runtime required by GridLOF. 
LOF" algorithm runs in a similar way as LOF, assuming that there are some 
pruning in datasets, the runtime required by GridLOF must be less than that 
of the LOF" algorithm. Accuracy of GridLOF and algorithm computing LOF" 
alike each other because the LOF values computed in GridLOF is nearly the 
same as the LOF" values computed unless outlying groups exist in the datasets. 
LOF' is a simplification of the outlier-ness formulation and algorithm used 
to compute LOF' save one pass through the whole dataset when compared to 
the original LOF algorithm. It is because nearest neighbor search has dom-
inated the runtime required by both the LOF' algorithm and GridLOF, by 
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Datasets with varying N, d = b, k = S  
N (10” I 60 I 80 I 100 120 140 
n' (10^) 一 53.074 “ 27.493 90.014 76.018 "79.498 
pre.frac of G r i d L O F 0.48 0.4025 0.386 0.305 "0.2329 
~~prejrac of LOF 0.5 0.4 0.396 0 . 3 0 1 ~ 0.2414 
Piof of GridLOF 0.81 0.9625 0.736 0.8333 0.9386 
“Datasets with varying d, N = 10000，Ar = 8 
— d | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | I T " 
W 4 0 ^ 5009 4292 9482 8866 9733 " " 9 7 ^ 9912 
~pre.frac of GridLOF ~ 1 ~ 0.98 0.98 1 1 0.96 0.92 0.92— 0.9 
~~pre.frac of LOF 1 F " 1 1 1 1 1 1 1 
— P i o f of GridLOF 1 0.98 0.98 | 1 | 1 | 0.96 0.92 0.92 O T " 
"Datasets with varying k, N = 10000, = 5 
— k I 2 I 4 I 6 I 8 I 10 I 15 
n' 8656 9502 9699 9708 8748 “ 7540 
pre.frac of G r i d L W 0.96 0.96 0.98 0.98 0.98 “ 0.96 
prejrac of L O F ~ 0.96 “ 1 1 0.98 1 “ 0.98 
— P i o f of GridLOF 1 0.96 0.98 0.96 0.98 0.96 
Table 7.4: Piof and pre.frac of GridLOF and LOF for different datasets. 
Datasets with varying N, d = 2, k = S  
N (103) I 60 I 80 I 100 120 140 
n' (10^) 26.19§~ 46.192 —70.802 96.9 108.204" 
~ ^ . f r a c of GridLOF 0 . 4 0 3 ^ 0.5175 0.336 0 . 2 6 ^ 0.3029 •“ 
~'j^e.frac of LOF 0.4 0.5175 0.26 “ 0.3014 
Piof of GridLOF 0.99 0.99 0.998 0.9717 0.9971~ 
Datasets with varying iV, d = 3, fc = 8 “ 
N (10^) I 60 I 80 I 100 120 140 
n' (10^) 17.438 ‘ 31.005 67.121 31.046 35.026 
~ ^ . f r a c of GridLOF 0.45 ‘ 0.4325 0.2483 0.2471 
~~Jrejrac of LOF 0.4533 0.4325 0.498 0.25 0.2429 
Pioj of GridLOF | 0.9567 | 0.9725 | 0.95 | 0.9967 丨 0.9771 
Table 7.5: Piof and prejrac of GridLOF and LOF for 2-D and 3-D datasets. 
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pruning a number of points, GridLOF eliminates a number of the costly near-
est neighbor search. The time saved in running GridLOF is much more than 
the time saved by eliminating a pass through the data in the LOF' algorithm. 
As a consequent, GridLOF runs faster than the LOF' algorithm. Accuracy of 
LOF' approaches that of LOF. So without the problem of overlapping clusters 
with different densities, LOF' algorithm and GridLOF capture the same degree 
of outlier-ness. 
Chapter 8 
Empirical Results of SOF 
The ^OF-Algorithm is implemented and experiments are conducted in order 
to analyze the quality of outliers detected using SOF and the runtime scalabil-
ity of the 50F-Algorithm. Apart from presenting the experimental results of 
SOF and 50F-Algorithm, performance differences between them with PRO-
CLUS and LOF algorithms are compared. Notice that notations used in this 
section follows those defined in Table 6.1 in Section 6.2. 
8.1 Synthetic Data Generation 
Two sets of data are generated following the fundamental synthetic data gener-
ators described in [1] and [3] with some modifications. All of these datasets con-
tain subspace clusters which are generated to capture the usual phenomenon 
in high dimensional datasets. 
A P S D a t a s e t s These are datasets with Axis Parallel 5ubspace (APS) clus-
ters. In these datasets, the associated subspaces of clusters are axis parallel. 
The method used to generate this type of data is introduced in [1]. In the APS 
datasets, points generated are either outliers or non-outliers having coordinates 
in the range [-100,100]. 
The size of each subspace cluster is decided by the fraction of outliers o and 
1 2 1 « 
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the size N of the datasets. K exponential random numbers are generated with 
mean 1. The K numbers are the proportion of points of each clusters. Suppose 
n,厂2,. . . , rK are the K exponential numbers with n being the proportionality 
for the i-th cluster and o is the percentage of outliers inside the dataset. Hence 
size of the i-th subspace cluster is Ni = — o%) x ^； ?� • 
Then K Poisson random numbers with mean I are generated and act as 
the subspace dimensionality of the clusters to be generated. The subspace 
dimensionality is fixed to be greater than 2 and less than D. This restriction is 
posed for ensuring the cluster dimensionality is smaller than that of the dataset. 
Dimensions are chosen randomly to reach the designated dimensionality of the 
associated subspace of clusters. 
Following that, K anchor points are selected randomly. With a spread 
parameter r = 2 and a scale factor chosen uniformly at random Sij G [l,^], 
with 5 = 2, for the j-th dimension of the i-th cluster, variance of the normal 
distribution in the j-th dimension is ( " i j f . For the subspace dimensions of all 
clusters, points are generated based on a normal distribution to the variance 
defined. For other dimensions, points are distributed uniformly at random. 
An important part of the data generation of APS is how to create outliers. 
In [1], outliers are just randomly distributed points. Since the dataset is used 
to evaluate quality of outliers detected by using our computation of degree of 
outlier-ness SOF, we must generate more meaningful outliers. An outlier in 
a high dimensional dataset consisting of subspace clusters should be one that 
is deviated from all of the clusters in each of the associated subspaces. So 
outliers are generated as points which are farther apart from the anchor point 
of each cluster for a distance of 4 x variance in at least one dimension in the 
associated subspaces. 
AOS D a t a s e t s The set of data having Arbitrarily Oriented 5ubspace (AOS) 
clusters is first described in [3]. Method for generating the AOS datasets is very 
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similar to that of APS. The differences between them are the ways in deciding 
the size of clusters and in choosing the associated subspace of the clusters. The 
proportionality r^  in AOS is generated using a formula r^  = p + Rq, where the 
constant values = 1, g = 5 and i? is drawn from the uniform distribution in 
the range [0,1 . 
In AOS, subspaces are arbitrarily oriented. For each cluster, a symmetric 
matrix is generated randomly with values of entries being real numbers ranges 
from -1 to 1. Based on the symmetry of the matrix, the corresponding eigenval-
ues are real and there exists an orthonormal eigenvector system. I eigenvectors 
in the system are picked to define the orthonormal subspace. This subspace 
will be transformed back to the original data space finally to be the arbitrarily 
oriented subspace. 
Anchor point randomly chosen in the original space is transformed to the 
chosen orthonormal subspace. Cluster points are generated along each eigen-
vector with a spread factor determined by fis = 0.01 and 7 = 2. The spread of 
each cluster from the transformed anchor point along the i-th eigenvectors is 
Q{y, Q- is a random value drawn from the exponential distribution with mean 
Points of each cluster are distributed normally with the spread defined 
in each dimension of the orthonormal subspace. Attributes of the remaining 
{ D - l ) dimensions are drawn from a uniform random distribution along these 
axis. Finally, points are transformed back to the original space. • 
3] does not mention the way to generate outliers, since data are generated 
for evaluating the performance of a projective clustering algorithm. In our 
case, the part of outlier generation is added and the method used is similar to 
the one we use in generating the APS datasets. Outliers are deviating from 
the subspace clusters in the arbitrary subspaces. So outliers are transformed 
to the orthonormal subspace of each cluster, they are points having at least 
one dimension that is farther apart from the anchor points of the clusters by 
a distance of 4 x Q f . 
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8.2 Experimental Setup 
The S'OF-Algorithm, LOF and PROCLUS algorithms are implemented in 
C language. The simulations of the C programs are performed on different 
machines. 
Datasets of APS are performed on a Sun Enterprise E4500 machine with 
12 UltraSPARC-II 400MHz processors, 8GB of memory and running Solaris 7. 
Although this is a multi-processor machine, the operating system only utilizes 
the processors for load balancing of jobs running in the machine. It does 
not support multi-thread programming. Programs of 50F-Algorithm and the 
LOF algorithm on APS are run on this machine to compare the performance 
differences between them. Later in this thesis, we refer to this environment as 
E4500. 
The other datasets of AOS are performed on a cluster of Linux computers 
connected together using Myrinet technology [23]. The cluster nodes are a 
farm of 16 Dual Intel Xeon 2.2GHz computers, with IGB of memory each 
running Linux. The cluster is designed to allow full parallelization of multi-
thread programs when running with 1 nodes, i.e. 2 processors. Since this 
Myrinet cluster supports multi-thread programming, simulation of the multi-
threading version of the S'OF-Algorithm on the AOS datasets are performed 
in this machine. From now one, this experimental environment is referred to 
as Myrinet. 
8.3 Performance Measure 
Performance of the outlier detection algorithm S'OF-Algorithm is measured 
in terms of the quality of outliers discovered and the runtime scalability of 
the algorithm. All the simulations in this part are executed in the E4500 
computing environment. Three measurements are used for judging the quality 
ft* 
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actual\predicted negative positive 
Negative a h 
Positive c d 
Table 8.1: Original confusion matrix, 
of outliers found and the efficiency of the S^OF-Algorithm: 
Confus ion M a t r i x : A confusion matrix is usually used for evaluating the 
performance of a classification system. It contains information about actual 
and predicted classifications. Table 8.1 shows the confusion matrix for a two 
class classifier. 
Confusion matrix is used to evaluate the performance of outlier identifica-
tion in the 50F-Algorithm. Since only SOF values of potential outliers are 
computed, a confusion matrix is used to show whether the 50F-Algorithm 
has misidentified actual outliers as member points of some subspace clusters 
in the dataset. 
Table 8.2 is the confusion matrix used for evaluating the accuracy of SOF-
Algorithm in identifying potential outliers and cluster points, a is the number 
of outliers in the dataset that are identified as outliers in the 50F-Algorithm, 
while b is the number of actual outliers which are misidentified as cluster 
points by the algorithm. Thus b is the number of false dismissal, c equals to 
the number of cluster points that are grouped to the set of potential outliers in 
the 50F-Algorithm, whereas d is the number of actual cluster points that are 
identified as member of some cluster centers in the algorithm, c is the number 
of false alarms of cluster points that are identified as outliers. • 
-Dataset\5Q-F-Algorithm outliers cluster points" 
outliers a b  
cluster points c d  
Table 8.2: Confusion matrix for S'OF-Algorithm. 
Since the primary objective of the 50F-Algorithm is outlier detection, 
quality of result returned by the algorithm is considered good if 6 = 0. That 
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means a outliers in the dataset are all identified in the algorithm. In the 
meantime, F-Algorithm uncovers subspace cluster centers only, thus it is 
inevitable that some portions of the actual cluster points are grouped to the 
set of potential outliers, hence, it is hard for c to be zero. Since false alarm is 
not as critical as false dismissal, if b approaches 0 and c is rather small when 
compared with d in the confusion matrix, S'OF-Algorithm can be considered 
performing well on the dataset. 
Precision Fraction: The precision fraction pre.frac(X) is used to measure 
the precision of the algorithm X in identifying the synthetic outliers generated 
in a dataset. Let there are O number of outliers in the dataset. After running 
the algorithm X on the dataset, the degree of outlier-ness of points are ranked 
in descending order. By considering points having the top-0 outlier-ness, d 
is the number of synthetic outliers in the 0 points. Then preJrac(X)= 
o'10. The higher the value of pre.frac{X), the higher the precision of the 
algorithm in capturing the synthetic outliers generated. The ideal case exists 
when pre-frac(X) = 1, which is the case that the algorithm X identifies all 
synthetic outliers. 
Ranging Ratio: Ranging ratio RR is the ratio of the maximum to the 
minimum outlier-ness values of the turnouts of an outlier detection algorithm. 
Let the outlier-ness values are in range [a,b]. Then RR = b/a. For a dataset 
contains clusters and a number of outliers, if RR is very closed to 1, that means 
the algorithm cannot distinguish outliers from non-outlier well by its notion 
of outlier-ness. For a larger RR value, that means outliers are distinguishable 
from clustering points. In addition, it is easy to find a threshold value for the 
ranked outlier-ness in discriminating outliers from non-outliers by their degree 
of outlier-ness calculated. 
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8.3.1 Quality Measurement 
The quality of outliers detected by the notion of SOF is judged by the afore-
mentioned performance measure and compared with that of PROCLUS and 
LOF. Performance of the PROCLUS algorithm and algorithms in computing 
SOF and LOF is evaluated in terms of runtime required by the algorithms. 
The APS datasets are used for the quality measurement in this section. 
They are datasets with varying size N, varying number of outliers 0 and 
dimensionality D 二 20’ number of subspace clusters K = 5 and average 
subspace dimensionality I = 5. Input parameters of 50F-Algori thm are 
j\fBd = MBc = 20. In LOF, MinPts = 20; while in PROCLUS, I and K 
are set to be the input parameters of average subspace dimensionality and 
number of clusters. 
Confusion Matrix 
The confusion matrixes of APS datasets with varying N and 0 are given in Ta-
ble 8.3, Table 8.4，Table 8.5, Table 8.6 and Table 8.7. In majority of the cases, 
the number of outliers misidentified as cluster points by the 50F-Algori thm 
is 0. For dataset with 0 = in Table 8.7，although b in the confusion 
matrixes are non-zero numbers, the value is very small when compared to the 
value of 0 . It can be concluded that the 50F-Algori thm succeeds in capturing 
outliers in the datasets. 
Additionally, we can observed that the number of cluster points grouped 
to the set of potential outliers (c) is much smaller than that of the number 
of cluster points {d) identified by the 5OF-Algorithm. That means the algo-
rithm is spending less computation in computing the SOF value of the cluster 
points. The fewer the number of outliers identified, the faster the runtime of 
the algorithm. It is a favorable feature of the 50F-Algori thm. 
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Datase t \ 50F-Algor i thm outliers cluster points" 
outliers 250 — 0 
cluster points 2362 47388 
(a) N = 50000 
Dataset \gO .P-Algorithm outliers cluster points 
outliers 500 0 
cluster points 4623 94877 
(a) N = 100000 
Datase t \5QF-Algori thm outliers cluster points" 
outliers 2500 — 0 
cluster points 23329 474171 
(b) N = 500000 
Table 8.3: Confusion matrix of APS datasets with 0 = 0.5%iV. 
Datase t \5QF-Algor i thm outliers cluster points 
outliers 500 0 一 
cluster points 5913 43587 一  
(a) N = 50000 
Datase t \5QF-Algor i thm outliers cluster points 
outliers 1000 0 
cluster points 5343 493657 
(a) N = 100000 
Data se t \ 50F-Algor i thm outliers cluster points 
outliers ~ 5000 — 0 “ 
cluster points 35728 459272 “ 
(b) N = 500000 
Table 8.4: Confusion matrix of APS datasets with 0 = 1%N. 
" ^ t a s e t \ 5 0 F - A l g o r i t h m outliers cluster points 
outliers 750 0 . 
cluster points 1193 48057 
(a) N = 50000 
Datase t \5QF-Algor i thm outliers cluster points • 
outliers 1500 — 0 
cluster points 2498 496002 “ 
(a) N = 100000 
~Dataset \5QF-Algorithm outliers cluster points 
outliers 7500 — 0 
cluster points 12662 479838 — 
(b) N = 500000 
Table 8.5: Confusion matrix of APS datasets with 0 = l.b%N. 
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D a t a s e t \ 5 0 F - A l g o r i t h m outliers cluster points 
outliers 1250 一 0 
cluster points 1941 46809 —  
(a) N = 50000 
~D"atase t \50F-Algori thm outliers" cluster points 
outliers — 2500 0 — 
cluster points 3246 94254 一 
(a) N = 100000 
D a t a s e t \ 5 0 F - A l g o r i t h m outliers cluster points" 
outliers 12500 0 
cluster points 35626 451874 
(b) N = 500000 
Table 8.6: Confusion matrix of APS datasets with 0 = 2.5%N. 
D a t a s e t \ 5 Q F - A l g o r i t h m outliers cluster points 
outliers ~ ~ 2498 “ 2 
cluster points 7760 39740 “ 
(a) N = 50000 
Dataset \5QF-Algori thm outliers cluster points 
outliers 4995 一 5 
cluster points 3310 91690 
(a) N = 100000 
Dataset \5QF-Algor i thm outliers cluster points 
outliers 24993 ~ 7 
cluster points 23141 451859 _ 
(b) N = 500000 
Table 8.7: Confusion matrix of APS datasets with 0 = 
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Datase t \5QF-Algori thm outliers cluster points 
outliers ^ 0 
cluster points 181 5789 
(a) N = 6000 
Datase t \5QF-Algori thm outliers cluster p o i n ^ 
“ outliers 50 0 
cluster points 302 9648 
(a) N = 10000 
Datase t \5QF-Algori thm outliers cluster points 
outliers 0 
cluster points 2029 62646 一 
(b) N = 65000 
" ^ a t a s e t \ 5 0 F - A l g o r i t h m outliers cluster points 
outliers “ 1000 0 一 • 
cluster points 6355 192645 
(b) N = 200000 
Table 8.8: Confusion matrix of SOF-Algorithm. 
Qual i ty Compar i son of SOF and P R O C L U S 
PROCLUS outputs a set of points which cannot cluster well according to the 
projective clustering method. The ability of SOF in identifying potential set of 
outlying point is compared with that of PROCLUS. Confusion matrix is used 
to depict the result of both algorithms on a number of datasets with varying 
size, D = 20, 二 5, / = 5 and 0 = O.bVoN. 
Table 8.8 and 8.9 show the confusion matrixes computed based on results 
obtained by using the outlier-ness measure with SOF and by clustering with 
PROCLUS. Since PROCLUS is a clustering algorithm, it aims to maximize 
the size of each cluster found. Outliers are those point that cannot assigned to 
any large pattern. As a result, there are a number of false dismissal, i.e. some 
outliers in the datasets are grouped into one of the clusters. 
By comparing the two sets of confusion matrixes, it can be concluded that 
SOF-Algorithm which computes SOF values for points is able to detect the 
most appropriate outliers in the dataset. 50F-Algorithm outperforms PRO-
CLUS in the task of outlier detection. 
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Dataset\PROCLUS Algorithm outliers cluster points— 
outliers 0 ^  
cluster points 10 5960 ~ 
(a) N = 6000 
Dataset\PROCLUS Algorithm outliers cluster points 
outliers ^  
cluster points 1263 8687 
(a) N = 10000 
Datase t \PROCLUS Algorithm outliers cluster points" 
— outliers 113 212 
cluster points 573 64102 
(b) N = 65000 
Dataset\PROCLUS Algorithm outliers duster points 
outliers 118 882 .. 
_ cluster points 1024 197976 — 
(b) N = 200000 
Table 8.9: Confusion matrix of PROCLUS algorithm. 
Runtime Comparison of 50F-Algori thm and PROCLUS 
Runtime of 50F-Algorithms and RPOCLUS on a set of APS datasets with 
varying size, D = 20, 二 5, / = 5 and 0 二 0.5%iV are presented in Figure 8.1. 
Obviously projective clustering algorithm PROCLUS runs much slower 
than 50F-Algorithm. The higher complexity of PROCLUS is due to the use 
of a hill-climbing method in locating the best K cluster medoids and the corre-
sponding subspace of clusters represented by the medoids. In S'OF-Algorithm, 
each dimension of datasets is examined separately and there is no iterative pro-
cess involved in the discovery of cluster centers, thus the algorithm scales much 
better than PROCLUS. 
Quality Comparison of SOF and LOF 
Quality of outlier detected by the S'OF-Algorithm is compared with that of 
the LOF algorithm in Table 8.10 and Table 8.11. In the tables, the precision 
fraction and ranging ratio of the APS datasets with varying dataset size, D = 
20, K = 5 and / = 5 are shown. 
ft> 
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Figure 8.1: CPU Runtime Plots of SOF and PROCLUS algorithms. 
Datasets used in Table 8.10 contain 0 = 1%N outliers. From the table, 
it can be seen that in all of the datasets used, the notion of SOF captures 
much more synthetic outliers compared with the notion of LOF. Due to the 
fact that the clusters in the APS datasets are existed in certain subspace and 
LOF is defined to make use of the whole dimensionality of every data points to 
compute the degree of outlier-ness, the attribute values for those dimensions 
which are not included in any associated subspace of clusters have leverage the 
level of outlier-ness in result. LOF cannot discover synthetic outliers generated 
in the datasets in consequent. 
While the SOF formulation and the corresponding 50F-Algori thm for 
computing SOF, they are designated to handle the outlier detection in this 
kind of datasets. It only utilizes attribute values of dimensions which are con-
sisted in the associated subspaces of the clusters. Thus, it can detect more 
outliers than LOF does. 
Additionally, the ranging ratio of SOF is larger than that of LOF. That 
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Dataset Precision Fraction of Ranging Ratio I 
N r S O F LOF SOF LOF 
6000 0.90 O O 19.24 O S 
10000 0.92 0.44 16.51 1.87 
50000 0.84 0.53 18.02 1.58 
100000 0.82 0.39 32.92 1.54 
200000 0.82 0.49 61.19 1.90 
Table 8.10: Datasets oi D = 20, K = 5, / = 5 and 0 = 1%N. 
Dataset Precision Fraction of Ranging Ratio of 
JV I SOF LOF SOF LOF — 
6 0 0 0 0 . 9 0 39.06 
10000 0.90 0.18 60.02 1.66 
50000 0.88 0.28 25.21 1.59 
100000 0.84 0.25 30.34 1.82 
200000 0.86 0.39 19.11 1.61 . 
Table 8.11: Datasets of D = 20, K = = 6 and 0 = 5%N. 
means the degree of outlier-ness of every point in the dataset is very close to 
each other if LOF is used. In this case, it will be rather difficult to decide a 
threshold to classify points as outliers and non-outliers based on the outlier-
ness computed. On the other hand, a set of points is already classified as 
potential outliers by the S'OF-Algorithm, plus the fact that there is a large 
range of outlier-ness SO for these points, it is easier to decide a threshold to 
classify the real outliers from the potential outliers set. 
Table 8.11 is the result obtained with the same setting as the datasets 
shown in Table 8.10, except that the number of outliers is different. In this 
table, 0 = in the datasets. Again, higher precision fraction and larger 
ranging ratio of SOF are obtained in this set of data. 
Runtime Comparison of S'OF-Algorithm and LOF algorithm 
The runtime performance of the two algorithms are compared in this section. 
Figure 8.2 and Figure 8.3 shown are the plots of graph of CPU runtime required 
by the algorithm against N with 0 = 0.5%N and 0 = l.b%N. 
In Figure 8.2(a) and Figure 8.3(a), it is obvious that the execution time 
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Figure 8.2: CPU Runtime Plots of SOF and LOF algorithms when O = 0.5% A^  
and N varies. 
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Figure 8.3: CPU Runtime Plots of SOF and LOF algorithms when 0 = 1.5%iV 
and N varies. 
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of F-Algorithm is a lot faster than that of the LOF algorithm. To show 
the runtime required by the S'OF-Algorithm in detail, Figure 8.2(b) and Fig-
ure 8.3(b) are plotted. It can be seen that the runtime of our 50F-Algorithm 
is approximately linear with the size of the dataset. Furthermore, the runtime 
complexity of ^OF-Algorithm outperforms that of the LOF. 
8.3.2 Scalability of 50F-Algorithm 
In this section, we focus on investigating the scalability of the Algorithm 
with N, D, K’ I in terms of the running time. Since in real world datasets, the 
number of outliers are supposed to be very small. Thus in the AOS datasets, 
0 = 0.5%A^ is a reasonable estimation of the number of outliers in the datasets. 
The two parameters for defining the density and density comparison neighbor-
hood in the algorithm are set to J^Bd = 20 and NBc = 20. 
The datasets used in the scalability evaluation is AOS and the simula-
tions are conducted in the computing environment of Myrinet which allows 
the multi-thread programming version of the S'OF-Algorithm. The runtime 
recorded are obtained by averaging the runtime values of 5 experimental runs 
on the datasets. 
Figure 8.4 are two figures showing the scalability of the 50F-Algorithm 
with varying dataset size and dimensionality. Figure 8.4(a) is the runtime plot 
of a number of datasets with different size when D = 20, K = 5,1 = 6 , 0 = 
Q.5%N. While in Figure 8.4(b), it shows the runtime required by a set of 
datasets oi N = 50000, = 5’ / = 6, (9 = 0.5%iV and with varying number 
of dimensionality. In both figures, CPU runtime of the 50F-Algori thm scales 
approximately linear with N and D. 
Figure 8.5(a) is a graph plotting the CPU runtime required for datasets 
01 N = 50000, D = 20,/ = 6 , 0 = 0.5%A^ with different number of clusters. 
Obviously, the 50F-Algorithm scales linearly with the number of clusters in 
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Figure 8.4: CPU Runtime Plots of 50F-Algorithm with K = 5, / = 6. 
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Figure 8.5: CPU Runtime Plots of OF-Algorithm with N = 50000, D = 20. 
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Figure 8.6: CPU Runtime Plots of F-Algorithm with varying 0. 
the dataset. Another graph plotting the CPU runtime against the average 
subspace dimensionality of the clusters is in Figure 8.5(b). In this figure, it 
shows that the runtime is inversely proportional to /. It is due to the fact 
that for large values of /, the number of distinct peak signatures for points 
decrease. Thus, it eases the operation of combining similar peak signatures 
and as a result reduces the time required for finding each cluster centers of the 
datasets. 
Figure 8.6 is the result obtained from running the OF-Algorithm on dif-
ferent datasets with varying percentage of outliers. It can be seen that the 
runtime required is nearly constant with different 0 values. It is reasonable 
because what the F-Algorithm does is to identify points of the subspace 
cluster centers, then the remaining points are grouped to the set of potential 
outliers. In fact, within the set of potential outliers, majority of the points are 
cluster points which are residing in the border part or far away from cluster 
centers. In that case, changing the percentage of outliers from 0% to 5% of 
the dataset size does not change a lot the number of potential outliers identi-
fied. Hence, the time required for computing the SOF values of each points is 
independent from this percentage value. 
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Figure 8.7: CPU Runtime Plots of 50F-Algori thm with N = 500000, D = 20. 
8.3.3 Effect of Parameters on 50F-Algorithm 
AfBd and AfBc are two compulsory input parameters of S'OF-Algorithm. The 
two parameters determine size of grid cells in a neighborhood by restricting 
number of points residing in the neighboring grid cells. 
Figure 8.7(a) shows the runtime of ；SOF-Algorithm on AOS datasets of 
N = 50000, = 5, / = 6, • = Q.5%N and varying J\fBd. In this figure 
MBd = MBc- Since X-tree is used for grid cell indexing, time required in 
searching for the neighborhoods is nearly constant for different values of NBd 
and M B c ‘ 
S'OF-Algorithm only searches for the A^Bc-neighborhood. It is because 
AfJSc > MBd^ that means AfBd-neigh C AfBc-neigh. In Figure 8.7(b), it 
shows a graph of runtime required by OF-Algorithm when AfBc = 30 with 
different AfBd values. With a fixed value of AfBc, runtime of the algorithm is 
nearly the same for different AfBd-
Chapter 9 
Conclusion 
Recently, the topic of outlier detection in data mining arouse- attention be-
cause of their potential usage in many applications. In this thesis, the LOF 
formulation and algorithm for grading this degree of local outlier-ness in out-
lier detection is examined. Three enhancements aiming to address different 
problems of LOF are proposed, with two new definitions for degree of outlier-
ness, LOF' and LOF", and an algorithm GridLOF which add a pruning step 
before the original LOF algorithm. By using formal analysis and experimen-
tal results, three enhancements work effectively with advantages over LOF in 
different aspects. These enhancement schemes can be combined together to 
achieve efficient as well as effective outlier detection. 
In addition we introduce the SOF formulation and the corresponding SOF-
Algorithm for grading the degree of outlier-ness for subspace outlier detection 
in high dimensional datasets. Points are first classified as cluster points or 
potential outliers. For each potential outlier, the degree of outlier-ness SOF 
are computed for each associated subspace that contains clusters. Among the 
SOF values obtained, the minimum one is assigned to be the points' subspace 
outlier-ness SO with respect to the whole data dimensionality. 
The S'OF-Algorithm which is used to calculate SOF values is highly ef-
ficient. It is scalable with the dataset size, dataset dimensionality and the 
number of subspace clusters consisted in the dataset. Detailed information 
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of outliers are returned at the end of the algorithm. The algorithm also re-
turns by-products, the subspace clusters information and cluster points. The 
outliers detected together with the clusters information returned makes SOF-
Algorithm a thorough mean for outlier detection in most of the real-world 
KDD applications. 
By presenting formal definitions, proofs and experimental results, it is 
shown that the SOF notion works appropriately. To our best knowledge, 
there is no existing method which detects the kind of subspace outliers de-
fined in this thesis. 50F-Algorithm is the very first algorithm which achieves 
high efficiency and effectiveness detection of such outliers in high dimensional 
datasets consisting subspace clusters. 
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