to develop valid, reliable, fair, and, more importantly, authentic performance evaluation tools in order to replace the current measures that are being used (McMillan, 2003) . The purpose of this study is to help meet this immediate need by developing a performance measure that is authentic to the teaching and learning in the classroom and that has been tested for validity and reliability the same way that high-stakes student interaction measures (such as open response writing assessments) are validated. In order to make valid and reliable inferences of student achievement in a performance-based music classroom, it is important to empirically investigate and document the measure construction process.
T H E U S E O F R U B R I C S I N M U S I C T E A C H I N G A N D L E A R N I N G
One solution to the misalignment between teaching and assessment practices in the music profession can be achieved through the use of valid and reliable rubrics, as rubrics can accurately account for multiple technical and expressive aspects of music performance (DeLuca & Bolden, 2014 ). An understanding of what a rubric is and why it is an effective measure of music performance is required in order to entertain a discussion on assessment practices in the music discipline. According to Asmus (1999) , rubrics can be defined as "a set of scoring criteria used to determine value of a student's performance on assigned tasks; the criteria are written so students are able to learn what must be done to improve their performance in the future" (p. 21). The information and criteria presented in a rubric helps to ensure that both the student and teacher are informed as to the direction and expectations that will materialize in the classroom, thereby providing a better-established communication link between the teacher and student (Whitcomb, 1999) . Rubrics also provide a method for documentation of student achievement levels wherein specific written feedback can be shared with teachers, parents, and students in order to provide evidence of student performance achievement in the music classroom (Wesolowski, 2012) . The effective use of rubrics in music performance settings can help students to develop ownership and to take control of their learning efforts (DeLuca & Bolden, 2014) .
Research efforts in the music education community have contributed to an increased understanding of how rubrics can improve scoring reliability and consistent grading methods for the music classroom (DeLuca & Bolden, 2014) . However, there is still an urgent need for the development of valid and reliable rubrics that can be used to consistently yield results that adequately measure student performance in large group performance evaluation settings and that can also help to inform preparations for such in the music classroom (Colwell, 2003) .
The misalignment between musical performance abilities and resulting assessment data is also part of a larger problem that stems from a lack of teacher training focused on understanding true assessment methods (Colwell, 2003) . Parkes (2010) states, "Few 10 educators received any formal training in assigning marks to students' work or in grading students' performance and achievement" (p. 98). As a result, many music educators do not fully understand the true functions and possibilities that can result from using valid and reliable rubrics in the music classroom (Wesolowski, 2012) . The unfortunate reality that further confounds this issue is that teachers are often given the task of developing rubrics with very little training (Pellegrino Conway, & Russell, 2015) . This greatly limits the ability of music educators to accurately measure student achievement in a valid and reliable way that can be used to help inform teaching and learning practices (DeLuca & Bolden, 2014) .
Due to the current focus on assessment and accountability at the national level, the notion of developing a system of more authentic measures for the music classroom is gaining thought and attention (Model Cornerstone Assessments, 2015) . A change in the way in which the field of music assesses musical behaviors in favor of a more validated approach will allow for music educators to accurately and confidently report evidence of student learning to students, parents, colleagues, and administrators (Pellegrino et al., 2015) . Teachers should confirm that the rubrics are valid in that they measure what is intended to be measured and also that they are reliable in providing consistent results throughout the assessment process (Pellegrino et al., 2015) .
Future implications of this measurement system are specific to the validation of a new system that can be used by classroom and university music educators to rate large group string ensemble performances. Achievement parameters and intended goals of string performance need to be constructed and agreed upon prior to the development and implementation of performance evaluations. This contributes to the idea that rubrics should only be used in the classroom for performance preparations if they are first rigorously tested. This is especially true if the data from these assessment measures is going to be used as a means to infer teacher effectiveness. Messick (1989) refers to this consideration as consequential validity. In this instance, the results that are used from performance evaluations have important implications and social consequences that must be considered prior to implementing such high level forms of assessment.
In order for the results of the rubrics to maintain meaning as a part of the instructional process, focused efforts must be directed toward the development and validation of rubrics (DeLuca & Bolden, 2014) . Though there is an increased focus on the use of theoretically informed rubrics in student performance assessment, there is still a need for the development of empirically supported rubrics (DeLuca & Bolden, 2014) . The challenge in using rubrics as an assessment mechanism for string ensemble performance lies in the notion that raters mediate current assessments in music as a mechanism for providing the empirical data. As such, these measures do not take into consideration various rater errors, such as severity/leniency and raters' specific use of the rating scale structure. This leads to subjectivity on the part of the rater, thereby providing data that does not accurately measure the true level of student achievement (Wesolowski, Wind, & Engelhard, 2016a , 2106b .
The proposed method therefore favors the consideration of a psychometric approach to developing such rubrics. An advantage of using such an analysis approach is that the metrics allow us to gain a better understanding for (and infer) local independence prior to the use of the developed rubric (Linacre, 2010) . There is strong evidence that a measure that is put through rigorous testing outside of the classroom (i.e., in a large ensemble performance evaluation setting) will hold its validity when used in the true testing environment (i.e., the performance-based music classroom).
P S YC H O M E T R I C C O N S I D E R AT I O N S
Arguably, the most significant limitation of performance assessments is measurement variance attributed to raters. Rater scores are less associated with the performances themselves and more associated with the perceptive lens of the rater (Brunswik, 1952; Engelhard, 2002) . This is true in any rater-mediated situations; however, this specific scenario requires an examination of the nature in which individuals rate string ensemble performance. Traditional methods of evaluating rater behavior in music include consistency and consensus estimates. These methods do not adequately estimate true scores of performances (Wesolowski et al., 2015) . More specifically, raters can consistently overestimate or underestimate true scores but demonstrate high consistency and consensus estimates. Inferences drawn from such instances can therefore be misleading. In order for rater-mediated assessment processes to be more fair, rater errors, such as severity/ leniency, need to be investigated as part of the measurement process (Wesolowski et al., 2016a) .
The development of a valid performance evaluation therefore requires consideration of the psychometric process in which a rating system can be constructed in a way that will allow for it to be applied to future performance scenarios. The multifaceted Rasch partial credit measurement model (Linacre, 1989) was used in this study to investigate the psychometric properties (i.e., validity and reliability) of the original rating scale because of the properties of invariant measurement underscoring the Rasch family of measurement models (Engelhard, 2013) . Content validity is considered through the discarding of items that are not considered to be useful in the measurement of string ensemble performance. This notion is specifically referred to as data-model fit when using the Rasch model (Wesolowski et al., 2016a (Wesolowski et al., , 2016b . When using the Rasch model, instead of the model of a normal bell curve being mapped to the data, the data is instead compared to an already existing and consistent model. Any data that does not adequately fit the model based upon the properties of invariant measurement is discarded. Data-model fit will be determined by evaluating fit indices for all items.
When using the Rasch model, data-model fit is determined based on the degree to which invariant measurement is met. Adequate fit to the model results when the five requirements for invariant measurement are met (Engelhard & Perkins, 2011) : (a) the items must be independent of the persons used for measurement (i.e., person-invariant 12 calibration of items); (b) the persons must have a higher probability of success on easy items in comparison to the more difficult items (i.e., noncrossing person response functions); (c) the persons must be independent of the items used for measurement (i.e., item-invariant calibration of persons); (d) a person who is more able must have a higher probability on succeeding on more difficult items than that of a less able person (i.e., noncrossing person responses); and (e) items must measure a single underlying latent variable (i.e., Engelhard, 2013) . When adequate fit to the model is obtained, invariant measurement is achieved.
In contrast to factor analysis methods, when using Rasch, there is no conflict between the observed data and the future use of the model. Due to the independent measurement of raters, performances, and items, the model is sample independent and can therefore be applied to future assessments (Meredith, 1993) . This aspect of the Rasch model accounts for reliability. The developed rating scale can be applied to future performances and will yield consistent results because invariant measurement was used.
The partial credit component of the model (Masters, 1982) allows for the additional parameter of rating scale structure to be explored across each item. In the context of music performance assessment, evidence exists that each of the categories (e.g., strongly agree, agree, disagree, strongly disagree) for each item are not equidistant because they vary in difficulty in terms of ability to endorse (Wesolowski et al., 2016b) . The partial credit aspect of the Rasch model allows for the investigation of the difficulty level across each rating scale category. For instance, a strongly agree is harder to achieve than agree. The partial credit allots for this varying degree of difficulty because a higher level of achievement should be earned with strongly agree, as opposed to agree. To investigate the partial credit aspect of the model, consideration of monotonicity (e.g., proper ordering of rating scale categories) between categories, appropriate distinction made between performances, frequency of use by raters, and probability measures were taken into account in order to determine the most optimized structure for each of the rating scale categories (Linacre, 2002) . If the logit measurements showed that agree was harder to earn than strongly agree, that would result in a violation of monotonicity. Analysis of the rating data was conducted using the computer program FACETS (Linacre, 2014) .
In this data-driven educational climate, there is a critical need for the development of valid, reliable, and fair measures that can be used to measure student achievement in string ensemble performance settings. Such assessment measures need to also be applied in performance-based music classrooms by providing information that can help to guide instructional decisions that are implemented as a component of preparations for such large ensemble evaluations. The purpose of this study was to develop a valid and reliable rubric for the evaluation of large ensemble string performance. This study was guided by the following research questions:
1. What does Rasch measurement analysis reveal about the psychometric quality (i.e., validity and reliability) of items, raters, and ensembles within the context of a large ensemble string performance assessment?
2. How do the items vary in difficulty, raters vary in severity, and ensembles vary in achievement? 3. How does the rating scale structure vary across individual items? (The null hypothesis states that the final items on the rating scale will share identical response structure.)
Method
Rater cohort of content experts. Twenty-five content experts participated in this study by agreeing to listen to and evaluate four full ensemble orchestra recordings each. Fifteen females and 10 males participated in the study, 20 of whom attained a bachelor's, master's, or specialist's degree and five of whom attained their doctoral degree. Of the 25 content experts, 15 teach in a middle school string setting, and 10 teach in a high school string setting. These content experts will benefit from the developed rubric in that the resulting findings can be used to evaluate performances by their programs. Each rater was chosen based on their availability, experience, influence in the field, and willingness to listen to the recordings and rate the performances. The selection of the content experts was based on the assumption that "best practice in the selection and utilization of adjudicators in the field of music performance suggests that expert teachers and performers offer the best chance for providing a fair and equitable assessment" (Wesolowski et al., 2015, p. 165) .
Development of initial item pool.
Thirty-eight item stems were extracted from an original item pool previously developed by Zdzinski and Barnes (2002) . Zdzinski and Barnes used some stems from the same item pool to develop an earlier rating scale for string performance. The treatment of the item stems from this pool was different in the original study from which they were extracted because factor analysis was used. When using the factor analysis method, individual characteristics are not independent of one another and therefore the resulting rating scales cannot be applied to future situations. The descriptive statements were organized into four a priori categories based upon the performing dimension of the National Association for Music Education Model Cornerstone Assessment: (a) tone production, (b) rhythm and pulse accuracy, (c) pitch and intonation accuracy, and (d) expressive qualities/stylistic interpretation (National Association for Music Education, 2015). Three content experts reviewed each of the original item stems in order to evaluate the manner in which the stem was able to accurately describe the music concept. Discussions resulted in the editing and adapting of stems that were not considered to be clear and appropriate for the study. Agreement was reached in the directionality of the items, resulting in 20 positively phrased items and 18 negatively phrased items. The 38 items were randomized and paired with a four-point Likert-type scale (see Appendix A here: http://bcrme.press.illinois.edu/media/215/).
Performance stimuli. The content experts evaluated a total 52 recordings from a formal district music performance assessment in a large southern state that occurred in 14 the previous year. These recordings included string ensemble performances from both middle school and high school groups of various ability levels. These performances were representative of the population that will benefit from the development of the rubric. All recordings were professionally created and matched in sound quality.
Rater assessment network. An incomplete assessment network was used where a total of 52 performances were evaluated. Each rater listened to and evaluated a total of four performances, but two of those performances overlapped with the subsequent rater. The last rater and first rater were overlapped in order to account for all performances (Engelhard, 1997) . Performances were randomly assigned to raters and were shared with individual Dropbox links. Raters used a separate randomized Google form in order to submit evaluations of each performance. Item stems were randomly presented on each Google form in order to control for rater fatigue. Once completed, negatively phrased items were reverse coded prior to analysis (see note at the bottom of Table 3 for stems that were reverse coded).
Results
Variable map. The variable map is a visual representation of the latent construct (e.g., large ensemble string performance). Each of the facets included in the study are displayed in each of the columns on the variable map. The first column shows the logit scale that serves as a "ruler" in order to allow for the measurement of each facet to be shown on a common map. The second column shows the performances, notated through the use of an asterisk for each performance. The performances near the top are considered to be the highest achieving performances and those closer to the bottom are the lower achieving performances. The measures ranged from -1.81 logits to 2.56 logits with a demonstrated range of 4.37 logits (M = -0.02, SD = 1.01, N = 50). The third column represents the severity of raters. Severity and leniency ranged from -2.19 logits to 2.07 logits with a demonstrated range of 4.26 logits (M = 0.00, SD = 0.88, N = 25). The raters closest to the bottom of the map are considered to be more lenient and raters closer to the top are considered to be more severe in their measurement practices. The fourth column shows the difficulty to endorse each item. Difficulty ranged from -1.18 logits to 1.68 logits with a demonstrated range of 2.86 logits (M = 0.00, SD = 0.62, N = 38). The items closer to the bottom of the map are considered to be easier to endorse and items closer to the top are considered to be more difficult to endorse. The measurement of these three facets will be used to infer measurement on the latent construct of large ensemble string performance.
The variable map provides a visual representation of the information that is needed to answer the second research question. Psychometric aspects of the model allow for the investigation as to how well the items, raters, and ensembles fit the model. In this particular investigation, any items that did not fit the model were discarded. Items that were considered too easy or too difficult to endorse will not be included in the final validated scale and will therefore also not be included as a part of the final rubric. The use of the Rasch model allows for any unfit items to be removed in order to aid in the creation of a valid and reliable final rating scale. The final rating scale was then translated into a rubric that will be useable to professionals in the music education setting hoping to rate string ensemble performances to show levels of student achievement.
The following calibration details explain the intricacies of how items were either considered to fit the model or considered as being misfit. Infit MSE statistics considered to fit the model are within the range of 0.80 and 1.20 logits as indicated by Wright and Linacre (1994) and Engelhard (2009) . Measurements below 0.80 are considered to be underfit, and any measurements above 1.20 are considered to be overfit. Underfit and overfit items are considered to be misfit when applied to the model.
Calibration of ensemble performances. The calibration of student performances is provided in Appendix B here: http://bcrme.press.illinois.edu/media/215/. Higher numbers represent higher performance achievement and lower measures represent lower performance achievement. Performance 5 represented the highest performance achievement (2.56 logits) and Performance 3 represented the lowest performance achievement (-1.81 logits). Misfitting performances are based upon infit MSE statistics that fall outside of the ranges of 0.80 and 1.20 logits as indicated by Wright and Linacre (1994) and Engelhard (2009) . Overfitting performances include Performances 2, 3, 10, 15, 17, 18, 21, 26, 31, 41, and 47 . Underfitting performances include Performances 4, 6, 9, 11, 14, 19, 23, 24, 25, 27, 28, 30, 32, 36, 39, and 45 .
Calibration of raters. The calibration of raters is provided in Appendix C here: http:// bcrme.press.illinois.edu/media/215/. The table demonstrates a ranking of the raters in terms of severity and leniency. Rater 6 was the most severe (observed average = 1.77, logit measure = 2.07) and Rater 9 was the least severe (observed average = 2.96, logit measure = -2.19). Raters 2, 4, 7, 8, 10, 12, 13, 14, 15, 20, 21 , and 22 were considered to demonstrate muted patterns with infit MSE less that 0.80. Raters 1, 5, 9, 16, and 25 were considered to demonstrate sporadic patterns with infit MSE greater than 1.20. This aspect of the model accounts for rater behaviors, which will provide pertinent information for future rater training. Table 1 . The calibration of items displays the difficulty of each item. The more difficult items are evident in the larger logit measures, and the easier items are evident in the smaller logit measures. The most difficult item was Item 23 ("ensemble performs with consistently good intonation in all registers"; observed average = 1.95, logit measure = 1.68) and the easiest item was Item 10 ("tempi are appropriate for style of composition"; observed average = 3.14, logit measure = -1.18). Items that demonstrated overfit included Items 2, 10, 15, and 29. Items that demonstrated underfit included Items 1, 3, 4, 5, 22, 33, and 34 . This provided grounds for removal from the final rating scale, which also meant that these items would not be used in the development of the rubric. Misfit items do not adequately contribute to the rating of string performance evaluation, so they should not be kept in Table 2 . Analysis indicates significant differences between performances (χ 2 =1383.0, p < .01), raters (χ 2 =1030.1, p < .01), and item stems (χ 2 = 542.6, p < .01). Good data fit is evident in that the mean square fit values (infit MSE and outfit MSE) are close to the expected value of 1.00. Acceptable range for productive parameter-level mean square statistics is between 0.80 and 1.20, according to Wright and Linacre (1994) and Engelhard (2009) . Therefore, the reliability of separation for performances (Rel performances = .97), raters (Rel raters = .98), and items (Rel items = .93), shows an adequate amount of separation to confirm the construct validity of the measurement instrument. This might be more clearly understood by saying that there is 97% reliability that this assessment tool distinguishes the level of achievement of each of these performances. Thus, the final rating scale can be considered valid because the results are independent from the performances, raters, and items used to construct the rating scale. Table 2 provides information that can be used to provide the analysis necessary to answer the first research question. Rating scale category diagnostics. The original 38 item stems were extracted from an original item pool previously developed by Zdzinski and Barnes (2002) . Following the study, misfit items were removed from the item pool and the rating scale was closely studied in order to determine the best structure for the remaining items (Linacre, 2002) . In order to improve validity of the rating scale, modification of the structuring was made to provide for a more exact description of the performances. This was completed under the assumption that each category is not considered to be equal distance from the previous or subsequent categories. Making such changes will improve the ability and ease associated with the use of the model in future applications as well as its validity and reliability. Table 3 provides the data that was taken into consideration when collapsing the rating scale structure. Frequency counts were investigated based on Linacre's (2002) recommendation of 10 uses per category. Any categories with less than 10 uses for certain items were collapsed in order to represent the best possible structure for those specific items and to avoid skewed distribution of item usage. , and Item 38 (Category 1) were collapsed into adjacent categories (based on frequency counts) in order to better serve the rating scale structure. Outfit mean squares (MSE) were examined for values ≥ 2.0 because such values would indicate excessive sporadic measures in the ratings. Items 21 and 25 (Category 4) were collapsed into adjacent categories in order to better serve the rating scale structure. Lastly, average observed logit measures were examined for violations of monotonicity. Monotonicity is the continuous advancement of step calibrations (Andrich, 1996) . Agreement of monotonicity operates under the assumption that strongly agree is more difficult to endorse than agree and so forth. Therefore, if an item showed a violation in this monotonicity in the difficulty to endorse, the structure was collapsed. Item 10 was the only item that demonstrated violations of monotonicity and was therefore collapsed. Item 10 had already been discarded due to overfit, but if this was not the case, this would mean that only disagree or agree options were needed, as opposed to four separate Likert scale categories in the final rating scale. Without a qualitative investigation with the raters, it is hard to determine what might cause this result. Only an assumption can be made because an investigation such as this is outside of the scope of this study. In this study, the quantitative results of the rating scale category structure optimization based upon the analytics is the primary focus. Collapsing this item prior to developing the final rating scale would contribute to the usability of the final rubric in that raters would more easily be able to rate tempi by either disagreeing or agreeing that the tempi were appropriate for the style of the composition. (48) 42 (42) 8 (8 A finalized version of the String Performance Rating Scale is shown in Appendix D. The final rating scale reflects the absence of discarded items as well as the modifications made to the structure of each item. These modifications were decided based on frequency of use, outfit measures, and monotonicity. The information provided in Table  3 and Appendix D can be used to answer the third research question.
Calibration of items. The calibration of items is presented in

Rubric development and defining performance criteria descriptors.
Following the investigation of quantitative results for the rating scale, three content experts engaged in ex post facto qualitative analyses through the development of descriptors for each of the rating scale categories. This step was necessary in order to develop a rubric that would be considered useable in future string larger ensemble performance evaluation situations. The resulting rubric will allow for feedback to be shared with performers following the evaluation process and will be easier for raters to use in future evaluation settings.
The content experts provided the expertise needed to develop a rubric that reflected the appropriate wording and descriptions for each item in a way that would be meaningful to the middle school and high school string performance community. Careful consideration was taken to eliminate repetition and to ensure clarity and precision for each of the items in the rating scale. The original directionality within each item was removed in order to maintain a content-specific and non-directional learning outcome.
Preestablished anchors were used to develop statements for each criterion performance level descriptors (Vagias, 2006) . Anchor selection included the categories of quality (Item 6), detraction (Items 7, 9, 17, 19, and 27) , effectiveness (Items 8, 16, and 35), appropriateness (Item 11), frequency (Items 13, 14, 20, 21, 24, 26, 32, 37, and 38) , problem (Items 18, 23, and 28), acceptability (Item 25), influence (Item 30), desirability (Item 31), and satisfaction (Item 36). The finalized rubric is shown in Figure 2 .
C O N C L U S I O N S A N D F U T U R E R E S E A R C H
The first research question addresses how Rasch measurement analysis is used to reveal the psychometric quality (the validity and reliability) of the assessment used to evaluate large ensemble string performance. The item stems, raters, and performances were measured independent of one another, and the resulting metrics for each were used to determine which of each of the items, raters, and performances fit the model. This discernment between fit and misfit items, raters, and performances addresses the validity of the rating scale. Individual items that were considered to be misfit (outside of 0.80 and 1.20 logits) were discarded in favor of the items that adhered to the model.
The resulting rating scale is also considered to be reliable because a high reliability of separation is evident for persons, items, and performances. This reliability of separation (Rel performances = .97, Rel raters = .98, and Rel items = .93) increases the confidence that each of the measures accurately separates the facets that were measured. The high reliability of separation confirms that the characteristics were measured independent of one another within the context of the assessment. The material was carefully examined in order to verify that the items accurately represented the construct that was being measured and any impeding material was omitted. Three content experts accounted for the validity of the items during initial reading, collection of materials, and discussion of the nature of the items. As a result of the psychometric analysis, 11 of the 38 items were considered misfit based on infit and outfit metrics. The 11 items that were removed only increase the future functionality of the measurement. Any items considered underfitting were too muted and did not provide enough variety in order to be considered valid, whereas the overfitting items were considered to be too sporadic and failed to adequately contribute to the scoring process. Items 6, 7, 8, 9, 11, 12, 13, 14, 16, 17, 18, 19, 20, 21, 23, 24, 25, 26, 27, 28, 30, 31, 32, 35, 36, 37 , and 38 were considered to be valid because they fit the model (see Appendix D here: http://bcrme.press.illinois.edu/media/215/).
There are small standard errors associated with each rater and item that contributes to the degree in which the newly developed rating scale can be used for further investigation. This also contributes to evidence of strong precision. The precision and reliability evidence demonstrates that the measure was able to adequately distinguish between high and low performances while using the logit continuum. Further implications include the possibility of predicting the level of difficulty for items prior to data collection due to the fact that the sample is independent from the data to model fit. This particular aspect of the results could help in preparation efforts for ensemble rehearsals in the music classroom.
The second research question addresses how the items vary in difficulty, the raters in severity, and the ensembles in performance achievement. The variable map shows how each of these facets vary. In terms of items, the more difficult items to endorse are closer to the top and the easier items to endorse are at the bottom (Figure 1 ). Item 23 is considered to be the most difficult item to endorse ("ensemble performs with consistently good intonation in all registers"), and item 32 is considered to be the easiest item that fit the model ("stylistically appropriate articulations"). Item 10 cannot be considered the easiest item to endorse because the item was considered misfit (1.47 logits) and was therefore discarded.
Items that did not fit the model were considered invalid and were therefore discarded. Each of the four a priori categories contained item stems that were discarded. Five of the nine item stems from the tone production category were discarded, and each of those five item stems discarded were positively worded (Items 1, 2, 3, 4, and 5). Item 2 ("players use sufficient bow weight") was overfit, but the remaining discarded tone production items were underfit. This implies that raters might not be able to adequately describe tone production in a positive manner, or perhaps the raters have unrealistic expectations for what a characteristic tone might sound like in an exemplar string ensemble performance. Replication of this study might allow for more item stems relating to tone production to be tested in order to hopefully be able to provide more descriptors for this category in the final rating scale.
Two stems from the rhythm and pulse accuracy category were discarded (Items 10 and 15). Both of these items were considered overfit; Item 10 was positively worded and Item 15 was negatively worded. In contrast to the tone production category wherein 50% of the items were discarded, only 20% of the rhythm and pulse accuracy stems were discarded. The remaining items that were discarded were considered underfit. Two items from the pitch and intonation accuracy were discarded (Items 22 and 29). Item 22 was positively worded, and Item 29 was negatively worded. Two items were discarded from the expressive qualities/stylistic interpretation category (Items 33 and 34) . Both of these items were positively worded. Aside from the five tone production item stems that were discarded, it seems as if the other stems that were discarded could perhaps be hard to hear and discern a true rating with the absence of a score during string performance.
Though modification is a possibility for future studies, the adaptation of the misfit items was outside of the scope of this study. For this reason, any items that did not fit the model were discarded and not included in the final rating scale or in the rubric. Future replications of the study would allow for the introduction of more stems in order to provide opportunities to further discover the unidimensionality and possible modification of such stems in order to counteract multidimensionality.
The third research question addresses the structure of the rating scale. The researchers investigated the null hypothesis that the original items share an identical response structure. This consideration provided the opportunity to show that the item stems do not all share the same structure. Inconsistencies in terms of monotonicity, frequency of use, and aspects of predictability provide evidence of the notion that item stems require different levels of answer responses according to the difficulty to endorse. The null hypothesis was rejected. The modifications that were made through collapsing the structure of certain item stems helped to improve the data to model fit. This collapsing also contributes to the overall usability of the rubric. For certain stems, it will suffice for future raters to either agree or disagree, not having to choose between strongly agree and strongly disagree for what are considered to be items that are more dichotomous in nature. Table 3 and Appendix D provide information that can be used to investigate the third research question.
The third research question also contributes to the overall usability of the final rubric. The changes in structure contributed to usability in that future raters will be able to better use the rubric in order to evaluate live performances of large string ensembles under specific time constraints that are typically characteristic of these situations. The overwhelming number of 38 original items, each with four levels of rating, was greatly reduced through the course of the study in order to create a valid, reliable, and more user-friendly rubric for the intended application.
The Rasch partial credit measurement model is ideal for this situation because the data can be treated differently in order to provide an accurate reading as to specific performance levels. Previous scoring practices operate under the assumption that rubric 28 data is considered to be interval-level data, but in this instance, the data received is actually ordinal-level data. The Rasch measurement model transforms the data from ordinal to interval data through metrics. Receiving data at a higher level means that the data is more meaningful in terms of how it relates to other and future performances. In developing this model, the data can be seen as counts that are directly correlated to a common measure as opposed to isolated measures that cannot be aligned with the overall relationship between the facets that were measured. This adjustment in data increases the possibility of the development of a validated assessment measure that should and can ideally be developed in relation to the predetermined standards for performance.
With its predictive nature, perhaps the most important future implication of a validated rating scale lies in its capability to be used in training and aligning those practices of individuals who rate performances. Rater severity measures can be used to help raters understand how performances should be evaluated in an effort to adequately align the opinions of those who serve as judges in such performance evaluation situations. The development of the rubric is an important process and can be revealing. However, future replications and uses of the scale itself can be used in order to help develop a more valid, reliable, and meaningful rating process for students, teachers, administrators, community members, and teacher candidates. This newly developed rubric can be used to provide valid and reliable empirical evidence of student performance achievement. Specifically, in a performance-based classroom setting that primarily utilizes rater-mediated assessments, this rubric provides a way for music educators to objectively rate and evaluate string ensemble performances.
As data-driven efforts continue to progress in the educational setting, the use of such rubrics in music performance evaluation will become a necessity. In moving forward, this particular rubric needs to be retested using a different population, including classroom teachers, in order to confirm that a distinction between expert raters and classroom teachers would yield positive results. As was evident in the pilot test of the Model Cornerstone Assessments, teachers evaluating their own student work and outside expert evaluators evaluating the same work did not demonstrate any form of differential rater functioning (i.e., bias) based upon their population grouping (Model Cornerstone Assessments, 2015). There is a high level of confidence that a continuation of the research and development of this rubric would yield the same positive results in future retesting. As such, a continued focus is needed to provide such performance assessment measures for the music education community.
This continued development of these assessment measures needs to involve the rigorous and concentrated efforts of content experts, expert raters, psychometric analysts, and influential political and community individuals as well. Once established and agreed upon, content experts and stakeholders could work to establish a valid and reliable assessment system that would provide achievement levels and descriptive forms of feedback for those performances that are either in need of improvement or should be commended for serving as an adequate model for future exemplary performance status.
The development of a valid rating scale also provides pedagogical speaking points for music teacher training programs. Specifically, the ranking of items in terms of difficulty presents the opportunity for preservice teachers to engage in meaningful conversations about the components of string performance and which items are going to be the most difficult. Helping teachers to discover and discuss the difficult aspects of rating string performance can help teacher candidates to formulate teaching strategies and approaches that will be effective. Furthermore, assuming that there is good data to model fit will provide the opportunity for stellar performances to be identified and will therefore supply preservice teachers and novice teachers with the ability to listen to exemplars as they learn how to achieve the same performance standard. Essentially, a valid and reliable string performance rating scale will help string music educators to better understand what distinguishes a great performance from a mediocre performance, therefore assisting teachers in being able to better align instruction in the classroom with valid and meaningful assessment processes.
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