This article gives a separation between quantum and classical models in pure (i.e., noncryptographic) computing abilities with no restriction on the amount of available computing resources, by considering the exact solvability of the leader election problem in anonymous networks, a celebrated unsolvable problem in classical distributed computing. The goal of the leader election problem is to elect a unique leader from among distributed parties. In an anonymous network, all parties with the same number of communication links are identical. It is well-known that no classical algorithm can exactly solve (i.e., in bounded time without error) the leader election problem in anonymous networks, even if the number of parties is given. This article devises a quantum algorithm that, if the number of parties is given, exactly solves the problem for any network topology in polynomial rounds with polynomial communication/time complexity with respect to the number of parties, when the parties are connected with quantum communication links and they have the ability of quantum computing. Our algorithm works even when only an upper bound of the number of parties is given. In such a case, no classical algorithm can solve the problem even under the zero-error setting, the setting in which error is not allowed but running time may be unbounded. 
INTRODUCTION

Background
Quantum computation and communication turn out to be much more powerful than the classical equivalents in various computational tasks. Perhaps the most exciting developments in quantum computation would be the polynomial-time quantum 1:2 S. Tani et al. algorithms for factoring integers and computing discrete logarithms invented by Shor [1997] ; these give separations of quantum and classical computation in terms of the amount of computational resources required to solve the problems, on the assumption that the problems are hard to solve in polynomial time with classical algorithms. From a practical point of view, the algorithms also have a great impact on the real cryptosystems used in e-commerce, since most of them assume the hardness of integer factoring or discrete logarithms for their security. Many other quantum algorithms (e.g., Grover [1996] , Brassard et al. [2002] , Childs et al. [2003] , Szegedy [2004] , Ambainis [2007] , Farhi et al. [2008] , Reichardt andŠpalek [2008] , Reichardt [2009] , Ambainis et al. [2010] , Magniez et al. [2011] , Lee et al. [2011] ) and quantum communication protocols (e.g., Buhrman et al. [1998 Buhrman et al. [ , 2001 , Raz [1999] , Bar-Yossef et al. [2008] , Gavinsky et al. [2008] , Regev and Klartag [2011] ) have been proposed to give separations of quantum and classical models in terms of the amount of computational resources (e.g., computational steps, communicated bits, or work space) needed to compute some functions.
From the viewpoint of computability, there are many results on languages recognizable by quantum automata (e.g., Kondacs and Watrous [1997] , Ambainis and Freivalds [1998] , Amano and Iwama [1999] , Yamasaki et al. [2002] , Ambainis and Watrous [2002] , Yamasaki et al. [2005] ); they showed that there are some languages that quantum automata can recognize but their classical counterparts cannot. These give separations of quantum and classical models in terms of computability, when placing a sort of restriction on the amount of available computing resources (i.e., the number of internal states) of the models.
In the cryptographic field, the most remarkable quantum result would be the quantum key distribution protocols [Bennett and Brassard 1984; Bennett 1992 ] that have been proved unconditionally secure [Lo and Chau 1999; Mayers 2001; Shor and Preskill 2000; Tamaki et al. 2003 ]. In contrast, no unconditionally secure key distribution protocol is possible in classical settings. Many other studies demonstrate the superiority of quantum computation and communication for cryptography (e.g., Dumais et al. [2000] , Crépeau et al. [2001 Crépeau et al. [ , 2002 , Barnum et al. [2002] , Ambainis et al. [2004] , Ambainis [2004] ; Mochon [2004] , Kerenidis [2009, 2011] , Broadbent et al. [2009] ).
This article gives a separation of quantum and classical abilities for a distributed computational task with no restriction on the amount of available computing resources, under the assumption that no faults and no cheating parties exist; the key advance is to prove the exact quantum solvability of the leader election problem in anonymous networks, a celebrated deterministically unsolvable problem in distributed computing. For the fault-tolerant distributed computing, Ben-Or and Hassidim [2005] give an unbounded quantum-classical separation in terms of the expected number of rounds that are required to solve the Byzantine agreement problem against a strong full information and dynamic adversary.
The leader election problem is a core problem in distributed computing in the sense that, once it is solved, it becomes possible to efficiently solve many fundamental problems in distributed computing such as constructing a spanning tree and computing functions on distributed inputs (see, e.g., the textbook by Lynch [1996] ). The goal of the leader election problem is to elect a unique leader from among distributed parties. When each party has a unique identifier, the problem can be deterministically solved by selecting the party that has the largest identifier as the leader; many classical deterministic algorithms in this setting have been proposed (e.g., Dolev et al. [1982] , Peterson [1982] , Gallager et al. [1983] , Frederickson and Lynch [1987] , van Leeuwen and Tan [1987] ). Angluin [1980] initiated the studies for the more general cases (called the anonymous networks) wherein all parties with the same number of Exact Quantum Algorithms for the Leader Election Problem 1:3 communication links are identical, which was followed by many works (e.g., Itai and Rodeh [1990] , Kameda [1996a, 1996b] , Vigna [1999, 2002] ). In this setting, any pair of parties with the same number of communication links are supposed to be in the same initial state and to run the same algorithm; if there are two parties who begin with different initial states or run different algorithms, they can be distinguished by regarding their initial states or algorithms as their identifiers. For instance, the following simple algorithm satisfies this condition: Initially, all parties are eligible to be a unique leader, and repeat a subroutine that drops eligible parties until only one party remains eligible. In the subroutine: (1) every eligible party independently generates a random bit, (2) all parties then collaborate to check if all eligible parties have the same bit, and (3) if not, the eligible parties having bit "0" are made ineligible (otherwise nothing changes). Thus, the problem can be solved probabilistically. Obviously, there is a positive probability that all parties get an identical value from independent random bit generators, and this algorithm thus cannot solve the problem exactly (i.e., in bounded time and with zero error). In fact, Yamashita and Kameda [1996a] proved that no classical algorithm can exactly solve the problem for a broad class of network topologies that have a certain symmetric property (e.g., rings), even if the network topology (and thus the number of parties) is known to each party prior to the algorithm invocation. The situation is unchanged even if every party is allowed to share a common random string. When every party is given only an upper bound of the number of parties, even zero-error algorithms do not exist in general in the classical setting, which is rigorously discussed in terms of graph covering by Angluin [1980] . For instance, Itai and Rodeh [1990] pointed out that no zero-error classical algorithms exist for a ring, when the given upper bound is more than twice the actual number.
Our Results
We consider the distributed computing model in which the network is anonymous and consists of the parties with quantum computing ability and quantum communication links 1 . In this model, we give an exact quantum algorithm which, if the number of parties is given, elects a unique leader from among n parties with polynomial time/communication complexities for any topology of synchronous networks (note that no party knows the topology of the network). Throughout this article, by time complexity we mean the maximum number of steps, including steps for the local computation necessary for each party to execute the protocol, where the maximum is taken over all parties. In synchronous networks, the number of simultaneous message passings is also an important measure. Each turn of simultaneous message passing is referred to as a round. In asynchronous network, the length of the longest chains of messages is referred to the number of rounds by convention.
We first summarize our results. Our algorithm exactly elects a unique leader on any anonymous network whose underlying graph is undirected, that is, any anonymous network with all communication links bidirectional (as will be discussed later, it still works with some modifications even if the underlying graph is directed). We assume throughout this article that the underlying graph is (strongly) connected. Our main result is stated as follows. Our algorithm works in a way similar to the simple probabilistic algorithm described in the previous subsection, except that it can reduce the number of parties even in the situations corresponding to the classical cases where all eligible parties obtain the same bit.
In the case where the underlying graph is directed, however, our algorithm does not work as it is. This is because it needs to invert some steps of the quantum computation and communication already performed to erase garbage for subsequent computation, as will be described later, and these inverting operations demand communication links be bidirectional in general. Fortunately, we can replace the inverting operations with measurements, local quantum operations, and classical communications of polynomially many bits so that the algorithm still works on any network topology whose underlying graph is directed (and, of course, strongly connected). Let r(n), t(n) and c(n) be the round, time, and communication complexities required in the worst case to exactly compute the parity of n bits distributed over any anonymous network. 
(n))) rounds and O(n(Dn + t(n))) time with O(n(mn + c(n)))-qubit communication over all parties.
Kranakis et al. [1994] gave a deterministic algorithm that exactly computes the parity of n distributed bits over n parties in an anonymous network with any undirected underlying graph in O(n 2 ) rounds and (Dn) O(1) time with O(mn 4 log n)-bit communication, where m and D are the number of edges and the maximum degree of the underlying graph, respectively. The result by Boldi and Vigna [2002] These algorithms are easily modified so that they work even on asynchronous networks. In addition, even if each party initially knows only an upper bound N of the number n of parties, they still work with input N instead of n. The complexities in this case are given simply by replacing every n by N. These corollaries imply that the exact number of parties can be computed if its upper bound is given. In contrast, no classical zero-error algorithm exists in such cases for any topology that has a cycle as its subgraph [Itai and Rodeh 1990] .
From a practical point of view, communication noise is inevitable and all physical devices have some limits to their precision. Thus, our algorithms cannot avoid errors in the practical sense. The errors, however, come solely from physical implementation issues. In contrast, any classical algorithm inevitably involves errors even if physical implementation is perfect: no classical algorithm exactly solves the problem even when the number of parties is given, and no classical algorithm solves it even with zero error when only an upper bound is given which may be more than twice the number of parties. Our results demonstrate examples of significant superiority in computational power of distributed quantum computing over its classical counterpart.
Basic Idea of the Algorithm
Recall the simple probabilistic algorithm introduced in Section 1.1. Namely, every party is eligible to become a unique leader at the beginning; every party then generates a random bit and all parties who get "0" are made ineligible (if all eligible parties get "0", no eligible parties are made ineligible); this trial is repeated until exactly one party remains eligible. This probabilistic algorithm cannot exactly elect a unique leader since, in each trial, ties occur with some positive probability (i.e., either all eligible parties get "1" or they all get "0").
The basic idea of our algorithm is to quantize the preceding probabilistic algorithm and break the ties with certainty by transforming the "tie" quantum state into a "non-tie" quantum state. More concretely, every eligible party creates (|0 + |1 )/ √ 2 instead of a random bit. Then, the entire state over all eligible parties is | := (|0 + |1 )/ √ 2 ⊗|S| , where S is the set of eligible parties. Next, all parties collaborate to project | onto the orthogonal subspaces corresponding to "tie" and "non-tie", respectively. After the projection, the entire state over all eligible parties is either a tie state, that is, the |S|-qubit cat state
In the former case, corresponding to "tie", parties can break the tie with certainty by each party applying a local quantum operator to his share of the cat state. A fact that we need to care about is that the local quantum operator depends on the value of |S|, and no party knows it. Our algorithm is so structured that it works without knowing |S|: if every party uses a guess k := n − i + 1 at |S| at the ith trial, a unique leader will be elected with certainty after the (n − 1)st trial. Gavoille et al. [2009] discussed the relation between several network models that differ in available quantum resources. For the fault-tolerant distributed quantum computing, Ben-Or and Hassidim [2005] gave an unbounded quantum-classical separation in terms of the expected number of rounds for the Byzantine agreement problem. In the cryptographic context where there may be cheating parties, Aharon and Silman [2010] and Ganz [2009] gave a quantum algorithm that elects a unique leader with a small bias.
Organization of the Article
Section 2 defines the network model and the leader election problem in an anonymous network. Section 3 first gives the algorithm when the number of parties is given to every party, and then generalizes it to the case where only an upper bound of the number of parties is given. Section 4 modifies the algorithm so that it works even if the underlying graph is directed. Finally, Section 5 concludes.
PRELIMINARIES
Quantum Computation
We briefly introduce quantum computation (for more detailed introduction, see the standard textbooks [Nielsen and Chuang 2000; Kitaev et al. 2002; Kaye et al. 2007] ). A unit of quantum information corresponding to a bit is called a qubit. A pure quantum state (or simply a pure state) of the quantum system consisting of n qubits is a vector of unit length in the 2 n -dimensional Hilbert space. For any orthonormal basis {|B 0 , . . . , |B 2 n −1 } of the space, any pure state can be represented by
In particular, the orthonormal basis {|0 , . . . , |2 n − 1 } is called the computational basis. If the quantum system is measured with respect to any orthonormal basis {|B 0 , . . . , |B 2 n −1 }, the probability of observing the basis state |B i is |α i | 2 . As a result of the measurement, the state is projected to the observed basis state (this kind of measurement is called projective measurement, and a more general measurement, POVM measurement, can be implemented as projective measurement with ancilla qubits). Measurement can also be performed on a part of the system, that is, some of the qubits forming the system. For example, suppose that a state 2 n −1 i=0 α i |B i is expressed as |φ 0 |0 + |φ 1 |1 . If we measure the last qubit with respect to the basis {|0 , |1 }, we obtain |0 with probability φ 0 |φ 0 and |1 with probability φ 1 |φ 1 , where φ|ψ is the inner product of vectors |φ and |ψ , and the first n − 1 qubits collapse to |φ 0 / √ φ 0 |φ 0 and |φ 1 / √ φ 1 |φ 1 , respectively. In the same way, we may measure the system with respect to other bases. In order to perform computation on a quantum system, we transform a quantum state of the system into another state. Every quantum transformation can be described with unitary operators and projective measurements, possibly introducing ancilla qubits.
The Distributed Network Model
A classical network (or distributed system) consists of multiple parties and bidirectional/unidirectional classical communication links connecting parties. In a quantum network, every party can perform quantum computation and communication, and each adjacent pair of parties has a bidirectional/unidirectional quantum communication link between them. When the parties and links are regarded as nodes and edges, respectively, the topology of the network is expressed by an undirected/directed (strongly) connected graph, denoted by G = (V, E). In terms of graph theory, the underlying graph of the network defined before is simple, connected, and undirected (the simplicity condition is just for ease of intuitive understanding; in fact, none of our algorithms uses the condition and they thus work even in nonsimple cases). In what follows, we may identify each party/link with its corresponding node/edge in the underlying graph for the network, if it is not confusing. We shall first define several notions for undirected underlying graphs according to the definitions given by Yamashita and Kameda [1996a] . Every party has ports corresponding one-to-one to communication links incident to the party. Every port of party l has a unique label i for 1 ≤ i ≤ d l , where d l is the number of parties adjacent to party l. More formally, G has a port numbering, which is a set σ of functions {σ
Just for ease of explanation, we assume that port i of each party corresponds to the link connected to the ith adjacent party of the party. In our model, each party knows the number of his ports and can appropriately choose one of his ports whenever he transmits or receives a message. In the case where the underlying graph is directed, ports are defined in a similar way except that there are two types of ports, which are used for sending and receiving messages, respectively (the details are given in Appendix B).
Initially, every party l has local information I l (i.e., the information that only party l knows, such as his local state and the number of his adjacent parties) and global information I G (i.e., the information that all parties know [if it is given], such as the number of parties in the network) 3 . Every party l runs the same algorithm, which is given local and global informations, I l and I G , as its arguments. If all parties have the same local information except for the number of ports they have, the network and the parties in the network are said to be anonymous. In other words, all parties with the same number of the ports are identical. For instance, if the underlying graph is regular, all parties are identical. This article deals with only anonymous network, but may refer to a party with its index (e.g., party i) only for the purpose of simple description.
A network is either synchronous or asynchronous. In the synchronous case, all parties send and receive messages simultaneously in each unit interval, called a round. Following the manner in the textbook [Lynch 1996 ], one round consists of the following two sequential steps, where we assume that two (probabilistic) functions that generate messages and change local states are defined in the algorithm invoked by each party: (1) each party changes his local state according to a function of his current local state and the incoming messages, and then removes the messages from his ports; (2) each party then prepares messages and decides the ports through which the messages should be sent by using the other function of his current local state, and finally sends the messages via the ports. A network that is not synchronous is asynchronous. In asynchronous networks, the number of rounds required by an algorithm is defined 1:8 S. Tani et al. by convention as the length of the longest chains of messages sent during the execution of the algorithm.
Leader Election in Anonymous Networks
The leader election problem is formally defined as follows.
Definition 2.1 (n-Party Leader Election Problem (LE n )). Suppose that there is an nparty network with underlying graph G, and that each party i ∈ {1, 2, . . . , n} in the network has a variable y i initialized to 1. Set each y i to either 0 or 1 in such a way that y k = 1 for a certain k ∈ {1, 2, . . . , n} and y i = 0 for every i in the rest {1, 2, . . . , n} \ {k}.
When each party i has his own unique identifier, that is, I i = I j for all distinct i, j ∈ {1, . . . , n}, the leader election problem can be deterministically solved in (n) rounds in both synchronous and asynchronous cases [Lynch 1996 ].
The anonymous network was introduced by Angluin [1980] to understand fundamental properties of distributed computing by examining how much each party in a network needs to know about its identity, the identities of other parties, and the underlying graph of the network. In particular, she investigated the leader election problem on an anonymous network. Subsequently, Yamashita and Kameda [1996a] gave a necessary and sufficient condition on network topologies under which LE n can exactly be solved for given n. Their result implies that LE n cannot exactly be solved for a broad class of graphs, including rings, complete graphs, and certain families of regular graphs. Interested readers should consult Afek and Matias [1994] and Yamashita and Kameda [1999] and the references cited therein for detailed information about the leader election problem on anonymous networks. These studies clarify how (removing) the identities of parties and the symmetry of a network affect the ability of distributed computing.
QUANTUM LEADER ELECTION ALGORITHM FOR UNDIRECTED NETWORKS
In this section, we assume networks whose underlying graph is undirected. For simplicity, we also assume that the network is synchronous and each party knows the number of parties, n, prior to the algorithm invocation. It is easy to generalize our algorithm to the asynchronous case and to the case where only an upper bound N of the number of parties is given, as will be discussed at the end of this section.
First we introduce the concept of consistent and inconsistent strings. Suppose that each party l has a c-bit string x l ∈ {0, 1} c and let
cn . For convenience, we may consider that each x l is the binary expression of an integer, and identify string x l with the integer. Given a set S ⊆ {1, . . . , n}, string x is said to be consistent over S if x l has the same value for all l in S. Otherwise, x is said to be inconsistent over S. We also say that the cn-qubit pure state |ψ = x∈{0,1} cn α x |x shared by the n parties is consistent (inconsistent) over S if α x = 0 only for x's that are consistent (inconsistent) over S. Note that there are pure states that are neither consistent nor inconsistent over S (i.e., superpositions of both consistent string(s) and inconsistent string(s) over S). We may simply say "consistent/inconsistent strings/states" if the associated set S is clear from the context. We next define the consistency function C S : {0, 1} cn → {"consistent", "inconsistent"} that decides if a given string x ∈ {0, 1} cn is consistent over S. Namely, C S (x) returns "consistent" if x is consistent for any known orthonormal basis {|B j } j over the Hilbert space of known dimensions, we just say "copy" if it is not confusing (notice that this is not "cloning" and is thus realizable). For instance, if {|B j } j is the computational basis, this transformation can be performed with CNOT operations.
The Algorithm
Structure of the Algorithm. As in Section 1.3, the basic idea is that each party flips random coins to gradually decrease the number of parties that are eligible to become a unique leader. The algorithm consists of (n − 1) phases, each of which corresponds to a single coin-flipping performed by every eligible party. Let S i ⊆ {1, . . . , n} be the set of the indices of all the parties that are still eligible at the beginning of each phase i := 1, . . . , n − 1, and let S n be the set of such indices after finishing (n − 1) phases (note that the indices are used only for the purpose of explanation and no parties actually have such indices on an anonymous network). Initially, every party is eligible to become a unique leader, that is, S 1 = {1, . . . , n}. The algorithm works in such a way that S i ⊇ S i+1 for i = 1, . . . , n − 1 and |S n | = 1. Each phase i would make some (but not all) eligible parties ineligible with certainty, provided that |S i | were known to every party (as described later). However, parties do not know |S i | actually. They hence use a "guess",
We will show that the following facts hold:
-If the guess is correct (i.e., k i = |S i |), some (but not all) eligible parties become ineligible with certainty. -If the guess is not correct, either all eligible parties remain eligible or some (but not all) eligible parties become ineligible.
Hence, |S i | never becomes zero. We can further observe that k i is always an upper bound of |S i | (by induction on k i , which runs from n to 2). These facts imply that a unique leader is elected with certainty after running (n − 1) phases.
Operations of Phase i. First, each eligible party prepares the state (|0 + |1 )/ √ 2 in register X 0 , while each ineligible party prepares the state |0 in X 0 (actually, X 0 's of ineligible parties are not used, but we introduce them just for making it easy to see the entire state). The entire state over all parties' X 0 's is thus
where the first |S i | qubits represent the qubits in X 0 's of eligible parties. Next every party calls subroutine CONSISTENCY to compute the consistency function C S i for each basis state superposed in | (and stores the result into a new local register Y). Namely, CONSISTENCY transforms the entire state as follows (without loss of generality, we assume that the content of Y is initialized to "consistent"). We have
where every party has one of the last n qubits in his register Y (Section 3.2 describes how to compute this function in detail). Every party then measures the qubit in Y in the {|"consistent" , |"inconsistent" } basis. The resulting state in all X 0 's is thus
In the former case, the state is an inconsistent state and eligible parties can break symmetry by just measuring the qubits in their X 0 's. In the latter case, eligible parties share an |S i |-cat state, corresponding to the "ties". Eligible parties then try to transform the state into an inconsistent state by running a subroutine, which we call BREAK SYMMETRY (this subroutine is the main contribution of this article and its details are given in Section 3.3). In the subroutine, every eligible party prepares an ancilla qubit and applies local unitary operators determined by k i (ineligible parties do not perform any operation). Let X 1 be the register which stores the ancilla qubit. If k i = |S i |, then BREAK SYMMETRY transforms the state into an inconsistent state as follows.
Notice that the summation in the right side is taken over z ∈ {0,
|S i | }. Now every eligible party measures each qubit in X 0 and X 1 in the computational basis {|0 , |1 } to obtain a two-bit outcome. All parties then compute the maximum over all two-bit outcomes of eligible parties by running a classical subroutine, called FIND MAX. Finally, the eligible parties with the maximum value remain eligible, while the other eligible parties become ineligible. Obviously, some eligible parties remain eligible. In the case of k i = |S i |, parties may not share an inconsistent state (i.e., consistent strings may have nonzero amplitudes in the entire state) after running BREAK SYMMETRY. Therefore either all eligible parties remain eligible or some (but not all) eligible parties are made ineligible.
More precisely, each party performs Algorithm QLE with input status := "eligible" and n. Here, variable status represents the current status, "eligible" or "ineligible", of each party throughout the algorithm execution. The party who obtains the output "eligible" is the unique leader. Subroutines CONSISTENCY, FIND MAX, and BREAK SYMMETRY are described in the following subsections.
Checking Consistency and Finding the Maximum
Subroutine FIND MAX is a special case of the simple classical deterministic algorithm in Tel [1987] and Kranakis et al. [1994] . So is Subroutine CONSISTENCY, except that we Exact Quantum Algorithms for the Leader Election Problem 1:11 ALGORITHM QLE: Quantum leader election algorithm Input: a classical variable status ∈ {"eligible", "ineligible"}, an integer n Output: a classical variable status ∈ {"eligible", "ineligible"} prepare one-qubit quantum registers X 0 , X 1 , and Y; for k := n downto 2 do prepare the states |0 in X 1 and |"consistent" in Y; if status = "eligible" then prepare the state (|0 + |1 )/ √ 2 in X 0 else prepare |0 in X 0 ; perform CONSISTENCY with X 0 , Y, status and n; measure the qubit in Y in the {|"consistent" , |"inconsistent" } basis to get an outcome y; if y is "consistent" and status = "eligible" then perform BREAK SYMMETRY with X 0 , X 1 , and k; end L1 if status = "eligible" then measure the qubit in X i in the {|0 , |1 } basis to get an outcome x i for each i ∈ {0, 1}; let z be the non-negative integer expressed by x 1 x 0 (i.e., z := 2x 1 + x 0 ); else let z := −1; end L2 perform FIND MAX with z and n to know the maximum value z max of z over all parties; L3 if z = z max then let status := "ineligible"; end output status.
need quantization. For completeness, we will first show the classical algorithm, which computes any function with the properties described shortly, including the consistency function and the maximum function.
Let "•" be a commutative, associative, and idempotent binary operation over a set S; that is, the operation satisfies the following axioms for all a, b , c ∈ S:
Suppose that every party i has x i ∈ S. We then define a function
Function f • can be computed by the following simple algorithm. Every party sends his input to all his neighbors. After receiving values from all his neighbors, he applies operator "•" to the value he just sent and the values he received, and he again sends the result to all his neighbors. Every party repeats this procedure δ times for the diameter δ of the network and obtains the value of f • (if δ is unknown, it suffices to set δ := n − 1).
The correctness of the algorithm is almost obvious. Since the procedure is executed δ times, operator "•" is applied at least once to the input of every party. The order of applying operator "•" to each input does not affect the value of f • , due to commutativity and associativity of "•", nor does the number of times "•" is applied to the same input, due to idempotency.
As for the complexity, it is obvious that the algorithm works in δ ∈ O(n) rounds. Since parties communicate O( log |S| m) bits in each round for the number m of edges, the total communication complexity is O( log |S| mδ) ∈ O( log |S| mn). If we assume that |S| is a constant, which is sufficient for our case, a single application of operator "•" takes O(1) local steps and thus the time complexity is linear in the number of bits 
LEMMA 3.1. Suppose that every party has an integer value z in a constant-sized domain. If every party runs FIND MAX with z and n, then FIND MAX outputs the maximum value z max over z of all parties. FIND MAX takes O(n) rounds and O(Dn) time, and the total (classical) communication complexity over all parties is O(mn), where m and D are the number of edges and the maximum degree of the underlying graph, respectively.
We next move on to the quantum case. Suppose that parties are given an input in superposition
in their quantum registers X's, where x i is the content of X of party i. They then run the previous algorithm for each basis state, copy the result into a new log |S| -qubit register Y possessed by every party, and perform the inverse of the algorithm to erase garbage (since the underlying graph is undirected, the last operation can be realized by just a distributed version of a standard technique for erasing garbage in reversible computation models (e.g., see Nielsen and Chuang [2000, Section. 3 
.2.5])). The final state is then
The content of R (n) 0 has now been set to the value of f • . The remaining task is to copy the content of R (n) 0 to that of Y, and to invert the preceding operations to erase garbage, that is, the contents of R Table I . The Definition of Commutative Associative Idempotent Operator "•" over Set S = {0,1, * , ×}
Subroutine CONSISTENCY is a special case of the previous quantum algorithm (with a slight modification), which computes the consistency function. To do this, we define S = {0,1, * , ×}. At any time during the execution of the algorithm,0 (1) indicates that the inputs of the eligible parties that have been checked are all 0s (respectively, all 1s); " * " indicates that only the input of ineligible parties have been checked; "×" indicates that there exist both 0 and 1 among the inputs of eligible parties that have been checked. Accordingly, every eligible party first translates input "0" (input "1") into a new input "0" (respectively, input "1"), and every ineligible party first translates any input into a new input " * " (this operation is an easy modification of copying the content of X to that of R (1) 0 ). Let S be the set of the indices of all eligible parties. The function that the parties actually compute is a four-valued function over S, and its function value, that is, the content of R (n) 0 , directly gives the value of the consistency function C S by regarding "0" or "1" as "consistent" and "×" as "inconsistent" (notice that " * " would appear as the function value if and only if all parties were ineligible, but such an event never occurs in our case). LetĈ S be the four-valued function (every party thus performs a slight modification of copying the content of R (n) 0 to that of Y:
. It is not difficult to define operator "•" forĈ S . SinceĈ S depends only on the input values of eligible parties, " * " can be thought of as "don't-care". Thus, we define a • * = * • a = a for any a ∈ S. If we see both "0" and "1", meaning that some eligible parties have input "0" and other eligible parties have input "1", then we can conclude "inconsistent" (i.e., "×"): 0 •1 =1 •0 = ×. If we already find out inconsistency over some eligible parties, we can conclude "inconsistent" over all eligible parties. Thus, × • a = a • × = × for all a ∈ S. If we see two "0" each of which is received from two different neighbors, we can only say that all eligible parties that have been checked have input "0". Thus,0 •0 =0. Similarly,1 •1 =1. The definition of "•" is summarized in Table I . A full description of CONSISTENCY is given in Appendix A. LEMMA 3.2. Suppose that n parties each have two one-qubit registers X and Y. Further suppose that the quantum state over X's of all parties is
and that the state in Y of every party is initialized to |"consistent" . If every party runs CONSISTENCY with quantum registers X and Y, the resulting state over X's and Y's of all parties is
where S is the set of the indices of all eligible parties. CONSISTENCY takes O(n) rounds and O(Dn) time, and the total quantum communication complexity over all parties is O(mn)
, where m and D are the number of edges and the maximum degree of the underlying graph, respectively.
Breaking Symmetry
Recall that, in each phase i, every party performs subroutine BREAK SYMMETRY with registers X 0 and X 1 , and a guess k i of |S i |, when |S i | eligible parties share an |S i |-cat state in their X 0 's, where X 1 keeps a fresh ancilla qubit initialized to |0 .
We shall construct BREAK SYMMETRY so that, if k i is equal to |S i |, it transforms the
with the help of the |S i | ancilla qubits in X 1 's.
BREAK SYMMETRY consists of the following operation with two families of unitary operators {U k } k≥2: even and {V k } k≥3: odd , where U k and V k are operators over one qubit and two qubits, respectively.
Subroutine BREAK SYMMETRY Input: single-qubit registers X 0 and X 1 , and positive integer k Output: single-qubit registers X 0 and X 1 if k is even then apply U k ⊗ I to the qubits in X 0 and X 1 ; else copy the content of X 0 to that of X 1 (i.e., apply CNOT to the qubit in X 1 with the control qubit in X 0 ); apply V k to the qubits in X 0 and X 1 ; end The two families {U k } k≥2: even and {V k } k≥3: odd of unitary operators are defined as follows, so that the algorithm satisfies the two itemized facts given in the first paragraph in Section 3.1. We have
where k and k are the real and imaginary parts of e i π k , respectively. Matrix V k is well-defined since the denominator in any element of V k is positive as k + 1 > 0 and 2k > 0 for k ≥ 3. It is easy to see that U k and V k are unitary. The point is that, if k i = |S i |, the amplitudes of the states |00 ⊗|S i | , |01 ⊗|S i | , |10 ⊗|S i | , and |11 ⊗|S i | shared by the |S i | eligible parties in their registers X 0 and X 1 are simultaneously zero after every eligible party applies BREAK SYMMETRY. The next two lemmas describe this rigorously. PROOF. It is sufficient to prove that the amplitudes of states |0 ⊗k and |1 ⊗k are both zero after every party applies U k to his qubit. After every party applies U k , the amplitude of state |0 ⊗k is
The amplitude of state |1 ⊗k is
Remark 3.4. The preceding lemma holds for a family of unitary operators, in-
, where ψ and t are any fixed real and integer values, respectively.
The case for V k can be proved similarly. PROOF. We shall show that the amplitudes of states |00 ⊗k , |01 ⊗k , |10 ⊗k , and |11 ⊗k are all zero after each of the k parties applies V k to his two qubits. Here we assume that the ordering of the 2k qubits satisfies that party l has the (2l− 1)st and 2lth qubits for l = 1, 2, . . . , k. After each of the k parties applies V k , the amplitudes of states |00 ⊗k and |01 ⊗k are
The amplitude of state |10 ⊗k is 1 √ 2
since k is odd. The amplitude of state |11 ⊗k is obviously 0. PROOF. We claim that Algorithm QLE has the desired properties. The correctness of Algorithm QLE follows from Sections 3.1, 3.2, and 3. Furthermore, Algorithm QLE is easily modified so that it works even in the asynchronous settings. Recall that all parties receive messages via each port in each round. In the modified version, each party postpones performing the operations of the (i + 1)st round until he receives all messages that are supposed to be received in the ith round. If all communication links work in the first-in-first-out manner, it is easy to recognize the messages sent in the ith round for any i. Otherwise, we tag every message in order to know in which round every received message was sent, which increases the communication and time complexities by a factor of O(log n). These modifications enable us to simulate synchronous behavior in asynchronous networks. 
DEALING WITH DIRECTED NETWORKS
Algorithm QLE in the previous section does not work on a directed graph, since subroutine CONSISTENCY inverts message-exchange to erase garbage. This section modifies Algorithm QLE (and CONSISTENCY) so that it works even on directed graphs. Recall that CONSISTENCY sets the value of the consistency function to the content of register Y, followed by the inverting operation, in the case of undirected graphs. We first incorporate a slight modification into CONSISTENCY so that every party measures the qubit in Y in the basis {|"consistent" , |"inconsistent" } instead of applying the inverting operation. The key change is that, if the content of Y is |"consistent" , all parties collaborate to transform the entire state into a cat-state shared by eligible parties, with additional measurements, local quantum operations, and classical communications. Every party then performs BREAK SYMMETRY to transform the cat-state (i.e., a consistent state) into an inconsistent state (this succeeds only when k i = |S i | for the set S i of eligible parties), and proceeds to the blocks marked with "L1", "L2" and "L3" of Algorithm QLE. If the measurement result is |"inconsistent" , just do the blocks after preparing an ancilla qubit in register X 1 .
More concretely, it is not difficult to observe, from the definition of the consistency function, that if the outcome of measuring Y is "consistent", the contents of registers X 0 's of eligible parties must be either all zeros or all ones. In the all-zero case, the content of each R (t) i is set to either "0" or " * " in CONSISTENCY, and the corresponding basis state superposed in the entire state is
where M is the total number of registers R
i 's in the network and m is a certain integer satisfying n < m ≤ M (this lower bound is loose, but it does not matter). In the all-one case, the content is either "1" or " * ", and the corresponding basis state is
Note that the registers X 0 's of ineligible parties and the registers R
i 's storing qubits in state | * are unentangled with the rest, since their states depend only on the value of the classical variable status. The entire state is a uniform superposition of both of the two basis states given earlier, the entangled part of which is
on eligible parties' X 0 's and m of registers R
i 's. We will transform it into (|0 (|0
2 (we will describe soon how to compute the parity of the number). In the latter case, eligible parties perform the operator
This successfully transforms the state into an |S i |-cat state, when k i = |S i |. Since it holds with certainty that k i = |S i | in some phase i as in the undirected network case, the algorithm works.
To compute the parity of the total number of measuring |− , every party locally computes the parity of the number of his measuring |− . All parties then compute the parity of them by using, for instance, the classical algorithm in the next theorem. In the classical algorithm, every party constructs view, which is originally introduced by Yamashita and Kameda [1996a] , to gather all information on the network. Kranakis et al. [1994] assumes that every party knows the network topology and that the underlying graph is undirected. The algorithm still works without the knowledge of network topology in O(n 2 ) rounds with bit complexity O(mn 4 log n) (even if the underlying graph is directed [Boldi and Vigna 2002] ). Although the time complexity is not mentioned in Kranakis et al. [1994] , one can show that it is bounded by (Dn) O(1) by using an argument similar to that in Tani [2012, Section 6] . 
CONCLUSION
It is well-known that the leader election problem in an anonymous network cannot exactly be solved classically for a certain broad class of network topologies, even if all parties know the exact number of parties. This article gave a quantum algorithm that exactly solves the problem with polynomial round/time/communication complexities for any topology of anonymous networks when each party initially knows the number n of parties (they do not need to know the network topology). Our quantum leader election algorithm exactly solves the problem even when each party initially knows only an upper bound of the number of parties, whereas, for any topology with cycles, no classical zero-error algorithm exists for the problem if the given upper bound is more than twice the number of the parties.
Our algorithms use unitary gates depending on the number of parties that are eligible to be a leader during their execution. The algorithms thus require a set of elementary unitary gates whose size is linear in the number of parties. From a practical point of view, however, it would be desirable to perform leader election for any number of parties by using a fixed and constant-sized set of elementary unitary gates. It is open as to whether the leader election problem can, in an anonymous network, be exactly solved in the quantum setting by using a constant-sized gate set.
It would also be interesting to improve the upper bounds and find lower bounds of the complexities of solving the problem. In general, however, it is difficult to optimize both communication complexity and round complexity simultaneously. A reasonable direction would be to clarify the trade-off between them. As for communication complexity, quantum communication cost per qubit would be quite different from classical communication cost per bit. Hence, it is also a natural open question as to what can be shown on the trade-off between quantum and classical communication complexities, and in particular, as to how much we can reduce the amount of qubit communication.
It is also open whether the problem can be solved by a processor terminating algorithm (i.e., an algorithm that terminates when every party enters a halting state) in the quantum setting even without knowing the upper bound of the number of parties. In this situation, there are just message-terminating algorithms with bounded error in the classical setting. 
APPENDIX A. SUBROUTINE CONSISTENCY
A full description of Subroutine CONSISTENCY is given as follows, where the binary operator • is defined in Table I .
Subroutine CONSISTENCY Input: single-qubit quantum registers X 0 and Y, a classical variable status ∈ {"eligible", "ineligible"}, and an integer n Output: single-qubit quantum registers X 0 and Y prepare two-qubit quantum registers R In a quantum network (or distributed system), every party can perform quantum computation and communication, and each pair of parties has at most one unidirectional quantum communication link in each direction between them. For each pair of parties, there is at least one directed path between them for each direction. When the parties and links are regarded as nodes and edges, respectively, the topology of the network is expressed by a strongly connected (directed) graph, denoted by G = (V, E). Every party has two types of ports: in-ports and out-ports; they correspond one-to-one to incoming and outgoing communication links, respectively, incident to the party. Every in-port of party l is uniquely labeled with i for 1 ≤ i ≤ d are the number of the in-ports and out-ports, respectively, of party l. For G = (V, E), the port numbering σ is defined in the same way as in the case of the undirected graph model. Just for ease of explanation, we assume that in-port i of party l corresponds to the incoming communication link connected to the ith party among all adjacent parties that have an outgoing communication link destined to party l; out-port j of party l is also interpreted in a similar way.
