Ensayo experimental sobre métodos de estudio by Arroyo del Castillo, Victorino
E N S AY O  E X P E R I M E NTA L  S O B R E M ÉTO D O S
D E  E STU D I O  
El estudio tiene una doble finalidad : conquista de la verdad, por un 
lado, y comunicación de la verdad, por otro. Desde un punto de vista 
metodológico, el° segundo de los fines da lugar a toda una didáctica de la 
enseñanza ; el primero, daría lugar a una metodología del estudio, que 
quizá haya estado absorbida por una abundante metodología de la ense­
ñanza. Y es que, en definitiva, parece más difícil saber cómo se debe estu­
diar que cómo se debe enseñar. 
El fin que nos hemos propuesto al realizar este ensayo ha sido el de 
contrastar y comparar la eficiencia de dos métodos o procedimientos de 
estudio más usuales y corrientes en la vida estudiantil ( 1) .  
Experiencia y datos estadísticos. 
Los métodos cuya eficacia hemos intentado contrastar han sido los 
sigui en tes : 
A) Leer y volver a leer, en su totalidad, el texto sin tomar nota grá­
fica alguna. 
B) Leer y resumir, por escrito, el texto que se estudia.
Hipótesis.-Desde un punto de vista teórico puede darse ia primacía a 
cualquiera de ellos. Para algunos autores el hecho de resumir o el de con­
feccionar un esquema o el de elaborar una sinopsis de la lección durante 
el período de estudio, asegura a los alumnos la doble ventaja de discri­
minar mejor y de estructurar bien lo que estudian ; otros autores, por er 
contrario, sostienen que una buena parte del tiempo de estudio se desper­
dicia en tomar notas incoordinadas y que los alumnos sólo adquieren con 
ellos unos malos hábitos de trabajo ( 2).  
· ( 1 )  E l  presente ensayo fué realizado siendo becario del Instituto «San José de 
Ce.lasanz». Desde estas líneas exPresamos nuestra sincera gratitud y reconocimiento 
a don VÍCTOR GARCÍA Hoz . por su generosidad y estímulo ; a don JosÉ FERNÁNDEZ 
HUERTA, por su dirección y ayuda : y a don Lms ALONSO FERNÁNDEZ, Director de le. 
Escuele. del Magisterio. por las facilidades prestadas en la realización de este ensayo. 
(2) BUYsE, R. : La experimentación en Pedagogía. Edit. Labor. Barcelona, 1937, 
página 287. 
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2. Operaciones.-Confeccionada la tabla anterior, en el grupo I nos da 
los siguientes resultados : 
a) L T2 = 288. 161 ; 288.161 : 100 = 2.881,61.
b) _¿ (T)2 = 4. 1852 = 17.514.225 ; 17.514.225 : 6.300 = 2.780,03.
e) N = 63.
d) n = 100.
e) L Pi = 4.185.
f) L P 1' = 191.399.
g) Varianza entre sujetos:
I: (T)2 
-- - ---
n n . N
288.161 
100 
h) Varianza entre elementos:
-- - ---
N n . N 
i) Varianza total:
L (T)2 
191.399 
63 
L T - --- = 4.185 -
n . N 
17.514.225 
6.300 
17.514.225 
6.300 
= 101.58 
= 258,05 
17.514.225 
6.300 
= 1.404,97 
METODOS DE ESTUDIO 
Suma 
Origen varianza de cuadros 
Entre sujetos . . . . . . . . . . . . . . 101,58 
Entre elementos . . . . . . . . .  258,05 
Residual . . . . . . . . . . . . . . . . . . . .  1 .045,34 
Total · · · · · · · · · · · · · · · · · · · · · 1 .404,97 
j) Fidelidad:
s: - s: 
ru = ----
s '  t 
g. l. Varianza F. 1 % 
62 1.636 
99 2.603 
6.138 0,170 
6.299 
1.636 - 0, 170 
1.636 
9,6 
15,3 
- 0,89 
129 
Hipótesis 
Rechazada. 
En el grupo II, y por igual procedimiento, obtuvimos una fidelidad de 0,90. 
Como lo que pretendemos a través de todo el proceso anterior es ver la 
consistencia interna de la prueba, hemos de darnos cuenta de que cuanto 
menor sea la varianza residual respecto de las otras varianzas, de sujetos 
y elementos, mayor será dicha consistencia interna. La más amplia consis­
tencia vendría representada por una varianza residual igual a cero. 
En el grupo I, la varianza residual es igual a 0,170. Y nos preguntamos : 
¿Este alejamiento de cero es estadísticamente significativo? Lo averiguamos 
mediante la prueba de F, que viene a expresar la relación entre las varian­
zas de sujetos y elementos, por un lado ; y residual, por otro. Es decir, que 
dividiendo la varianza entre sujetos por la residual ( 1 ,636 : 0,170), nos da 
un cociente F igual a 9,6. Y dividiendo la varianza entre elementos por la 
residual ( 2,603 : 0,170), nos da un cociente F igual a 15,3. 
Ahora hemos de comprobar si estos índices F son admisibles estadísti­
camente, y a qué nivel de confianza. El nivel que hemos impuesto en nues­
tro ensayo es el del 1 por 100. Y consultadas las Tablas de F (Fisher-Snede­
cor), teniendo en cuenta los grados de libertad (g. l.), obtenemos los si­
guientes resultados : 
Las tablas nos dicen que una F igual a 9,6 con 62 y 6.138 g. l., la F que 
deberíamos haber obtenido habría de ser igual o mayor a 1,59 para que 
fuera significativa al 1 por 100. Y como la que hemos obtenido es igual 
a 9,6, podemos afirmar que es ampliamente significativa. 
La otra F, resultante de la relación entre la varianza de elementos y la 
residual, es igual a 15,3 con 99 y 6.138 g. l. Al mismo nivel de confianza 
las tablas nos dicen que para ser significativa la F obtenida habría de ser 
igual o mayor que 1,43. Luego es también altamente significativa. 
Todo ello nos viene a decir que la prueba que venimos considerando de­
termina bien las diferencias individuales entre los sujetos ; que los elemen­
tos son de distinta dificultad ; y que podemos rechazar la hipótesis nula. 
En el grupo II las F obtenidas son también altamente significativas. 
3 
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Normalidad en la distribución de los sujetos. 
Dos son los grandes criterios para determinar la normalidad de un grupo 
de escolares a través de los resultados de una experimentación : intrínseco 
y extrínseco ( 4). 
l. Criterio intrínseco.-En él pueden considerarse tres procedimientos : 
a) Significación de la media (XJ .-En el grupo I obtuvimos una media
igual a 66,5 y una sigma igual a 12,6. Ahora se trata de comprobar si esta 
media es o no significativa, es decir, si es estadísticamente distinta de cero. 
Para ello se procede de la siguiente forma : 
- Se establece el nivel de confianza : 1 por 100. 
- Se halla el error típico de la media : 
CJ- = ----
X 
12,6 
V62 
= 1,6 
A partir de aquí ya podemos averiguar qué probabilidad hay de que en 
una distribución normal, como es la distribución muestra! de la media, que 
tuviera una media igual a cero y una sigma igual a 1,6, se extraiga por 
azar un valor : Media igual a 66,5. Este valor se separa de la media : 
- Según lo que resulte de hallar el cociente entre la media y su error 
típico : 
:X 66,5 
-- = -- = 41 sigma 
ªx 1,6 
Y como sabemos que un caso que se aparte de la media 2,58 a o más 
tiene sólo el 1 por 100 de probabilidad de surgir al azar, por tanto, un caso 
como el nuestro, que se aparta 41 a ,  tiene una probabilidad bastante menor. 
- Si el cociente de dividir la media por su error típico es igual o mayor 
que 2,58, podemos afirmar que la media es estadísticamente significativa al 
nivel de confianza del 1 por 100. Y como 41 es mayor que 2,58, afirmamos 
categóricamente que la media del grupo I no ha surgido por azar, que es 
distinta de cero y que es verdaderamente significativa. 
La media del grupo II es también altamente significativa y muy supe­
rior al nivel de confianza del 1 por 100. 
b) Asimetría (A, J .-Una de las primeras fórmulas para determinar la
asimetría fué la de Pearson. Otras que pueden utilizarse son las de Fisher. 
Bowley, Kelley o Vinci. 
(4) FERNÁNDEZ HUERTA, JosÉ : «El criterio intrínseco en la. hipótesis de nonna.lldad 
dentro de la. experimentación didácticu-peda.góglca.». Revista Española de Pedauouta, nú­
mero 44, octubre-diciembre. 1953. 
METODOS DE ESTUDIO 131 
El procedimiento de Kelley, que es el que hemos utilizado, se representa 
por la siguiente fórmula : 
Poo + P10 
A, = ---- - Psi 
2 
De esta fórmula conocemos su varianza, que es igual a 
0,2688 (Poo - P10)2 
V = --------
N 
Y así, si examinamos la asimetría del grupo I, lo hemos de hacer si­
guiendo estos distintos pasos : 
- Hallar los percentiles 90 - 50 y 10 de la distribución. 
- Aplicar la fórmula de Kelley : 
84 + 49,2 
A, = ----- 67,2 = - 0,6 2 
Este resultado representa la asimetría de la distribución. Al aplicar la 
varianza de esta fórmula nos da un resultado : 
0,2688 (84 - 49,2)2 
63 
19,77 
Y como la raíz cuadrada de una varianza es la desviación típica de una 
variable, resulta que la desviación típica es igual a la raíz cuadrada de 19,77, 
que arroja un resultado de 4,44. 
- Para determinar la probabilidad de que la asimetría que venimos 
considerando se origine o no por la imperfección de los datos muestrales, 
hemos de encontrar la «razón crítica» y la probabilidad correspondiente. 
Y para ello se procede de la siguiente forma : 
A, - 0,6 
RC,s = --- = ----
o as 4,44 
- 0,13 
Y consultando las tablas de «distribución normab, vemos que al va­
lor 0, 13 corresponde un área de 0,0517. A este área se le suma 0,50000, y da. 
un valor de 0,5517, que viene a representar el 55,17 por 100 de probabilidad. 
Y puesto que no alcanza el nivel del 99 por 100, admitimos que los resul­
tados se agrupan entre sí con una asimetría normal. Igual normalidad se 
observa en el grupo II. 
e) Kurtosis (KuJ .-La fórmula más usada para hal1arla es la siguiente : 
QJ - Q1 
KU = ------
2 ( Poo - P10) 
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De esta fórmula también se conoce su varianza, que es igual a 
V =  
0,0717 
N 
Así, pues, para halLar la kurtosis se procede del siguiente modo: 
- Se averigua el Q3 y el Q¡, o lo que es lo mismo, el P1s y el P2s. 
- Aplicamos la fórmula : 
Ku = 
75,9 - 58,7 
2 (84 - 49,2) 
= 0,246 
Restando este resultado de 0,263, nos da un total igual a - 0,017, que es la 
kurtosis en la distribución de nuestra muestra. 
La desviación típica, que es igual a la raíz cuadrada de la varianza, 
arroja un resultado igual a 0,106. 
- La razón crítica es igual a 
- 0,017 
0,106 
= - 0,16 
Consultadas las tablas de la «distribución normab, vemos que al va­
lor 0,16 le corresponde un área de 0,5636, que representa el 56,36 por 100 de 
probabilidad. Y como esta probabilidad no alcanza el nivel del 99 por 100, 
admitimos que los resultados se agrupan entre sí con una kurtosis que es 
normal. 
Lo mismo podemos afirmar en lo que se refiere al grupo II. 
2. Criterio extrtnseco.-Dentro de este criterio que se fundamenta en la 
utilización de otra distribución que va a servir de contraste entre los 
valores muestrales y los obtenidos teóricamente, se utíllza corrientemente 
el X 2 ( «Chb cuadrado), que viene a determinar, con prueba de significación, 
si las diferencias existentes entre la distribución muestra! y la normal se 
pueden considerar como aleatorias o no (5). 
Para hallar X 2 se procede así:
a) Hallamos las frecuencias teóricas que habrían de obtenerse en una 
distribución normal de «equis» sujetos, con su media y sigma correspon­
diente. En nuestro caso, y con relación al grupo I :  63 sujetos; media igual 
a 66,5 ; y sigma igual a 12,6. 
b) Se halla: 
l: (f. - f,)• x' =
 _
 _..:. _
 _..:._ 
1', 
(5) FERNÁNDEZ HUERTA, JosÉ : «El criterio extrinseco en la determinación de norma-­
lidad dentro de la experimentación didáctico-pedagógica.». Re�;tsta EsPañola de Pe­
dagogía. núm. 45, enero-marzo, 1954. 
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e) Con los grados de libertad (g. l.) propios del caso, se consulta la 
tabla de «chb, para ver si la obtenida es o no significativa a un cierto 
nivel de confianza: el 1 por 100. 
Para hallar a) y b) se procede de la siguiente forma: 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (1 1) 
lnter· Limites 
T a l  o t  de 
los inter· 
X valoo 
Proporci6n 
irea toul 
entre 
Z y X  
94,5 2,22 0,4868 
Proporei6o 
en cada 
intervalo 
p 
0,0132 
(63 p) 
f, 
f, 
agrupa· 
du 
. 
2 
¡ ..:: 
" 
-
89-94 . . . . . . . . ·. . . . . . . . . . . . . . . . 0,0286 1,8 6,6 7 0,4 0,16 0,024 
1 88,5 1 1 ,73 1 0,4582 
83-88 . .  - . . .  . . . .  . . .  . .  . . .  . .  . .  . .  0,0620 4,0 
1 82-5 1 1 ,26 1 0,3962 
77-82 . . . . . . . . . . . . . . .  . .  . . .  . .  . .  0,1110 7,0 7 7 0,0 0,00 O,OO<t 
1 76,5 1 0,79 1 0,2852 
71-76. . . . . . . . . . . . . . . . . . . . . . . . 0,1635 10,3 10,3 10 - 0,3 0,9 0,087 
1 70,5 1 0,31 1 0,1217 
65-70 . . . . . . . . . . . . . . . . . . . . . . . . 0,1813 1 1 ,5 1 1 ,5 12 0,5 0,25 0,021 
1 64,5 1 - 0,151  0,0596
59-64. . . . . . .  . . .  . . .  . . .  . . . . . .  . 0,1761 11 , 1  11 , 1  11  - 0,1 0,01 0,009 
1 58,5 1 - 0,631 0,2357 
53-58. . . . . . . . . . . . . . . . . . . . . . . . 0,1308 8,2 8,2 6 - 2,2 4,84 0,590 1 52,5 1 - 1 ,11 1 0,3665
47-52 . . . . . . . . . . . . . . . . . . . . . . . . 0,0764 4,8 
1 46,5 1 - 1,581 0,4429 
41-46. . . . . . .  . . . . .  . . . . . . . .  . . . .  0,0374 2,3 
1 40,5 1 - 6 0,4803 8,3 10 1,7 2,89 0,34S 
35-40. . . .  . . . .  . .  . . . .  . .  . .  . .  . . .  . 0,0140 0,9 
34,5 - 2,63 0,4943 
0,0057 0,3
, 
1 1,0000 1 63,0 1 63 1 x• = 1 ,079 
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En la columna ( 1) hemos colocado los intervalos de la distribución. En 
la columna ( 2) escribimos los límites de estos intervalos. En la columna ( 3) 
convertimos estos límites en valores z,. según la fórmula : 
X - X  
Z = ---
e; 
= = 2,22 
12,6 
1 94,5 - 66,5 
------· 
En la columna (4) se halla la proporción de casos, que según la Tabla 
normal, hay entre el valor z y la media. Por ej emplo, la tabla normal in­
dica que entre z = 2,22 y la media hay el 48,68 por 100 de los casos, es decir, 
la proporción 0,4868. 
En la columna (5) se escribe la proporción de casos que, en una distri­
bución normal, correspondería a cada intervalo. Así, en el intervalo 89-94 
habría 0,0286 de los casos, ya que entre su límite superior y la media hay 
0,4868 ; y entre su límite inferior y la media hay 0,4582. Por consiguiente, 
entre ambos límites y la media habrá :  0,4868 - 0,4582 = 0,0286. 
Lo mismo se halla la proporción de cada intervalo, restando de la pro­
porción correspondiente al límite más alejado de la Media la proporción 
correspondiente al límite más próximo a ella. Se exceptúa el intervalo 
central, que comprende la media. Este intervalo es 65 - 70. Por tanto, hay 
que sumar dichos límites : superior e inferior. Es decir, 0,1217 + 0,0596, 
igual a 0,1813. 
Como en la distribución normal habrá todavía algunos casos por encima 
del límite superior z = 2,22 de la tabla ; y por debajo del límite inferior 
z = - 2,53 de la misma, es por lo que en la columna (5), más allá de estos 
límites, hemos puesto la proporción teórica que quedaría fuera de ellos en 
la curva normal. Es decir, 0,0132, que es el resultado de restar 0,50000 -
- 0,4868, por encima del límite 94,5 ; y 0,0057, que es el resultado de res­
tar 0,50000 - 0,4943 por debajo del límite 34,5. 
Así tenemos en la columna (5) la proporción de casos que correspon­
dería a cada intervalo y por encima y debaj o de los extremos en una dis-
tribución normal de X = 66,5 y a = 12,6, como la distribución empírica 
que nosotros hemos obtenido. 
La columna ( 5) debe sumar aproximadamente 1,0000, pues comprende 
toda la muestra. 
En la columna (6) se inscriben las frecuencias teóricas. Para hallarlas 
se multiplica cada proporción por N = 63, que es el número de casos de 
nuestro grupo I. Y así, tenemos : que en el intervalo 89 - 94 habría en una 
distribución normal de media igual a 66,5 y sigma igual a 12,6, el 0,0286 
de los casos ; y como el número total de sujetos es, en nuestro caso, de 63, 
multiplicamos 0,0286 por 63 y nos da un resultado de 1,8018, que desprecian­
do decimales se queda en 1,8. 
En la columna (7) se reagrupan estas frecuencias teóricas de manera 
que ninguna de ellas sea inferior a cinco unidades. Así agrupamos en una 
sola frecuencia las tres primeras (0,8, 1,8, 4,0), que da un resultado igual 
a 6,6, y lo mismo hacemos con las cuatro últimas (4,8, 2,3, 0,9, 0,3), que 
arroja una suma de 8,3. 
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En la columna (8) escribimos las frecuencias empíricas obtenidas en 
nuestro ensayo, correspondientes a las teóricas de la columna (7). Es decir, 
que hemos de sumar las frecuencias que hemos obtenido y comprendidas 
en los intervalos 83-88 y 89-94, que fueron agrupadas en la columna (7). 
Luego ir poniendo la frecuencia hallada de cada intervalo. Y por último, 
sumar las frecuencias que contienen los tres últimos intervalos. Como com­
probación, la columna (8) debe sumar 63 unidades, y lo mismo, aproxima­
damente, las columnas (6) y ( 7).  
En la columna (9) escribimos las diferencias entre las frecuencias em­
píricas y las teóricas, teniendo en cuenta los signos. 
En la ( 10) elevamos al cuadrado la diferencia anterior de la columna (9). 
En la ( 11), el cuadrado hallado en la columna anterior ( 1 0) se divide 
entre su correspondiente frecuencia teórica, columna (7). Y la suma de 
todos estos resultados nos da el definitivo. En nuestro caso '/. 2 = 1,079. 
Para hallar e) se procede de la siguiente forma : 
Los grados de libertad ( g. l.) en este caso son igual a n - 3, siendo n el 
número de frecuencias utilizadas en la tabla anterior, y restando 3, porque 
tres han sido las condiciones que nosotros hemos impuesto a la distribución 
de frecuencias. A saber : que el grupo de frecuencias sume una cierta can­
tidad igual a 63 ; que correspondan a una distribución que tenga de me­
dia 66,5 ; y que la sigma de esa distribución sea igual a 12,6. 
Elegimos el nivel de confianza del 1 por 100. 
Los g. l. son n - 3 = 7 - 3 = 4. 
Consultando la tabla de X 2, vemos que con esos grados de libertad, l 
tiene que ser igual o mayor que 9,488 para alcanzar el nivel de significación 
del 1 por 100. 
Por tanto, el X 2 que nosotros hemos obtenido en el grupo I, que es igual 
a 1,079, estadísticamente no es significativo, por tanto, la · hipótesis de nor­
malidad es perfectamente compatible.-y muy compatible-con la distri­
bución empírica obtenida. 
Realizadas las mismas operaciones para el grupo II, obtenemos los si­
guientes resultados : 
1 2  = 4,222 
g. l. = 4. 
Consultadas las tablas vemos que el X 2 tenía que ser igual o mayor 
que 9,488 para ser significativo. Por tanto, la hipótesis de normalidad es 
también compatible con la distribución empírica obtenida. 
Diferencia de medias ( XJ . 
En nuestro ensayo hemos aplicado una misma prueba a 63 sujetos, que 
integraban el grupo I ;  y a 61 sujetos, que completaban el grupo II, extraídos 
al azar de la población de estudiantes del Magisterio de Madrid. Ambas 
muestras son independientes en relación con la variable que se compara : 
rendimiento mediante el empleo de un diferente método de estudio. Sin 
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embargo, el grupo I ha obtenido una media superior a la del grupo II, como 
puede apreciarse en la siguiente tabla: 
1 II Diferencias 
N .................. 63 61 
x .................. 66,5 52,2 14,3 
o 
···················¡ 
12,6 13,2 
Existe una diferencia bastante crecida entre las medias de los dos 
grupos. 
Lo que nos proponemos realizar ahora, casi como colofón de nuestro 
ensayo, es ver si esta diferencia es estadísticamente significativa. Es decir, 
si verdaderamente es distinta de cero o si es, por el contrario, tan pequeña 
que es perfectamente compatible con la hipótesis de que la verdadera dife­
rencia sea cero, pero que por azar haya resultado igual a 14,3. 
Para averiguar esto se procede de manera muy parecida a como hemos 
procedido para ver la significación de la media. 
Asi, pues, antes de nada empezamos por establecer la hipótesis de que 
la verdadera diferencia sea cero. A esta hipótesis se le llama en estadística : 
Hipótesis nula. 
Después, y con los datos que obtengamos, veremos si admitimos o recha­
zamos mencionada hipótesis. Para ello, se procede de la siguiente forma: 
l. Nivel de confianza :  1 por 100.
2. Error tipico:
V. . od= a-+o-=x, x, 
0-x, 
0- = 
o, 
=�=1,6
VN-1 V62 
o, =�=17x, 
VN=1 V60 . 
o d = V 1,6' + t,7' = 2,s 1 '-�------------
3. La RC es igual: 
d 13,6 
RC= - = -- =6,2 
ad 2,3 
4. Como la RC es igual a 6,2 y es mayor que 2,58, rechazamos la hipóte­
sis nula y afirmamos que la diferencia entre dichas medias es estadistica­
mente significativa al nivel de confianza del 1 por 100, y no se debe al azar 
ni a errores muestrales. 
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Llegados a este punto, hemos de hacer una seria meditación. Hemos 
llegado a la conclusión de que la diferencia de medias en los dos grupos, 
que nos han servido para nuestro ensayo, son significativas desde el punto de 
vista estadístico. Ahora bien, podemos concluir que también lo son desde un 
punto de vista pedagógico? De momento no podemos contestar esta 
interrogante. Solamente volvemos a hacer hincapié en que la significación 
estadística de esa diferencia nos permite afirmar, a un cierto nivel de con­
fianza, que podemo¡, tener cierta seguridad en que hay una diferencia 
real (6) ; que esta diferencia no es debida al azar. Pero sin que podamos 
afirmar a qué es debida. Y esto sólo puede saberse considerando las cir­
cunstancias totales del ensayo que hemos realizado. 
Y asi, si recogemos en una especie de resumen todas las circunstancias 
que se han dado en nuestro ensayo, y verdaderamente las hemos contro­
lado científicamente, estaremos en condiciones de saltar a una serie de con­
clusiones pedagógicas, que son las que nos interesan a partir de este 
momento. 
Si la hipótesis de que partíamos consistía en ver la eficacia de dos mé­
todos de estudio; si elegimos al azar dos grupos de estudiantes en la Es­
cuela del Magisterio; si controlamos con acierto la confección de una serie 
de lecciones y pruebas objetivas; si ambos grupos tuvieron las mismas posi­
bilidades de éxito en su estudio ; si los datos estadísticos que hemos ido 
reflejando a lo largo de estas páginas han sido elaborados con meticulo­
sidad y espíritu científico; si hemos encontrado una alta fidelidad en la 
prueba objetiva que hemos aplicado; si la distribución de las puntuaciones 
obtenidas por los sujetos sometidos a experimentación se distribuyen de 
acuerdo con la curva de normalidad; si las medias obtenidas son significa­
tivas y fiables; y si la diferencia de medias entre los dos grupos indepen­
dientes nos ha resultado estadísticamente significativa, podemos llegar a 
la conclusión de que esta diferencia es real; que no se debe a que en un 
grupo se han integrado todos los sujetos inteligentes, y en el otro los 
torpes; y que esta diferencia, en definitiva, se debe al método de estudio 
ut111zado, ya que todas las demás circunstancias que pudieran haber in­
fluido en los resultados de nuestro ensayo fueron, en lo posible, contro­
ladas debidamente. 
Análisis de casos. 
A la vista de los resúmenes ejecutados por los alumnos del grupo II y 
analizados detenidamente, deducimos las siguientes consecuencias : 
1.a Incapacidad por parte de los alumnos para realizar un buen resu­
men escrito. La mayor parte de ellos se entretienen en copiar unas cuan­
tas palabras de la lección, y algunos dan a estas palabras un sentido muy 
diferente del que tienen en el texto estudiado. 
(6) YELA GRANIZO, MARIANO : Apuntes de estcuUstica. Escuela de Pslco!ogia. Ma· 
drld, 1956, pág. 200. 
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2.ª La pérdida de tiempo para el estudio que supone el tomar notas no
esenciales o escribir literalmente la lección. Esta pérdida de tiempo se tra­
duce en un menor rendimiento. La dificultad en el leer, la lentitud en el 
escribir, la parsimonia en encontrar un concepto que resuma un párrafo 
de la lección . . .  , son cosas que forzosamente han de traducirse en la obten­
ción de unas mínimas puntuaciones. 
3.ª El hábito de estudiar memorísticamente que quizá arrastra el alum­
no desde la Escuela Primaria. No puede confeccionar un buen resumen 
quien no ha tenido la oportunidad de que le digan y enseñen en qué consiste. 
Conclusiones. 
Primera.-La prueba instructiva aplicada en este ensayo arroja un alto 
coeficiente de fiabilidad, obtenido por el procedimiento diseñado por Hoyt. 
La fiabilidad en el grupo I es de 0,89 ; y en el II, de 0,90. 
Segunda.-Las puntuaciones de los sujetos se distribuyen normalmente 
con arreglo a las exigencias de la curva de Gauss. Y ello, comprobado a 
través de diferentes procedimientos : Significación de la media, asimetría, 
kurtosis y prueba de bondad de ajuste o «Chi» cuadrado. 
Tercera.-La diferencia existente entre la media del grupo I y la media 
del grupo II no se debe a circunstancias aleatorias o a error en el ensayo, 
puesto que es altamente significativa y a un elevado nivel de confianza, 
desde un punto de vista estadístico. 
Cuarta.-.Que "las diferencias en cuanto a rendimiento observadas en am­
bos grupos de alumnos se deben, en parte, al método de estudio utilizado. 
Quinta.-Teniendo en cuenta que los métodos comparados han sido : 
A) Leer y volver a leer, en su totalidad, el texto sin tomar nota gráfica 
alguna. • 
B) Leer y resumir, por escrito, el texto que se estudia, concluimos : que 
se obtienen mejores resultados utilizando el método A). 
Sexta.-Del análisis de los resúmenes confeccionados por los alumnos 
del grupo II, que utilizaron en su estudio el método B), se desprende : Que 
copiaron casi al pie de la letra la lección que tenían que estudiar y resumir 
gráficamente ; que han sido, en su mayor parte, incapaces de realizar un 
esquema, gráfico o resumen en el que reflejar las ideas y conceptos esen­
ciales de cada lección ; y que al ser el tiempo de estudio de la misma am­
plitud para ambos grupos, los que estudiaron por este método B) lo apro­
vecharon menos. Ello se ha traducido en un menor rendimiento ante las 
pruebas instructivas. 
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