Network embedding (NE) aims to represent network information appropriately by learning low-dimensional and dense vectors for the nodes and edges of information network. Actually, the real world is almost full of heterogeneous information networks, which stimulates the emergence of heterogeneous information networks (HINs) embedding models. However, parts of existing HIN embedding models like meta-path-based methods only capture limited and aggregated information of relations, whereas some models based on metric or distance learning are usually of high computational complexity and slow training speed. In this paper, we present a novel heterogeneous information network embedding model, which applies dynamic projection metrics and translation mechanisms to the complicated heterogeneous information networks including multiple nodes and different relations. In order to overcome the imbalance of the distribution of relations in HIN and optimize the training process, we introduce an adaptive loss function for model optimization. Further more, we propose a hybrid model with baseline method as the initialization of the model. Experiments have been implemented on some real-world HIN datasets. And empirical results show that our model significantly outperforms the state-of-the-art representation learning models.
I. INTRODUCTION
With the development of the era of information and Big Data, Network data form can naturally express the connections between objects and objects, which is ubiquitous in our daily life and work. For example, Twitter, Facebook and Sina Weibo constitute the social network between people; thousands of pages on the Internet make up the network of web page links; the logistics network is comprised of transportation between cities; publication network consists of various literature retrieval databases; Alibaba and Amazon constitute the e-commerce information network. Network is one of the most common information carriers and forms in our production and life. In the information society, many network nodes have abundant external information, forming a typical complex information network [1] . Based on the widespread existence of complex information network, the research and analysis of such network information have very high academic value and potential application value.
The associate editor coordinating the review of this manuscript and approving it for publication was Mario Luca Bernardi .
Information network has a very wide range of applications, such as node classification, link prediction, community discovery, recommendation system and other tasks [2] . In the research of network, an important problem is how to represent network information appropriately. Traditional network representations usually use high-dimensional sparse vectors. However, high-dimensional sparse representation has become a limitation when people use statistical learning methods, because high-dimensional vectors will spend more running time and computational space. With the development and wide application of natural language processing (NLP) and other fields, researchers have begun to explore ways to represent nodes in network as low-dimensional and dense vectors. Intuitively, nodes with similar topological structures in network should also have similar vectors. In this case, the similarity of vectors is generally expressed by cosine distance or Euclidean distance between them. The vectors learned can be used as features of corresponding nodes and applied to subsequent task scenarios.
An information network is represented as a graph G = (V, E), where V is a set of vertices representing the nodes in a network, and E is a set of edges representing the relations among nodes. In terms of the number of the types of nodes and edges, the information networks are divided into homogeneous information networks and heterogeneous information networks (HINs). There are some previous works on representation learning in homogeneous information networks, such as LINE [3] , DeepWalk [4] , and node2vec [5] . These models claim that their methods are able to capture the structural information of networks, which equally treat each type of nodes and each type of links instead. However, in the real world, the vast majority of networks are heterogeneous information networks (HINs) since that most real-world applications that handle big data, including social media and social networks, scientific, engineering, or medical information systems, online e-commerce systems, and most database systems, can be structured into heterogeneous information networks [6] , [7] . Consequently, learning HIN embedding commendably is crucially important. There are also several existing works on HIN embedding [8] - [10] . Parts of models adopt the meta-path introduced by Huang and Mamoulis [11] , which aim to only capture limited types of relations between nodes (e.g., one-hop or two-hop neighborhood between two nodes) [3] , [12] , [13] , and some tend to miss the diverse semantics of relations between nodes and only capture the aggregated information of relations [3] , [11] - [13] . There are also some models based on the metric or distance learning, such as PME [14] , SDNE [15] , TransNet [16] and RHINE [17] , which are inspired by the Trans-family [18] - [21] models. For example, PME considers a node to be a synthesis of multiple attributes, which results in different relations focusing on different attributes of the node. At the same time, different relations correspond to different semantic spaces. Therefore, the model introduces a relation-specific projection embedding matrix so as to model objects and relations in different spaces (i.e., one shared object space and multiple relation spaces), and calculates the proximity via the Euclidian distance in the corresponding relation space. However, each relation space of the model corresponds to a fixed projection matrix, which leads to an intrinsic defect: on the one hand, for one node pair with different types under the relation r, the same projection matrix is inaccurate; on the other hand, projecting nodes into relation space is an interactive process between nodes and relations, and it is unreasonable that projection matrix is only related to relation. In addition, due to the introduction of projection matrix, the model contains a large number of matrix operations, which increases the computational complexity. In order to address the above issues, we propose a Dynamic Projected Embedding model (DPE), which is to dynamically build its own projection matrix for each different node. Compared with the current methods based on projection metrics such as PME, DPE not only makes the construction of projection matrix more reasonable, but also has lower computational complexity.
As is known to all, there are many types of nodes and relations in HIN, and the distribution of different relations is distinct and skewed. For instance, in YouTube-user-group dataset, user-user link takes up 88.7%, whereas user-group link takes up 11.3%. Similar cases also exist on other datasets such as DBIS. Therefore, it is crucially important to choose an appropriate training and optimizing method to solve the problem of skewed data. In order to overcome the heavy imbalanced distribution of the relations in HIN, we propose an adaptive loss with batch-training and batch-updating to optimize the training and updating process. The core of the approach is to divide the training data into several batches according to the batch-size set previously. In each batch, according to the number of training data with different relations, the number of corresponding samples is extracted proportionally. After training a batch, the loss value of each relation is obtained, and the proportion of loss value is taken as the coefficient weight of the loss function of the next batch. So, different from PME that proposes a novel loss-aware adaptive positive sampling strategy to draw training examples in the model optimization, our model ADPE proposes an adaptive loss function which changes dynamically with training process.
ADPE achieves good experimental results on some datasets. At the same time, due to the dynamic projection mechanism, the computational complexity and training time are greatly reduced. However, we find that ADPE adopts the strategy of random initialization in the initialization phase of the model. Further more, giving some pre-representations of network information in the initialization stage has been proven to be useful for model convergence and performance. Therefore, we input the network into LINE, a baseline method for network embedding, and get preprocessing representations that will be used as initialization of the model. We call the combination model of LINE and ADPE as ''L-ADPE''. And experiments show that the hybrid model achieves better results.
To summarize, we make the following contributions:
• We propose a novel heterogeneous information network embedding model. The core of our model proposes a dynamic projected embedding method called ''DPE'' which introduces different dynamic projection spaces to model nodes and relations in HIN. The method is proved to have less computational complexity and shorter training time than previous models.
• In order to address the issues of skewed distribution of heterogeneous links w.r.t relations, we propose an adaptive loss function for training and updating process based on DPE, which is called ''Adaptive Dynamic Projected Embeddin'' (ADPE). The method overcomes the heavy imbalanced distribution of the relations in HIN, and optimizes the training and updating process.
• We propose a hybrid model by embedding the vectors learned from LINE as initialization for ADPE, which is called ''L-ADPE''. We conduct extensive experiments on real-world information networks. And experimental results prove the effectiveness and efficiency of the proposed model. VOLUME 8, 2020 
II. RELATED WORK
In the research of network, an important problem is how to represent network information appropriately. In order to address the issue, network embedding is increasely becoming a hot and rapidly developing research field. In this part, we analyze the development of the researches of network representation learning and introduce the various network embedding methods with the emergence of tremendous technologies and techniques.
Early researchers consider the network embedding as tools of dimensionality reduction for network features. They normally construct a similarity graph for the network consisting of a set of n D-dimensional nodes based on neighborhood, and then embed the nodes of the graph in a d-dimensional vector space, where d D [22] . The idea behind that is to keep connected nodes closer to each other in the vector space. Inspired by this rationale, many algorithms are presented, such as principal component analysis [23] , multidimensional scaling, ISOMAP [24] , Laplacian Eigenmaps [25] and Locally Linear Embedding [26] . Actually, these methods are also related to another type of embedding method called graph factorization [27] that learns low-dimensional embeddings through Matrix Factorization. The methods based on Matrix Factorization learn the network representations by matrix factorization [28] , which first embed the connection between nodes of network in the form of matrix. Different types of matrices are constructed to preserve different network structure. The matrices used to represent the connections in network include Laplacian matrix, node adjacency matrix, Katz similarity matrix, and node transition probability matrix, among others. For example, Graph Factorization factorizes the adjacency matrix of the graph to learn the embeddings. GraRep [29] defines the node transition probability matrices and preserves k-order proximity to obtain the representations. HOPE [30] preserves higher order proximity by construct the similarity matrix. Although the methods based on matrix factorization have been proved to be effective in learning the representations of informative nodes, there is a main choke point in these methods, which is limited scalability. We know that matrix factorization is computationally complex and memory intensive or, sometime, even infeasible when a matrix consists of millions of rows and columns. In fact, NetSMF [31] effectively sparsify the aforementioned dense matrix by leveraging theories from spectral sparsification, which significantly improves the efficiency of matrix factorization. However, the mothod does not perform equally well in heterogeneous networks consisting of various nodes and multiple relations.
In recent years, word embedding for language model and other sub-tasks in NLP develop rapidly. For example, word2vec embeds the words in sentences to continuous distributed representation through two methods including CBOW and skip-gram approaches. Using the random walk algorithm, researches generate a great deal of node sequences and make an analogy between natural language sentence and these short random walk node sequence [32] . DeepWalk and node2vec are two examples embedding the network by using skip-gram with random walk node sequence. There are also several models learning network representation for HIN by combining skip-gram algorithm and random walk with meta-path (e.g., metapath2vec [6] leverages the predefined meta-paths to generate random node sequence to learn the node representation). Meta-path based methods also includes [11] , [33] , [34] . For instance, Hin2vec [34] propose a two-phase framework to learn representations of nodes and meta-paths in HINs. The first phase adopts random walk algorithm and negative sampling to prepare training data tailored for Hin2vec. The second phase designs a single-hidden-layer feedforward neural network to learn the node and meta-paths representation.
As mentioned earlier, The growing research on neural network and deep learning has led to a deluge of graph embedding models based on deep neural networks [35] - [38] . DNGR [39] utilizes the random walk model to capture contextual relatedness between each pair of nodes and applies SDAE [40] to learn deep low-dimensional node representations. SDNE [15] is a deep learning based approach that uses a semi-supervised deep autoencoder model to capture non-linearity in network structure, which preserves the first and second order network proximities. Specifically, SDNE consists of two parts: unsupervised and supervised. In the unsupervised part, SDNE learns the second-order proximity by an autoencoder. In the supervised part, SDNE preserves the first-order proximity by penalizing the Euclidean distance between connected nodes in the embedding space. From the supervised component of SDNE, we put our eyes on another method based on Euclidean distance or metric. This kind of method is inspired by a so-called translation mechanism applied in TransX-family that is proposed to embed knowledge graph. There are some models based on translation mechanism: TransNet [16] propose a novel translation-based NRL model to incorporate the semantic information of edges. But there is a drawback of the TransNet that the model can only be applied in homogeneous networks. Although SDNE and TransNet construct network by distance metric, they map the nodes and edges into same embedding space, equally treating each type of nodes and each type of edges. The inherent defect not only makes it difficult to learn the rich information contained in different types of nodes and edges, but also causes adverse consequences when the scale of network is large since it attempts to force all of a node's neighbors onto the same point. To overcome above issue, Hongxu et al. proposes a novel heterogeneous information network embedding model called PME, which suits arbitrary types of large-scale heterogeneous information networks. The core of the model is mapping the nodes into different separated relation spaces by a fixed projection matrix for each subspace, which leads to an intrinsic defect that the inflexibility and inaccuracy for node embeddings. At the same time, due to the introduction of projection matrix, the model contains a large number of matrix operations and increases the computational complexity. In order to embed the multiple relations in HIN, RHINE [17] takes the structural characteristics of heterogeneous relations into consideration and proposes a novel Relation structure-aware HIN Embedding model. Therefore, RHINE indeed preserves structural information of relations in HINs. However, RHINE applies Euclidean Distance for Affiliation Relations and Translation-based Distance for Interaction Relations, which calculates the proximity in same space for different relations. Compared with RHINE, our model separates the relations into specific relation spaces to embed the information of relations. Different relations focusing on different attributes of nodes, based on this viewpoint, the relation space is divided into different specific relation subspaces. Then we apply dynamic projection metrics and translation mechanism to calculate the proximity in different projected spaces for different relations.
In order to address the previous problem in the HIN representation learning, our model separates the spaces between nodes and edges (e.g., node space and relation space). For each observed link, we project the nodes into the relation space of the corresponding relation, and calculate the Euclidean distance between the projection nodes in the relation space. Different from PME that each relation subspace corresponds to a fixed projection matrix, We consider that the projection matrix is related to both edges and pairs of nodes. The projection matrix of different nodes in the same subspace is different, that is to say, the projection matrix of nodes changes dynamically with different nodes. Finally, we propose our ultimate model called L-ADPE that preserves both global structural information and specific semantic information of HIN.
III. PRELIMINARIES

Definition 1 (Heterogeneous Information Network (HIN)):
A HIN is just one of the sub-types of Information Network. An Information Network is defined as a graph G = (V, E, , ), where V is the union of nodes; E is the union of edges.
: V −→ N and : E −→ R are type mapping functions for nodes and edges, respectively, where each node v ∈ V is mapped to one particular node type in N , i.e., (v) ∈ V, and each edge e ∈ E corresponding to a particular relation type in R, i.e., (e) ∈ R. When |N | > 1 or |R| > 1, we call the network as a heterogeneous information network (HIN) ; otherwise, a homogeneous information network.
Definition 2 (Network Representation Learning (NRL)): also known as Network Embedding (NE), is trying to learn a matching function f :
|V|, given a information network denoted as G = (V, E, , ).
Problem 1 (Adaptive Dynamic Projected Embedding on Heterogeneous information Network)
: is a novel model for Network Representation Learning. Given a heterogenous information network G, the problem aims to learn two low-dimensional vectors representations X e ∈ R V * d v and X p ∈ R V * d v for all of the nodes and low-dimensional projection vetor representations Y ∈ R R * d r for heterogenous network relations, where d v is the dimension of node embeddings, and d r is the dimension of relation projection vectors. So, the projection matrix of different nodes in the same subspace is different, that is to say, the projection matrix of nodes changes dynamically with different nodes, which is ''dynamic projected embedding'' means. And ''adaptive'' refers to our model propose an adaptive loss function for training and updating process, which is detailedly introduced in Section IV. Specifically, the output of the model are comprised of three parts: (1) . a low-dimensional matrix X e for node embedding representations, with its i th row representing the latent vector v i ∈ R d v for node v i , which is final embedding of node. (2) . a low-dimensional matrix X p for node projecting representations, with its i th row representing the projection vector i p ∈ R d v for node v i , which is just used to construct the projection matrix. (3). a low-dimensional matrix R p for relation projecting representations, with its i th row representing the projection vector r p ∈ R d r for relation r, r ∈ R.
IV. OUR METHOD
As mentioned in introduction, our method presents a novel network embedding model for HIN. In this section, we introduce our proposed model in detail. Firstly, we introduce the core of our model: Dynamic Projected Embedding (DPE). Secondly, in order to address the issues of skewed distribution of heterogeneous links w.r.t relations, we propose an adaptive loss function for the training and updating process, which is called ''ADPE''. Thirdly, we combine ADPE with LINE by embedding the vectors learned from LINE as initialization for ADPE, and present our entire algorithm, which is called ''L-ADPE''.
A. OVERALL ARCHITECTURE
We introduce the overall architecture of the model in this part. As shown in Figure 1 , taking DBIS heterogeneous information network for example, there are three types of nodes (i.e., paper, author, and conference), which are connected by 3 relations (i.e., author-author, paper-author, and paper-conference). The representation vectors first learned by LINE as initialization for whole model. Then, we project the representation vectors learned from (a) to different relations semantic spaces by our model DPE that will be introduced in detail later. At last, we propose the ADPE model which learns the projected vectors of nodes and relations and the representation vectors of nodes by joint embedding multiple relation-specific Euclidian spaces.
B. DYNAMIC PROJECTED EMBEDDING (DPE)
Firstly, we introduce the core of our model, which considers that each node is represented by two vectors, one representing the meaning of the node and the other constructing the projection matrix of corresponding node. For edge, there is a relation projection vector used for constructing the projection matrix for each relation. Specifically, there is an observed ) and projected matrices (e.g. M ra , M rp ). Then Euclidean distance in projected space is used to calculate the proximity between them.
Node v i possess two vector representations (e.g., embedding vector i e and projecting vector i p ) and relation r is represented by a projecting vector r p . It should be noted that i e is the final embedding of node, whereas i p is just used to construct the projection matrix. For each node, the projection matrix M ri is constructed by multiplication between i p and r p . Then nodes in the node space are first projected into r-relation space as v r i and v r j with operation matrix M ri and M rj respectively. So, we consider that the projection matrix is related to both edges and pairs of nodes. The projection matrix of different nodes in the same subspace is different, that is to say, the projection matrix of nodes changes dynamically with different nodes, which is ''dynamic projected embedding'' means. The relation-specific projection can make nodes that actually hold the relation close with each other, and also get far away from those that do not hold the relation. Figure 2 illustrates how DPE works, taking paper-author relation in DBIS heterogeneous information network for example.
For a complex heterogeneous information network (HIN), we think its structure and connection information are embodied by the smallest unit-link e ijr , which denote v i and v j are connected by edge r. So we consider the basic unit e ijr = (v i , v j , r) which means there is a relation r between v i and v j . Firstly, we respectively project the latent representation v i of a node v i and v j of a node v j into relation-specific projection M ri and M rj , and get the embedding vectors of two nodes in the relation-specific space:
As introduced earlier, our projection matrix changes dynamically with different nodes. therefore, for each observed link (v i , v j , r), we set two mapping matrices M ri and M rj to project nodes from node space to r relation-specific space. They are defined as follows:
We can find that the mapping matrix is obtained by the multiplication of two projection vectors. In the above formulas, r p ∈ R d r denotes r relation-specific projection vector implicating information of relation, while i p ∈ R d v and j p ∈ R d v are respectively the transposed vectors of two node projection vectors i p and j p implicating information of nodes. At the same time, we initialize each mapping matrix with an identity matrix, such as, we add I r×v to M ri and M rj . Then we combine (1) with (2) and get the following representation,
In the r relation-specific space, we calculate the distance between v r i and v r j , which is shown in (4) . For an observed link e ijr = (v i , v j , r), denoting vertex v i and v j are connected via a link r, the distance between them in the r relation-specific space is applied here to evaluate the closeness between two nodes in specific relation space. Considering the weight of edges, we define the distance function for an observed link e ijr shown as (5):
Based on above analysis, we hope that nodes with link can be as close as possible, while the nodes without link can be far away from with each other. So we propose a loss function for r relation, which is a common objective function called margin-based loss function: Therefore, we use the negative sampling techniques proposed by Tomas Mikolov [41] to draw negative samples so as to speed up the training process.
Without losing generality, for each link given relation r, we use Bidirectional negative sampling techniques (i.e., fixing v i , we sample v p generated by a noise distribution to obtain a negative sample (v i , v p ). Similarly, fixing v j , we generate v q to obtain a negative sample (v q , v j )). That is to say, for each link, we will generate two training samples. Further more, we can set a parameter K donating the number of negative sample pairs, so that each link can generate 2K training samples. Finally, we get the following objective function for relation r:
There is another problem to be noted. In the model training phase, we avoid drawing negative samples only from training set, since there are some negative samples drawn from training set that might be positive samples in test set. Similarly, we avoid extracting negative samples only from test set in the testing process which might be result in inaccurate test evaluation. In order to build the model better and improve the reliability of testing, for each link (v i , v j ) in whole data set that before be split to training and testing set, we generate two negative sample sets S i and S j for v i and v j , respectively:
So, when generating negative sample for v i , we draw v m from S i . Similarly, we draw v n from S j for generating negative sample of v j . Finally, we aim to minimize the objective function to learn the representation of HIN as follows:
C. ADAPTIVE DPE (ADPE)
As discussed before, a HIN consist of various nodes and multiple relations. We can separate the HIN into r relation-specific sub-networks for the representation learning. But there is a issue about the heavily skewed and imbalanced distribution of r kinds of links. If we adopt the uniform sampling strategy to draw an observed link and perform stochastic gradient descent (SGD) algorithm, the training samples would be heavily skewed. So, this sampling strategy will lead the trained model fail to preserve the network structure information. At the same time, when updating the weights and embeddings, the skewed distribution and sparsity of network data will slow down the convergence if we use SGD algorithm.
To overcome the problem caused by above reasons, we present ADPE for training and updating, which introduces adaptive loss function for updating process. Specifically, in training phase, we first count the number of samples in each relation space of the network, denoted as N 1 Unlike vast majority of convention models that use SGD to update parameters, we adopt adaptive batch-updating approach to update the network. After each batch of training, the model calculates the loss of each relation-specific space, denoted as loss 1 , loss 2 , . . . loss R . Because of the diversity of samples, the losses are different. However, there is one thing we're sure about is that the larger the loss, the larger adjustment needed. That is to say, we need to pay more attention to the corresponding relation-specific space. Therefore, at the end of each batch of training, we calculate the loss proportion of each relation-specific space by (10) , and add the proportion as a weight coefficient to the loss function for the next batch of training:
For the first batch, we initialize the w i by uniform strategy as: w 1 = w 2 = · · · = w R = 1 R . We can see that when w r is approximately equal to 0, that means the loss of corresponding relation space in the current batch is very small and achieves better results, so the updating can be stopped. However, the w r of next batch is not necessarily 0, and needs to be updated until the loss of the whole model drops to a certain value and does not change almost. We can take an example to prove the approach is effective to update parameters (node vectors and relation vectors):
As above formulas display, for parameter of r relation θ r (i.e., relation projection vector), it is only related to the r relation-specific space, so the amount of updating depends on w r and ∂L r ∂θ r . For a node that exists in several relation-specific space (i.e., v i ∈ V exists in both relation 1 and relation R), the amount of updating depends on two relation-specific space. We can find that the larger w r , the greater contribution of corresponding r relation-specific space to the parameter updating. This method accords with our expectation of model updating, and obtains effective experimental results. Specifically, we observe the training process of ADPE with DBIS dataset, showing result in Table 1 . There are three types of links in DBIS network (i.e., paper-author, paperconference, author-author) and the proportion of the number of corresponding links which donated as w1, w2, w3 is 2.6:1:2.4. We report the w1, w2 and w3 of observed batches in the training process. As mentioned above, we initialize the w i by uniform strategy as: w 1 = w 2 = w 3 = 0.333. At the beginning of the training, we can see that w2 is relatively large because the number of paper-conference samples is small and the model pay more attention to the corresponding relation. With the progress of training, the loss ratio of links keeps changing. In a word, we can prove that ADPE optimizes the training and updating process by the experimental results in Table 2 as follow: Table 2 shows the performance of the three models in the task of network reconstruction which will be detailedly introduced in Section V. As seen from the table, although DPE is superior to PME in calculation efficiency, it is slightly inferior to PME in effectiveness. It can be said that DPE trades a little accuracy for a lot of efficiency. In order to overcome the problem of imbalanced distribution of relations, we propose ADPE, which is to dynamically adjust the weight of different relations in the training and updating process. From Table 1 and Table 2 , we found that ADPE not only improves the training efficiency, but also reaches or even exceeds the accuracy of PME. 
D. L-ADPE
When we train the ADPE model, we find that it adopts the strategy of random initialization in the initialization phase of the model, which cannot efficiently learn the perfect model representation we expect. We hope that nodes embedding vectors can be given some pre-representations of network information in the initialization stage so as to improve the performance and convergence of model. Therefore, we decide to use some methods to initialize the embedding vectors. And the initialization methods must satisfy the following conditions: (1) . Wide scope of application for networks (can apply to HINs). (2) . Effective network information learning ability (can learn the basic structural information of network).
(3). Efficient learning rate. We compared several baseline methods and used them as the initialization part of the model. Fortunately, after comparison experiments, we found LINE, as a representation learning baseline method of large-scale network embedding, which is suitable for arbitrary types of information networks, not only preserves both the first-order and second-order proximities of the network, but also has high efficiency especially for large scale of network. Therefore, we input the network into LINE, and get preprocessing representations that will be used as initialization of the model.
There are some existing baseline methods, such as Deepwalk adopts random walk according to the edges between nodes, resulting in a sequence of nodes. But it only considers the first-order proximity of nodes. In fact, the firstorder proximity in the network is very sparse, so JianTang presented LINE in 2015, which believes that more proximities should be considered to enrich the representation of nodes. Among them, the second-order proximity which is to look at the common neighbors of two nodes is proposed. LINE argues that the more the number of common neighbors, the higher the second-order proximity degree of two nodes. More importantly, we can find that LINE represents the network from another point of view. It preserves the basic structural information of the network, including first-order and second-order proximities. Then considering our model, ADPE divides the network into different spaces according to different relations and learns specific semantic information in each space. We can assume that LINE learns the whole structure information of the network, whereas ADPE learns the specific semantic information. Therefore, the combination of the two model achieves a good experimental performance. The algorithm of our new model L-ADPE is illustrated in Algorithm 1.
V. EXPERIMENTS
In this section, we introduce the experimental datasets and evaluation methods, at the same time, we conduct experiments on the real-world datasets with our proposed model and several comparison methods.
A. DATASETS AND COMPARISON MODELS
We know there are multiple nodes and various edges in heterogeneous information network. Our method learns network representation by separating the network according to the type of relations. So, We select two datasets which include two and three relational types, respectively.
Algorithm 1 Training L-ADPE Model
Input: HIN G = (V, E, , ), w = (w 1 , w 2 , · · · , w R ), epochs N , batch-size B, and the number of negative sample pairs K Output: embeddings for nodes and relations(i.e. node embedding vectors v e , node projection vector v p , relation projection vector r p ) 1 initialize: v e , v p , r p = LINE(G), w = ( 1 R , 1 R , · · · , 1 R ); 2 iter = 0; 3 for iter in N do 4 shuffle and divide training set into batches; YouTube-User-Group, released by Mislove et al. [42] is a part of online social network datasets which include network data of Flickr, Orkut and YouTube. The dataset includes information about both the users link structure and group memberships from the networks. We extract users and groups in YouTube to form a social HIN which consists of two relations of user-user (u-u) and user-group (u-g).
DBIS is a part of Database and Information System Dataset. It covers 464 venues, 60694 authors, and corresponding 72,902 papers. We implement experiments on the heterogeneous collaboration networks constructed by Swami et al. [6] from DBIS, where there are three types of links such as author-author, paper-author and paperconference.
We summarise the detailed statistics of YouTube and DBIS dataset in Table 3 and Table 4 , respectively. VOLUME 8, 2020 We compare our proposed model with several baseline methods and state-of-the-art network representation learning models. Among them, LINE and node2vec are applied to homogeneous information networks. So, we can only treat the nodes and edges in HIN as homogeneous ones for the evaluation.
• LINE [3] learns the representation of nodes by preserving both the first-order and second-order proximities of the network. We divide LINE into two parts LINE-1st and LINE-2rd according to the first-order and second-order proximity, respectively. And we apply LINE-1st, LINE-2rd and the combination(1st + 2rd) to learn the embedding vectors, respectively.
• Node2vec [5] is the modified version of DeepWalk. The method generates neighborhood of nodes by using biased random walks to produce the sequence of nodes. and then leverages the skip-gram architecture in word2vec [41] , [43] to learn the links between nodes in the network. In our experiment, we set p = q = 1, which perform best in our evaluations( Node2vec is actually DeepWalk when p = q = 1).
• metapath2vec [6] leverages pre-defined meta-paths to guide the random walk to generate the node sequences containing semantic information of HIN, and then input them into skip-gram model for HIN representation learning. In our experiment, we defined two meta-paths for YouTube dataset:''UGU''(User-Group-User) and ''GUG''(Group-User-Group),and three meta-paths for DBIS dataset:''APA'' (Author-Paper-Author), ''PCP'' (Paper-Conference-Paper) and
''APCPA''(Author-Paper-Conference-Paper-Author), which perform best in our evaluations.
• Hin2vec [34] is a novel neural network model for embedding HIN. It first generates relations between nodes by the meta-path produced by random walk. And then design a logistic binary classifier that predicts whether two input nodes has a specific relation so as to efficiently learn model parameters. The model can learn both representations of nodes and representations of meta-paths.
• PME [14] is a novel heterogeneous information network embedding model, which suits arbitrary types of large-scale heterogeneous information networks. It projects nodes from node space to corresponding relation space and then builds translations between projected nodes. At the same time, it proposes a novel loss-aware adaptive sampling approach to draw training examples in the model optimization.
• RHINE [17] takes the structural characteristics of heterogeneous relations into consideration and proposes a novel Relation structure-aware HIN Embedding model, which had been shown to outperforms state-of-the-art baselines in various tasks.
B. EXPERIMENTAL SETUP AND EVALUTION METHODS
We construct our experiments from two parts in where one is network reconstruction, the other is evaluation of link prediction accuracy.
1) NETWORK RECONSTRUCTION
Network representation learning hopes that the embedding model can retain the structure information of original network. So, a good network embedding model should preserve the original network structure well in the embedding space. In this part, we first evaluate our proposed method on network reconstruction task which aims to predict whether the given links exist in the given networks. Specifically, we use the learned representations to predict the links of origin networks. And the AUC (Area Under the Curve) introduced by Fawcett in 2006 [44] is used as our evaluation metric.
2) EVALUATION OF LINK PREDICTION ACCURACY
As one of the primary application scenarios of network representation learning, link prediction is also an important indicator for evaluating network embedding model. We hope that the well-trained model with observed links can accurately predict the unobserved edges. In this part, we conduct the experiment on the two datasets. For this task, we randomly extract 10 percentage of existing edges as testing data from entire dataset and use left edges to train the embedding model. As mentioned earlier, the training set consist of positive and negative samples. Similarly, the testing set also need negative edges for each positive edge because of the evaluation metric described later. Therefore we generate negative samples by (8) . We use top-k hits (hits@k) and Mean Reciprocal Rank (MRR) as metrics for evaluation, which is adopted from PME model.
The metric hits@k have been widely adopted in recommender system and knowledge graph communities [20] , [45] . In our task, we first generate 500 negative samples for each testing positive link e ijr , and then calculate a score for e ijr as well as the 500 negative samples by using (4) . Next, we rank the score of 501 samples to form a ranked list, at the same time, we denote the position of positive link e ijr in the ranked list as rank(e ijr ). Finally, we evaluate the hits@k by strategy as follow: if rank(e ijr ) <= k(k = 1, 5, 10, 15, 20), we have a hit for e ijr . Otherwise, we have a miss. As a result of multiple relations in HIN, we calculate Hits ratio in different relation-specific space. For example, considering a single test case e ijr in r relation-specific space, We define hit@k to represent whether it hit or not. If rank(e ijr ) <= k, hit@k = 1. Otherwise, hit@k = 0. Therefore, the overall hits@k for r relation is calculated by averaging all test links in r relation-specific space:
where D r test represent the number of test cases in r relation. Furthermore, we can obtain the hits@k for entire network by gathering every relation-specific space.
There is another metric we adopt for evaluating the accuracy of link prediction. MRR that called Mean Reciprocal Rank is widely used in information retrieval.
The definition is:
, r = 1, · · · , R (14) which refer to definition of MRR in PME. Compared with MeanRank used in TransE, TransNet and so on, MRR is less sensitive to outliers, which should be a bigger value when the model can predict precisely.
C. EXPERIMENTAL RESULTS
In this section, we first present the parameter settings in our model and other compared methods, which are tuned to best performance in the experiments. Then we report our results of experiments including network reconstruction and link prediction. Parameter Settings. We set some common parameters for all methods to make the comparison: embedding dimension D e = 128 (in our model, we set embedding dimension D e and projection dimension D p both equal to 128, which perform best in test), negative samples N = 5. For our model, the hyper-parameters are set as follow: learning rate α = 0.001, margin = 1.0. For a fair comparison, we set the number of walks per node w = 10, the walk length l = 100 and the window size τ = 2 for random walk based methods (node2vec, metapath2vec and hin2vec). For LINE, the starting value of the learning rate α = 0.025, the order of the proximity used are first-order, second-order and the combination(1st+2rd), respectively. For node2vec, p = 1, q = 1. For hin2vec, we set starting learning rate as 0.025. For RHINE, the margin γ is set to 1.
1) NETWORK RECONSTRUCTION
In this part, we present the results of network reconstruction according to AUC score in Table 5 and Table 6 . AUC-l means AUC score computed with test samples in which negative samples are generated by only replacing left node in a link e ijr , while AUC-r represent AUC score calculated with test samples in which negative samples are generated by only replacing right node in a link e ijr . Taking YouTube dataset for example, for links in user-group relationspecific space, we only replace user nodes to generate negative samples for computing AUC-l while we replace group nodes to generate negative samples for computing AUC-r. Actually, there are some implicit messages reflected by the different results between the two kind of AUC score. We can reckon that the model can predict user-faked links more accurately than group-faked links because AUC-l is greater than AUC-r. The reason behind this might be explained that a user belongs to many groups so that it is difficult for the model to distinguish the positive from the negative, while a group consists of almost certain users that the model has easily learned. However, there is no difference between AUC-l and AUC-r when the types of nodes in a link are identical such as user-user link in YouTube, paper-paper link in DBIS. From the tables, we have the following observations:
• Our model achieves significant improvements on AUC values over the baselines and state-of-the-art methods on all types of sub-networks of two datasets. Obviously, it demonstrates that the L-ADPE model is able to preserve the origin network structure well.
• We have known that our datasets are extremely sparse which the sparsity level of all relations in datasets reach above 99%. So it clearly indicates the robustness of our methods on sparse datasets.
• From the tables we can also find the L-ADPE model certainly improves the performance compared with ADPE model, in which we can prove that it is absolutely a key step to initialize the model embeddings. Specifically, we can find the improvement of performance is great, especially when the types of nodes in link are different and the number of links is relatively few (e.g., user-group in YouTube, paper-author and paper-conference in DBIS.) From the experimental results, we can also see that RHINE outperforms state-of-the-art baselines and close to our ultimate model L-ADPE in various tasks. The reason behind this is that RHINE and L-ADPE preserve both structural information and semantic information of HINs. However, as previously analyzed, RHINE calculates the proximity of different relations in the same space, so the learning of semantic information is worse than our method. We believe that RHINE would achieve better results, with projection mechanism considered into the proximity calculation of loss function.
2) PREDICTION ACCURACY
In this section, we present the prediction accuracy of all methods in terms of hits@k in Figure 3 and Figure 4 . In order to show the results clearly, we only show the best model of LINE(1st+2rd), at the same time, we do not show the results of DPE, since DPE and ADPE have similar results. We have the following observations from the results in Figures.
• On YouTube dataset, ADPE achieves significant improvements on prediction accuracy of hits@k over the baselines and state-of-the-art methods on all types of subnetworks. On DBIS dataset, ADPE improves the performance compared with PME and DPE methods. It demonstrates that our model ADPE has played a role in learning heterogeneous information networks by dynamically adjusting the training and updating process.
• ADPE has a great improvement than the current methods on YouTube, but it does not achieve the expected results, even lower than node2vec and hin2vec on DBIS. We're trying to find out the reasons. In fact, when the type of nodes in HIN is greater than 2, the structural information of network is also very important. For example, there are only two types of nodes (user and group) and two types of relations (u-u and u-g r) in YouTube. The structural information of YouTube network is simple, so more attention should be paid to specific semantic information. However, DBIS includes three kinds of nodes and many kinds of relations, which results in relatively complex structural information. Therefore, we need to take into account both the structural information and the specific semantic information of the network. Node2vec and hin2vec use random walk to generate node sequences (hin2vec also uses random walk based on meta-paths), which learns the structural information of the network for HIN embedding. PME and ADPE only focus on the specific semantic information in HIN, result in the poor performance of methods based on projection metrics on DBIS. In order to learn the whole structure information and specific semantic information of the network at the same time, we propose L-ADPE: LINE first learns the overall structure of the network, and then takes the learned information as the initial state of the subsequent model training. Then ADPE partitions the network into several sub-networks to learn the local information of network. After two learning steps including global embedding and local embedding, L-ADPE achieves effective and efficient performance.
• As mentioned earlier, our datasets are extremely sparse which the sparsity level of all relations in datasets reach above 99%. Obviously, our model soundly outperforms the state-of-the-art representation learning models in the sparse datasets that widely exist in real-world HINs. So it clearly indicates the robustness and good adaptability of our methods on sparse datasets.
In addition to hits@k, we also compare the experimental performance of all methods in terms of MRR metric. From the Table 7 , we can see that our method achieves the maximum value of MRR in almost all relation-spaces (there is a exception in a-a sub-network of DBIS, but the difference with the maximum is not significant), which demonstrate the outperformance of our model in link prediction.
D. COMPLEXITY ANALYSIS
We analyze the time complexity by comparing two types of projection models based on translation mechanism, mainly calculating the computational complexity of model training process. There are two types of models: one is dynamic projection embedding models that we denote as DPE, which include model DPE and ADPE. The other is fixed projection embedding models that we denote as FPE which consist of model PME and models based on TransR. Specifically, for a link e ijr , we compare the two types of models by analyzing the computation complexity of distance between v r i and v r j , which is shown as follow:
Only considering multiplication, we can get the computational complexity denoted as cc of DPE model for a link from (15) :
For FPE model, we take the distance equation of PME for example and analyze the computation complexity as follow:
where M r ∈ R d r ×d v , and v i , v j ∈ R d v ×1 . So we can get the computational complexity denoted as cc of FPE model for a link from (16):
. If we set the dimension of all vectors and each dimension of projection matrix are same value (e.g., d v = d r = n), we obtain the following result:
We can see that the computational complexity of FPE is one order of magnitude larger than that of DPE. Therefore, DPE has less calculation than FPE, which makes it train faster and can be applied on large-scale graphs. And it has been proved by our experiments that the training time of PME is about 10 times more than that of ADPE in Table 2 .
E. PARAMETER SENSITIVITY ANALYSIS
Parameters settings in a model can affect the node embedding and the performance of link prediction. In this section, we investigate the sensitivity of various parameters in our model, which include the dimension of embedding vectors D, the margin M and the training epochs T . For the sake of brevity, we conduct our experiments with our model ADPE in YouTube dataset and report the results of prediction accuracy (hits@10 and hits@20) in Figure 5 . Figure 5 (a) shows the prediction performance w.r.t the number of dimensions D. We can observe that the performance of our model improves with the increase of the number of dimensions in range 32 to 256. Generally speaking, a small D is not sufficient to capture the complex network information embedded in relations between nodes, but in the other hand, a large D might not only lead to noises and cause overfitting but also increase the time complexity and space complexity. So, our model selects a compromise proposal that set the number of dimensions D = 128. In Figure 5 (b), we show how the hyper-parameter margin M in loss function influence the performance. we know m > 0 is the safety margin size in the objective function called margin-based loss function. And from the Figure, we see the accuracy decreases with the increase of M as a result of overfitting. The result demonstrates that our model is reasonable to set the margin at 1.0. In Figure 5 (c), we can find that our model is starting converging steadily after 20 epochs. 
F. CASE STUDY: VISUALIZATION
In this part, we visualize the node embeddings learned in our model, so as to intuitively understand the process of HIN embedding. In the Figure 6 , we show the user embeddings in a 2-dimensional space by T-SNE. Figure 6 (a) shows the nodes in original space, while (b) shows the nodes in the user-group relation space. We can find users cluster into some groups in user-group relation space. In order to prove the effectiveness of our model and show the visualization results more clearly, we show the visualization of different models with colors in Figure 7 . In fact, there are 10000 groups in YouTube dataset, which results in many groups with only a few users. So, it is difficult to visualize each user embedding marked with color by group. In order to prove that clusters in relation space are related to groups, we select 14 groups with more than 100 users in the dataset, and choose the existing good baseline models as the comparison methods, such as DANE [46] and G2G [47] . From Figure 7 we can find that users in user-group space by our model not only form more clusters, but also achieve more clear, compact and separated clusters compared with the rest baseline methods. However, it is not very clear in the right part of the figure (d) . In fact, there are many users that belong to more than one group, so the clustering effect is not obvious for users belonging to multiple groups. We can clearly see that it is not easy to show all the features in the original space because user contains many attributes (groupship of u-g and friendship of u-u), which leads to a difficult learning for effective information with mixed multiple attributes. On the contrary, in user-group subspace, we only consider group attribute of user. Therefore, we can clearly find user nodes are clustered into several groups. From the visualization point of view, we intuitively understand that our model can mine one specific attribute of nodes in the corresponding subspace, so as to realize the learning of nodes in complex relational HIN.
VI. CONCLUSION
In this paper, we propose a novel network representation learning model for heterogeneous information network. Our model suits arbitrary types of heterogeneous information networks by proposing a dynamic projection embedding method which introduces the DPE to embed the nodes and relations by dynamically mapping the nodes into different subspaces. In order to address the issues of skewed distribution of heterogeneous relational links, we propose an adaptive loss function for training and updating. The method overcomes the heavy imbalanced distribution of the relations in HIN and optimizes the training and updating process. In addition, we combine our model with LINE by embedding the vectors learned from LINE as initialization of our new method called ''L-ADPE''. At the same time, we conduct extensive experiments on real-world information networks including YouTube social network and DBIS. Experimental results prove the effectiveness and efficiency of the proposed model. As for our next step, we will explore the network representation learning of dynamic heterogeneous information network which is more complicated and meaningful.
