Nanosecond pulse burst plasma ignition measurements and kinetic modeling calculations have been used to analyze kinetics of low-temperature plasma assisted ignition of hydrocarbon fuels. Uniform low-temperature plasmas have been generated by high voltage, nanosecond duration pulses at high pulse repetition rates. Pulse bursts of up to 1000 pulses have been used to ignite premixed ethylene-air and acetylene-air flows. Ignition delay time has been determined by measuring time-resolved OH, CH, and C 2 Swan band emission from the flow, which produces a well pronounced overshoot during ignition. Ignition delay time has been measured in a wide range of pulse repetition rates and equivalence ratios.
Introduction
Over the last decade, considerable progress has been made in studies of nonequilibrium plasma assisted combustion. A review of recent experimental work in this field is given in Refs. [1, 2] . The main motivation for this research is development of more efficient plasma ignition and flameholding systems for internal combustion engines and jet engines, which could operate in a wide range of equivalence ratios, pressures, and flow velocities.
Among many possible electric discharge configurations, low-temperature plasmas generated by high peak voltage, repetitively pulsed, nanosecond pulse duration discharges offer several key advantages over other types of nonequilibrium plasmas. First, the reduced electric field, E/N, generated during these pulses is much higher than achieved in most DC, RF, and microwave plasmas, up to several hundred Td (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) V·cm 2 ). This results in higher electron energy and much higher rates of electron impact processes such as electronic excitation of molecules and molecular dissociation, which depend on E/N exponentially. Second, plasmas generated by a repetitively pulsed nanosecond discharge at high pressures (up to ~1 atm) are generally more stable compared to other types of electric discharges, due to their very low duty cycle. For typical pulse duration of ~10 nsec and pulse repetition rate of ~100 kHz, the discharge duty cycle is ~1/1000. Basically, rapid electron impact ionization produced by a high voltage nanosecond pulse is turned off before ionization instabilities have time to develop, and is repeated before the plasma decays completely. This makes possible generating large-volume, uniform, and stable plasmas with a significant input energy fraction going to electronic excitation and dissociation of molecules.
Recent experimental work using this type of plasma focused on the effect of nanosecond pulse duration discharges on ignition delay time reduction [3, 4] , flame stabilization [5] [6] [7] , expanding flammability limits [8] , fuel oxidation [9] , ignition and flameholding [10] [11] [12] [13] [14] , and radical species generation [15, 16] . In particular, our recent experiments [15] demonstrated that repetitively pulsed nanosecond discharge plasma sustained between two plane electrodes covered by dielectric plates is indeed diffuse, uniform, and stable. Measurements of O atom number densities generated by a single pulse nanosecond discharge with this electrode configuration in air, methane-air, and ethylene-air mixtures [16] demonstrated that approximately 50% of the input pulse power is spent on oxygen dissociation. Time-dependent O atom number densities measured in these experiments are in very good agreement with predictions of a quasi-onedimensional hydrocarbon-air plasma chemistry model. The same kinetic model was used to analyze plasma assisted oxidation, ignition, and combustion in a repetitively pulsed nanosecond discharge operated in premixed ethylene-air flows at quasi-steady-state conditions [14] , showing good agreement with plasma temperature and plasma chemical fuel oxidation / combustion product concentration measurements.
These results suggest that low-temperature plasma chemical fuel oxidation occurs in exothermic reactions of radical species generated by the plasma (O, H, OH, and C x H y ), which produce additional chemical energy release, in excess of the input pulse energy. This leads to considerably more rapid flow heating, compared to Joule heating alone. Kinetic modeling calculations [14] also predicted that radical species generated by the plasma can also significantly reduce ignition delay time, compared to equilibrium heating of the combustible mixture to the same temperature. However, kinetic modeling of plasma chemical ignition and combustion in a steady flow reactor using a quasi-one-dimensional flow / plasma chemistry model [14] has several limitations. First, this model does not incorporate nanosecond pulse discharge dynamics and therefore cannot predict electric field, electron density, and discharge power distributions during the pulse. This makes it inapplicable to modeling of electric discharges with significant power and temperature gradients. For example, if the discharge power peaks near the electrodes, this would produce rapid localized heating in these regions eventually resulting in "hot spot" ignition, an effect not accounted for in the model. Second, the model does not take into account flame propagation as well as blow-off and flashback processes that may well occur after ignition. In our previous work [14] , we detected evidence of a flashback from flow temperature distribution measurements in the reactor. This makes the model inapplicable for flameholding and combustion analysis in plasma-excited flows after ignition occurs. Finally, the model used in Refs. [14, 16] does not incorporate convection and conduction heat transfer, which leads to a significant uncertainty in the interpretation of plasma assisted ignition, flameholding, and combustion experiments at quasi-steady-state conditions.
An alternative experimental approach which could resolve some of these difficulties is to use a relatively short burst of high voltage, nanosecond duration pulses produced at a high pulse repetition rate to ignite a slowly flowing, premixed combustible mixture. At these conditions, ignition delay time would be significantly shorter than the flow residence time in the discharge, so that the flow could be considered essentially stagnant. This makes possible the use of a simple time-dependent, one-dimensional nanosecond discharge model to calculate the power density distribution in the plasma, to estimate the effect of spatial gradients, and to predict the energy coupled to the plasma during the pulse. In the plasma chemistry model, convective heat transfer on this short time scale can be neglected, and conduction heat transfer to cold reactor walls can be easily incorporated, which would allow more accurate prediction of the discharge energy balance. In this case, comparison between experimentally measured and calculated ignition delay times would provide insight into kinetics of low-temperature plasma assisted fuel oxidation and ignition. Therefore, uniform pulse-burst nanosecond plasma generated in a slow, premixed hydrocarbon-air flow in a reactor which lends itself to spatially-resolved and time-resolved optical diagnostics would provide a "test bed" for in-depth studies of low-temperature plasma assisted ignition kinetics. We believe that the use of volume-filling nanosecond pulse plasmas in the plane-to-plane geometry for this purpose is more promising compared to plasmas generated using point-to-point or point-to-plane geometries. Indeed, in these more localized, often filamentary plasmas separating non-thermal plasma chemistry effects from a more trivial ignition process due to localized heating is very difficult.
The main objectives of the present paper are as follows: (i) measure ignition delay times in volume-filling hydrocarbon fuel / air plasmas generated by a burst of high voltage nanosecond pulses, (ii) analyze nanosecond pulse discharge dynamics and predict the pulse energy coupled to the plasma, and (iii) compare the experimental results with ignition delay times predicted by a hydrocarbon-air plasma chemical model. We believe that these results can be used to identify the kinetic mechanism of low-temperature plasma fuel oxidation and ignition with confidence.
Experimental

Pulse burst ignition experiments
Pulse burst ignition experiments have been conducted in a discharge flow reactor fabricated from a single piece rectangular cross section quartz channel, 150 mm long x 22 mm span x 10 mm height, with flanges at the ends for connecting gas inlet and exit lines and a test cell pressure sensor. The schematic of the discharge cell is shown in Fig. 1 . The walls of the quartz channel are 1.75 mm thick. The experiments have been conducted in dry air and in mixtures of dry air with three different hydrocarbon fuels, methane, ethylene, and acetylene. Flow rates of each of the component gases are metered and controlled using mass flow controllers. Test section pressure is controlled by throttling the flow downstream of the test section without changing the mass flow rate, which makes the flow velocity inversely proportional to pressure. At the test section pressure of P=60 torr, the flow velocity is approximately u=0.8 m/sec.
Two rectangular copper plate electrodes are attached to the outside surface of the quartz channel using silicon rubber adhesive and are covered by recessed acrylic plastic plates, as shown in Fig. 1 . The electrode plates are 14 mm wide and 63 mm long, and are rounded at the corners to reduce the electric field nonuniformity. At P=60 torr and u=0.8 m/sec, flow residence time in the discharge region is about 80 msec. High voltage, nanosecond duration pulses are generated in air and premixed air-fuel mixtures flowing through the quartz cell using a Chemical Physics Technologies high voltage pulsed power supply producing 20 kV peak voltage pulses with individual pulse duration of approximately 25 nsec and maximum pulse repetition rate of 50 kHz. Figure 2 shows a typical single pulse voltage waveform and a Gaussian fit with FWHM of 25 nsec. In the present experiments, the pulse generator was operated in a burst mode, generating sequences of up to 1000 pulses at pulse repetition rates varying from 20 to 50 kHz. To produce breakdown in the discharge section on the very first pulse, the test cell was irradiated by a deuterium UV lamp (Resonance Ltd.) through a quartz window in one of the side flanges, as shown in Fig. 1 , providing pre-ionization of the discharge volume. Without pre-ionization, breakdown in the cell typically occurs after a few hundred pulses. The pressure in the discharge section was varied from P=40 to 100 torr, and equivalence ratio in air-fuel mixtures was varied from φ=0.4 to 1.4.
To detect ignition in the test section, time-dependent optical emission from the discharge at different wavelengths was monitored using a photomultiplier (PMT) tube with a monochromator, providing spectral resolution of approximately ±3 nm, and a digital oscilloscope. The response time of this emission diagnostics, approximately 10 µsec, was controlled by using a variable terminator resistor placed between the PMT and the oscilloscope and set at 50 kΩ. In addition, time-integrated UV/visible emission spectra in air and in fuel-air mixtures were taken using an Optical Multichannel Analyzer (OMA) system with a 0.25 m monochromator and a CCD camera. In air, discharge emission spectra are dominated by the nitrogen second positive system bands, N 2 
). Our recent time-resolved second positive system emission measurements in a repetitively pulsed nanosecond discharge [17] demonstrate that most of the signal is produced during the pulse, with emission decaying by a factor of 2 over less than 10 nsec and by three orders of magnitude over 50 nsec. Therefore the time-integrated second positive emission spectra in fact detect the N 2 (C 
where I is the emission intensity, A is the relative probability of radiative transition from v′ and v′′, τ eff is the effective lifetime of the excited state (controlled by both collisional quenching and radiative decay processes), τ rad is the spontaneous radiative decay time of the excited state, and k exc (E/N) is the electron impact excitation rate coefficient, which depends on the reduced electric field exponentially. In Eq. (1), superscripts "2+" and "1-" stand for second positive and first negative system, while subscripts "0-2" and "0-0" identify the upper and the lower vibrational levels in the emission bands, v′ and v′′. The collisional quenching and radiative decay rates used in the right hand side of Eq. (1) are taken from [18] [19] [20] . The radiative transition probabilities have been calculated using electronic transition moments and Franck-Condon coefficients taken from [21] . The electron impact excitation rate coefficients are calculated as functions of the reduced electric field by solving a two-term expansion Boltzmann equation for air plasma [22] with the electron impact cross sections taken from [23, 24] . The ionization rate coefficient predicted by the two-term expansion model is in satisfactory agreement with the Monte Carlo solution of a full Bolzmann equation [25] (within 25%). The reduced electric field, E/N, has been inferred from the emission intensity ratio using Eq. (1). In fuel-air mixtures, strong emission from several additional bands, OH (308 nm), CH (431 nm), and C 2 Swan bands (563 nm), was also detected. For pulse burst ignition delay time measurements, the PMT monochromator was set to monitor time-dependent emission from one of these bands.
Cavity flow ignition / flameholding experiments
Flow ignition / flameholding experiments have been conducted in a new plasma ignition / cavity flow reactor shown in Fig. 3 . The main difference of the new reactor compared to plasma assisted combustion test sections used in our previous work [12, 13] is that the plasma is sustained in a cavity in one of the test section walls rather than in the main flow. The main objective of this design is to maximize the flow residence time in a recirculating flow / plasma region in the cavity, and thereby produce ignition and flameholding at higher flow velocities compared to our previous results [12, 13] . The new rectangular cross section (5 cm x 1 cm) flow reactor is made of aluminum and has a rectangular cavity (1.9 cm deep and 2.25 cm long in the streamwise direction) machined in the bottom wall of the channel, as shown in Fig. 3 . The new flow reactor can be operated using premixed or fuel injection flows. The fuel can be injected into the flow either upstream of the cavity or directly into the cavity. The present experiments have been conducted in premixed stoichiometric ethylene-air flows. The combustion products can be sampled into the FTIR spectrometer through a static pressure / sampling port several cm downstream of the cavity. The 1.6 mm diameter cylindrical high voltage brass electrode is placed in the center of the cavity, perpendicular to the flow direction, as shown in Fig. 3 . The electrode is placed inside a 3.2 mm outside diameter quartz tube, and the walls of the cavity are covered by macor ceramic plates 1.6 mm thick to preclude secondary electron emission from exposed and grounded metal surfaces and the resultant arc filament ("hot spot") formation in the discharge. This reduces the dimensions of the cavity to 1.75 cm (depth) and 1.9 cm (length). The central (high voltage) electrode is connected to the same Chemical Physics Technologies pulse generator as discussed in Section 2.1. A rectangular window made of quartz and two BK-7 glass circular windows provide optical access to the plasma region in the cavity and to the flow downstream of the cavity (see Fig. 3 ).
Kinetic Models
In the present work, we are using two different kinetic models, one simulating nanosecond pulse discharge development in air and the other modeling plasma chemical processes fuel oxidation producing ignition in fuel-air mixtures. The first model is used to calculate the pulse energy coupled to the plasma, which is the key parameter used by the second model predicting ignition delay time. These models are discussed in greater detail below.
Pulsed discharge model
To model development of a nanosecond pulse discharge, we are using use a timedependent, quasi-one-dimensional discharge model in a drift-diffusion approximation [26, 27] ,
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In Eqs. (2-4), n + and n e are positive ion and electron number densities, φ and E x = -∂φ/∂x are the potential and the electric field, α is the Townsend ionization coefficient, β is the electron-ion recombination rate coefficient, and Γ + , Γ e are the drift-diffusion fluxes ion the electron fluxes. In the expressions for fluxes, μ + , μ e are the mobilities and D + =μ + ·k B T i /e, D e =μ e ·k B T e /e are the diffusion coefficients.
The ion mobility, the ionization and recombination rate data in air are taken from [26, 28] , 
In Eq. (6), k ion =αμ e E/N is the ionization rate coefficient. Note that at the present conditions, electron-ion recombination has almost no effect on electron and ion density distributions because of short voltage pulse duration, ~25 nsec. Similarly, the effect of negative ion formation in air was found to be very minor. Basically, recombination and electron attachment both occur on much longer time scales compared to the pulse duration. The two dominant processes at the present conditions are electron impact ionization and charged species drift in a strong electric field. The electron mobility and electron temperature were calculated as curve fits to electron drift velocity measurements [29] and Monte Carlo simulations [25] .
Voltage drop across the dielectric plates covering the electrodes (mainly due to charges deposited on the dielectric surfaces during the pulse) was calculated as follows [27, 30] ,
where V app and V gap are the applied voltage and voltage across the gap, respectively, ε is the dielectric constant, L and l are the discharge gap and the dielectric plate thickness. In the present calculations, ε=4.3, L=1 cm, and l=1.75 mm.
The system of equations (2-4) was solved with the following boundary conditions [31] , 
Pulse energy coupled to the plasma is calculated as Joule heat integrated over the discharge volume and time.
Hydrocarbon-air plasma chemistry model
Kinetic model of the air plasma used in the present work incorporates a set of quasi-onedimensional equations for number densities of neutral species, N, N 2 
The species concentration equations are coupled with the two-term expansion Boltzmann equation [22] for the energy distribution function of plasma electrons, and with quasi-one-dimensional flow equations. The Boltzmann equation solver is using experimental electron impact cross sections as entries and calculates the electron energy distribution function as well as the rate coefficients of electron impact ionization, dissociation, and electronic excitation, used by the rest of the model. The cross sections for N 2 and O 2 are taken from [23, 24] . Rate coefficients of remaining kinetic processes in the air plasma, such as electron recombination, attachment, and detachment, ion-molecule reactions, and reactions of excited electronic species are taken from Ref. [32] . To model methane-air, ethylene-air, and acetylene-air plasmas, the air plasma kinetic model was supplemented with methane, ethylene, and acetylene dissociation by electron impact and in reactions with electronically excited nitrogen molecules. Cross sections and rate coefficients of these reactions were taken from [33] [34] [35] [36] [37] [38] [39] [40] [41] . The plasma model was combined with one of two different hydrocarbon oxidation mechanisms, GRI Mech 3.0 [42] and a mechanism developed at the University of Southern California by Wang et al [43] . The Wang mechanism incorporates more extensive C2-C4 chemistry and has been extensively validated using experimental data on ignition delay time, laminar burning velocity, and species concentrations in ethylene and acetylene containing mixtures. The energy equation used in the model incorporates a conduction heat transfer term,
where u is the flow velocity, λ(T) is the flow thermal conductivity, T w =300 K is the wall temperature, h=1 cm is the channel height, and h/π is the spatial scale for unsteady conduction heat transfer in rectangular geometry. The high voltage pulse shape used by the code is a Gaussian fit to the experimentally measured voltage pulse shape with the pulse FWHM of τ=25 nsec, as shown in Fig. 1 . Due to strong shielding of the pulse voltage caused by charge accumulation on the quartz channel walls (see discussion in Section 4.1), the field in the plasma is known with significant uncertainty. In the present calculations, the reduced electric field is considered an adjustable parameter chosen to reproduce the peak O atom number density measured in a single-pulse nanosecond discharge air plasma at P=60 Torr [16] as well as the pulse energy coupled to the plasma, predicted by the model discussed in Section 3.1. At E/N=250 Td (25·10 -16 V·cm 2 ), the calculated pulse energy is 0.76 mJ. In experiments [16] , we used the same pulsed plasma generator and the discharge section as in the present work. Based on previous pulse energy measurements in this type of discharge [13] , pulse energies in discharges in air and in fuel-air mixtures were assumed to be the same.
The kinetic model has been validated by comparing with the results of our timedependent O atom concentration measurements by Two-Photon Absorption Laser Induced Fluorescence (TALIF) in single-pulse nanosecond discharges in air, methane-air, and ethyleneair mixtures [16] , showing very good agreement (see Fig. 4 ). This shows that electron impact and plasma chemical processes are well understood and adequately described by the present model. Note that both the pulse energy and the O atom number densities plotted in Fig. 4 have been increased by 25% compared to the results of Ref. [16] , due to a correction in the neutral density filter transmission used in the data reduction procedure. Figure 5 shows two gated ICCD camera images of a repetitively pulsed discharge plasma in nitrogen at P=60 torr and pulse repetition rate of ν=5 kHz, taken in our previous work [15] . The two images shown are single pulse and 100 pulse average, for the camera gate of 300 nsec. It can be seen that the plasma emission in these images (nitrogen second positive system emission) is diffuse and uniform, with no sign of arc filament formation. This provides justification for the use of a quasi-1-D nanosecond pulse discharge model described in Section 3.1.
Results and Discussion
Kinetic modeling of a nanosecond pulse discharge and electric field measurements
Figures 6-8 illustrate dynamics of a single-pulse nanosecond discharge in air at P=60 torr, predicted by model. From Figs. 6,7 , it can be seen that the voltage across the discharge gap, compared to the pulse voltage, drops dramatically after breakdown (between moments A and C). This occurs mainly due to electron deposition on the dielectric layer (quartz wall) covering the anode (see Eq. (10)). The dielectric plate acts as a charging capacitor which results in strong shielding of the plasma generated in the test cell. The shielding effect greatly reduces the electric field in the plasma (see Fig. 8 ), essentially stops electron impact ionization, and limits both the electron density and the energy coupled to the plasma. From Fig. 6 , one can see that power is added to the plasma only during a few nanoseconds following breakdown. Note that the discharge power peaks when the gap voltage is approximately 7 kV (see Fig. 6 ), which is only about a third of the pulse peak voltage of 20 kV and corresponds to the reduced electric field of 360 Td. This justifies treating the reduced electric field as an adjustable parameter chosen to reproduce the pulse energy in the plasma chemistry model described in Section 3.2. Figure 9 shows a spatial distribution of the time-integrated energy density coupled to the plasma. It can be seen that this distribution is fairly uniform and does not exhibit a well-defined maximum such as occurs in a cathode layer of a self-sustained DC glow discharge. This result is qualitatively consistent with emission intensity distribution in ICCD camera images of the repetitively pulsed nanosecond discharge, shown in Fig. 5 . Figures 10 and 11 plot the coupled pulse energy predicted by the model vs. pulse peak voltage and pressure. In these calculations, the pulse shape remained the same as shown in Fig.  6 , Gaussian with FWHM of 25 nsec. From Fig. 10 , it can be seen that although the pulse energy does increase with voltage, this increase is a lot more gradual than could be expected from the strong exponential dependence of the ionization rate on the reduced electric field (see Eqs. (6,7)).
Note that at the lowest pressure, P=40 torr, the pulse energy dependence on peak voltage becomes very weak. This occurs due to the shielding effect caused by charge accumulation on the dielectric plates, which becomes more pronounced at low pressures since electron mobility scales inversely proportional to the number density. This is also illustrated by the pulse energy rise with pressure when peak voltage is kept the same, shown in Fig. 11 (except for the lowest peak voltage of 10 kV). Basically, at higher pressures and lower electron mobility, plasma shielding takes a longer time to occur, which results in higher pulse energy. Pulse energy drop with pressure at a low peak voltage, 10 kV, occurs because of the exponential dependence of ionization rate on E/p, which in this case overtakes the effect of a nearly linear electron mobility decrease with pressure.
All calculations shown in Fig. 6-11 have been done at room temperature. Pulse energies calculated at different temperatures in the range of T=300-600 K (at the same peak voltage and pressure) demonstrate that, as expected, increasing the temperature is essentially equivalent to reducing pressure. The two scaling parameters controlling the pulse energy are the number density and the reduced electric field E/N (or reduced pressure p* given by Eq. (9) and E/p * ). In particular, pulse energy coupled to the plasma at U peak >10 kV decreases as the temperature is increased (as could be expected from Fig. 11 showing pulse energy vs. pressure). This suggests that in a repetitively pulsed nanosecond discharge, the pulse energy would gradually decrease as the plasma is heating up. The pulse energy predicted in air at P=60 torr and at peak pulse voltage of 20 kV is 0.7 mJ (see Fig. 10 ), which is in very good agreement with the pulse energy inferred from the TALIF O atom measurements in our previous experiments, 0.76 mJ. However, additional modeling calculations are needed to determine whether individual pulse energy in a repetitively pulsed discharge at high pulse repetition rates may differ from the single pulse energy. From Eq. (10), it is apparent that the pulse energy at the same peak voltage and number density can be increased by reducing the ratio l/εL, i.e. by using thin dielectric plates with high dielectric constant. Obviously, increasing the electrode surface area would also result in higher pulse energy coupled to the plasma. Figure 12 shows a typical time-integrated emission spectrum in the repetitively pulsed discharge in air at P=60 torr, ν=40 kHz. Both the (0,0) second positive and the (0,2) first negative emission bands can be clearly identified. Using band emission intensities from states. The uncertainty in the inferred reduced electric field value is somewhat smaller, about ±10%, due to a strong exponential dependence of electron impact excitation rates on E/N. This result is considerably lower than the reduced electric field value obtained by dividing the peak applied voltage over the discharge gap, E/N ~ 1000 Td, and in good agreement with the nanosecond pulse discharge model prediction, E/N=360 Td. Thus, this measurement clearly illustrates the effect of plasma shielding predicted by the kinetic model discussed above. Note that the effective reduced electric field inferred from the visible emission spectra, E/N=330 Td, is also in reasonable agreement with the value used in our previous kinetic modeling calculations [16] , E/N=250 Td, which provides best agreement with the measured O atom concentrations.
Pulse burst ignition measurements and kinetic modeling
Figures 13 and 14 show input energy and thermalized energy after a single high-voltage pulse in air as well as in stiochiometric methane-air, ethylene-air, and acetylene-air mixtures at P=60 torr and room temperature, calculated using the model discussed in Section 3.2 with two different hydrocarbon oxidation mechanisms, GRI 3.0 Mech (Fig. 13 ) and the Wang mechanism (Fig. 14) . In these calculations, as well as in all subsequent calculations in the remainder of the present paper, we used E/N=250 Td, which gives the input pulse energy of 0.76 mJ [16] . It can be seen that both mechanisms predict additional energy release in all three hydrocarbon-air mixtures, in excess to the pulse energy coupled to the plasma. Our previous work [16] demonstrated that this occurs due to exothermic plasma chemical reactions of fuel oxidation, triggered by efficient O atom formation by electron impact dissociation of oxygen (see Fig. 3 ) as well as H atom, OH, and C x H y radical generation following electron impact dissociation of fuel species. In particular, approximately 50% of the pulse energy in air goes to electron impact dissociation of oxygen [16] . This illustrates the key effect of nanosecond pulse discharge plasma on ignition kinetics, i.e. efficient radical generation at low temperatures, which serves as a radical initiation step in plasma chemical fuel oxidation reactions resulting in energy release from fuel species. Reduced kinetic mechanisms of plasma chemical energy release in room temperature methane-air and ethylene-air plasmas have been previously determined in our previous work [14, 16] , where they are discussed in greater detail.
From Figs. 13 and 14, one can see that both hydrocarbon oxidation mechanisms predict rather modest additional heat release in methane-air (13% and 12% of the input pulse energy for the GRI Mech 3.0 and the Wang mechanism, respectively), compared to ethylene-air (78% and 69%) and acetylene-air (114% and 203%). Note that the Wang mechanism predicts significantly higher (nearly double) heat release in acetylene-air, compared to GRI Mech 3.0 mechanism. In a repetitively pulsed nanosecond discharge, this significant additional energy release would result in more rapid heating of the combustible mixture, thereby accelerating ignition. Isolating the reduced kinetic mechanism of plasma chemical energy release in room temperature acetylene-air plasmas is currently underway.
To provide insight into kinetics of low-temperature plasma ignition of hydrocarbon fuels and to determine applicability of these two hydrocarbon oxidation mechanisms at low temperatures, we compared the results of pulsed burst ignition delay time measurements with kinetic modeling calculations using the model described in Section 3.2. Figure 15 shows typical 308 nm emission signals from the repetitively pulsed nanosecond discharge measured by the PMT / monochromator in air and in a stoichiometric ethylene-air mixture at P=60 torr and ν=40 kHz. In air, the signal is due a nitrogen second positive system band sequence Δv=v´-vʺ=1. In ethylene-air, the signal is a combination of nitrogen second positive and OH (A 2 Σ + →X 2 Π) 3064 A band emission. Figure 16 plots the emission signal in air (first 20 pulses) with a higher time resolution. Note that N 2 (C 3 Π u →B 3 Π g ) emission spikes in Fig. 16 are not fully resolved. The lifetime of the N 2 (C 3 Π u ) state at the present conditions is only about 7 nsec [17] , which is much shorter than the response time of the PMT, about 10 μsec. Slight pulse-to-pulse peak intensity variation apparent in Fig. 16 is due to insufficient number of data points across each peak rather than pulse peak voltage variation.
From Figure 15 , it can be seen that after breakdown, peak nitrogen emission intensity in air plasma (i.e. emission produced when the pulse voltage peaks) remains stable and gradually increases with time. On the other hand, emission signal in the ethylene-air mixture produces a well pronounced overshoot approximately 9 msec after breakdown. During visual observation of the ethylene-air plasma produced during the pulse burst, a bright flash extending both upstream and downstream of the discharge region (see Fig. 1 ) was quite apparent. Further analysis of the 308 nm emission signal in ethylene-air, shown in Fig. 17 , demonstrates that when the emission intensity peaks, it no longer decays to the baseline between the pulses, leaving a distinct "footprint" clearly visible from 9 to 13 msec in Fig. 17 . This behavior, which is quite different from the rapidly decaying N 2 (C 3 Π u →B 3 Π g ) emission plotted in Fig. 16 , suggests that (i) the overshoot is produced by emission of OH produced during ignition of the mixture and electronically excited by the repetitive high voltage pulses, and (ii) the "footprint" signal is due to OH emission generated during self-sustained combustion initiated in the test cell approximately 9 msec after breakdown. Figure 17 also plots temperatures of air and ethylene-air plasmas predicted by the model described in Section 3.2, for the same pulse energy of 0.76 mJ that was inferred from our previous O atom density measurements [16] . The temperature rise predicted in ethylene-air is more rapid compared to air because of the additional energy release in plasma chemical fuel oxidation reactions, as shown in Fig. 13 . From Fig. 17 , one can see that a temperature spike due to ignition of the mixture predicted by the model occurs nearly at the same moment as the experimental OH emission peak, i.e. approximately 9 msec after breakdown. This demonstrates that the model correctly predicts ethylene ignition delay time at the baseline conditions. After ignition, the temperature rapidly drops due to conduction heat transfer to cold quartz channel walls (see Eq. (14)), with the characteristic time of about 10 msec.
Emission signals measured at 563 nm (C 2 Swan 0→1 band) and 431 nm (CH 4300 A band), plotted in Figs. 18, 19 , show similar behavior to the 308 nm emission. In both cases, a "footprint" is produced approximately 9 msec after breakdown, consistent both with the OH emission "footprint" and with the temperature spike predicted by the modeling calculations. In addition, the 563 nm emission also produces an overshoot at the same moment of time. Finally, N 2 (C 3 Π u , v´=1→B 3 Π g ,vʺ=6) band emission at 457 nm, which does not overlap with any of strong OH, CH, and C 2 bands, was measured both in air and in ethylene-air at the conditions of Figs. 15-19 and plotted in Fig. 20. From Figure 20 , it can be seen that nitrogen emission remains steady even when the mixture ignites, and does not exhibit a noticeable overshoot. This provides additional evidence that emission overshoot detected at 308 nm, 431 nm, and 563 nm is indeed due to enhanced OH, CH, and C 2 emission during ignition, rather than N 2 emission produced by some sort of discharge instability.
The results shown in Figs. 15-19 leave no doubt that a stoichiometric ethylene-air mixture is ignited by a spatially uniform, repetitively pulsed nanosecond discharge, after delay time of approximately 9 msec. Similar results have also been obtained in acetylene-air mixtures. On the other hand, in a stoichimetric methane-air we could not detect a clear and reproducible OH, CH, or C 2 emission overshoot, with a well pronounced ignition indicator "footprint" such as shown in Fig. 17 , at pulse repetition rates of up to 50 kHz and pulse burst durations of up to 50 msec. The kinetic model also predicts that a stoichiometric methane-air mixture at these conditions does not ignite, because of fairly rapid heat transfer to the cold test section walls, which drains the energy out of the flow and limits its temperature.
The most critical issue regarding these pulse burst ignition results is whether plasma assisted ignition is a predominantly thermal effect, albeit enhanced by additional heat release from plasma chemical fuel oxidation reactions (see Figs. 13, 14) , or whether presence of radicals generated by the plasma may also reduce ignition temperature and/or ignition delay time, compared to equilibrium heating of the mixture. Figures 21 and 22 compare repetitively pulsed plasma assisted ignition delay time at ν=50 kHz and 0.76 mJ/pulse with ignition produced by a steady-state uniform volumetric heating source, both calculated in a stoichiometric ethylene-air mixture at P=60 torr. In Figure 21 , the rate of equilibrium heating of the mixture was adjusted to produce the same ignition delay time as during plasma ignition, 6 msec. It can be seen that in case of equilibrium heating, ignition occurs at a much higher temperature compared to plasma assisted ignition process, 970 0 C vs. 660 0 C. In Figure 22 , the rate of equilibrium heating was adjusted to produce the same ignition temperature as during plasma ignition, 660 0 C. One can see that in case of equilibrium heating, ignition delay time is two orders of magnitude longer compared to plasma assisted ignition, 0.6 sec vs. 6 msec. These calculations clearly show that radicals generated by the plasma reduce ignition temperature by approximately 300 0 C and ignition delay time by approximately a factor of 100. This effect, together with additional heat release due to plasma chemical reactions (see Figs. 13, 14) , is the basis of a low-temperature plasma assisted ignition mechanism.
Figure 23 compares temperatures of stoichiometric ethylene-air and acetylene-air mixtures ignited at P=60 torr and ν=50 kHz, predicted using two different hydrocarbon oxidation mechanisms, GRI Mech 3.0 and the Wang mechanism. As expected, ethylene ignition delay times predicted using these two mechanisms are close, since both mechanisms predict similar values of additional heat release after a single nanosecond pulse (see Figs. 13, 14) . Acetylene ignition delay time predicted using the Wang mechanism is somewhat shorter compared with the value predicted using GRI Mech (by about 15%). However, this difference is not as significant as could be expected from single pulse energy balance calculations, in which energy release in acetylene-air predicted by the Wang mechanism is 40% higher compared to GRI Mech (see Figs. 13, 14) . This suggests that reverse reaction of plasma chemical fuel oxidation products accumulated in a repetitively pulsed discharge may reduce the thermalized pulse energy difference between these two mechanisms. Figure 24 plots dominant stable species mole fractions, as well as OH mole fraction, in a stoichiometric ethylene-air mixture at P=60 torr and ν=50 kHz, predicted using GRI Mech 3.0 mechanism. It can be seen that prior to ignition, CO, H 2 O, and CH 2 O concentrations considerably increase due to plasma chemical fuel oxidation reactions. On the other hand, CO 2 concentration sharply increases only after ignition occurs. These results are in agreement with our previous CO, CH 2 O, and CO 2 species concentration measurements in plasma assisted ignition experiments [14] , determined both in the oxidation and in the ignition regimes. Finally, one can see that the OH concentration overshoot predicted by the model occurs nearly at the same moment when the temperature reaches maximum (see Fig. 24 ).
Figures 25, 26 compare experimental ignition delay times in ethylene-air (φ=1.0) and acetylene-air (φ=0.5) mixtures with the kinetic model predictions. In the experiments, ignition delay time was defined as the moment when the OH emission "footprint" reaches maximum (e.g. see Fig. 17 ). In the modeling calculations, ignition delay time was defined as the moment when the temperature peaks. In these calculations, we used GRI Mech 3.0 hydrocarbon oxidation mechanism. For both fuels, the pulse energy at P=60 torr was assumed to be the same, 0.76 mJ. From these figures, it can be seen that ignition delay time measured in ethylene-air has very good run-to-run reproducibility, within standard deviation within ±10%. Standard deviation for ignition delay time measured in acetylene air is within ±20%. At P= 60 torr and ν=50 kHz, a stoichiometric ethylene-air mixtures ignites after 6.5±0.3 msec, which requires approximately 320 pulses (see Fig. 25 ). At the same conditions, a lean acetylene-air mixture (φ=0.5) ignites after 4.0±0.2 msec, which requires about 200 pulses. As expected, ignition delay time in both mixtures becomes shorter as the pulse repetition rate increases (see Fig. 25 ). On the other hand, ignition delay dependence on the equivalence ratio is rather weak (see Fig. 26 ).
From Figs. 25, 26, one can see that the results of kinetic modeling calculations in ethylene-air are in very good agreement with the experiment, expect at the lowest pulse repetition rate, ν=25 kHz, when ignition delay time predicted by the model is nearly 50% shorter than in the experiment, 17 msec vs. 24 msec (see Fig. 25 ) The most likely reason for this disagreement is convective cooling of the flow, not taken into account by the model which incorporates only cooling by conduction heat transfer to the test section walls (see Section 3.2, Eq. (14)). Indeed, by the time ignition occurs in a flow with the initial velocity of 0.8 m/sec (after 17 msec at ν=25 kHz, see Fig. 25 ), the flow moves over 4.5 cm, which is about 2/3 of the length of the electrodes in the streamwise direction. Note that at ν=20 kHz, the ethylene-air flow did not ignite at all.
In acetylene-air, the predicted ignition delay time exhibits the same trends as the experimental data (i.e. reduction with the pulse repetition rate and weak dependence on the equivalence ratio, see Fig. 26 ). However, the model predicts considerably longer ignition delay times compared to the experimental data, by up to 50-100% (see Figs. 25, 26) . Using the Wang mechanism instead of GRI Mech somewhat reduces this difference, by approximately 15% (see Fig. 23 ) but does not remove it completely. This result suggests that the acetylene-air plasma model used in the present work may be inaccurate or the acetylene-air chemistry models (GRI Mech 3.0 and Wang's) may be inapplicable at near room temperatures. At the present time, the source of disagreement between the experiment and the model has not been identified. Additional work is needed to isolate the kinetic mechanism of plasma chemical oxidation and ignition of acetylene-air mixtures. Figure 27 shows a photograph of a repetitively pulsed plasma sustained in air flow at P=70 torr, flow velocity of u=19 m/sec, pulse repetition rate of ν=40 kHz, and pulse burst duration is 0.1 sec. It can be seen that the plasma is diffuse and uniform. In these experiments, the plasma in the cavity was typically sustained for 0.5-1.0 sec. Generating the repetitively pulsed plasma in stoichimetric ethylene-air flows did not resulted in flow ignition in the entire velocity range tested, u=7-19 m/sec. Figure 28 shows air and air-fuel plasma temperatures in the cavity inferred from nitrogen second positive emission bands [13] , as functions of the main flow velocity. It can be seen that these temperatures remain nearly constant, which suggests that the residence time in the cavity is nearly independent of the flow velocity. One can also see that the temperature rise in the air-fuel mixture is rather modest, only 100-150 0 C. In our previous flow ignition / flameholding experiments using a repetitively pulsed nanosecond discharge [14] , stoichiometric ethylene-air flows ignited at similar pressures and flow velocities, at air plasma temperatures comparable with the present results, 250-300 0 C (before adding fuel). Absence of ignition in the present experiments could be due to a significantly lower pulse energy coupled to the plasma in the discharge with a very small surface area of the high-voltage electrode (see discussion in Section 4.1). Another possibility is insufficient rate of mixing / heat transfer between the main flow and the flow in the "closed" cavity, which has the length-to-depth ratio close to 1. Testing of alternative cavity and discharge geometries is currently underway.
Cavity flow ignition / flameholding
Summary
In the present work, nanosecond pulse burst plasma ignition measurements and kinetic modeling calculations have been used to analyze kinetics of low-temperature plasma assisted ignition of hydrocarbon fuels. Uniform low-temperature plasmas in a flowing reactor test cell have been generated by a series of high voltage (20 kV), nanosecond duration (25 nsec) pulses at pulse repetition rates of ν=20-50 kHz. Pulse bursts of up to 1000 pulses have been used to ignite premixed ethylene-air and acetylene-air flows. Ignition delay time has been determined from time-resolved UV/visible emission measurements using a photomultiplier tube and a monochromator. Flow ignition results in a well pronounced overshoot of OH, CH, and C 2 Swan band emission from the flow. Ignition delay time has been measured in a wide range of pulse repetition rates and equivalence ratios.
Discharge pulse dynamics in the test cell has been analyzed using a kinetic model of a high-voltage, nanosecond duration pulse discharge between two dielectric covered plane electrodes. Kinetic modeling calculations demonstrate that charge accumulation on the dielectric plate surfaces results in strong shielding of the plasma, which significantly lowers the gap voltage and limits the electron density and the pulse energy coupled to the plasma. This result is consistent with the effective reduced electric field value inferred from the plasma emission spectra, E/N=330 ± 30 Td, which is approximately a factor of 3 lower than the value estimated from the pulse peak voltage. Discharge pulse energy predicted by the model at the baseline conditions (air, P=60 torr, V peak =20 kV), 0.7 mJ/pulse, is in good agreement with our previous work, where the pulse energy, 0.76 mJ/pulse, was inferred from the O atom density measurements. Pulse energy dependence on peak pulse voltage, pressure, and temperature has been calculated. The results suggest that the pulse energy coupled to the plasma can be increased by using thin dielectric plates with high dielectric constant.
Ignition delay times measured in the present experiments have been compared with the results of kinetic modeling of repetitively pulsed hydrocarbon-air plasma. The model incorporates key plasma chemical processes among ground state and electronically excited neutral species, electrons, and ions, in particular radical generation (O, H, OH, and C x H y ) in the plasma by electron impact processes and reactions with excited species. The model also incorporates two widely used kinetic mechanisms of hydrocarbon oxidation, GRI Mech 3.0 and the Wang mechanism. Single-pulse kinetic modeling calculations demonstrate that one of the key processes during low-temperature plasma assisted ignition is chemical energy release from the fuel species due to exothermic fuel oxidation in reactions with radicals generated by electron impact. This effect results in significant additional heating of fuel-air mixtures in the plasma. Comparing calculated ignition delay time for plasma assisted ignition with ignition by equilibrium heating demonstrated that radicals generated by the plasma also reduce ignition temperature by up to 300 0 C and reduce ignition delay time by up to 2 orders of magnitude. This demonstrates conclusively the non-thermal nature of low-temperature plasma assisted ignition.
Comparison of experimental ignition delay time in ethylene-air with kinetic modeling calculations shows very good agreement. In methane-air, the model predicts no ignition at the present conditions, consistent with the experiments, in which no methane-air ignition has been detected. In acetylene-air, the model overpredicts ignition delay time by 50-100% compared with the experimental data. This difference may be due to inaccuracy of the acetylene-air plasma model used or because standard hydrocarbon oxidation mechanisms (GRI Mech 3.0 and the Wang mechanism) may be inapplicable at low temperatures. Isolation of the reduced mechanism of plasma chemical oxidation and ignition of acetylene is currently underway. . ICCD images of a repetitively pulsed discharge plasma in nitrogen at P=60 torr and ν=5 kHz [15] . Single pulse (top), 100 pulse average (botom). ICCD camera gate is 300 nsec. V peak =25 kV V peak =20 kV V peak =15 kV V peak =10 kV Figure 12 . Typical time-integrated visible emission spectrum in a repetitively pulsed discharge in air. P=60 torr, ν=40 kHz. 
