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Abstract
We study a class of conditional independence models for discrete data with the property
that one or more log-linear interactions are defined within two different marginal distri-
butions and then constrained to 0; all the conditional independence models which are
known to be non smooth belong to this class. We introduce a new marginal log-linear
parameterization and show that smoothness may be restored by restricting one or more
independence statements to hold conditionally to a restricted subset of the configurations
of the conditioning variables. Our results are based on a specific reconstruction algorithm
from log-linear parameters to probabilities and fixed point theory. Several examples are
examined and a general rule for determining the implied conditional independence restric-
tions is outlined.
Keywords: categorical data, marginal log-linear parameterizations, smooth
parameterizations.
1. Introduction
Conditional independence models for discrete data are determined by a set of con-
straints on log-linear interactions defined within different marginal distributions of a
contingency table. The family of hierarchical and complete marginal log-linear parame-
terizations (HCMP for short) introduced by Bergsma and Rudas [4] provides a general
framework for combining log-linear constraints defined on a collection of marginal distri-
butions into an overall joint distribution. Methods for determining whether and how a
conditional independence model may be translated into a HCMP have been studied by
Rudas et al. [13] and Forcina et al. [9] among others; the fact that a HCMP exists, is a
sufficient condition for the model to be smooth.
On the other hand, it is known that no HCMP exists when a model imposes constraints
on the same log-linear interaction defined in two different marginals. It has been shown
[4, Theorem 3] that, when the same interaction is defined in two different marginals, the
jacobian of the mapping from log-linear parameters to probabilities is singular for the
uniform distribution. Though, formally, this does not imply that the model itself has
singularities, all known models with singularities correspond to cases where no HCMP
exists because one or more interactions are constrained more than once. In this paper
we study the class of conditional independence models where the same interaction is
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constrained in two or more marginal distributions and we show, essentially, that any such
model is non smooth but can be turned into a smooth model by restricting it to a suitable
context specific conditional independence model.
Following Bergsma and Rudas [4], we may assume, without loss of generality, that
the marginal distributions of interest have been arranged in a non decreasing order and
that they will be reconstructed one at a time starting from the smallest. Because the full
joint distribution is simply the last marginal in this list, we need only to consider how to
determine a given marginal distribution when one or more log-linear interactions to be
constrained have already been defined and/or constrained in a previous marginal. A useful
tool for reconstructing marginal distributions in a sequence is the mixed parameterization
[e.g., 2] by which we may combine the marginal probabilities from previous marginals
with the log-linear interactions defined in the marginal distribution under consideration.
Because the mapping produced by the mixed parameterization is one to one and smooth,
the question of whether a model is smooth up to a given marginal, is equivalent to the
question whether an algorithm based on the mixed parameterization exists and converges.
By using results from the theory of fixed point algorithms, we study the jacobian of a
new reconstruction algorithm that allows certain log-linear interactions to be redefined
and show that this may either converge, and thus the model is smooth, remain at the
starting point irrespective of the starting value, implying that the resulting distribution
is not uniquely determined by the log-linear parameters or, simply not converge. A
formal proof of these properties is derived under complete independence and we provide
substantial evidence to support the conjecture that our results hold in the general case.
The results derived in this paper help clarifying which interaction parameters may be
redefined and which other interactions should be omitted as a replacement. In particular
we show that smoothness is restored only when a specific subset of other interactions
is omitted; these interactions have the property that, when they are missing, and thus
unconstrained, the conditional independence of interest holds only on a subset of the
configuration of the conditioning variables. Log-linear models which allow context spe-
cific conditional independences have been studied in detail by Hojsgaard [10] who also
derives a markov property for undirected graphs involving context specific conditional
independencies. A special case of the results derived here was considered by Roverato
et al. [12].
In section 2, we introduce the basic notations, define marginal log-linear interactions
and review the properties of the mixed parameterization. In section 3, after presenting a
set of motivating examples, we introduce a new algorithm for reconstructing a marginal
distribution when interactions defined in previous marginals have to be constrained again
and we analyze its convergence properties. In section 4 we study the consequences on the
original conditional independence statements of omitting constraints on a specific subset
of higher order interactions and show that this results in context specific restrictions.
2. Notations and preliminary results
We study the joint distribution of d discrete random variables where Xj , j = 1, . . . , d,
takes values in (0, . . . , rj). For conciseness, we denote variables by their indices and
2
use capitals to denote non-empty subsets of V = {1, . . . , d}; such subsets will determine
the variables involved either in a marginal distribution or in an interaction term. The
collection of all non-empty subsets of a set M ⊆ V will be denoted by P(M). In the
following we write i1i2 . . . ik as a shorthand notation for {i1, i2 . . . , ik}. For a given M ⊆
V , the marginal distribution in M is determined by the cell probabilities pM(xM) =
P (Xj = xj , ∀j ∈ M). We introduce a shorthand notation that allows to specify the
values of selected subsets of the arguments in a marginal probability and on the log-linear
interactions to be defined below. Let J ⊂ I ⊂ M , then pM(xJ ,xI\J,xM\I) denotes the
marginal probability where xJ is the value of Xh, h ∈ J , xI\J the value of Xh, h ∈ I\J and
xM\I the values of Xh, h ∈ M\I. We will also write 0I\J to state that Xh = 0, ∀h ∈ I\J.
2.1. Marginal and conditional log-linear interactions
Though there are many different ways of coding marginal log-linear parameters, pa-
rameters defined by different codings are linearly related; thus there is no loss of generality
in using the reference category coding, where comparisons are with respect to the category
taken as reference, usually the first.
Definition 1. A reference category log-linear interaction I within M is defined by the
following expression
ηI;M(xI | xM\I) =
∑
J⊆I
(−1)|I\J| log pM(xJ , 0I\J,xM\I), (1)
where, ∀i ∈ I, xi > 0.
Example 1. The logit of Xi at xi computed within M is
ηi;M(xi | xM\i) = log pM(xi,xM\i)− log pM(0i,xM\i), xi > 0
and the log-odds ratio for Xi = xi, Xj = xj is
ηH;M(xi, xj | xM\H) = log pM(xi, xj ,xM\H)− log pM(0i, xj ,xM\H)
− log pM(xi, 0j,xM\H) + log pM(0i, 0j,xM\H)
where H = i ∪ j.
It may be easily verified that, given h ∈ M\I and H = I ∪ h, (1) implies the following
recursive relation
ηH;M(xH | xM\H) = ηI;M(xI | xh,xM\H)− ηI;M(xI | 0h,xM\H), (2)
this indicates that interactions of higher order may be constructed by a sequence of first
order differences starting from logits.
Whenever M\I is not empty, marginal log-linear interactions depend on the value of
the remaining variables. Because (1) is a contrast of logarithms of marginal probabilities,
it can be easily verified that ηI;M(xI | xM\I) is the log-linear interaction I in the marginal
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distribution M conditionally on Xh = xh ∀h ∈ M\I. Clearly, within the full collection
of marginal log-linear interaction parameters conditional on the configurations of the
remaining variables, there is a substantial amount of redundancy. Below we show that
these parameters are linearly related and that they can all be written in terms of the
subset where the conditioning variables are all fixed at their reference category; this
subset contains non redundant elements.
For a given ηI;M(xI | xM\I) let h ∈ M\I, then (2) may be used to obtain
ηI;M(xI | xM\I) = ηI;M(xI | 0h,xM\H) + ηH;M(xI , xh | xM\H).
Repeated use of the relation above leads to the following expansion
ηI;M(xI | xM\I) =
∑
I⊆H⊆M
ηH;M(xH | 0M\H). (3)
The above equation shows that any marginal log-linear interaction may be written as a
linear function of all possible higher order interactions conditional to the initial category
of the remaining variables within the given marginal. For simplicity, in the following,
we write ηI;M(xI) as a shorthand for ηI;M(xI | 0M\I). An alternative way of removing
conditioning variables, which has been applied to interactions defined as contrasts of
averages of logarithms of probabilities, but could be applied to any type of interactions, is
to average across the set of all possible configurations of the conditioning variables xM\I.
The log linear interactions used by Bergsma and Rudas [4], among others, are defined in
this way; Lemma 8 in the Appendix shows that these interactions are linear functions of
all the interactions ηH;M(xJ) for H ⊇ I.
Example 2. Suppose that M = I ∪ h ∪ k, then
ηI;M(xI | xh, xk) = ηI;M(xI) + ηI∪h;M(xI , xh) + ηI∪k;M(xi, xk) + ηI∪h∪k;M(xI , xh, xk).
For any I ∈ P(M), it is convenient to arrange the log-linear interactions ηI;M(xI) into
the vector η(I,M) with elements in lexicographic order of xI ; this vector may be written
as
η(I,M) = C(I,M) log p(M), (4)
where C(I,M) =
⊗d
j=1Cj and Cj =
(
−1rj Irj
)
if j ∈ I and Cj =
(
1, 0′rj
)
otherwise.
Let also η(M) = C(M) log p(M) denote the vector obtained by stacking the η(I,M)
components one below the other in lexicographic order relative to I ∈ P(M). It is
well known that under multinomial sampling, η(M) constitutes a vector of variation
independent canonical parameters for p(M). Let G(I,M) =
⊗d
j=1Gj , where Gj is an
identity matrix of order rj + 1 without the first columns if j ∈ I and 1rj+1 otherwise.
Let G(M) be the matrix whose columns are given by the G(I,M) matrices arranged one
aside the other in lexicographic order. It is easily verified that G(M) is the right inverse
of C(M); this implies the reconstruction formula
logp(M) = G(M)η(M)− 1 log{1′ exp[G(M)η(M)]}. (5)
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2.2. The mixed parameterization
Within the distribution in M , the vector of mean parameters µP(M) [2, p. 121] is the
expected value of the sufficient statistics for η(M) in a sample of size 1 and equals
µP(M) = G
′(M)p(M);
there is a diffeomorphism between µP(M) and η(M) [2, p. 121]. Because each block
of rows C(I,M) in C(M) corresponds to a block of columns G(I,M) in G(M), we
may define µ(I) = G(I,M)′p(M) to be the collection of mean parameters for a given
interaction. It is worth noting that, though mean parameters, like canonical parameters,
are associated to interactions I ∈ P(M), µ(I) may be defined in any marginal such that
I ⊆ M . Having coded the canonical parameters as contrasts with respect to the initial
category, the corresponding mean parameters are simply marginal probabilities.
We recall a definition and a few results which are relevant in the following.
Definition 2. For an arbitrary margin M , let (U , V) be a partition of P(M); the pair of
vectors [ηU ,M ,µV ], where ηU ,M = (η(I,M), I ∈ U) is composed of canonical parameters,
and µV = (µ(I), I ∈ V) is composed of mean parameters, constitute a mixed parameteri-
zation of the marginal distribution p(M).
In the following, to be short, we will often refer to the log-linear parameters ηU ,M =
(η(I,M), I ∈ U) as log-linear interactions in U or collection U of log-linear parameters.
Lemma 1. For any mixed parameterization, there is a diffeomorphism between the vec-
tor of mean parameters µP(M) and the pair of vectors [ηU ,M ,µV ]; in addition, the two
components are variation independent.
Proof. See [2, p. 121-122]
The numerical algorithm for reconstructing p(M) from [ηU ,M ,µV ] given by Forcina
[8] is a faster alternative to the usual IPF algorithm.
The mixed parameterization is a powerful tool for reconstructing a joint distribution
from marginal log-linear parameters because one can process one marginal distribution
at a time by combining the log-linear parameters defined within that distributions with
the mean parameters, or, equivalently, marginal probabilities, available from marginal
distributions reconstructed in previous steps. As long as these two sets of interactions are
a partition of P(M), the basic argument used by Bartolucci et al. [3] implies that any
model defined by linear constraints on the marginal log-linear parameters constitutes a
curved exponential family and thus is smooth.
3. The LM reconstruction algorithm
In this section we investigate the properties of conditional independence models which
require to impose non trivial constraints on the same log-linear interactions defined in
two or more marginal distributions. We may suppose, without loss of generality, that the
marginals of interest are arranged in non decreasing order and that they will be processed
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one at a time, starting from the first one. In this way, at each step in the reconstruction of
the joint distribution from its marginal log-linear parameters, we need only be concerned
with the marginal at hand and examine whether, by use of the mixed parameterization, we
may combine the mean parameters from previous marginals with the log-linear parameters
which are either available or need to be constrained in the marginal under consideration.
An algorithm for doing this is presented and its convergence properties investigated.
3.1. Motivating examples
We now present a set of examples which will highlight different features of the kind of
models we are going to consider. Each model is made of two parts: (i) a list of conditional
independencies which have been accommodated, somehow, in previous marginals (ii) an
additional conditional independence to be imposed in the current marginal M . We start
with a couple of elementary models:
Example 3. Suppose that, having assumed that 1⊥2 | 3 in the marginal 123, in the
marginal M = 1234 we want also 1⊥2 | (3, 4). Here we need to constrain again the
{12, 123} interactions; in the binary case, Evans [7] has shown that the model has singu-
larities.
Example 4. Suppose that, having assumed that 1⊥ (2, 4) in the marginal 124, we want
also 2⊥4 | (1, 3). Here, in addition to the 124 interaction which has already been con-
strained in 124, we need to constrain 24 which was defined in the previous marginal; in
the binary case, Drton [5] has shown that the model has singularities.
The nest example is a little more complex:
Example 5. Having assumed that 1⊥2 | 3 and 1⊥3 | 4 we also want 1⊥ (2, 3) | (4, 5);
here the list of interactions to be constrained again is given by {12, 123, 13, 134}.
The following examples are different because the collection of interactions that have
already been defined in previous marginal is too large to be redefined again in M :
Example 6. Suppose that, having set 1⊥2 | (3, 4) and 1⊥2 | (3, 5) we also want 1⊥2 |
(3, 4, 5); here the collection of interactions that have already been defined and that have to
be constrained again is {12, 123, 124, 125, 1234, 1235}.
Example 7. Suppose that, having set 1⊥2 | (3, 4), 1⊥2 | (3, 5) and 1⊥2 | (4, 5) we
also want 1⊥2 | (3, 4, 5), here all the interactions in the ascending class from 12 to
M = 12345, except M itself, have to be constrained again.
3.2. Setting up the framework
Let M denote the current marginal, V the collection of interactions defined in previ-
ous marginals which belong to P(M) and L = P(M)\V. Let also A be the collection of
interactions to be constrained in M according to the last conditional independence state-
ment; whenever V ∩A 6= ∅, we are trying to constrain again the corresponding log-linear
interaction. Though we would like to redefine and constrain in M all the interactions in
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V ∩ A, we shall see that this is not always possible; denote by I ⊆ (V ∩ A) the actual
collection which we redefine in M and R = V\I the remaining interactions.
Because the mean parameters in I ∪ R together with the log-linear parameters in L
constitute a mixed parameterization of p(M), these parameters determine uniquely the
value of the log-linear parameters in I to be redefined within M ; thus they cannot be
constrained again, unless we remove from L a collection, say H, of log-linear interactions
with exactly the same number of parameters as the collection I; below we investigate
whether such an atypical parameterization may provide a smooth mapping. We shall
see that the two sets I,H must be chosen carefully and satisfy a set of conditions which
establish a close relation between them.
Example 8. Consider again example 6, here V = P(1234)∪P(1235), A = {12, 123, 124,
125, 1234, 1235, 1245, 12345} and A∩V = {12, 123, 124, 125, 1234, 1235}; as we shall see,
not all the elements of this collection can be redefined in M , the most we can achieve is to
set I = {12, 123} and H = {1245, 12345} where X4 and X5 are fixed to a given category.
Example 9. In example 4, V = P(124), L = P(1234)\P(124); suppose we set I =
{24, 124} and H = {234, 1234} where X3 is fixed to a given category; it can be easily
checked that H indexes the same number of parameters as I.
3.3. Description of the algorithm
The problem, when reconstructing the distribution in M , is how to combine the mean
parameter µI , available from previous marginals with the log-linear parameters ηI;M
defined again in the present marginal. Recall that the mixed parameterization require
that mean parameters and log-linear interactions must refer to two complementary sets
whose union is P(M). The idea is to remove from the log-linear parameters L, to be
defined in M , the subset H with the same number of parameters as the elements of I.
The algorithm that we describe below can handle such a context and the issue will be
to determine under which conditions such an algorithm may converge; if it does, then it
can be shown that the model is smooth. The algorithm for reconstructing the marginal
distribution in M is made of two steps and require starting values for ηH;M :
M-step given the latest guess for the log-linear parameters ηH;M , an updated estimate for
the vector of mean parameters µH may be computed by a mixed parameterization
with mean parameters indexed by the collection of interactions R∪I and log-linear
parameters indexed by L;
L-step given the latest guess for the vector of mean parameters µH, an updated es-
timate for the vector of log-linear parameters ηH;M may be computed by a mixed
parameterization with mean parameters indexed byR∪H and log-linear parameters
indexed by I ∪ (L\H).
In order to examine the properties of the LM algorithm, we need to determine how
changes in the input value of ηH;M in the M step affects the output value produced in the L
step. For this purpose, we recall results concerning the derivatives of certain components
of the mixed parameterization relative to others which are relevant here. In the following
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write pi as a shorthand for p(M), let Dpi = diag(pi) and let Ω = Dpi − pipi
′ denote the
derivative of pi with respect to η(M)′.
Lemma 2.
F (M) =
∂µP(M)
∂η(M)′
= G(M)′Ω(M)G(M),
is the covariance matrix of a collection of distinct binary variables determined by the
columns of G(M) and thus is positive definite.
Proof. See Forcina [8].
Any two subsets of interactions H, K ⊆ P(M) determine two sub-collections of binary
random variables and a block in the covariance matrix F (M). In the following we omit
reference to the marginal M when it is obvious from the context and write
FHK = G
′
HΩGK.
Lemma 3. In the M-step, where H is part of the log-linear parameter
∂µH
∂η′H;M
= B = FHH − FHVF
−1
VVF VH;
in the L-step, where H is part of the mean parameter
∂ηH;M
∂µH
= A−1 =
(
F−1(R∪H)(R∪H)
)
HH
=
(
FHH − FHRF
−1
RRFRH
)−1
,
where we have used the formula for the inverse of a partitioned matrix.
Proof. the result follows from Lemma 4 in Forcina [8].
A full step of the LM algorithm may be seen as a fixed point function which, given
a guess value of ηH;M , produces an updated estimate of the same vector. A sufficient
condition for an algorithm to be a contraction [see for example 1], a property which
implies that it converges to a unique solution, is that the jacobian of a full LM step has
spectral radius (maximum absolute eigenvalue) strictly smaller than 1. Let J = A−1B
be the jacobian of this mapping; let also QIH|R = F IH−F IRF
−1
RRFRH. An upper bound
for the spectral radius of J is determined in the following lemma.
Lemma 4. The spectral radius of J is always less than 1 except when QIH|R is not of
full rank.
Proof. See the Appendix.
The main result of this section is contained in the following Theorem and concerns the
properties of the mapping from ξ = (η
L∪I\H,M ,µV) to pi, under the assumption that the
elements of ξ are compatible, that is there is at least a pi with the parameters specified
by ξ. The result depends on the spectral radius of the jacobian matrix J defined above.
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Theorem 1. Under the assumption that the elements of ξ are compatible, when QIH|R
is of full rank, the mapping from (η
L∪I\H,M ,µV) to pi is one to one and smooth. In the
special case when QIH|R = 0, so that J is an identity matrix, the mapping is not one
to one. When QIH|R is singular but different from a null matrix, the algorithm does not
converge and nothing can be said about the smoothness of the mapping.
Proof. Consider the sequence of vectors produced by the LM algorithm: η
(0)
H;M ,η
(1)
H;M , . . . ,
where η
(0)
H;M is the starting value and η
(s)
H;M is the output of one step of the LM algorithm
when we use η
(s−1)
H;M as input; because we have assumed that there is at least a compatible
solution inside the parameter space, [1, Theorem 1.1] implies that, if the spectral radius of
J is strictly less than one, the sequence converges to a unique solution. At convergence the
argument in [3, Theorem 1] can be applied to show that the mapping is a diffeomorphism.
In the special case when the jacobian matrix J is an identity matrix, η
(0)
H;M = η
(1)
H;M , so
the algorithm converges in one step, irrespective of the starting value. This implies that,
if pi(0) is the probability vector corresponding to η
(0)
H;M there is a whole neighbourhood of
pi(0) whose points share exactly the same vector ξ of mean and log-linear parameters.
Remark 1. According to Theorem 1, a model may be smooth even if the log-linear inter-
actions in I are defined and constrained in two different marginals. This is apparently in
conflict with the result of [4, Theorem 3] which says that the jacobian obtained by differ-
entiating the same log-linear interaction I defined in two different marginals, say M1, M2,
with respect to p, is singular for the uniform distribution, a condition which is necessary
(but not sufficient) for a model to have singularities. However, when the set M\I is
not empty, the log-linear interactions defined by Bergsma and Rudas [4] are constructed
by averaging conditional interactions across all possible configurations of the conditioning
variables. As mentioned in section 2.1, the results of Lemma 8 in the Appendix imply that
any constraint on one of their log-linear interactions is equivalent to a linear constraint
on the whole ascending class of our interactions with minimal element I and maximal
element M . Hence the LM algorithm is not directly applicable to interactions defined in
that way.
3.4. Convergence of the algorithm
Below we derive a more convenient expression for QIH|R and show that the matrix is
non singular under complete independence, if the set H satisfies certain conditions. We
also determine conditions under which QIH|R is singular or null. Finally, we discuss the
singularity of the same matrix when p(M) is unrestricted.
Let P ∅ = 1pi
′ be the projector, according to the metric defined by the matrix Dpi, on
the space spanned by the vector 1. By simple algebra, it can be shown that:
F IH = G
′
IΩGH = G
′
I(I −P ∅)
′Dpi(I − P ∅)GH.
From the previous result, it follows that:
QIH|R = G
′
IDpi(I − PR)(I − P ∅)GH,
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where
P R = (I − P ∅)GRF
−1
RRG
′
R(I −P ∅)
′Dpi
is the projector, according to the metric defined by the matrix Dpi, on the space spanned
by the columns of (I −P ∅)GR.
Let S(X) denote the space spanned by the columns of X, for every a ⊆ M let
also Xa =
⊗
j∈M X j, where Xj = Ij if j ∈ a and Xj = 1j otherwise, and let P a =
Xa(X
′
aDpiXa)
−1X ′aDpi be the projection matrix onto S(Xa). Let XI∪R be the matrix
made by the columns ofXa∀a ∈ I∪R and P I∪R the projection onto S(XI∪R). Because
S(GR) and S(1) belong to S(XI∪R) the projection matrix P I∪R commutes with both
P R and P ∅; in addition, by using the identity P I∪RGI = GI it follows that
QIH|R = G
′
IDpi(I −P R)(I − P ∅)P I∪RGH. (6)
3.4.1. The case of complete independence
Lemma 5. Under complete independence of the variables in M , (i) if H contains an
interaction v 6∈ A, the corresponding columns in QIH|R are null, (ii) if H contains an
interaction v where at least one of the variables in v is not binary and not contained in
any element of V, QIH|R has a block of columns which is not of full rank.
Proof. See the Appendix
Lemma 5 suggests two necessary conditions for QIH|R to be non singular: H cannot
contain interactions not in A and all the non binary variables involved in the class of
interactions H and not present in the class I ∪ R, must be fixed to a single category
different from the reference category. This implies that only a limited number of higher
order interactions in M can be used as a replacement for those in I. The definition
below provides a set of conditions for H which will be shown to be sufficient. Let K =
{m1, . . . , mr} be the family of the maximal sets of I ∪R; for t ∈ I, let K(t) = {m : m ∈
K, t ⊆ m} be the family of sets m ∈ K that contain t, K(t, h) be the family of the sets G,
G ∈ P[K(t)], such that h ∩
⋂
mj∈G
mj = ∅ and K¯(t, h) = P(K)\K(t, h).
Definition 3. A set H is a valid replacement for a given I if it satisfies the following
conditions:
(i) there is a one to one correspondence between the elements of I and H such that, for
each t ∈ I, there is a v = t∪ h ∈ H, t∩ h = ∅, where the variables in h are fixed to
a given category different from the reference category;
(ii)
∑
G∈K(t,h) (−1)
|G| 6= 0;
(iii) there exists a complete ordering ”≺” in I, coherent with the partial ordering of set
inclusion, such that, for every t∪h ∈ H, G ∈ K¯(t, h) and s =
(⋂
mj∈G
mj
)
∩ (t∪h)
either s ∈ R, or s ∈ I and s ≺ t.
To clarify these notions, we discuss a few examples where we write (t, h) as a shorthand
for t ∪ h if t ∪ h ∈ H.
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Example 10. In example 3 with I = {12, 123} and H = {(12, 4), (123, 4)}, all condi-
tions are trivially satisfied with K = {123}; this is also the only element of K(t, h), ∀t, h,
the same happens in example 4. In example 5 with the ordered set I = {12, 13, 123, 134}
and H = {(12, 5), (13, 5), (123, 5), (134, 5)} condition (i) is clearly satisfied. In this case we
have: K = {123, 134}, K(134, 5) = {134}, K(123, 5) = {123}, K(13, 5) = {123, 134, {123, 134}}
and K(12, 5) = {123} and condition (ii) is satisfied by these sets. For K¯(134, 5) =
{123, {123, 134}} condition (iii) is satisfied with s = 13. The set K¯(123, 5) = {134, {123, 134}}
satisfies (iii) because s=13. In the case of K¯(12, 5) = {134, {123, 134}} (iii) holds because
s = 1. The family K¯(13, 5) is empty and so in this case condition (iii) is void.
Example 11. Having assumed 1⊥2 | (3, 4), 1⊥2 | (3, 5), 1⊥2 | (3, 6), we also want
1⊥2 | (4, 5, 6). It can be verified that H = {(12, 56), (124, 56)} is a valid replacement
for I = {12, 124}; here K = {124, 125, 126} and K(124, 56) = {124}. It is easy to
see that (i) and (ii) are satisfied. Condition (iii) holds in the case of K¯(124, 56) =
{125, 126, {124, 125}, {124, 126}, {125, 126}, {124, 125, 126}}, because apart from the first
two elements which produce sets s that belong to R, all the others produce s = 12. A sim-
ilar remark holds in that case of K(124, 56). However, if we set I = {12, 124, 125, 126},
though H = {(12, 56), (124, 56), (125, 4), (126, 4)} satisfies conditions (i) and (ii), (iii)
does not hold.
We now give an instance where condition (ii) is not satisfied.
Example 12. Suppose that 1⊥2 | (3, 4), 1⊥2 | (3, 5) and finally 1⊥2 | (3, 4, 5, 6).
Though the best choice would be to set I = {12, 123, 124, 125, 1234, 1235}, if we set I =
{12, 123} and H = {(12, 46), (123, 46)}, condition (ii) is not satisfied.
Lemma 6. A pair I, H, where H is a valid replacement, always exists; for instance, take
I = {t}, where t is one of the minimal elements of A, and H = {t∪h}, where h contains
all the variables that belong to at most one element of K(t) when K(t) is not a singleton
and by the variables that do not belong to the unique element of K(t) otherwise.
Proof. See the Appendix
Example 13. In example 5, the minimal element t of A can be 12 or 13. If t = 12
then K(t) = {123} is a singleton. In this case h=45 and H contains only (12, 45), the
family K(t, h) contains only {123}. Instead, if we set t = 13, K(t) = {123, 134} and
we must set h = 45, thus K(t, h) contains only the set G = {123, 134}. In example 12,
K = {1234, 1235}, with t = 12 we must set h = 456 and {1234, 1235} is the only set in
K(t, h). In example 11 with t = 12, K(t) = {1234, 1235, 1236}, thus we must set h = 456;
here K(t, h) has 3 elements of size 2 and 1 element of size 3 and the sum in condition (ii)
of Definition 1 is -2.
Let Gt,h(jh) be the sub-matrix of Gt∪h where variables in h are fixed to jh.
Lemma 7. Under complete independence:
a) S(P aGt,h(jh)) ⊆ S(Gr), where r = a ∩ (t ∪ h),
b) if t ⊆ a and a ∩ h = ∅, P aGt,h(jh) = GtP (xh = jh).
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Proof. See the Appendix.
Theorem 2. If H is a valid replacement for I, under complete independence, QIH|R is
non singular.
Proof. Because under complete independence the projectors P a, a ⊆ M commute, we
can write P I∪R =
∑
G∈P(K)(−1)
1+|G|
∏
m∈G Pm, it follows that:
P I∪RGt,h(jh) =
∑
G∈K(t,h)
(−1)1+|G|
∏
m∈G
PmGt,h(jh) +
∑
G∈K¯(t,h)
(−1)1+|G|
∏
m∈G
PmGt,h(jh).
Condition (ii) of definition 3 and b) in lemma 7 imply that the first sum is kGt, with k 6= 0.
Condition (iii) of definition 3 and a) in lemma 7 imply that, when an element in the second
sum, say U , is such that S(U ) ⊆ S(GR), when we left multiply by (I−P R¯)(I−P ∅), we
get a null matrix because (I − P R¯) projects onto the space orthogonal to (I − P ∅)GR.
In all other cases there exists a non null matrix As,t, s ≺ t, such that:
(I − PR)(−1)
1+|G|
∏
m∈G
PmGt,h(jh) = (I − PR)GsAs,t.
The matrix GH is made of blocks of columns of the form Gt,h(jh) and we may assume,
without loss of generality, that these blocks are in the same order as the elements of I
specified in condition (iii), then it follows that
QIH|R = QII|RA,
where the matrix A has blocks As,t, s, t ∈ I such that As,t = 0 if t ≺ s and, because
of condition (ii) of definition 3, the diagonal blocks At,t, are proportional to an identity
matrix, thus A is lower triangular and non singular. The result follows because both
matrices in the product above are non singular.
Example 14. The choice of I, H in the second part of example 11 does not satisfies (ii)
still, numerical simulations indicate that QIH|R is non singular. This exemplifies that the
conditions of being adequate for replacement are only sufficient.
Remark 2. Theorem 6 of Roverato et al. [12] implies that, in the binary case, the model
defined by a⊥ b and a⊥ b | c, with all the elements of c equal 0, is smooth. If we set I
= P(a ∪ b) \ (P(a) ∪ P(b)) and H = {t, h : t ∈ I, h = c(jc)} with jc = 1, our Theorem
2 implies that, under independence, the model a⊥ b and a⊥ b | c, except when all the
elements of c are equal 1, is smooth.
3.4.2. The general case
Unfortunately, the main arguments used above depend crucially on the assumption
of complete independence. For discrete data, all the models which have been shown
to be non smooth, have a singular locus which is a subset of that defined by complete
independence; instead, for gaussian models [6, Example 4.4] indicates that a non smooth
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model may have a singular locus not contained in the model of complete independence.
It is also interesting to note that numerical evaluations of QIH|R outside the space of
complete independence, indicate that it is of full rank even if H does not satisfies the
conditions of Definition 3.
Taking into account all of the above, the extensive simulations which we have per-
formed seem to support the conjecture that all the models obtained by replacing the
interactions in I with an adequate replacement in H are indeed smooth everywhere in
the parameter space. Though very unlikely, we cannot rule out the possibility that the
models above may be singular on points of the parameter space which are outside the
subspace defined by the model of complete independence. However, the expression for
QIH|R is very easy to compute and the software in MatLab and R which we provide as
supplementary material, may be used for quick numerical checks.
4. Context specific conditional independence models
We have seen that a non smooth model may be transformed into a smooth one by
omitting a class of log-linear interactions H to make place for other interactions defined in
a previous marginal which we want to redefine in M . This implies that the values of the
interactions in H are uniquely determined by the probabilities reconstructed in previous
marginals and the log-linear interactions defined in M , thus they cannot be constrained.
Because H ⊆ A, certain constraints implied by the original conditional independence in
M cannot be implemented; in addition, when A ∩ R 6= ∅, further limitations must be
taken into account. In this section we study the nature and scope of the actual constraints
that can be imposed in M . We remind that a conditional independence statement, that
holds only on a subset of the configurations of the conditioning variables, is a context
specific conditional independence (Hojsgaard [10]).
The collection of interactions J = H∪(A∩R) belongs to A but cannot be constrained
in M ; these interactions are of two kinds: (i) those which belong to H have to be omitted
as a replacement for duplicating those in I and (ii) those in R which we were unable to
replicate because, if included in I, there would not exist an H adequate for replacement.
It follows that the conditional independence in M must be restricted to the context that
does not require to constrain the collection of interactions J . More precisely, point (i)
implies that the conditional independence can be defined only in the contexts in which,
for every (t, h) ∈ H the variables in h are different from jh. Point (ii) implies that the
conditional independence can be defined only in the contexts where, for every maximal
set m of I and v ∈ A ∩ R the variables belonging to v \ m are fixed to the reference
category. Let us examine some of the previous example to clarify the situation.
Example 15. Consider again example 5 here A ∩R is empty and
H = {(12, 5), (123, 5), (13, 5), (134, 5)};
it follows that we are left with 1⊥ (2, 3) | (4, 5), for all X5 6= j5. In example 6, because J =
{124, 125, 1234, 1235, (12, 45), (123, 45)}, with I = {12, 123}, we can have 1⊥2 | (3, 4, 5)
where X4, X5 are fixed to the reference category, a statement of much more limited scope
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than the original one. Finally, in example 11, though J = {125, 126} is smaller than
before, with I = {12, 124}, we can only impose 1⊥2 | (4, 5, 6) with X5, X6 fixed to the
reference category.
As mentioned above, the conditionally independence in M would not be restricted if
the elements of H did not belong to A, however, Theorem 1 implies that the resulting
model is non smooth.
Example 16. In example 3 suppose that all variables have the same number of categories;
because A = {12, 123, 124, 1234}, the conditional independence is not affected if we take H
= {23, 234}; though this corresponds to the same number of parameters as I, the jacobian
J of the LM algorithm is the identity matrix and the model is non smooth.
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Appendix
Interactions defined as contrasts of averages of logarithms of probabilities.
An alternative to the reference category interactions ηI;M(xI) are the interactions
based on contrasts of averages which may be defined as
η¯I;M(xI | xM\I) =
∑
b⊆I
1
〈I \ b〉
(−1)|I\b|
∑
xI\b
log(pi(xb,xI\b,xM\I)), (7)
where 〈I〉 denotes the number of possible configurations of the vector xI .
When M \ I is not empty, the interactions defined in (7) depend on the value of the
remaining variables and may be interpreted as the log-linear interaction I in the marginal
distribution M conditionally on Xh = xh ∀h ∈ M\I. To use the interactions defined in (7)
as a parameterization, the usual way of removing redundancies is to average with respect
the conditioning variables, leading to the following expression
η¯I;M(xI) =
1
〈M \ I〉
∑
x
M\I
η¯I;M(xI | xM\I)
=
1
〈M \ I〉
∑
x
M\I
∑
b⊆I
1
〈I \ b〉
(−1)|I\b|
∑
xI\b
log(pi(xb,xI\b,xM\I))
=
1
〈M \ b〉
∑
x
M\b
∑
b⊆I
(−1)|I\b| log(pi(xb,xM\b)).
It is well known that both the contrasts of averages interactions η¯a;M(xa), used by
Bergsma and Rudas [4], and the reference category interactions ηa;M(xa) = ηa;M(xa |
0M\a), used in this paper, are a parametrization of the joint probabilities.
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Let η¯(I,M ; 0M\I) denote the vector of log-linear interactions in (7) when the variables
in xI take all possible configurations in lexicographic order. It is easy to verify that we
may write η¯(I,M ; 0M\I) = S(I,M) log p(M), where S(I,M) =
⊗
i∈M Si and Si is equal
to the matrix I − 11′/(ri + 1) without the first row if i ∈ I and to the vector (1 , 0
′)
otherwise. It is also easy to verify that the vector of log-linear interactions η¯(I,M),
obtained by averaging over all possible configurations of the conditioning variables, may
be written as η¯(I,M) = S¯(I,M) logp(M), where S¯(I,M) =
⊗
i∈M S¯i and S¯i is equal
to Si when i ∈ I and to the vector 1
′/(ri + 1) otherwise.
Lemma 8.
η¯(I,M ; 0M\I) = Aη(I,M) (8)
η¯(I,M) = Bη(I,M) (9)
for suitable matrices of constants A and B.
Proof. By substitution in (5), η¯(I,M ; 0M\I) = S(I,M)G(M)η(M) and (8) follows by
noting that the kronecker product contains a 0 factor if there is an i ∈ I, i 6∈ J , because
Si is a matrix of row contrasts and Gi is the unitary vector; the same result arise if there
is a i 6∈ I, i ∈ J , because Si is the vector (1 , 0
′) and Gi is the I¯ i matrix whose first
row is a row of 0’s. Equation(9) follows by a similar argument: when i ∈ I, i 6∈ J , S¯i =
Si and we get a 0 factor as above, instead, when i 6∈ I, i ∈ J , S¯i is proportional to the
unitary vector so that S¯iGi is also proportional to a unitary vector.
By noting that any category may be chosen as reference category for each variable,
(8) implies that any log-linear interaction I defined in (7) is a linear function of the log-
linear interactions I defined in (1) for all possible values of xI . Instead, the log-linear
interactions η¯(I,M), obtained by averaging across the conditioning variables, are a linear
function of all η(J,M), I ⊆ J ⊆M .
Proofs of the Lemmas
Proof. Proof of Lemma 4. Note that A is the residual variance in a linear model where
the binary variables indexed by H are regressed on the variables in R while B is the
residual variance when H is regressed on the variables in R and I. Then, properties of
linear projections imply that we may write C = A−B where
C = Q′IH|R
(
F II − F IRF
−1
RRFRI
)−1
QIH|R
is clearly a positive semi-definite matrix. Then Theorem 7.7.3 in Horn [11] implies that
the spectral radius of BA−1, which is equal to that of A−1B, is always not greater than
1. The spectral radius is exactly 1 if and only if C or. equivalently, QIH|R is singular.
Proof. Proof of Lemma 5. (i) Suppose there is a v : v ∈ H, v 6∈ A and consider
the intersections of v with the elements of I ∪ R; these must belong to V and cannot
be contained in A, hence they must belong to R; the argument in the proof of Theorem
2 implies that the corresponding columns in QIH|R are 0. (ii) Under independence
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P aGv =
⊗d
j=1Πj , where the factors Πj are the entries of the last row of Table 1,
a ∈ (I ∪R) and v ∈ H. If there is a variable j ∈ v which is not contained in any element
of I ∪R, the last entry in the forth column of Table 1 indicates that there will be a factor
1jp¯i
′
j where p¯i
′
j has rj columns; the result follows from an argument similar to the one at
the beginning of the proof of Theorem 2.
Table 1:
j ∈ a j 6∈ a
j ∈ t j ∈ h j 6∈ (t ∪ h) j ∈ t j ∈ h j 6∈ (t ∪ h)
P a(j) Ij Ij Ij 1jpi
′
j 1jpi
′
j 1jpi
′
j
Gt,h(j) I¯j ejl 1j I¯j ejl 1j
Πj I¯j ejl 1j 1jp¯i
′
j 1jpijh 1j
Proof. Proof of Lemma 6. When K(t) is not a singleton, by construction, the intersec-
tion of two or more elements of K(t) is disjoint from h, thus K(t, h) is formed by sets G
with cardinality not smaller than two. Let nt is the cardinality of K(t) then:
∑
G∈K(t,h)
(−1)|G|+1 =
nt∑
i=2
(
nt
i
)
(−1)i+1 = −
1∑
i=0
(
nt
i
)
(−1)i+1 = −nt + 1,
thus, point (ii) of Definition 3 is satisfied. Point (iii) is trivially satisfied because I is
a singleton. When K(t) is a singleton all the conditions of Definition 1 are trivially
satisfied.
Proof. Proof of Lemma 7. Under independence P aGt,h =
⊗d
j=1Πj , where Πj =
P a(j)Gt,h(j); the possible values of Πj are given in Table 1 where I¯j is an identity
matrix without the first column, 1j is a vector of ones ejl a vector of 0’s except for a 1
in the lth position, and pij is the marginal distribution of Xj, all of dimension rj + 1.
Point a) follows from the first two columns of Table 1, while b) follows from columns 1
and 5.
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