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Let (W,) = (W,!, W:,..., Wf), d > 2, be a d-dimensional standard Brownian 
motion and let A(t) be a bounded measurable function from IRt into the space of 
d x d skew-symmetric matrices and x(t) such a function into IRd. A class of 
stochastic processes (~5:‘~) a particular example of which is Levy’s “stochastic 
area” 
L, = f  r (W;dW; - W;dW:), 
‘II 
is dealt with. 
The joint characteristic function of W, and Lf.” is calculated and based on this 
result a formula for fundamental solutions for the hypoelliptic operators which 
generate the diffusions (W,, 15:~“) is given. 
1. INTRoDDCT~~N 
In 181 LCvy began studying what he called the “stochastic area” of a 2- 
dimensional standard Brownian motion, i.e., the area enclosed by the 
trajectory of the Wiener process and its chord: the stochastic process (~5,). In 
subsequent papers 19-121 he derived formulae for the characteristic function 
*This work was supported by the Deutsche Forschungsgemeinschaft within Sonder- 
forschungsbereich 72 (SFB 72) at the University of Bonn, Bonn, West Germany. An abridged 
version of the manuscript has appeared in the Proceedings of the IFIP Working Conference 
on Recent Advances in Filtering and Optimization, Cocoyoc, Mexico, 1982, Lecture Notes in 
Control and Information Sciences, Vol. 42 (W. H. Fleming and L. G. Gorostiza, Eds.). 
’ Present address: Tulpenstiege 12. D-47 10 Lldinghausen, West Germany. 
177 
OO22-1236/83 $3.00 
Copyright Q 1983 by Academic Press, Inc. 
AH rights of reproduction in any form reserved. 
178 HELMES AND SCHWANE 
of L, and for the characteristic function of L, given the position of the 
process (IV,) at time t > 0; namely, for A E IF?, x E iFi* 
E[exp(UL,)] = ’ 
cosh(Atj2) (1) 
and 
where (xl denotes the Euclidean norm of x (cf. [ 12, p. 173 1). L&y’s proof of 
Eq. (2) is based on the expansion of (standard) Brownian motions (Wj), 
i = 1, 2,..., in a countable coordinate system, e.g., 
where Yb, Yf ,..., are independent normally distributed random variables with 
mean value zero and variance 1, see [ 121 or [ 1, p. 26 1 ]. To obtain the 
characteristic function of L, then one simply has to integrate (2) with respect 
to the distribution of p: := ) W,(*. Actually, LCvy gave two proofs for formula 
(1) the second one being based on the skew product representation of two- 
dimensional Brownian motion and the formula for the characteristic function 
of 
I ’ (W:)’ ds. 0 
Recently, Yor simplified L&y’s proof employing a result on Bessel 
processes and an elementary result used by D. Williams for the “first time” 
to give an elegant proof of a stopped Brownian motion formula originally 
due to Taylor [ 15, 161. However, Yor’s proof stil rests on a nonelementary 
result in the theory of stochastic differential equations, a criterion due to 
Yamada and Watanabe on It&uniqueness for nonlinear stochastic equations. 
A fine account of all these ideas can be found in [6, pp. 384-3911. 
In this article we shall show that Eq. (2) is an immediate consequence of 
the Cameron-Martin-Girsanov theorem combined with the solution formula 
for linear stochastic differential equations. This kind of proof does not only 
work in the 2-dimensional set-up considered by L&y but extends naturally to 
dimensions dh 2. Thus we shall consider stochastic processes (J!,:*~) which 
are specified by a d-dimensional Wiener process ( Wf)rao, W, = 0, a deter- 
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ministic function x(t) from iR + into IRd and a function A(t) into the space of 
skew-symmetric matrices, viz. 
L:.” = I 1 (A@)[ W(s) + x(s)], dW(s)), t > 0, (3) 
where the stochastic integral in (3) is defined in the sense of K. It6 and (*, .) 
denotes the Euclidean scalar product in IRd. 
As a special case take x(t) = 0 and A(t) = J, 
J=(,“l ,‘I: (4) 
then the process (Lf,‘/2) is the same as Levy’s stochastic area (L,). 
We shall study the stochastic process (I+‘,, Lf ‘*) and, for fixed t > 0, 
calculate its characteristic function. The proof of the result is inspired by 
work of Liptser and Shiryayev 113, Vol. 2, p. 121 on filtering of random 
processes. 
As has been noticed by Gaveau 141 formulae like (1) and (2) yield 
estimates as well as explicit expressions for fundamental solutions for the 
generators of the diffusions (I+‘,, Lf,‘), a class of hypoelliptic operators 
which naturally arises in some problems in analysis and geometry. So, in 
particular, when we choose x(t) z 0, A(t) ZE A, A skew-symmetric, we thus 
give new proofs of some of the results, e.g., Theorems 4.2.1 and 4.3.1, 
obtained in [4] using the expansion of Brownian motion described above. By 
the method used in [2] we can also give a formula for the fundamental 
solution of the standard sub-Laplacian of any simply connected nilpotent Lie 
group of order 2. The expression found is further exploited in the special case 
of “generalised Heisenberg groups,” a class of nilpotent groups introduced 
by Kaplan [7]. By an elegant method Kaplan has shown that the standard 
sub-Laplacian of these Lie groups admit fundamental solutions analogous to 
that known for the Heisenberg group. 
The following notation will be adopted throughout: 
(ylZ := (Y, Y) :=x Yf, yECd. 
H,(t), z E @, t 2 0, denotes the matrix solution to the differential equation 
f&,(t) = ZA (4 H,(t), H,(O) = Id. (5) 
r,,(t), n E IR, t E [O, r], T > 0 fixed, denotes the unique symmetric 
nonpositive definite matrix defined by the Riccati equation 
I;,,(t) = A *A(t) A “(t) - r;(t), O,<t<T, T,,(T)=O; (6) 
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* indicates transposition of real- and complex-valued matrices. Q(t) denotes 
the unique solution to the matrix differential equation 
UIL’ is defined as 
@f) = z-A(f) Q’(f), Q(O) = Id. (7) 
uy=z ~H;‘(s)A(s)x(s)ds. 1  ^ (8) 0 
so(d) denotes the space of d x d skew-symmetric matrices. 
2. THE JOINT CHARACTERISTIC FUNCTION 
The main result of this article is the formula (Theorem 1, below) for the 
joint characteristic function of the two random variables X, : = IV, + x(t) and 
L:3X, t > 0. Its proof is based on Girsanov’s measure transformation 
technique and analytic continuation of the function 
Zl-+ 
defined on 
P E G I I ReW 
this fact. 
w(z) := E exp z [ 1 jr(A(s)~~,dW,)+i(Y,~~)I 1, (9) 
0 
(-c, +c), c > 0 “small,” to the domain Gr,* := 
< c/2). Our first Lemma contains the precise statement of 
LEMMA 1. Let T > 0 be fixed. Let A: [0, T] -+ so(d) and x: [0, T] -+ Rd 
be bounded measurable functions. Put 
~2 := [8T” ,z,p, ) j, laJO12 1 1’. (10) 
Then there is a constant K, 0 < K < co, such that for every y E Rid and 
A E (-c, +c), 
E[exp{lL$*” + i(y, X,)}] < K; (11) 
moreover, the function v(z), see (9), is analytic in G,,,. 
Proof. Let 1 E (-c, SC); then, as follows by direct inspection, there is a 
constant K such that for all t E [0, T] 
E[exp{2T(U(t)X,]‘}] <K*. 
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We may thus conclude normalizing Lebesgue-measure on [0, T] and using 
Jensen’s inequality that 
21’IAA(t)X,]‘dt 
0 II 
2T(AA(t)X,I* dt 
II 
Now, in order to estimate the Laplace transform of J” (A(s) X,, dW,) we 
insert the quantity -(A*/2) I2 ]A(s)X,l* ds into the exponential and then 
employ Holder’s inequality. Hence, we obtain 
by the estimate given above and the fact that 
e.g., [3, p. 1521. 
To show that the function v(z) is analytic in the domain G,,, it is enough, 
due to Morera’s theorem, to prove continuity of w  in G,,* and to verify that 
I, I//(Z) dz = 0 fo r any closed contour r which is contained in G,,*. Since for 
almost every o the function z t-+ exp[zLA,*X(w) + i(y, X,(o))] is analytic in 
G,,* the equation Jr v(z) dz = 0 follows by employing the Morera and 
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Fubini theorem. To show continuity of v/ let (z,) be a sequence in Gc,2 
converging to z0 E G,,,. By the estimate (11) we have 
ELI ew{z,L$3” + ihX,)}121 <K 
for all n E N, i.e., the random variables (exp{z,L$,X(.) + i(y,X,(.))}), are 
uniformly integrable, e.g., [ 1, p. 531; moreover, these random variables 
converge pointwise to exp{z,LA,,“(.) + i(y, AC,(.))}. Hence, they converge in 
L’ and continuity of v/ follows. 1 
In addition to Lemma 1 we shall use the following elementary result in the 
proof of our main theorem. 
LEMMA 2. Let A(t) be as in Lemma 1 and let (@J be a Wiener process 
on some probability space (0, (FJ, F, P). Then for any I E IR and t E [0, T] 
the matrix HA(t), see (5), is orthogonal and the stochastic process 
ZIA’ := ‘H,;‘(s) dpS, 
i 
O<t<T, (12) 
0 
is Brownian. 
Proof: Since for each t E [O, T] the matrix A(t) is skew-symmetric we 
have 
A 
H,*(t) H,(t) = f@(t) H,(t) t H,*(t) f&(t) 
= lP(t) H,(t)] *H,x(t) t OH,* A(t) H,(t) 
= -AH,*(t) A(t) H,(t) + M,*(t) A(t) H,(t) 
= 0; 
combined with H,(O) = Id this implies the first assertion, viz. 
H;\(t) = H,: l(t), O<t,<T. 
Since H-‘(s), 0 Q s < t, is othogonal Levy’s martingale characterization of 
Brownian motion, e.g., [6, p. 751, shows that (Zi*‘) is a Wiener process. 1 
Remark 1. The first part of Lemma 2 constitutes nothing more than the 
well-known fact, spelled out in elementary terms, that the Lie algebra 
associated to the Lie group of orthogonal matrices is the set of skew- 
symmetric ones. The second statement in Lemma 2 is a refinement of the 
property of Brownian motion to be invariant under orthogonal transfor- 
mations. 
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THEOREM 1. Let A : [0, T] + so(d) and x: [0, T] + Rd, T > 0 fixed, be 
bounded measurable functions. Assume that for every t E [0, T], z E G the 
matrices H,(t) and A’(t) commute, i.e., 
H,(t) A’(t) = A 2(t) H,(t). (13) 
Then for A E R and y E Rd 
F(A, y) := E[exp{iALA,.X + i(y, X,)}] 
= ev 
[ 
i(y, [X(T) + Hi,(T) U$“‘]) 
- $ j’ (A(s) x(s) + A(s) HiA Ui’*‘(* ds 
0 
+ +-I,’ 1 i@*(s)-’ Q*(T) H,*,(T)y + A2@*(s)-’ 
x jr @*(r)(H&(r) A2(r) x(r) Uy*‘] dr I* ds 
s 
+ +j’ fW’,,(s)) ds 1. (14) 
Proof. For any I E (-c, tc), c defined as in Lemma 1, the expected 
value E[exp{AL$*X}] is finite. Then, by Girsanov’s theorem, e.g., [3, p. 1561, 
the measure PA defined via its Radon-Nikodym derivative 
(15) 
is a probability measure on (Q, F,); moreover, the Wiener process (W,) 
satisfies the linear stochastic differential equation (with respect to F,) 
dW, =LA(t)[x(t) + W,] dt + d#(, 0 < t ,< T, W(0) = 0, (16) 
where (RJ is a Wiener process on (0, (F,), F, PA). The unique solution to 
Eq. (16) is given by, e.g., [3, p. 1261, 
Wf=H,(t) (f jo’H,(s)-‘A(s)x(s)ds+ j;H,(s)-‘d@(s)) 
= H,(t) Vi”’ + H,(t) Z;‘), O<t<T, (17) 
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using the abbreviations (8) and (12). Thus (W,) is a Gaussian process (under 
FA) with mean value 
dH,(t)(fH,(s)-lA(s)x(s)ds 
0 
and covariance matrix 
H(t) f H,(s)-’ H:(s)-’ ds H*(t) = t, 
0 J 
by Lemma 2. Hence, for A E (-c, c) and for any y E Rd we have 
E[exp{Gg” + i(y, XT>11 
T I~(s>lx(s) + WJI’ ds + i(y, x(T) + W,) 
II 
, 
where gA denotes expectation with respect to the probability PA. Since H,(t) 
is orthogonal (Lemma 2) and since H,(t) and A*(t) commute (assumption 
(13)) substituting (W,) by the right-hand side of Eq. (17) yields, after some 
straightforward calculations, 
= exp 
i 
i(y, x(T) + H*(T) U’,“‘) 
IA(s) Zj’))’ ds + i(y, H,(T) Zg’) 
+ A2 joT (A(s) x(s) + A(s) H,(s) U:? A(s) H,(s) Z;“‘) ds 1 ] . 
Note that for any A E (-c, +c) (Zi”‘) is a Brownian motion under F’, and 
that its distribution is therefore independent of A. So we end up with 
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E[exp{lLA,*’ + 0,X,)}] 
= exp 
1 
i(y, x(T) + HA(r) UY’) 
IA(s) Z,12 ds + i(y, HA(T) Z,) 
+A2 j’(A(s)x(s)+~(s)H,(s)U:“‘,~(s)H,(s)Z,)d~ 
0 
where (Z,) is some Brownian notion on some probability space 
(6, (ff), F, F) (I? expectation with respect to p). Now observe that the right- 
hand side of Eq. (18) is an analytic function (as a function of the variable A) 
in a domain D which contains a small strip including the imaginary axis. 
This follows by the same sort of reasoning which led to Lemma 1 while 
observing that H,(t) and thus Vi”’ are entire functions (for each t E [O, 7’1) 
in the variable 1; analyticity of 1 F+ H,(t) can best be seen by looking at the 
power expansion (in A) of H,(t). Thus, by the identity theorem for analytic 
functions Eq. (18) is valid, in particular, for A = M, A E R arbitrary, so that 
we have for all y E Rd, A E R 
E[exp{iALA,‘X + i(y, X,)}] 
=G(/i,y)E” [exp l-~jo~Z~A:A,Z,dS+d(/l,g)i 1, 
where 
d(AY Y) := 
i 
i(Yt HiA zT> 
- A ’ 
I 
’ (A (s) X(S) + A (s) H,*(S) UziA)t A (s) Hi,(S) Z,) dS 
0 I 
and 
S(4 y) := exp 
1 
i(y, x(T) + H,,(T) Uv’) 
-~~~,~(~)x(~)+a&)H,(s)cij’“‘l2dsl. 
0 
(19) 
(20) 
(21) 
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To derive formula (14) from (19) we have to compute the expected value 
which appears on the right-hand side of Eq. (19). By (6) 
kA*(s)A(s) = f*((t) + l-Z,(t); 
then, employing Girsanov’s theorem anew we obtain 
IA(s) &I2 ds + A(4 Y> 
(22) 
where 8 denotes expectation with respect to the probability measure P 
defined via its Radon-Nikodym derivative 
By the same sort of reasoning which led from (15) to Eq. (17) we obtain the 
following representation for (Z,): 
z, = @, ‘$F(s) dti’,, I (23) 0 
4, defined by (7) and (I&“,) a Brownian motion under p. Ito’s formula applied 
to the process (Z:T,(t) Z,) yields the equation 
JOT (T,,(s) Z,, dZ,) = - f iT Z;&(s) Z, ds - 4 !o’ Sp(f,(s)) ds 
0 
which combined with (19), (22) and (23) implies 
F(A, y) = @A, 7) exp 
)i 
t ’ WW) ds %=pIW~ r)\l. (24) 
0 
So it remains to compute g[exp{d(A, y)}]. By inserting (23) into (20) we 
obtain 
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d(A,Y)=i (YTHi,(r)$tT) \ B-l(s)dwS) -0 
T  
-A2 ,( ‘4 (s) x(s) + A(s) Hi,4(s) up”, 0 
A(s) Hi*(s) 4(s) 1’ C’(r) dpr) ds and, by Ito’s formula, 
0 
-A’(*@-‘iTq4*(r)[H,*,(r)x(r)+A’(r) UI”“] dr) ,dtiS). 
0 
Hence, A@, y) is a Gaussian random variable (under P) with mean value 
zero and variance 
-A’(*(s)-‘(T)*(r)[H,*n(r)A2(r)~(r)+A2(r) Uy”‘] dr1 2ds. (25) 
0 
Formula (14) now follows from (24) together with (25). 1 
Remark 2. Condition (13) is fulfilled in any one of the following cases: 
(i) A(t) E A, A E so(d), 
(ii) A(t) is skew-symmetric and orthogonal for all t E [0, T]; more 
generally, A(t) E so(d) and A’(t) = a(t) I,, a(t) a real-valued bounded 
measurable function. 
Note that for d = 2 the matrices J (cf. (4)) and J* are the only ones which 
are skew-symmetric and orthogonal; in dimension 3 there are none but for 
d = 4, for instance, any matrix A having the representation 
/c] < 1, B = ds 0 and 0 an orthogonal matrix with det(0) = -1 if +c 
is chosen and det(0) = +l if -c is chosen, possesses both properties. 
Formula (14) can be exploited in some special cases. Since Ul” E 0 
whenever x(t) = 0 the next result immediately follows from (14). 
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COROLLARY 1. Zf x(t) E 0, then 
T F(A, y) = exp 
Lj 
4 (26) 
0 
and 
tj’Sp(T,(s))dsI. 
0 
COROLLARY 2. Zf x(t) s 0 and A(t) = A E so(d), then 
x exp -+ ((oy):,-, + (“?&l tanztak’I, (27) 
where 0 is an orthogonal matrix such that O*AO is a skew-symmetric 
matrix formed by [d/2] diagonal blocs (see (28)) 
a,J= (ik -ik ), 1 <k< [d/2], 
and the numbers ak are simple algebraic functions of the entries of the matrix 
A. 
Proof: Since A is skew-symmetric there is an orthogonal matrix 0 such 
that 
O*AO = diag{(a,J),), 1 <k< 1421, (28) 
where the right-hand side of Eq. (28) denotes the d X d matrix which is built 
up by [d/2] 2 x 2 matrices a,J along its diagonal and whose last row and 
column is filled up by zeros whenever d is an odd integer. Next, Eqs. (5~(7) 
can be solved since A is constant and, up to multiplication by 0 and O* 
from the right and the left, respectively, we obtain explicit expressions for the 
solutions in terms of the quantities (a,J), viz. 
and 
Hi,(t) = 0 diag{(exp[iAta,J]),} O*, 
f*(t) = 0 diag{(/ia,Jtanh[/ia,(T- ty])k) O* 
= 0 diag{(Aa, tanh(Aa,(T- t)) . Id),} O*, 
(29) 
(30) 
4(t) = 0 diag tanh(Aa,(t - s)) ds . Id 0”; (31) 
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in particular, 
Sp(m(t)) = 2 c Au, tanh[Aa,(T- t)]. 
k=i 
(32) 
Using Eqs. (29~(31) formula (27) is now derived from (26) by 
straightforward computation. I 
COROLLARY 3. Zfx(t)zx, A(t)-A E so(d), then 
Id/21 
%h Y) = n cosh&ak) exp [ -+ {(O/Y + AAxl)ik- I 
k=l 
+ cob + AAxl):k} ’ 
tanh(Ata,) 
Aa 
I 
. exp(i(y, x)). (33) 
k 
Proof. Eq. (33) follows from formula (27) by substituting (y t AAx). 
for y. Formula (33) could also be directly derived from (14) but this 
derivation of (33), though basically simple, is rather tedious and quite 
lengthy. Since these calculations which make extensive use of Eqs. (29t(3 1) 
do not seem to offer any new insight into (33) and only verify that the 
results obtained are consistent we refrain from spelling out any details. I 
Remark 3. Levy’s formula (1) follows from (27) by noting that for this 
example a, = 1. Equation (2) can also be derived from (27) by first taking 
conditional expectation on the left-hand side of (27) and then taking Fourier 
transforms on both sides of the equation; multiplying by (2nt) exp(-lx12/2t) 
then readily yields the assertion. 
3. FUNDAMENTAL SOLUTIONS 
In this section we shall give two applications of Theorem 1 (cf. also 12, 4, 
5, 71). Let x(t) z 0 and A(t) E A E so(d); from now on we shall write Lf 
instead of Lf,‘. 
The stochastic process (Z,) := (IV,, Lf) is the unique solution to the 
stochastic differential equation 
dz, = ~a@,) dw,, z, = 0, (34) 
where oA(z), z = (cu, 0) E Rd x R, denotes the (d + 1) x d-dimensional 
matrix 
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Put a(z) = uA(z) (T:(Z); the generator of (Z,) is thus given by 
Let pO(r; z), t > 0, denote the fundamental solution to the equation 
with pole at zero. 
(36) 
(37) 
Based on (27) we shall derive an expression for p,,. 
THEOREM 2. Put n = (d/2]. The fundamental solution to (37) is given by 
n 
po(‘; (w, 8)) = (2ns)-“+d’*’ . 
In 
Aa, 
m k=, sinh(Aa,) exp 
i(e, A > 
r 
- 2 [(Oa& I + (Oo);,] coth(&)] d/i. (38) 
Proof: Since p,, is the transition probability of the process (Z,) formula 
(38) follows from (27) by taking Fourier transforms (first with respect to y) 
on both sides of the equation. I 
Theorem 2 now yields an expression for the fundamental solution to 
A,q, = 0 by integrating p0 over r E [0, co). Finiteness of c? pO(r; z) ds 
follows, for d > 3, since Brownian motion in Rd, d > 3, is transient and, for 
d = 2, by evaluating the integral of the right-hand side of (38). 
COROLLARY 4. The fundamental solution to A, q,, = 0 is given by 
p,, defined by (38). In particular, if d = 2, A = J, 
40(z) = 
(2n) - ’ 
&CO; + u:)* + 482 ’ 
(39) 
Finally, let us consider a more general situation: Instead of just one matrix 
A we take m >, 1 matrices A(‘),..., A (ml having the properties that each matrix 
A”’ is skew-symmetric and orthogonal and that for every pair of indices 
(i, j) the relation 
A “‘A(j) = -A ‘j’A (i) (40) 
LtiVY’S STOCHASTIC AREA FORMULA 191 
holds. We consider the (d + m)-dimensional stochastic process I, := 
(IV,, Lj’),..., Ljm’) where 
L(i) := ,fti) 
I 3 l<i<m, 
and its associated generator 
cf. [ 71 for different motivation of looking at A,, . 
THEOREM 3. The characteristic function of the process I,, t > 0, is given 
4 
z tanh(At) 
2A (41) 
where p = (y, A) E Rd x R” and A := 1 AI. The fundamental solution to 
with pole at zero (42) 
is given by, (w, 0) E Rd X R m, 
1 
pdr; w3 e, = (2715)m+d12 
Ad’2(tanh(A)))d’Z 
(cosh(/i))ld121 
(43) 
Proof: Let 0 # A E Rm be given. Put 
A :=A--’ c ‘Qp. 
i-l 
Since i((y, A), Z,) = i(y, IV,) + i(A, Lf) and A is a skew-symmetric and 
orthogonal matrix the first assertion follows from Corollary 2; note that 
because of (40) all numbers ak are either +l or -1. Equation (43) is derived 
from (4 1) by Fourier transformation. 1 
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