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Abstract
Let G be the group of orientation-preserving isometries of a rank-
one symmetric space X of non-compact type. We study local rigidity
of certain actions of a solvable subgroup Γ ⊂ G on the boundary of
X , which is diffeomorphic to a sphere. When X is a quaternionic
hyperbolic space or the Cayley hyperplane, the action we constructed
is locally rigid.
1 Introduction
One of the most active areas of the study of rigidity of group actions is
around the Zimmer program, in which many remarkable properties of actions
of a lattice Γ of a higher rank Lie group have been discovered. See [4] for
the recent development. As pointed out in [4], in the study of actions of
a lattice of a higher rank Lie group, the study of actions of a higher rank
abelian group Γ = Zn, n ≥ 2 of certain hyperbolicity plays an important
role. On the other hand, Burslem and Wilkinson showed that there exists a
solvable group Γ which does not contain a higher rank abelian group such
that an action on the circle S1 is locally rigid [3]. In this paper, we consider
locally rigid actions of solvable groups which does not contain a hyperbolic
action of a higher rank abelian group.
As a higher dimensional analogue of the result of Burslem andWilkinson,
Asaoka constructed an action of a solvable group on Sn, n ≥ 2 [1]. Asaoka
showed that, while the action is not locally rigid, it is locally rigid in a weaker
sense. One of the most important example of such a weak form of local
rigidity is [5]. In [2], Asaoka studied local rigidity of an action of the same
group on the torus Tn, which can also be viewed as a higher dimensional
version of the result of Burslem and Wilkinson. In [7], the author studied
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local rigidity of certain action of a solvable group on the sphere. In [12],
Wilkinson and Xue studied rigidity of an action of a solvable group on the
torus.
In this paper, we consider a generalization of the results of [1] and [7]
which can be formulated as follows. Let X be a rank one symmetric space
of non-compact type, G the group of orientation-preserving isometries of X,
and G = KAN an Iwasawa decomposition.
Definition 1.1. A subgroup Γ of AN ⊂ G is called a standard subgroup of
G = KAN if Γ is generated by a lattice Λ of N and a nontrivial element
a ∈ A such that aΛa−1 ⊂ Λ.
Let M ⊂ K be a centralizer of A in K so that P = MAN is a minimal
parabolic subgroup ofG. Then the homogeneous space G/P is diffeomorphic
to a sphere. The action of G on G/P by the left translation will be denoted
by l : G → Diff(G/P ). The following theorem, which can be referred to as
C2-local rigidity of l|Γ up to embedding of Γ into G, is the main theorem of
this paper.
Theorem 1.2. Let G be the group of orientation-preserving isometries of a
rank one symmetric space of non-compact type, Γ a standard subgroup of G,
and l|Γ the action of Γ on G/P by left translations. Assume G 6= PSL(2,R).
If ρ is a C∞ action of Γ on G/P sufficiently C2-close to l|Γ, then there is an
embedding ι of Γ into G as a standard subgroup and a C∞ diffeomorphism
h of G/P such that
ρ(g) = h ◦ l(ι(g)) ◦ h−1
for all g ∈ Γ.
While we excluded the case G = PSL(2,R) for a technical reason, the
claim also holds. In this case, Γ can be presented as
〈a, b | aba−1 = bk〉
for some integer k ≥ 2 and G/P is diffeomorphic to a circle S1. The action
l|Γ admits a common fixed point and the action on the complement, which
is diffeomorphic to R, is given by
a · x = kx, b · x = x+ 1 (x ∈ R).
The local rigidity of the action follows from the result of Burslem and
Wilkinson mentioned above. It is not difficult to check that the case G =
SO0(n + 1, 1), n ≥ 2 is exactly the above result of Asaoka. The case
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G = SU(n + 1, 1), n ≥ 2 for C3-small perturbation is the above result
of the author.
When G = Sp(n+1, 1), n ≥ 2 or F−204 , we can show the inclusion Γ →֒ G
is locally rigid. So we obtain local rigidity in the strict sense:
Corollary 1.3. For G = Sp(n + 1, 1) (n ≥ 2) and F−204 , the action l|Γ
of a standard subgroup Γ of G on G/P is C2-locally rigid; a C∞ action
sufficiently C2-close to l|Γ is C
∞-conjugate to l|Γ.
It should be pointed out that the action l|Γ is not locally rigid in the
remaining cases. When G = SO0(n + 1, 1), n ≥ 2, the classification up to
conjugacy of the actions of standard subgroups by left translations is given in
[1]. In particular, the action l|Γ is not locally rigid. When G = SU(n+1, 1),
n ≥ 2, we can also show that l|Γ is not locally rigid. See Proposition 8.4.
The proof of the main theorem can be described as follows. Put o =
eP ∈ G/P . The point o is the common fixed point of the action l|Γ. Us-
ing Stowe’s theorem [10], we see that an action close to l|Γ also admits a
common fixed point close to o. Moreover, by an argument similar to that
of [1], a conjugacy defined around the common fixed points extends to a
diffeomorphism of the whole G/P . So the main theorem is reduced to lo-
cal rigidity of a homomorphism of Γ into the group G(G/P, o) of germs of
diffeomorphisms defined around o ∈ G/P and fixing o ∈ G/P .
Such a problem of classification of “local action” around a fixed point
can be found in [9]. In fact, Sternberg’s theory of normal forms of a hy-
perbolic fixed point of diffeomorphisms can be viewed as certain rigidity of
a homomorphism of Z into G(Rn, 0). To prove certain local rigidity of a
homomorphism of Γ into G(G/P, o), we will adopt a similar strategy. Stern-
berg’s theory can be summarized as follows. The first step is to show that a
diffeomorphism around a hyperbolic fixed point is determined by its Taylor
expansion at the fixed point. The next step is to show there exists r ≥ 1
such that the Taylor expansion is determined by the derivatives of order
at most r at the fixed point, where r depends on the “resonance” of the
eigenvalues of the first-order derivative of the diffeomorphism at the fixed
point. The last step is the classification of elements in the group Jr(Rn, 0)
of r-jets at 0 ∈ Rn of diffeomorphisms around 0 ∈ Rn.
In our case, the problem can be reduced to local rigidity of a homo-
morphism of Γ into J3(G/P, o). Computing the induced homomorphism of
Γ into J1(G/P, o), and using a theorem of Malcev, we will show that the
problem can be reduced to local rigidity of a homomorphism of the closure
〈a〉N of Γ in G into J3(G/P, o). Then the problem reduces to the computa-
tion of the cohomology H1(n, j3(G/P, o))〈a〉 = H1(n, j3(G/P, o))a, where n,
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j3(G/P, o), and a denote the Lie algebras of N , J3(G/P, o) and A, respec-
tively. The computation of such a cohomology is, as we can see in [1] and
[7], one of the most difficult part of the proof. In this paper, we will compute
the cohomology using some tools from (non-unitary) representation theory
as well as an explicit classification of rank one simple Lie algebras. As a
result, we obtain an isomorphism
H1(n, j3(G/P, o))a = H1(n, g)a,
which means that perturbation of the homomorphism of 〈a〉N into J3(G/P, o)
is locally rigid up to embedding of 〈a〉N into G. Moreover, it is not difficult
to check H1(n, g)a = 0 if and only if G = Sp(n + 1, 1) (n ≥ 2) or F−204 , in
which case our result is in fact local rigidity in the strict sense.
In Section 2, we collect facts which will be used later. In particular, in
Subsection 2.4 we establish a fundamental property of the action l|Γ of a
standard subgroup Γ on G/P . Section 3 is devoted to the computation of
the cohomology of n mentioned above. In Section 4, we compute certain
cohomology of a standard subgroup Γ, vanishing of which is the assumption
of the above theorem of Stowe. In Section 5, we study local rigidity of
a homomorphism of a standard subgroup Γ into the group J3(G/P, o) of
3-jets. In Section 6, we consider local rigidity of a homomorphism of a
standard subgroup Γ into the group F(G/P, o) of Taylor expansions of the
diffeomorphisms in G(G/P, o), called the group of formal transformations. In
Section 7, we study local rigidity of a homomorphism of a standard subgroup
Γ into the group G(G/P, o) of germs of diffeomorphism defined around o ∈
G/P fixing o ∈ G/P . In Section 8, we prove the main theorem.
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2 Preliminaries
2.1 Representation of a semisimple Lie algebra
The goal of this subsection is to introduce Theorem 2.1 and Theorem 2.2.
See [11] for the detail. Theorem 2.2 is the formula for cohomology of the
nilradical n of a parabolic subalgebra p of a complex semisimple Lie algebra
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g with the coefficient in a finite-dimensional g-module, while in Section 3
we have to compute cohomology of n with the coefficient in an infinite-
dimensional g-module. The proof of Theorem 2.2 due to Casselman and
Osborne contains a study of an infinite-dimensional g-module. Theorem 2.1
is a consequence of the result of Casselman and Osborne, the formulation
of which is due to Vogan. We will use Theorem 2.1 for our computation in
Section 3.
To state Theorem 2.1, we review representation theory of semisimple Lie
algebras. A standard reference is [6]. Let g be a complex semisimple Lie
algebra, h ⊂ g a Cartan subalgebra, and ∆(g, h) ⊂ h∗ the system of roots.
Fix a positivity on h∗. Let ∆+(g, h) ⊂ ∆(g, h) be the system of positive
roots. Then the subalgebra
b = h⊕
⊕
α∈∆+(g,h)
gα
is called the corresponding Borel subalgebra. A subalgebra p of g containing
b is called a parabolic subalgebra. A parabolic subalgebra p admits the
decomposition
p = l⊕ n
such that
n =
⊕
α∈∆(n,h)
gα
is a nilpotent subalgebra with ∆(n, h) contained in ∆+(g, h), and
l = h⊕
⊕
α∈∆(l,h)
gα
is reductive with ∆(l, h) = ∆(g, h) \ (∆(n, h)∪−∆(n, h)), where −∆(n, h) =
{−α | α ∈ ∆(n, h)}. The subalgebra
n− =
⊕
α∈−∆(n,h)
gα
is called the opposite of n and we obtain the decomposition
g = n− ⊕ l⊕ n
of g as a vector field.
Let g be a complex semisimple Lie algebra, U(g) the universal enveloping
algebra of g, and Z(g) the center of U(g). There is an isomorphism called the
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Harish-Chandra isomorphism of Z(g) onto the algebra U(h)W of the Weyl
group W = W (g, h) invariant elements of U(h) which can be constructed
as follows. Let g = g− ⊕ h ⊕ g+ be the decomposition corresponding to
the Borel subalgebra b = h⊕ g+, where g± = ⊕α∈±∆+(g,h)gα. By Poincare´-
Birkhoff-Witt theorem,
U(g) = U(h)⊕ (g−U(g) + U(g)g+).
Let p : U(g) → U(h) be the projection onto the first term. Define the shift
map σc : U(h) → U(h), c ∈ C by the extension of h → U(h), X 7→ X − cX
as a homomorphism of algebra. Then the composition γ = σδ(g) ◦p : U(g)→
U(h) is the Harish-Chandra map, where
δ(g) =
1
2
∑
α∈∆+(g,h)
α
is the lowest form of g. It is known that the Harish-Chandra map induces
an isomorphism between Z(g) and U(h)W called the Harish-Chandra iso-
morphism and that the Harish-Chandra isomorphism does not depend on
the choice of a positivity on h∗.
Let g be a complex semisimple Lie algebra and Z(g) the center of the
universal enveloping algebra U(g). A g-module is naturally a module over
U(g). A representation of g is said to admit an infinitesimal character if
each element of Z(g) acts by multiplication by a scalar. In this case, the
action of Z(g) is described by a homomorphism of Z(g) into C. Via the
Harish-Chandra isomorphism, we obtain a homomorphism of U(h)W into
C. Since h is abelian, U(h) can be considered as the algebra of polynomial
functions on h∗. It is not difficult to see that a homomorphism of U(h)W
into C is the evaluation map evλ at a point λ ∈ h
∗ and evλ = evµ if and
only if λ and µ have the same W -orbit. Such a λ is called an infinitesimal
character of the representation.
A typical example of a representation with an infinitesimal character
is an irreducible finite-dimensional representation. A weight vector in a g-
module is highest (resp. lowest) if it is annihilated by g+ (resp. g−). Let
F gλ of g be the irreducible finite-dimensional representation with a highest
weight vector of weight λ. By the construction of the Harish-Chandra iso-
morphism, we see that it has an infinitesimal character λ + δ(g). More
generally, let V be a (possibly infinite-dimensional) representation V of g
such that each root space Vα (α ∈ h
∗) is finite dimensional. Then V admits
an infinitesimal character λ + δ(g) if V has a unique highest weight vector
(up to scalar multiplication) of weight λ. Similarly, using the fact that the
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Harish-Chandra isomorphism does not depend on the positivity on h∗, V
admits an infinitesimal character λ − δ(g) if V has a unique lowest weight
vector of weight λ.
Let g be a complex semisimple Lie algebra with the decomposition g =
n−⊕ l⊕n corresponding to a parabolic subalgebra. A g-module V is l-finite
if V admits a decomposition into the sum of (possibly infinitely many) finite-
dimensional representations of l.
Theorem 2.1 ([11] Corollary 3.1.6.). Let g be a complex semisimple Lie
algebra with the decomposition g = n− ⊕ l⊕ n and V be a representation of
g which admits an infinitesimal character λ. Assume V is l-finite. Then
H∗(n, V ) also admits a decomposition into the sum of finite-dimensional
representations of l. Moreover, a weight µ ∈ h∗ appears as an l-highest
weight of H∗(n, V ) only if µ+ δ(g) and λ have the same W -orbit.
When V is finite dimensional, using this theorem, one can completely
determine H∗(n, V ). For w ∈ W , the smallest number length(w) = n such
that w is a product of n reflections in simple roots is called the length of w.
Theorem 2.2 (Kostant, see [11] Theorem 3.2.3.). Let g be a complex semisim-
ple Lie algebra with the decomposition g = n−⊕l⊕n and F
g
λ be the irreducible
finite-dimensional representation of g with the highest weight λ. Then
Hr(n,Fgλ) =
⊕
µ
Flµ
as an l-module, where the sum is taken over µ = w(λ + δ(g)) − δ(g) for
w ∈W, r = length(w).
2.2 Classification of the simple Lie algebras of real rank one
Let g be a real simple Lie algebra and g = k⊕ a⊕ n be an Iwasawa decom-
position. The dimension of a is called the real rank of g. Assume the real
rank of g is one. Then there is a restricted-root decomposition
g =
2⊕
i=−2
gi
such that
n = g1 ⊕ g2,
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where gi = {X ∈ g | [H,X] = iα(H)X for all H ∈ a} for some α ∈ a
∗. Then
the subalgebra
p =
2⊕
i=0
gi
is a minimal parabolic subalgebra of g. Let gC be the complexification of
g. There exists a Cartan subalgebra h of gC such that h ⊂ (g0)C. We fix a
positivity on h∗ such that ∆(nC, h) ⊂ ∆
+(gC, h). Then pC = (g0)C ⊕ nC is
the decomposition of the parabolic subalgebra pC as in Subsection 2.1.
By the classification of real simple Lie algebras, gC is isomorphic to
so(n,C), sl(n,C), sp(2n,C), or f4. In each case, the system ∆(g, h) of roots
can be expressed as follows. Let 〈·, ·〉 be the bilinear form on h∗ induced by
the Killing form on h.
When gC = so(2n+1,C), n ≥ 1, there is a complex linear basis e1, . . . , en
of the dual h∗ of h with 〈ei, ej〉 = 0 for i 6= j and |ei|
2 = |ej |
2 such that
∆(gC, h) = {±ei ± ej | 1 ≤ i < j ≤ n} ∪ {±ei | 1 ≤ i ≤ n},
∆(nC, h) = {e1 ± ej | 2 ≤ j ≤ n} ∪ {e1},
∆((g0)C, h) = {±ei ± ej | 2 ≤ i < j ≤ n} ∪ {±ei | 2 ≤ i ≤ n}.
When gC = so(2n,C), n ≥ 1, there is a basis e1, . . . , en of h
∗ with
〈ei, ej〉 = 0 for i 6= j and |ei|
2 = |ej |
2 such that
∆(gC, h) = {±ei ± ej | 1 ≤ i < j ≤ n},
∆(nC, h) = {e1 ± ej | 2 ≤ j ≤ n},
∆((g0)C, h) = {±ei ± ej | 2 ≤ i < j ≤ n}.
When gC = sl(n,C), n ≥ 2, there is an n-dimensional vector space with
a bilinear form with a basis e1, . . . , en satisfying 〈ei, ej〉 = 0 for i 6= j and
|ei|
2 = |ej |
2 such that there is an identification of h∗ with the subspace
{
∑
i ciei |
∑
ci = 0} under which
∆(gC, h) = {±(ei − ej) | 1 ≤ i < j ≤ n},
∆(nC, h) = {e1 − ej | 1 < j ≤ n} ∪ {ei − en | 1 ≤ i < n},
∆((g0)C, h) = {±(ei − ej) | 2 ≤ i < j ≤ n− 1}.
When gC = sp(2n,C) with n ≥ 3,
1 there is a basis e1, . . . , en of h
∗ with
1 sp(4,C) is isomorphic to so(5,C).
〈ei, ej〉 = 0 for i 6= j and |ei|
2 = |ej |
2 such that
∆(gC, h) = {±ei ± ej | 1 ≤ i < j ≤ n} ∪ {±2ei | 1 ≤ i ≤ n},
∆(nC, h) = {ei ± ej | 3 ≤ j ≤ n, i = 1, 2} ∪ {2e1, e1 + e2, 2e2},
∆((g0)C, h) = {±ei ± ej | 3 ≤ i < j ≤ n} ∪ {±2ei | 3 ≤ i ≤ n} ∪ {±(e1 − e2)}.
When gC = f4, there is a basis e1, . . . , e4 of h
∗ with 〈ei, ej〉 = 0 for i 6= j
and |ei|
2 = |ej |
2 such that
∆(gC, h) = {±e1 ± e2 ± e3 ± e4} ∪ {±2ei ± 2ej | 1 ≤ i < j ≤ 4}
∪ {±2ei | 1 ≤ i ≤ 4},
∆(nC, h) = {e1 ± e2 ± e3 ± e4} ∪ {2e1 ± 2ej | 2 ≤ j ≤ 4} ∪ {2e1},
∆((g0)C, h) = {±2ei ± 2ej | 2 ≤ i < j ≤ 4} ∪ {±2ei | 2 ≤ i ≤ 4}.
2.3 Vector fields on a vector space
Let V be a finite-dimensional vector field over R. At each point x of V ,
there is a natural identification of the tangent space TxV with V itself.
Let S(V ) =
⊕
r≥0 S
r(V ) be the space of symmetric tensor products of V .
Consider the space S(V ∗)⊗V of V -valued polynomial functions on V , where
V ∗ is the dual of V . For each f ∈ S(V ∗)⊗ V , we define the vector field Xf
on V by
Xf (x) = −f(x) ∈ V = TxV
for x ∈ V . Such a vector field will be called a polynomial vector field on
V . A polynomial vector field corresponding to a constant function v ∈ V ⊂
S(V ∗) ⊗ V will be called a constant vector field. Observe that a smooth
vector field X on V is polynomial if and only if there exist r ≥ 0 such
that ad(X1) . . . ad(Xr)X = 0 for any constant vector fields X1, . . . Xr on
V . The Lie algebra of polynomial vector fields will be denoted by Poly(V ).
We identify Poly(V ) with S(V ∗) ⊗ V by the above equation. Under this
identification,
[Sp(V ∗)⊗ V, Sq(V ∗)⊗ V ] ⊂ Sp+q−1(V ∗)⊗ V
for p, q ≥ 0. So Poly(V ) =
⊕
r≥0 S
r(V ∗) ⊗ V is naturally a graded Lie
algebra. It is not difficult to check that if V is a representation of a group
G, then this identification is an isomorphism between G-modules.
The grading on Poly(V ) is convenient to describe the structure of the
group of jets. For r ≥ 1, let Jr(V, 0) be the group of r-jets at 0 ∈ V of the
diffeomorphism defined around 0 and fixing 0. Then its Lie algebra jr(V, 0)
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is naturally a quotient of the Lie algebra Poly(V, 0) =
⊕
r≥1 S
r(V ∗)⊗ V of
polynomial vector fields vanishing at 0 ∈ V . In fact,
jr(V, 0) = Poly(V, 0)/
⊕
q≥r+1
Sq(V ∗)⊗ V.
Thus jr(V, 0) can be identified with
⊕
1≤q≤r S
q(V ∗) ⊗ V as a linear space.
When V is a representation of a group G, this identification is an isomor-
phism between G-modules.
2.4 The standard actions on the boundaries of rank one sym-
metric spaces
2.4.1 The boundaries of rank one symmetric spaces
Let X be a rank one symmetric space of non-compact type and G the group
of orientation-preserving isometries of X, Then X = G/K, where K is a
maximal compact subgroup ofG. Fix an Iwasawa decomposition G = KAN .
Let M = {k ∈ K | ak = ka for all a ∈ A} be the centralizer of A in K so
that P = MAN ⊂ G is a minimal parabolic subgroup of G. Then the
corresponding compact manifold G/P , which will be called the boundary is
diffeomorphic to a sphere. In fact, since G is of real rank one, its Weyl group
W (G,A) consists of exactly two elements. Thus the Bruhat decomposition
assures that the left action of P on G/P has exactly two orbits: One is {eP}
and the other is PgP for some g ∈ G such that gNg−1 = N−, where N− is
the opposite of N . Now
PgP = NgP = g(g−1Ng)P = gN−P.
Since the product map N−×P → G is a diffeomorphism onto its image, the
N−-orbits of P in G/P is diffeomorphic to N−. Thus G/P as a manifold is
a disjoint union of a point and a Euclidean space, which must be a sphere.
2.4.2 Local structure of the left action on the boundary
To study local structure of the left action of G on G/P around the point
o = eP , we use the homomorphism l∗ : g = Lie(G) → X(G/P ) defined by
l∗(X)gP =
d
dt
|t=0 exp(−tX)gP
for gP ∈ G/P . This homomorphism can be rephrased as follows. There
is a natural anti-isomorphism of g onto the algebra of the right-invariant
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vector fields on G. This induces an anti-homomorphism of g into the space
of smooth vector fields X(G/P ) on G/P . Multiplying by −1, we obtain the
homomorphism l∗ : g→ X(G/P ).
Using the embedding i : N− → G/P defined by i(g) = gP and the
diffeomorphism exp : n− = Lie(N−) → N−, we obtain a homomorphism
λ = exp∗ ◦i∗ ◦ l∗ of g into X(n−). In the local coordinate system exp ◦i :
n− → G/P around o ∈ G/P , the homomorphism l∗ : g → X(G/P ) can be
described in terms of notions introduced in Subsection 2.3.
Proposition 2.3. Let λ : g→ X(n−) be the homomorphism defined as above
and Poly(n−) ⊂ X(n−) be the subalgebra of polynomial vector fields on n−.
(i) λ(n−) ⊂ Poly(n−).
(ii) Let E ∈ a be the vector characterized by [E,X] = rX for all X ∈ gr.
Then λ(E) ∈ Poly(n−) is the linear vector field corresponding to
ad(E)|n− = −2Idg−2 − Idg−1 ∈ gl(n−).
(iii) λ(g) ⊂ Poly(n−).
Proof. (i) By the construction, for X ∈ n−, λ(X) is the pull-back of a right-
invariant vector field on N− by exp : n− → N−. More explicitly, the tangent
vector at Y ∈ n− of λ(X) is given by the differential at t = 0 of the curve
γ(t) on n− satisfying
exp(γ(t)) = exp(−tX) exp(Y ).
Since N− is nilpotent, the Baker-Campbell-Hausdorff formula assures that
γ(t) is a polynomial function of tX and Y . Thus the tangent vector at Y is
a polynomial function of Y .
(ii) Observe that i : N− → G/P is A-equivariant where the domain is
equipped with the action by conjugation and the range with the left action.
In particular, A acts on N− by automorphism of Lie group. By construction
of λ : g→ X(n−), the claim follows immediately.
(iii) By (ii), we can show that for any integer m, the subspace
{X ∈ X(n−) | [E,X] = mX}
is contained in Poly(n−). See the proof of Proposition 7.12 in [7]. Since
g =
⊕
gr, we see that λ(g) ⊂ Poly(n−).
We will use the following lemma which follows immediately from the
construction of the map λ.
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Lemma 2.4. Let z = zX(n−)(λ(n−)) be the centralizer of λ(n−) in X(n−).
(i) z is isomorphic to n− as a Lie algebra.
(ii) z is isomorphic to n− as a representation of MA.
(iii) z ⊂ Poly(n−).
Proof. Since i∗ ◦ l∗(n−) ⊂ X(N−) is the space of right-invariant vector fields
on N−, its centralizer is the space of left-invariant vector fields. So z is iso-
morphic to n− as a Lie algebra. Moreover, they are isomorphic as represen-
tations of MA. In fact, they are isomorphic to the isotropic representation
at e ∈ N−. In particular, by the same argument for (iii) of Proposition 2.3,
we see that z ⊂ Poly(n−).
2.4.3 The standard subgroup
Let G be the group of orientation-preserving isometries of a rank one sym-
metric space of non-compact type and G = KAN an Iwasawa decomposi-
tion. We define a subgroup Γ of G to be a standard subgroup if it is gen-
erated by a non-trivial element a ∈ A and a lattice Λ ⊂ N of N satisfying
aΛa−1 ⊂ Λ. We will give an explicit presentation of Γ.
Recall that n = g1⊕ g2 for the restricted-root decomposition g =
⊕
r gr.
In particular, N is at most 2-step nilpotent. Thus a lattice Λ of N has a set
of generators b1, . . . , bm1 , c1, . . . , cm2 such that
[bi, cj ] = e,
[bi, bj ] ∈ 〈c1, . . . , cm2〉,
[ci, cj ] = e,
where mi = dim gi. For a ∈ A, Ad(a) on g is of the form Ad(a)|gr = e
rtIdgr
for some t ∈ R. Thus, if a nontrivial element a ∈ A satisfies aΛa−1 ⊂ Λ,
then there exists an integer k ≥ 2 such that Ad(a)|gr = k
rIdgr so that
abia
−1 = bki , acia
−1 = ck
2
i .
3 Cohomology of Lie algebra
Let g = k⊕ a⊕ n be an Iwasawa decomposition of a real simple Lie algebra
of real rank one. In this section, we compute certain cohomology of n.
Cohomology of n with the coefficient in a finite-dimensional g-module can
be computed by using Theorem 2.2. We compute H1(n, g)a in Subsection
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3.1. As we will see in Section 8, vanishing of H1(n, g)a is equivalent to
local rigidity of our action. The goal of Subsection 3.2 is Corollary 3.9 and
Corollary 3.10, which will be used in Section 5. To compute such cohomology
of an infinite-dimenional g-module, we use Theorem 2.1.
3.1 Cohomology of finite-dimensional modules
By using Theorem 2.2 and the classification in Subsection 2.2, we obtain the
following. To reduce the notation, gC, nC, (g0)C, and aC in Subsection 2.2
will be denoted by g, n, l, and a, respectively.
Lemma 3.1. Let g be the complexification of a real simple Lie algebra of
real rank one. Using the notation for ∆(g, h) as in Subsection 2.2,
H1(n, g)a =


Fl2e2 ⊕ F
l
−2e2 (g = so(4,C))
Fl2e2 (g = so(m,C), m ≥ 5)
Fl−e1+2e2−en ⊕ F
l
e1−2en−1+en (g = sl(n,C), n ≥ 3)
0 (g = sp(2n,C) (n ≥ 3), f4)
as an l-module, where Flλ denotes the finite-dimensional irreducible l-module
with the highest weight λ.
Proof. By Theorem 2.2,
H1(n,Fgλ) =
⊕
µ
Flµ
as an l-module, where the sum is taken over µ = rα(λ + δ(g)) − δ(g) for
the reflection rα in a simple root α. We will determine the a-invariant
summands.
When g = so(4,C), g = Fge1+e2 ⊕F
g
e1−e2 as a g-module. As a
∗ is spanned
by e1, a weight vector is a-invariant if and only if the coefficient of e1 of
the weight is 0. Since the simple roots are e1 ± e2 and δ(g) = 2e1, it is not
difficult to see that
H1(n,Fge1±e2)
a =
⊕
µ
Fl±2e2 .
When g = so(2n,C), n ≥ 3, g = Fge1+e2 as a g-module. Using the facts
that a∗ is spanned by e1, the simple roots are
ei − ei+1, (i = 1, . . . , n− 1), en−1 + en,
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and
δ(g) =
n∑
i=1
(n − i)ei,
it is easy to see that a summand Flµ, µ = rα(e1+e2+δ(g))−δ(g) is a-invariant
only if α = e1 − e2. Since
re1−e2(e1 + e2 + δ(g)) − δ(g) = 2e2,
the claim follows.
When g = so(2n + 1,C), n ≥ 2, g = Fge1+e2 as a g-module. Since a
∗ is
spanned by e1, the simple roots are
ei − ei+1, (i = 1, . . . , n− 1), en,
and
δ(g) =
n∑
i=1
2n+ 1− 2i
2
ei,
the claim follows from the same argument as the case g = so(2n,C).
When g = sl(n,C), n ≥ 3, g = Fge1−en as a g-module. As a
∗ is spanned
by e1 − en, a weight vector is a-invariant if and only if the coefficients of e1
and en of the weight is the same. Since the simple roots are
ei − ei+1, (i = 1, . . . , n− 1)
and
δ(g) =
n∑
i=1
n+ 1− 2i
2
ei,
it is easy to see that a summand Flµ, µ = rα(e1−en+δ(g))−δ(g) is a-invariant
only if α = e1 − e2, en−1 − en. Since
re1−e2(e1 − en + δ(g)) − δ(g) = −e1 + 2e2 − en
and
ren−1−en(e1 − en + δ(g))− δ(g) = e1 − 2en−1 + en,
the claim follows.
When g = sp(2n,C), n ≥ 3, g = Fg2e1 as a g-module. As a
∗ is spanned by
e1+e2, a weight vector is a-invariant if and only if the sum of the coefficients
of e1 and e2 of the weight is 0. Since the simple roots are
ei − ei+1, (i = 1, . . . , n− 1), 2en
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and
δ(g) =
n∑
i=1
(n+ 1− i)ei,
it is easy to see that a summand Flµ, µ = rα(e1+e2+δ(g))−δ(g) is a-invariant
only if α = e2 − e3. Since
re2−e2(e1 + e2 + δ(g)) − δ(g) = 2e1 − e2 + e3,
there is no a-invariant summands and the claim follows.
When g = f4, g = F
g
2e1+2e2
as a g-module. As a∗ is spanned by e1, a
weight vector is a-invariant if and only if the coefficient of e1 of the weight
is 0. Since the simple roots are
e1 − e2 − e3 − e4, 2e2 − 2e3, 2e3 − 2e4, 2e4,
and
δ(g) = 11e1 + 5e2 + 3e3 + e4,
it is easy to see that a summand Flµ, µ = rα(2e1 + 2e2 + δ(g)) − δ(g) is
a-invariant only if α = e1 − e2 − e3 − e4. Since
re1−e2−e3−e4(2e1 + 2e2 + δ(g)) − δ(g) = −e1 − e2 + e3 + e4,
there is no a-invariant summands and the claim follows.
3.2 Cohomology of infinite-dimensional modules
Let g be the complexification of a real simple Lie algebra of real rank one.
We will use the same notation for n, l, and a as in Subsection 3.1. A weight
λ ∈ h∗ is orthogonal to a∗ if 〈λ, µ〉 = 0 for all µ ∈ a∗, where 〈·, ·〉 is the
bilinear form on h∗ induced by the Killing form on h, and is l-dominant if
〈λ, µ〉 > 0 for all µ ∈ ∆+(l, h).
Lemma 3.2. Let λ ∈ h∗ be the weight of an l-lowest weight vector in n−
which is not the weight of a g-lowest weight vector in g. Then for w ∈
W (g, h),
µ = w(λ− δ(g)) − δ(g)
is not orthogonal to a∗ if µ is l-dominant.
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Proof. When g = so(n,C), n ≥ 3, an l-lowest weight vector in n− is a g-
lowest weight vector in g, so there is no λ satisfying the assumption. The
remaining cases are g = sl(n,C) (n ≥ 3), sp(2n,C) (n ≥ 3), and f4.
When g = sl(n,C) (n ≥ 3), λ = −e1 + en−1 or −e2 + en. We assume for
simplicity λ = −e1 + en−1. Then
λ− δ(g) = −
n+ 1
2
e1 −
n− 3
2
e2 − · · ·+
n− 1
2
en−1 +
n− 1
2
en.
Since a∗ is spanned by e1 − e2, a weight µ is orthogonal to a
∗ if and only
if the coefficients of e1 and en are the same. On the other hand, the dif-
ference between coefficients of e1 and en in δ(g) is n − 1. It follows that
the coefficients of e1 and en in µ = w(λ − δ(g)) − δ(g) coincides for some
w ∈W (g, h) only if the set of coefficients in λ− δ(g) contains two elements
which differ by n− 1. We see that there is no such two elements. Thus µ is
not orthogonal to a. The case λ = −e2 + en follows by the same argument.
When sp(2n,C) (n ≥ 3), λ = −e1 − e3. So
λ− δ(g) = −(n+ 1)e1 − (n− 1)e2 − (n− 1)e3 − (n− 3)e4 · · · − en.
Since a∗ is spanned by e1 + e2, a weight µ is orthogonal to a
∗ if and only if
the sum of the coefficients of e1 and e2 is 0. Moreover, if such a weight µ is
l-dominant, the coefficient of e1 is non-negative.
2 Since the coefficient of e1
in δ(g) is n, if the coefficient of e1 in µ = w(λ− δ(g))− δ(g) is non-negative,
it must be 1. But as the coefficient of e2 in δ(g) is n − 1, the coefficient of
e2 in µ can not be −1. Thus µ is not orthogonal to a
∗.
When g = f4, λ = −e1 − e2 − e3 − e4. So
λ− δ(g) = −12e1 − 6e2 − 4e3 − 2e4.
Since a∗ is spanned by e1, a weight µ is orthogonal to a
∗ if and only if the
coefficient of e1 is 0. Since the action of W (g, h) preserves the bilinear form
on h∗, the set {±e1± e2± e3± e4}∪{±2ei | 1 ≤ i ≤ 4} is invariant. Observe
that for each α in this set, 〈λ − δ(g), α〉 is an integer multiple of 4|ei|
2.
Thus this is also true for w(λ − δ(g)). In particular, the coefficient of e1 in
w(λ− δ(g)) is even. Thus w(λ − δ(g))− δ(g) is not orthogonal to a∗.
Corollary 3.3. Let λ ∈ h∗ be the weight of an l-lowest weight vector in n−
which is not the weight of a g-lowest weight vector in g. If V is an l-finite
g-module with an infinitesimal character λ− δ(g), then H∗(n, V )a = 0.
2 The assumption of l-dominance is used only here.
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Proof. By Theorem 2.2, the weight µ of an l-highest weight vector inH∗(n, V )
is of the form µ = w(λ− δ(g))− δ(g) for some w ∈W (g, h). Observe that a
weight vector is a-invariant if and only if its weight is othogonal to a∗ and
that the weight of an l-highest weight vector in a finite-dimensional l-module
is l-dominant. Thus the claim is immediate from Lemma 3.2.
Lemma 3.4. Let λ ∈ h∗ be the weight of a g-lowest weight vector in g.
Assume a weight µ ∈ h∗ is l-dominant, orthogonal to a∗, and
µ = w(λ− δ(g)) − δ(g)
for some w ∈W (g, h). Then
µ =


2e2 (g = so(n,C), n ≥ 4, λ = −e1 − e2)
−2e2 (g = so(4,C), λ = −e1 + e2)
−e1 + 2e2 − en, e1 − 2en−1 + en (g = sl(n,C), n ≥ 3)
2e1 − 2e2 + e3 + e4 (g = sp(2n,C), n ≥ 3)
4e2 + e3 + e4 (g = f4)
Proof. When g = so(4,C), λ = −e1 ± e2. Let us first consider the case
λ = −e1 − e2. Then λ − δ(g) = −2e1 − e2. So µ = w(λ − δ(g)) − δ(g)
is orthogonal to a only if w(λ − δ(g)) = e1 + 2e2 and µ = 2e2. When
λ = −e1 − e2, the claim follows from the above argument with e2 replaced
by −e2.
When g = so(2n + 1,C) (n ≥ 2), λ = −e1 − e2. So
λ− δ(g) = −
2n+ 1
2
e1 −
2n− 1
2
e2 −
2n− 5
2
e3 − · · · −
1
2
en.
Since the coefficient of e1 in δ(g) is
2n−1
2 , µ is orthogonal to a if and only if
w(e2) = −e1. It is not difficult to check that µ is l-dominant only if
w(λ− δ(g)) =
2n− 1
2
e1 +
2n+ 1
2
e2 +
2n − 5
2
e3 + · · ·+
1
2
en
and µ = 2e2.
The case g = so(2n,C) (n ≥ 3) is similar as above. In this case, λ =
−e1 − e2. Comparing the coefficients of λ − δ(g) and δ(g), we can show
that µ is orthogonal to a if and only if w(e2) = −e1. By the l-dominance,
µ = 2e2.
When g = sl(n,C) (n ≥ 3), λ = −e1 + en and
λ− δ(g) = −
n+ 1
2
e1 −
n− 3
2
e2 − · · ·+
n− 3
2
en−1 +
n+ 1
2
en.
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As the difference between coefficients of e1 and en in δ(g) is n−1, we see that
µ is orthogonal to a∗ if and only if w(e1) = en, w(en−1) = e1 or w(e2) = en,
w(en) = e1. When w(e1) = en and w(en−1) = e1, µ is l-dominant only if
w(λ− δ(g)) =
n− 3
2
e1 +
n+ 1
2
e2 +
n− 5
2
e3 + · · · −
n− 3
2
en−1 −
n+ 1
2
en
and µ = −e1 + 2e2 − en. When w(e2) = en, w(en) = e1, µ is l-dominant
only if
w(λ− δ(g)) =
n+ 1
2
e1 +
n− 3
2
e2 + · · · −
n− 5
2
en−2 −
n− 3
2
en−1 −
n− 3
2
en
and µ = e1 − 2en−1 + en.
When g = sp(2n,C) (n ≥ 3), λ = −2e1 and
λ− δ(g) = −(n+ 2)e1 − (n− 1)e2 − · · · − en.
As the sum of the coefficients of e1 and e2 in δ(g) is 2n − 1, we see that µ
is orthogonal to a∗ if and only if w maps {e1, e4} onto {−e1,−e2}. When µ
is l-dominant, the coefficient of e1 in µ is non-negative. Thus w(e1) = −e1,
w(e4) = −e2. Then µ is l-dominant only if
w(λ−δ(g)) = (n+2)e1+(n−3)e2+(n−1)e3+(n−2)e4+(n−4)e5+ · · ·+en
and µ = 2e1 − 2e2 + e3 + e4.
When g = f4, λ = −2e1 − 2e2 and
λ− δ(g) = −13e1 − 7e2 − 3e3 − e4.
Assume µ is orthogonal to a∗. Then the coefficient of e1 in w(λ−δ(g)) is 11.
Let {c1, c2, c3, c4} be the set of coefficients of w(λ− δ(g)) with |ci| ≥ |ci+1|.
SinceW (g, h) preserves the bilinear form on h∗, 132+72+31+12 =
∑
i c
2
i . It
follows that c1 = 11. Using the fact that {±e1±e2±e3±e4}∪{±2ei | 1 ≤ i ≤
4} is W (g, h)-invariant and that 〈λ− δ(g), α〉 is an integer multiple of 2|ei|
2
for each element α of this set, we see that the coefficients ci of w(λ − δ(g))
are integers. Since {±2ei ± 2ej | 1 ≤ i < j ≤ 4} is W (g, h)-invariant and
the maximal value of 〈λ − δ(g), α〉 for α ∈ {±2ei ± 2ej | 1 ≤ i < j ≤ 4}
is 2(13 + 7), we see |c1| + |c2| = 13 + 7. Thus |c2| = 9. By the equation
132 + 72 + 31 + 12 =
∑
i c
2
i , we obtain |c3| = 4 and |c4| = 2. Now it is easy
to check that µ is l-dominant only if
w(λ− δ(g)) = 11e1 + 9e2 + 4e3 + 2e4
and µ = 4e2 + e3 + e4.
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Thus when V is a g-module with the same infinitesimal character as that
of g, unlike Corollary 3.3, H∗(n, V )a does not necessarily vanish. In fact,
when V = g, as we have seen in Subsection 3.1, H1(n, g)a 6= 0 if g = so(n,C)
or sl(n,C).
We define a g-module V to be a-bounded below if for all positive weights
µ ∈ a∗, the set {〈µ, λ〉 | λ ∈ wt(V )} ⊂ R is bounded below, where wt(V )
denotes the set of weights in V .
Corollary 3.5. Let λ ∈ h∗ be the weight of a g-lowest weight vector in g.
If V is an l-finite g-module with an infinitesimal character λ − δ(g) which
is a-bounded below, then H0(n, V )a = 0.
Proof. By Theorem 2.1, the weight µ of an l-highest weight vector inH0(n, V )a
must be µ as in Lemma 3.4. On the other hand, an l-highest weight vec-
tor in H0(n, V )a is a g-highest weight vector in V . Since V is a-bounded
below, a g-highest weight vetor in V must be a highest weight vector of a
finite-dimensional g-submodule. Thus its weight µmust be g-dominant. But
weights µ in in Lemma 3.4 are not g-dominant. Thus H0(n, V )a = 0.
We define a weight λ ∈ h∗ to be a∗-nonnegative if 〈µ, λ〉 ≤ 0 for all
positive weights µ ∈ a∗.
Proposition 3.6. Assume g = so(n,C), n ≥ 4 or sl(n,C), n ≥ 3. Let
λ ∈ h∗ be the weight of a g-lowest weight vector in g, and V an l-finite
g-module with an infinitesimal character λ− δ(g). Assume the weights of V
are a∗-nonnegative. Then H1(n, V )a = 0.
Assume H1(n, V )a 6= 0. We will again use the explicit description of the
root system ∆(g, h) as in Subsection 2.2 to obtain a contradiction.
Proof in the case g = so(4,C). The weight λ of a g-lowest weight vector in
g is λ = −e1 ± e2. When λ = −e1 − e2, by Lemma 3.4, H
1(n, V ) has an
l-highest weight vector of weight 2e2. Let f : n → V be a non-zero cocycle
of weight 2e2. Then f(ge1+e2) or f(ge1−e2) is non-zero. So V contains a
weight vector of weight e1 + 3e2 or e1 + e2.
We will show V does not contain a weight vector of weight e1 + 3e2
or e1 + e2. Since V is an l-finite g-module with a
∗-nonnegative weights,
a vector in V generates a g−-submodule which contains a g-lowest weight.
On the other hand, the weight of a g-lowest weight vector in V is of the
form w(λ − δ(g)) + δ(g). The weights appears in the g−-submodule of V
generated by a weight vector of weight e1 + 3e2 are e1 + 3e2, 4e2, 2e2, while
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that of weight e1+e2 are e1+e2, 4e2, 2e2. It is easy to see that none of them
are of the form w(λ− δ(g)) + δ(g).
When λ = −e1 + e2, the claim follows from the above argument with e2
replaced by −e2.
Proof in the case g = so(m,C),m ≥ 5. By Lemma 3.4, H1(n, V ) has an l-
highest weight vector of weight µ = 2e2. Let f : n → V be a non-trivial
l-highest cocycle of weight µ. Since ge1−e2 generates n as an l+-module, an
l-highest cocycle f is determined by f |ge1−e2 .
Let g′ = h⊕
⊕
α∈∆(g′,h) gα be the subalgebra of g where
∆(g′, h) = {±e1 ± e2}.
Put n′ = n ∩ g′, and l′ = l ∩ g′. Now we will show that the restriction of
f to n′ gives a non-zero l′-highest weight vector in H1(n′, V ′) of weight µ,
where V ′ denotes the g′-subalgebra of V generated by f(ge1−e2). It suffices
to show that f |n′ is not a boundary. If f |n′ is a boundary, there exists v ∈ V
with f |n′ = dv. Then v is a weight vector of weight µ. Such a weight vector
is l-highest: as µ is orthogonal to a, the l-submodule generated by v admits
an l-highest weight vector of weight orthogonal to a. By Lemma 3.4, the
weight of the l-highest weight vector is µ. Thus v is l-highest. Since v is
l-highest, f − dv is an l-highest cocycle. By (f − dv)(ge1−e2) = 0, we obtain
f − dv = 0. So f is a boundary, which contradicts to the assumption.
Replacing f if necessary, we may assume V ′ admits a g′-infinitesimal
character. By Theorem 2.1, the infinitesimal character must be µ+ δ(g′) =
e1 +2e2. By the same argument as in the proof of the case g = so(4,C), V
′
does not contain a weight vector of weight e1 + e2. This contradicts to the
fact that f(ge1−e2) is of weight e1 − e2 + µ = e1 + e2.
Proof in the case g = sl(n,C), n ≥ 3. By Lemma 3.4, H1(n, V ) has an l-highest
weight vector of weight µ = −e1 + 2e2 − en, e1 − 2en−1 + en. Let us first
consider the case µ = −e1+2e2−en. Let f : n→ V be a non-trivial l-highest
cocycle of weight µ.
We will show f = 0 if f |ge1−e2 = 0. Assume f(ge1−e2) = 0. By
[ge1−e2 , ge1−en ] = 0 and the cocycle equation, f(ge1−en) is annihilated by
ge1−e2 . If f(ge1−en) 6= 0, this is a weight vector of weight µ + e1 − en =
2e2 − 2en. Put se1−e2 = h ⊕ ge1−e2 ⊕ g−e1+e2 As the weights of V are a-
nonnegative, the se1−e2-module generated by f(ge1−en) is finite dimensional
with a se1−e2-highest weight vector in f(ge1−en). But its weight 2e2− 2en is
not se1−e2-dominant, which is a contradiction. Thus f(ge1−en) = 0. Then by
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[ge1−e2 , gen−1−en ] ⊂ ge1−en and the cocycle equation, f(gen−1−en) is annihi-
lated by ge1−e2 . Since the weight µ+en−1−en = −e1+2e2+en−1−2en is not
se1−e2-dominant, by the same argument as above, we obtain f(gen−1−en) = 0.
As ge1−e2 , gen−1−en , and ge1−en generates n as an l+-module, we see f = 0.
Let g′ = h⊕
⊕
α∈∆(g′,h) gα be the subalgebra of g where
∆(g′, h) = {±(ei − ej) | 1 ≤ i < j ≤ n− 1}
and put n′ = n ∩ g′, and l′ = l ∩ g′ = l. By the same argument as in the
case of g = so(m,C), we obtain an l′-highest weight vector in H1(n′, V ′) of
weight µ, where V ′ denotes the g′-subalgebra of V generated by f(ge1−e2).
Replacing f if necessary, we may assume V ′ admits a g′-infinitesimal
character. Observe that
δ(g′) =
n− 2
2
e1 +
n− 4
2
e2 + · · · −
n− 4
2
en−2 −
n− 2
2
en−1.
By Theorem 2.1, the infinitesimal character must be
µ+ δ(g′) =
n− 4
2
e1 +
n
2
e2 + · · · −
n− 2
2
en−1 − en.
Thus the weight of a g′-lowest weight vector is of the form w(µ+δ(g′))+δ(g′)
for some w ∈ W (g′, h). We see that the weight of this form appears in the
g′−-submodule generated by f(ge1−e2) only if w(µ+δ(g
′))+δ(g′) = en−1−en.
But V ′ does not contain a g′-lowest weight vector of weight en−1 − en. In
fact, if there is such a weight vector, V also has a g′-lowest weight vector
of weight en−1 − en. Considering the g-infinitesimal character of V , we see
that the weight vector is not g-lowest. So it is not annihilated by g−en−1+en .
Then applying g−en−1+en , we obtain a g
′-lowest weight vector in V of weight
en−1 − en − en−1 + en = 0. Considering the g-infinitesimal character of V
again, this is a contradiction.
Proposition 3.7. Assume g = sp(2n,C), n ≥ 3 or f4. Let λ ∈ h
∗ be the
weight of a g-lowest weight vector in g, and V an l-finite g-module with an
infinitesimal character λ−δ(g) which is a-bounded below. Then H1(n, V )a =
0.
Proof in the case g = sp(2n,C), n ≥ 3. By Lemma 3.4, H1(n, V ) has an l-
highest weight vector of weight µ = 2e1 − 2e2 + e3 + e4. Let f : n → V
be a non-trivial l-highest cocycle of weight µ. Since n is generated by the
l+-submodule generated by ge2−e3 as Lie algebra, f = 0 if f |ge2−e3 = 0.
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Let g′ = h⊕
⊕
α∈∆(g′,h) gα be the subalgebra of g where
∆(g′, h) = {±e2 ± e3,±2e2,±2e3}
and put n′ = n ∩ g′, and l′ = l ∩ g′. By the same argument as in the case of
g = so(m,C), we obtain an l′-highest weight vector in H1(n′, V ′) of weight
µ, where V ′ denotes the g′-subalgebra of V generated by f(ge2−e3).
Replacing f if necessary, we may assume V ′ admits a g′-infinitesimal
character. By Theorem 2.1, the infinitesimal character must be
µ+ δ(g′) = (2e1 − 2e2 + e3 + e4) + (2e2 + e3) = 2e1 + 2e3 + e4.
Thus the weight of g′-lowest weight vector is of the form w(µ+ δ(g′))+ δ(g′)
for some w ∈ W (g′, h). Observe that the coefficient of e2 in w(µ + δ(g
′)) +
δ(g′) is non-negative. On the other hand, the weights in the g′−-module
generated by f(ge2−e3), the weight of which is e2 − e3 + µ = 2e1 − e2 + e4,
have negative coefficients for e2. This is a contradiction.
Proof in the case g = f4. By Lemma 3.4, H
1(n, V ) has an l-highest weight
vector of weight µ = 4e2+e3+e4. Since n is generated by the l+-submodule
generated by ge1−e2−e3−e4 as Lie algebra, f = 0 if f |ge1−e2−e3−e4 = 0.
Let g′ = h⊕
⊕
α∈∆(g′,h) gα be the subalgebra of g where
∆(g′, h) = {±(e1 − e2 − e3)± e4} ∪ {±2e4}
and put n′ = n∩g′, and l′ = l∩g′. Observe that g′ is a reductive Lie algebra
with its semisimple part isomorphic to sl(3,C). By the same argument
as in the case of g = so(m,C), we obtain an l′-highest weight vector in
H1(n′, V ′) of weight µ, where V ′ denotes the g′-subalgebra of V generated
by f(ge1−e2−e3−e4).
Replacing f if necessary, we may assume V ′ admits a g′-infinitesimal
character. By Theorem 2.1, the infinitesimal character must be
µ+ δ(g′) = (4e2 + e3 + e4) + (e1 − e2 − e3 + e4) = e1 + 3e2 + 2e4.
Thus the weight ν of a g′-lowest weight vector satisfies |µ + δ(g′)| = |ν −
δ(g′)|. On the other hand, the weights in the g′−-module generated by
f(ge1−e2−e3−e4), the weight of which is e1 − e2 − e3 − e4 + µ = e1 + 3e2,
are of the form (1− k)e1 + (3 + k)e2 + ke3 + le4 for a non-negative integer
k and an integer l. So
ν − δ(g′) = −ke1 + (k + 4)e2 + (k + 1)e3 + le4
for a non-negative integer k and an integer l. Thus |µ+ δ(g′)| < |ν − δ(g′)|,
which is a contradiction.
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Let G be the group of orientation-preserving isometries of a rank one
symmetric space of non-compact type, G = KAN an Iwasawa decompo-
sition, and M the centralizer of A in K. Then P = MAN is a minimal
parabolic subgroup. Recall that we defined the homomorphism λ : g →
Poly(n−) in Subsection 2.4. Consider the representation of g on Poly(n−) via
λ : g→ Poly(n−). Let l ⊂ g be the subalgebra corresponding to MA ⊂ G.
Lemma 3.8. The gC-module V = Poly(n−)C admits a decomposition V =⊕
Vαi into a finite sum of gC-submodules, where the sum is taken over the
set {αi}i of weights of lC-lowest weight vectors in (n−)C and Vαi is a gC-
submodule with an infinitesimal character αi − δ(gC).
Proof. It suffices to show that the weight of a weight vector in V = Poly(n−)C
annihilated by the sum (gC)− of negative root spaces is αi. Since (gC)− =
(n−)C ⊕ (lC)−, V
(gC)− = V (n−)C ∩ V (lC)− . By Lemma 2.4, the centralizer
of λ(n−) in Poly(n−) is an l-submodule which is isomorphic to n−. Thus
V (n−)C is isomorphic to (n−)C as an lC-module. Thus the weight of an lC-
lowest wight vector is αi.
As we mentioned in Subsection 2.3, since n− is an l-module,
Poly(n−) = S(n
∗
−)⊗ n−
as an l-module. Thus Poly(n−)C is lC-finite as a gC-module.
Corollary 3.9. H0(n,Poly(n−))
a = 0.
Proof. We will show the complexification H0(nC,Poly(n−)C)
aC is vanished.
By Lemma 3.8, it suffices to show H0(nC, Vαi)
aC = 0 for all αi. Since Vαi
admits an infinitesimal character αi−δ(g), this is immediate from Corollary
3.3 and Corollary 3.5.
Corollary 3.10. The map
H1(n, g)a → H1(n,Poly(n−))
a
induced by λ : g→ Poly(n−) is an isomorphism.
Proof. We will show the complexificationH1(nC, gC)
aC → H1(nC,Poly(n−)C)
aC
is an isomorphism. Since λ : g→ Poly(n−) is injective, we have a short exact
sequence
0→ g→ Poly(n−)→ Poly(n−)/λ(g) → 0.
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Thus it suffices to show that H i(nC,Poly(n−)C/λ(g)C)
aC = 0 for i = 0, 1.
By Lemma 3.8, V = Poly(n−)C admits a decomposition V =
⊕
Vαi into
gC-submodules
⊕
Vαi with an infinitesimal character αi − δ(gC). So its
quotient V ′ = Poly(n−)C/λ(g)C also admits a decomposition V
′ =
⊕
V ′αi ,
where
⊕
V ′αi has an infinitesimal character αi− δ(gC). Let α0 be the weight
of a gC-lowest weight vector in gC. By Corollary 3.3, H
∗(nC, V
′
αi)
aC = 0 for
αi 6= α0. Moreover, since Poly(n−) = S(n
∗
−)⊗ n− as l-modules, Poly(n−) is
a-bounded below. By Corollary 3.5, H0(nC, V
′
α0)
aC = 0. Thus it remains to
show H1(nC, V
′
α0)
aC = 0.
When gC = sp(2n,C), n ≥ 3 or f4, by Proposition 3.7, H
1(nC, V
′
α0)
aC = 0.
So we may assume gC = so(n,C), n ≥ 4 or sl(n,C), n ≥ 3. By Proposition
3.6, it suffices to show that the weights of V ′α0 are a
∗
C
-nonnegative.
Under the isomorphism Poly(n−) = S(n
∗
−) ⊗ n− as l-modules, the sub-
space spanned by weight vectors in Poly(n−) of a
∗-negative weights is
g−2 ⊕ g−1 ⊕ (g
∗
−1 ⊗ g−2) ⊂ S(n
∗
−)⊗ n−.
On the other hand, the weights in λ(n−) are a
∗-negative and by Lemma 2.4,
the weights in Z(λ(n−)) = ZPoly(n−)(λ(n−)) are also a
∗-negative.
When gC = so(n,C), we may assume g−2 = 0. Then λ(n−) = Z(λ(n−))
is of dimension equal to n− = g−1. Thus Poly(n−)/λ(g) does not have
a∗-negative weights.
When sl(n,C), n ≥ 3, g−2 is of dimension one. Since Zn−(n−) = g−2,
λ(n−) and Z(λ(n−)) span a subspace of dimension 2 dim g−1+dim g−2, which
is euqal to the dimension of g−2 ⊕ g−1 ⊕ (g
∗
−1 ⊗ g−2). Thus weight vectors
in Poly(n−) of a
∗-negative weights are contained in λ(n−) + Z(λ(n−)). So
V ′α0 = Vα0/λ(gC) does not have a
∗
C
-negative weights.
Using Corollary 3.9, we can show the following lemma which will be used
in the proof of Proposition 8.4.
Lemma 3.11. Assume g = su(n, 1), n ≥ 3. Let NPoly(n−)(λ(n)) be the nor-
malizer of λ(n) in Poly(n−) and ZPoly(n−)(λ(a)) = Poly(n−)
a the centralizer
of λ(a) in Poly(n−). Then NPoly(n−)(λ(n)) ∩ ZPoly(n−)(λ(a)) = λ(g
a).
Proof. Put q = NPoly(n−)(λ(n)) ∩ ZPoly(n−)(λ(a)). We will first show q ⊂
NPoly(n−)(λ(n)). Fix X ∈ q. Since [λ(g−2),Poly(n−)
a] ⊂ λ(g−2), X ∈
Nλ(g−2)(Poly(n−)). Fix Y ∈ g−2 \ {0}. Then [Y, g1] = g−1. Applying
ad(λ(Y ))2 to [X,λ(g1)] ⊂ λ(g1), we see that X ∈ NPoly(n−)(λ(n)).
Identifying g with its image λ(g) by λ, we see that for X ∈ q, ad(X)|λ(n)
defines an a-invariant cocycle on n with its value in g. By Corollary 3.9,
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the map q → Z1(n, g)a is injective, where Z1(n, g)a denotes the space of a-
invariant cocycles. This induces the injective map q/λ(ga)→ H1(n, g)a. We
will show the complexification qC/λ((gC)
aC) is vanished. If qC/λ((gC)
aC) 6=
0, by Lemma 3.1, the weight of an lC-highest weght vector is −e1+2e2− en
or e1 − 2en−1 + en. Assume the weight is −e1 + 2e2 − en. Then there is a
weight vector X ∈ qC of weight −e1+2e2−en. Since ad(X)|λ(n) 6= 0, we see
[X,λ(ge1−e2)] = λ(ge2−en). Applying ad(λ(g−e1+e2)) to this equation and
using [X,λ(g−e1+e2)] ∈ λ((n−)C), we obtain X ∈ g which is a contradiction.
The argument for e1 − 2en−1 + en is the same. We proved qC/λ((gC)
aC) =
0.
4 Cohomology of the standard subgroup
Let G be a group of orientation-preserving isometries of a rank one sym-
metric space of non-compact type, and Γ its standard subgroup. The goal
of this section is to prove 4.2. Recall that Γ has a finite generating set
a, b1, . . . , bm1 , c1, . . . , cm2 as in 2.4.3.
Lemma 4.1. Let V be a vector space, and ρs : Γ → GL(V ) the represen-
tation defined by ρs(Λ) = {idV } and ρs(a) = s idV for a constant s > 0.
Then
(i) H0(Γ, V ) = 0 if s 6= 1.
(ii) H1(Γ, V ) = 0 if s 6= 1, k, k2.
Proof. (i) Since H0(Γ, V ) can be identified with the space V Γ of Γ-fixed
vectors in V , the claim is immediate.
(ii) Let βv(g) = v − ρ(g)v (g ∈ Γ) be the coboundary given by v ∈ V .
Given a cocycle α : Γ → V , Since s 6= 1, there is a unique v ∈ V satisfying
α(a) = βv(a). So we may assume α(a) = 0. For any bi ∈ b1, . . . , bm1}, as α
is a cocycle,
α(abi) = sα(bi) + α(a).
On the other hand, using the relation abi = b
k
i a,
α(abi) = α(b
k
i a) = α(a) + α(b
k
i ) = α(a) + kα(bi).
Thus
(s− k)α(bi) = 0.
Since s 6= k, we see α(bi) = 0. Similarly, for any ci ∈ {c1, . . . , cm1}, using
the relation aci = c
k2
i a and the assumption s 6= k
2, we obtain α(ci) = 0.
Thus the claim follows.
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Since Γ ⊂ P ⊂ G, the subalgebra p ⊂ g is invariant under the adjoint
representation of Γ on g. The induced representation of Γ on g/p will also
be called the adjoint representation.
Proposition 4.2. Consider the adjoint representation of a standard sub-
group Γ on g/p. Then H1(Γ, g/p) = 0.
Proof. Recall that g is graded g =
⊕2
i=−2 gi so that p =
⊕
i≥0 gi. Put
V = g/p, and W = (
⊕
i≥−1 gi)/p. Then V/W = g/(⊕i≥−1gi). To prove
H1(Γ, V ) = 0, it suffices to show H1(Γ,W ) = 0 and H1(Γ, V/W ) = 0.
Since [gi, gj ] ⊂ gi+j, the adjoint representation of n = g1 ⊕ g2 on V/W
and V are trivial. Thus the representations of Λ ⊂ N on W and V/W are
also trivial. Since a acts on W by k−1 idW and on V/W by k
−2 idV/W , by
Lemma 4.1, H1(Γ,W ) = H1(Γ, V/W ) = 0.
5 Local rigidity of the homomorphism into the
group of jets
In this section, using the results obtained in Section 3, we will show Proposi-
tion 5.1 which claims local rigidity in a weak sense of the homomorphism of
the standard subgroup into the group of jets. Let Jr(G/P, o), r ≥ 0 be the
group of r-jets at o ∈ G/P . The Cs-topology (s ≥ 0) on Diff(G/P ) induces
a topology on Jr(G/P, o) which will also be called the Cs-topology. When
r ≤ s, the topology is the same as that as a Lie group, while when s < r,
the topology is not Hausdorff. The statement of the following proposition
is obviously weaker that that of our main theorem.
Proposition 5.1. Let G be the group of orientation-preserving isometries
of a rank one symmetric space of non-compact type, Γ a standard subgroup
of G, and l : P → J3(G/P, o) the homomorphism into the group of 3-jets
at o ∈ G/P induced by the action of P on G/P by left translations. If
ρ : Γ → J3(G/P, o) is a homomorphism C2-close to l|Γ, then there is an
embedding ι of Γ into G as a standard subgroup and h ∈ J3(G/P, o) such
that
ρ(g) = h ◦ l(ι(g)) ◦ h−1
for all g ∈ Γ.
Using the local coordinate system i ◦ exp : n− → G/P around o ∈ G/P
introduced in 2.4.2, the group J3(G/P, o) can be identified with J3(n−, 0).
The induced homomorphism will also be denoted by l : P → J3(n−, 0).
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Assume the standard subgroup Γ is generated by a ∈ A and a lattice
Λ ⊂ N . Let
Z = ZJ3(n−,0)(l(a))
be the centralizer of l(a) in J3(n−, 0). Recall that Ad(a)|gr = k
rIdgr for an
integer k ≥ 2. By Proposition 2.3 (ii), we see that the action of a around
0 ∈ n− is the linear transformation corresponding to k
−2Idg−2 ⊕ k
−1Idg−1 ∈
GL(n−). By Sternberg’s normalization [9], we see that an element C
2-close
to l(a) is conjugate to an element in Z. So to prove Proposition 5.1, we may
assume ρ(a) ∈ Z.
Let π : J3(n−, 0) → J
1(n−, 0) = GL(n−) be the natural projection. Let
us first consider the homomorphism π ◦ l : P → GL(n−). Since
π ◦ l(a) =
(
k−1Idg−1 0
0 k−2Idg−2
)
∈ GL(n−) = GL(g−1 ⊕ g−2)
and Ad(a)|n = kIdg1 ⊕ k
2Idg2 , it is easy to see that
π ◦ l(N) ⊂
{(
Idg−1 ∗
0 Idg−2
)}
.
Let H ⊂ GL(n−) be the subgroup defined by
H =
{(
∗ ∗
0 ∗
)}
.
Lemma 5.2. If f : Γ → GL(n−) is a homomorphism close to π ◦ l|Γ, then
f is conjugate to a homomorphism f ′ such that f ′(Γ) ⊂ H.
This lemma can be shown easily by using the following theorem of Stowe:
Theorem 5.3 ([10]). Let Γ be a finitely generated group, and ρ a smooth
action of Γ on a manifold M with a common fixed point xo ∈M . Then an
action C2-close to ρ admits a common fixed point x close to xo if the first
cohomology H1(Γ, TxoM) with respect to the isotropic representation of ρ at
xo is vanished.
Proof of Lemma 5.2. As GL(n−) acts on M = GL(n−)/H by left transla-
tions, a homomorphism of Γ into GL(n−) induces an action of Γ on M . Let
σ be the the action induced by π◦ l|Γ. Since π◦ l(Γ) ⊂ H, σ has the common
fixed point xo = eH ∈ M . Given a homomorphism f : Γ → GL(n−) close
to π ◦ l|Γ, the induced action of Γ on M is close to σ.
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By the above observation on π ◦ l : P → GL(n−) , we see that, in the
isotropic representation of σ at xo, a acts on TxoM = gl(n−)/h by multipli-
cation by k−1 and Λ acts trivially. Thus by Lemma 4.1, H1(Γ, TxoM) = 0.
By Theorem 5.3, the action of Γ on M induced by f also admits a common
fixed point. Replacing f with its conjugate, we may assume f fixes xo. This
is equivalent to f(Γ) ⊂ H.
By Lemma 5.2, to prove Proposition 5.1 we may assume π ◦ ρ(Γ) ⊂ H.
Then π ◦ ρ : Γ → GL(n−) induces homomorphisms of Γ into GL(g−1) and
GL(g−2). By Lemma 2.2 of [1], we see that
π ◦ ρ(Λ) ⊂
{(
Idg−1 ∗
0 Idg−2
)}
.
The proof of the following lemma is left to the reader:
Lemma 5.4. Let L ⊂ GL(n,R) = J1(Rn, o) be the group of upper triangular
matrices with diagonal entries 1 and π1r : J
r(Rn, o)→ J1(Rn, o) be the natu-
ral projection. Then (π0r )
−1(L) ⊂ Jr(Rn, o) is a connected simply-connected
nilpotent Lie group.
Thus the image ρ(Λ) is contained in a connected simply-connected nilpo-
tent Lie group. We will use the following:
Theorem 5.5 ([8]). Let N and V be connected simply-connected nilpotent
Lie groups, and H a uniform subgroup of N . Then any continuous homo-
morphism f : H → V can be extended uniquely to a continuous homomor-
phism f¯ : N → V .
It follows that a homomorphism ρ : Γ→ J3(n−, 0) satisfying
π ◦ ρ(Λ) ⊂
{(
Idg−1 ∗
0 Idg−2
)}
extends uniquely to a continuous homomorphism ρ¯ : 〈a〉N → J3(n−, 0),
where 〈a〉N is the closure of Γ in AN ⊂ G = KAN . In fact, by Theorem
5.5, the restriction ρ|Λ : Λ → J
3(n−, 0) can be extended to a continuous
homomorphism ρ|Λ : N → J
3(n−, 0). Moreover, using the uniqueness of
the extension, we see that ρ|Λ is a continuous extension of ρ|Λ˜, where Λ˜ =⋃
n∈Z a
nΛa−n. Define a map ρ¯ : 〈a〉N → J3(n−, 0) by ρ¯(a
ng) = ρ(an)ρ|Λ(g)
for n ∈ Z, g ∈ Λ˜. Since ρ¯ is a continuous map which is an extension of ρ, ρ¯
is also a group homomorphism.
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Let j3(n−, 0) be the Lie algebra of J
3(n−, 0). Since Ad(a) on n− is diag-
onal with eigenvalues k−1 and k−2, Ad(a) on
j3(n−, 0) =
⊕
1≤r≤3
(Sr(n∗−)⊗ n−)
is diagonal with eigenvalues ki, −1 ≤ i ≤ 5. Let j3(n−, 0)i be the eigenspace
corresponding to ki.
Lemma 5.6. Let ρ¯ : 〈a〉N → J3(n−, 0) be a continuous homomorphism
such that ρ(a) ∈ Z is sufficiently close to l(a) and ρ¯∗ : n → j
3(n−, 0) its
differentiation at e ∈ 〈a〉N . Then
ρ¯∗(gi) ⊂ j
3(n−, 0)i.
In other words, ρ¯∗ is a-invariant.
Proof. For any h ∈ Z, Ad(h) preserves the decomposition j3(n−, 0) =
⊕
i j
3(n−, 0)i.
Since ρ¯ : 〈a〉N → J3 is a group homomorphism,
Ad(ρ¯(a)) ◦ ρ¯∗ = ρ¯∗ ◦ Ad(a).
In particular, ρ¯∗(gi) is contained in the eigenspace of Ad(ρ¯(a)) for eigenvalue
ki. As ρ¯(a) ∈ Z is close to l(a), we see that ρ¯∗(gi) ⊂ j
3(n−, 0)i.
Let ρ : Γ → J3(n−, 0) be a homomorphism C
2-close to l|Γ such that
ρ(a) ∈ Z and ρ¯ : 〈a〉N → J3(n−, 0) its continuous extension. Since ρ|Λ is
C2-close to l|Λ, we see that
π ◦ ρ¯∗ : n → j
2(n−, 0)
is close to π ◦ l∗|n : n → j
2(n−, 0), where π : j
3(n−, 0) → j
2(n−, 0) is the
natural projection and l∗ : p → j
3(n−, 0) is the differentiation of l. By
Lemma 5.6, ρ¯ is a-invariant. While ρ is only C2-close (not C3-close) to
l, using the a-invariance, we can show that ρ¯∗ : n → j
3(n−, 0) is close to
l∗|n : n→ j
3(n−, 0):
Lemma 5.7. Let f : n → j3(n−, 0) be an a-invariant homomorphism of Lie
algebras such that π ◦ f : n→ j2(n−, 0) is close to π ◦ l. Then f is close to l.
Proof. Put ji,j = j
3(n−, 0)i ∩ S
j+1(n∗−) ⊗ n− so that [ji,j, ji′,j′ ] ⊂ ji+i′,j+j′.
Then
j3(n−, 0)1 = j1,0 ⊕j1,1 ⊕ j1,2,
j3(n−, 0)2 = ⊕j2,1 ⊕ j2,2.
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By assumption, for X ∈ gi (i = 1, 2), f(X) ∈ j
3(n−, 0)i and its ji,j-
component b of l(X).
We will first show that f |g2 is close to l|g2 . Fix X ∈ g2. It suffices to
show that f(X)2,2 is close to l(X)2,2. Since [g1, g2] = 0, [f(Y ), f(X)] = 0
for all Y ∈ g1. The j3,2-component of this equation is
[f(Y )1,0, f(X)2,2] + [f(Y )1,1, f(X)2,1] = 0.
Since f(X)i,j (j ≤ 1) is close to l(X)i,j , we see that
[l(Y )1,0, f(X)2,2 − l(X)2,2]
is close to 0. Using the fact that [g−2, g1] = g−1, we see that
l(g1)1,0(g−2) = g−1
under the identification j1,0 = g
∗
−2⊗g−1. By j2,2 = (S
3(g∗−1)⊗g1)⊕(S
2(g∗−1)⊗
g−2 ⊗ g2) and this observation, we see that f(X)2,2 − l(X)2,2 is close to 0.
It remains to show that f |g1 is close to l|g1 . Fix X ∈ g1. It suffices to
show that f(X)1,2 is close to l(X)1,2. Since [g1, g1] ⊂ g2 and f |g2 is close to
l|g2 , we see that
[l(X)1,0, f(Y )1,2 − l(Y )1,2] + [l(Y )1,0, f(X)1,2 − l(X)1,2]
is close to 0 for all Y ∈ g1. Using the fact that [X, g1] = g−1 for any
X ∈ g−2 \ {0} and identifying j1,2 with S
3(g∗−1) ⊗ g−2, it is not difficult to
check that f(X)1,2 − l(X)1,2 is close to 0.
The next step of the proof is to show that there is h ∈ Z such that
hρ¯(N)h−1 = l(N). In other words,
Ad(h) ◦ ρ¯∗(n) = l∗(n).
As ρ¯∗ : n → j
3(n−, 0) is close to l∗|n, the existence of such h ∈ Z is an
immediate consequence of the following.
Lemma 5.8. The map H1(n, p)a → H1(n, j3(n−, 0))
a induced by l∗ : p →
j3(n−, 0) is an isomorphism.
Proof. Recall that we obtained the isomorphism
H1(n, g)a → H1(n,Poly(n−))
a
in Corollary 3.10.
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For an AN -module V , H0(n, V )a 6= 0 only if V a 6= 0. In general, since
the Lie algebra n is generated by g1 on which Ad(a) acts by multiplication
by k, H i(n, V )a 6= 0 only if Ad(a) on V has an eigenvalue ki.
We see that p is an n-submodule of g and that Ad(a) acts diagonally on
g/p with eigenvalues k−1, k−2. Thus H1(n, p)a is isomorphic to H1(n, g)a.
Recall that j3(n−, 0) = Poly(n−, 0)/
⊕
r≥4(S
r(n∗−)⊗n−) under the identi-
fication Poly(n−) =
⊕
r≥0(S
r(n∗−)⊗n−), where Poly(n−, 0) =
⊕
r≥1(S
r(n∗−)⊗
n−) is the polynomial vector fields vanishing at 0 ∈ V . Since Ad(a) acts
diagonally on Poly(n−)/Poly(n−, 0) with eigenvalues k
−1, k−2, we see that
H1(n,Poly(n−))
a is isomorphic to H1(n,Poly(n−, 0))
a. Moreover, as Ad(a)
acts diagonally on
⊕
r≥4(S
r(n∗−) ⊗ n−) with eigenvalues k
i (i ≥ 2), we see
that H1(n,Poly(n−, 0))
a is isomorphic to H1(n, j3(n−, 0))
a.
Replacing ρ with its conjugate, we may further assume that ρ¯(N) = l(N).
It remains to show that a continuous homomorphism ρ¯ : 〈a〉N → J3(n−, 0)
close to l|〈a〉N with ρ¯(a) ∈ Z and ρ¯(N) = l(N) satisfies ρ¯(a) = l(a). In
fact, if this claim holds, the image of the homomorphism ρ : Γ → J3(n−, 0)
is contained in l(〈a〉N). As l : P → J3(n−, 0) is an isomorphism onto its
image, Proposition 5.1 follows immediately.
Let ρ¯ : 〈a〉N → J3(n−, 0) be a continuous homomorphism close to l|〈a〉N
with ρ¯(a) ∈ Z and ρ¯(N) = l(N). We will show the element z0 = ρ¯(a)l(a)
−1 ∈
Z close to the identity e ∈ Z is in fact exactly e. By the above assumption
and the equation Ad(ρ¯(a)) ◦ ρ¯∗ = ρ¯∗ ◦ Ad(a), we see that Ad(z0) fixes each
element of l∗(n). Thus to show z0 = e, it suffices to show that H
0(n, z) = 0,
where z = Lie(Z). SinceH0(n, z) = H0(n, j3(G/P, o)a) = H0(n, j3(G/P, o))a,
by the same argument as the proof of Lemma 5.8, we can show H0(n, z) =
H0(n,Poly(n−))
a. By Corollary 3.9, H0(n, z) = 0. We finished the proof of
Proposition 5.1.
When G = Sp(n + 1, 1), n ≥ 2 or F−204 , using H
1(n, g)a = 0, we can
show local rigidity in the strict sense.
Corollary 5.9. When G = Sp(n+1, 1), n ≥ 2 or F−204 , the homomorphism
l|Γ : Γ→ J
3(G/P, o) is C2-locally rigid.
Proof. By Lemma 3.1 and Lemma 5.8, we see H1(n, j3(n−, 0))
a = 0. Thus
for a continuous homomorphism ρ¯ : 〈a〉N → J3(n−, 0) close to l|〈a〉N with
ρ¯(a) ∈ Z, there is h ∈ Z such that hρ¯(g)h−1 = l(g) for g ∈ N . By the same
argument as the proof of Proposition 5.1, the claim follows.
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6 Local rigidity of the homomorphism into the
group of formal transformations
Let F(M,p) be the set of equivalence classes of diffeomorphisms defined
around a point p of a manifold M and fixing p ∈ M where two diffeomor-
phisms are equivalent if and only if their Taylor expansions at p ∈ M are
the same. As F(M,p) has a natural group structure as a quotient of the
group G(M,p) of germs at p of diffeomorphisms, we call F(M,p) the group
of formal transformations at p ∈M . The goal of this section is to show the
following weak local rigidity of a homomorphism into the group of formal
transformations.
Proposition 6.1. Let G be the group of orientation-preserving isometries
of a rank one symmetric space of non-compact type, Γ a standard subgroup
of G, and l : P → F(G/P, o) the homomorphism into the group of formal
transformations at o ∈ G/P induced by the action of P on G/P by left
translations. If ρ : Γ → F(G/P, o) is a homomorphism C2-close to l|Γ,
then there is an embedding ι of Γ into G as a standard subgroup and h ∈
F(G/P, o) such that
ρ(g) = h ◦ l(ι(g)) ◦ h−1
for all g ∈ Γ.
As we proved Proposition 5.1, the rigidity of a homomorphism into
the group of jets, Proposition 6.1 is an immediate consequence of the fol-
lowing proposition. Moreover, when G = Sp(n + 1, 1), n ≥ 2 or F−204 ,
by Corollary 5.9, we obtain local rigidity of l|Γ : Γ → J
3(G/P, o). Let
πr : F(M,p) → Jr(M,p) (r ≥ 0) be the natural projection from the group
of formal transformations onto the group of r-jets of diffeomorphisms.
Proposition 6.2. Let Γ ⊂ P ⊂ G be a standard subgroup and l : P →
F(G/P, o) be the homomorphism induced by the left action of P on G/P .
If ρ : Γ→ F(G/P, o) is a group homomorphism such that π3 ◦ ρ = π3 ◦ l|Γ :
Γ→ J3(G/P, o), then ρ, l|Γ : Γ→ F(G/P, o) are conjugate.
Proof. Since π3 ◦ ρ(a) = π3 ◦ l(a), by Sternberg’s normalization, ρ(a) and
l(a) are conjugate. So we may assume ρ(a) = l(a). Under this assumption,
we will show ρ = l|Γ. By induction, it suffices to show that for r ≥ 3, a
group homomorphism ρ : Γ→ Jr+1(G/P, o) such that πrr+1◦ρ = π
r ◦ l|Γ and
ρ(a) = πr ◦ l(a) satisfies ρ = πr+1 ◦ l|Γ, where π
r
s : J
s(G/P, o) → Jr(G/P, o)
(s > r) denotes the natural projection from the group of s-jets to the group
of r-jets. Using Theorem 5.5 and Lemma 5.4, by the same argument as
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before, we see that ρ extends to a continuous homomorphism ρ¯ : 〈a〉N →
Jr+1(G/P, o).
To prove the proposition, it suffices to show that the differential ρ¯∗ : n→
jr+1(G/P, o) of ρ¯ at e ∈ 〈a〉N is equal to (πr+1 ◦ l)∗|n, where (π
r+1 ◦ l)∗ :
p → jr+1(G/P, o) is the differential of πr+1 ◦ l : P → Jr+1(G/P, o). Let
(πrr+1)∗ be the differential at e of π
r
r+1 : J
r+1(G/P, o) → Jr(G/P, o). As the
projrctions onto r-jets of ρ¯ and πr+1◦l coincide, the image of ρ¯∗−(π
r+1◦l)∗ :
n → jr+1(G/P, o) is contained in the kernel of (πrr+1)∗ : j
r+1(G/P, o) →
jr(G/P, o). By the equations
ρ¯∗ ◦ Ad(a) = Ad(ρ(a)) ◦ ρ¯∗ = Ad(l(a)) ◦ ρ¯∗
and l∗ ◦ Ad(a) = Ad(l(a)) ◦ l∗, and the fact that Ad(l(a)) on the kernel
of (πrr+1)∗ does not have an eigenvalue k, we see that ρ¯∗ − (π
r+1 ◦ l)∗|n is
vanished on g1 which is the eigenspace of Ad(l(a)) on g for the eigenvalue
k. As the Lie algebra n is generated by g1, we obtain ρ¯∗ = (π
r+1 ◦ l)∗|n.
7 Local rigidity of local actions
Let G(G/P, o) be the group of germs at o = eP ∈ G/P of diffeomorphisms
in Diff(G/P, o). As P is the stabilizer at o of the action of G on G/P by left
translations, we obtain a group homomorphism of P into G(G/P, o), which
will also be denoted by l : P → G(G/P, o). The goal of this section is to
show weak local rigidity of local actions of standard subgroups:
Proposition 7.1. Let G be the group of orientation-preserving isometries
of a rank one symmetric space of non-compact type, Γ a standard subgroup
of G, and l : P → G(G/P, o) the homomorphism into the group of germs at
o ∈ G/P of diffeomorphisms around o ∈ G/P induced by the action of P on
G/P by left translations. If ρ : Γ→ G(G/P, o) is a homomorphism C2-close
to l|Γ, then there is an embedding ι of Γ into G and h ∈ G(G/P, o) such that
ρ(g) = h ◦ l(ι(g)) ◦ h−1
for all g ∈ Γ.
By Proposition 6.1, to prove Proposition 7.1 it suffices to show the fol-
lowing proposition which claims that a local action close to l|Γ is determined
by its Taylor expansions at o ∈ G/P . Moreover, when G = Sp(n + 1, 1),
n ≥ 2 or F−204 , as we mentioned in Section 6, the homomorphism of Γ
into F(G/P, o) is locally rigid in the strict sense. Thus using the follow-
ing proposition, we see that the homomorphism of Γ into G(G/P, o) is also
locally rigid in the strict sense.
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Proposition 7.2. Let Γ be a standard subgroup of P , ρ : Γ → G(G/P, o)
a homomorphism, and π : G(G/P, o) → F(G/P, o) the natural projection.
If π ◦ ρ = π ◦ l|Γ : Γ → F(G/P, o), then ρ, l|Γ ∈ Hom(Γ,G(G/P, o)) are
conjugate.
The remaining of this section is devoted to the proof of Proposition 7.2.
Since π ◦ ρ(a) = π ◦ l(a) ∈ F(G/P, o), by Sternberg’s normalization [9], we
may assume l(a) = ρ(a). Put Λ˜ = Γ ∩ N =
⋃
i∈Z a
iΛa−i. We will show
l|Λ˜ = ρ|Λ˜.
As o ∈ G/P is the common fixed point of l(P ), l induces an action of P
on the complement X = (G/P ) \ {o}. Using the simply transitivity of the
left action of N on X, we can define an n = Lie(N)-valued l(N)-invariant
1-form ω on X as follows. Let x ∈ X be the fixed point of the action of a on
X. Then under the identification N → X, g 7→ gx of N with X, we define
the n-valued 1-form ω on X to be the pull-back of the Maurer-Cartan form
on N . Observe that a diffeomorphism f of X is contained in l(N) if and
only if f∗ω = ω. Moreover, for g1, g2 ∈ N , the Taylor expansions at oG/P
of l(g1) and l(g2) coincide if and only if g1 = g2. So l|Λ˜ = ρ|Λ˜ if and only if
ρ(Λ˜) preserves ω.
While the 1-from ω ∈ Ω1(X; n) cannot be extended smoothly on G/P ,
by Proposition 2.3 (iii), it is rational around o ∈ G/P in the local coordinate
exp ◦i : n− → G/P around o ∈ G/P . In particular, for any diffeomorphisms
f, g defined around o ∈ G/P fixing o, if the Taylor expansions at o ∈ G/P of
f and g are the same, then f∗ω − g∗ω is a smooth 1-form around o ∈ G/P .
Thus for each g ∈ Λ˜,
Φ(g) = ρ(g)∗ω − l(g)∗ω
is a germ of a smooth 1-form defined around o ∈ G/P . Since ω is l(N)-
invariant, Φ(g) = ρ(g)∗ω−ω. So ω is ρ(Λ˜)-invariant if and only if Φ(Λ˜) = 0.
Observe that for g, h ∈ Λ˜,
Φ(gh) = ρ(h)∗(ρ(g)∗ω − ω) + ρ(h)∗ω − ω = ρ(h)∗Φ(g) + Φ(h).
Thus Φ : Λ˜ → Ω1(G/P, o; n) is a cocycle, where Ω1(G/P, o; n) denotes the
space of germs at o ∈ G/P of n-valued 1-forms defined around o ∈ G/P .
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Moreover, for g ∈ Λ˜,
Φ(aga−1) = l(a−1)∗ρ(g)∗l(a)∗ω − ω
= l(a−1)∗ρ(g)∗(Ad(a) ◦ ω)− ω
= l(a−1)∗(Ad(a) ◦ ρ(g)∗ω)− ω
= l(a−1)∗(Ad(a) ◦ ρ(g)∗ω −Ad(a) ◦ ω)
= l(a−1)∗Ad(a) ◦Φ(g).
Now Proposition 7.2 is a consequence of the following lemma.
Lemma 7.3. A 〈a〉-equivariant cocycle Φ : Λ˜ → Ω1(G/P, o; n) is vanished.
3
Proof. Let Φ : Λ˜ → Ω1(G/P, o; n) be a 〈a〉-equivariant cocycle. Recall that
the lattice Λ has a set of generators b1, . . . , bm1 , c1, . . . , cm2 such that [bi, cj ] =
e, [bi, bj ] ∈ 〈c1, . . . , cm2〉, [ci, cj ] = e, abia
−1 = bki , acia
−1 = ck
2
i . Thus, to
prove Φ = 0, by the 〈a〉-equivariance, it suffices to show that Φ(g) = 0 for
all g ∈ Λ˜ with aga−1 = gk. Fix g ∈ Λ˜ with aga−1 = gk. Then
l(a−1)∗Ad(a) ◦ Φ(g) =
k−1∑
j=0
ρ(gj)∗Φ(g).
Recall that we have the local coordinate system exp ◦ i : n− → G/P
around o ∈ G/P in which the differential Tol(a) at o of l(a) is of the form
k−1 idg−1 ⊕k
−2 idg−2 and that of l(g
ja) is of the form
(
k−1 idg−1 uj
0 k−2 idg−2
)
for some uj : g−2 → g−1. As we fixed a local coordinate system around
o ∈ G/P , an n-valued 1-form around o ∈ G/P can be considered as an
n∗− ⊗ n-valued smooth function around o ∈ G/P . So to prove Φ(g) = 0, it
suffices to show that an n∗− ⊗ n-valued smooth function F defined around o
satisfying
Ad(a)F (x) =
k−1∑
j=0
F (ρ(gja)(x))Txρ(g
ja)
is vanished around o ∈ G/P . Fix a norm on n−. There is a neighborhood
U of o ∈ G/P such that
3Since Ω1(G/P, o; n)〈a〉 = 0, this is equivalent to H1(Λ˜,Ω1(G/P, o; n))〈a〉 = 0.
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• F is defined on U ,
• ρ(gja)x ∈ U for j = 0, . . . , k − 1 and x ∈ U , and
• ‖Txρ(g
ja)‖ < k−1 + ǫ for j = 0, . . . , k − 1 and x ∈ U ,
where ‖A‖ = supv∈n− ‖Av‖/‖v‖ denotes the operator norm. Moreover,
fixing a norm on n, since Ad(a) on n is diagonal with eigenvalues k, k2,
‖Ad(a)−1‖ = k−1 with respect to the induced norm on gl(n). Moreover, we
obtain the induced norm on n∗− ⊗ n. Then
sup
x∈U
‖F (x)‖ = sup
x∈U
‖
k−1∑
j=0
Ad(a)−1F (ρ(bja)(x))Txρ(b
ja)‖
≤
k−1∑
j=0
‖Ad(a)−1‖ sup
x∈U
‖F (ρ(bja)(x))‖ sup
x∈U
‖Txρ(b
ja)‖
≤
k−1∑
j=0
k−1 sup
x∈U
‖F (x)‖(k−1 + ǫ)
= (k−1 + ǫ) sup
x∈U
‖F (x)‖.
It follows that supx∈U ‖F (x)‖ = 0. Thus Φ(g) = 0.
8 Local rigidity of group actions
Let G be a group of orientation-preserving isometries of a rank one symmet-
ric space of non-compact type with an Iwasawa decomposition G = KAN ,
P a minimal parabolic subgroup of G containing AN , l : G → Diff(G/P )
the action by the left multiplication, Γ = 〈a,Λ〉 the standard subgroup gen-
erated by a ∈ A and a lattice Λ ⊂ N with aΛa−1 ⊂ Λ.
Let ρ be an action of Γ on G/P sufficiently close to l|Γ. Since Γ ⊂ P ,
the original action l|Γ admits a common fixed point o = P ∈ G/P . We will
use Theorem 5.3 to show that ρ also admits a common fixed point close to
o. It suffices to show that the first cohomology with respect to the isotropic
representation dl|Γ : Γ → GL(To(G/P )) is vanished. Under the natural
identification of To(G/P ) with g/p, the isotropic representation at o ∈ G/P
of the left action is identified with the adjoint representation of Γ on g/p.
By Proposition 4.2, the cohomology is vanished. Thus ρ admits a common
fixed point close to o.
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Conjugating ρ by a diffeomorphism of G/P which maps the common
fixed point of ρ to o, we may assume that ρ has a common fixed point o. By
Proposition 7.1, we may assume that for each g ∈ Γ, the germs at o ∈ G/P
of ρ(g) and l(g) are the same. To prove Theorem 1.2, it remains to show
the following proposition. Moreover, when G = Sp(n+1, 1), n ≥ 2 or F−204 ,
Corollary 1.3 also follows from this proposition.
Proposition 8.1. Assume G 6= PSL(2,R). Let ρ : Γ → Diff(G/P, o) be an
action of Γ on G/P with a common fixed point o whose germs at o coincides
with that of l|Γ : Γ → Diff(G/P, o). Then ρ, l|Γ ∈ Hom(Γ,Diff(G/P, o)) are
conjugate.
The outline of the proof can be described as follows. The left action
of N on G/P has a unique common fixed point o, while its action on the
complement (G/P ) \{o} is simply transitive. Thus if we fix a point x 6= o ∈
G/P , we obtain a natural identification of (G/P ) \ {o} with N . Then the
conjugacy around o ∈ G/P can be considered as a Γ-equivariant function
“at infinity” of N . Lemma 8.3 implies that such a function can be extended
Λ-equivariantly. As Λ is a normal subgroup of Γ, we can deduce the Γ-
equivariance.
Let us begin with an easy lemma which gives a sufficient condition for
the existence of an equivariant extension of a function.
Lemma 8.2. Let Λ be a group with a generating set S, and X, Y manifolds
on which Λ acts smoothly. Assume there is an open subset U of X such that
(i) X =
⋃
g∈Λ gU , and
(ii) for g ∈ Λ, gU ∩ U 6= ∅ only if g ∈ S.
If f is a smooth map from X into Y such that gf(x) = f(gx) for x ∈ U ,
then there is a unique Λ-equivariant smooth map f˜ from X into Y such that
f˜ = f on U .
Proof. By the assumption (i) on U , for any x ∈ X, there is g ∈ Λ such that
gx ∈ U . Thus it suffices to show that for any x ∈ X, f˜(x) = g−1f(gx) does
not depend on the choice of g ∈ Λ with gx ∈ U . If g1x, g2x ∈ U , by the
assumption (ii), there is s ∈ S with g2 = sg1. So
g−12 f(g2x) = (sg1)
−1f(sg1x) = g
−1
1 s
−1f(sg1x) = g
−1
1 f(g1x).
Thus the claim follows.
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A finitely generated group Λ is said to have exactly one end if the Cayley
graph ∆ = Cay(Λ, S) of Λ with respect to a finite generating set S has the
following property: For any finite subgraph F ⊂ ∆, there is a finite subgraph
F ′ containing F such that the complement ∆ \F ′ is connected. It is known
that this condition does not depend on the choice of a finite generating set.
Lemma 8.3. Let Λ, S, X, Y , and U as in Lemma 8.2. Assume further
that S is a finite set, Λ has exactly one end, and the center of Λ is infinite.
Let f be a smooth map from X into Y such that for any g ∈ Λ, there is a
compact subset Kg of X such that gf(x) = f(gx) for x ∈ X \ Kg. Then
there is a Λ-equivariant smooth map f˜ from X into Y and a compact subset
K˜ of X such that f˜ = f on X \ K˜.
Proof. PutK =
⋃
g∈S Kg so that gf(x) = f(gx) for all g ∈ S and x ∈ X\K.
By the assumption (ii) on U , there are at most finitely many elements g ∈ Λ
such that SgU ∩K 6= ∅. As Λ has one end, there is a finite subset F of Λ
such that SgU ∩K = ∅ for g ∈ Λ \F and that the complement of Cay(Λ, S)
for F is connected. As the center of Λ is infinite, we may choose an element
c ∈ Λ in the center so that c 6∈ F . As c commutes with any elements in
Λ, cU also satisfies the assumptions (i) and (ii). By Lemma 8.2, there is
a unique Λ-equivariant smooth extension f˜ of f |cU to X. Observe that for
g ∈ Λ with f˜ = f on gU , if sg ∈ Λ \ F , s ∈ S, then f˜ = f on sgU . Since
f˜ = f on cU and the complement of Cay(Λ, S) for F is connected, we see
that f˜ coincides with f on
⋃
g∈Λ\F gU . Thus f˜ = f on X \ K˜ for some
compact subset K˜ of X.
Proof of Proposition 8.1. As we assume G 6= PSL(2,R), the Lie group N
is diffeomorphic to Rn for some n ≥ 2. So its lattice Λ has exactly one
end. Moreover, the center of Λ is infinite. As the left action of N on
X = (G/P ) \ {o} is simply transitive, the action of Λ on X is properly
discontinuous and cocompact. So there are a finite generating set S of Λ
and an open subset U of X satisfying the assumptions of Lemma 8.2. Since
the germs at o of l|Γ and ρ are the same, for each g ∈ Λ, there is a compact
subset Kg of X such that l(g) = ρ(g) on X \Kg. Applying Lemme 8.3, we
obtain a Λ-equivariant smooth map f˜ : X → X which is identity outside of
a compact subset, where the domain is equipped with the Λ-action induced
by l and the range with the action induced by ρ. It remains to show that
the extension h : G/P → G/P of f˜ by h(o) = o is a conjugacy between l|Γ
and ρ.
By the Λ-equivariance, h is a covering map over G/P , which is diffeo-
morphic to the sphere Sn, n ≥ 2. So h is a diffeomorphism of G/P . We will
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show the 〈a〉-equivariance of h. For any x ∈ X, we can choose g ∈ Λ so that
lg(x) = l(g)(x) is sufficiently close to o. So we may choose g ∈ Λ satisfying
h ◦ lag(x) = ρa ◦ h ◦ lg(x). By the definition of Γ, ag−1a−1 is an element of
Λ. Using the Λ-equivariance of h,
h◦la(x) = h◦lag
−1a−1ag(x) = ρag
−1a−1◦h◦lag(x) = ρag
−1
◦h◦lg(x) = ρa◦h(x),
which shows the 〈a〉-equivariance of h. So h is Γ-equivariant and thus a
conjugacy between l|Γ and ρ.
Finally, we will show that the action l|Γ of Γ on G/P is not locally rigid
if G = SU(n+ 1, 1), n ≥ 2.
Proposition 8.4. When G = SU(n + 1, 1), n ≥ 2, the action l|Γ of a
standard subgroup Γ of G on G/P is not C2-locally rigid.
Proof. Let l : P → J3(G/P, o) be the homomorphism induced by the ac-
tion of P on G/P by the left translation. We will show that there is an
automorphism φ of the group AN close to the identity such that
• φ|A = idA, φ(N) = N , and
• the homomorphisms l ◦ φ, l|AN of AN into J
3(G/P, o) are not conju-
gate.
Let G1 be the group of automorphisms of AN that fix A and preserve N
and G2 the subgroup of J
3(G/P, o) consisting of elements commuting with
l(A) and normalizing l(N). It suffices to show that the dimension of G1
is larger that that of G2. It is easy to see that the Lie algebra of G1 can
be identified with the space Der(n)a of a-equivariant derivations of n. On
the other hand, the Lie algebra of G2 can be identified with the subalgebra
of j3(G/P, o) consisting of elements centralizing l(a) and normalizing l(n).
By Lemma 3.11, this subalgebra is equal to l(ga). Since the codimension
of l(ga) ⊂ Der(n)a is equal to the dimension of H1(n, g)a 6= 0, the claim
follows
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