We study stochastic particle systems with stationary product measures that exhibit a condensation transition due to particle interactions or spatial inhomogeneities. We review previous work on the stationary behaviour and put it in the context of the equivalence of ensembles, providing a general characterization of the condensation transition for homogeneous and inhomogeneous systems in the thermodynamic limit. This leads to strengthened results on weak convergence for subcritical systems, and establishes the equivalence of ensembles for spatially inhomogeneous systems under very general conditions, extending previous results which focused on attractive and finite systems. We use relative entropy techniques which provide simple proofs, making use of general versions of local limit theorems for independent random variables. This paper is dedicated to Herbert Spohn in honour of his 65th birthday.
Introduction
Stochastic particle systems are simple models of non-equilibrium statistical mechanics, describing basic reactions and transport of particles on discrete geometries. In different applications the particles can represent various discrete or discretized degrees of freedom. In contrast to models of equilibrium statistical mechanics, they are defined by dynamical rules and in general exhibit a family of stationary measures which cannot be characterized by an energy function. We focus on stochastic lattice gas models of pure transport where the number of particles is conserved. Several basic examples have been introduced to the mathematical literature in [1] , including models with and without exclusion interactions. Classical questions that have been studied include characterization of stationary measures, phase transitions and equivalence of ensembles, large scale dynamical properties and hydrodynamic limits which are summarized in several monographs including [2, 3, 4, 5] .
We focus on systems with discrete, unbounded local state space N = {0, 1, . . .}, i.e. without restriction on the number of particles per site. Such models include zero-range processes [1, 6, 7] and misanthrope processes [8] , which are a large class of systems including the recently studied inclusion process [9, 10] and a generalized version [11] . There are various results on such models with open boundaries, but this paper is entirely focused on closed systems. We do not consider creation or annihilation of particles due to boundary reservoirs, and on finite lattices the number of particles is a conserved quantity. For certain geometries and particle interactions these models can exhibit a condensation phenomenon. In this case, when the particle density exceeds a critical value the system phase separates into a condensed and a homogeneous or fluid phase. The fluid phase is distributed according to the maximal invariant measure with critical density and the excess mass concentrates on a subextensive part of the lattice, constituting the condensed phase.
Condensation can result from spatial inhomogeneities or particle interactions in spatially homogeneous systems and so far has mostly been studied for systems with stationary product measures. The first regime is addressed in [12, 13, 14, 15, 16] in the context of zero-range and exclusion models with disorder, [17] covers a more general class of systems and a comprehensive review of related results on disordered systems. All rigorous results within the above references are based on coupling techniques and require attractivity of the process, whereas [18] covers general inhomogeneities without the use of attractivity restricted to finite lattices. In these systems the condensed phase is localized on specific sites determined by geometric effects, such as slow exit rates or large incoming rates for particles. Building on first results in [19, 20] , condensation in homogeneous systems has attracted major research interest over the last years in the context of zero-range processes and related models. In contrast to inhomogeneous systems the condensed phase is delocalized, i.e. its location is uniformly distributed on the lattice due to symmetry and therefore not accessible in the thermodynamic limit under the usual local notions of convergence. Studying the maximum as a global observable, it has been established rigorously in a series of papers [21, 22, 23, 24, 25] that the condensed phase in fact concentrates on a single lattice site, covering a relatively large class of systems with stationary product measures.
The combination of inhomogeneities and interaction driven condensation has been studied in [26] for a system with a single defect site and more genererally in [27, 28, 29] , the latter also providing a very good account of the literature related to both cases. Results on homogeneous mass transport models with continuous state space can be found in [30, 31, 9] and references therein, and on related systems with pair-factorised stationary measures that give rise to a spatially extended condensates in [32] and [33] (see also references therein). There are many further studies of applications or variations of zero-range processes and related models which we do not address here, see [34, 35, 36, 29] for complementary reviews of the literature.
The purpose of this paper is two-fold. Firstly, we review rigorous results on condensation in closed stochastic particle systems with stationary product measures from a thermodynamic point of view, formulating them in the context of the classical approach of the equivalence of ensembles [37] . A general information theoretic approach [38] provides simple proofs in terms of convergence in relative entropy. Secondly, we use this approach to derive new results on weak convergence with respect to (unbounded) local test functions for homogeneous systems. These are important to capture the nature of the condensation transition, extending classical results on bounded functions or functions with exponential moments [39] which are only sufficient for models with bounded local state space such as spin systems. We further establish the equivalence of ensembles for spatially inhomogeneous models in the thermodynamic limit extending recent results in [18] for finite lattices, and provide a detailed discussion of possible localization and delocalization of the condensed phase. These results hold under very general assumptions, in particular without requiring attractivity, and can be proved with minimal effort at the expense of providing weaker conclusions than the work cited above.
The paper is organized as follows. In Section 2 we give a general result (Theorem 2.1) on sufficient conditions for stationary product measures, which basically summerizes various previous work in that direction [8, 40, 30, 35] in a relatively coherent framework. We focus on particle jump rates between sites x and y depending on the occupation numbers η x , η y ∈ N on departure and target site in a factorized form. We close this section with a general characterization of condensation for homogeneous or inhomogeneous systems in the thermodynamic limit, and provide a connection to conepts of phase transitions in classical statistical mechanics. Section 3 is devoted to spatially homogeneous systems, including a detailed discussion of static and dynamic properties of basic examples. This section contains new results on a strengthened form of weak convergence, in particular Theorem 3.4 for subcritical systems. In Section 4 we address systems with general spatial inhomogeneities. After reviewing previous work on finite systems and discussing various examples, we present our most significant new results in Theorems 4.2 to 4.4 on the equivalence of ensembles in the thermodynamic limit. Attempting to give a fairly complete picture of rigorous results on condensation in closed stochastic particle systems, we give a short account of further work in the discussion in Section 5, including refined scaling limits at the critical density, systems with size-dependent parameters and the dynamics of condensation.
Models and notation
In this section we introduce notation and summarize previous results on stationary product measures, the equivalence of ensembles and connections to condensation.
Definition of the dynamics
We consider a family of lattice gases, which are continuous-time Markov process with state space X Λ = N Λ , where Λ, called the lattice, can be any finite or countably infinite set. Configurations are denoted by η = (η x : x ∈ Λ), where η x ∈ N is the number of particles at site x ∈ Λ. We focus on closed system in which particles are not created or annihilated and their number is locally conserved. The dynamics are given by the generator
with the usual notation η xy z := η z − δ z,x + δ z,y for a configuration where one particle has moved from site x to y. The purely spatial part of the jump rates, p(x, y) ≥ 0 are transition rates of a single random walker on Λ with p(x, x) = 0, which we assume to be irreducible to avoid hidden conservation laws. The interaction part of the jump rates is given by functions u x , v x : N → [0, ∞) for each x ∈ Λ, which should satisfy u x (n) = 0 if and only if n = 0 , v x (n) > 0 for all n ≥ 0 and v x (0) = 1 ,
for all x ∈ Λ. Positivity ensures that there are no degeneracies or absorbing states, and the normalization of v x (0) is just a convenient choice and no restriction, since it can be absorbed in rescaling the rates u x (n). With these assumptions the number of particles is the only conserved quantitiy and for finite lattices of size |Λ| = L the process is irreducible on the subsets
where we use the shorthand Σ Λ (η) = x∈Λ η x . On X Λ,N the process is a finite state, irreducible Markov chain, and is therefore ergodic with a unique stationary measure π Λ,N . In this case the generator is defined for all continuous functions f ∈ C(X Λ,N ). Examples of processes with such dynamics include
• zero-range processes (ZRP) [1] : u x arbitrary , v x ≡ 1 ;
• target process (TP) [40] : u x (n) = 1 − δ n,0 , v x (n) = v(n) arbitrary ;
• inclusion processes (IP) [9, 10] :
• explosive condensation model (ECP) [11] :
In the ZRP particles exhibit only an on-site, zero-range interaction, while in the IP and ECP particles can be attracted by a large occupation number on the target site, which is also true for the TP for increasing v(n). In addition to this interaction, particles perform independent random walks with rate d p(x, y) in the IP, whereas in the ECP jump rates depend superlinearly on the occupation on departure sites leading to a repulsive interaction if γ > 1, which is the interesting case for this model. For γ = 1 the ECP is equivalent to the IP. Note that the rates in their original form as given above do not obey the normalization v x (0) = 1 for TP, IP and ECP, but this can easily be achieved by rescaling u x by v x (0), d and d γ , respectively. The family of processes (1) has some overlap with misanthrope processes [8] , which were originally defined with translation invariant lattices and jump rates p(x, y) = q(y − x), and a more general interaction part of the jump rates given by a function g(η x , η y ). The processes are known to exhibit stationary product measures if the rates fulfill
and, in addition, either q(z) = q(−z) for all z ∈ Λ or g(n, m) − g(m, n) = g(n, 0) − g(m, 0) for all n, m ≥ 0. All translation invariant examples we will consider are in fact special misanthrope models, but we are explicitly also interested in spatially inhomogeneous cases. Models of type (1) are attractive, i.e. they preserve stochastic order in time, if and only if u x are increasing and v x are decreasing functions. This is analogous to well known results for misanthrope models [8, 41] . Here we are particularly interested in condensation phenomena, which for homogeneous systems so far have only been observed if this condition is violated and the model is not attractive. It is an interesting open question whether non-attractiveness is in fact a necessary condition for condensation in homogeneous systems. To construct the dynamics on infinite lattices, such as Λ = Z, further assumptions are necessary [6] . Since the local state space N and therefore also X is non-compact, the usual construction using Feller semigroups and continuous cylinder functions f to define the generator (see [2] , Chapter I) does not apply. In [7] a construction is given for a spatially homogeneous ZRP (u x ≡ u) using Lipschitz functions f on a restricted state space to limit the growth of η x as |x| → ∞, under the additional assumptions that p is of finite range and the jump rates g(n) are uniformly bounded by a linear function. This has recently been generalized in [42] to superlinear growth rates for attractive systems. In this paper we are not interested in infinite lattices directly, but take the statistical mechanics approach and study observables of large, finite systems as their size tends to infinity.
Stationary product measures
In the following we will give sufficient conditions for processes (1) to exhibit stationary product measures, which we write as
defined by product densities w.r.t. the product counting measure dη on X Λ . The marginals turn out to have the form
with normalization (or partition function)
Here (λ x : x ∈ Λ) is a harmonic function
corresponding to a (not necessarily normalized) stationary distribution of a single random walker with transition rates p(x, y). Since we assume p(x, y) to be irreducible, on finite lattices Λ this is in fact unique up to normalization and strictly positive. The weights w x are given by
encoding the interaction of the particles provided through the functional forms of u x and v x . Since the number of particles is a conserved quantity, the measures are indexed by a fugacity parameter φ ≥ 0 controling the average number of particles per site
which is a strictly increasing function with R x (0) = 0. Here and in the following we use the standard notation µ(f ) to denote the expectation of a function f under a measure µ. Since the normalization z x (φ) is a generating function, the density can also be computed as R x (φ) = φ ∂ φ log z x (φ). Existence of the product measure (4) obviously requires z x (φ) < ∞ for all x ∈ Λ, and we denote by
the domain of definition. Since z x (φ) is a power series in φ, the domain of each marginal ν x φ is actually of the form
where
is the radius of convergence of z x (φ). The domain of the product measure is then
Whether or not the right boundary is part of the domain depends on the particular example and is related to the condensation phenomenon which is discussed later in detail. For non-empty
as n → ∞, and
leading to φ x c = e −αx /λ x ≥ e −C /C. Uniform boundedness is clear on fixed lattices but a non-trivial condition in the thermodynamic limit, and (11) obiously holds whenever v x (n−1)/u x (n) has a finite limit for all x as n → ∞.
Theorem 2.1. Stationary product measures
The processes with generator (1) have stationary product measures ν Λ φ of the form (4) , provided that one of the following conditions holds:
2. The harmonic function λ x (7) fulfilles the detailed balance relation
In this case the measure is in fact reversible for the dynamics (1).
3. Incoming and outgoing rates p are the same for each site, i.e.
and v x = v, u x = u are independent of x and fulfill
In this case the measure is homogeneous with x-independent marginals. Cases 1 and 3 are known from the literature of zero-range models [1, 7, 4 ] and misanthrope models [8] in a slight reformulation. Case 2 is a straightforward extension to a proof for inclusion processes given in [18] including one of the authors, which is based on a classical result on the exclusion process [2, Theorem VIII.2.1]. Cases 2 and 3 have also been discussed in [40] in the context of the target process. Another recent model covered by case 3 is the explosive condensation model studied in [11] for totally asymmetric dynamics on a one-dimensional torus, and the theorem also holds for other geometries. For completeness we give a short summary of the main steps in the proof.
Proof. We have to show for expected values w.r.t. ν φ that
for all local functions f . For fixed x, y we get after a change of variable
The form (5) and (8) of the marginals implies that for all x, y ∈ Λ and n ≥ 0,
It is easy to check that boundary terms in the sums vanish consistently, and we do not consider them in the following. Plugging this into (16) we get for the right-hand side
and exchanging the summation variables x ↔ y in the first part of the sum leads to
This clearly vanishes in the first two cases and analogously to the above argument one can show that in the second case detailed balance implies
φ is reversible. For the homogeneous case 3, we can use λ x ≡ 1 and (15) in (18) 
which vanishes due to (14) .
Remarks.
• Note that in many instances the above measures can be extended to infinite lattices in a generic way, even if existence of the dynamics of the process is not guaranteed. If the the dynamics exist the measures are stationary for the limiting dynamics, and since the harmonic functions are no longer unique, there might even be a larger family of stationary product measures for a given process.
• The above result also applies if v x (k) = 0 for all k ≥ K, x ∈ Λ for some K ∈ N, i.e. for exclusion processes [2] or K-exclusion type models with restricted state space {0, . . . , K} Λ (cf. [3, Section II.2.4] and references therein).
• For systems with open boundaries the theorem can be generalized directly to special cases, where each boundary can be described consistently by a single auxiliary external site. Precisely, let ∆ be the set of external sites e, then in addition to the bulk dynamics given in (1) the generator has the additional terms
for creation and annihilation of particles, with the obvious notation η ±x z = η z ± δ z,x . Consistency means, that there exists a fugacity φ * ∈ D φ such that the total system including the auxiliary sites is a closed boundary system with a product measure ν Λ∪∆ φ * and a particular harmonic function (λ x : x ∈ Λ∪∆). The creation and annihilation rates then have to be expectations w.r.t. marginals on external sites, i.e.
This is in general not restrictive in the reversible case (2) and for zero-range dynamics (1) since the functions u e and v e can be chosen essentially arbitrarily, but imposes restrictions in the homogeneous case (3). If we assume irreducibility of p(x, y) on the extended finite lattice the scaled harmonic function φλ x is unique and there is at most one product measure for such open boundary systems.
• If the above consistency relations are not fulfilled the stationary measures are in general not of product form, as is well known e.g. for the one-dimensional simple exclusion process where the correlation structure can be described using a matrix product formulation following work in [43] . 
Condensation and equivalence of ensembles
Although the result on stationary product measures applies in more generality, for the rest of this paper we are interested in closed finite systems and their scaling limits, where the number of particles is the only conserved quantity and there is no restriction on the number of particles per site. We will mostly be interested in stationary properties, which reduces to a study of L = |Λ| independent random variables η x with distribution ν Λ φ (4) and marginals (5)
In the following we will further assume that the weights w x (n) > 0 are sub-exponential in the sense that
This is not a restriction, since any exponential part can be absorbed in a redefinition of λ x , the harmonic nature of which (7) is no longer important at this stage. The only case not covered is if the weights w x have superexponential decay, but then φ x c = ∞ for such sites and they do not contribute to condensation, so we do not consider this case. The most important aspect remaining from the dynamical origin of these measures is the fugacity φ, the dual parameter to the conserved quantitity, which indexes the family of product measures.
While (21) is sufficient on finite lattices, we need to impose some uniformity in x to get sufficient control on inhomogeneous systems in the thermodynamic limit. We assume that there exist functions w − and w + such that
Together with the assumption that
this implies and replaces earlier conditions (11) and (12), and ensures a non-empty domain of definition as we discuss below. We note that (22) is a relatively weak assumption, w − could be a decreasing and w + an increasing function with sub-exponential tails, which are otherwise arbitrary. The product measures also provide explicit formulas for the canonical measures π Λ,N on the irreducible subsets X Λ,N . Since the number of particles Σ Λ is conserved under the dynamics, the conditional measures ν Λ φ dη X Λ,N are also stationary, and since the process is ergodic on X Λ,N these conditional measures are equal to π Λ,N and independent of the fugacity φ. Choosing φ = 1 for simplicity we can write
with
As usual (see [2] , Proposition I.1.8), the set of all stationary measures of the models (1) is a convex subset of measures on X Λ . On finite lattices Λ the canonical measures π Λ,N are the extreme points for this set, and the (grandcanonical) product measures ν Λ φ can be written as convex combinations
and are therefore not extremal. On finite lattices there are no other extremal measures than the canonical ones, and the full set of stationary distributions is given by their convex hull. On infinite lattices the situation is more complicated. In spatially homogeneous systems the grand-canonical measures are extremal, but there may be more non-homogeneous extremal measures analogous to the so-called blocking measures for exclusion processes (see e.g. [2, Chapter VIII]). In the thermodynamic limit
the grand-canonical measures (with simple product structure) are usually expected to provide a good approximation to the sequence of canonical measures, which is called the equivalence of ensembles in statistical mechanics. One convenient way of quantifying the distance between the two distributions is relative entropy (see e.g. [38] , Chapter I.3). For two measures µ 1 , µ 2 on a countable space Ω it is defined as
where we use the convention 0 log 0 = 0. It only takes finite values if µ 1 is absolutely continuous w.r.t. µ 2 , which means that for all measurable events A, µ 2 (A) = 0 implies that µ 1 (A) = 0. In this case the Radon-Nikodym
exists (taking a simple form in the discrete case), and the relative entropy can be written as
Note that the relative entropy is not symmetric and therefore not a metric, but if µ 1 and µ 2 are probability measures it is non-negative and vanishes if and only if µ 1 = µ 2 . In our case, since the canonical measures are conditioned versions of the grand-canonical ones (24) , it is easy to see (cf. [38, 22] ) that the specific relative entropy normalized by the system size can be written as
The first line provides a formulation in terms of typical or large deviations for the product measure ν Λ φ , which we will use in the following to show that the quantity vanishes in the thermodynamic limit. The second form provides a connection to thermodynamics which is not essential for our approach but we discuss it briefly for completeness, for further details and references see e.g. [45] . In the thermodynamic limit the first term is the pressure p(φ) of the grand-canonical system (sometimes also called Gibbs free energy), and the last term is the entropy density s(ρ) of the canonical system,
The grand-canonical entropy s gc (ρ) is given by the Legendre transform of the pressure, and taking the infimum over φ we get in the thermodynamic limit
So if the specific relative entropy vanishes in the limit under the optimal choice of φ on the domain D φ , which we discuss below, we have equivalence of ensembles in the sense of thermodynamic functions s gc (ρ) = s(ρ). The grand-canonical entropy density s gc (ρ) is always concave by definition, and it turns out that it is also strictly concave for ρ < ρ c . By general arguments, equivalence certainly holds when the grand-canonical entropy s gc (ρ) Figure 1 : Sketch of the pressure p(φ) (left) and its Legendre transform, the grand-canonical entropy s gc (ρ) (right) for a condensed system with ρ c < ∞. p(φ) is convex and therefore Lipschitz on the interior of its domain, but not necessarily left-continuous at φ c . By (34) , ρ c = lim φրφc φ p ′ (φ) and simply
as depicted in this example. In both cases the finite (limiting) slope at φ c leads to a linear part in s(ρ) for ρ ≥ ρ c .
is strictly concave, which can therefore be understood directly from the pressure as is shown in [60, 61] by one of the authors. The connection to particle density is explained in more detial below and illustrated in Figure 1 . For the family of grand-canonical measures ν Λ φ we define the limiting particle density
which can be written in terms of the pressure since this is a moment generating function. In the following we consider D φ to be the domain of this function rather than the pressure, both domains are again intervals of the form [0, φ c ) or [0, φ c ] and can disagree only at their right boundary. In fact
is simply given by the limit of finite systems (10), which is a consequence of the uniformity assumption (22) without which φ c might be striclty smaller than the limit. φ c > 0 follows from condition (23). As a limit of convex functions p is convex, non-negative and p(0) = 0, and therefore R is monotone increasing with R(0) = 0. We further assume that p is strictly convex , R is strictly monotone, continuous on D φ . (36) This excludes systems that become degenerate in the thermodynamic limit, for example inhomogeneous systems with λ x → 0 as x → ∞ for which p and R would vanish due to (22) . Also condensation in the homogeneous SIP with system size dependent parameters studied in [18] is excluded, where the pressure and the density vanish on D φ as well. A simple condition to ensure (36) would be to assume λ x ≥ C to be bounded from below, but this is far from necessary. In explicit examples (36) is usually easy to check and often holds, unless in special cases.
and the system exhibits condensation if ρ c < ∞.
As is illustrated in Figure 1 , ρ c /φ c is the slope of the pressure p as φ → φ c and ρ c < ∞ leads to a linear part in the Legendre transform, confirming that the density is the appropriate observable to characterize the condensation transition. It is clear that φ c < ∞ is a necessary condition for condensation, see e.g. [4, Lemma II.3.3] for a proof in a special case. For example, if the stationary weights had super-exponential decay, as is e.g. the case for independent random walkers where the η x are i.i.d. Poisson random variables, we have φ c = ∞ and necessarily ρ c = ∞ and there is no condensation.
The above characterization of condensation works well in the thermodynamic limit for homogeneous and inhomogeneous systems, which will be explored in more detail in the next two sections. It also works for systems with size-dependent parameters, which we shortly discuss in Section 5.1. For other scaling limits, such as N → ∞ on a fixed lattice Λ, the above definition has to be adapted and we discuss previous results in this case in Proposition 4.1 for inhomogeneous and in Section 5.1 for homogeneous systems.
Condensation in homogeneous systems
In this section we explain connections between condensation and stationary currents for models with bounded and unbounded rates, review previous results on the equivalence of ensembles based on work by one of the authors [22] , and state one of our main new results on strong equivalence for subcritical systems.
General remarks
For a spatially homogeneous system under the grand-canonical measures the occupation numbers η x are i.i.d. random variables taking values in N = {0, 1, . . .}, each with distribution
for all x = 1, 2, . . .. Connecting to our previous notation we have λ x ≡ 1 and therefore φ c = φ x c = 1 with (23). We have simply R x (φ) = R(φ) for all x ∈ Λ and the critical density (37) is given by
It can be shown that z(1) = ∞ implies ρ c = ∞ (see e.g. [4, Lemma II.3.3] ). Therefore, the system exhibits condensation with ρ c < ∞ if and only if nw(n) is summable, i.e. w(n) has to decay fast enough like a power law or another sub-exponential distribution. In that case the measures are defined for all φ ∈ [0, 1] = D φ and the range of densities is given by R(
So for ρ c < ∞ the range of densities attainable by grand-canonical measures is a strict subset of [0, ∞). For typical stationary configurations under the canonical distribution π Λ,N with N/L = ρ > ρ c the system phase separates into a condensed and a fluid phase. As we will review in the following subsections, it can be shown with a general thermodynamic approach and simple relative entropy techniques that the bulk phase is distributed as the product measure ν 1 at the critical density ρ c , and that the condensed phase concentrates on a vanishing fraction of the lattice containing a macroscopic amount of order (ρ − ρ c )L of particles. This is in general analogous to classical results on phase separation in the Ising model with spin-exchange (Kawasaki) dynamics (see e.g. [2] , Chapter 4), the main difference being that the local state space of our models is unbounded and the condensed phase contributes only subextensively to the total free energy (or entropy) of the system. Therefore various classical results on weak convergence of local observables have to be improved and we will discuss this in detail in the following subsections which include new results in this direction. For the special cases of w(n) having power law or stretched exponential tails it has been shown that the condensed phase consists in fact of a single site in a series of papers [21, 23, 24] and [22, 25] involving one of the authors. This information is not accessible by our thermodynamic treatment, which in principle can also be applied to more general models with non-product stationary measures, that can exhibit a non-trivial structure of the condensed phase (see [32] and [33] and references therein).
For zero-range processes, the weights in fact uniquely determine the dynamics (cf. Section 2.1) via u(n) = w(n − 1)/w(n), and a standard example is given by
which has first been studied in [20] . The parameters are non-negative, and if γ ∈ (0, 1) or γ = 1 and b > 2 the weights show a stretched exponential or power law decay, respectively, which leads to ρ c < ∞ (see e.g. [20, 22] for details). Heuristically, the dynamic mechanism of condensation in these models is an effective attraction between particles on sites with high occupation numbers, resulting from the asymptotic decay of the jump rates u(n). As a result large clusters of particles become essentially immobile, and receive roughly as many particles from their neighbouring sites as they eject leading to a current balance between condensed and fluid phase. In general lattice gases, the stationary current is defined as the expected net number of particles crossing a bond in a (specified) positive direction per unit of time. The full current depends strongly on the lattice geometry and vanishes for reversible systems, in which case one has to consider the diffusivity. The crucial quantity for our interest is the interaction part of both quantities which is given by the average jump rate of a particle per connecting bond. We will simply call this the current in the following for ease of presentation, having in mind totally asymmetric nearest neighbour systems in one dimension as typical examples. Note that under condition (15) the dynamics in fact fulfill the gradient condition (see e.g. [3] , Section II.2.4) which leads to a simplified expression for the diffusivity justifying this simplification also for reversible systems. Since ν Λ φ is a homogeneous product measure, the grand-canonical current can be defined for an arbitrary pair of sites x = y ∈ Λ and is given by
where for the last representation we have used the recursive property (17) of the stationary measures. Similarly, we define the canonical current
which does not factorize, but is still independent of the actual choice of x = y ∈ Λ since for homogeneous systems the canonical measures are permutation invariant. The thermodynamic limit of the canonical current
is also called current-density relation or the fundamental diagram of the process. To compare both currents it is often convenient to also view the grand-canonical one as a function of the density using the one-to-one relation ρ = R(φ) in (41), and in this case we write j gc (ρ) which exists only for densities in [0, ρ c ].
For zero-range processes with v ≡ 1 (41) implies simply j gc = φ, and therefore j gc (ρ) is given by the inverse of the function R(φ), which is illustrated in Figure 2 . Since the rates (40) are bounded functions, convergence results in the next subsections apply also for supercritical densities so that the fundamental diagram is equal to j gc (ρ) = j gc (ρ c ) = 1 for all ρ ≥ ρ c . This is consistent with the heuristics that the condensed phase in zerorange models is static. From the point of view of conservation laws in the (43), where the mobility of the condensed phase vanishes (ZRP) or diverges (ECM).
hydrodynamic limit [4] this means that the characteristic or group velocity j ′ (ρ) vanishes for ρ > ρ c , which is consistent with heuristic results in [46] . Another interesting example is given by the explosive condensation model (ECM), recently introduced in [11] , with rates given by
The stationary weights for this model have leading order asymptotic decay
for all d > 0, so the system exhibits condensation for γ > 2. The function R(φ) is also shown in Figure 2 and looks very similar to the ZRP as do typical stationary configurations. However, the grand-canonical current (41) in the ECM can be written as
As opposed to the ZRP with rates (40) discussed above, the rates are now unbounded functions and their expectation is in fact a higher order moment with power γ which diverges as ρ ր ρ c . Intuitively, this leads to a very high mobility of large clusters when the critical density is approached, which in fact diverges in the thermodynamic limit. For supercritical densities the stationary current is dominated by the condensate contribution and diverges as L γ−1 . In the totally asymmetric one-dimensional system studied in [11] the condensate will move ballistically across the lattice with diverging speed. This effect is strong enough that the equilibration time of supercritical systems in fact vanishes in the limit L → ∞ (hence the name 'explosive condensation').
The dynamics of the model is clearly not well defined in the thermodynamic limit at least for supercritical densities, while this is expected to be the case for the ZRP with bounded rates (40) , even though this is not proven to our knowledge. Note that in contrast to the strikingly different dynamics, which is encoded in the different asymptotic behaviour of the jump rates, the static stationary behaviour for both models is in fact identical. Further details on recent rigorous results on the dynamics of condensation will be given in Section 5.2, in the following we focus on a detailed study of the equivalence of canonical and grand-canonical measures.
General results
In the following we present results on the equivalence of ensembles between canonical and grand-canonical measures which hold under very general conditions. Building on the following simple theorem for relative entropy densities published previously in [22] involving one of the authors, we discuss general consequences for the convergence of observables or test functions, and present new results on how they can be extended in sub-and supercritical cases.
provided that φ ∈ [0, 1] is chosen such that R(φ) = ρ for ρ < ρ c or φ = φ c = 1 for ρ ≥ ρ c . For ρ ≤ ρ c , this also holds with a prefactor 1/a L for any a L ≫ log L, and
and for ρ < ρ c the marginals ν 1 φ with R(φ) = ρ have exponential tails and the standard local limit theorem [47] (see also appendix) provides an upper bound of order log L/L. For ρ = ρ c the sub-exponential tails of ν 1 1 can lead to diverging second moments, but in any case the local limit theorem for non-normal limit distributions (see e.g. [48] ) provides a lower bound of order ν Λ φ Σ Λ = N ≥ 1/L which leads to the same conclusion. For ρ > ρ c this is a large deviation probability, and a simple lower bound is given by putting all excess mass in the first site,
Sinceν 1 1 (n) = w(n) it has sub-exponential tails in the strong form (21) which implies that
where h is the Radon-Nikodym derivative.
Lemma 3.2. (Pinsker)
The total variational distance of two measures µ 1 , µ 2 is bounded above by the relative entropy as
We use this together with sub-additivity of relative entropy [38] to formulate general implications of the above theorem on convergence of local test functions. Since
The derivative of the marginal distributions on a subset ∆ ⊂ Λ is given by
provided that φ ∈ [0, 1] is chosen such that R(φ) = ρ for ρ < ρ c or φ = φ c = 1 for ρ ≥ ρ c . This is equivalent to local weak convergence, i.e. for all bounded cylinder functions f ∈ C b 0 (X) we have
Proof. By subadditivity of relative entropy (see e.g. [52] ) we get from Proposition 3.1
and the first claim follows immediately from Pinsker's inequality. For f ∈ C b 0 (X) we pick ∆ large enough to include its support and get
57) as L → ∞, which implies the second statement since f is bounded.
This result was previously published involving one of the authors in [22] . By general compactness arguments on the limiting statespace X = N N (which is itself non-compact) presented e.g. in [4, Lemma II.1.2], convergence of bounded cylinder test functions implies (global) weak convergence, i.e. convergence of expectations of all bounded functions f ∈ C b (X). To formulate this precisely, one has to extend the definition of the canonical measures to the limiting state space on the infinite lattice, which is usually done by periodic extensions. In a similar fashion, explicit upper bounds on the relative entropy density can be used to derive total variation convergence of marginals on subextensive volumes ∆ with |∆|/L → 0 fast enough. Corollary 3.3 contains classical implications of relative entropy convergence which have been derived for spin systems and are satisfactory in this context, but in our case of systems with non-compact local state space convergence of bounded test functions is a very weak statement. In fact, not even the density on a site (given by f (η) = η x ) is bounded, and in general also does not converge due to the condensation phenomenon. It is therefore desirable to strengthen the above result which is discussed in the following.
Subcritical systems
The main new result of this section gives a strong version of weak convergence for integrable test functions, using extra regularity of the RadonNikodym derivatives h (53) in subcritical systems. It provides an elegant extension of a result in [4, Appendix 2], for L 2 -functions with a rather complicated proof involving the Cramer expansion. 
for some ǫ > 0 in the thermodynamic limit.
Proof. By the local limit theorem the supremum of h ∆ Λ for large enough L is obtained for |η ∆ | ∼ ρ|∆| and we have with an L-independent constant C ρ
Again by the local limit theorem both terms are of the same order in L, and for convergence to a Gaussian law we have for all L large enough
For convergence to other stable laws an analogous estimate holds with powers different from 1/2 for which the argument still works. Now fix ǫ > 0 and a cylinder function f ∈ L 1+ǫ (ν φ ). Then picking ∆ large enough to contain the support, we can use Hölder's inequality to get
where norms are w.r.t. the measure ν φ . This bound vanishes as L → ∞, since
which finishes the proof.
For subcritical systems with ρ < ρ c this result includes in particular convergence for all polynomial moments and also some exponential moments. Furthermore, in the proof of the first statement it suffices to take ∆ ⊂ Λ such that lim sup L→∞ |∆|/L < 1. Thus, as long as one measures only on a fraction of the volume the canonical measure is conditioned on, it is asymptotically equivalent to the product measure with respect to a much larger class of L 1+ǫ integrable test functions for any ǫ > 0. Again we do not state this explicitly to avoid the technical issue of extending the canonical measures which does not provide much insight.
Supercritical systems
For supercritical, phase separated systems we cannot expect to improve the general results of Corollary 3.3, unless we restrict attention to the fluid phase. This may seem simple since the condensed phase only covers a vanishing volume fraction and is delocalized in the thermodynamic limit, however, it carries a finite fraction of the mass and therefore contributes when measuring the particle density or higher moments. Since the contribution of the condensed phase to averages concentrates on high occupation numbers which diverge in the limit, the simplest way to restrict to the fluid phase is to consider a sequence of bounded functions via cut-off, for which the general weak convergence results can be directly applied.
Corollary 3.5. For any integrable cylinder test function
Proof. We use the obvious upper bound of
and the first part vanishes due to weak convergence (Corollary 3.3) in the limit L → ∞ for every fixed K. The second L-independent part then vanishes as K → ∞ by dominated convergence.
If f itself is unbounded the limits do in general not commute, for example π Λ,N (η x ) → ρ, whereas π Λ,N (η x ∧ K) → ρ c for all K ≥ 0. From the results in Section 3.2 we have explicit bounds on the first term in (64),
So certain joint limits with K = K L are possible in (63) depending on the sub-exponential tail of the critical measure encoded in t L ≪ L. Another more involved approach is to 'localize' the condensed phase which also gives additional information about its spatial extension. Since the grand-canonical measures are of product form, it turns out that the condensed phase in fact consists of a single lattice site and can therefore be identified with the maximum. This has been established in [24] for powerlaw and stretched exponential tails of ν 1 1 , with complementing results also in [21, 25] . The proof requires explicit estimates and we only quote the main result here in a slight reformulation.
Since the canonical measures are permuation invariant, we can just consider conditional measures to localize the condensed phasẽ
Theorem 3.6. [24] Assume that ν 1 1 has a power-law tail or a stretched exponential tail with ρ c < ∞. In the thermodynamic limit L,
This is significantly stronger than the general local result in Corollary 3.3, stating that in the limit all but the maximum behave as i.i.d. random variables with distribution ν 1 1 with convergence in total variation distance. This implies in particular a law of large numbers and a central limit theorem for the occupation of the maximum, which contains on average all the excess mass (ρ − ρ c )L. Fluctuations are Gaussian on scale √ L if ν 1 1 has finite variance, and otherwise obey standard stable law fluctuations on larger scales (see Corollary 1 in [24] ). Also higher order statistics are included, for example the largest component in the bulk obeys standard extreme value statistics for i.i.d. random variables under ν 1 1 . Note that equivalence in the bulk for condensed systems is even stronger than for subcritical systems in Section 3.3, where equivalence to product measures holds at most on finite volume fractions. This is due to the fact that the number of particles in the canonical measures is fixed, and the fluctuations in the observation volume have to be compensated by the rest of the system, which has to be big enough to achieve this for typical configurations. In the supercritical case, all the fluctuations of the bulk can be compensated by the condensate on a single site since it contains an extensive number of particles.
Condensation in inhomogeneous systems
In this section we review previous work on finite inhomogeneous systems and present new results on the equivalence of ensembles in the thermodynamic limit for sub-and supercritical systems in Sections 4.3 and 4.4.
General remarks
For spatially inhomogeneous systems condensation can also be caused by the presence of trap sites, which are characterized by large values of λ x and therefore a slow decay of the tail. Recall that the marginals have the form
with sub-exponential weights w x (n). The phenomenon is easiest explained on a fixed lattice Λ, where we have
Assume that φ c = 1/λ y for all y ∈ ∆ for some subset of trap sites ∆ Λ. Note that even for ∆ = Λ there could still be condensation due to the interaction mechanism in w x (n) as described for homogeneous systems above. We do not consider this here and will comment on it later. As a simple example one can think of ∆ = {1} as being a single site, which is the case in the illustration in Figure 3 . For fixed lattices Λ the condensate will dominate the fluid phase and the characterization of condensation in Definition 2.1 has to be adapted in an obvious way. The contribution to the total density in the system can be divided as
As φ ր φ c the second contribution converges and the first one diverges, corresponding to a phase separation into condensed sites ∆ and bulk sites Λ \ ∆. So when conditioned on a very high particle number N , most of the mass will concentrate on the condensed sites ∆ and sites in the fluid phase will be distributed according to the critical product measure ν Λ\∆ φc with densities R x (φ c ) < ∞. Note that for fixed Λ, R Λ is unbounded and (70) can be solved for φ N such that R Λ (φ N ) = N/L for any N . This is a crucial difference to homogeneous systems where R Λ = R 1 is independent of the system size and bounded above by ρ c for all Λ. In the limit N → ∞ this leads to a sequence φ N ր φ c describing the exact distribution of mass between condensate and fluid phase. This limit for fixed Λ has been derived by direct computation in [18] involving one of the authors, and we just quote the result without proof. 
The condensed phase contains almost all particles, i.e. for all δ ∈ (0, 1)
Furthermore, we have a strong law of large numbers where Σ ∆ /N → 1 almost surely.
The case λ x = ∞ for some x ∈ ∆ can be included as well, and in those sites R x (φ) < ∞ is defined for all φ ≥ 0. Note that the distribution of mass in the condensed phase depends on the asymptotic behaviour of the weights w x (n) for x ∈ ∆ and cannot be further specified in the general case. The case λ x ≡ 1 with spatial disorder only in the sub-exponential weights w x (n) studied in [27, 28] leads to a rather complicated behaviour and very slow convergence of critical observables in the limit of large system sizes. More recently, the interplay between spatial disorder and sub-exponential tails has been studied in [29] , leading to a rich phase diagram where condensation can be dominated by either one or a combination of the interaction or the spatial mechanism.
In all of this section we focus on condensation originating from spatial inhomogeneity of the λ x , which is the case as soon as λ x take at least two different values. This regime has been studied before [12, 13, 15] for a special class of spatially inhomogeneous zero-range processes with rates u x (n) ≡ u x for n ≥ 1, corresponding to w x (n) ≡ 1 for all n ≥ 0. Trap sites in this model are simply the ones with the slowest jump rate u x . Results with more general rates in [14, 16, 17] still require rates u x (n) to increase monotonically with n, and make crucial use of the resulting attractivity of the model and coupling techniques, providing also dynamical results. Our contribution in the next subsections generalizes this to much more general product measures with mild assumptions on regularity. This approach is based on the thermodynamic methods introduced previously which do not require any assumptions on monotonicity, at the cost of providing less detailed statements. Further references related to hydrodynamic limits of disordered lattice gases are provided in the introduction of [17] .
The thermodynamic limit
In the thermodynamic limit Λ ր N we have
and the infimum is not necessarily attained on any site x. In the following we use the definition (34) of R(φ) for the limiting system density and (37) of the critical density. Since the condensed phase does not dominate the system in the thermodynamic limit, we are able to adopt Definition 2.1 as a general characterization as for homogeneous systems. In addition to the regularity assumptions (23) and (22) on the weights w x , we assume that
which implies that R x (φ) → ∞ when φ ր φ x c approaches the radius of convergence of z x . This rules out condensation being caused by particle interactions as in Section 3, and will allow for a much more coherent presentation of the phenomenon due to spatial inhomogeneities. As an immediate consequence, R Λ (φ) diverges as φ ր φ Λ c on finite lattices, and for all densities ρ > 0 there is a fugacity φ Λ (ρ) solving R Λ (φ) = ρ. In the thermodynamic limit R Λ can converge pointwise to a bounded function on D φ , which characterizes condensation. This is a major difference to homogeneous condensation, where R Λ = R is already bounded for all Λ. To demonstrate that assumption (74) is not crucial, we will formulate a slightly weaker result at the end of the next subsection without this assumption.
We first consider a few generic examples some of which have been studied previously, and discuss whether they exhibit condensation in the sense of Definition 2.1 which is purely a condition on grand-canonical measures. In the next subsection we give results confirming that this indeed implies phase separation and condensation in the sense of the equivalence of ensembles with canonical measures. For simplicity we take w x (n) ≡ 1 in the examples, but all general argments hold under the above assumptions.
Deterministic profiles. Let λ 1 , λ 2 , . . . be a deterministic profile such that λ x → 1 as x → ∞. Such profiles can for example arise in driven processes on a semi-infinite lattice [18] . We have
Whether or not the system exhibits condensation then simply depends on the domain D φ . For an increasing profile λ x ր we have for example φ c = 1, D φ = [0, 1) and the system does not condense since ρ c = ∞.
If λ x > 1 for some x a maximum will be attained, we assume it is λ 1 > 1 for simplicity as is for example the case for a decreasing profile λ x ց. Then D φ = [0, 1/λ 1 ) and the system condenses with critical density
Note that in this case D φ is limited only by a single (or in general finite) number of sites, and is strictly smaller than the maximal possible domain [0, 1) of the function R (75), as illustrated in Figure 4 (left). The simplest example of this kind is a single defect site with λ x > 1, which has been studied in [14, 26] . More complicated examples can include arbitrary nonextensive sequences λ x k of defect sites x k , which limit the domain D φ via (73) but do not contribute to the limit in (75) . If the subsequence does not attain a maximum, this leads to closed domains of the form D φ = [0, φ c ] and is illustrated in Figure 4 (right).
Disordered profiles. Let λ 1 , λ 2 , . . . be a sequence of i.i.d. random variables in a compact interval [0, 1/φ c ], distributed with density q(λ). For simplicity assume φ c = 1, then by ergodicity
Thus, if q is uniformly distributed we see that R(φ) diverges as φ ր φ c = 1 and the system does not condense. Intuitively, even though λ x < 1 for all x with probability one, there are too many sites with λ x very close to 1, which provide a diverging contribution to the density (75) at φ = 1. Condensation is possible if q is small enough near λ = 1, a common choice from previous work [12, 13, 29] is q(λ) = c(1 − λ) c−1 . If c > 1 the system exhibits condensation with critical density In general, if the infimum in (73) is not attained, it has to be approached by a sequence λ x k . In this case the condensed phase will be located further and further in the bulk of the system and cannot be measured locally in the limit L → ∞, and we say that it is delocalized. A characterization of this situation in the sense of Definition (2.1) is that the domain D φ = [0, φ c ] is closed, and the critical product measure ν φc with density ρ c = R(1) exists in the limit. This is illustrated in Figure 4 (right), simple examples are disordered profiles. Note that the sequence x k necessarily has to be subextensive, i.e. {x k : k ∈ N} ∩ Λ /L → 0 as L → ∞, otherwise it would provide a diverging contribution to ρ c .
If the infimum in (73) is attained on a non-empty set of sites ∆, obviously (74) and therefore |∆ ∩ Λ| must again be subextensive since otherwise this would imply ρ c = ∞ by continuity of R. If in addition all other sites have λ-values uniformly bounded away, i.e. λ y < 1/φ c − δ for all y ∈ ∆ and some δ > 0, then the condensed phase will be localized in ∆. The excess mass of order (ρ − ρ c )L will be shared according to details of the weights, but due to the subextensive volume each site will carry a diverging number of particles in the thermodynamic limit. The simplest example is ∆ = {1} as for decreasing profiles, which is also illustrated in Figure 4 (left) .
In general, a non-empty set ∆ where the infimum in (73) is attained and sequences x k with λ x k ր 1/φ c could both exist, and the condensed phase can split into a localized and a delocalized part. The ratio of the excess mass on both parts depends on the details and either of them could also contain the whole condensate. It is also possible that the mass ratio depends on the system size L and does not converge as L → ∞. Constructions of specific profiles λ x and sequences x k can be attempted along the following lines, tuning the density ratio of a localized defect site e.g. at x = 1 and the sequence,
Here φ L is implicitly determined by
which has a unique solution φ L (ρ) for each system size L and density ρ. If ρ > ρ c , φ L ր φ c = 1 (cf. also previous subsection), and there is enough freedom to choose a subextensive sequence x k and λ x k ր 1 to achieve different behaviour in (79). A priori this leads to rather artificial examples, and it would be interesting to investigate if there are natural situations where a split in a localized and delocalized condensate appears. This is most relevant for disordered profiles where x k is determined by a record sequence of the λ x , and has been studied in the context of condensation and growing networks in [53, 54] .
Equivalence for subcritical systems
In the following we will show that systems with ρ c < ∞ according to Definition 2.1 indeed exhibit condensation in the sense of the equivalence of ensembles with canonical measures, using an analogous approach as in Section 3 for homogeneous systems. All results in this section require the regularity assumptions (22) on the stationary weights and (23) on uniform boundedness of the λ x . The first new result on subcritical systems or systems with ρ c = ∞ can be proved in exactly the same way as for homogeneous systems, envoking a more general version of the local limit theorem [47, 55] which we also summarize in the Appendix. 
provided that ρ < ρ c (37) and φ ∈ D φ is chosen such that R(φ) = ρ. Furthermore, we have convergence of integrable cylinder functions,
for some ǫ > 0 in the thermodynamic limit. Both statements hold also for ρ = ρ c if the limit measure ν φc exists and has finite second moments ν φc (η 2 x ).
Proof. In direct analogy with the proof of Proposition 3.1 we have 1
Convergence follows from the local limit theorem for triangular arrays (LLT) [47] since all marginals ν x φ have exponential moments and R(φ) = ρ. For the relative entropy of a finite marginal on ∆ we can write, using shorthands of the type
taking the form of an expectation of the function F L : N → R. We can again apply the LLT for every fixed k and since ∆ is finite with N/(L − |∆|) → ρ we have
is bounded below by −1/e and above by CF L (0) for L large enough, again by the LLT. Therefore dominated convergence implies that
The above argument also immediately implies that the Radon-Nikodym derivative
is bounded. So analogously to the proof of Theorem 3.4 for homogeneous systems this implies convergence for L 1+ǫ -integrable cylinder functions. If ν φc has finite second moments they are uniformly bounded by (22) and the same LLT applies for both parts of the proof.
Equivalence for supercritical systems
If we know that the condensed phase is delocalized with D φ = [0, φ c ] we have convergence of the full specific relative entropy in analogy to the homogeneous result in Proposition 3.1. Otherwise, the critical measure ν φc does not exist on the full lattice, and we have to focus our attention to the fluid phase to show equivalence. We first give a result on the purely localized case under additional assumptions, and formulate a general, weaker result at the end of this section. 
Furthermore, the volume fraction of the condensed phase vanishes,
Proof. 1. Delocalized case.
Using again the representation (29) of specific relative entropy, we have
Define a sequence of 'slowest' sites
i.e. smallest possible site indidces where the maximum of λ is attained in Λ. With (73) we have λ x L ր 1/φ c and since φ c ∈ D φ the λ x do not attain their supremum and x L → ∞ as L → ∞.
As in the proof of Proposition 3.1 for ρ > ρ c we give an upper bound on the specific relative entropy by distributing the entire excess mass on the site
and each contribution vanishes as L → ∞: For the first contribution K L /L ≤ ρ and λ x L ր 1/φ c , and the second term is bounded above by − 1 L log w − (K L ) which vanishes with (22) . The third term characterizes the limiting contribution of the condensed phase to the critical pressure p(φ c ) (31) which can be written as
where ∆ = {x L : L = 1, 2 . . .} is the trace of the sequence x L . Note that |Λ ∩ ∆| → ∞ and therefore 1 L log z x L (φ c ) → 0, since otherwise the second contribution to the pressure would diverge, contradicting φ c ∈ D φ . Since (N − K L )/L → ρ c and since the critical measure ν φc has finite second moments which are then uniformly bounded by (22) we may apply again the LLT (see Appendix) so that the second term of (89) vanishes in the limit, which completes the proof of case 1.
Localized case.
ν φc does not exist on Λ but we can use a different reference measure to write π Λ,N = ν φc−ǫ [ . |Σ Λ = N ] as a conditional distribution for any ǫ ∈ (0, φ c ). Then we get
where the upper bound follows immediately since the final two terms are negative. Since on Λ \ ∆ we have 1/λ x > φ c + δ, lim
, and as a limit of convex functions it is convex and therefore Lipschitz continuous (see [56, Appendix A] ). So if we choose ǫ small enough we have
for any given ε > 0.
For an upper bound on the first term we again consider only the event that the excess mass is all distributed on the 'slowest' site x L . Completely analogously to estimating (89) in case 1 we get
if we choose ε small enough. Thus we can show that for all ε > 0
and therefore the specific relative entropy vanishes for all δ. An extensive volume fraction |∆ ∩ Λ| would imply ρ c = ∞, since it is defined in (37) by the left limit of R (34), and the contribution on ∆ would diverge since R x (φ c ) = ∞ for all x ∈ ∆ by assumption (74) .
Without the additional assumption (74) one can formulate a slightly weaker result that applies in general, by excluding a set that is potentially larger than the condensed phase.
Theorem 4.4. General case. Consider a uniformly bounded sequence λ 1 , λ 2 , . . . and assume ρ c < ∞ as defined in (37) . Define
Then, for any δ > 0 and ρ ≥ ρ c we have
and r(δ) := lim
Note that for large δ we can have ∆ = Λ and (94) holds trivially. The interesting case is that it holds also for arbitrarily small δ, where the volume fraction of the fluid phase approaches 1. To ensure this in general we need the second condition on the density in (93), since otherwise the set ∆ could be extensive and the condensate be delocalized somewhere within that set.
Proof. Assume that δ > 0 is small enough so that ∆ = N, otherwise there is nothing to show. Note that the critical measure ν Λ\∆ φc outside ∆ is well defined for all δ > 0, since either R x (φ c ) ≤ 1/δ or the tails of the marginals have exponential moments. For each fixed δ we can proceed exactly analogous to the proof of Case 2 in Theorem 4.3, and conclude that the relative entropy density vanishes. To estimate the volume fraction of the fluid phase r(δ) := lim L→∞ |Λ \ ∆|/L note first that the limit exists for all δ > 0 due to subadditivity, and the right limit r(0+) ∈ [0, 1] exists since it is a monotone decreasing function. If r(0+) < 1, then the set
would cover a finite fraction of all sites, which would imply ρ c = ∞.
For supercritical systems, convergence of relative entropy of finite marginals cannot be concluded as easily from the local limit theorem as for subcritical systems. In addition, for inhomogeneous systems subadditivity of relative entropy also does not provide a simple bound as for homogeneous systems in Corollary 3.3. It remains an interesting open problem at this stage whether our results for the specific relative entropy can be used in general to imply convergence of marginals.
Discussion
We conclude the paper with a short discussion of further rigorous results on condensation in closed stochastic particle systems, which mostly focus on zero-range processes so far. This is clearly the richest model class, which can exhibit condensation due to particle interactions or spatial effects, or in other scaling limits as discussed below. The recently introduced explosive condensation model [11] , also discussed in more detail in Section 3.2, has the same rich structure in terms of stationary product measures and poses interesting questions for future work with respect to the dynamics. For the other two models mentioned in Section 2.1, the target process [40] has only a restricted set of stationary product measures and further progress is very challenging, and the inclusion process exhibits homogeneous condensation only in a particular scaling limit with system size dependent parameters [18] , which is still under investigation [57] .
Further stationary results
Systems that exhibit condensation in the thermodynamic limit usually show the same phenomenon already on finite lattices, in the limit of a diverging number of particles or density. This has been studied in [23] for homogeneous systems of i.i.d. random variables with regularly varying tails, including power laws that arise for zero-range dynamics of the form (40) with γ = 1. It is shown that under canonical distributions π Λ,N in the limit N → ∞ the occupation number M Λ of the maximally occupied site diverges, whereas the rest of the system converges to a product measure with cricital marginals ν 1 φc and density ρ c . By symmetry, the location of the condensate (maximum) is chosen uniformly at random. The analogous result for inhomogeneous systems has recently been formulated in [18] , where the condensate is located at the maximum of the the profile of the harmonic functions λ x (cf. Theorem 2.1). In both cases, convergence to the product measure holds in distribution, and there is a strong law of large numbers for the condensate, i.e. M Λ /N → 1 a.s. as N → ∞.
Another interesting scaling law concerns a detailed analysis of the thermodynamic limit at the critical density to study the onset of condensation and the nature of the transition. In [25] product measures arising for zerorange dynamics of the form (40) ∈ (0, 1) . A law of large numbers for the excess mass fraction in the maximum is established, which jumps at the critical scale from zero to one in the power law, and to a positive value smaller than one in the stretched exponential case, where the excess mass is shared between bulk and condensate. Distributional limits for the fluctuations of the maximum are also covered, which change from standard extreme value statistics to Gaussian when the density crosses the critical scale. Results on fluctuations in the bulk show that the mass outside the maximum is distributed homogeneously. Some of these aspects of the crossover from sub-to supercritical behaviour have previously also been studied in [58] .
The same phenomenon for the zero-range process (40) at the critical scale has been studied by the authors in [59, 60] , where the discontinuity is established as the leading order finite size effects in a rigorous scaling limit. Simulation results reveal a switching between metastable fluid and condensed states close to the critical point for γ ∈ (0, 1), which are characterized using a current matching argument and an extension of homogeneous states to supercritical densities. The latter lead to strong finite size effects where the canonical current overshoots its thermodynamic limit, and coexistence of condensed and homogeneous states at supercritical densities can be relevant in real systems of moderate size such as vehicular traffic. This phenomenon of current overshoot has been studied also before in [26] in a zero-range process with a single defect site.
It is well known that system-size dependent interaction potentials that lead to long range interactions can be used to stabilize finite-size effects and metastability in the thermodynamic limit. In this spirit, a simple zerorange process with size-dependent jump rates has been studied in [36] which exhibits a discontinuous condensation transition. There exist metastable homogeneous states at all densities, and in a condensed state, the condensate contributes a macroscopic amount to the canonical entropy, which results in a non-equivalence of the canonical and the grand-canonical measures. The saddle point structure of the free energy landscape of this model is analyzed by rigorous large deviation techniques in [60, 61] , and reveals a further dynamic transition above the critical density, where the stationary dynamics of the condensed phase is expected to change. No dynamic results have been proven so far for this model, and we comment on work in progress below.
Condensation in systems with more than one particle species or conserved quantity has been studied in [62, 63, 35, 64] in the context of twospecies zero-range processes, for which stationary product measures only exist under specific assumptions on the jump rates. While condensates still concentrate on single lattice sites, these models exhibit a richer phase diagram with further structure within the condensed regime. Of particular interest are states where both species condense, which can occur independently or be the result of cross-correlations with resulting correlations also in the locations of the condensates.
The dynamics of condensation
While the understanding of stationary properties of condensation in stochastic particle systems is fairly complete by now, much less is known about the dynamics of condensation on a rigorous level. In heterogeneous zero-range processes with constant jump rates u x (n) ≡ u x for n ≥ 0, one can use attractivity of the process and coupling techniques. This has been done in [14] to obtain rigorous results in a hydrodynamic limit for zero-range processes with defect sites, where the condensed part of the configuration is described by dirac measures appearing on sites with low rates. In [16] coupling techniques are used to characterize convergence to the critical stationary measure for zero-range processes with random rates u x , initialzed at supercritical densities. This is extended to zero-range processes with general non-decreasing random rates u x (n) in [17] . Further related results on hydrodynamic limits in exclusion models with particle disorder can be found in [15] .
For supercritical homogeneous processes, the location of the condensate X(η) = argmax{η x : x ∈ Λ} is distributed uniformly on Λ under the canonical measures π Λ,N . Therefore, one expects the condensate to move on slow time scales in the limit of large system sizes for particle systems with ergodic dynamics, such as zero-range processes. If the system exhibits a proper separation of time scales, different condensate locations can be identified with metastable states, and equilibration in each state is fast compared to the time scale of motion and leads to a Markovian limit process on the lattice. The first rigorous results on the stationary condensate dynamics in reversible zero-range processes have been obtained in [65, 66] . On a fixed, general lattice Λ with single particle rates p(x, y), it is shown that the maximum location X(η) in a process with rates of the form (40), γ = 1, converges on the time scale N 1+b to a random walk (Y t : t ≥ 0) concentrating on the sites of Λ with the maximal value of the harmonic function λ x . Precisely, X η N 1+b t : t ≥ 0 → (Y t : t ≥ 0) as N → ∞
weakly in the Skorohod topology on path space, where the rates of the limit process are proportional to the capacities of a single particle with dynamics given by p(x, y). The proof is based on a potential theoretic approach to metastability using precise estimates on capacities for reversible systems (see [67] and references therein). This approach has recently been extended to non-reversible dynamics [68] and applied to the totally asymmetric zerorange process [69] . An important aspect in these results is to show that the system equilibrates fast enough in a metastable state on the time scale of the effective dynamics. A simple renewal-type approach could be used on finite lattices in the above results, since the process visits every configuration associated with a metastable state increasingly often before switching to another state. This has recently been extended to weaker conditions on the mixing and relaxation times of the dynamics within a metastable state defined with reflecting boundary conditions [70] . This approach is particularly suitable to extend the above results to the thermodynamic limit L, N → ∞ with N/L → ρ > ρ c . This is current work in progress [71] for reversible zerorange processes with rates (40) on a one-dimensional geometry with periodic boundary conditions, where the limit dynamics is expected to be a Lévy-type process on the unit torus. First results in the same direction have been obtained in [72] where capacity estimates for the zero-range process are given in the limit L, N → ∞ with diverging densities N/L → ∞.
Another interesting aspect with recent first rigorous results is the approach to stationarity from homogeneous initial conditions and the formation of the condensed phase. Heuristic results on the separation of time scales in zero-range processes [22, 73, 74] predict a coarsening behaviour, where clusters form locally and exchange particles through the bulk with large clusters gaining on the expense of smaller ones. First rigorous results in this direction for reversible zero-range processes [75] address this question on a fixed lattice Λ with diverging particle number N → ∞. In the same scaling limit, the coarsening dynamics and the stationary motion of the condensate have recently been established in [57] for symmetric inclusion processes with a vanishing diffusion parameter d = d N → 0 as N → ∞ (cf. Section 2.1). This scaling leads to an explicit two-scale structure of the process, and established convergence results could be applied to identify the generator of the limiting process. In contrast to zero-range dynamics, clusters are mobile on the coarsening time scale and exhibit an interesting particle exchange dynamics via common empty nearest-neighbour sites, which can also lead to a spontaneous merge of two clusters. An extension to asymmetric dynamics seems feasible, and first heuristic results in related models [11] show a similar slinky motion and interaction of clusters, which are also observed in [76] for non-Markovian zero-range dynamics. There are also heuristic results on hydrodynamic limits for condensed zero-range processes [46] , which confirm the validity of the fundamental diagram in Figure  2 in the full density range including ρ > ρ c . This is clearly different from explosive condensation models [11] presented in the same figure, where the stationary current diverges with the system size for supercritical systems.
Conclusion
The aim of this paper was to provide an overview of rigorous results on condensation in stochastic particle systems, to illustrate these results with examples and embed them in the classical framework of phase transitions and the equivalence of ensembles for homogeneous and inhomogeneous systems. The presentation includes new results on relative entropy convergence and corollaries for convergence of test functions, as well as equivalence results for general inhomogeneous systems. While there are still some obvious open questions related to systems with inhomogeneities, in our view the most interesting fields of further study lie in the area of the dynamics of condensation. Particularly interesting questions include a hydrodynamic limit for supercritical processes including the dynamics of the condensed phase, a rigorous description of the coarsening dynamics in the hydrodynamic limit for symmetric and asymmetric processes, or whether there are attractive, homogeneous particle systems that exhibit condensation and allow an analysis with coupling techniques.
Appendix: Local limit theorems
In this appendix we state relevant limit theorems for triangular arrays of independent non identical random variables that are key to results on the equivalence of ensembles for spatially inhomogeneous systems.
Details and a proof of the Lindeberg-Feller central limit theorem can be found in, for example, [77] . The local central limit theorem can be found in [47] and [55] . For each L, let ξ x,L , 1 ≤ x ≤ L, be independent non identical random variables whose law depends on the x and the number of random variables L (a triangular array of random variables). (ii) For all ǫ > 0,
ξ x,L converges in distribution to the standard normal as n → ∞.
For example we typically apply the central limit theorem to the centered and standardized sum of the single site occupations under the grand canonical measures, i.e.
where η x has law ν x φ not depending on the system size L. Then (i) follows by definition and (ii) follows by a dominated convergence argument if the second moments are uniformly bounded. Now we assume that η x,L , 1 ≤ x ≤ L, is a triangular array of independent integer valued random variables where η x,L has law P x,L . The Bernoulli part decomposition of the random variables η x,L is expressed in terms of, 
where Φ is the standard normal density.
An alternative form of the local limit theorem can be found in [55] . in our cases A L ∼ L and B L ∼ √ L, and the main condition is to show that Q L ∼ L. In fact, using the structure of the marginals (φλ x ) n w x (n) with uniform regularity of the w x (n) (22) it is easy to see that in fact Q L ∼ L.
