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Abstract. The extended affine Lie algebra ˜sl2(Cq) is quantized from three different points of view in
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1. Introduction
During the investigation of quantum groups, V.Drinfel’d introduced the notion of Lie
bialgebras [8] in 1983. Quantization of Lie algebras and bialgebras is an important way to
produce new quantum groups. Quantizations by twists act basically for constructing new
quantized enveloping algebras. A universal and functional quantization of Lie bialgebras was
developed in [11, 12] employing the Tannaka-Krein approach, from which a quantization of
any finite dimensional Lie bialgebra defined over a field of characteristic zero (see [11]) was
constructed. Although a general method for twisting both the product and coproduct of a
bialgebra does not appear, it is possible to twist the corresponding coproduct in such a way
that it remains compatible with its original multiplication, unit, and counit (see [18]). In
this paper, we shall concentrate on the quantization being assort to the so-called Drinfel’d
twist of the extended affine Lie algebra (EALA) ˜sl2(Cq), whose Lie bialgebra structures were
determined in [25]. The EALA sl2(Cq) was first introduced in [19] in the sense of quasi-
simple Lie algebras and systematically investigated in [2]. Since then, the representation and
structure theory of such Lie algebras have been attentively studied (see [1,3–6,14–16,22,23]
and the references therein).
We now introduce the Lie algebra considered in this paper. Denote Z , Z ∗, C the sets
of all integers, nonzero integers, complex numbers respectively. Let 0 = (0, 0), Z = Z × Z ,
Z∗ = Z ∗ × Z ∗. For any m = (m1, m2) ∈ Z, k = (k1, k2) ∈ Z
∗, introduce the following
elements of L = sl2(Cq):
em = E12x
m1ym2, fm = E21x
m1ym2 ,
d = E11 − E22, gk = E11x
k1yk2, hk = E22x
k1yk2,
∗ Supported by NSF grant (No 10825101) and the China Postdoctoral Science Foundation Grant (No
201003326).
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which form a basis of L with the following relations:
[em, em′ ] = [fm, fm′] = [d, hk] = [d, gk] = [gk, hk′] = 0,
[gk, em] = q
k2m1ek+m, [hk, em] = −q
k1m2ek+m, [d, em] = 2em,
[hk, fm] = q
k2m1fk+m, [gk, fm] = −q
k1m2fk+m, [d, fm] = −2fm,
[em, fm′ ] =
{ qm2m′1gm+m′ − qm′2m1hm+m′ if m+m′ 6= 0,
qm2m
′
1d if m+m′ = 0,
[gk, gk′] =
{ (qk2k′1 − qk′2k1)gk+k′ if k+ k′ 6= 0,
0 if k+ k′ = 0,
[hk, hk′] =
{ (qk2k′1 − qk′2k1)hk+k′ if k+ k′ 6= 0,
0 if k+ k′ = 0.
Then L = ⊕mLm, where L0 = Ce0 ⊕ Cf0 +Cd, Lk = Cek ⊕Cfk ⊕ Cgk ⊕Chk. Introduce
two degree derivations d1 and d2 on L:
[d1, L] = m1L, [d2, L] = m2L for L ∈ Lm and [d1, d2] = [d, d1] = [d, d2] = 0.
Then we arrive at the EALA ˜sl2(Cq) = L⊕Cd1⊕Cd2 considered in this paper and denoted
by L˜ for convenience. Also L˜ is Z-graded: L˜ = ⊕m∈ZL˜m with L˜k = Lk for k ∈ Z
∗ and
L˜0 = L0 ⊕Cd1⊕Cd2. Denote the universal enveloping algebra of the Lie algebra ˜sl2(Cq) by
U(˜sl2(Cq)).
For m = (m1, m2), n = (n1, n2), i ∈ Z , introduce the following notations that will be
referred to in the main theorem:
γyi,m =

1, i = 0, y = h, g, f, e,
0, i > 0, y = h,
(−1)i
i∏
p=1
(qn2(m1+(p−1)n1) − qn1(m2+(p−1)n2)), i > 0, y = g,
i∏
p=1
qn1(m2+(p−1)n2), i > 0, y = f,
(−1)i
i∏
p=1
qn2(m1+(p−1)n1), i > 0, y = e,
αym =

0, y = e,
qm2n1 , y = g,
−qm1n2 , y = h.
(1−Et)δy,e =

1− Et, y = e,
1, y = g,
1, y = h.
sm = q
n2m1+n1m2+n1n2.
The main result of this paper can be formulated as the following theorem.
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Theorem 1.1. There exist some noncommutative and noncocommutative Hopf algebra struc-
tures (U(˜sl2(Cq))[[t]], µ, τ,∆, ǫ, S) on U(˜sl2(Cq))[[t]] over C [[t]], which preserve the product and
the counit of U(˜sl2(Cq))[[t]], admitting the following corresponding coproducts and antipodes:
(1) For T =
2∑
i=1
xidi, E = gn with [T,E] = E and r = x1m1 + x2m2, y = e, f, g, h, i = 1, 2,
∆(ym)= ym ⊗ (1−Et)
r +
∞∑
j=0
γyj,m
j!
T<j> ⊗ (1− Et)−jym+jnt
j,
S(ym) =
∞∑
j=0
(−1)j+1γjym
j!
(1−Et)−rym+jnT
<j>
1−c t
j ,
∆(di) = di ⊗ 1 + 1⊗ di − niT ⊗ 1 + niT ⊗ (1− Et)
−1,
∆(d) = d⊗ 1 + 1⊗ d, S(d) = −d, S(di) = −di + niTEt.
(2) For T =
2∑
i=1
xidi, E = en, with [T,E] = E and r = x1m1 + x2m2, y = e, g, h, i = 1, 2,
∆(ym)= ym ⊗ (1− Et)
r + 1⊗ ym + αymT ⊗ (1−Et)
−1em+nt,
∆(fm)=

qm2n1T ⊗ (1− Et)−1hm+nt− q
m1n2T ⊗ (1− Et)−1gm+nt
+fm ⊗ (1− Et)
r + 1⊗ fm − smT
<2> ⊗ (1−Et)−2em+2nt
2, m+ n 6= 0,
f−n ⊗ (1− Et)
−1 + 1⊗ f−n − q
−n2n1T ⊗ (1− Et)−1dt
−q−n1n2T<2> ⊗ (1− Et)−2Et2, m+ n = 0,
∆(d) = d⊗ 1 + 1⊗ d+ 2T ⊗ (1−Et)−1Et,
∆(di) = di ⊗ 1 + 1⊗ di − niT ⊗ 1 + niT ⊗ (1− Et)
−1,
S(ym) = −(1− Et)
rym + αym(1−Et)
rem+nT1t,
S(fm) =

qm2n1(1−Et)rhm+nT1t− q
m1n2(1−Et)rgm+nT1t
−(1 −Et)rfm + sm(1−Et)
rem+2nT
<2>
1 t
2, m+ n 6= 0,
q−n1n2(1− Et)−1ET<2>1 t
2 − (1− Et)−1f−n
−q−n1n2(1−Et)−1dT1t, m+ n = 0,
S(d) = −d+ 2ET1t, S(di) = −di + niTEt.
(3) For T = 1
2
d, E = en and y = e, g, h, i = 1, 2,
∆(ym) = ym ⊗ (1− Et)
δy,e + 1⊗ ym + αymT ⊗ (1−Et)
−1em+nt,
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∆(fm)=

qm2n1T ⊗ (1− Et)−1hm+nt− q
m1n2T ⊗ (1− Et)−1gm+nt
+fm ⊗ (1−Et)
−1 + 1⊗ fm − smT
<2> ⊗ (1− Et)−2em+2nt
2, m+ n 6= 0,
f−n ⊗ (1− Et)
−1 − q−n2n1T ⊗ (1− Et)−1dt
+1⊗ f−n − q
−n1n2T<2> ⊗ (1− Et)−2t2, m+ n = 0,
∆(d) = d⊗ 1 + 1⊗ d+ 2T ⊗ (1−Et)−1Et,
∆(di) = di ⊗ 1 + 1⊗ di + niT ⊗ (1−Et)
−1 − niT ⊗ 1,
S(ym) = −(1− Et)
δy,eym + αymem+nT1t,
S(fm) =

qm2n1(1−Et)−1hm+nT1t− q
m1n2(1−Et)−1T1gm+nt
−(1 −Et)−1fm + sm(1−Et)
−1em+2nT
<2>
1 t
2, m+ n 6= 0,
q−n1n2(1−Et)−1ET<2>1 t
2 − (1− Et)−1f−n
−q−n1n2(1− Et)−1dT1t, m+ n = 0,
S(d) = −d+ 2ET1t, S(di) = −di + niTEt.
For m = (m1, m2), n = (n1, n2), i ∈ Z , introduce the following notations that will be
referred to in the following corollary:
ηyi,m =

1, i = 0, y = h, g, f, e,
0, i > 0, y = g,
(−1)i
i∏
p=1
(qn2(m1+(p−1)n1) − qn1(m2+(p−1)n2)), i > 0, y = h,
i∏
p=1
qn1(m2+(p−1)n2), i > 0, y = e,
(−1)i
i∏
p=1
qn2(m1+(p−1)n1), i > 0, y = f,
βym =

0, y = f,
−qm1n2 , y = g,
qm2n1, y = h,
(1−Et)δy,f =

1− Et, y = f,
1, y = g,
1, y = h.
Combining Theorem 1.1 and the following involution of ˜sl2(Cq):
τ : em ↔ fm, gn ↔ hn, d↔ −d, di ↔ di, ∀m ∈ Z, n ∈ Z
∗, i = 1, 2,
we can immediately derive the following corollary, which presents other three quantizations
of ˜sl2(Cq).
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Corollary 1.2. There exist some noncommutative and noncocommutative Hopf algebra
structures (U(˜sl2(Cq))[[t]], µ, τ,∆, ǫ, S) on U(˜sl2(Cq))[[t]] over C [[t]], which preserve the prod-
uct and the counit of U(˜sl2(Cq))[[t]], admitting the following corresponding coproducts and
antipodes:
(1) For T =
2∑
i=1
xidi, E = hn with [T,E] = E and r = x1m1 + x2m2, y = e, f, h, g, i = 1, 2,
∆(ym)= ym ⊗ (1− Et)
r +
∞∑
j=0
ηyj,m
j!
T<j> ⊗ (1− Et)−jym+jnt
j ,
S(ym) =
∞∑
j=0
(−1)j+1ηyj,m
j!
(1− Et)−rym+jnT
<j>
1−c t
j ,
∆(di) = di ⊗ 1 + 1⊗ di − niT ⊗ 1 + niT ⊗ (1− Et)
−1,
∆(d) = d⊗ 1 + 1⊗ d, S(d) = −d, S(di) = −di + niTEt.
(2) For T =
2∑
i=1
xidi, E = fn, with [T,E] = E and r = x1m1 + x2m2, y = f, g, h, i = 1, 2,
∆(ym) = ym ⊗ (1− Et)
r + 1⊗ ym + βymT ⊗ (1− Et)
−1fm+nt,
∆(em) =

qm2n1T ⊗ (1− Et)−1gm+nt− q
m1n2T ⊗ (1− Et)−1hm+nt
+em ⊗ (1− Et)
r + 1⊗ em − smT
<2> ⊗ (1− Et)−2fm+2nt
2, m+ n 6= 0,
e−n ⊗ (1−Et)
−1 + 1⊗ e−n + q
−n2n1T ⊗ (1− Et)−1dt
−q−n1n2T<2> ⊗ (1− Et)−2Et2, m+ n = 0,
∆(d) = d⊗ 1 + 1⊗ d− 2T ⊗ (1−Et)−1Et,
∆(di) = di ⊗ 1 + 1⊗ di − niT ⊗ 1 + niT ⊗ (1− Et)
−1,
S(ym) = −(1− Et)
rym + βym(1− Et)
rfm+nT1t,
S(em) =

qm2n1(1− Et)rgm+nT1t− q
m1n2(1− Et)rhm+nT1t
−(1− Et)rem + sm(1− Et)
rfm+2nT
<2>
1 t
2, m+ n 6= 0,
q−n1n2(1− Et)−1ET<2>1 t
2 − (1−Et)−1e−n
+q−n1n2(1− Et)−1dT1t, m+ n = 0,
S(d) = −d− 2ET1t, S(di) = −di + niTEt.
(3) For T = 1
2
d, E = fn and y = f, g, h, i = 1, 2,
∆(ym)= ym ⊗ (1− Et)
δy,f + 1⊗ ym + βymT ⊗ (1− Et)
−1em+nt,
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∆(em) =

qm2n1T ⊗ (1− Et)−1gm+nt− q
m1n2T ⊗ (1− Et)−1hm+nt
+em ⊗ (1− Et)
−1 + 1⊗ em − smT
<2> ⊗ (1− Et)−2fm+2nt
2, m+ n 6= 0,
e−n ⊗ (1−Et)
−1 + q−n2n1T ⊗ (1− Et)−1dt
+1⊗ e−n − q
−n1n2T<2> ⊗ (1− Et)−2t2, m+ n = 0,
∆(d) = d⊗ 1 + 1⊗ d− 2T ⊗ (1− Et)−1Et,
∆(di) = di ⊗ 1 + 1⊗ di + niT ⊗ (1−Et)
−1 − niT ⊗ 1,
S(ym) = −(1− Et)
δy,fym + βymfm+nT1t,
S(em) =

qm2n1(1−Et)−1gm+nT1t− q
m1n2(1−Et)−1T1hm+nt
−(1 −Et)−1em + sm(1− Et)
−1fm+2nT
<2>
1 t
2, m+ n 6= 0,
q−n1n2(1− Et)−1ET<2>1 t
2 − (1− Et)−1f−n
+q−n1n2(1− Et)−1dT1t, m+ n = 0,
S(d) = −d− 2ET1t, S(di) = −di + niTEt.
Convention 1.3. If an undefined term appears in an expression, we always treat it as zero,
e.g., g0 = h0 = 0.
Remark 1.4. (1) We have in fact exhausted all the possibilities of Drinfel’d twist quan-
tizations based on the “usual” noncommutative 2-dimensional Lie subalgebras {T,E} of
˜sl2(Cq) up to scalar multiplications (the “usual” means that one of the two elements, i.e.,
T , is in the Cartan subalgebra of ˜sl2(Cq)). This is also the main reason why we present 6
quantizations above. (We are currently engaging in an investigation of the Drinfel’d twist
quantizations based on “unusual” choices of noncommutative 2-dimensional Lie subalgebras
of ˜sl2(Cq). However, it seems to us that heavy difficulties appear and that new techniques
should be introduced during the process of such attempt.)
(2) Although the Lie bialgebra structures on the affine Lie algebra sl2(Cq) have not
been determined yet, we may obtain two quantizations of the affine Lie algebras sl2(Cq) by
restricting the third quantizations in Theorem 1.1 and Corollary 1.2 to sl2(Cq) by taking
d1 = d2 = 0.
2. Definition and preliminary results
We first recall some basic concepts and results based on a unital C -algebra A . For any
element x ∈ A , a ∈ C , r ∈ Z+, set x
<r> = x<r>0 , x
[r] = x
[r]
0 , where
x<r>a = (x+ a)(x+ a+ 1) · · · (x+ a+ r − 1),
x
[r]
a = (x+ a)(x+ a− 1) · · · (x+ a− r + 1).
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For convenient, set x<0>a = x
[0]
a = 1. The following lemma can be found in [17] or [18].
Lemma 2.1. For any x ∈ A , a, d ∈ C and r, s,m ∈ Z+, one has
x<r+s>a = x
<r>
a x
<s>
a+r , x
[r+s]
a = x
[r]
a x
[s]
a−r, x
[r]
a = x
<r>
a−r+1, (2.1)
∑
r+s=m
(−1)s
r!s!
x[r]a x
<s>
d =
(
a− d
m
)
,
∑
r+s=m
(−1)s
r!s!
x[r]a x
[s]
d−r =
(
a− d+m− 1
m
)
,
where the binomial coefficient
(
a
d
)
=
{
a(a−1)···(a−d+1)
d!
, a ≥ d,
0, a < d.
It is known that there is a natural Hopf algebra structure on the universal enveloping
algebra of the Lie algebra ˜sl2(Cq), denoted by (U(˜sl2(Cq)), µ, τ,∆0, S0, ǫ0) with
∆0(Lm) = Lm ⊗ 1 + 1⊗ Lm, S0(Lm) = −Lm, ǫ0(Lm) = 0, ∀Lm ∈ L˜m.
Then a deformation of U(˜sl2(Cq)) is a topologically free C [[t]]-algebra U(˜sl2(Cq))[[t]], i.e., it
is an associative C -algebra of formal power series with coefficients in U(˜sl2(Cq)) such that
U(˜sl2(Cq))[[t]]/tU(˜sl2(Cq))[[t]] ∼= U(˜sl2(Cq)). Naturally, U(˜sl2(Cq))[[t]] is equiped with a Hopf al-
gebra structure induced from U(˜sl2(Cq)). We also denote it by (U(˜sl2(Cq)))[[t]], µ, τ,∆0, ǫ0, S0).
Definition 2.2. Let (A , µ, τ,∆, S, ǫ) be a Hopf algebra over a commutative ring. A Drinfel’d
twist I on A is an invertible element of A ⊗A such that
(I ⊗ 1)(∆⊗ Id)(I) = (1⊗ I)(1⊗∆)(I),
(ǫ⊗ Id)(I) = 1⊗ 1 = (Id⊗ ǫ)(I).
It is known that the Drinfel’d twists pay an important role in constructing a new Hopf
algebra. We shall employ the following Lemma (see [8]) to complete the quantization of
˜sl2(Cq) (also see [7, 21, 24]).
Lemma 2.3. Let (A , µ, τ,∆0, ǫ0, S0) be a Hopf algebra over a commutative ring, I a Drin-
fel’d twist on A . Then
(1) u = µ(Id⊗ S)(I) is invertible in A ⊗A with u−1 = µ(S ⊗ Id)(I).
(2) The algebra (A , µ, τ,∆, ǫ, S) is a new Hopf algebra where
∆ = I∆0I
−1, ǫ = ǫ0, S = uS0u
−1. (2.2)
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For formal variable t, and c ∈ C , T,E ∈ ˜sl2(Cq) with [T,E] = E, denote
Ic =
∞∑
i=0
(−1)i
i!
T
[i]
c ⊗ Eiti, Jc = µ(Id⊗ S0)(Ic),
Ic =
∞∑
i=0
1
i!
T<i>c ⊗E
iti, Jc = µ(S0 ⊗ Id)(Ic).
The following lemma also holds according to the corresponding lemma in [7, 21, 24].
Lemma 2.4.
Jc =
∞∑
i=0
1
i!
T [i]c E
iti, Jc =
∞∑
i=0
(−1)i
i!
T
[i]
−cE
iti, (2.3)
∆0(T
[m]) =
m∑
i=0
(
m
i
)
T
[i]
−c ⊗ T
[m−i]
c , (2.4)
IcId = 1⊗ (1− Et)
(c−d), JcJd = (1− Et)
−(c+d). (2.5)
In particular, Ic, Ic, Jc, Jc are invertible elements with I
−1
c = Ic, J
−1
c = J−c and I0 is a
Drinfel’d twist of (U(˜sl2(Cq)))[[t]], µ, τ,∆0, ǫ0, S0).
3. Proof of Theorem1.1 (1)
In this section, we take T = x1d1 + x2d2 for some x1, x2 ∈ C , n = (n1, n2) ∈ Z and
E = gn such that [T,E] = E. It is easy to see that x1n1+ x2n2 = 1. For m = (m1, m2) ∈ Z,
r = x1m1 + x2m2, denote
γgi,m = (−1)
i
i∏
p=1
(qn2(m1+(p−1)n1) − qn1(m2+(p−1)n2)),
γfi,m =
i∏
p=1
qn1(m2+(p−1)n2), γei,m = (−1)
i
i∏
p=1
qn2(m1+(p−1)n1).
Lemma 3.1. The following identities hold in U(˜sl2(Cq)) (where lm ∈ L˜m):
lmT
[i]
c = T
[i]
c−rlm, lmT
<i>
c = T
<i>
c−r lm, (3.1)
ET [i]c = T
[i]
c−1E, ET
<i>
c = T
<i>
c−1 E, (3.2)
fmE
j =
j∑
i=0
(
j
i
)
γfi,mE
j−ifm+in, (3.3)
emE
j =
j∑
i=0
(
j
i
)
γei,mE
j−iem+in, (3.4)
gmE
j =
j∑
i=0
(
j
i
)
γgi,mE
j−igm+in, (3.5)
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dEj = Ejd, hmE
j = Ejhm, (3.6)
d1E
j = Ejd1 + jn1E
j, d2E
j = Ejd2 + jn2E
j . (3.7)
Proof. Since [T, lm] = (x1m1 + x2m2)lm = rlm, [d1, E
j] = jn1E
j and [d2, E
j] = jn2E
j, we
obtain equations (3.1) and (3.7). Equation (3.2) is a special case of (3.1). Equations (3.6)
are obtained by [d, E] = [h,E] = 0.
Using induction on i, one has
(adE)iem =
i∏
p=1
qn2(m1+(p−1)n1)em+in = (−1)
iγei,mem+in,
(adE)ifm = (−1)
i
i∏
p=1
qn1(m2+(p−1)n2)fm+in = (−1)
iγfi,mfm+in,
(adE)igm =
i∏
p=1
(qn2(m1+(p−1)n1) − qn1(m2+(p−1)n2))gm+in = (−1)
iγgi,mgm+in.
Then, we obtain the equations (3.3), (3.4), (3.5) as follows:
fmE
j =
j∑
i=0
(−1)i
(
j
i
)
Ej−i(adE)i(fm) =
j∑
i=0
(
j
i
)
γfi,mE
j−ifm+in,
emE
j =
j∑
i=0
(−1)i
(
j
i
)
Ej−i(adE)i(em) =
j∑
i=0
(
j
i
)
γei,mE
j−iem+in,
gmE
j =
j∑
i=0
(−1)i
(
j
i
)
Ej−i(adE)i(gm) =
j∑
i=0
(
j
i
)
γgi,mE
j−igm+in.
Lemma 3.2. The following identities hold in U(˜sl2(Cq)) (where lm ∈ L˜m):
(lm ⊗ 1)Ic = Ic−r(lm ⊗ 1), (3.8)
(1⊗ d1)Ic = n1Ic+1(Tc ⊗Et) + Ic(1⊗ d1), (3.9)
(1⊗ d2)Ic = n2Ic+1(Tc ⊗Et) + Ic(1⊗ d2), (3.10)
(1⊗ hm)Ic = Ic(1⊗ hm), (1⊗ d)Ic = Ic(1⊗ d), (3.11)
(1⊗ fm)Ic =
∞∑
i=0
γfi,m
i!
Ic+i(T
<i>
c ⊗ fm+int
i), (3.12)
(1⊗ em)Ic =
∞∑
i=0
γei,m
i!
Ic+i(T
<i>
c ⊗ em+int
i), (3.13)
(1⊗ gm)Ic =
∞∑
i=0
γgi,m
i!
Ic+i(T
<i>
c ⊗ gm+int
i). (3.14)
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Proof. For lm ∈ L˜m, using formula (3.1),
(lm ⊗ 1)Ic = (lm ⊗ 1)(
∞∑
i=0
1
i!
T<i>c ⊗ E
iti)
=
∞∑
i=0
1
i!
T<i>c−r lm ⊗E
iti = Ic−r(lm ⊗ 1).
Hence, we obtain equation (3.8). It is obvious that d1E
i = [d1, E
i] + Eid1 = in1E
i + Eid1
and d2E
i = [d2, E
i] + Eid2 = in2E
i + Eid2, which mean
(1⊗ d1)Ic =
∞∑
i=0
1
i!
T<i>c ⊗ d1E
iti =
∞∑
i=0
1
i!
T<i>c ⊗ (in1E
i + Eid1)t
i
=
∞∑
i=0
n1
i!
T<i+1>c ⊗ E
i+1ti+1 +
∞∑
i=0
1
i!
T<i>c ⊗ E
id1t
i
=
∞∑
i=0
n1
i!
TcT
<i>
c+1 ⊗E
i+1ti+1 + Ic(1⊗ d1)
= n1Ic+1(Tc ⊗ Et) + Ic(1⊗ d1),
(1⊗ d2)Ic =
∞∑
i=0
1
i!
T<i>c ⊗ d2E
iti =
∞∑
i=0
1
i!
T<i>c ⊗ (in2E
i + Eid2)t
i
=
∞∑
i=0
n2
i!
T<i+1>c ⊗ E
i+1ti+1 +
∞∑
i=0
1
i!
T<i>c ⊗ E
id2t
i
=
∞∑
i=0
n2
i!
TcT
<i>
c+1 ⊗E
i+1ti+1 + Ic(1⊗ d2)
= n2Ic+1(Tc ⊗ Et) + Ic(1⊗ d2).
Hence, we complete the proof of equations (3.9), (3.10) respectively.
Since [hm, E] = [d, E] = 0, for all hm ∈ Hm, equation (3.11) is obviously established.
Using formula (2.1), (3.3), we obtain equations (3.12) as follows,
(1⊗ fm)Ic =
∞∑
i=0
1
i!
T<i>c ⊗ fmE
iti
=
∞∑
i=0
1
i!
T<i>c ⊗
( i∑
j=0
(
i
j
)
γfj,mE
i−jfm+jn
)
ti
=
∞∑
i=0
∞∑
j=0
1
(i+ j)!
(
i+ j
j
)
γfj,mT
<i+j>
c ⊗E
ifm+jnt
i+j
=
∞∑
j=0
1
j!
γfj,mT
<j>
c
∞∑
i=0
1
i!
T<i>c+j ⊗ E
ifm+jnt
i+j
=
∞∑
j=0
1
j!
γfj,mIc+j(T
<j>
c ⊗ fm+jnt
j).
10
Similarly, equations (3.13) and (3.14) are also tenable. Now, we complete the proof of this
lemma.
Lemma 3.3. The following identities hold in U(˜sl2(Cq)):
hmJc = Jc+rhm, dJc = Jcd,
d1Jc = Jcd1 − n1JcT−cEt,
d2Jc = Jcd2 − n2JcT−cEt,
fmJc = Jc+r(
∞∑
j=0
(−1)jγfj,m
j!
fm+jnT
<j>
1−c t
j),
emJc = Jc+r(
∞∑
j=0
(−1)jγej,m
j!
em+jnT
<j>
1−c t
j),
gmJc = Jc+r(
∞∑
j=0
(−1)jγgj,m
j!
gm+jnT
<j>
1−c t
j).
Proof. Using the formulae (2.1), (2.3), (3.1) and (3.6), we have
hmJc =
∞∑
i=0
(−1)i
i!
hmT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−rhmE
iti = Jc+rhm.
Similarly, dJc = Jcd. Since formulas (2.1), (2.3), (3.1) and (3.7), there are
d1Jc =
∞∑
i=0
(−1)i
i!
d1T
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−cd1E
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c(in1E
i + Eid1)t
i
=
∞∑
i=0
(−1)i
i!
T
[i]
−cE
id1t
i +
∞∑
i=0
(−1)i+1n1
i!
T
[i]
−cT−c−iE
i+1ti+1 = Jcd1 − n1JcT−cEt,
d2Jc =
∞∑
i=0
(−1)i
i!
d2T
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−cd2E
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c(in2E
i + Eid2)t
i
=
∞∑
i=0
(−1)i
i!
T
[i]
−cE
id2t
i +
∞∑
i=0
(−1)i+1n2
i!
T
[i]
−cT−c−iE
i+1ti+1 = Jcd2 − n2JcT−cEt.
The last three equations could be obtained by the formulas (2.1), (2.3) and formulas from
(3.1) to (3.5). For symbol ym = fm, em or gm, there is
ymJc =
∞∑
i=0
(−1)i
i!
ymT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−rymE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c−r(
i∑
j=0
(
i
j
)
γyj,mE
i−jym+jn)t
i
=
∞∑
i=0
∞∑
j=0
(−1)i+j
i!j!
γyj,mT
[i]
−c−rT
[j]
−c−r−iE
iym+jnt
i+j
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=
∞∑
i=0
(−1)i
i!
T
[i]
−c−rE
iti
∞∑
j=0
(−1)j
j!
γyj,mym+jnT
[j]
−c+jt
j
= Jc+r
∞∑
j=0
(−1)j
j!
γyj,mym+jnT
<j>
1−c t
j.
Proof of Theorem 1.1 (1). Using equations (2.2), (2.5) and all the lemmas above, for symbol
ym = fm, em or gm, we obtain
∆(ym) = I∆0(ym)I
−1 = I(ym ⊗ 1 + 1⊗ ym)I
= II−r(ym ⊗ 1) + I(
∞∑
i=0
γyi,m
i!
Ii(T
<i> ⊗ ym+int
i))
= (1⊗ (1−Et)r)(ym ⊗ 1) +
∞∑
i=0
γyi,m
i!
(1⊗ (1− Et)−i)(T<i> ⊗ ym+int
i)
= ym ⊗ (1− Et)
r +
∞∑
i=0
γyi,m
i!
T<i> ⊗ (1−Et)−iym+int
i,
∆(hm) = I∆0(hm)I
−1 = I(hm ⊗ 1 + 1⊗ hm)I
= II−r(hm ⊗ 1) + II(1 ⊗ hm) = hm ⊗ (1− Et)
r + 1⊗ hm,
∆(d) = I∆0(d)I
−1 = I(d ⊗ 1 + 1⊗ d)I = d⊗ 1 + 1⊗ d,
∆(d1) = I∆0(d1)I
−1 = I(d1 ⊗ 1 + 1⊗ d1)I
= II(d1 ⊗ 1) + I(n1I1(T ⊗Et) + I(1⊗ d1))
= d1 ⊗ 1 + 1⊗ d1 + n1T ⊗ (1−Et)
−1Et
= d1 ⊗ 1 + 1⊗ d1 − n1T ⊗ 1 + n1T ⊗ (1−Et)
−1,
∆(d2) = I∆0(d2)I
−1 = I(d2 ⊗ 1 + 1⊗ d2)I
= II(d2 ⊗ 1) + I(n2I1(T ⊗Et) + I(1⊗ d2))
= d2 ⊗ 1 + 1⊗ d2 + n2T ⊗ (1−Et)
−1Et
= d2 ⊗ 1 + 1⊗ d2 − n2T ⊗ 1 + n2T ⊗ (1−Et)
−1.
In addition, we also obtain,
S(ym) = J s0(ym)J = −J ymJ = −J (Jr
∞∑
j=0
(−1)jγyj,m
j!
ym+jnT
<j>
1−c t
j)
=
∞∑
j=0
(−1)j+1γyj,m
j!
(1− Et)−rym+jnT
<j>
1−c t
j ,
S(hm) = J s0(hm)J = −J hmJ = −J Jrhm = −(1− Et)
−rhm,
S(d) = J s0(d)J = −J dJ = −d,
12
S(d1) = J s0(d1)J = −J d1J = −J (Jd1 − n1JTEt) = −d1 + n1TEt,
S(d2) = J s0(d2)J = −J d2J = −J (Jd2 − n2JTEt) = −d2 + n2TEt.
4. Proof of Theorem 1.1(2)
In this section, we take T = x1d1 + x2d2 for some x1, x2 ∈ C , n = (n1, n2) ∈ Z and
E = en such that [T,E] = E. It is easy to see that x1n1 + x2n2 = 1. The expressions only
referring to T in Section 3 are also tenable in this section, such as expressions (3.1), (3.2),
(3.8). For m = (m1, m2) ∈ Z, r = x1m1 + x2m2, denote
sm = q
m1n2+m2n1+n1n2 .
Lemma 4.1. The following identities hold in U(˜sl2(Cq)):
emE
j = Ejem, dE
j = Ejd+ 2jEj, (4.1)
d1E
j = Ejd1 + jn1E
j , d2E
j = Ejd2 + jn2E
j, (4.2)
fmE
j =

jqm2n1Ej−1hm+n − jq
m1n2Ej−1gm+n
+Ejfm − 2sm
(
j
2
)
Ej−2em+2n, m+ n 6= 0,
Ejf−n − jq
−n1n2Ej−1d− 2
(
j
2
)
q−n2n1Ej−1, m+ n = 0,
(4.3)
gmE
j = Ejgm + jq
m2n1Ej−1em+n, (4.4)
hmE
j = Ejhm − jq
m1n2Ej−1em+n. (4.5)
Proof. Equations (4.1) and (4.2) are obtained by formulas [em, E] = 0, [d, E] = 2E and
[d1, E
j] = jn1E
j, [d2, E
j ] = jn2E
j respectively .
By the definition, if m+ n 6= 0, there is
(adE)i(fm) = (aden)
i(fm) =

fm, i = 0,
qm1n2gm+n − q
m2n1hm+n, i = 1,
−2smem+2n, i = 2,
0, i > 2,
where sm = q
m1n2+m2n1+n1n2 ∈ C . Thus,
fmE
j =
j∑
i=0
(−1)i
(
j
i
)
Ej−i(adE)i(fm)
= Ejfm − jE
j−1(qm1n2gm+n − q
m2n1hm+n) +
(
j
2
)
Ej−2(−2smem+2n)
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= Ejfm − jq
m1n2Ej−1gm+n + jq
m2n1Ej−1hm+n − 2sm
(
j
2
)
Ej−2em+2n.
Similarly, there are
(adE)i(f−n) = (aden)
i(f−n) =

f−n, i = 0,
q−n1n2d, i = 1,
−2q−n1n2en, i = 2,
0, i > 2,
and
f−nE
j =
j∑
i=0
(−1)i
(
j
i
)
Ej−i(adE)i(f−n)
= Ejf−n − jE
j−1(q−n1n2d) +
(
j
2
)
Ej−2(−2q−n1n2E)
= Ejf−n − jq
−n1n2Ej−1d− 2q−n1n2
(
j
2
)
Ej−1.
Furthermore, one can obtain
(adE)i(gm) = (aden)
i(gm) =

gm, i = 0,
−qm2n1em+n, i = 1,
0, i ≥ 2.
(adE)i(hm) = (aden)
i(hm) =

hm, i = 0,
qm1n2em+n, i = 1,
0, i ≥ 2.
These mean
gmE
j =
j∑
i=0
(−1)i
(
j
i
)
Ej−i(adE)i(gm) = E
jgm + jq
m2n1Ej−1em+n,
hmE
j =
j∑
i=0
(−1)i
(
j
i
)
Ej−i(adE)i(hm) = E
jhm − jq
m1n2Ej−1em+n.
Lemma 4.2. The following identities hold in U(˜sl2(Cq)) (where lm ∈ L˜m):
(lm ⊗ 1)Ic = Ic−r(lm ⊗ 1), (4.6)
(1⊗ d1)Ic = n1Ic+1(Tc ⊗ Et) + Ic(1⊗ d1), (4.7)
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(1⊗ d2)Ic = n2Ic+1(Tc ⊗ Et) + Ic(1⊗ d2), (4.8)
(1⊗ em)Ic = Ic(1⊗ em), (4.9)
(1⊗ fm)Ic =

qm2n1Ic+1(Tc ⊗ hm+nt)− q
m1n2Ic+1(Tc ⊗ gm+nt)
+Ic(1⊗ fm)− smIc+2(T
<2>
c ⊗ em+2nt
2), m+ n 6= 0,
Ic(1⊗ f−n)− q
−n2n1Ic+1(Tc ⊗ dt)
−q−n1n2Ic+2(T
<2>
c ⊗ Et
2), m+ n = 0,
(4.10)
(1⊗ gm)Ic = Ic(1⊗ gm) + q
m2n1Ic+1(Tc ⊗ em+nt), (4.11)
(1⊗ hm)Ic = Ic(1⊗ hm)− q
m1n2Ic+1(Tc ⊗ em+nt), (4.12)
(1⊗ d)Ic = Ic(1⊗ d) + 2Ic+1(Tc ⊗ Et). (4.13)
Proof. Equations (4.6), (4.7) and (4.8) are similar as (3.8), (3.9) and (3.10) in Lemma 3.2.
It is easy to obtain equation (4.9) by [em, E] = 0.
Using formula (2.1), (4.3), we obtain equation (4.10) as follows, for m+ n 6= 0,
(1⊗ fm)Ic=
∞∑
i=0
1
i!
T<i>c ⊗ fmE
iti =
∞∑
i=0
1
i!
T<i>c ⊗
(
Eifm− iq
n2m1Ei−1gm+n+ iq
n1m2Ei−1hm+n− 2sm
(
i
2
)
Ei−2em+2n
)
ti
=
∞∑
i=0
1
i!
T<i>c ⊗ E
ifmt
i − qn2m1
∞∑
i=0
1
i!
T<i+1>c ⊗ E
igm+nt
i+1
+qn1m2
∞∑
i=0
1
i!
T<i+1>c ⊗ E
ihm+nt
i+1 − sm
∞∑
i=0
1
i!
T<i+2>c ⊗ E
iem+2nt
i+2
= Ic(1⊗ fm)− q
n2m1Ic+1(Tc ⊗ gm+nt) + q
n1m2Ic+1(Tc ⊗ hm+nt)
−smIc+2(T
<2>
c ⊗ em+2nt
2).
Similarly
(1⊗ f−n)Ic=
∞∑
i=0
1
i!
T<i>c ⊗ f−nE
iti
=
∞∑
i=0
1
i!
T<i>c ⊗
(
Eif−n − iq
−n2n1Ei−1d− 2q−n2n1
(
i
2
)
Ei−1
)
ti
=
∞∑
i=0
1
i!
T<i>c ⊗ E
if−nt
i − q−n2n1
∞∑
i=0
1
i!
T<i+1>c ⊗E
idti+1
−q−n1n2
∞∑
i=0
1
i!
T<i+2>c ⊗ E
i+1ti+2
= Ic(1⊗ f−n)− q
−n2n1Ic+1(Tc ⊗ dt)− q
−n1n2Ic+2(T
<2>
c ⊗ Et
2).
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Moreover, we also have
(1⊗ gm)Ic =
∞∑
i=0
1
i!
T<i>c ⊗ gmE
iti =
∞∑
i=0
1
i!
T<i>c ⊗ (E
igm + iq
m2n1Ei−1em+n)t
i
=
∞∑
i=0
1
i!
T<i>c ⊗ E
igmt
i + qm2n1
∞∑
i=0
1
i!
T<i+1>c ⊗E
iem+nt
i+1
= Ic(1⊗ gm) + q
m2n1Ic+1(Tc ⊗ em+nt),
(1⊗ hm)Ic=
∞∑
i=0
1
i!
T<i>c ⊗ hmE
iti =
∞∑
i=0
1
i!
T<i>c ⊗ (E
ihm − iq
m1n2Ei−1em+n)t
i
=
∞∑
i=0
1
i!
T<i>c ⊗ E
ihmt
i − qm1n2
∞∑
i=0
1
i!
T<i+1>c ⊗ E
iem+nt
i+1
= Ic(1⊗ hm)− q
m1n2Ic+1(Tc ⊗ em+nt),
(1⊗ d)Ic=
∞∑
i=0
1
i!
T<i>c ⊗ dE
iti =
∞∑
i=0
1
i!
T<i>c ⊗ (E
id+ 2iEi)ti
= Ic(1⊗ d) + 2Ic+1(Tc ⊗ Et).
Lemma 4.3. The following identities hold in U(˜sl2(Cq)):
emJc = Jc+rem, (4.14)
d1Jc = Jcd1 − n1JcT−cEt, (4.15)
d2Jc = Jcd2 − n2JcT−cEt, (4.16)
fmJc =

qm1n2Jc+r(T−c−rgm+nt)− q
m2n1Jc+r(hm+nT1−ct)
+Jc+rfm − smJc+r(em+2nT
<2>
1−c t
2), m+ n 6= 0,
Jc−1f−n + q
n1n2Jc−1(dT1−ct)− q
n1n2Jc−1ET
<2>
1−c t
2, m+ n = 0,
(4.17)
gmJc = Jc+rgm − q
n1m2Jc+r(em+nT1−ct), (4.18)
hmJc = Jc+rhm + q
n2m1Jc+r(em+nT1−ct), (4.19)
dJc = Jcd− 2Jc(ET1−ct). (4.20)
Proof. Using the formulas (2.3), (3.1) and (4.1), there is
emJc=
∞∑
i=0
(−1)i
i!
emT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−remE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c−rE
iemt
i = Jc+rem.
Formulas (4.15) and (4.16) are the same as those presented in Lemma 3.3. For m 6= −n,
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there is
fmJc =
∞∑
i=0
(−1)i
i!
fmT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−rfmE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c−r(E
ifm− iq
m1n2Ei−1gm+n+ iq
m2n1Ei−1hm+n− 2sm
(
i
2
)
Ei−2em+2n)t
i
=
∞∑
i=0
(−1)i
i!
T
[i]
−c−rE
ifmt
i − qm1n2
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c−rE
igm+nt
i+1
+qm2n1
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c−rE
ihm+nt
i+1 − sm
∞∑
i=0
(−1)i+2
i!
T
[i+2]
−c−rE
iem+2n)t
i+2
= Jc+rfm + q
m1n2Jc+r(gm+nT1−ct)− q
m2n1Jc+r(hm+nT1−ct)− smJc+r(em+2nT
<2>
1−c t
2).
Furthermore, there is
f−nJc =
∞∑
i=0
(−1)i
i!
f−nT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c+1f−nE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c+1(E
if−n − iq
−n2n1Ei−1d− 2q−n2n1
(
i
2
)
Ei−1)ti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c+1E
if−nt
i − q−n2n1
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c+1E
idti+1
−q−n1n2
∞∑
i=0
(−1)i+2
i!
T
[i+2]
−c+1E
i+1ti+2
= Jc−1f−n + q
−n2n1Jc−1T1−cdt− q
−n1n2Jc−1T
[2]
1−cEt
2
= Jc−1f−n + q
−n1n2Jc−1dT1−ct− q
−n1n2Jc−1ET
<2>
1−c t
2.
Thus, we obtain (4.17). Equations (4.18) to (4.20) could be obtained by the formulas (2.1),
(2.3) and formulas (4.1), (4.4) and (4.5),
gmJc =
∞∑
i=0
(−1)i
i!
gmT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−rgmE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c−r(E
igm + iq
m2n1Ei−1em+n)t
i
=
∞∑
i=0
(−1)i
i!
T
[i]
−c−rE
igmt
i + qm2n1
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c−rE
iem+nt
i+1
= Jc+rgm − q
m2n1Jc+rem+nT1−ct,
hmJc =
∞∑
i=0
(−1)i
i!
hmT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−rhmE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c−r(E
ihm − iq
m1n2Ei−1em+n)t
i
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=
∞∑
i=0
(−1)i
i!
T
[i]
−c−rE
ihmt
i − qm1n2
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c−rE
iem+nt
i+1
= Jc+rhm + q
m1n2Jc+rem+nT1−ct,
dJc =
∞∑
i=0
(−1)i
i!
dT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−cdE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c(E
id+ 2iEi)ti
=
∞∑
i=0
(−1)i
i!
T
[i]
−cE
idti + 2
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c E
i+1ti+1 = Jcd− 2JcET1−ct.
Proof of Theorem 1.1 (2). Using equations (2.2), (2.5) and the lemmas from Lemma 4.1 to
Lemma 4.3, for m ∈ Z, there are,
∆(em) = I∆0(em)I
−1 = I(em ⊗ 1 + 1⊗ em)I = II−r(em ⊗ 1) + II(1⊗ em)
= em ⊗ (1− Et)
r + 1⊗ em.
∆(gm) = I∆0(gm)I
−1 = I(gm ⊗ 1 + 1⊗ gm)I
= II−r(gm ⊗ 1) + I(I(1⊗ gm) + q
m2n1I1(T ⊗ em+nt))
= gm ⊗ (1−Et)
r + 1⊗ gm + q
m2n1T ⊗ (1−Et)−1em+nt,
∆(hm) = I∆0(hm)I
−1 = I(hm ⊗ 1 + 1⊗ hm)I
= II−r(hm ⊗ 1) + I(I(1 ⊗ hm)− q
m1n2I1(T ⊗ em+nt))
= hm ⊗ (1− Et)
r + 1⊗ hm − q
m1n2T ⊗ (1− Et)−1em+nt,
∆(d) = I∆0(d)I
−1 = I(d ⊗ 1 + 1⊗ d)I
= II(d⊗ 1) + I(I(1⊗ d) + 2I1(T ⊗Et))
= d⊗ 1 + 1⊗ d+ 2T ⊗ (1− Et)−1Et,
∆(d1) = I∆0(d1)I
−1 = I(d1 ⊗ 1 + 1⊗ d1)I
= II(d1 ⊗ 1) + I(n1I1(T ⊗Et) + I(1⊗ d1))
= d1 ⊗ 1 + 1⊗ d1 − n1T ⊗ 1 + n1T ⊗ (1−Et)
−1,
∆(d2) = I∆0(d2)I
−1 = I(d2 ⊗ 1 + 1⊗ d2)I
= II(d2 ⊗ 1) + I(n2I1(T ⊗Et) + I(1⊗ d2))
= d2 ⊗ 1 + 1⊗ d2 − n2T ⊗ 1 + n2T ⊗ (1−Et)
−1,
S(em) = J s0(em)J = −J emJ = −J Jr(em) = −(1 −Et)
rem,
S(gm) = J s0(gm)J = −J (gm)J = −J (Jrgm − q
m2n1Jr(em+nT1t))
= −(1 −Et)rgm + q
m2n1(1− Et)rem+nT1t,
S(hm) = J s0(hm)J = −J (hm)J = −J (Jrhm + q
m1n2Jr(em+nT1t))
= −(1 −Et)rhm − q
m1n2(1− Et)rem+nT1t,
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S(d) = J s0(d)J = −J dJ = −J (Jd− 2J(ET1t)) = −d+ 2ET1t,
S(d1) = J s0(d1)J = −J d1J = −J (Jd1 − n1JTEt) = −d1 + n1TEt,
S(d2) = J s0(d2)J = −J d2J = −J (Jd2 − n2JTEt) = −d2 + n2TEt.
Moreover, the following equations are also necessary to the theorem, where m+ n 6= 0,
∆(fm) = I∆0(fm)I
−1 = I(fm ⊗ 1 + 1⊗ fm)I
= II−r(fm ⊗ 1) + II(1⊗ fm)− q
m1n2II1(T ⊗ gm+nt)
+qm2n1II1(T ⊗ hm+nt)− smII2(T
<2> ⊗ em+2nt
2)
= fm ⊗ (1− Et)
r + 1⊗ fm − q
m1n2T ⊗ (1− Et)−1gm+nt
+qm2n1T ⊗ (1−Et)−1hm+nt− smT
<2> ⊗ (1−Et)−2em+2nt
2,
∆(f−n) = I∆0(f−n)I
−1 = I(f−n ⊗ 1 + 1⊗ f−n)I
= II1(f−n ⊗ 1) + I(I(1⊗ f−n)− q
−n2n1I1(T ⊗ dt)− q
−n1n2I2(T
<2> ⊗Et2))
= f−n ⊗ (1−Et)
−1 + 1⊗ f−n − q
−n2n1T ⊗ (1− Et)−1dt
−q−n1n2T<2> ⊗ (1−Et)−2Et2,
S(fm) = J s0(fm)J = −J fmJ
= J Jr(q
m2n1hm+nT1t− q
m1n2gm+nT1t− fm + smem+2nT
<2>
1 t
2)
= qm2n1(1−Et)rhm+nT1t− q
m1n2(1−Et)rgm+nT1t
−(1− Et)rfm + sm(1− Et)
rem+2nT
<2>
1 t
2,
S(f−n) = J s0(f−n)J = −J f−nJ
= −J (J−1f−n + q
−n1n2J−1(dT1t)− q
−n1n2J−1ET
<2>
1 t
2)
= −(1− Et)−1f−n − q
−n1n2(1−Et)−1dT1t + q
−n1n2(1− Et)−1ET<2>1 t
2.
5. Proof of Theorem1.1 (3)
In this section, we take T = 1
2
d and E = en for n = (n1, n2) ∈ Z such that [T,E] = E.
The expressions only referring to E in Section 4 are also tenable in this section, such as
expressions from (4.7) to (4.13) in Lemma 4.2. For m = (m1, m2) ∈ Z, r = x1m1 + x2m2,
denote
sm = q
n2m1+n1m2+n1n2 .
Lemma 5.1. The following identities hold in U(˜sl2(Cq)):
emT
[i]
c = T
[i]
c−1em, emT
<i>
c = T
<i>
c−1 em, (5.1)
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fmT
[i]
c = T
[i]
c+1fm, fmT
<i>
c = T
<i>
c+1 fm, (5.2)
gmT
[i]
c = T
[i]
c gm, gmT
<i>
c = T
<i>
c gm, (5.3)
hmT
[i]
c = T
[i]
c hm, hmT
<i>
c = T
<i>
c hm, (5.4)
dT
[i]
c = T
[i]
c d, dT
<i>
c = T
<i>
c d, (5.5)
d1T
[i]
c = T
[i]
c d1, d1T
<i>
c = T
<i>
c d1, (5.6)
d2T
[i]
c = T
[i]
c d2, d2T
<i>
c = T
<i>
c d2. (5.7)
Proof. Since [T, em] = em, [T, fm] = −fm, [T, gm] = [T, hm] = [T, d] = [T, d1] = [T, d2] = 0,
we obtain equations from (5.1) to (5.7).
Lemma 5.2. The following identities hold in U(˜sl2(Cq)):
(em ⊗ 1)Ic = Ic−1(em ⊗ 1), (5.8)
(fm ⊗ 1)Ic = Ic+1(fm ⊗ 1), (5.9)
(gm ⊗ 1)Ic = Ic(gm ⊗ 1), (5.10)
(hm ⊗ 1)Ic = Ic(hm ⊗ 1), (5.11)
(d⊗ 1)Ic = Ic(d⊗ 1), (5.12)
(d1 ⊗ 1)Ic = Ic(d1 ⊗ 1), (5.13)
(d2 ⊗ 1)Ic = Ic(d2 ⊗ 1). (5.14)
Proof. The equation (5.8) can be obtained as following by equation (5.1),
(em ⊗ 1)Ic =
∞∑
i=0
1
i!
emT
<i>
c ⊗ E
iti =
∞∑
i=0
1
i!
T<i>c−1 em ⊗ E
iti = Ic−1(em ⊗ 1).
By the similar method, we obtain equations from (5.9) to (5.14).
Lemma 5.3. The following identities hold in U(˜sl2(Cq)):
emJc = Jc+1em, (5.15)
d1Jc = Jcd1 − n1JcT−cEt, (5.16)
d2Jc = Jcd2 − n2JcT−cEt, (5.17)
fmJc =

qm1n2Jc−1(T−c+1gm+nt)− q
m2n1Jc−1(hm+nT1−ct)
+Jc−1fm − smJc−1(em+2nT
<2>
1−c t
2), m+ n 6= 0,
Jc−1f−n + q
−n1n2Jc−1(dT1−ct)− q
−n1n2Jc−1ET
<2>
1−c t
2, m+ n = 0,
(5.18)
gmJc = Jcgm − q
n1m2Jc(em+nT1−ct), (5.19)
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hmJc = Jchm + q
n2m1Jc(em+nT1−ct), (5.20)
dJc = Jcd− 2Jc(ET1−ct). (5.21)
Proof. Using the formula (2.3), (4.1) and (5.1), we have
emJc =
∞∑
i=0
(−1)i
i!
emT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−1emE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c−1E
iemt
i = Jc+1em.
Formulas (5.16) and (5.17) are the same as those presented in Lemma 3.3. For m 6= −n,
there is
fmJc =
∞∑
i=0
(−1)i
i!
fmT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c+1fmE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c+1(E
ifm−iq
m1n2Ei−1gm+n+ iq
m2n1Ei−1hm+n−2sm
(
i
2
)
Ei−2em+2n)t
i
=
∞∑
i=0
(−1)i
i!
T
[i]
−c+1E
ifmt
i − qm1n2
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c+1E
igm+nt
i+1
+qm2n1
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c+1E
ihm+nt
i+1 − sm
∞∑
i=0
(−1)i+2
i!
T
[i+2]
−c+1E
iem+2nt
i+2
= Jc−1fm + q
m1n2Jc−1(gm+nT1−ct)− q
m2n1Jc−1(hm+nT1−ct)− smJc−1(em+2nT
<2>
1−c t
2).
Furthermore, there is
f−nJc =
∞∑
i=0
(−1)i
i!
f−nT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c+1f−nE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c+1(E
if−n − iq
−n2n1Ei−1d− 2q−n2n1
(
i
2
)
Ei−1)ti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c+1E
if−nt
i − q−n2n1
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c+1E
idti+1
−q−n1n2
∞∑
i=0
(−1)i+2
i!
T
[i+2]
−c+1E
i+1ti+2
= Jc−1f−n + q
−n2n1Jc−1T1−cdt− q
−n1n2Jc−1T
[2]
1−cEt
2
= Jc−1f−n + q
−n1n2Jc−1dT1−ct− q
−n1n2Jc−1ET
<2>
1−c t
2.
Thus, we obtain (5.18). Equations (5.19) to (5.21) could be obtained by the formulas (2.1),
(2.3) and formulas from (5.3) to (5.5),
gmJc =
∞∑
i=0
(−1)i
i!
gmT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−cgmE
iti
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=
∞∑
i=0
(−1)i
i!
T
[i]
−c(E
igm + iq
m2n1Ei−1em+n)t
i
=
∞∑
i=0
(−1)i
i!
T
[i]
−cE
igmt
i + qm2n1
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c E
iem+nt
i+1
= Jcgm − q
m2n1Jcem+nT1−ct,
hmJc =
∞∑
i=0
(−1)i
i!
hmT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−chmE
iti
=
∞∑
i=0
(−1)i
i!
T
[i]
−c(E
ihm − iq
m1n2Ei−1em+n)t
i
=
∞∑
i=0
(−1)i
i!
T
[i]
−cE
ihmt
i − qm1n2
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c E
iem+nt
i+1
= Jchm + q
m1n2Jcem+nT1−ct,
dJc =
∞∑
i=0
(−1)i
i!
dT
[i]
−cE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−cdE
iti =
∞∑
i=0
(−1)i
i!
T
[i]
−c(E
id+ 2iEi)ti
=
∞∑
i=0
(−1)i
i!
T
[i]
−cE
idti + 2
∞∑
i=0
(−1)i+1
i!
T
[i+1]
−c E
i+1ti+1 = Jcd− 2JcET1−ct.
Proof of Theorem 1.1 (3). Using equations (2.2), (2.5) and all the lemmas above on this
section, we obtain, for m+ n 6= 0,
∆(fm) = I∆0(fm)I
−1 = I(fm ⊗ 1 + 1⊗ fm)I
= II1(fm ⊗ 1) + II(1⊗ fm)− q
m1n2II1(T ⊗ gm+nt)
+qm2n1II1(T ⊗ hm+nt)− smII2(T
<2> ⊗ em+2nt
2)
= fm ⊗ (1−Et)
−1 + 1⊗ fm − q
m1n2T ⊗ (1− Et)−1gm+nt
+qm2n1T ⊗ (1− Et)−1hm+nt− smT
<2> ⊗ (1− Et)−2em+2nt
2,
∆(f−n) = I∆0(f−n)I
−1 = I(f−n ⊗ 1 + 1⊗ f−n)I
= II1(f−n ⊗ 1)− q
−n2n1II1(T ⊗ dt)
+II(1⊗ f−n)− q
−n1n2II2(T
<2> ⊗ Et2)
= f−n ⊗ (1− Et)
−1 − q−n2n1T ⊗ (1− Et)−1dt
+1⊗ f−n − q
−n1n2T<2> ⊗ (1− Et)−2t2,
S(fm) = J s0(fm)J = −J fmJ
= qm2n1J J−1(hm+nT1t)− q
m1n2J J−1(T1gm+nt)
−J J−1fm + smJ J−1(em+2nT
<2>
1 t
2)
= qm2n1(1− Et)−1hm+nT1t− q
m1n2(1−Et)−1T1gm+nt
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−(1− Et)−1fm + sm(1− Et)
−1em+2nT
<2>
1 t
2,
S(f−n) = J s0(f−n)J = −J f−nJ
= −J (J−1f−n + q
−n1n2J−1(dT1t)− q
−n1n2J−1ET
<2>
1 t
2)
= −(1− Et)−1f−n − q
−n1n2(1− Et)−1dT1t+ q
−n1n2(1−Et)−1ET<2>1 t
2.
What is more, for any m ∈ Z, we also obtain,
∆(em) = I∆0(em)I
−1 = I(em ⊗ 1 + 1⊗ em)I
= II−1(em ⊗ 1) + II(1⊗ em)
= em ⊗ (1− Et) + 1⊗ em,
∆(gm) = I∆0(gm)I
−1 = I(gm ⊗ 1 + 1⊗ gm)I
= II(gm ⊗ 1) + I(I(1⊗ gm) + q
m2n1I1(T ⊗ em+nt))
= gm ⊗ 1 + 1⊗ gm + q
m2n1T ⊗ (1−Et)−1em+nt,
∆(hm) = I∆0(hm)I
−1 = I(hm ⊗ 1 + 1⊗ hm)I
= II0(hm ⊗ 1) + I(I(1⊗ hm)− q
m1n2I1(T ⊗ em+nt))
= hm ⊗ 1 + 1⊗ hm − q
m1n2T ⊗ (1− Et)−1em+nt,
∆(d) = I∆0(d)I
−1 = I(d ⊗ 1 + 1⊗ d)I
= II(d⊗ 1) + I(I(1⊗ d) + 2I1(T ⊗Et))
= d⊗ 1 + 1⊗ d+ 2T ⊗ (1− Et)−1Et,
∆(d1) = I∆0(d1)I
−1 = I(d1 ⊗ 1 + 1⊗ d1)I
= II(d1 ⊗ 1) + I(n1I1(T ⊗Et) + I(1⊗ d1))
= d1 ⊗ 1 + 1⊗ d1 + n1T ⊗ (1−Et)
−1 − n1T ⊗ 1,
∆(d2) = I∆0(d2)I
−1 = I(d2 ⊗ 1 + 1⊗ d2)I
= II(d2 ⊗ 1) + I(n2I1(T ⊗Et) + I(1⊗ d2))
= d2 ⊗ 1 + 1⊗ d2 + n2T ⊗ (1−Et)
−1 − n2T ⊗ 1.
S(em) = J s0(em)J = −J emJ = −J J1em = −(1− Et)em,
S(gm) = J s0(gm)J = −J gmJ = −J (Jgm − q
m2n1J(em+nT1t))
= −gm + q
m2n1em+nT1t,
S(hm) = J s0(hm)J = −J hmJ = −J (Jhm + q
n2m1J(em+nT1t))
= −hm − q
n2m1em+nT1t,
S(d) = J s0(d)J = −J dJ = −J (Jd− 2J(ET1t)) = −d+ 2ET1t,
S(d1) = J s0(d1)J = −J d1J = −J (Jd1 − n1JTEt) = −d1 + n1TEt,
S(d2) = J s0(d2)J = −J d2J = −J (Jd2 − n2JTEt) = −d2 + n2TEt.
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