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Abstract
Broad line active galactic nuclei (AGN) have been proposed as potential standardisable
candles by Watson et al. (2011), using a technique called reverberation mapping. This thesis
investigates whether AGN are useful high redshift standard candles and how to optimise the
scientic output of the ongoing OzDES reverberation mapping survey.
AGN are highly luminous, numerous, and are present over a huge range of cosmic history.
Due to this, they can be used to probe unexplored regions in the Universe's expansion history
and help constrain the properties of dark energy. To investigate the usefulness of AGN I
consider whether a general high-redshift standard candle will be a powerful probe of dark
energy, when compared to other types of planned dark energy measurements.
I consider several models of how the dark energy equation of state, w(z), may evolve in
time and assess the optimal redshift distribution that a high-redshift standard-candle survey
could take to constrain these models. The more general the form of the dark energy equation
of state w(z) being tested, the more useful high-redshift standard candles become.
As part of the OzDES spectroscopic survey we are carrying out a large scale reverberation
mapping study of 500 AGN over ve years in the 30 deg2 area of the Dark Energy Survey
(DES) supernova elds. These AGN have redshifts ranging up to 4 and have apparent
AB magnitudes between 16:8 < r < 22:5 mag. The aim of the survey is to measure time
lags between uctuations in AGN continuum and broad emission line uxes of individual
objects, in order to measure black hole masses for a broad range of AGN and constrain
the radius-luminosity (R   L) relationship, which makes them viable standard candles. I
investigate the expected eciency of the OzDES reverberation mapping campaign and its
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possible extensions. We expect to recover lags for  35 45% of the AGN. AGN with shorter
lags and greater variability are more likely to yield a lag and objects with lags . 6 month
or  1 year are expected be recovered the most accurately. I show that the baseline OzDES
reverberation mapping campaign should produce an unbiased measurement of the radius-
luminosity relationship for the emission lines: H, Mg ii, and C iv. However, enhancing the
baseline survey by either increasing the spectroscopic cadence, extending the survey season,
or improving the accuracy of the emission line ux measurement will signicantly improve
the R  L parameter constraints for all lines.
For the rst two years of OzDES we have observed 989 AGN but in the following three
years the number of targets we can continue to monitor will be reduced, possibly down
to a minimum of 500 AGN. We chose to prioritise quasars that are likely to recover a lag
and/or enhance the scientic output of the survey. I quantify the quality of the emission
line ux measurements using the signal-to-noise ratio of the ux measurement, and select
the year 3 (2015) targets based on this value and their scientic merit. I also perform
preliminary reverberation mapping analysis on a select sample of targets but the lag recovery
was unsuccessful.
Dansk Resume
Det er blevet forslaet Watson et al. (2011) at aktive galaksekerner med brede emissionslin-
jer, kan benyttes som standardiserbare lyskilder, ved hjlp af en teknik kaldet `reverberation
mapping'. Denne afhandling sger at afklare, om aktive galaksekerner er anvendelige som
standardlyskilder beliggende ved hj rdforskydning og hvordan man kan optimere det vi-
denskabelige udbytte af igangvrende reverberation mapping studier.
Aktive galaksekerner er ekstremt lysstrke, talrige, og er tilstede over en meget stor
del af den kosmiske historie. De kan derfor benyttes til at studere uudforskede dele af
Universets udvidelseshistorie og bidrage til at afgrnse de ukendte egenskaber af mrk energi.
For at belyse anvendeligheden af aktive galaksekerner, undersger jeg om en generel hj-
rdforskydningsstandardlyskilde vil vre nyttig, sammenlignet med andre typer af planlagte
malinger af mrk energi.
Jeg undersger ere modeller for hvordan tilstandsligningen for den mrke energi, w(z),
udvikler sig i tiden, og vurderer hvad den optimale fordeling af rdforskydninger af aktive
galaksekerner kan vre for at et studie af standardlyskilder beliggende ved hj rdforskydning
kan afgrnse modellerne for mrk energi. Jo mere generel formen for tilstandsligningen af
den mre energi er, desto mere nyttig bliver disse standardlyskilder.
Som en del af OzDES, et stort spektroskopisk studie, foretager vi et `reverberation map-
ping' studie af et stort antal ( 500) aktive galaksekerner over en periode pa femar i det 30
grader2 store omrade af Dark Energy Survey (DES) supernovafelterne. Disse aktive galak-
sekerner har rdforskydninger fra nul til 4, og AB tilsyneladende strrelsesklasser pa mellem
16:8 < r < 22:5 mag. Formalet med studiet er at male tidsforsinkelsen mellem variationerne
iv
vi kontinuumemissionen og emission fra de brede emissionslinjer i hver aktiv galaksekerne, for
derigennem at male masserne af supermassive sorte huller for et bredt udsnit af populationen
af aktive galakser, og derved forbedre malingerne af radius-luminositets (R L) relationen, en
sammenhng som gr de aktive galakser til anvendelige standardlyskilder. Jeg efterforsker
den forventede eektivitet af OzDES reverberation mapping studiet og de muligheder der
foreligger for at udvide dette observationsprojekt Vi forventer at kunne male tidsforsinkelser
for  35  45% af de observede aktive galaksekerner. Objekter med kortere tidsforsinkelser
og strre variabilitet giver bedre mulighed for at male tidsforsinkelsen, og objekter med tids-
forsinkelser under 6 maneder eller over 1ar giver den bedste mulighed for at opna en njagtig
maling af tidsforsinkelsen. Jeg viser, at det grundlggende OzDES reverberation mapping
studie skulle kunne producere en maling af radius-luminositetsrelationen for emissionslin-
jerne, H, Mg iiog C iv, som ikke er observersionelt eller statistisk forvrnget (eller `biased'):.
Derudover vil en forbedring af grundstudiet, ved enten at ge den spektroskopiske observa-
tionsfrekvens, forlnge observationsssonen, eller at forbedre prcisionen af uxmalingerne
for emissionslinjerne, signikant forbedre afgrnsningerne af parametrene der indgar i R L
relationen for alle emissionslinjer.
I de to frstear af OzDES har vi observeret 989 aktive galaksekerner, men i de flgende tre
ar vil antallet af objekter vi kan observere blive reduceret, muligvis ned til et minimum pa 500
aktive galaksekerner. Vi vlger at prioritere kvasarer, for hvilke vi med strst sandsynlighed
kan male en tidsforsinkelse, og forbedre det videnskabelige udbytte af studiet. Jeg kvan-
ticerer kvaliteten af malingerne af emissionslinjeuxen ved hjlp af signal-stj-forholdet
af emissionslnjeuxmalingerne, og udvlger objekter for det tredje ar af studiet baseret
pa denne kvalitetsvrdi, samt det videnskabelige grundlag. Jeg foretager ogsa forelbige
reverberation mapping analyser pa en udvalgt gruppe af objekter, men malingen af tids-
forsinkelsen lykkedes ikke.
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Introduction
Active Galactic Nuclei (AGN) are one of the most luminous persistent light sources in the
Universe, over the whole electromagnetic spectrum. They are powerful probes of black hole
mass growth over a large range of cosmic time and can potentially also give insight into
dark energy, as a standardizable candle. Due to their abundance and intrinsic brightness,
AGN can explore regions of space and time hard or impossible to reach with other probes,
potentially enabling the discovery of new physics. This thesis investigates whether AGN are
useful and viable cosmic probes, and it can be roughly divided into two parts. The rst
part looks specically at whether AGN are useful probes of dark energy by considering a
general high redshift standard candle. The second part investigates the viability of using
AGN as cosmic probes, and is based on a real and ongoing AGN survey. In this chapter, I
give a detailed overview of the importance of measuring and understanding black hole mass
growth and dark energy, followed by a more detailed description of AGN and how we can
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use them to measure both these quantities. The following chapters contain more details for
each topic, as appropriate. I also present an outline for the rest of the thesis at the end of
this chapter.
1.1 Dark energy
The present state-of-the-art cosmological measurements suggest that `dark energy' is the
dominant energy component of the Universe at current times, accounting for approximately
70% of the current energy density (e.g. Riess et al., 1998; Perlmutter et al., 1999; Blake et al.,
2011a). Dark energy also appears to be consistent with Einstein's cosmological constant;
however, current theory cannot simultaneously explain both its existence and magnitude
(see Peebles & Ratra, 2003, for review). This creates a serious challenge to our fundamental
particle theory or our theory of gravity. As a consequence, it is fundamentally important
to distinguish whether `dark energy' behaves like a cosmological constant, or has a more
exotic form such as a dynamical uid with negative pressure, a scalar potential eld or can
be reconciled with a modied theory of gravity, for example f(R) (Nojiri & Odintsov, 2007).
The properties of dark energy can be probed by studying its inuence on the expansion of
the Universe. The evolution of the expansion is dependent on the contents of the Universe,
and for a homogenous and isotropic universe, the size, or equivalently the scale factor, a(t),
of the universe evolves according to the Friedmann equations,

_a
a
2
=
8G
3
  kc
2
a2
; (1.1)
and
a
a
=  4G
3

+
3p
c2

; (1.2)
where an overdot represents a derivative with respect to time,  is the density of the universe,
p is the combined pressure in the universe, G is Newton's gravitational constant, c is the
speed of light in vacuum and k=a(t)2 is the spatial curvature1 of the Universe at time t. By
1Curvature refers to how space and time are warped according to general relativity. In a positively curved
universe initially parallel lines must always cross at one point, in a negatively curved universe initially parallel
lines will always diverge away from one another, and in a at universe initially parallel lines stay parallel.
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convention, we set a(t0) = 1, where t0 is the current day. As the dierent components that
make up our universe have distinct equations of state (wi = pi=i, where pi is pressure and
i is the energy density of the component
2), by measuring how a(t) evolves, we can constrain
the proportion of each component at a given time and how their properties evolve in time.
Standard candles and rulers are two of the central tools used to map the expansion of
the Universe. A standard candle is an object with a known luminosity, and the distance to
a standard candle can be determined using the relationship,
F =
L
4D2L
; (1.3)
where F is the measured ux of the object, L is the known luminosity of the object and DL is
the luminosity distance to the object. Standard candles have been of particular signicance
in cosmological discoveries, from the use of Cepheid variable stars in the discovery of the
expanding Universe by Hubble (1929) to more recently the use of type Ia supernovae in
the discovery of the accelerated expansion, and `dark energy' (Riess et al., 1998; Perlmutter
et al., 1999).
A standard ruler is an object or observed feature of known size and the distance to the
object is determined using the relationship,
  d
DA
; (1.4)
where  is the observed angular size of the object or feature, d is the known physical angular
size, and DA is the angular diameter distance to the object. In the local Universe DL = DA,
but because space is expanding, there is not one unique way of measuring the distance
between source and observer. The luminosity distance is related to the angular diameter
distance by,
DL = DA(1 + z)
2; (1.5)
Current measurements of our Universe are consistent with a at universe within 0.5% (Planck Collaboration
et al., 2015).
2For the remainder of the thesis, the notation w refers to dark energy equation-of-state, wdark energy.
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where z is the redshift,
z  e
o
  1 = o
e
  1; (1.6)
where e and o are the emitted and observed frequency of the light, respectively, and
e and o are the associated wavelengths. In cosmology, the relative radial motion and
corresponding redshift are a consequence of the expansion and are related to the relative size
of Universe at the time of emission (te) and observation (to), such that,
1 + z =
a(to)
a(te)
: (1.7)
The proper distance to an object, DM(z), describes the distance that would be paced out
between the observer and object in question at t = t0, and is dened as,
DM =
DL
(1 + z)
= DA(1 + z): (1.8)
The properties of dark energy leave an imprint on the expansion history of the Universe
and the evolution of DM(z), DL(z), and DA(z), as shown in Figure 1.1. Therefore, with
sucient standard candle or standard ruler measurements we can constrain dierent models
of dark energy.
As stated previously, the majority of cosmological studies have found an expansion rate
consistent with the cosmological constant, which is equivalent to dark energy having an equa-
tion of state of w =  1 and therefore constant energy density. However, recent high redshift
measurements have hinted at deviations from a cosmological constant (at 2.5 condence,
Delubac et al., 2015), therefore it is pertinent to explore the high redshift regime.
1.1.1 Current experiments and constraints
Currently, the main probes for investigating dark energy are type Ia supernovae (SNe),
baryon acoustic oscillation (BAO), the cosmic microwave background (CMB), weak lensing
(WL), and galaxy clustering (GC).
Type Ia SNe are the explosion of a white dwarf star as it exceeds the Chandrasekhar
mass, either through accretion of mass from a binary companion star or a merger with
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Figure 1.1: The relative luminosity distance ([DL   DL(w =  1)]=DL(w =  1)) to an
object at a given redshift for dierent dark energy equation of state values, normalised
to our current ducial model of a CDM universe (w =  1; cosmological constant). An
equation of state of w = 0 mimics ordinary non-relativistic matter and the expansion of the
universe is accelerating for any equation of state w <  1=3.
companion white dwarf. This category of supernovae produces a consistent peak luminosity
which allows it to be used as a standardisable candle and probe dark energy by measuring
the redshift dependence of luminosity distance. They are currently the most powerful tools
for investigating dark energy. The state of the art compilation of SNe is currently the
Joint Light-curve Analysis of the Sloan Digital Sky Survey (SDSS-II) and Supernova Legacy
Survey (SNLS3) SNe samples (JLA; Betoule et al., 2014), and the cosmological parameter
constraints found using this compilation in conjunction with BAO measurement and CMB
measurement will be presented later in this section. However, it should be noted that when
the analysis of Chapter 2 was completed two surveys: SNLS1 compilation (Conley et al.,
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2011) and Union2.1 supernova sample (Suzuki et al., 2012), were the state of art samples
and of similar quality. The results from the SNLS1 were used in our analysis.
Baryon acoustic oscillation (BAO) measurements investigate the signatures in the spatial
distribution of galaxies both in the transverse and line of sight directions, due to primordial
acoustic waves. BAO measurements rely only on the three dimensional spatial position of
galaxies from large scale galaxy surveys such as SDSS (Percival et al., 2010; Ross et al.,
2012), 6-degree Feld Galaxy Survey (6dfGS; Beutler et al., 2011), Wigglez (Blake et al.,
2011a; Kazin et al., 2014), and Baryon Oscillation Spectroscopic Survey (BOSS; Anderson
et al., 2012, 2014), and are consequently less aected by astronomical uncertainties than other
current cosmological probes. However, the cosmological interpretation of this measurement
is highly model-dependent. With the advancement in large scale surveys, BAO are becoming
an increasingly strong cosmological tool. BAO measurements have been primarily done with
galaxy surveys but more recently, measurements of the Lyman- forest from high redshift
quasars have enabled BAO measurements out to a redshift z = 2:34. The resulting BAO
measurement was found to hint at an evolving dark energy equation of state (Busca et al.,
2013; Delubac et al., 2015).
The cosmic microwave background (CMB) is thermal radiation emitted at the time of the
decoupling epoch3 (z  1100) and is a remnant of the time when our Universe was in a hot
dense state. It is a nearly perfect 2.725K blackbody with small temperature variations on
the order of 10 5K (0.0004%). The temperature and polarisation anisotropies present in
the CMB arise from two distinct physical mechanisms: gravitational potential uctuations
in the early Universe, and sound waves prior to decoupling, where small uctuations in the
matter-radiation uid oscillated like sound waves. The observed size and distribution of these
anisotropies are highly sensitive to the curvature of the Universe, the matter density, the
relative radiation and baryonic matter density at the decoupling epoch, and the expansion
history of the Universe. Alone, the CMB is not a strong probe of dark energy, as it only
provides us with information for one redshift and the evolution of the angular diameter
distance it measures is dominated by early time expansion, where the eects of dark energy
3The decoupling epoch occurred when the density of the Universe was low enough that the mean free
path of a photon was approximately innite (i.e. transparent) and photons and baryons decoupled.
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are small. Despite this, it is particularly useful in breaking degeneracies when used in
conjunction with lower redshift probes, like SNe and BAO measurements (Frieman et al.,
2003). However, gravitational lensing by large-scale structure leaves an imprint on the CMB
temperature and polarization signature, which is sensitive to late-time expansion and matter
clustering and can therefore give us insight into dark energy and late-time modications
of gravity. The state of the art CMB measurement is the Planck 2015 release (Planck
Collaboration et al., 2015).
The combination of Planck 2015 temperature, polarisation and lensing results, JLA
SNe, the Efstathiou (2014) revised H0 value (where H0 is the current expansion rate H0 =
_a(t0)=a(t0); Riess et al., 2011; Efstathiou, 2014) and various BAO measurements give con-
straints on the dark energy equation of state of w =  1:019+0:075 0:080 for a at universe, and
represents one the strongest constraints on dark energy at present.
Galaxy clustering investigates how the spatial density and distribution of galaxy clusters
evolves in cosmic time (Tegmark et al., 2004; Vikhlinin et al., 2009; Mantz et al., 2010;
Swanson, Percival & Lahav, 2010; de la Torre et al., 2013). This probes the growth of
structure and the geometry of the Universe, which are both related to our cosmological
model. Large scale structure (LSS) surveys such as SDSS (Percival et al., 2010), and the
ROSAT all sky survey (Voges et al., 1999), along with CMB cluster lensing measurements
(Komatsu et al., 2009) are generally used for this research. The current constraints from
galaxy clustering agree with and are competitive with independent cosmological constraints
found from CMB, SNe, and BAO measurements (Mantz et al., 2010).
Weak lensing surveys probe the distortion of background light as it passes though galaxies
and clusters of galaxies (Maoz & Rix, 1993; Massey et al., 2007; Schrabback et al., 2010; Hu
et al., 2011). It gives information on the evolution of angular diameter distance and growth
of structure as the mass and positions of the lenses depend on the matter distribution of the
light cone, while the distances to the objects and lens are determined by the geometry of
the space-time. The accuracy of this method will be limited by systematic errors that are
hard to predict. Currently this method has insucient data to independently constrain the
properties of dark energy competitively with the other methods (Hu et al., 2011), unless
it is combined with galaxy clustering information (Mandelbaum et al., 2012). However,
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many ongoing large scale surveys (e.g. Dark Energy Survey (DES; The Dark Energy Survey
Collaboration, 2005) and Kilo-Degree Survey (KiDS; de Jong et al., 2013)) are expected to
make signicant headway with this technique.
Galaxy clustering and weak lensing probe both the Universe's expansion history and
the growth of structure and accordingly will potentially be the most powerful tools for
dierentiating between dark energy models and modied gravity models (Albrecht et al.,
2006).
All these methods provide us with important and complementary ways to probe the
properties of dark energy but at present, with the exception of BAO, all of the methods are
restricted in redshift range. SNe can only be observed out to a redshift of z  1:8, with the
majority of measurements with z < 1 and galaxy surveys can currently only investigate low
redshifts (z . 1).
Active Galactic Nuclei (AGN) are numerous, highly luminous and persistent sources of
light. Consequently there has been a search for several decades to nd ways to use AGN
as a cosmological tool. Many methods have been sought and proposed. Methods using the
relationships between the CIV emission line width and luminosity (Baldwin Eect, Baldwin,
1977), the relationship between the characteristic variability of an AGN and its luminosity
(Dai et al., 2012), relative time lags between dierent continuum wavelengths (Collier et al.,
1999; Marziani et al., 2003), and some others (e.g Elvis & Karovska, 2002), but most of these
methods do not provide us with a tight enough relationship to be useful for cosmological
investigation or require further modelling to verify their applicability. However, a potential
new method has been proposed by Watson et al. (2011) using reverberation mapping (RM).
This method is well founded in photoionisation physics and current RM measurements when
converted to a luminosity distance have been found to be consistent with the current ducial
cosmology (Watson et al., 2011). I will describe AGN and the basis for using them as
standard candles in more detail in Section 1.3.
Other high-redshift standard candle candidates include: Gamma Ray Bursts (GRBs,
Ghirlanda, Ghisellini & Firmani, 2006; Speirits, Hendry & Gonzalez, 2007; Liang et al.,
2008; Diaferio, Ostorero & Cardone, 2011; Wei, Wu & Melia, 2013), Type II SNe (SNe II,
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Poznanski, Nugent & Filippenko, 2010), and the supernovae associated with GRBs (GRB-
SNe, Li, Hjorth & Wojtak, 2014). However, there is predominantly only empirical evidence
to support the use of these probes and little to no theoretical justication. In contrast,
the understanding of AGN physics required for standard candle measurements are relatively
well established and most of the observed measurement scatter can be attributed to known
correctable systematics (Watson et al., 2011; Bentz et al., 2013; Kilerci Eser et al., 2014).
Therefore, AGN currently have the greatest potential as high redshift standard candles.
1.2 Black{hole Galaxy Co{evolution
It has long been observed that the mass of a central supermassive black holes (SMBHs)
correlate strongly with the properties of its host galaxy, for example, stellar velocity dis-
persion (Ferrarese & Merritt, 2000; Gebhardt et al., 2000; McConnell & Ma, 2013), light
concentration (Graham et al., 2001), and bulge luminosity and stellar mass (Richstone,
1998; Kormendy & Gebhardt, 2001; Marconi & Hunt, 2003; McConnell & Ma, 2013). The
existence of these correlations suggest that SMBH growth and galaxy evolution are closely
linked. However, the underlying mechanism for this interaction is not well understood and
is a major area of research (e.g. King, 2003, 2005; Ferrarese & Ford, 2005; Murray, Quataert
& Thompson, 2005; Di Matteo, Springel & Hernquist, 2005; Di Matteo et al., 2008; Park
et al., 2015).
One of the most commonly adopted explanations is that the mechanisms for AGN trig-
gering and regulated star formation feedback are coupled, and AGN activity heats and expels
gas that would otherwise have cooled and condensed (Silk & Rees, 1998; King, 2003; Hopkins
et al., 2006; Hopkins, Richards & Hernquist, 2007; Fabian, 2012). Therefore, quenching the
growth of the host galaxy and, in turn, further growth of the SMBH. This feedback can occur
in both major 4, wet (gas rich) galaxy mergers in which the SMBH grows rapidly over a short
period, or smaller, secular (slow), episodic, and stochastic feeding of small SMBH. This sec-
ular evolution can include: slow internal evolution in the galaxy, for example, redistribution
4Major mergers refer to a merger in which its constituent galaxies are of similar size, and the resulting
combined galaxy dynamics and morphology is signicantly dierent from the original galaxies.
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of material due to bars and spirals, or slow external evolution from minor5 mergers; slow
accretion of gas from the intergalactic medium6 or neighbouring galaxies; or harassment7
from a passing galaxy.
Others have proposed that the correlations between the MBH and the bulge properties
can be explained purely by hierarchical assembly of initially uncorrelated distributions of
BH and stellar mass through galaxy merging, as a consequence of the central limit theorem
(Peng, 2007; Jahnke & Maccio, 2011). In this case, AGN feedback is not necessary but
still a possible component of galaxy evolution and in its presence, successive mergers simply
decrease the scatter in MBH-galaxy correlations.
Despite that, semi-analytical models of the formation and evolution of galaxies cannot
reproduce observed galaxy properties without injecting a large amount of energy into the
system to expel gas from the central regions of the galaxy and quench star formation (e.g.
Benson et al., 2003; Bower et al., 2006; Croton et al., 2006). AGN activity is currently the
best candidate method for introducing this required energy. Over its lifetime, a SMBH gen-
erally releases an integrated energy of 1060-1062 erg (Silk & Rees, 1998), which is signicant
compared to the binding energy of a galaxy. This suggests that there is real and signicant
feedback taking place between the host galaxy and the central SMBH.
Additionally, star formation rates (SFR) and AGN activity (and therefore SMBH growth)
have had very similar evolutionary tracks, with a rapid increase between z = 0 to 1, a
broad maximum around z  2  3 and relatively sharp decline at higher redshifts (Shankar,
Weinberg & Miralda-Escude, 2009, and references within). The ratio between the volume-
weighted star formation rate in galaxies to the total volume-weighted accretion rate onto
black holes has also remained roughly constant at a value of the order of 103 for at least
the last 11 Gyr of cosmic history (Heckman et al., 2004). The two growth histories are
also both `anti-hierarchical' in nature, such that, the most massive galaxies form in intense
starbursts at high redshifts, while less massive galaxies have more extended star formation
5Minor mergers occur when one of the galaxies involved is signicantly larger that the other(s). In this
case, the larger galaxy `consumes' the smaller galaxy and absorbs its stars and gas without being signicantly
aected otherwise.
6A diuse gas or plasma occupying the space between galaxies, and has not yet condensed into galaxies.
7Galaxy `harassment' is the common term to describe interactions involving high-speed galaxy y-bys.
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histories that peak at lower redshifts (Bower, Lucey & Ellis, 1992; Thomas et al., 2005,
2010; Nelan et al., 2005), and the most massive black holes tend to grow in intense AGN
activity phases which peak at early times and less massive black holes have more extended,
less intense growth histories that peak at later times (Ueda et al., 2003; Hasinger, Miyaji &
Schmidt, 2005; Richards et al., 2006; Vestergaard & Osmer, 2009).
However, the MBH does not appear to correlate with the disk component of the galaxy
(Kormendy & Gebhardt, 2001) or the galaxy's associated dark matter halo (independent of
the bulge) (Kormendy, Bender & Cornell, 2011); black holes of MBH < 10
6M have been
found to exist without associated bulge component (Filippenko & Ho, 2003; Barth et al.,
2004; Peterson et al., 2005; Satyapal et al., 2007); and individual AGN hosts have been found
to have a range of star-formation rates, suggesting the co-evolution of black holes and their
associated galaxies is a complicated process.
To understand the origin of the SMBH-galaxy relationship and its evolution, as well
as the growth of SMBHs over cosmic time, we require accurate and precise black hole mass
measurements over a broad range of times and conditions. Black hole masses can be measured
directly via stellar or gas dynamics measurements. However, these measurements require
high spatial resolution and are consequently restricted to the local Universe. Broad line
AGNs provide an alternative method of direct black hole mass measurement using RM. As
AGN or quasars8 are some of the most luminous objects in the Universe, they can serve as
a probe of the growth and evolution of black holes over a large span of cosmological history.
As it stands, AGN are the only objects for which we can obtain SMBH mass measurements
beyond our local Universe (Ferrarese & Ford, 2005).
Therefore, to fully understand the underlying SMBH-galaxy relationship we need to use
AGN to investigate how the various MBH-host galaxy property relationships evolve over a
large cosmic time and the instantaneous growth of the SMBH through accretion and stellar
mass growth through investigations of the star formation rate of a galaxy. It is important to
uncover when the SMBH-galaxy correlations were established and whether i) SMBH grew
in symbiosis with their hosts over the whole lifetime, ii) the SMBH grew substantially in
8The terms 'quasar' refers to an unobscured Type I broad line AGN and throughout the rest of this
thesis we will generally only consider luminous broad line AGN, so the terms `AGN' and `quasar' will be
used interchangeably.
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early times, with the galaxy catching up, or iii) the galaxy grew rst and the black hole
adjusted to its host through feeding. The latter two require feedback and self-regulation to
be dierent at early times and will give insight into the mechanisms of galaxy evolution.
Several recent review articles have been written on this topic (e.g., Fabian, 2012; Schaw-
inski, 2012; Kormendy & Ho, 2013; Heckman & Best, 2014).
1.3 Active Galactic Nuclei
AGN were rst discovered to be a distinct class of objects in 1943 by Carl Seyfert (Seyfert,
1943). However, the original class of objects dened by Seyfert included only a small subset
of what is now referred to as AGN. In fact, AGN can vary signicantly in their observed
characteristics and were believed for several decades to be several distinct classes of galax-
ies (e.g. Seyfert 1 galaxies, Seyfert 2 galaxies, quasars, narrow line radio galaxies, broad
line radio galaxies, blazars, low-ionisation nuclear emission-line regions (LINERs) galaxies,
and broad absorption line galaxies). These various classes, however, share several common
characteristics:
 They generally have comparatively strong continuum emission across the entire elec-
tromagnetic spectrum,
 The continuum emission is highly variable,
 The emission appears to originate from a compact (unresolved) source in the core of
the host galaxy,
 Both broad (FWHM>1000km s 1) and narrow (FWHM<1000km s 1) emission lines
are often present.
 Strong radio jets are also commonly present.
It is now generally accepted that all AGN subclasses can be unied into a simple model
in which the large variety of observed properties can be attributed to a combination of
small changes in the intrinsic physical properties of the AGN, principally the luminosity,
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and the orientation of the system with regard to the observer. It is believed that AGN are
`central engines' that consist of a hot accretion disk surrounding a supermassive black hole,
in which gravitational potential energy is converted into radiation via viscous dissipation.
The accretion disk consequently emits extremely luminous thermal radiation (non-stellar)
across a broad range in the electromagnetic spectrum. The unied theory of AGN describes
the accretion disk as being surrounded by high velocity nebular gas (broad line region; BLR),
and on larger scales, an obscuring ring- or bowl-like dust torus. Additionally, synchrotron-
emitting jets lead to large radio emission, perpendicular to the accretion disk, though the
strength of the jets generally appears strongly asymmetric due to Doppler boosting. A
diagram of the proposed structure of an AGN is shown in Figure 1.2. The orientation of the
system to the observer governs the observed characteristics of the AGN.
There has recently been some question as to whether this model can be used to explain all
the observed dierences between the dierent AGN classes (Villarroel & Korn, 2014; Denney
et al., 2014), but we will not discuss that here.
1.3.1 Reverberation Mapping
Our ability to measure black-hole masses in AGN or use AGN as standard candles is based on
the technique of RM. As mentioned previously, the accretion disk emits extremely luminous
thermal (non-stellar) radiation. Nearby high velocity nebular gas, in the BLR, is ionised by
the radiation from the accretion disk (continuum radiation) and reprocesses it as Doppler
broadened emission lines. The accretion disk luminosity varies irregularly with time and the
associated emission lines from the BLR have been observed to respond to these variations in
a roughly linear fashion. However, the emission-line response is delayed and spread out in
time, compared to the accretion disk variability, due to the light-travel time eects within
the BLR region. If we consider a broad line region distributed along a thin spherical shell
of radius, R, centred on the accretion disk as shown in Fig. 1.3, the observed line response
from a cloud located at angle, , is delayed by the additional light travel time for the ionising
photon to travel to the BLR and the corresponding emission line photon to travel to the
observer, such that, () = (1 + cos )R=c, where () is the observed delay and c is the
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Figure 1.2: Unied structure of AGN. The dierences between the various classes of AGN
are considered to be caused largely by the viewing angle of the observer. If the system is
viewed from above the torus (Type 1), the central nucleus, broad line region, and narrow line
region can be observed directly. If the AGN is observed through the obscuring torus (Type
2), the central nucleus and BLR are obscured leaving only the narrow line region visible.
The continuum radiation is scattered by material above the torus towards the observer, so
is not completely obscured but is generally weaker in Type 2 AGN. The gure is adapted
from Urry & Padovani (1995).
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R
Observer
Figure 1.3: A notional BLR comprised of clouds orbiting the central source at radius R.
The arrowed line shows the path of an ionising photon to a BLR cloud at coordinate (R; )
and the path of the associated emission-line photon as it heads toward the observer. The
observed time lag between an observed continuum outburst and the response from the cloud
is given by the light travel time along the given path  = (1 + cos )R=c. Sourced from
Peterson (1997).
speed of light. Therefore, the mean delay is simply,  = (R=c)
R 2
0
(1+cos )d=2 = R=c. In
general, the system is not this simple and the true response depends on both the geometry,
orientation, and structure of the BLR. We can obtain some measure of the spatial extent
(responsivity-weighted) of the BLR by cross-correlating the continuum and emission-line
light curves, or dynamical modelling the BLR. RM is the measurement of the BLR spatial
extent, or more specically  (Blandford & McKee, 1982; Peterson, 1993)9.
1.3.2 Black Hole masses
If the motion of the gas in the BLR is dominated by gravity, the black hole mass is given by
the virial relation,
MBH =
fcV 2
G
; (1.9)
9RM is based on several assumptions (Peterson, 1993), namely:
(a) The continuum originates in a single central source although not necessarily emitted isotropically.
(b) Light-travel time  = R=c is the most important time scale. That is, the photonionization and
recombination timescale is negligible in comparison.
(c) There is a simple, though not necessarily linear, relationship between the observed continuum and
the ionising continuum.
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where G is the gravitational constant,  is the measured RM time lag, V is the line of
sight velocity dispersion of the gas in the BLR, estimated from emission line width, and f
is a dimensionless virial factor that converts the measured virial product into a black hole
mass. The value of f is on the order of unity, but is dependent on the geometry, kinematics
and orientation of the BLR and it is dicult to determine f for individual objects, as it
requires knowledge of the true black hole mass. Great advances are being made in dynamical
modelling of the BLR using high quality RM data, enabling simultaneous tting ofMBH and
f (Brewer et al., 2011; Pancoast et al., 2012; Pancoast, Brewer & Treu, 2014). However,
it is common practice to use a sample average value, hfi, calibrated from the MBH   
relationship in local quiescent galaxies10 (e.g. Onken et al., 2004; Woo et al., 2010; Graham
et al., 2011; Park et al., 2012; Woo et al., 2013; Grier et al., 2013). The resulting scatter
in the AGN MBH    relationship is of the order of 0.43 dex (Woo et al., 2010), and this
scatter generally dominates the uncertainty in the RM based masses11.
Currently, RM has yielded masses for approximately 60 AGN (e.g., Bentz & Katz, 2015)
and these masses have been found to be consistent with mass measurements from stellar and
gas dynamics (see Table 1.1 Davies et al., 2006; Onken et al., 2007; Hicks & Malkan, 2008;
Onken et al., 2014).
The majority of RM has been done with the H emission line due to the strength of the
line, its visibility in the optical spectrum in the low redshift regime, and its proximity to
the OIII] 4959, 5007 doublet, which provides a natural and robust method for internal ux
calibration of the spectra.
1.3.3 Photoionisation
It has been observed that dierent emission lines are associated with dierent time lags.
Emission lines prominent in highly ionised gases respond to the continuum on a shorter time
scale than lines prominent in low ionisation gases.
To describe the photoionisation processes in the BLR, we can dene the number of
10Under the assumption that active and quiescent galaxies follow the same MBH    relation, which has
been found to be reasonable (Woo et al., 2010; Park et al., 2012; Grier et al., 2013).
11This calibration makes RM mass measurements a secondary method, rather that a direct measure of
the black hole mass.
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Table 1.1: Comparison of black hole masses determined using stellar and gas dynamics,
megamaser motion, and reverberation mapping.
Method Mass (106 M)
NGC4258 NGC 3227 NGC 4151
Megamasars 38:2 0:1 (a) N/A N/A
Stellar dynamics 33 2 (b) 7-20 (c) 54 18 (d,f)
Gas dynamics 25-260 (e) 20+10 4 (g) 43
+12
 32 (g,f)
Reverberation N/A 7:63+1:62 1:72 (h) 46 5 (i)
MBH -  (j) 13 25.0 6.1
R-L scaling (k) N/A 15 65
(a) Herrnstein et al. (2005), (b) Siopis et al. (2009), (c) Davies et al. (2006), (d) Onken et al.
(2007), (e) Pastorini et al. (2007), (f) Honig et al. (2014) (g) Hicks & Malkan (2008), (h)
Denney et al. (2010), (i) Bentz et al. (2006a), (j) Gultekin et al. (2009), and (k) McGill et al.
(2008)
photons emitted by the central source per second that can ionise a hydrogen ion as
Qion =
Z 1
1
L
h
d; (1.10)
where L is the specic luminosity of the central source at a given frequency and the integral
is taken over the total frequency range of the ionising photons. Photoionisation equilibrium
occurs when the rate of photoionisation is equal to the rate of recombination. We can
dene an ionisation parameter, U , such that the conditions for equilibrium can be expressed
in terms of this parameter. The ionisation parameter is given by the ratio of the photon
number density Qion=4R
2c (reecting ionisation rate) to the particle density ne (reecting
recombination rate) at the incident face of the cloud,
U =
Qion
4R2cne
: (1.11)
When U = 1 the density of ionising photons is equal to the density of electrons. The
proportion of ionised atoms is directly proportional to this parameter; however, the exact
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proportionality is species dependent. Therefore, for every species there is a specic value of
U , for which photoionisation equilibrium is achieved. If we assume the ionisation parameter,
gas densities, and ionising spectral energy distributions (SEDs) of all AGN are the same, or,
more simply, brighter AGNs are simply `scaled-up' versions of fainter AGNs, then we can
extract a simple relationship between the size of the BLR, R, and the AGN luminosity (as
L / Q),
R / L1=2; (1.12)
where the proportionality is dependent on the emission line in question. This assumption of
`scaled-up' AGN, is valid at least to rst order, because AGN spectra were found to be very
similar (Vanden Berk et al., 2001, 2004).
1.3.4 Radius-Luminosity Relationship
As predicted in the previous section, an empirical relationship has been found between the
time lag, and consequently size of the BLR, and the luminosity of the central source (Kaspi
et al., 2000; Peterson & Horne, 2004; Bentz et al., 2009a). The R  L relationship was rst
observed with statistical signicance, using H and the slope of the R  L relationship was
found to be  = 0:7 (Kaspi et al., 2000), where R = L. More recent studies have shown
that when the RM measurements are performed accurately, with sucient sampling, and
the host galaxy ux contribution is taken into account, the revised empirical R L relation
is consistent with the theoretical prediction, R / L1=2 (Figure 1.4 Bentz et al., 2009a,
2013). Currently the H R   L relationship spans ve orders of magnitude in luminosity
and the current estimated root mean square scatter is approximately  logR = 0:2 dex,
using the total sample (Bentz et al., 2013), and 0.11 dex when only the best quality data12
are analysed (Peterson, 2010). The tightness of the empirical luminosity-radius relationship
further solidies the assumption that the conditions inside the BLR are consistent between
AGN, referred to in Section 1.3.3.
12`Best data' referrs to AGN measurements with reliable time lag measurements (i.e. time lags that can
be observed by eye), from well-sampled light curves.
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Figure 1.4: Plot of the observed H BLR size with respect to 5100A luminosity from
the compilation of Bentz et al. (2013) and the best t to the cleaned data (see Bentz
et al. (2013) for details). The relation is given by log(r lightdays) = 1:560  0:024 +
(0:546+0:027 0:028) log(L=10
44ergs 1), which is consistent with r / pL.
Single Epoch Masses
Direct RM is highly resource and time intensive. However, by utilising the R L relationship
black hole masses can be estimated for a large sample of AGN, using only one spectral mea-
surement (Wandel, Peterson & Malkan, 1999; Vestergaard, 2002; Vestergaard & Peterson,
2006). This process is generally known as single-epoch mass estimation and it is a widely
used and important technique for investigating SMBH{galaxy co{evolution (e.g., Willott
et al., 2010; Mortlock et al., 2011; Vestergaard et al., 2008; Vestergaard & Osmer, 2009;
Schulze & Wisotzki, 2010; Trump et al., 2011; Shen & Liu, 2012; Kelly & Shen, 2013), as it
allows the exploration of a broad AGN population. Unfortunately, the current RM sample is
biased towards local, low luminosity objects, which are not representative of typical quasars
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(Richards et al., 2011). This has led to concerns that the existing RM sample may be biased
compared to the broader quasar population (e.g., Shen et al., 2008; Richards et al., 2011;
Denney, 2012) and that the application of the secondary mass estimates on a broader AGN
population is potentially erroneous. Due to the practicality of single epoch mass estimates
it is important to determine the R  L relationship accurately and precisely.
Standardizable Candle
If we perform RM on a large sample of AGN we can infer the luminosity of each object based
on the R   L relationship, therefore allowing DL to be determined. Or in more technical
terms, the R / L1=2 relationship is equivalent to =pF / DL, where  is the observed rest{
frame time delay between continuum and emission line ux variations, and F is the observed
ux. With sucient AGN measurements we can attempt to reconstruct how DL(z) evolves
over a large range of cosmic time and gain information about the content and behaviour of
the Universe and dark energy.
It is reasonable to assume that AGN can act as reliable standardisable candles for cosmo-
logical investigations, given our current observations; however, further research is required.
The future research may include investigations into the evolution of the AGN population
with time and environment; evolution in the R   L relationship with redshift, metallicity,
and/or accretion rate; the eect of BLR geometry on the observed emission line response
(Horne et al., 2004; Pancoast, Brewer & Treu, 2011; Goad & Korista, 2014); the intrinsic
scatter in the radius-luminosity relationship (Bentz et al., 2013; Kilerci Eser et al., 2014);
and if there is a clear calibratable relationship between the dierent emission line R   L
relationships.
1.4 Thesis Outline
This thesis initially investigates the expected constraints achieved with a high redshift stan-
dard candle like AGN. It then specically evaluates an ongoing RM survey to predict how
well black hole masses and the R L relationship will be recovered, and how to best optimise
the survey.
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This thesis is predominantly based on two published papers, presented as Chapter 2 and
3 in this thesis, along with additional analysis on both topics, and an investigation into
target selection for the next year of observation in the ongoing RM survey.
Although I have used the rst person plural throughout, the work presented in this thesis
is my own. The work was largely carried out in close contact between myself and one or both
of my two primary collaborators, Tamara Davis and Paul Martini. They are both fountains
of ideas, and much of the work I completed arose from investigating their insights.
2
High-redshift standard candles: predicted
cosmological constraints
This chapter is based on the published paper: Anthea L. King, Tamara M. Davis, K. D.
Denney, Marianne Vestergaard, and Darach Watson, `High-redshift standard candles: pre-
dicted cosmological constraints' , MNRAS, 441, 3454-3476 (2014). It is accompanied by
some additional analysis on the redshift dependancy of a linear parameterised dark energy
model.
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2.1 Abstract
We investigate whether future measurements of high-redshift standard candles will be a
powerful probe of dark energy, when compared to other types of planned dark energy mea-
surements. Active galactic nuclei, gamma-ray bursts, and certain types of core collapse
supernova have been proposed as potential candidates of such a standard candle. Due to
their high luminosity, they can be used to probe unexplored regions in the expansion history
of the Universe. Information from these regions can help constrain the properties of dark
energy, and in particular, whether it varies over time.
We consider both linear and piecewise parameterizations of the dark energy equation of
state, w(z), and assess the optimal redshift distribution that a high-redshift standard-candle
survey could take to constrain these models. The more general the form of the dark energy
equation of state w(z) being tested, the more useful high-redshift standard candles become.
For a linear parametrization of w(z), they give only small improvements over the combined
planned supernova and baryon acoustic oscillation measurements; a wide redshift range with
many low redshift points is optimal to constrain this linear model. However to constrain
a general, and thus potentially more informative, form of w(z), having many high-redshift
standard candle measurements can signicantly improve limits on the nature of dark energy,
even compared to dark energy experiments currently only in the planning stages.
2.2 Introduction
Cosmological measurements suggest that `dark energy' is the dominant energy component of
the Universe, accounting for approximately 70 per cent of the energy density at the present
day (e.g. Blake et al., 2011a,b; Conley et al., 2011; Anderson et al., 2012; Hinshaw et al.,
2013; Padmanabhan et al., 2012; Planck Collaboration et al., 2014). We have no theory that
simultaneously explains both its existence and magnitude, which suggests that the standard
model of particle physics, quantum physics, or our theory of gravity are incomplete. The
simplest model of dark energy corresponds to Einstein's cosmological constant | a constant
energy density, x, with negative pressure, px, such that px =  x, but it could also take a
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more exotic form such as a dynamical uid with negative pressure, a scalar potential eld,
or could be accounted for by a modied theory of gravity such as f(R) (Nojiri & Odintsov,
2007). In all models, dark energy can be characterized by its equation of state w  px=x.
Measuring the present value of w and any time variation provides us with crucial information
about the underlying physics of dark energy.
The properties of dark energy can be probed by studying its inuence on the expansion of
the Universe. Standard candles and rulers are tools for mapping this expansion. Standard
candles have had central roles in major cosmological discoveries, such as the discovery of
the expanding Universe by Hubble (1929) using Cepheid variable stars and the more recent
discovery of the accelerated expansion and `dark energy' using Type Ia supernovae (SNe)
(Riess et al., 1998; Perlmutter et al., 1999).
To investigate the Universe and its expansion, it is important to use data sets from various
dierent probes to break degeneracies between cosmological parameters, and therefore derive
tighter constraints (Bahcall et al., 1999; Huterer & Turner, 2001; Levine, Schulz & White,
2002; Melchiorri et al., 2003; Wang et al., 2004; Mantz et al., 2010). Using multiple probes
simultaneously is also important for consistency checks between independent methods and
to understand and mitigate systematic errors. Presently, several cosmological probes are
being used to study the Universe, including: SNe, baryon acoustic oscillations (BAO), the
cosmic microwave background (CMB), weak lensing (WL), and galaxy clustering (CL).
These probes provide us with important and complementary ways to investigate the
properties of dark energy, but at present, with the exception of BAO, all of these methods
for making cosmological measurements are restricted to relatively low redshifts. Proposed
SN measurements may only be observed out to a redshift of z < 2:5 (Grogin et al., 2011;
Koekemoer et al., 2011), though the majority of measurements will remain at z < 1:5,
due to their relative faintness at these redshifts and observational magnitude limits, as well
as a decrease in SN rates at high redshifts (Albrecht et al., 2006; Hook, 2013). Galaxy
surveys [e.g. Sloan Digital Sky Survey (SDSS) (Percival et al., 2010), WiggleZ (Blake et al.,
2011a), and Baryon Oscillation Spectroscopic Survey (BOSS) (Anderson et al., 2012)], from
which WL, CL, and BAO measurements are made, are also currently restricted to low
redshifts (z . 1). Some BAO measurements have been obtained in a higher redshift regime
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by probing distant galaxies through Lyman  absorption in quasar spectra (Busca et al.,
2013; Slosar et al., 2013). Future galaxy surveys are predicted to extend the redshift range
probed by WL and CL to z  3 but such surveys will not be completed in the next 5-10
years. With information over a larger redshift range, we can more easily identify time-
evolving behaviour in dark energy, if it is present. Fig. 2.1 shows that a large range of
models are all reasonably consistent with the low-redshift data points and become more
easily distinguishable with the inclusion of high-redshift measurements. The models of dark
energy we have shown in this gure are described by the Chevallier{Polarski{Linder, CPL,
parametrization, w(z) = w0 + wzz=(1 + z).
Active Galactic Nuclei (AGN) have been proposed as high-redshift cosmological probes
by Watson et al. (2011) using a technique called reverberation mapping. AGN display a
tight empirical radius-luminosity (rBLR   L(5100A)) relation (Koratkar & Gaskell, 1991;
Wandel, Peterson & Malkan, 1999; Kaspi et al., 2000; Bentz et al., 2006b, 2009a, 2013),
which makes them suitable as standardizable candles. Here, rBLR is the distance between
the central accretion disc and the broad-emission-line region (BLR), where nebular clouds
reprocess the accretion disc continuum radiation of luminosity, L, into emission line photons.
The value of rBLR is measured from the observed time lag between the nuclear continuum
and broad-emission-line light-curve variations, taken to be the light travel time between the
central source and the BLR (see, e.g., Peterson, 2001). Since AGN are numerous, highly
luminous, and persistent sources of light that are present over a broad range of epochs, they
are good candidates for distance measurements. Currently the rBLR   L relationship spans
ve orders of magnitude in the optical continuum luminosity at 5100A from 1041 to 1046 erg
s 1 with an observed scatter in the relationship as low as 0.13 dex (equivalent to 0.33 mag
in the distance modulus; Bentz et al., 2013), with a clear potential for further reduction in
the scatter (Watson et al., 2011) making the relationship a reasonable tool for dark energy
investigations.
The rBLR L relationship is anchored in well-understood photoionization physics (Peter-
son, 1997; Osterbrock & Ferland, 2006). For systems with the same ionization parameter,
gas densities, and ionizing spectral energy distributions (SEDs), AGN broad emission lines
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are emitted most eciently at a specic ux. In AGN, at least to the rst order, this con-
dition holds, and as a consequence the simple relationship, rBLR / L1=2, is expected. This
rBLR L relationship can be translated to =
p
F / DL, where  is the measured time delay
( = rBLR=c), F is the measured ux of the object, and DL is the luminosity distance. Thus
a Hubble diagram can be constructed - see Fig. 2 of Watson et al. (2011).
The constancy of the ionization parameter, gas densities, and SED between AGN is
supported by the agreement between the predicted and observed rBLR L relationship (Bentz
et al., 2009a, 2013) and the uniformity in AGN spectra (Vanden Berk et al., 2001, 2004;
Dietrich et al., 2002). Despite this, the potential for intrinsic variation in this rBLR   L
relationship with black hole characteristics or metallicity, for example, may need to be tested
further.
Besides AGN, Gamma Ray Bursts (GRB Ghirlanda, Ghisellini & Firmani, 2006; Speirits,
Hendry & Gonzalez, 2007; Liang et al., 2008; Diaferio, Ostorero & Cardone, 2011; Wei,
Wu & Melia, 2013), Type II SNe (SNe II Poznanski, Nugent & Filippenko, 2010), and the
supernovae associated with GRBs (GRB-SNe, Li & Hjorth, in prep.) may also have potential
to be standardisable candles, but at this stage, there is no strong evidence to support the
use of these probes. New variability surveys make GRBs a highly sought after high-redshift
standard candle (HzSC) candidate; however, the physics is still not well known. In contrast,
AGN physics is better understood and much of the measurement scatter for AGN can be
attributed to known correctable systematics (Watson et al., 2011, Kilerci-Eser et al., in
prep.). Accordingly, AGN are likely to be our best candidate at this time.
In our analysis, we determine the requirements for an HzSC to be a competitive cos-
mological probe regardless of the type of standard candle. We investigate how this general
standard candle can complement existing and future constraints on dark energy properties
from Type Ia SNe, BAO, and the CMB. To investigate the properties of dark energy, we
consider both a linear, time-evolving dark energy equation of state and a parametrization-
independent piecewise equation of state model. We also consider how well a general standard
candle can measure the Hubble parameter in independent redshift bins, and make an esti-
mate of the dark energy density function. Similar work has been done by Goliath et al.
(2001); Huterer & Turner (2001); Frieman et al. (2003); Linder & Huterer (2003); Salzano
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et al. (2013) but only with standard candle measurements with the redshift capabilities of
SNe and only in conjunction with CMB measurements. We extend the redshift range of the
standard candle probe in this case and also consider the inclusion of BAO constraints. Other
authors have looked at how future surveys will constrain dark energy but do not consider
the possibility of an HzSC (e.g., Albrecht et al., 2006; Sarkar et al., 2008; Eisenstein et al.,
2011).
The aim of this paper is to predict the power of standard candle measurements for con-
straining dark energy properties and determine the optimal redshift distribution required
to set the tightest constraints. From this analysis we can make a judgement about how
useful HzSCs are as cosmological probes and dene an optimal survey strategy. This paper
is organized as follows: Section 2.3 describes the analysis methods we have implemented,
Section 2.4 outlines the observables and data sets we use, while Section 4 details the param-
eters we t. We present the results of our analysis in Section 2.6. Discussion and conclusions
are presented in Section 2.7.
2.3 Analysis Methods
We predict the cosmological information that can be extracted from measurements of a
reliable HzSC. In particular, we concentrate on how well an HzSC, with an extended redshift
range, can further constrain the properties of dark energy over and above existing and
predicted future SN, BAO, and CMB measurements. In order to make these predictions, we
employ two dierent methods:
1. Parameter tting (2), and
2. Fisher matrix analysis.
The parameter tting method uses a 2 analysis on mock standard candle data and tests
the likelihood of the data given the model. It is the more accurate of the two methods,
but can be computationally time consuming. The Fisher matrix method is a second order
Gaussian likelihood estimation that is very popular in predicting the constraints on various
cosmological parameters due to its simplicity and speed (e.g. Albrecht et al., 2006; Bassett
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Figure 2.1: Hubble diagram showing a distance modulus, , normalized to that expected for
a CDM universe (dotted black curve). Blue and red curves show possible w(z) models. The
models of dark energy we show in this gure are described by the Chevallier-Polarski-Linder,
CPL, parametrization, w(z) = w0 + wzz=(1 + z). CDM is therefore given by w0 =  1;
wz = 0. The Union2 SN data [grey for individual measurements and black for redshift binned
results (Weighted arithmetic mean)] are also shown to demonstrate the range of redshifts
currently probed by standard candle measurements. The top plot shows a zoomed in section
of the plot. All models shown are hard to distinguish with only these data pointsa. The lines
with the same colours represent models that are hard to distinguish with only high-redshift
measurements (due to uncertainty in the absolute magnitude) but are easy to distinguish
with both high- and low-redshift measurements. The purple, brown, and green shaded
regions shown at the bottom of the plot represent the predicted redshift limits of future SN,
BAO, and proposed HzSC measurements, respectively.
aAlthough the mean points look distinguishable from the various models, the mean values cannot be used
in cosmological ts and the likelihood values calculated for all four models are in fact very similar.
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et al., 2011; More et al., 2013); however, it fails when the errors in the parameter space
are non-Gaussian, which is common for individual cosmological probes. Nonetheless, Fisher
predictions are reasonably reliable for large numbers of standard candle measurements and
for combinations of probes, because as the constraints become tighter, the uncertainties tend
to become more Gaussian.
2.3.1 Parameter tting (2)
Our rst method of analysis is likelihood testing using real data from SN, BAO, and CMB
measurements and mock catalogues of standard candle data and future SN and BAO data.
The likelihood that the data are consistent with the model is L / exp[ 2=2]. We explore
the parameter space using either a grid approach, for simple models (such as the linear dark
energy equation of state parametrization), or Markov Chain Monte Carlo (MCMC) analysis,
for models with many parameters (such as the piecewise parametrization). We restrict our
parameter space to 50:0  H0  100:0 and 0:15  
m  0:4, where H0 is the present day
Hubble constant, and 
m is the present matter density fraction. Independent measurements
of 
m (e.g. Samushia et al., 2013) and H0 (e.g. Sandage et al., 2006; Riess et al., 2011) are
consistent with these parameter ranges. For each trial cosmology in our parameter space,
picked by MCMC or grid method, we calculate the 2 value,
2(Pmod) =
X
ij

xmi (Pmod)  xdi

C 1ij

xmj (Pmod)  xdj

; (2.1)
where xmi (Pmod) is the predicted observable given the model parameters, xdi is the observed
value, and C 1ij is the inverse covariance matrix of the observable x
d. If the measurements
of xd are independent then the covariance matrix is diagonal, such that Cii = 
2
i where i is
the uncertainty in the xdi measurement.
If the observable has the form, x = f(P) + K, where K is a constant, and if no prior
knowledge of K is assumed at all, we can analytically marginalize over this constant nuisance
parameter (K 2 [ 1;1]). The revised 2 equation used for this purpose is given in
Appendix A.1.
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2.3.2 Fisher Matrices
The Fisher matrix method is a method of predicting constraints on your parameter space
without real or simulated data. It is a second order approximation of the likelihood. It
assumes Gaussian uncertainty on the parameters being t, as opposed to only assuming
Gaussian uncertainties on the measured quantities as in the previous analysis. Using a du-
cial model and expected measurement uncertainties, the likelihood in the nearby parameter
space can be predicted.
The Fisher matrix is dened such that its inverse is the covariance matrix
[F ] 1 = [C] =
24 2 
 
2

35 ; (2.2)
where  is the uncertainty associated with an arbitrary parameter , and  = 
where  is known as the correlation coecient, which varies from -1 (completely anti-
correlated) to 0 (uncorrelated) to 1 (completely correlated). Once the Fisher matrix is
known, the inverse gives the best possible constraints that we can derive for the parameters
given the observed data. According to the Cramer-Rao inequality, the Fisher matrix gives
a lower bound on the parameter uncertainty ,
 
q
(F 1): (2.3)
For N model parameters ; ; : : : ; N , the Fisher matrix, F , is an N  N symmetric
matrix. Consider b observables, f1; f2; : : : ; fb (such as the distance modulus ), with which
you attempt to measure cosmological parameters, n (such as 
m;
; w), where each ob-
servable is related to the model parameters by some function, e.g.  = (
m;
; : : :). Then
the elements of the Fisher matrix are given by,
F =
X
b
1
2b
@fb
@
@fb
@
; (2.4)
where each element is summed over the observables. The derivatives of the observables with
respect to the parameters required for the Fisher matrix analysis are given in Appendix A.2.
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To marginalize over any parameter, the Fisher matrix is inverted, then the associated rows
and columns for that parameter are removed from the matrix, and the inverted Fisher matrix
is once again inverted to give the revised Fisher matrix. Useful formulae for performing this
marginalization stably are described in the appendix of Matsubara (2004).
Using Fisher matrices is computationally much simpler than performing the full likelihood
analysis and is therefore common practice when forecasting the precision of a future survey
(Albrecht et al., 2006; Eisenstein et al., 2011).
2.3.3 Quality Measures of Constraining Power
To quantify the improvement achieved with the addition of a new HzSC, we calculate the
predicted change in the constraints of various dark energy parameters. These include the
Hubble parameter in several redshift bins H(zi), a piecewise t to the dark energy equation
of state w(zi), and a linear parametrization of a time-varying dark energy equation of state,
w(z) = w0 + wzz=(1 + z). In the latter case, we also consider the gure of merit (FoM)
suggested by the Dark Energy Task Force (DETF; Albrecht et al., 2006), given by the
inverse of the area within the 95 per cent condence level (2) contours of the parameters
w0 and wz,
FoM =
1
2
p
detCov(w0; wz)
; (2.5)
where 2 = 6:17 for two parameters.1 Despite Equation 2.5 being the denition of the
FoM that appears in the DETF report, the more recognizable form of the DETF FoM is
given by the expression [wa  wp ] 1, which is equivalent to
[wa  wp ] 1 =
1p
detCov(w0; wz)
 19:38 FoM; (2.6)
where wp = w(zp) is the dark energy equation of state value at the pivot redshift, and the
pivot redshift is the redshift at which w(z) has the smallest uncertainty. The transformation
1In general, if the likelihood surfaces for all the parameters are Gaussian, any N -dimensional volume is
proportional to the square root of the determinant of the covariance matrix of fig,
p
detCov(1; 2; : : :).
For N = 2, the 1 or 2 condence level contours of the parameters 1 and 2 are ellipses with the enclosed
area given by 2
p
detCov(1; 2), where 
2 given by 2.30 or 6.17, respectively (Wang, 2008).
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between (w0; wz) coordinates to (wp; wa) coordinates is linear. Therefore, the Fisher matrix
in (wp; wa) variables is related to the original Fisher matrix by F
0 =MTFM , where detM =
1. It follows that the error ellipse in the (wp; wa) plane has the same area as the equivalent
ellipse in the (w0   wz) plane.
We show both values of FoM in our results for simplicity. Throughout our analysis, we
assume a at universe. As a consequence, our results are not directly comparable with those
from the DETF, who allowed for curvature. We consider only a at universe due to the
strength of the current constraints on the curvature given by CMB measurements (Planck
Collaboration et al., 2014).
2.4 Observables and Data
Standard candle measurements provide us with the luminosity distance, DL, through a
comparison of measured ux, F , with intrinsic luminosity. However, the absolute luminosity
scale is generally unknown, and we instead calculate the distance modulus,
 = m M = 5 log10[DL(P ; z)H0=c] +M; (2.7)
whereM = 5 log10(c=H0) 5+M , is a constant, which is marginalized over in our parameter
ts (Equation A.1 absorbs the uncertainty in the absolute magnitude, M , as well as the
uncertainty in H0), and P are the parameters that describe the universe and inuence the
expansion. The luminosity distance, DL, is given by,
DL = (1 + z)DM ; (2.8)
where z is the redshift and DM is the comoving tangential distance (or `proper distance'),
dened as
DM =
c
H0
1p

k
sinh(
p

k) = R0
pj
kjp

k
sinh(
p

k); (2.9)
where R0 = c=(H0
pj
kj) is the present day scale factor, and 
k is the equivalent energy
density fraction of the curvature and is dened as, 
k  1 (
r+
m+
x). The dimensionless
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comoving distance is,
(z) =
Z z
0
H0
H(z)
dz: (2.10)
The general form of the Hubble parameter, H(z), for a Friedman-Robertson-Walker
metric is given by
H(z)2
H20
= 
r(1 + z)
4 + 
m(1 + z)
3 + 
k(1 + z)
2
+
x exp

3
Z z
0
dz
1 + z
[1 + w(z)]

; (2.11)
where 
r is the current normalized radiation energy density (including the relativistic neu-
trino density), and 
x is the current normalized dark energy density. The energy density is
normalized with the critical density, such that 
 = =c, where c  3H20=8G is the critical
energy density of the universe for which the spatial geometry is at (or Euclidean).
2.4.1 Data
Existing Data
Type Ia supernova: For our analysis we use the supernova data from the SuperNova
Legacy Survey (SNLS; Conley et al., 2011) which is a compilation of the rst three-year
results from the SNLS survey with other supernova surveys (Contains: 123 low-z, 93 SDSS,
242 SNLS, and 14 Hubble Space Telescope SN measurements). The details of our tting
procedure, including stretch, and colour corrections, are discussed in Appendix A.3.
Baryon acoustic oscillations: Large-scale structure measurements and consequently
BAO measurements can be distilled into simple parameters that can be used to constrain
cosmology. Two common parameters are used to express the cosmological information from
the BAO measurement: A(z) and dz. The acoustic parameter, A(z), was introduced by
Eisenstein et al. (2005) and is given by
A(z) =
DV (z)
p

mH20
cz
; (2.12)
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where the DV is the volume-averaged `dilation scale' distance,
DV (z) =

D2M
cz
H(z)
1=3
: (2.13)
The D2M term in this equation represents the two transverse dilation scales and cz=H(z)
represents the radial dilation scale. The acoustic parameter A(z) allows the full galaxy
correlation function (i.e. the clustering shape and acoustic peak) to be used as a standard
ruler. The ratio of the sound horizon scale to the dilation scale was given the symbol dz by
Percival et al. (2010),
dz =
rs(zd)
DV (z)
; (2.14)
where zd is the redshift at the `baryon-drag epoch' and rs(zd) is the comoving sound horizon
at the baryon-drag epoch, and is the eective standard ruler distance and is compared with
the measured acoustic peak scale at dierent redshifts. The value of rs(zd) corresponds to
the comoving distance a wave can travel prior to zd,
rs(zd) =
Z t(zd)
0
cs
a(t)
dt =
Z 1=(1+zd)
0
cs
a2H(a)
da; (2.15)
where cs is the sound of speed in the photon-baryon uid given by,
cs  c[3(1 + 
b=4
)a] 1=2: (2.16)
Therefore, the general expression for rs(zd) is given by (Komatsu et al., 2011)
rs(zd) =
cp
3
Z 1=(1+zd)
0
da
a2H(a)
p
1 + (3
b=4
)a
; (2.17)
where 
 = 2:469  10 5(Te=2:725)4 is the normalized pure radiation density, a is the
normalized scale factor and is related to the redshift by a = (1 + z) 1, and Te is the
eective temperature of the CMB. We use the tting formula for zd dened by Eisenstein &
Hu (1998).
The values of these two parameters from 6-degree Field Galaxy Survey (6dFGS) (Beutler
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Table 2.1: The BAO distance data set from the 6dFGS, SDSS, WiggleZ and BOSS surveys.
Survey z dz A(z)
6dFGS 0.106 0:336 0:015 0:526 0:028
SDSS 0.2 0:1905 0:0061 0:488 0:016
SDSS 0.35 0:1097 0:0036 0:484 0:016
WiggleZ 0.44 0:0916 0:0071 0:474 0:034
WiggleZ 0.6 0:0726 0:0034 0:442 0:020
WiggleZ 0.73 0:0592 0:0032 0:424 0:021
BOSS 0.57 0:0731 0:0018 -
Notes: Measurements of the distilled parameters dz and A(z) are quoted. The values in
bold are the values we have used in our analysis.
et al., 2011), SDSS (Percival et al., 2010), WiggleZ (Blake et al., 2011b), and BOSS (An-
derson et al., 2012) are shown in Table 2.1. We use the dz parameter in our analysis of the
6dFGS, SDSS and BOSS data and the A(z) parameter when we are considering the WiggleZ
data, corresponding to the ocially released parameters in the associated papers. These pa-
rameters provide the best depiction of the BAO data in each survey. The distilled parameter,
A(z), is the most appropriate choice for quantifying the WiggleZ data as it is uncorrelated
with 
mh
2, but because of the shape of the clustering pattern marginalized over for the
6dFGS, SDSS, and BOSS data, the dz parameter is the best representation. Therefore, for
the 2 analysis we dene xd = [d0:106[6dFGS], d0:2[SDSS], d0:35[SDSS], A(0:44)[WiggleZ],
A(0:6)[WiggleZ], A(0:73)[WiggleZ], d0:57[BOSS] ] and C
 1
ij is a 7  7 matrix made up from
a combination of the individual errors from the individual measurements from 6dFGS and
BOSS and the dened covariance matrices from the WiggleZ (Blake et al., 2011b) and SDSS
(Percival et al., 2010) data. We have not included any covariance terms between the surveys,
despite the fact that the WiggleZ and SDSS surveys share a sky overlap of 500 square degree
for redshift range z < 0:5. Given that the SDSS measurement is derived across an 8000
square degree sky area and the uncertainties in both measurements contain a signicant
shot noise component, the resulting covariance is negligible (Blake et al., 2011b). We have
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assumed Gaussian errors in the BAO distances. Non-Gaussian tails may be non-negligible
(Percival et al., 2007, 2010; Bassett & Afshordi, 2010), but studying their eect is beyond
the scope of this thesis.
The parameters we consider in the cosmological tting are  = [
m; w; H0; 
b]. We
marginalize over 
b and H0 values after the various probes are combined as the cosmological
parameters do not have independent probability distributions.
Cosmic microwave background (CMB): We included the CMB data in our cosmo-
logical ts using the Planck (Planck Collaboration et al., 2014) results. We use the CMB
`distance priors': the shift parameter, R, the acoustic parameter, `A, and the redshift at the
decoupling epoch, z. The shift parameter is given by
R =
p

mH20
c
DM(z): (2.18)
The acoustic parameter is given by the expression
`A =
DM(z)
rs(z)
; (2.19)
where rs(z) is the sound horizon at recombination. The redshift at photon decoupling is z
and we implement the Hu & Sugiyama (1996) tting formula.
The measured Planck `distance priors' (D. Parkinson 2013, private communication) from
the Planck Collaboration et al. (2014) are [R; `A; z] = [1:74400:011; 301:620:19; 1090:02
0:42]. These parameters capture most of the constraining power of the CMB data for the
dark energy properties (Komatsu et al., 2009). Wang & Wang (2013) published values for R
and `A from the Planck data but did not include a value of z. Their ndings are consistent
with the values stated here.
We again consider the parameters  = [
m; w; H0; 
b], marginalizing over 
b and H0
values after the various probes are combined.
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Mock data
Mock catalogues were constructed to simulate future HzSC measurements (AGN, GRB, SN
II) and future SN and BAO measurements. The future SN and BAO predictions are taken
from the Stage III and IV predictions from Albrecht et al. (2006). Stage III are intermediate-
scale, near-future projects, and Stage IV are large-scale, longer-term future projects. Table
2.2 shows proposed Stage III and IV surveys.
Our ducial model is set as a at  cold dark matter (CDM) universe with the maximum
likelihood parameters we determined from the joint SNLS3, SDSS, 6dF, WiggleZ, BOSS, and
Planck constraints, using an MCMC chain with w =  1:

m = 0:30 (matter energy density),
H0 = 69:45 (the Hubble constant),
Ne = 3:04 (eective number of neutrino-like relativistic degrees of freedom),
Te = 2:7255 (eective temperature).
Mock high-z standard candle measurements: a standard candle mock catalogue is
constructed by generating perfect distance modulus data according to our ducial model,
and adding random Gaussian error of the order of the predicted scatter.
We generate various mock catalogues for a number of mock surveys varying the redshift
range and distribution. We assume, unless specically mentioned, that the uncertainty in
the distance modulus measurement for the standard candle is 0.2 mag, chosen following the
expected achievable scatter discussed by Watson et al. (2011) for AGN measurements. We
generally consider a large mock standard candle catalogue with 2000 distance measurements.
This number was chosen as it is directly comparable to Stage III SN numbers for the indi-
vidual predicted spectroscopic or photometric surveys. We will extend this study to consider
AGN distributions and realistic observational restrictions in future work.
We have assumed independence between individual standard candle measurements. Cor-
relations could be induced by shared peculiar velocities if close enough to be inuenced by the
same over-density (e.g. galaxy cluster) or by lensing magnication if close to the same line
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Table 2.2: Proposed future Stage III and IV cosmological surveys (Yoo & Watanabe, 2012).
Dark energy projects are classied into four stages: Stage I-completed projects that have
already released data, Stage II-on-going projects, Stage III-intermediate-scale, near-future
projects, and Stage IV-large-scale, longer-term future projects.
Probes SN Ia CMB BAO WL
Stage III DES, Pan-
STARRS4, AL-
PACA, ODI
ALPACA, CCAT DES, HETDEX,
BigBOSS, AL-
PACA
DES, Pan-
STARRS4, AL-
PACA, ODI
Stage IV LSST, WFIRST,
SNAP, JWST
EPIC, LiteBIRD,
B-Pol
LSST, SKA,
WFIRST, Euclid,
JWST
LSST, SKA,
WFIRST, Euclid
References:
ALPACA (Corasaniti et al., 2006), BigBOSS (Schlegel et al., 2011), B-Pol (De Bernardis et al., 2009),
CCAT (Radford et al., 2007), DES (Lin, 2006), EPIC (Bock et al., 2009), Euclid (Laureijs et al., 2011),
HETDEX (Hill et al., 2008), JWST (Gardner, 2009), LiteBIRD (Hazumi, 2011), LSST (Ivezic et al., 2008),
ODI (Jacoby et al., 2002), Pan-STARRS4 (Kaiser, 2004), SKA (Torres-Rodrguez & Cress, 2007), SNAP
(Bebek, 2007), WFIRST (Spergel et al., 2013).
of sight. However our HzSC candidates are typically at a high enough redshift that peculiar
velocity eects are negligible and widely spread enough over the sky that nearby lines of sight
are rare, therefore assuming the individual measurements are not correlated is reasonable.
As a consequence, the covariance matrix Cij is a diagonal matrix where Cii = 
2
i
.
Future SN and BAO constraints: the mock future SN and BAO measurements are also
constructed according to our ducial model with Gaussian scatter. The future BAO and SN
predictions are taken from the Stage III and IV predictions from Albrecht et al. (2006).
The predicted SN measurements from DETF (Albrecht et al., 2006), are limited to z <
1:7, but future surveys on the Hubble Space Telescope and James Webb Space Telescope
(JWST) are now expected to observe SNe out to z < 2:5 (Grogin et al., 2011; Koekemoer
et al., 2011) and possibly z < 3:5 (Hook, 2013). For consistency with the DETF predictions
we do not include these objects in our future SN predictions. The small number of objects
they will nd should be considered as part of our predictions for HzSCs. Salzano et al. (2013)
have investigated how the high-z SN measurements improve existing SN constraints.
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The predicted measurements given by DETF (Albrecht et al., 2006) break the BAO mea-
surement into the perpendicular and transverse components rather than the previously de-
scribed angle-averaged measurements (dz and A(z)). The predicted DETF BAO constraints
are consequently given in terms of log(DM(z)), and log(H(z)). We follow this prescription in
our future BAO predictions. We have used both the ground and space based predictions for
the BAO and SN predictions. The specications of the predicted Stage III and IV surveys
are described in Table 2.3. We have chosen an intermediate value for the systematic error
values for both the SN and BAO measurements [F = 0:03 (associated with photo-z uncer-
tainty), L=Q = 0:02 (associated to the linear and quadratic components of z dependent SN
evolution), see Albrecht et al. (2006) for full description] such that the resulting predictions
lie directly between the optimistic and pessimistic cases.
We did not consider future CMB constraints at this point as no survey is predicted to
supersede Planck, nor will we consider the constraints fromWL and clustering measurements,
both from redshift surveys and X-ray identication, as it is beyond the scope of this study.
2.5 Fitting Parameters
2.5.1 Hubble Parameter determination
For a at universe, we can extract an estimate of the Hubble parameter at z through nu-
merical dierentiation of the comoving distance,
H(z) =
1
c

dDM(z)
dz
 1
: (2.20)
This technique was proposed by Wang & Tegmark (2005) and allows an independent deter-
mination of the Hubble parameter at dierent redshifts. The Hubble parameter can also be
measured through various other techniques, such as BAO measurements and age{redshift
relationships. Table A.1 in Appendix A.4 shows existing measurements of the Hubble pa-
rameter and their associated techniques. For a generic dark energy density evolution, x(z),
the general Hubble parameter formulation given in Equation 2.11 can be simplied to take
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Table 2.3: The specications of the predicted Stage III and IV SN and BAO survey mea-
surements.
SNe
Stage Type N Redshift Range D
a F
b L=Q
c Expected year of Comple-
tion
III Spec 2001 0:01 < z < 1:0 0.15 0.00 0.02/
p
2 2017 (HETDEX)
III Photo 2001 0:01 < z < 1:0 0.12 0.03 0.02/
p
2 2017 (DES)
IV Spec 2498 0:01 < z < 1:7 0.10 0.00 0.02/
p
2 > 2020 (SNAP,
WFIRST), 2023 (JWST)
IV Photo 191679 0:01 < z < 1:2 0.10 0.03 0.02/
p
2 2032 (LSST)
BAO
Stage Type Sky Area (deg2) Redshift Range F
b Expected year of Comple-
tion
III Spec 2000 0:5 < z < 1:3 0.00 2014 (BOSS), 2017 (HET-
DEX)
III Spec 300 2:3 < z < 3:3 0.00 2014 (BOSS)
III Photo 4000 0:5 < z < 1:4 0.03 2017 (DES)
IV Spec 20000 0:01 < z < 1:5 0.00 2021 (BigBOSS), > 2024
(SKA)
IV Spec 10000 0:5 < z < 2:0 0.00 2021 (JDEM), 2023
(JWST)
IV Photo 20000 0:2 < z < 3:5 0.03 2032 (LSST)
a The uncertainty of the corrected apparent magnitudes due solely to variations in the properties of SNe.
b The uncertainty associated with photometrically determined redshifts.
c The uncertainty associated with any redshift dependence in the SN population. The L and Q stand for
the linear and quadratic components of evolution.
References:
HETDEX (HETDEX collaboration, 2013), DES (DES collaboration, 2014), SNAP/JDEM (Albrecht et al.,
2009), WFIRST (Council, 2010) LSST (LSST collaboration, 2013), BOSS (SDSS-III collaboration, 2013),
BigBOSS (Dey, 2012), JWST (NASA, 2014).
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the form,
H(z)2
H20
= 
r(1 + z)
4 + 
m(1 + z)
3 + 
k(1 + z)
2 + 
x
x(z)
x(0)
:
(2.21)
Given precise measurements of the current matter density fraction 
m, and assuming a at
universe with a relatively negligible current radiation density fraction 
r, the dark energy
density function, x(z)=x(0), can trivially be determined from H(z) at low redshifts. Here,
x(0) is the current dark energy density fraction. We set 
m = 0:261  0:037 as deter-
mined from anisotropic clustering of galaxies in the CMASS DR9 (Samushia et al., 2013) in
combination with H0 measurements (Riess et al., 2011), and the full Wilkinson Microwave
Anisotropy Probe 9 (WMAP9) likelihood (Hinshaw et al., 2013) for a wzCDM model. For
our analysis we broke the SN and HzSC measurements into evenly spaced redshift bins, to
match the convention of the Stage III and IV predictions.
2.5.2 Dark energy equation of state: w(z)
All models of dark energy can be characterized by their equation of state w, which may evolve
with time. Therefore, crucial information about the underlying physics of dark energy can
be obtained by measuring the present value of w and any time variation. The two main
strategies for investigating the evolution of the dark energy equation of state are to (i)
assume a w(z) parametrization and t to existing data or (ii) determine the value of w(z)
in dierent redshift bins, independent of a dark energy parametrization. The rst method
can more precisely determine the w(z) behaviour if the chosen parametrization represents
the true dark energy evolution. If the dark energy behaves dierently than the predicted
parametrization, this approach is possibly misleading. The second approach is statistically
noisy as it depends on the rst and second derivatives of the distance with respect to redshift.
As a consequence, the uncertainties on the measurements of w(z) can become substantial.
On the other hand, it does not require any a priori assumptions about the properties of the
dark energy and, as such, can more easily identify exotic behaviour. We will consider both
approaches in our analysis.
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Linear w(z) parametrization
We initially consider the linear parametrization of the dark energy equation of state given
by the expression,
w(z) = w0 + wzz=(1 + z): (2.22)
This parametrization was rst proposed by Chevallier & Polarski (2001) and Linder (2003)
and is commonly used throughout the literature2. For a cosmological constant (CDM)
model, the dark energy equation of state is characterized by w0 =  1 and wz = 0. The
dimensionless Hubble parameter for this parametrization is given by,
H(z)2
H20
= 
r(1 + z)
4 + 
m(1 + z)
3 + 
k(1 + z)
2
+ 
x(1 + z)
3(1+w0+wz)e 3wzz=(1+z): (2.23)
Redshift-binned piecewise w(z)
Next we consider the value of w(z) in dierent redshift bins, independent of a dark energy
parametrization. Under the assumption of general relativity and for a at geometry, the
dark energy equation of state can be expressed as (Daly & Djorgovski, 2004)
w(z) =  (2=3)(1 + z)(
d
dz
) 1 d
2
dz2
+ 1
1  (d
dz
)2
m(1 + z)3
; (2.24)
where  is the dimensionless comoving distance dened earlier. Determining this directly
in independent redshift bins, through numerical dierentiation, as was done for the Hubble
parameter in Equation 2.20, is very noisy due to data limitations and the discreteness of the
individual measurements. Instead, we consider w(z) as a piecewise function, with a constant
equation of state parameter within each redshift bin, and t the parameters w1; w2; : : : ; wi
using the Monte Carlo analysis, where wi is the dark energy equation of state corresponding
to the ith redshift bin, zi. No priors are put on the value of wi.
By choosing w(z) to be a piecewise constant function (or step function), rather than
2This parametrization is equivalent to the common w(a) = w0 + (1   a)wa, where wz = wa but we use
the notation wz as we primarily refer only to redshift in our analysis.
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calculating w(z) directly in each redshift bin as in Equation 2.24, we can t all the data
at once using MCMC and easily incorporate existing SN, BAO, and CMB data, and mock
catalogues of future data. This maximizes the information that can be gleaned by the nite
number of distance measurements in our samples. However, this process creates correlations
in w(z) between the bins, as the distance, DM(z), requires an integration over 0 to z. The
correlations are captured by the covariance matrix, given by [C] =


wwT
   hwi 
wT. To
decorrelate the equation of state parameters, we follow the prescription of Huterer & Cooray
(2005) and transform the w chains through an orthogonal matrix rotation that diagonalizes
the inverse covariance matrix. This is equivalent to applying a weighting function to the
correlated wi values. The new, uncorrelated wi are given as a linear combination of the
correlated wi described by the weight function.
The dimensionless Hubble parameter in this case is given by the expression
H(zJ 1 < z  zJ)2
H20
= 
r(1 + z)
4 + 
m(1 + z)
3 + 
k
(1 + z)2 + 
x (1 + z)3(1+wJ )
J 1Y
i=0
[1 + max(zi)]
3(wi wi+1) ; (2.25)
where J is the redshift bin where z resides and max(zi) is the maximum redshift in the ith
redshift bin.
We divide the redshift range into the following ve bins: 0:0  z1 < 0:3, 0:3  z2 < 0:8,
0:8  z3 < 1:2, 1:2  z4 < 4:0, 4:0  z5. The rst four bins are constrained by SN, BAO,
and HzSC measurements (roughly a low redshift bin, two medium redshift bins, and a high
redshift bin), and the highest redshift bin is constrained entirely by CMB measurements, and
therefore is largely uncorrelated with the lower redshift bins (i.e., there is no contribution
from preceding bins in the weighting function of bin 5). We assume a at universe and
evaluate wi in each redshift bin i by tting the data.
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2.6 Results: Constraints from High-Redshift Standard
Candles
In this section, we quantify the power of standard candle measurements for constraining
dark energy properties using the analysis methods described above. Our primary concern is
the optimal redshift range for future standard candle measurements.
Dening the optimal redshift range is dicult, as it will depend on the model of w being
tested. The redshift range that best constrains a constant w will not be the same as that
which best constrains a variable w. In this section we investigate this multidimensional
question and discuss several aspects of the result.
Realistically, the number density of standard candles and the observing capabilities and
strategy of a survey will set the number, the measurement uncertainties, and the redshift
distribution of standard candle measurements. For the time being, we consider uniform and
non-uniform distributions of a general standard candle, spanning a range of redshifts.
For most of our analysis, we keep the number and scatter in our mock HzSC measure-
ments xed and alter only the redshift distribution. Greater numbers and higher precision
will both give monotonic advantages in constraining dark energy. This is obvious from the
role of  in Equations (2.1) and (2.4). If we simply assume the main sources of scatter in
the standard candle measurements are observational (statistical), rather than intrinsic (sys-
tematic), we can consider the improvement in parameter constraints as a trade-o between
the number of measurements and the precision of the measurements. The resulting con-
straints follow the general relationship 2 / 2=N , where  can represent (
m; 
x; w; : : :)
and  is the uncertainty in the distance modulus. We illustrate this in Fig. 2.2 for a at
wzCDM parametrization and an optimal double Gaussian distribution of standard candle
measurements, which we discuss in the next subsection.
2.6.1 Parameterized Models
We consider a CPL dark energy parametrisation, as discussed in Section 2.5.2, and initially
investigate how the addition of an HzSC aects the likelihood constraints on a at wzCDM
2.6 Results: Constraints from High-Redshift Standard Candles 45
Figure 2.2: A representation of the trade-o between number of standard candle measure-
ments and the uncertainty in the measurements that dictate the overall dark energy equation
of state constraints. Each contour represents a constant absolute uncertainty in w0 (left) or
wz (middle), or the FoM (right). These constraints are calculated with the Fisher matrix
methods using the current SN, CMB, and BAO measurements plus additional N standard
candles with a double Gaussian distribution with (z1; z2;1;2) = (0:0; 2:0; 0:25; 0:25). The
constraints follow the general relationship 2w0;wz [1=FoM] / 2=N .
universe.
We combine the constraints from 2000 mock standard candle measurements, uniformly
distributed over a large redshift range 0:01  z  4:0, with existing and predicted future
SN, BAO, and CMB constraints. The resulting 
m   w0 and w0   wz condence contours
are shown in Fig 2.3. With respect to the current constraints, the introduction of the HzSC
measurements makes a marked impact on the precision with which we can determine the
matter density and equation of state parameters. This improvement is mainly attributed to
the large number of measurements (despite the lower precision compared to SNe); however,
it is also inuenced by the large redshift range of the mock standard candle measurements.
Having a larger redshift range predominantly reduces the uncertainty in the wz parameter.
However, when the HzSCs are combined with the predicted future constraints, we nd a
smaller eect. This is because of the large number and higher precision of predicted future
SN data (compared to our mock HzSCs) and the precision and wide redshift range of the
predicted future BAO data.
In the 
m   w0 plane, the tilt of the contours is aected by the inclusion of the HzSCs,
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due to some orthogonality between the probes. As a result, the improvement is more dis-
tinguishable than in w0   wz, where orthogonality is weak. Consequently, it is dicult to
break degeneracies in the equation of state parameter using distance probes such as standard
candles and standard rulers alone. This degeneracy occurs because w0 does not appear in-
dependently in the expression for Hubble parameter. We therefore nd that 2000 additional
standard candle measurements at high redshift will not improve constraints on this model
compared to Stage IV probes, which is not surprising given the relative number of SN and
BAO measurements in Stage IV. However, we will see in Section 2.6.2 that improvements
are gained when considering more exible models of dark energy.
This initial investigation is not realistic in the sense that it would be infeasible to carry
out a HzSC survey with uniform redshift sampling and range for this large number of objects,
simply because of the realistic number density and redshift distribution of AGNs, SNe II,
or GRBs. It also gives us very little information about which redshifts are important for
dark energy investigations. In order to inform future HzSC surveys of a more optimal,
and at times more realistic, survey strategy, we investigate the constraints on dark energy
parameters gained by considering various distributions of HzSCs. To do this, we consider:
(1) a uniform redshift distribution and alter its (a) maximum and (b) minimum redshift cut-
os and (2) a redshift distribution described by a Gaussian function, where the mean and
range of redshifts probed is varied by altering the mean and width of the Gaussian function.
Maximum redshift cut-o (Case 1a)
We set the minimum redshift of our 2000 HzSC measurements to zmin = 0:01 and varied
the maximum redshift, zmax, within the range 0:1  zmax  4:0. The HzSC measurements
were uniformly distributed in redshift from zmin to zmax. For each redshift conguration, we
calculate the individual w0 and wz constraints as well as the FoM. The resulting constraints
are shown by the red solid curves in Fig. 2.4. In the `Current' case, where the HzSC mea-
surements are combined with the current data, the constraints initially become stronger as
the redshift range increases, but there is a maximum in the FoM at zmax  2, and beyond
this point the constraints weaken. The constraints initially strengthen with redshift as time-
evolving behaviour in w(z) becomes easier to identify, and 
m constraints tighten with an
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Figure 2.3: The 1 and 2 level condence contours of the cosmological parameters in the

m   w0 plane (left) and w0   wz plane (right), calculated using Fisher matrix methods.
The black contours show the current SN, BAO, and CMB only constraints, the blue/purple
contours show the predicted future constraints from Stage III (middle plot) and Stage IV
(bottom plot) SN, BAO, and CMB data, and the yellow/gold contours in each panel are the
combination of those constraints with HzSCs. HzSCs provide signicant improvement over
current constraints, and are competitive with Stage III probes.
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extended redshift range. The turnover is due to a combination of two eects: (1) a uniform
HzSC distribution leads to a relative decrease in the number density of low-z measurements
(where dark energy is dominant) as the redshift range is extended; (2) by z  2 the energy
density of dark energy in the ducial model is an order of magnitude smaller than the matter
energy density, so its inuence on the expansion (and measured luminosity distances) is min-
imal compared to that of the matter density. By increasing the zmax beyond this point, high
sensitivity is required to obtain additional information about the dark energy parameters.
Overall, the improvement gained with the addition of the HzSCs to current cosmological
probes is primarily due to the large increase in the total number of distance measurements,
but the extended redshift range of the HzSCs also reduces degeneracies between w0 and
wz. The resulting constraints are therefore very dependent on the redshift distribution of
HzSCs. It should be noted here that the CPL dark energy parametrization we investigate
was expressly designed as a probe of low-z dynamics, so our results are to some extent a
consequence of the parametrization choice.
Once Stage III observations have been completed, SNe and BAO will be competitive
with the HzSCs we have simulated here. At that point, the orientation of the constraints, in
the w0-wz parameter space, start to play a larger role. Dierent redshift ranges rotate the
degeneracy direction in the w0{wz plane. In this case, the FoM no longer experiences a turn
over and continues to improve with higher zmax values. This is a consequence of the other
distance probes (SNe and BAO) contributing mostly only at relatively lower redshifts and
supports the need for HzSCs, which now complement their lower z counterparts by adding
information about the behaviour of dark energy at high z.
By Stage IV, the constraints are already so strong that adding HzSCs gives negligible
improvement in the w0 and wz constraints. Nonetheless, Fig. 2.4 shows that the FoM is
still improved with the addition of HzSCs at Stage IV because of an increased correlation
between the two equation of state parameters, thus decreasing the area of the w0{wz ellipse
without signicantly reducing its extent in either parameter.
Despite the fact that 2000 HzSC measurements, with our prescribed level of measurement
uncertainty, only provide a slight improvement on the combined Stage III and Stage IV mea-
surements in the wz model, we nd that 2000 HzSC measurements are overall competitive as
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individual probes compared to the individual predicted future SN and BAO measurements.
Fig. 2.5 shows the relative predicted improvement over the current FoM with the individ-
ual addition of HzSC measurements, Stage III- and Stage IV- SN and BAO constraints.
The HzSC constraints are roughly equivalent to or greater than the predicted Stage III
constraints, but to be able to compete with or surpass the Stage IV measurements a large
number (n > 2000) or more precise measurements ( < 0:2 mag we assumed here) are still
required.
We note also that while we have only shown how HzSCs might improve constraints on w0
and wz for a at wzCDM universe model, we also forecasted the eect on other cosmological
parameters. The magnitude of the predicted constraints and the behaviour as a function
of zmax depends on the cosmological parameter of interest and the parametrization tested.
For example, the density parameters (
m, 
x) always prefer a long redshift range, which is
contrary to what is observed in Fig. 2.4 for the w0 and wz parameters. The complexity of
the universe model assumed (e.g., CDM, wCDM, wzCDM, or dierent avours of wzCDM)
also aects the predicted constraints and changes the optimal redshift distribution. Allowing
curvature to vary weakens the strength of the dark energy equations of state constraints
slightly and tends to shift the optimal zmax value for w0 and wz to a lower redshift. The
degradation of the constraints with curvature is expected as there is a well-known degeneracy
between dark energy and curvature for purely geometric probes like standard candles (Linder,
2005; Knox, Song & Zhan, 2006; Huang, Wang & Su, 2007; Hlozek et al., 2008).
Minimum redshift cut-o (Case 1b)
Next we consider the eect of changing the minimum redshift. We set the maximum redshift
to zmax = 4:0 and vary the minimum redshift within the range 0:01  zmin  3:9. The
purple dashed curves in Fig. 2.4 show that all constraints are maximized when the redshift
distribution of HzSCs extends towards z = 0. The loss of cosmological information, as low-
redshift data are removed, arises not only because dark energy is dominant at low redshifts
but because of uncertainties in the Hubble constant and the absence of absolute luminosity
calibration in the HzSC measurements. In this absence, cosmological information is gained
from the shape of the observed Hubble diagram (d(z)=dz), rather than the absolute value
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Figure 2.4: The improvement 2000 standard candles would contribute relative to the dark
energy equation of state parameter baseline constraints of the combined SN, BAO, and
CMB measurements (black curves) based on current data (left-hand plot) and future Stage
III (middle plot) and Stage IV (right-hand plot) data, in a at wzCDM cosmology. The
predicted improvement is shown for the three dierent HzSC redshift distributions discussed
in Section 2.6.1. The red (solid) [purple (dashed)] curves show results for Case 1a [1b] where
the maximum [minimum] redshift is varied for a uniform distribution of standard candles
with a xed minimum [maximum] redshift at z = 0:01 [z = 4:0]. The green (dot-dashed)
curves show results for Case 2, where the mean redshift is varied for a Gaussian distribution
of standard candles with width z = 1:0. Higher FoM values indicate stronger constraints.
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Figure 2.5: The predicted improvement of the FoM in the w0   wz plane in a at wzCDM
model compared to the current constraints. The non-dotted lines represent the predicted
improvement from two uniform distributions with variable maximum (red solid) and mini-
mum (purple dashed) cut-o redshift and one Gaussian distribution with a variable mean
redshift (green dot-dashed). These representations are consistent with Fig. 2.4. The other
lines represent the predicted improvement on the current constraints gained with the dier-
ent stage future experiments. A 2000 large HzSC survey can marginally compete with the
Stage IIIs SNe and BAO but cannot compete with either Stage IV SN or BAO predicted
constraints.
of (z). Therefore, long redshift ranges are preferred, and high- and low-redshift standard
candle information must be on the same absolute magnitude scale in order to robustly probe
the evolution of the expansion and minimize systematic uncertainties as a function of z. As
a consequence, in the ducial cosmology, low-redshift standard candle measurements are just
as, or more, important as their high-redshift counterparts.
We further illustrate the dependence of the constraints on the redshift in Fig. 2.6 by
showing how the HzSC-only likelihood contours, in the w0{wz plane, change with redshift
range. We consider three redshift distributions:
i. 0:01  z  1:0,
ii. 0:3  z  4:0,
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iii. 0:01  z  4:0.
When only low redshifts are probed (case i), the w0 parameter is well constrained, but
the wz parameter is only weakly constrained. At low redshifts, the dynamics of dark energy
and consequently the expansion, are predominantly controlled by the value of w0. On the
other hand, probing only high redshift information (case ii) may be more sensitive to wz,
but without low redshift constraints, a degeneracy arises between the two equation of state
parameters and two very dierent w(z) models may be hard to distinguish. A visual example
of this situation is illustrated in Fig. 2.1 where dierent models with curves of the same colour
appear almost identical at high redshift. Instead, it is optimal to probe a broad redshift range
(case iii) to gain tight constraints on w0 while restricting the possible values of wz.
Fig. 2.6 was created using the 2 analysis instead of the Fisher matrix analysis, as the
Fisher matrix analysis is generally not a good representation of the likelihood of individual
probes. See Appendix A.5 for more discussion on this point. The presence of the bend or kink
in the contours is primarily due to uncertainties in the matter density (Goliath et al., 2001;
Wolz et al., 2012), which cause degeneracies in the w0 and wz plane. When standard candle
measurements are combined with current CMB and BAO data this uncertainty diminishes
signicantly, and the bend disappears.
Single Gaussian distribution (Case 2)
The two previous cases, while instructive, are over-simplied in their assumption of a uniform
redshift distribution of standard candles and cannot easily identify redshift ranges that may
have more power in terms of constraining cosmological parameters (see Fig. 2.1). Also,
uniform redshift distributions are dicult to achieve in practice due to the small volumes
present at low redshift and survey ux limits at larger redshifts even if survey design can
attempt to mitigate these eects to some degree.
Here we consider a Gaussian redshift distribution for our mock HzSC sample. By varying
the mean redshift and width of this Gaussian we can directly probe the relative importance
of dierent redshift regimes in constraining cosmology. We invoke a simple Gaussian distri-
bution with a (variable) mean redshift (z) and redshift spread (z), with the number density
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Figure 2.6: HzSC only constraints for a at wzCDM universe. The plots shows the 1, 2
and 3 level condence w0{wz contours for three dierent standard candle survey regimes:
(a) 0:01  z  1:0 (dot-dash green), (b) 0:3  z  4:0 (dash red), and (c) 0:01  z 
4:0 (solid black). Current SN and BAO measurements are restricted to z . 1. In this
regime, w0 is well constrained, but to constrain wz, we clearly require both high- and low-
redshift measurements. The likelihoods were calculated using 2 analysis as the HzSC-only
constraints are not well approximated as Gaussian, unlike the constraints obtained from a
combination of all the probes.
of standard candle measurements proportional to:
N (z) / 1p
2z
e (z z)
2=22z : (2.26)
We initially investigate a constant redshift span by holding the redshift spread z xed
at z = 1:0. This is approximately consistent with a relatively deep ux-limited survey (e.g.,
2SLAQ; Croom et al. (2009)). The green dot-dashed curves in Fig. 2.4 show the parameter
constraints we compute as a function of z. The distributions are truncated at zero to avoid
unrealistic (negative) redshifts, but the total number of HzSC measurements always remains
constant.
In the Current and Stage III case, the constraints from a Gaussian redshift distribution
survey with 0  z . 0:5, are optimal and the resulting constraints are directly comparable to
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those found in the uniformly distributed case with redshift within the range 0:01 < z < 2:0.
This once again conrms the importance of low-redshift measurements. In the Stage IV case,
the FoM constraints gained from a Gaussian distribution of z = 1 are no longer competitive
with the strongest uniform distribution congurations, and while there is still a preference
for a low mean redshift it is not as pronounced as it was in the Current and Stage III cases.
The low redshift regime is well constrained by the future SN and BAO measurements, in
this case, and broadening the redshift range is now the more ecient approach to constrain
dark energy.
When the range of redshifts probed, z, is also allowed to vary, the constraints do not
simply tighten for a decreasing z and increasing z as one may naively expect. Fig. 2.7
shows that the optimal value of z is marginally dependent on our choice of z. For a narrow
survey (i.e. small z) a small but non-zero z is optimal because there are two opposing
inuences at play: the rst, is the preference for low redshift measurements, and the second,
is the preference for a larger redshift range. The relative power of these two preferences
depends on the priors imposed. For the Current case, where cosmological constraints are
relatively weak, only an HzSC survey narrower than z < 0:5 will prefer a non-zero z, while
in the Stage III case, the upper width threshold is closer to z < 0:7 for a non-zero mean.
As our constraints improve with the anticipated Stage III and Stage IV measurements, the
preference for a wide redshift range dominates over the need for low redshift measurements.
Double Gaussian: while the global maximum in the FoM shown in Fig. 2.7 is at low
redshifts it is interesting to note that there is also a small local maximum or plateau in
the Current constraints at a higher redshift (shown in the inset of Fig. 2.7). Therefore,
information about the dark energy equation of state parameter (in the linear parametrization
and ducial model) can be gained from high-redshift data. Due to this, we consider a double
Gaussian redshift distribution, N (z1; z2;z(1);z(2)), which probes both the high- and low-
redshift regimes. As low redshift data has been found to be of importance, we set one
Gaussian distribution to be stationary at a mean redshift of z1 = 0:0 with a spread in
redshift of z(1) = 0:25. We then allow the z2 and z(2) of the second Gaussian distribution
to vary. Each distribution contains 1000 measurements. In Fig. 2.8 the resultant dark
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energy constraints are shown: in all three cases FoM is maximized when z(2) is large. The
predicted Current and Stage III case FoM values are both maximized for 1  z  2, while
the predicted Stage IV FoM value increases in a roughly monotonic fashion with z2. We nd
that the constraints predicted based on this redshift distribution are marginally superior to
the previous distributions tested (Sections 2.6.1 and 2.6.1). This indicates that the optimal
redshift regime for an HzSC for a at wzCDM model is something like a double Gaussian
distribution.
It should be noted that having a double Gaussian distribution of HzSC measurements is
dierent from simply using SN data at low redshift and a dierent standard candle at high
redshift, the low- and high-redshift measurements must be calibrated to the same relative
distance scale.
Conclusion
In summary, with only our current SN, BAO, and CMB constraints the most ecient way
of extracting information about dark energy is to focus our observations on the low-z regime
but once the Stage III and IV measurements are completed, and constraints tighten, then it
is more informative for HzSCs to probe over a longer redshift range.
2.6.2 Piecewise models
Hubble Parameter and Dark Energy Density
We applied the numerical derivation technique, described in Section 2.5.1, to the SNLS
SN data3, future mock SN measurements, and mock HzSC measurements, assuming a at
universe. The mock HzSC catalogue consists of a uniform distribution of 2000 measurements
ranging over 0:01  z  4:0 or 2:5  z  4:0.
The results are shown in the top panel of Fig. 2.9 with Hubble parameter measurements
from existing BAO data (Blake et al., 2012; Chuang & Wang, 2012; Busca et al., 2013),
existing dierential galaxy age measurements (Simon, Verde & Jimenez, 2005; Stern et al.,
3In order to be able to extract the Hubble parameter from the SNLS analysis we set the stretch and colour
parameters as constant, with values  = 1:45 and  = 3:16. These values correspond to the best-tting
values found by Conley et al. (2011) for a at wCDM model when only considering statistical error.
2.6 Results: Constraints from High-Redshift Standard Candles 56
Figure 2.7: The predicted improvement in the dark energy FoM parameter for 2000 Gaus-
sian distributed HzSCs over the SNe+BAO+CMB baseline (black dotted curves) for Cur-
rent (top), Stage III (middle), and Stage IV (bottom) constraints, in a wzCDM cosmology.
Coloured curves show the predictions as a function of z for a single Gaussian distribution of
HzSC measurements with dierent values of z. The inset in the top panel shows a zoomed
in section of the FoM values.
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Figure 2.8: Same as Fig. 2.7 except the 2000 HzSC measurements are equally split between a
stationary Gaussian distribution with z1 = 0:0 and z(1) = 0:25, and a Gaussian distribution
with variable redshift mean (z2) and spread (z(2)). Coloured curves represent the same z
magnitudes as Fig. 2.7 but refer only to changes in z(2).
2010; Moresco et al., 2012; Zhang et al., 2012), and predicted future BAO data. It should be
noted that when we refer to the BAO measurement here, we combine the BAO scale with the
Alcock & Paczynski eect (Alcock & Paczynski, 1979). This eect measures redshift space
distortions in the shape of the correlation function or power spectrum. It is the combination
of these two measurements that gives such precise H(z) measurements. For more details
on the existing Hubble parameter measurements see Appendix A.4. AGN or another HzSC
and future BAO measurements will probe the high redshift regime. The ducial 2000 HzSC
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Figure 2.9: The relative expansion history (Top) and dark energy density function (Bottom)
found in uncorrelated redshift bins from current (blue) and future (green: Stage III, purple:
Stage IV) SN (lled) and BAO (open) data, 2000 uniformly distributed simulated HzSC
measurement with two redshift ranges 0:01  z  4:0 (gold-lled) and 2:5  z  4:0
(orange-lled), and other age-z measurements as listed in Table A.1 (black-circle). A ducial
CDM cosmology (
m;
; w) = (0:26; 0:74) is shown by the black curve. The current
data are consistent with our ducial model. Note that the boxes for the current BAO
measurements enclose the full range of redshifts included in each measurement, but the
weighted mean is generally oset from the centre of the bin (e.g. the highest redshift current
BAO measurement has an eective redshift of 2.3). High redshift measurements will be able
to give constraints in the currently unconstrained redshift regime.
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measurements examined here will not be able to compete with the precision of future high-
redshift BAO measurements of H(z), per bin, but they can reach somewhat higher redshifts.
As described in Section 2.5.1, we can also derive the redshift evolution of the dark energy
density, x(z)=x(0), given a precise measurement of the matter density fraction. The bottom
panel of Fig. 2.9 shows the resulting estimates for the dark energy density function. Current
measurements are consistent with x(z)=x(0) = 1:0 (equivalently, w =  1) though the
constraints are much weaker in the high redshift bins. At present, the uncertainty in 
m is
a dominant source of uncertainty in the dark energy density function estimation, and due to
this, an increase in the precision of the Hubble parameter will only provide a relatively small
improvement in the overall uncertainty levels of the dark energy density function. Future
independent measurements of 
m from CL and lensing will help diminish this restriction.
As the dark energy density function measurements are independent of adjacent redshift
bins, and depend only on the local @Dm=@z derivative, we do not require an absolute lu-
minosity calibration or low redshift measurements to obtain high-redshift information. As
a consequence we can concentrate our standard candle measurements in the high-redshift
regime. For a 2:5  z  4:0 uniform regime, we can increase the precision on the high red-
shift values of x(z)=x(0) measurement by about 25 per cent compared to a 0:01  z  4:0
redshift distribution (orange compared to gold, in Fig. 2.9). This is simply due to an increase
in the number of measurements in this redshift range.
The error bars of the dark energy density function depend on both the number of mea-
surements in each redshift bin and the precision of the measurements, as seen in Fig. 2.2.
Once again, if we assume the main sources of scatter in the standard candle are statisti-
cal, rather than systematic, we can consider the improvement in parameter constraints as a
trade-o between the number of measurements and the precision of the measurements. It
follows a general 2H(z) / 2=N relationship, as observed in the previous section. Therefore,
to compete with the predicted future high-redshift Stage III BAO measurements for the dark
energy density function, we require either  20000 HzSC measurements, with  = 0:2 mag
or, 2000 HzSC measurements, with   0:06 mag.
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Direct determination of w(z)
In Section 2.5.2 we investigated a simple parametrization of the dark energy equation of
state and found that depending on the parameter and the complexity of the parametrization
the optimal redshift distribution was variable. Presently, we do not have a strong theory
about the true form of dark energy and to properly investigate the potential of HzSC data,
we need to consider a more general form of the dark energy. We adopt a general piecewise
step function of the equation of state as described in Section 2.5.2 for this purpose, and test
how the addition of 2000 uniformly distributed HzSC measurements in the redshift range
0:01  z  4:0 aects the constraints on the dark energy equation of state in combination
with existing SN, BAO, and CMB constraints, compared to the predicted constraints from
future surveys.
The derived w(zi) values for the current SN, BAO and CMB measurements are shown
in Fig. 2.10. This shows the current status of the eld and will act as the base line to
which we add our mock HzSC measurements, Stage III, and Stage IV constraints. The lower
three redshift bins (z < 1:2) are well constrained by the current data, but beyond z = 1:2
the constraints become much weaker. At present, only the CMB measurements and 5 SN
measurements contribute to constraining the two highest redshift bins. The current data are
consistent with a cosmological constant (w(z) =  1). The value of w(1:2 < zi < 4:0) is also
consistent with w =  1 and its maximum likelihood values coincide with w =  1 (see Panel
(b) of Fig. 2.10 and far right plot Fig. 2.11), but it remains largely unconstrained for values
of w(z) <  1. The likelihood displays an almost at distribution tail. The non-negligible
tail in the likelihood curve causes the median value for w(1:2 < zi < 4:0) to be signicantly
oset from the maximum likelihood value. To reduce the extent of this tail and make strong
constraints on the value of w(1:2 < z < 4:0) we require additional information, for example,
HzSC constraints, and/or Stage III and IV constraints. We take a special interest in this
redshift range for this reason. Also, despite having the largest redshift range, the last bin
is not well constrained, because other parameters, such that 
m, H0 and 
bh
2 have a more
dominant eect than w(z > 4:0) on the observed CMB parameters. This remains true for
all the cases we consider.
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Figure 2.10: Uncorrelated estimates of the derived piecewise dark energy equation of state
w(zi) from current SN, BAO, and CMB data (a). The solid black lines correspond to the
median value of w(zi), the dark and light grey shaded regions correspond to the 68 and 95
percent condence levels and the thin red line corresponds to w(z) =  1 (CDM). This
will form the base line in which we add our mock HzSC measurements, Stage III and Stage
IV constraints. The coloured histograms in panel (b) show the corresponding normalized
likelihood histograms for the ve redshift bins we consider. Panel (c) shows the weighting
function which transforms the correlated w(zi) values into uncorrelated w(zi) values. The
new uncorrelated wi are given as a linear combination of the correlated wi described by the
weight function. There are no prior constraints on the wi values.
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Figure 2.11: The normalized likelihoods of the uncorrelated w(zi) values for the Current
(orange), 0:01 < z < 4 HzSC (black), Stage III (purple), and Stage IV (green) constraints,
for the four lowest redshift bins [far left: zi < 0:3, middle left: 0:3 < zi < 0:8, middle right:
0:8 < zi < 1:2, far right: 1:2 < zi < 4:0]. The thin red line represents w(z) =  1. The inset
of the far right plot shows a zoomed in section of the likelihood for w(1:2 < zi < 4:0). We
do not show the zi > 4:0 bin because it is poorly constrained.
The weight functions for each redshift bin are shown in Panel (c) of Fig. 2.10, where
the composition of each redshift bin is distinguished by a dierent colour (black: 0:0 
z1 < 0:3, red: 0:3  z2 < 0:8, green: 0:8  z3 < 1:2, orange: 1:2  z4 < 4:0, purple:
4:0  z5). As an example, the uncorrelated value of wi for the lowest redshift bin (black)
is a linear combination of w(z < 0:3) ( 85% contribution), w(0:3 < z < 0:8) ( 14%
contribution), and w(0:8 < z < 1:2) ( 1% contribution). The z5  4:0 redshift bin (purple)
is predominately constrained by CMB measurements (that is, z > 4:0) and, as a consequence,
is largely uncorrelated with the lower redshift bins. This is apparent in its weighting function,
which has no or little contribution from the lower redshift bins. In general our low redshift
constraints agree with those found by previous authors (Said et al., 2013; Wang & Dai,
2014), but beyond a redshift z > 0:8 our constraints were found to be weaker than those
found in either Said et al. (2013); Wang & Dai (2014). In both of those studies, independent
H(z) measurements and a prior on H0 were included in their constraints, and the highest
redshift bin was held constant at wi =  1. These factors may explain the discrepancy with
our results.
Stage III constraints show a marked improvement in the lower three redshift bins over the
current constraints. The w(1:2 < zi < 4:0) is also markedly improved, with the introduction
of 10 high redshift BAO measurements, however, a long distribution tail is still present. This
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Figure 2.12: Same as Fig. 2.10 panels (a) and (c) but for 0:01 < z < 4:0 HzSC, Stage
III and Stage IV constraints. All these constraints use the current SN, BAO, and CMB
measurements as a baseline.
is evident in the inset of Fig. 2.11 (Purple). As mentioned, the last redshift bin is again not
well constrained, and consequently not shown in the histogram, but with the introduction
of the Stage III data an upper limit on the value of w(zi > 4:0) becomes apparent. The
upper limit appears to be approximately w(zi > 4:0) < 0:7 (99.99% upper bound). This
upper limit arises because a high value of w corresponds to the dark energy behaving more
like matter (when w >  1=3 dark energy is attractive), and since we have tight constraints
on the matter density and Hubble constant, the data can not accommodate more matter
at early epochs. Therefore, this upper limit represents the value of w for which the dark
energy will have a detectable eect on the CMB measurements. However, no lower bound is
expected as the lower the value of w, the more negligible the dark energy density is at early
times (recall4 
(z) / [1+ z]3(1+w)), and the more negligible is the dark energy's eect on the
expansion.
The addition of HzSC measurements to the current constraints considerably strengthens
the constraints on w(1:2 < zi < 4:0) (Fig. 2.12, left). A slight tail in the likelihood
distribution is still present (black curve, Fig. 2.11), but it has a steeper decline relative to
4This equation only holds true over a redshift range where w remains constant.
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the current and Stage III constraints. As in the Stage III case, an upper limit on w(zi > 4)
is observed of approximately w(zi > 4) .  0:4 (99.99% upper bound). The presence of this
predicted upper limit suggests that both Stage III and HzSC constraints may be able to rule
out early time dark energy.
With the introduction of Stage IV constraints, we see signicant improvement in all bins
(Fig. 2.12, right). The Stage IV measurements introduce 530 SN and 27 BAO measurements
in the 1:2 < zi < 4:0 bin, distributed according to Albrecht et al. (2006), and as a consequence
can tightly constrain the value of w(z) in this redshift range. It also has the additional
advantage of stronger 
m; H0, and 
b constraints, which allow the signature of w(z) to be
more identiable.
In the previous section, where we consider a piecewise Hubble parameter and dark energy
density function, we introduced a sample of HzSC measurements that only occupied the high
redshift regime and found a marked improvement in the high redshift constraints. We have
used the same technique here with the piecewise w(z) case, with uniformly distributed HzSC
measurements over the redshift range 1:2 < z < 4. The resulting w(z) constraints are shown
in Fig. 2.13. Naively, we would expect to see an improvement in the w(zi > 4:0) constraints
as we saw in the Hubble parameter, but due to the reduced redshift range, the constraints on

m weaken, and correspondingly weaken the w(zi > 1:2) constraints. Therefore, exclusively
obtaining high redshift measurements is not benecial for investigating dark energy, when
combined with the current constraints, and a full redshift range is optimal. This is analogous
to what we nd in the linear w(z) parametrization analysis. This did not occur in the
dark energy density parameter (x(z)=x(0)) estimates as the matter density was measured
independently.
Finally, we also considered the addition of 2000 uniformly distributed 0:01 < z < 4:0
HzSC measurements in combination with Stage IV constraints. The resulting w(zi) values
and likelihood curves are shown in Fig. 2.14. With the addition of the HzSC measurements,
the constraints are improved by  30 per cent. This added precision may give new insight
into the nature of dark energy and help to cut down the number of allowable dark energy
theories.
As we mentioned earlier, in none of the cases was the last bin well constrained. In some
2.6 Results: Constraints from High-Redshift Standard Candles 65
Figure 2.13: Same as Fig. 2.10 for the combination of current SN, BAO and CMB data with
2000 z > 1:2 HzSC measurements. In panel (a) we have overlaid the 68 and 95 percentile
constrains for the 0:01 < z < 4:0 HzSC constraints (dot-dashed line).
previous studies this last bin was held constant at w =  1 (Sullivan, Cooray & Holz, 2007;
Sarkar et al., 2008; Said et al., 2013; Wang & Dai, 2014), but we did not want to impose this
restriction on our general w(z) expression, as we did not want our data to restrict our model
and hinder the revelation of surprises in w(z) if they exist. Despite that, if the low redshift
bins are consistent with w(z) =  1, then the dark energy density becomes negligible at
high redshifts. As a consequence, determining w(z) beyond this point will require a colossal
number of precise distance measurements, and as we saw from our predictions, this may only
allow us to determine an upper limit. This prediction is highly dependent on our choice of
ducial model. If we have an underlying varying w(z), it may have a large eect on the
expansion of the Universe in the high redshift regime and be more easily detectable, but
current data do not support this hypothesis. In either case, HzSCs are valuable tools for
probing these high-redshift regimes, especially in the presence of exotic forms of dark energy.
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Figure 2.14: Same as Fig. 2.10 for Stage IV and 0:01 < z < 4:0 HzSC constraints. In panel
(a) we have overlaid the 68 and 95 percentile constrains for the Stage IV only constraints
(dot-dashed line).
2.6.3 Large Scale HzSC Survey
So far, we have only considered 2000 HzSC measurements. However, if given the same con-
siderations as Stage IV measurements (e.g., time-scale, cost, and researcher hours), including
a dedicated telescope and well planned observation strategy, it is not completely unrealistic
to consider of the order of 50,000 HzSCs with  = 0:2 or equivalently 12,500 HzSCs with
 = 0:1. To investigate the potential of this number of HzSC measurements, we once again
consider a at wzCDM parametrization of the dark energy equation of state and uniformly
distribute the HzSC measurements over the redshift range 0:01 < z < 4:0. The resulting
w0{wz probability contours are shown in Fig. 2.15. The constraints calculated for 50,000
HzSCs measurements (or 12,500 with  = 0:1) are predicted to be comfortably stronger
than the predicted combined Stage IV constraints.
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Figure 2.15: The 1 and 2 level condence contours in the w0{wz plane, calculated using the
Fisher matrix methods. The black contours show the current SN, BAO and CMB constraints
only, the blue/purple contours show the predicted future constraints from Stage IV SN, BAO
and CMB data, and the yellow/gold contours show the constraints from 50,000 uniformly
distributed HzSCs with  = 0:2 or equivalently 12,500 HzSCs with  = 0:1, combined with
the current constraints. The predicted constraints from 50,000 (12,500) HzSC measurements
exceed the predicted constraints from the joint Stage IV SN and BAO measurements.
The likelihood of this number is strongly dependent on the observational requirements
of the proposed HzSC candidate, and while these predictions do not include any systematic
errors which can seriously limit the resulting constraints, HzSCs can have a huge potential
for exploring the properties of dark energy given sucient resources.
2.7 Discussion and Conclusions
Our analysis concentrates on the cosmological constraints that can be obtained from any
HzSC. We (1) constructed mock standard candle catalogues with a range of distributions,
and (2) using Fisher matrix and 2 likelihood analyses, predicted how well HzSC mea-
surements could further constrain the dark energy properties when combined with existing
and predicted future SN, BAO, and CMB measurements, and (3) assessed the optimal dis-
tribution of HzSC measurements for this type of investigation. Our primary concern was
determining whether HzSC measurements could constrain time-evolution in the dark energy
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equation of state. We approached time-evolution in the equation of state by considering
two dark energy models: (1) a linearly parametrized form of the equation of state and (2) a
piecewise equation of state.
The HzSCs show their real strength when constraining a general piecewise w(z) parametriza-
tion, especially in the so far unconstrained redshift range, 1:2 < z < 4:0. The constraints
gained from 2000 HzSC measurements, uniformly distributed with 0:01 < z < 4:0, are pre-
dicted to surpass the predicted combined Stage III constraints, and complement the Stage
IV constraints well.
For the linear parametrization case, we generally found that measurement uncertainty, or
equivalently the number, and redshift distribution of the HzSCs both have a large eect on
the constraints. For a uniform distribution of HzSCs, we observed a general strengthening
in the w0 and wz constraints when the maximum redshift was increased, especially when
combined with the predicted future SN and BAO constraints. Linder & Huterer (2003)
found analogous results despite using an alternative dark energy model (i.e. w = w0 +w
0z).
They also argue that having a long redshift baseline decreases the eects of measurement
systematics on the w(z) constraints, which we did not consider. Both ours and Linder's
results are dependent on the low redshift regime being well constrained. The inuence of
dark energy on the expansion is greatest at low redshifts, so in the absence of low-redshift
measurements, the constraining power of a standard candle is critically diminished.
We determined that a double Gaussian-like distribution was optimal for this type of
investigation. This agrees with the results of Frieman et al. (2003), who nd the optimal
distribution for SN measurements (when combined with CMB measurements) for constrain-
ing a linear dark energy equation of state is bimodal, with one population at low redshift
and the other above a redshift of 1.0 (although they also use a dierent parametrization of
the equation of state parameter). Frieman et al. (2003) restrict their investigation to the
low-redshift regime, and did not include BAO measurement prediction. Therefore our work
is able to test the optimal regime for an HzSC in the current state of aairs more robustly.
SNe have been predicted to be observable out to z < 2:5 (Grogin et al., 2011; Koekemoer
et al., 2011), but the expected number density of SN measurements beyond z > 1:5 is low
(Albrecht et al., 2006; Hook, 2013), and the observed scatter is expected to increase with
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redshift (Albrecht et al., 2006; Conley et al., 2011). On the other hand, a large number of
AGN (87822 quasars over 3275 deg2) have been measured between a redshift range 0:058 <
z < 5:855 (SDSS data release 9 Pa^ris et al., 2012), making either AGN or an equivalent
HzSC, potentially the superior distance probes for achieving the optimal distributions in
either the uniform or double Gaussian case, and, therefore constraining wzCDM.
Note that it is not sucient to combine two dierent standard candles (for example,
strictly HzSC measurements and low-redshift supernovae), unless the two standard candles
can be placed on the same relative distance scale. The advantage of a long lever-arm in
redshift is negated if the high- and low-redshift populations are distinct, because the re-
quired marginalizations over absolute magnitude will be performed independently for the
two probes. We gain cosmological information solely from the overall shape of the Hubble
diagram and any uncertainty between the scaling of the high- and low-redshift populations
aects the accuracy with which the shape can be reconstructed.
However, if we only consider a single Gaussian distribution, a low-redshift mean was
preferable and in this redshift regime SNe are likely to be the superior probes of w due to
the small observational scatter and minimal observational requirements. In saying that, the
strongest w(z) constraints gained from a single Gaussian distribution were found to be weaker
than the strongest constraints found for either a uniform or double Gaussian distribution.
The technological requirements and observational resources required to use AGN as cos-
mological distance indicators are already in place. Given access to the necessary resources, it
is a real possibility for the community to obtain the prescribed number of AGN observations
contemporaneously with Stage III and well before Stage IV is fully completed.
When combined with the Stage III and Stage IV measurements, 2000 HzSC measure-
ments, with our prescribed level of measurement uncertainty, only provide a slight improve-
ment on the wzCDM constraints. However, we saw in Fig. 2.5 that 2000 HzSC constraints are
competitive with the individual predicted Stage III SN and BAO constraints. Although 2000
HzSC measurements can not compete with the individual Stage IV constraints, a 50,000 large
HzSC survey with  = 0:2 mag (or equivalently 12,500 large HzSC survey with  = 0:1
mag) can obtain signicantly superior w0{wz constraints than the combined SN and BAO
Stage IV constraints (Fig 2.15). This number is highly optimistic, but depending on the
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observational requirements of the proposed HzSC, it may be possible to accomplish within
the Stage IV timeline. Additionally, a measurement uncertainty of  = 0:1 mag is feasible
to achieve for AGN (Watson et al., 2011; Kilerci Eser et al., 2014).
Regardless of the ability for the HzSC to independently constrain dark energy, it will
nonetheless act as an independent probe with respect to all other methods, thereby providing
a means to more eectively intercalibrate and evaluate systematic uncertainties across the
dierent methods. This is not only a desired but a critical aspect of cosmological distance
measurements if we are to constrain the dark energy equation of state.
Interestingly, the amplitude of the measurement uncertainties not only directly aect
the constraints that an HzSC can place on all the cosmological parameters, where smaller
uncertainties provide stronger constraints, they also inuence the choice of `optimal redshift
distribution' of the HzSC that can place the best constraints on the dark energy equation of
state parameters. For example, when considering a double Gaussian distribution, once again
anchoring one low-redshift Gaussian with z1 = 0:0 and z(1) = 0:25, and allowing the mean
redshift of the second Gaussian to vary, we nd that as the scatter is reduced the constraints
tighten, as expected, but we also nd that the optimal mean redshift tends towards a lower
value. This suggests that we could tailor our observation strategy to the quality of the probe.
However, in real surveys we have little control over the redshift range and data quality, and
the observed change in the optimal z is small, so it is not practical at present.
Caveats: generally, we only consider a at universe, and though atness is well supported
by observations (Planck Collaboration et al., 2014), this assumption may inuence the re-
sulting constraints. We briey considered the eect of loosening this assumption, and the
eects varied depending on the model and parameter of interest. The behaviour of the equa-
tion of state parameter constraints were not hugely aected by the choice of atness, though
the optimal redshift range was altered slightly.
Throughout our investigations we assumed a CDM model as our ducial model to con-
struct our mock catalogues of future measurements. The constraints we derive are aected
by this choice. Also we do not consider any source of systematic errors in our predictions,
but systematic errors can become a dominant limitation in dark energy investigations. We
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have not included systematic eects in this investigation, as presently we have insucient
knowledge of the candidate HzSCs to predict the type and magnitude of the possible system-
atics that may arise. As a consequence, the results of this study are limited by this omission,
and represent the most optimistic case. It is crucial for future studies, in which possibly
AGN, GRBs, or core collapse SNe are measured, that the systematics are fully investigated.
Gravitational lensing magnication, due to intervening structure along the line of sight,
introduces scatter in our luminosity distance measurements with increasing z and will have a
degrading eect on the associated constraints (Holz & Linder, 2005). However, rather than
just being a source of noise, that adds scatter to the magnitudes, the scatter actually has
a specic signature, and measuring the lensing signal in standard candles is an interesting
new way to test theories of dark energy, because it measures the eect of the distribution
of mass along the line of sight on the paths of the photons (Smith et al., 2014). Therefore
some of the information lost due to the increase in scatter may be gained from studying the
lensing signal.
It should be noted that we do not consider modied gravity models in our investigations,
so whether high redshift candles are useful tools in modied gravity models depends on
how far the models' predicted expansion history deviates from a at-CDM model. Other
types of measurements, such as growth of structure and cosmic shear, will likely be very
useful in distinguishing between such models and standard CDM (Cardone, Camera &
Diaferio, 2012). Coincidently, AGNs may also provide extra insight into gravity theory, as
reverberation mapping can directly measure the mass of the central supermassive black hole
(Peterson & Horne, 2004; Bentz et al., 2009a; Denney et al., 2010; Grier et al., 2012; Barth
et al., 2013), and by monitoring how black hole growth evolves in cosmic time we may gain
information about structure growth.
Conclusion: HzSCs can be useful in constraining cosmological models, particularly those
with a temporally varying dark energy. The number and accuracy needed for standard candle
measurements to be competitive with future high-redshift SN and BAO measurements will
require signicant, long-term observing programs. Nonetheless, seeking to obtain HzSC
measurements is a worthwhile enterprise considering (1) the nature of dark energy remains
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unknown, so gaining additional understanding of it is a signicant priority, and (2) there are
added benets of obtaining independent and complementary cosmic distance measurements
as a means to further inter-calibrate and cross-check current methods. Also, by using AGN
as our HzSC, we will help shed light on their nature and on galaxy { black hole co-evolution,
since using reverberation mapping methods doubles the use of these measurements, allowing
for the mass of the quasar black hole to be measured as well. In Chapter 3, we investigate
the requirements of a realistic, competitive AGN survey.
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2.8 Additional Analysis
Theoretical Analysis of Redshift Eects in linear w(z) dark energy parametrisa-
tion
To fully explain the eects of the redshift range and distribution on the dark energy con-
straints we need to identify the redshifts at which the observables are most susceptible to
changes in the values of w0 and wz. Due to uncertainties in the Hubble constant and the ab-
solute magnitude of a standard candles, the cosmological information gained from standard
candles is actually extracted from the shape of the observed Hubble diagram rather than
its absolute value. Hence, to predict which redshifts are important to observe we need to
consider how changes in the parameters aect the slope of the Hubble diagram, characterised
by the derivative,
@
@

@
@z

: (2.27)
In basic terms, this derivative quanties the sensitivity of the slope in the Hubble diagram
(i.e. @=@z) to small variations in a given cosmological parameter . The greater the
absolute value of this derivative, the greater the deviation in the slope with variations in
the given cosmological parameter. Furthermore, the redshifts where the slope of the Hubble
diagram is most sensitive to a parameter, corresponds directly to the redshifts that show
the most rapid5 divergence in the relative distance modulus between cosmological models.
Consequently, the theoretical optimal redshift range to constrain , if all other parameters
are know perfectly, corresponds to the regime that maximises the area under the curve of
(@=@ (@=@z))
2. However, for real standard candles, where scatter is observed in our
distance modulus measurements and a nite number of measurements are possible, there is
a tradeo between the number of precision measurements at any given redshift and redshift
range. Additionally, none of the cosmological parameters are not known perfectly and must
be t together. Variations in the Hubble diagram slope, at any given redshift, can be caused
by changes in dierent cosmological parameters of diering amounts. Therefore, degeneracies
arise between parameters if only a small redshift range is measured.
5Most rapid with respect to changes in redshift.
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Fig. 2.16 shows the resulting derivatives (Eq. 2.27) for the matter density, dark energy
density, and dark energy equation of state parameters (
m, 
x, w0, wz). At low redshifts
the slope of the Hubble diagram appears to be most sensitive to the value of 
x and w0,
and a positive change in w0 corresponds to a negative change in the slope, @=@z, while a
positive change in 
x corresponds to a positive change in the slope. This is reasonable as
dark energy is dominant in this redshift range and the overall behaviour of dark energy is
strongly dependent on the value of w0, and large w0 values lead to a slower rate of cosmic
acceleration, while a increase in 
x will boost the rate of acceleration. Therefore, low redshift
measurements are more ecient in constraining w0 and thus important in standard candle
surveys. Additionally, there appears to be very little advantage in extending standard candle
measurements beyond zmax = 1:3 for pure w0 investigations, as the expected divergence in
distance modulus measurements between models is small. However, beyond zmax = 1:3 the
correlation between @w0 and @ (@=@z) becomes positive. Observations around this change
in sign may help break degeneracies between some of the parameters and tighten the overall
constraints on w0.
As the redshift approaches matter-dark energy equality (z  0:3), 
m becomes the
dominant inuence on the slope, and its overall eect on the slope remains fairly consistent
over the full redshift range [i.e. @=@
m (@=@z) remains fairly consistent in magnitude]. This
suggests that standard candle measurements at roughly all redshifts are equally sensitive to

m and are equally important for constraining the value of 
m. As a consequence, a long
redshift range in our standard candle measurements is preferred in pure 
m investigations.
Also, as 
m is the dominant driver in the Hubble diagram slope for most of the redshift
range, our ability to constrain other cosmological parameters with the same data set will be
limited by our knowledge of 
m. Thus, the constraints in all parameters will tend to improve
with a longer redshift baseline in the standard candle measurements, as 
m is constrained
more tightly in this regime.
The slope of the Hubble diagram is only weakly sensitive to changes in the wz parameter
and consequently, wz will be the hardest parameter to constrain. Similar to w0, the Hubble
diagram slope is most sensitive to changes in wz at low redshifts; however, unlike w0 the
maximum derivative occurs at a non-zero redshift. This is simply due to the nature of the
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CPL model (i.e. limz!0w(z) = w0). Despite this dierence, the wz derivative is generally
similar in shape to the w0 derivative and is expected to have similar eects on the distance
modulus. Therefore, if w0 is not well constrained the eect of w0 and wz on the distance
modulus slope are practically indistinguishable. This degeneracy in parameter constraints
is evident in Fig. 2.6 for the 0:3  z  4:0 case. The wz derivative also undergoes a sign
change at z  2:4, well beyond the sign change of the w0 derivative, therefore standard candle
measurements taken in the redshift range 1:3 < z < 2:4 and beyond can help dierentiate
between the two dark energy parameters, and constrain wz, as seen in Fig. 2.6 for the
0:01  z  4:0 case.
Interestingly, both the w0 and wz derivatives have a local maximum beyond a redshift
of two. This means that the dark energy parameters can leave an observable imprint on
the expansion history at high redshifts despite the relatively low density of dark energy.
In principle, this means that both equation of state parameters can be constrained from
purely high redshift standard candle measurements, especially when the other cosmological
parameters are well constrained (as is the case in Stage IV). This was observed in the single
Gaussian analysis (Fig. 2.4).
Despite the practicality of this analysis, our system cannot be simply dened by the
individual @=@ derivatives. To get a full understanding of the observed trends, we need
to further investigate the correlations between the dierent parameters, as well as correlations
between the dierent probes, and the eects of scatter in our measurements. For example,
the local minima in the dark energy constraints observed in the maximum redshift case
(Fig. 2.4) probably resulted from the competition between precision with number density
and maximising the integral under the curve of the slope derivative, but may have also been
aected by the correlations that exist between the dierent probes and correspond to a point
of orthogonality between the AGN and SNe+CMB+BAO contours.
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Figure 2.16: The derivative @
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[left] and its square
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[right]. These deriva-
tives illustrate the sensitivity of the distance modulus to dierent parameters. Assuming
the scatter on each standard candle measurement is independent of redshift this derivative
gives an indication on how well standard candles can constrain each parameter and which
redshifts are the most important for constraining each parameter. The top plots show all
the parameters, the middle plots show a zoomed in section of the w0 parameter derivative.
Similarly the bottom plots show a zoomed in section of the wz parameter derivative.
3
Simulations of the OzDES reverberation
mapping campaign
This chapter is taken from the paper: Anthea L. King, Paul Martini, Tamara M. Davis,
K. D. Denney, C. S. Kochanek, Bradley M. Peterson, Andreas Skielboe, Marianne Vester-
gaard, Eric Hu, Darach Watson, Manda Banerji, Richard McMahon, Rob Sharp and C.
Lidman, `Simulations of the OzDES reverberation mapping campaign', MNRAS 453, 1701-
1726 (2015).
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3.1 Abstract
As part of the Australian spectroscopic Dark Energy Survey (OzDES) we are carrying out a
large scale reverberation mapping study of 500 quasars over ve years in the 30 deg2 area
of the Dark Energy Survey (DES) supernova elds. These quasars have redshifts ranging
beyond 4 and have apparent AB magnitudes between 16.8 mag < r < 22:5 mag. The
aim of the study is to measure time lags between uctuations in the quasar continuum
and broad emission-line uxes of individual objects in order to measure black hole masses
for a broad range of Active Galactic Nuclei (AGN) and constrain the radius luminosity
(R L) relationship. Here we investigate the expected eciency of the OzDES reverberation
mapping campaign and its possible extensions. We expect to recover lags for 35-45% of
the quasars. AGN with shorter lags and greater variability are more likely to yield a lag
measurement, and objects with lags .6 months or 1 year are expected to be recovered
the most accurately. The baseline OzDES reverberation mapping campaign is predicted to
produce an unbiased measurement of the R L relationship parameters for H, Mg ii2798,
and C iv1549. Extending the baseline survey by either increasing the spectroscopic cadence,
extending the survey season, or improving the emission-line ux measurement accuracy will
signicantly improve the R  L parameter constraints for all broad emission-lines.
3.2 Introduction
There is good evidence that supermassive black holes (SMBHs) are present at the centre of
all massive galaxies (e.g. Kormendy & Richstone, 1995; Richstone, 1998; Ferrarese & Ford,
2005), and that there are tight, empirical relationships between the mass of the SMBH and
properties of the host galaxy, such as stellar velocity dispersion (Ferrarese & Merritt, 2000;
Gebhardt et al., 2000; McConnell & Ma, 2013), light concentration (Graham et al., 2001), and
bulge luminosity and stellar mass (Richstone, 1998; Kormendy & Gebhardt, 2001; Marconi
& Hunt, 2003; McConnell & Ma, 2013). These relationships suggest an interplay between
black hole growth and galaxy evolution; however, the true nature of this relationship is still
unknown and is a major area of research in understanding galaxy evolution (e.g. King, 2003,
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2005; Di Matteo, Springel & Hernquist, 2005; Ferrarese & Ford, 2005; Murray, Quataert &
Thompson, 2005; Di Matteo et al., 2008; Park et al., 2015). To better comprehend the origin
and evolution of the SMBH-galaxy relationship and the growth of SMBHs over cosmic time,
it is necessary to obtain accurate and precise measurements of black hole masses. Direct
measurements of black hole masses through stellar or gas dynamics require high spatial
resolution and are therefore limited to the local Universe (Ferrarese & Ford, 2005).
Active Galactic Nuclei (AGN) provide an alternative method of black hole mass mea-
surement. Continuum emission from the accretion disk is absorbed by gas deep within the
gravitational potential of the black hole. The broad-line region (BLR) gas reprocesses this
radiation and emits Doppler broadened emission-lines. The emission-line luminosity varies
in response to changes in the continuum emission in a roughly linear fashion with an asso-
ciated time lag,  , which is the mean light travel time from the accretion disk to the BLR,
at the responsivity weighted mean distance, R = c . The measurement of this time lag,
through detailed comparison of the emission-line and continuum ux variations, is referred
to as reverberation mapping (RM, Blandford & McKee, 1982; Peterson, 1993).
If the BLR gas is in virial equilibrium and its motion is dominated by the gravity of the
SMBH, the mass of the black hole is
MBH =
fcV 2
G
; (3.1)
where G is the gravitational constant,  is the measured reverberation time lag, V is the
line-of-sight velocity dispersion of the BLR gas estimated from the emission-line width of the
RMS variance spectrum, and f is a dimensionless virial factor that converts the measured
line-of-sight virial product into the true black hole mass. The virial factor depends on the
geometry, kinematics, and orientation of the BLR, and although it is of the order unity, it
is expected to dier between quasars.
RM has yielded lags for approximately 60 AGN (Bentz & Katz, 2015). The lags exhibit
a tight power law relationship with the continuum luminosity, L (Kaspi et al., 2000;
Bentz et al., 2009a, 2013), as predicted from simple photoionization physics (Davidson,
1972; Krolik & McKee, 1978). This strong correlation is the basis for single-epoch black
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hole mass estimates using a single epoch of spectroscopy (e.g. Laor, 1998; Wandel, Peterson
& Malkan, 1999; McLure & Jarvis, 2002; Vestergaard & Peterson, 2006), and enables black
hole masses to be estimated for a far larger sample of AGN than is possible with the full
RM method (e.g., Vestergaard, 2004; Vestergaard & Osmer, 2009; Shen et al., 2011; Kelly
& Shen, 2013).
The single-epoch mass estimation technique has been used widely in cosmology (e.g.,
Vestergaard et al., 2008; Vestergaard & Osmer, 2009; Willott et al., 2010; Schulze &Wisotzki,
2010; Mortlock et al., 2011; Trump et al., 2011; Shen & Liu, 2012; Kelly & Shen, 2013). As
a consequence, it is important to accurately and precisely determine the R L relationship,
and any physical properties on which its calibration depends, because both random and
systematic uncertainties in the R   L relationship are transferred into uncertainties in the
single-epoch masses and all subsequent studies. The origin of the scatter around the R  L
relationship has been investigated by several authors (Bentz et al., 2009a, 2013; Watson et al.,
2011; Kilerci Eser et al., 2014), and recent evidence suggests an additional dependence of
the R  L relationship with the Eddington ratio (Du et al., 2015).
Additionally, it may be possible to reverse the R   L relationship and use the time lag
to infer the intrinsic luminosity of an AGN, and therefore its luminosity distance (Watson
et al., 2011). The resulting distance measurements can be used to independently probe the
acceleration of the Universe and dark energy. Despite `dark energy' appearing to be the
dominant energy component of the Universe (e.g. Blake et al., 2011a,b; Conley et al., 2011;
Anderson et al., 2012; Hinshaw et al., 2013; Padmanabhan et al., 2012; Planck Collaboration
et al., 2014), its nature is unknown and gaining additional understanding of its properties
remains a high priority. The high luminosity and prevalence of AGN would make them
valuable probes of the expansion history of the Universe over a greater redshift range than
other methods, and thus valuable for investigating the time evolution of dark energy (Czerny
et al., 2013; King et al., 2014).
Availability and allocation of telescope time and instrumentation have driven most previ-
ous RM campaigns to focus their eorts on monitoring small numbers of AGN (10), using
relatively small (1-3-m class) telescopes for relatively small time-scales (typically <1-3 yr;
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e.g., Clavel et al., 1991; Robinson, 1994; Wanders et al., 1997; Collier et al., 1998; Peter-
son et al., 1998, 1999; Kaspi et al., 2000; Peterson et al., 2002; Kaspi et al., 2007; Bentz
et al., 2009b; Denney et al., 2010; Barth et al., 2011; Rafter et al., 2011; Grier et al., 2012;
Rafter et al., 2013; Du et al., 2014). As a consequence, they have focused on the apparently
brightest and most variable objects, leading to a bias towards local, low-luminosity AGN.
Both higher redshift and higher luminosity quasars have longer lags due to the eects of time
dilation and the R L relation, and higher luminosity quasars also have lower variability am-
plitudes (Vanden Berk et al., 2004; MacLeod et al., 2010), making a lag recovery less likely.
While there have also been long, multi-year campaigns (up to 8 yr; Peterson, 1999; Kaspi
et al., 2000; Peterson et al., 2002; Kaspi et al., 2007), they only monitored a small number of
quasars so the bias towards the brightest and most variable objects remains. Mitigating this
bias in the current RM sample requires larger telescopes and longer multi-object observation
campaigns. This chapter investigates a large scale RM campaign being run as part of the
ongoing Dark Energy Survey (DES), in conjunction with the Australian spectroscopic Dark
Energy Survey (OzDES). This ve year campaign covers a large range in magnitude and
redshift, allowing RM studies of an AGN sample with a broader range of properties over a
large redshift range.
DES is an optical survey predominantly aimed at understanding the expansion of the
Universe using four complementary methods: Type Ia supernovae (SNe), baryon acoustic
oscillations (BAO), weak lensing, and galaxy cluster counts. DES ocially began in the
second half of 2013, and the plan is to image 5000 deg2 with ve lters (g; r; i; z; Y ) over 5
yr. The supernova (SN) component of the survey will consist of repeated observations of
30 deg2 of sky in the g, r, i, z lters, divided into two deep and eight shallow SN elds, to
detect and monitor supernova and other transients.
OzDES is the leading spectroscopic counterpart to DES. It will repeatedly monitor the
DES SNe elds using the Two Degree Field (2dF) multi-object bre system(Taylor, Cannon
& Watson, 1997; Lewis et al., 2002) and the AAOmega spectrograph (Saunders et al., 2004;
Smith et al., 2004) at the Anglo-Australian Telescope (AAT). Its main science goal is to
measure the redshifts of Type Ia SNe host galaxies. In addition, a number of bres in each
eld will be dedicated to monitoring a select group of quasars to perform RM. OzDES, in
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conjunction with DES, will monitor  500 quasars for the full ve years of the survey over a
redshift range 0 < z . 4. This is approximately an increase of 10-fold in number and 2-fold
in redshift range over the existing RM sample, and comparable in number to the ongoing
Sloan Digital Sky Survey (SDSS) RM project (Shen et al., 2015).
While the OzDES RM programme will monitor hundreds of quasars, the likelihood that
this programme will successfully recover Rm lags depends on the frequency and accuracy of
the light-curve measurements, the length of the survey, and the intrinsic variability of the
monitored AGN sample. OzDES is expected to target each eld approximately 25 times
over the ve-year period. This number of observation epochs is signicantly smaller than
traditional RM campaigns (e.g. Peterson et al., 2002; Bentz et al., 2009a; Denney et al.,
2009; Barth et al., 2011), which have found that emission-line lag recovery generally requires
30-50 well-spaced epochs of observations, and favourable continuum ux variations. Our
current study aims to investigate the expected eciency of the OzDES RM campaign by
generating realistic AGN light curves and attempting to recover the input lags. We will
then use our ndings to determine how to optimally select our target AGN sample, and
make predictions about the scientic results for our sample. We also investigate ways to
improve the programme design and execution, such as increased cadence, changes to the
survey length, and improved measurement accuracy, as a means to maximize the scientic
output.
The outline of the chapter is as follows: a technical summary of the DES and OzDES sur-
veys is given in Section 3.3, followed by a description of the survey simulation in Section 3.4.
The predictions of the eciency of the survey are presented in Section 3.5, along with the
expected improvements for several possible survey extensions. We examine the predicted
scientic results in Section 3.6. Finally, the results are summarized in Section 3.7.
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Table 3.1: DES SNe elds
Target name RA (h m s) Dec. ( ' ") Type
E1 00:31:29.9  43:00:34.6 Shallow
E2 00:38:00.0  43:59:52.8 Shallow
S1 02:51:16.8 +00:00:00.0 Shallow
S2 02:44:46.7  00:59:18.2 Shallow
C1 03:37:05.8  27:06:41.8 Shallow
C2 03:37:05.8  29:05:18.2 Shallow
C3 03:30:35.6  28:06:00.0 Deep
X1 02:17:54.2  04:55:46.2 Shallow
X2 02:22:39.5  06:24:43.6 Shallow
X3 02:25:48.0  04:36:00.0 Deep
Note: RA and Dec. are given for J2000.
3.3 DES/OzDES Survey
3.3.1 Fields
The DES SNe elds were chosen to have extensive past observation histories and to overlap
with the Visible and Infrared Survey Telescope for Astronomy (VISTA) survey area. The 10
chosen elds were the Elias elds (E1, E2), SDSS Stripe 82 (S1, S2), the Chandra Deep Fields
(C1, C2, C3), and the XMM Large Structure Survey elds (X1, X2, X3). The coordinates
of the elds are given in Table 3.1.
3.3.2 Target selection
The quasar candidates were initially chosen from (1) known quasars in the DES SNe elds
with mr;psf < 21:2 mag [best-tting point-spread function (PSF) magnitude], (2) point
sources with mr;psf < 21 mag selected through the KX method
1 (Warren, Hewett & Foltz,
1This method selects quasars based on excess ux in the K band relative to stars, which is due to the
power law nature of the quasar spectral energy distribution.
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Figure 3.1: The redshift (top left) and magnitude (top right) distributions of the current
OzDES quasar sample. The priority sample consists of the highest quality candidates based
on visual inspection of the spectra.
2000) using data from DES and the VISTA Hemisphere Survey (VHS; McMahon et al.,
2013; Sutherland et al., 2015), and (3) point sources with mr;psf < 21 mag selected through
photo-z template tting using DES, VHS and Wide-eld Infrared Survey Explorer (Wright
et al., 2010) photometry. The details of this selection process are described in Banerji et al.
(2015). We obtained spectra of 3331 quasar candidates in 2013, and after visual inspection,
the sample was reduced to the current 989 objects. Fig. 3.1 shows the redshift and r-band
magnitude distribution of this sample. We have ranked the sources based on the quality of
the spectra and the number of emission-lines present in the spectra. The highest priority
objects are shown in blue. If it is necessary to decrease this sample to the minimum of 50
quasars per eld, we will incorporate the results of the simulations presented here into our
target selection criteria and also preference the most variable quasars (for which lag recovery
is most probable) based on the rst two years of data.
3.3.3 Photometry
DES uses the DECam instrument (Flaugher et al., 2010) on the Blanco 4-metre telescope
at the Cerro Tololo Inter-American Observatory in Chile. Images of the 10 SNe elds are
planned to be taken approximately every 5 7d between September 1 and February 15 every
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Table 3.2: DES exposure times and limiting magnitudes of the SN elds.
Shallow eld Deep eld
Filter Exposure Limiting Exposure Limiting
time (s) mag (AB) time (s) mag (AB)
g 175 24.9 600 25.6
r 150 24.3 1200 25.4
i 200 23.9 1800 25.1
z 400 23.8 3630 24.8
year between 2013 and 2017. Photometry from 2012 November { 2013 February were also
taken as part of the DES Science Verication period. For a given eld, images are taken
in all four lters in the same night when possible (presently this occurs on 80% of nights).
Otherwise, images in the remaining lters are taken during the next available night. The
approximate observation period of DES is shown in Fig. 3.2, along with the visibility of the
10 DES SNe elds. During every night of DES imaging, the SNe elds that have not been
observed in the last ve nights are given highest priority, with special preference given to the
deep elds, C3 and X3. To date, the median gap between consecutive observations is 6.5d
and the maximum gap ranges between 12 and 21d. For these simulations we assume that
photometric observations are taken every 7d. The nominal exposure times and corresponding
limiting magnitudes for both the deep and shallow elds are given in Table 3.2.
3.3.4 Spectroscopy
The OzDES spectroscopic observations are being taken with the AAOmega spectrograph
(Saunders et al., 2004; Smith et al., 2004) fed by the 2dF multi-object system (Taylor,
Cannon & Watson, 1997; Lewis et al., 2002) on the AAT. The 2.1 deg diameter eld of
view of 2dF is almost identical to that of DECam, making it the ideal instrument for the
spectroscopic follow-up of DES targets (Yuan et al., 2015), and OzDES will run over a
similar period of time as DES. The 2dF multi-object system is a robotic bre positioner that
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allows simultaneous observations of up to 392 targets anywhere within the eld of view. The
projected bre diameter of the instrument is approximately 2 arcsec. The 2dF bres feed
AAOmega, a double beam spectrograph with a wavelength coverage of 3750-8900A and a
resolution of R  1500.
During each run, OzDES integrations will be 2h long in each DES eld (32400s). Over
the ve years of the survey, a total of 100 nights have been allocated for OzDES with a
graduated allocation plan. A larger number of nights have been allocated each year as the
survey progresses: 12 nights in 2013, 16 in 2014, 20 in 2015, 24 in 2016, and 28 in 2017. It
takes approximately four nights to observe all 10 DES SN elds (including a 33% allowance
for bad weather). We expect that each eld will be visited approximately 25 times over the
ve year period, and the cadence of the measurements will be approximately monthly within
each observation season. The 2014 observations are now complete and each eld has ve or
more epochs of measurements. To date, we have been able to devote bres to 100 AGN per
eld to help optimize our nal sample selection. This number will drop to approximately 80
per eld in 2015 and may drop to a minimum of 50 per eld in future years pending internal
review within the OzDES collaboration.
The quality of the current OzDES spectra can be probed from the distribution of prelimi-
nary line ux signal-to-noise ratio (SNR) measurements shown in Fig. 3.3. The median SNR
value for the total sample, from the best measured line of each object, is SNRall  19 and for
the priority sample is SNRpriority  29. More details on the calculation of these preliminary
SNR values are given in Chapter 4. OzDES is also monitoring 10-15 F-type stars per eld.
The F-type star observations are used for relative spectrophotometric calibration, which is
expected to be better than 10% based on results from the GAMA project (Hopkins et al.,
2013).
2http://www.dartmouth.edu/~physics/labs/skycalc/flyer.html
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Figure 3.2: Number of hours the DES SN elds are visible throughout the year with an
airmass of < 2. The values are calculated for the period 2014 April - 2015 April using
JSkyCalc2. The shaded observation period roughly represents the time when photometric
and spectroscopic data will be taken with the current DES and OzDES programme design.
Section 3.5.2 investigates the improvements aorded by extending this observation period to
fully encompass the time when the elds are visible.
Figure 3.3: Distribution of emission-line signal-to-noise ratios (SNR) in the current OzDES
quasar sample for the full and priority sample (dened in Section 3.3.2). The emission-line
SNR values were estimated for H, Mg ii, and C iv for each object at all observed epochs
using the OzDES spectra. Then a single SNR value is assigned to each object based on
the median SNR value of the emission-line with the highest median SNR value using the
available spectral measurements. This is the SNR value used in this plot.
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3.4 Simulation Setup
Our ability to accurately recover lags is highly dependent on the presence of prominent
features in the continuum and emission-line light curves. Accurate detection and character-
ization of light curve features depends on (1) the frequency of measurements, (2) the length
of the survey, (3) the accuracy of the measurements, and (4) the intrinsic variability of the
object. In order to predict how well OzDES will be able to recover lags, we simulated and
analysed mock catalogues of quasars with realistic continuum and emission-line light curves.
Below we describe our methods for creating and subsequently recovering lags from such light
curves.
3.4.1 Mock Catalogue
We began by constructing mock catalogues of 520 AGN distributed uniformly in 40 redshift
bins and 13 magnitude bins over the range 0 < z < 4:0 and 18:0 < r < 20:5. This range
roughly corresponds to the capabilities of the AAOmega spectrograph within the framework
of the OzDES programme design. The small number of AGN brighter than 18th magnitude
will generally be targeted and are not considered for this investigation.
3.4.2 Monochromatic continuum luminosity estimation
The observed R L relationship for each broad emission-line has been constructed empirically
using the monochromatic luminosity of a nearby continuum region as a proxy for the ionizing
luminosity. The most common emission-line{continuum region pairs used for constructing
R L relationships, are H with L5100A (e.g. Peterson & Horne, 2004; Vestergaard & Peterson,
2006; Bentz et al., 2009a, 2013), Mg ii with L3000A (Vestergaard & Osmer, 2009; Trakhtenbrot
& Netzer, 2012), and C iv with L1350A (Vestergaard, 2002; Peterson et al., 2004; Vestergaard
& Peterson, 2006; Kaspi et al., 2007; Vestergaard & Osmer, 2009; Park et al., 2013; Trevese
et al., 2014), and we use these pairs in our analysis. As we are restricted to the optical
observing window (3750-8900 A), the redshift range is broken into ve dierent sections
according to the observable emission-lines: z < 0:54, H only; 0:54 < z < 0:62, H and
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Figure 3.4: The ve redshift regimes in which OzDES is sensitive to dierent broad-lines (or
pairs of lines) given the properties of the AAOmega spectrograph. The black curves show
the observed frame wavelength of each broad emission-line considered in our simulations as
a function of redshift.
Mg ii; 0:62 < z < 1:78, Mg ii only; 1:78 < z < 1:96, Mg ii and C iv; and z > 1:9 C iv
only (see Fig. 3.4 for illustration). Accurate measurement of the nearby continuum level is
required to measure the line ux correctly. Therefore, these redshift ranges have been chosen
to allow a generous amount of continuum emission on either side of the broad line, and to
avoid bluer wavelengths where the spectrograph's throughput is low. However, our choice of
redshift ranges is somewhat conservative with respect to how far into the blue and/or red
each emission-line or continuum region can be measured. Out of our currently observed 989
sample, the number of quasars that fall within the 18:0 < r < 20:5 mag range and the H
only, H and Mg ii, Mg ii only, Mg ii and C iv, and C iv only wavelength ranges are 39, 13,
401, 76, and 231, respectively.
The monochromatic ux densities at rest-frame 1350, 3000, and 5100A for each AGN are
estimated using the simulated DECam r-band magnitudes and redshifts, and a K-correction
based on the lter response curves of the DECam r-band lter and the SDSS quasar tem-
plate (Vanden Berk et al., 2001). The SDSS quasar template spans the rest-frame wavelength
range 800-8555A and is based on a sample of quasars that covers a similar redshift and mag-
nitude range to that being observed by OzDES, so it should be a representative template
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for this work. The quasar template is scaled to the input magnitude of each target un-
der the assumption that the bolometric luminosity scales as Lbol = 9:0L(5100A) (Kaspi
et al., 2000). This bolometric correction is the approximate midpoint between the results
of Richards et al. (2006) and Krawczyk et al. (2013) who found values of 10:3  2:1 and
7:79  1:69, respectively. The luminosity is then estimated assuming a  cold dark matter
(CDM) cosmology with H0 = 70 km s
 1 Mpc 1, 
M = 0:3, and 
 = 0:7.
This process does not take into account host galaxy contamination, Galactic extinction, or
intrinsic variations in the AGN spectral energy distribution (SED). Nevertheless, it provides
a sucient luminosity estimate for our present purposes. When host galaxy contamination
is included in the simulations, no signicant change in the results was observed because the
loss in sensitivity due to contamination from the host galaxy is generally balanced by the
increased variability expected for fainter objects (see Section 3.4.4). For more discussion on
this point see Section 3.7.
3.4.3 Lag estimation
We calculate the time lags associated with each source from the monochromatic continuum
luminosity and previously published R   L relationships for H, Mg ii and C iv. We adopt
the H R  L relationship
log10 (RH light  days) =  21:3+2:9 2:8 + 0:519+0:063 0:066 (3.2)
 log10
 
L(5100A) erg s
 1;
presented by Bentz et al. (2009a), which is derived from RM measurements of 35 AGN
spanning four orders of magnitude in luminosity. Switching to the Bentz et al. (2013)
relation would not appreciably change our results. The C iv R L relationship is not as well
determined as the H R   L relationship because C iv lags have only been measured for a
few objects (Koratkar & Gaskell, 1991; Peterson & Horne, 2004; Kaspi et al., 2007). Most of
these objects have similar luminosities, and there is only a single object at each of the low-
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and high- luminosity ends. The C iv R  L relationship we use,
log10(RCIV light  days) =  23:3 1:7 + (0:55 0:04) (3.3)
 log10
 
L(1350A) erg s
 1;
is taken from Kaspi et al. (2007) and is based on only seven objects. Mg ii is not yet
well studied with RM, and there are only a few campaigns in which the time lag has been
measured (Metzroth, Onken & Peterson, 2006; Reichert et al., 1994; Dietrich & Kollatschny,
1995, though the last two papers only present marginal detections). However, because the
Mg ii lag measurement was found to be consistent with the H lag in two of the studies
(Reichert et al., 1994; Stirpe et al., 1994; Bentz et al., 2006a, using Metzroth, Onken &
Peterson (2006)), there is a strong correlation between the width of Mg ii and H emission-
lines3 and since H and Mg ii have similar ionization parameters, it is generally assumed
that the two lines originate at the same radius from the ionizing source. Trakhtenbrot &
Netzer (2012) use this assumption to estimate a Mg ii R  L relationship of
log10(RMg II light  days) =  28:5 0:6 + (0:618 0:014) (3.4)
 log10
 
L(3000A) erg s
 1:
This estimate was created using an empirical correlation between L(5100A) and L(3000A),
and an existing H R   L relationship. As a consequence, it is less certain than an R   L
relationship derived from direct RM measurements, but it is our only option in the absence
of such measurements for Mg ii.
The resulting distributions of the observed time lags (including time dilation) with red-
shift and magnitude are shown in Fig. 3.5. The C iv lags tend to be a factor of  2 smaller
than the Mg ii lags in the same objects. This is consistent with the ndings of Kaspi et al.
(2007).
3However, this correlation is not a tight one-to-one relationship between the Mg ii and H widths (Vester-
gaard & Wilkes, 2001; Trakhtenbrot & Netzer, 2012), as is commonly reported in the literature.
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Figure 3.5: The distribution of lags in a mock AGN sample, as a function of r-band mag-
nitude (left) and redshift, z (right). The dierent colours and symbols correspond to the
dierent emission-lines (black circles: H, red triangles: Mg ii, blue crosses: C iv).
3.4.4 Light-curve estimation
We model the AGN continuum light curves as a damped random walk (DRW) characterized
by a time-scale, D
4, and an asymptotic amplitude of the structure function over long time-
scales, SF (1). Zu et al. (2013) show this model is a good representation of quasar variability
on the time scales of the OzDES survey. Our ability to recover the time lag for each AGN
is expected to be highly dependent on these variability parameters. If SF (1) is large and
D is short, it is more likely that signicant variations in the light curve will be seen during
the observation campaign.
MacLeod et al. (2010) found that the values of D and SF (1) scale with the luminosity
of the AGN, the observed wavelength, and the mass of the black hole, following the power
law
log10() =A +B log10(=4000A) + C(Mi + 23)
+D log10(MBH=10
9M); (3.5)
4Note that MacLeod et al. (2010) use  without the subscript for this parameter, but we use D following
Zu, Kochanek, & Peterson (2011) so as not to confuse this parameter with the reverberation lag, which we
denote as  .
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where  refers to either D (in days) or SF (1) (in mag),  (in A) is the continuum wavelength
of interest (1350, 3000, or 5100A), the coecients are
AD = 2:4, BD = 0:17, CD = 0:03, DD = 0:21,
ASF =  0:51, BSF =  0:48, CSF = 0:13, DSF = 0:18;
Mi is the i-band absolute magnitude of the quasar and is calculated using the known r-band
magnitude and the K-corrections prescribed in Richards et al. (2006) for SDSS, and MBH
is the mass of the black hole. The black hole masses were randomly assigned using the
probability distribution described by MacLeod et al. (2010),
P (log10MBHjMi) =
1p
2
exp

 (log10MBH   log10MBH)
2
22MBH

; (3.6)
where log10MBH = 2:0 0:27Mi and the spread in the distribution, MBH = 0:58+0:011Mi.
The mass of the black hole is in solar units. The DES and SDSS gri lters are quite similar,
so the use of the Richards et al. (2006) K-corrections are justied (Honscheid, DePoy &
for the DES Collaboration, 2008). Additionally, we assume the same cosmological model as
MacLeod et al. (2010), so the absolute magnitude scales are identical.
Continuum light curve
The continuum light curve, in magnitude, is a combination of a mean  and variable term
C(t), such that C(t) =  + C(t). The value of  is dened as the monochromatic
continuum ux density at given wavelength (5100, 3000, and 1350A; Section 3.4.2) converted
to a magnitude. For a DRW, the variable component is constructed by initializing the light
curve at t0 as C(t0) = G(1) where G(1) is a Gaussian random deviate of unit dispersion,
and SF (1) =
p
2. Subsequent points in the variable component light curve are created
using the recursion formula (see Kelly, Bechtold & Siemiginowska, 2009; Koz lowski et al.,
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2010; MacLeod et al., 2010),
C(ti+1) =C(ti) exp ( jti+1   tij=D) (3.7)
+ [1  exp ( 2jti+1   tij=D)]1=2G(1):
Emission-line light curve
The emission-line light curve is the response to the continuum light curve. If we only consider
the temporal response of the overall emission-line, the resulting light curve is given by
Lux(t) =
Z
	()Cux(t  )d; (3.8)
where Lux(t) is the emission-line light-curve ux relative to its mean value, Cux(t) is
the variable component of the continuum light curve dened above converted into ux, and
	() is the transfer function, which describes the emission-line response to a delta function
outburst in the continuum (Blandford & McKee, 1982). The transfer function is related to
the overall structure and kinematics of the BLR and its true form remains an active area of
research (Pancoast, Brewer & Treu, 2011; Zu, Kochanek & Peterson, 2011; Pancoast et al.,
2012; Grier et al., 2013; Skielboe et al., 2015). For simplicity we have chosen a top hat
transfer function, mirroring JAVELIN (Zu, Kochanek & Peterson, 2011), given by
	(t) =
8<: A2w for    w < t <  + w0 otherwise (3.9)
where A is a scaling term and w is the half-width of the top hat function. We set the
scaling term, A = 1, and the half-width to w = 0:1 for all emission-line light curves.
This half-width value was motivated by previous RM campaigns (Grier et al., 2013). The
choice of scaling term makes a strong assumption about the line's responsivity to contin-
uum variations. However, the broad-line responsivity as a function of time and measurable
spectroscopic properties is not well understood. Studies that use photoionization models to
explore properties of the broad emission-lines nd that the responsivities are expected to
vary between the dierent emission-lines (Goad, O'Brien & Gondhalekar, 1993; Korista &
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Goad, 2000, 2004). However, these physical properties cannot be easily { or even directly
{ probed, nor can the responsivity for a particular object and line be predicted a priori.
In practice, past RM campaigns have shown variations in the responsivity (i) in the same
line between monitoring campaigns (e.g., Gilbert & Peterson, 2003; Bentz et al., 2008; Woo,
2008; Denney et al., 2010) and (ii) between multiple lines in the same object during the
same or temporally-similar campaigns (e.g., Cackett et al., 2015; De Rosa et al., 2015). As
a result, we acknowledge that our simulation results are sensitive to our simple treatment
of the responsivity. Nevertheless, it is neither straight forward, nor clear what the merit
may be to apply an alternative, more complex treatment at this time. Additionally, the
monochromatic value of C(t) implemented in this analysis is only a proxy for the true
ionizing ux. As a consequence, the transfer function quoted will be dierent to the inherent
transfer function of the system. We investigate the eects of our choice of transfer function
in Section 3.7.
Measurement uncertainty
We created mock light curves with daily cadence, starting ahead of the observing campaign
to allow time for the emission-line response (described by the convolution in Equation 3.8)
to stabilise before the campaign. We then down-sample the cadence following the OzDES
programme design and any extensions described below.
Gaussian errors are added to each mock light curve based on the expected ux uncer-
tainties. The expected ux measurement uncertainty for the OzDES RM project is 0.01
mag for photometry and 0.1 mag for spectroscopy. We do not include magnitude-dependent
(photon-counting) uncertainties on the line ux measurements as our uncertainties are gen-
erally expected to be dominated by our overall absolute ux calibration. The absolute ux
calibration of the spectroscopy is performed as follows. (1) The observed F-type stars are
matched with an F-type star of equivalent g   r colours (measured from DES photometry)
from an existing stellar catalogue. (2) The stellar catalogue spectrum is warped to exactly
replicate the colours of the observed F-type star. (3) The observed spectrum is divided by
the warped catalogue spectrum. (4) The resulting function is smoothed and represents the
sensitivity curve of the observed spectrum. This process is performed separately for the
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spectra coming from the red and blue arm of AAOmega, and repeated for all the observed
F-type stars. (5) The median sensitivity is computed for each season. The sensitivity de-
pends on the observed wavelength and radial position of the bre, and the median scatter in
the sensitivity curve is 5%. (6) All AGN spectra are corrected according to the measured
sensitivity curve and synthetic g, r, and i magnitudes are calculated. (7) The synthetic
magnitudes, and thereby the spectrum, are scaled to the g, r, and i magnitudes measured
from the nearest photometry epoch to each spectrum (almost all taken within 4d) under
the assumption that no signicant change in ux has occurred over this time-frame. The
photometric ux precision in this case is on order of a few percent. Current OzDES data
show that residuals of this calibration process are roughly Gaussian in form, therefore it is
reasonable to assume Gaussian uncertainties in our light-curve measurements.
We further randomly shifted 10% of the data points without adjusting their error bars
to introduce an element of the non-Gaussianities present in real data. The shift was chosen
from a Gaussian distribution with a mean value of zero and a standard deviation twice
the size of the measurement uncertainty. Examples of simulated light curves are shown in
Fig. 3.6.
The accuracy of the emission-line ux measurement is also sensitive to the method of
determining the emission-line ux. The method will dier depending on the quality of the
OzDES spectrum. If the SNR in the individual spectrum is sucient, the spectrum will
be modelled to separate the emission-line of interest from other AGN, host galaxy, and/or
intervening emission and absorption components. Otherwise, the emission-line ux is simply
calculated as the integrated ux above an approximate linear continuum tted between
two pseudo-continuum regions near the line. Mg ii 2798 ux measurements are especially
aected by Fe ii contamination (Vestergaard & Wilkes, 2001) and therefore care must be
taken when calculating the ux for this line. Additionally, AGN with strong absorption (e.g.
broad absorption line quasars) will be discarded from the nal sample as the absorption
often alters the emitted line ux.
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3.4.5 Possible Survey Extensions
We also consider various extensions to the baseline survey to determine if modications to the
programme design can increase the scientic return. These extensions include (i) decreasing
the eective seasonal gap; (ii) increasing the cadence; (iii) improving the data quality; and
(iv) extending the total survey duration. While ultimately uncontrollable, we also consider
the eect of a reduction in the number of observed epochs due to extreme weather losses.
Seasonal Gap (Full season/Year): we consider two extended spectroscopic observation win-
dows to investigate the eect of the seasonal gap on lag recovery. The longest possible
observation window in which any one eld can continuously be observed is approxi-
mately between May 1 and February 14 for elds E1 and E2 (see Fig. 3.2). This will
be our rst possible extension and will be referred to as `full season'. As the rst two
years of observations are completed or underway, we can only apply this extension to
the following three years. We also consider a case in which observations are taken over
the full year, with no seasonal gaps. This is our second possible extension and will
be referred as `year'. Due to the restricted observability of the DES SN/OzDES elds
resulting from their position in the sky, this observational setup is not possible for
OzDES, but illustrates the potential for future surveys targeting polar elds. In both
cases, it is assumed that photometric measurements are taken weekly and spectroscopic
measurements are taken monthly.
Cadence (Weekly): we also consider the case where spectroscopic measurements are taken
weekly over the baseline observation window of the DES photometry as dened in
Section 3.3. This will test how the spectroscopic measurement frequency aects the
recoverability of the lag. Previous RM campaigns have found that high quality and
high cadence in the continuum light curve is required for accurate lag recovery as it
is the driver of the line light curve. However, it is also important that the line ux
measurements are taken with sucient cadence to map the line response accurately.
This possible extension will be referred to as `weekly'. Again, we can only apply this
extension to the last three years of the survey. We should note that this extension
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increases the number of spectroscopic measurements signicantly, which also plays a
major role in the recovery of lags (Horne et al., 2004; Shen et al., 2015).
Data quality (Goal): we investigate the eects of data quality by changing the spectroscopic
measurement uncertainty. We use the baseline sampling rate of OzDES and reduce the
spectroscopic measurement uncertainties from 0.1 to 0.03 mag, which corresponds to
the optimistic goal for the calibration of the OzDES spectral data. The photometric
measurement uncertainty is kept constant at 0.01 mag. This extension will be referred
to as `goal'. We also consider a spectroscopic measurement uncertainty of 0.03 mag
combined with the `year' extension, referred to as `year+goal'.
Survey Length (Long): nally we investigate an extension of the survey by two years with
sampling and cadence equivalent to the last year of the planned DES/OzDES survey
(i.e. seven spectroscopic measurements per additional year). This possible extension
will be referred to as `long' and it should allow the recovery of longer lags and more
accurate recovery of lags for a broader AGN population.
Weather: the expected 25 epochs, used in the simulations, already take into account the
expected weather loss for the AAT. However, to consider the eects of extreme weather
we simulated losing an additional 3{5 spectroscopic epochs randomly over the ve-year
period.
3.4.6 Recovering time lags
Traditionally, reverberation lags have been recovered using simple linear interpolation and
cross-correlation techniques (Gaskell & Sparke, 1986; Edelson & Krolik, 1988; White &
Peterson, 1994), but recently other approaches have been implemented that take into account
our existing knowledge of AGN behaviour as a means to optimize, and in some cases, to
improve the likelihood of accurate lag recovery. We adopt one such approach, using the
program JAVELIN, an updated version of SPEAR (see Zu, Kochanek & Peterson, 2011,
for details). Instead of linearly interpolating between data points, JAVELIN uses a damped
random walk to model the AGN continuum light curve, and attempts to t the emission-line
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light curve by convolving the continuum light curve with a top hat transfer function.
JAVELIN uses the amoeba minimisation method (Press et al., 1992) to recover a model
of the continuum light curve (including DRW parameters) and transfer function that best ts
the continuum and the line data. JAVELIN has been generally found to be consistent with
traditional cross-correlation methods (Zu, Kochanek & Peterson, 2011; Grier et al., 2012;
Peterson et al., 2014) and has the advantage of tting multiple emission-line light curves at
once. The main limitation of JAVELIN is that its error estimates assume well-characterized
Gaussian noise, so caution must be used when interpreting the parameter uncertainties if
these assumptions are violated.
Implementation
We allow JAVELIN to explore the lag range between zero days and three times the input
lag, with a maximum allowed lag of 1931d, corresponding to the separation between the
rst photometric and last spectroscopic measurement planned for OzDES. Lags longer than
1931d cannot be constrained by the data; however, we expect very few, if any lags this large
in the considered magnitude and redshift range (see Fig. 3.5). The window of 0 < t < 3
was found to be sucient to fully enclose the recovered likelihood distribution of the lags,
and there is no evidence for an articial cut-o in the likelihood distribution (see Fig. 3.6).
We analysed the ve dierent redshift ranges separately. For the redshift ranges where
two emission-lines are present, the two lags were t both individually and simultaneously.
For the single line case we used 150 Markov Chain Monte Carlo (MCMC) chains with 150
iterations per chain to sample the posterior probability distribution. This is equivalent to
22500 total iterations. For the case where both emission-line light curves are tted simul-
taneously, we used 200 MCMC chains with 200 iterations per chain. The larger number
of iterations account for the additional complexity in the double line t. For the baseline
OzDES setup we analysed 10 realizations of the mock catalogue of 520 AGN. For the investi-
gation of dierent survey extensions, we only analysed two realizations of the mock catalogue
per extension.
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Output
For each continuum and emission-line light curve, JAVELIN produces an estimate of the
posterior distribution for all the tted parameters, including the lag. In a substantial number
of cases, a clear peak is present and easily identied in the lag posterior distribution, corre-
sponding to the best-tting lag value. In the remaining cases, multiple peaks of comparable
size are present in the distribution or in some rare cases no distinct peak is detected at all.
We devised a simple method to classify each posterior, trained on a manually classied
sample of posteriors. In the most basic terms, we smooth the posterior distribution, and
identify the dominant peak and any secondary peaks. We classify the quality of the lag based
on the existence and relative size of the secondary peaks, which corresponds to the relative
probability of the lag being associated with each peak. We classied the output probability
distributions into four categories: accepted - grade 1, accepted - grade 2, uncertain, and
rejected. Accepted - grade 1 means that no secondary peaks are present in the posterior
distribution. Accepted - grade 2 means that a secondary feature is present but the ratio be-
tween the probability of the primary peak and relative probability of the secondary peak is
smaller than 15%. The secondary peak may be a bump associated with the main peak. The
relative probability of the secondary peak is dened as the dierence between the maximum
probability value of the secondary peak and either zero or where the secondary connects to
the main peak, whichever is the smallest value. This denition is chosen to allow small devi-
ations in the probability distribution of the main peak. Uncertain posteriors have multiple
peaks of similar magnitude, while rejected posteriors do not have any clear maxima. The
classications were made without prior knowledge of the true lag. Some examples of typical
accepted, uncertain, and rejected lag posterior distributions are shown in Fig. 3.6. Once
classication has been performed, we redene the lag window boundaries for the accepted
- grade 2 cases to exclude the secondary peak where applicable and calculate the credible
regions around the primary peak only. This algorithm performs reasonably well compared to
human classication, with a 5% misidentication rate. In practice, the real data and lag ts
will be subjected to manual inspection which will reduce the number of misidentied lags.
The recovered lags used for the rest of this chapter are dened as the median lag values from
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the restricted JAVELIN Monte Carlo chains for accepted lags only, and the associated lag
uncertainties are given by the 16th and 84th percentile range lag values about the primary
peak.
Performance metrics
To quantify the performance of the OzDES RM campaign and its possible extensions, we
dene the following three performance metrics: (1) the recovered fraction, describing how
many lags we recover; (2) , quantifying how accurately the recovered lags are measured;
and (3) the number of misidentied lags in the recovered fraction.
Recovered Fraction: using the classication described in the previous section for accepted,
uncertain, and rejected posteriors, we dene the recovered fraction as the fraction of
accepted - grade 1 and accepted - grade 2 lags. We determine the natural spread in the
recovered fraction by performing bootstrap resampling and calculating the recovered
fraction for 1000 iterations of the sample. The stated recovered fraction is given as
the median recovered fraction from the resampling and the uncertainty is given by the
68th percentile values.
Accuracy (): we next quantify the accuracy of the recovered lags. The accuracy is dened
by the logarithmic ratio between the median recovered lag and the true lag,
 = log

 rec
 real

: (3.10)
Fig. 3.7 shows that the distribution of  values for a large sample of lags is ap-
proximately Gaussian, for both the single and two-emission-line simulations, and the
skewness of the distribution is minimal. This distribution roughly represents the prob-
ability distribution of obtaining a certain accuracy in an individual lag measurement.
Since the mean  is zero (and the lag recovery is thus unbiased) the underlying width
of the distribution, , can be used to characterize the accuracy in the sample, as
the lag measurements for the sample tend to be more (less) accurate when  is low
(high).
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Figure 3.6: Examples of typical lag posterior distributions (left) for the accepted - grade 1
(top), accepted - grade 2 (middle top), uncertain (middle bottom) and rejected (bottom)
classications. The dot{dashed vertical line represents the true lag value. The hatched region
in the accepted - grade 2 case demonstrates the likelihood region excluded from the nal
lag estimate. The right-hand panels show the input continuum ux density and emission-
line ux light curves (black circles with error bars) and true underlying light curve (red)
compared to the weighted average of light curves that t the data well from JAVELIN
(black dashed curve), and the corresponding dispersion of these light curves (grey shaded
region). The given ux and ux density have arbitrary units.
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Each recovered lag has its own uncertainty, so we cannot simply calculate the un-
weighted standard deviation. Instead, we nd the weighted standard deviation by
nding the value of  that minimizes the likelihood,
L(; eij) =
NY
i=1
1p
2(2 + e
2
i )
exp
  2i
2(2 + e
2
i )

; (3.11)
where ei = (
rec
i84%
   reci16%)=2, is the average measurement uncertainty associated with
each lag measurement. To nd the uncertainty on  we again use bootstrap resam-
pling.
Misidentied lags: a lag is designated as misidentied if it is 3 away from the true lag,
where  is the estimated uncertainty in the lag. This is equivalent to ei for symmetric
uncertainties around the true lag. However, as the uncertainties are asymmetric, we
consider the error estimate closest to the true lag value. Note that while we count the
number of misidentied lags, we do not remove them from our sample when calculating
 or any further analysis. This is because we will not know the true lag length when
we analyse the real data, and we expect misidentied lags will contaminate the true
sample at some level. The uncertainty in the misidentied fraction is also calculated
using bootstrap resampling.
Two-line tting { simultaneous versus individual tting
As previously mentioned, when two emission-lines are present in the spectrum we t the cor-
responding lags both individually and simultaneously. Simultaneous tting has the potential
to constrain the continuum light curve more tightly, which could enable a better recovery
of the two lags. However, we nd the accuracy of the recovered lags and the fraction of
misidentied lags to be consistent between the two methods, although the simultaneous ts
had a lower recovered fraction than the individual ts (Fig. 3.7). In general, the lag posterior
distribution for the simultaneous tting case showed a peak at the same location as the indi-
vidual ts, but other secondary peaks were sometimes present, making the lag classication
more uncertain. It is likely that this occurs when the lag signal is weak, leading a spurious
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Figure 3.7: The relative oset of the recovered lag from the true lag, , for the individually
tted (blue circles) and simultaneously tted (olive triangles) two-line samples (left). The
error bars represent the inner 68 percentile errors. The distribution of  is shown in the
right-hand panel.
peak in one line's lag to amplify an otherwise weak peak in the other line's lag posterior,
leading to multiple peaks. The reverse also occurred, although it was less common, and in
this case, the information from the simultaneous tting nullied the spurious signal. We use
the results from the individual line ts for the rest of the analysis.
3.5 Results
3.5.1 Basic Setup
Recovered Fraction
We rst investigate the recovered fraction in bins of redshift and magnitude. This will help
to optimize our target selection choices. The resulting fractions of accepted lags are shown
in Figs 3.8 and 3.9. There is a clear trend in favour of low-redshift, faint objects.
Since the observer-frame lag also depends on magnitude (through the R   L relation-
ship) and on redshift (due to time dilation), we also investigate how the recovered fraction
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Figure 3.8: The recovered fraction in each redshift{magnitude bin for the 10 mock catalogues,
as a function of magnitude (left) and redshift (right). There is a clear trend both in redshift
and magnitude to favour lower redshift, less luminous objects. The dashed vertical lines
correspond to the bounds of the dierent redshift ranges for the dierent emission-lines.
correlates with the input observed frame lag. Fig. 3.10 shows the resulting fraction of each
lag quality classication (accepted, uncertain, and rejected) as a function of input observed
frame lag. There is a steady decline in the recovered fraction with lag length, and a recip-
rocal increase in the fraction of uncertain and rejected lags. The likelihood of successfully
recovering the lag increases when the overall survey length is appreciably longer than the
lag length (Horne et al., 2004), because more light curve features can be traced by both the
continuum and emission-line light curves. However, programme cadence is also important
for lag recovery, where sampling the light curves at the `Nyquist frequency' is required to ac-
curately resolve the lag. Consequently, objects with an expected observer frame lag shorter
than the minimum emission-line light curve sampling rate ( 30d) are less likely to have a
reliable lag estimate.
The observed dependence of the recovered fraction on lag length will also be aected by
the magnitude dependence of the DRW parameters, specically SF (1). The SF (1) param-
eter describes the long term amplitude of the variable continuum light curve component.
If SF (1) is small, as is true for more luminous objects, it is less likely that the observed
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Figure 3.9: The 2D distribution of the recovered lag fraction in redshift{magnitude bins. This
distribution is similar to the distribution of lags (Fig. 3.5), indicating that the acceptance
rate is highly dependent on the observed frame lag.
Figure 3.10: The fraction of accepted (blue), uncertain (purple), and rejected (red) lags as
a function of the observed lag.
3.5 Results 107
Figure 3.11: The eect of the rms variability amplitude of the continuum, FVAR, on the
fraction of accepted (blue), uncertain (purple), and rejected (red) lag likelihoods. More
variable objects are more likely to have a recoverable lag. The dotted line corresponds to
the FVAR value equivalent to the assumed emission-line ux uncertainties.
light curve will vary by a signicant degree and yield a lag measurement. More accurately,
the recovered fraction will be aected by the mean fractional variation of the continuum
light curve, FVAR, dened as the rms variability amplitude of the continuum magnitude (see
Rodrguez-Pascual et al., 1997), rather than the true SF (1) value. However, by denition,
FVAR is closely related to SF (1) as SF (1) =
p
2, where  is the long term standard devia-
tion in the continuum magnitude and FVAR is the fractional standard deviation in continuum
ux over a nite observation period. The approximate transformation, 100:4  1 + FVAR,
can be used when the observation period is suciently long and the continuum ux uncer-
tainties are relatively small. AGN with FVAR values lower than the expected measurement
uncertainty of OzDES are more likely to have an uncertain lag classication. This is illus-
trated in Fig. 3.11, and highlights the importance of minimizing spectroscopic uncertainties
to maximize the science return of the RM programme.
In practice, the lag length and light-curve variability are related through the magnitude
dependence of the parameters (R L relationship and Equation 3.5), so the recovered fraction
can generally be characterized simply by the absolute magnitude and intrinsically brighter
objects are less likely to have a lag measurement.
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Accuracy of recovered lags
Next we look at the accuracy of the recovered lags. Fig. 3.12 shows how the accuracy
changes with observed frame time lag. We divided the sample into accepted - grade 1
and accepted - grade 2. The accepted - grade 1 lags were more accurate in general, with
 = 0:070 0:006, compared to  = 0:091 0:005 for the grade 2 sample. However, the
number of grade 1 lags is almost half the number of grade 2 cases, so excluding the latter
would have a signicant impact on our nal sample size. For both samples we see a slight
increase in  for  < 30, and   0:5 yr. Lags shorter than 30d are not accurately recovered
due to the limited temporal sampling of the survey. The increase at half a year is likely a
consequence of the seasonal gaps in the survey. Lags can only be accurately recovered when
there is some overlap between the observed continuum and emission-line light-curve features
(e.g. associated rise and drop in light curve). Lags close to 365 n=2 d, where n is an odd
number, will have very few observed continuum and emission-line light-curve measurements
that can trace out associated light-curve features, leading to larger uncertainties and lower
accuracy. Conversely, for lags close to a year, associated light-curve features are well traced
by both the observed continuum and emission-line light curve, leading to a well-dened and
accurate lag estimate. This eect strongly suggests a potential benet from extending our
observing season, as we investigate in the next section.
3.5.2 Extensions
We next consider how the possible survey extensions aect the lag recovery relative to the
baseline survey. The main results from these various extensions are summarized graphically
in Figs 3.13-3.15, where Fig. 3.13 shows the distribution of , Fig. 3.14 shows the recovered
fraction, and Fig. 3.15 shows  as a function of the real lag for the dierent extensions.
Seasonal Gap: implementing the full season extension is expected to increase the recov-
ered fraction to 50%, which corresponds to a 20% relative increase over the baseline
survey. The value of  also decreases signicantly, especially for lags at 365 n=2 d.
This is expected, as the smaller seasonal gaps reduce both the need for interpolation
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Figure 3.12: The fractional rms scatter around the true lag, , as a function of true
observed frame lag for the accepted - grade 1 sample (purple hashed) and accepted - grade
2 sample (black solid). The dotted lines correspond to half year intervals, and the dashed
lines correspond to full-year intervals. There are no accepted - grade 1 lags recovered for
real > 1:5 yr.
and the range of lags for which common features cannot be traced by both the mea-
sured continuum and emission-line light curve. The year extension shows still greater
improvements. However, the full season and year extensions only show signicant im-
provement in accuracy for short lags, and no appreciable improvement was seen for
long lags. In fact, the year long extension accuracy was diminished compared to the
baseline survey for long lags, as the total duration of the baseline survey is extended
beyond ve years due the inclusion of the DES science verication data. Without
extending the survey length, long lags remain hard to recover because the continuum
and emission-line light curves still only have a few common features.
Cadence: the recovered fraction and accuracy of the recovered lags improved signicantly
with the weekly extension. The ner sampling enables superior recovery of shorter
lags, as can be seen in Fig. 3.14. It is expected that some of this improvement is due
to the increased number of epochs, and although, the number of epochs is greater in
this scenario than the full season extension the overall improvement in the lag recovery
is not as large. This suggests that if additional telescope time is awarded in the next
three years of observations, it should be used to extend the observation season rather
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than to have ner sampling.
Data quality: reducing the measurement uncertainties relative to the baseline increases
the recovered fraction and improves the accuracy of the recovered lag beyond that of
any of the survey extensions. However, improving the measurement uncertainty in the
year scenario (`year+goal'), appears to have a negligible eect. In fact, it appears as
if a reduction of the emission-line light-curve measurement uncertainty to 0.03 mag
has a gain equivalent to carrying out the year survey. Therefore, if we can reduce
the uncertainties on the light-curve measurements, additional epochs will be of less
consequence. Alternatively, once we reach the limit of reducing the uncertainties, we
can improve the scientic outcome with more epochs.
Survey Length: the long extension shows an increased recovered fraction and accuracy
primarily for the objects with longer lags, as expected. We also see a moderate increase
in accuracy for all lags. However, a decrease in recovered fraction and accuracy at half
a year is still present due to the seasonal gaps.
Weather: nally, if three to ve additional epochs of spectroscopic data were randomly lost
over the ve years, only a slight drop in recovered fraction and accuracy is expected.
3.6 Prospects
Maximizing the return is not simply a question of maximizing the number of recovered
lags. Next we use the results of the simulations to predict our ability to measure black
hole masses and constrain the R   L relationship. Additionally, we fold in the redshift and
magnitude distribution of the OzDES target quasars into our predicted results. Fig. 3.16
shows an example of the recovered lags we expect for the baseline OzDES survey if a nal
500 AGN were chosen randomly from the currently observed 989 candidate quasars. The
acceptance rate is  35%, in this example, and the sample covers a luminosity range of
1039 < L(5100A) < 10
46 with mean 

log

L(5100A)
	
= 45:0, and extends to redshift
 4.
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Figure 3.13: The predicted scatter in the recovered lags and recovered fraction for (from
bottom-left to top) the long (two extra years of observations), weather (3-5 epoch of spec-
troscopic data were lost over the ve year period), full season (nine month observation season
for the last three years of survey), goal (0.03 mag uncertainty in spectroscopic measurement),
weekly (weekly cadence of spectroscopic measurements), year (hypothetical ve year survey),
and year+goal extensions compared to the baseline OzDES results (grey underlay, and top
left).
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Figure 3.14: The recovered fraction of the weekly (dotted; weekly cadence of spectroscopic
measurements), full season (dashed; nine month observation season for the last three years
of survey), long (dot-dashed; two extra years of observations), and year (triple-dot-dashed;
ve year survey with no seasonal gaps and monthly spectroscopic cadence) survey extensions
as a function of the observed time lag compared to baseline survey (solid with grey shading;
corresponding to the median value and inner 68 percentile values from bootstrap resampling).
3.6.1 Black hole mass measurements
The uncertainty in a RM black hole mass estimate is
MBH
MBH
=
"
f
f
2
+

2V
V
2
+
R
R
2#1=2
; (3.12)
assuming the errors on the virial factor, f , the line width, V , and BLR radius, R, are
independent. Generally, the formal errors reported for MBH only include the uncertainties
from R and V and ignore the uncertainty in f (e.g. Bentz et al., 2008; Grier et al., 2012)
even though it is generally the largest source of uncertainty in the mass determination. The
typical uncertainty in the reverberation masses due to using a single value of f for the whole
sample is  0:43 dex (Woo et al., 2010).
The velocity dispersion of gas in the BLR, V , is inferred from the line-of-sight velocity
width of the broad emission-lines. For RM studies, it is preferred to measure this width
in the RMS variance spectrum (henceforth referred to simply as the rms spectrum), as it
isolates only those parts of the line that are varying in response to the continuum over
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Figure 3.15: The accuracy  of, from top to bottom, the weekly (weekly cadence of spec-
troscopic measurements), full season (nine month observation season for the last three years
of survey), long (two extra years of observations), and year (ve year survey with no seasonal
gaps and monthly spectroscopic cadence) survey extensions as a function of the observed
time lag.
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Figure 3.16: Forecast of lag detections for the OzDES RM campaign. The dierent colours
and symbols correspond to the dierent emission-lines (black circles - H, red triangles -
Mg ii, blue crosses - C iv).
the time-scales probed by the campaign. However, this is not always possible because the
quality of the rms prole is sensitive to the intrinsic level of variability, the SNR of the data,
and the ux calibration uncertainties. Consequently, even if a reliable lag is recoverable
from the integrated broad-line ux, the rms prole may be too weak to utilize for a reliable
width measurement (e.g., Bentz et al., 2006a). Alternatively, interpretation of a width is not
always straightforward for complex rms proles (e.g., Denney et al., 2010). In these cases
the velocity width will be measured from the mean campaign spectrum.
Common characterizations of this line width include the full width at half-maximum
(FWHM), the square root of the second moment of the line (line; otherwise known as the
line dispersion5 ), and the inter-percentile velocity (Whittle, 1985). While the precision
and accuracy of V depends directly on the SNR of the spectra and the details of the line
prole, it also depends on the choice of line width characterization, since each is susceptible to
dierent systematics (Denney et al., 2009, 2013; Fine et al., 2010; Jensen, Jens J., 2012). We
will consider multiple characterizations, though currently most RM studies have preferred the
line dispersion as Peterson et al. (2004) found it creates the highest precision virial relation,
5The `line dispersion', measured in A and converted to km s 1, is distinct from `velocity dispersion',
measured in km s 1 directly, and is dened as, 2line = h2i   hi2 =
R
2F ()dR
F ()d
 
 R
F ()dR
F ()d
2
. Line
dispersion acts as a proxy for the line-of-sight velocity dispersion but is not a direct measurement of the
velocity dispersion.
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and it is the primary characterization used to calibrate the AGN mass scale (Onken et al.,
2004; Woo et al., 2010; Park et al., 2012; Grier et al., 2013). The line dispersion has also
been found to be a less biased measure of the velocity when measuring Mg ii and C iv line
widths from single-epoch or mean spectra (Raee & Hall, 2011; Denney, 2012; Denney et al.,
2013).
We expect the fractional uncertainty in V , measured from the mean OzDES spectrum to
be .5% (. 0:04 dex inMBH). Compared to the current RM sample, of primarily apparently
bright, but low-luminosity objects (

log

L(5100A)
	
= 43:5), the level of variability in
the OzDES sample is likely to be smaller and the mean spectral SNR lower. It is therefore
reasonable to expect the line-width uncertainties from the rms spectra to be appreciably
higher, likely on order of 20{30% (0.15{0.20 dex in MBH) even for cases with relatively well-
dened rms proles. Due to our lower SNR and larger spectrophotometric errors compared
to traditional RM campaigns, we also expect many more cases where we will be unable to
recover a width from the rms spectrum, even if we recover a reliable lag.
In cases where traditional rms is too noisy to isolate the broad-line prole, we will rst
attempt to recover an rms prole from the individual prole model ts to each epoch (see
Section 3.4.4), or alternatively use the line-widths measured from the mean spectrum. In
the latter, it will be be important to model and account for absorption and non-variable
emission components and use the appropriately calibrated f -factor for calculating the black
hole mass, as f diers for each line-width characterization and for the mean versus rms
spectrum (Collin et al., 2006).
On average, R=R 20% (0.08 dex in MBH) and no signicant dependence on redshift is
apparent. Therefore, for the baseline OzDES setup we expect a median formal uncertainty
in MBH of 0.09 dex and 0.16{0.21 dex in a random sample of OzDES targets using the mean
and rms spectrum, respectively (ignoring the uncertainty in f).
3.6.2 Recovery of the R  L relationship
One of the major scientic goals of this survey is to derive the R   L relationship for
all three emission-lines. In this section, we investigate how to optimally select our target
3.6 Prospects 116
quasar sample to recover the most accurate and precise R   L relationship. To recover the
R   L relationship for all three lines we require a substantial calibration sample with lag
measurements for two emission-lines so that the relationships can be put on the same relative
luminosity scale. This is crucial for both black hole mass estimates and any attempts to use
quasars as standard candles (King et al., 2014). Therefore we decided to monitor all 89 of
the quasars that fall into a redshift range where two lines can be observed simultaneously
(i.e. 0:54 < z < 0:62 [13] and 1:78 < z < 1:96 [76]).
The optimal strategy for constraining the R   L relation is to observe objects over a
broad luminosity range. To do so we need to observe both faint low-z objects and bright
high-z objects. However, we also want to optimize the number of recovered lags and the
accuracy of the lag recovery. For the rest of this section, we determine whether selecting our
targets randomly to cover a broad range of properties, or based on their expected acceptance
fraction or accuracy, leads to a better estimate of the R L relationship. We separated our
10 AGN mock catalogues into two groups, a training sample and an observed sample. The
training sample was used to calculate which redshift-magnitude bins had the highest recovery
rates and accuracy. AGN were then selected from the observed sample according to their
magnitude and redshift and used to calculate the R  L relationship for each emission-line.
The separation was made in an attempt to avoid any biases in the resulting constraints from
particularly favourable or unfavourable bins that do not follow the general magnitude and
redshift trends.
The training sample was broken into separate redshift and magnitude bins and the re-
covered fraction and accuracy, , were calculated for each bin. The resulting distributions
were quite noisy, so to remove the inuence of spurious bins that may skew our results we t
a low-order polynomial surface to both the recovered fraction and  training distributions,
using the IDL6 function SFIT. Due to the signicant dierences between Mg ii and C iv
lags, we split the redshift range into a low- (z < 1:78) and a high-redshift (z > 1:96) group
and t each group separately. The recovered fraction distribution does not appear to have
any major structure besides a decline towards bright high-redshift objects, so we simply t
a linear distribution. The distribution of  does exhibit several signicant features due to
6Interactive Data Language (Exelis Visual Information Solutions, Boulder, Colorado).
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the lag dependences found in the previous section, so we t a third order polynomial surface
to the low redshift group and a forth order polynomial surface to account for the apparent
structure in the high redshift group. The residual distributions of these ts did not show
any signicant underlying structure.
An observed sample of 500 sources was then either chosen randomly or from specic
redshift and magnitude bins according to recovered fraction or accuracy restrictions. The
criteria tested were as follows: (a) the recovered-percentage/acceptance was greater than
50%; (b) the recovered-percentage/acceptance was greater than 40%; (c)  was less that
0.05; or (d)  was less than 0.10.
For each sample we t a R  L relation of the form
log(R=100 light  days) = K +  log(L=Lpivot); (3.13)
assuming the luminosity of each object is known exactly, and where Lpivot is the pivot
luminosity for tting the radius-luminoisty, chosen to reduce correlations in the parameter
uncertainties. We chose Lpivot = 10
42 erg s 1 for H, Lpivot = 1045 erg s 1 for Mg ii, and
Lpivot = 10
45:5 erg s 1 for C iv.
The  and K parameters were then calculated for 1000 dierent possible samples of
observed quasars. The resulting median estimates of  and K and their uncertainties are
shown in Fig. 3.17 and Table 3.3. Following Bentz et al. (2013), we also dene the scatter in
the sample as the standard deviation of the residuals around the best-tting relation, and
its value is given in Table 3.3. Table 3.3 also includes the median observed and expected
recovered number of H, Mg ii, and C iv lags for each selection criterion and the luminosity
range of the accepted sample.
For the H case, there appears to be a systematic bias towards a shallower slope in
the recovered R   L relationship and an associated higher intercept for the full accepted
sample. This is due to the poor lag accuracy for very short lags, associated with the lowest
luminosity, low-redshift objects. We attempt to minimize this eect by restricting our sample
to accepted - grade 1 lags only. The resulting  and K values are shown by the triangles
in Fig. 3.17. After this quality cut, the bias is no longer apparent in the slope and reduced
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in the intercept and the recovered values are more tightly constrained. Therefore we should
only include the objects with clear RM lag signals. We can also note, that the previous RM
campaigns constrain the low-luminosity, low-redshift objects well (Bentz et al., 2013) and
their contribution to the R  L relation t has not been considered here.
The Mg ii R L relation slope constraints for both the full accepted sample and accepted
- grade 1 only sample were found to be reasonably consistent with the input relationship,
although theK values tend to be slightly overestimated. Interestingly, the scatter around the
grade 1 best t was sometimes up to 30% smaller than for the full sample. Therefore the
Mg ii sample is not systematically biased by spurious lag values, but the higher constraining
power gained by including more objects is balanced by the increase in the scatter around
the relationship.
Like H though to a lesser extent, the recovered C iv R L parameters also suered from
a bias towards a shallower R   L slope with the whole accepted sample, which is generally
resolved by restricting the sample to grade 1. The original bias towards a shallower R   L
slope is likely due to the shorter luminosity baseline for C iv R   L relationship, which is
more sensitive to misidentied lags than the corresponding Mg ii R  L relation t. This is
despite both lines sharing a similar lag distribution and therefore overall lag accuracy.
The accuracy and precision of the parameter estimates appear to be relatively indepen-
dent of whether the sample was selected randomly or with an accuracy constraint for H and
Mg ii. However, a sample chosen for high recovered fraction created tighter constraints for
H. Samples chosen for either accuracy or acceptance fraction produced poorer constraints
in C iv. This is primarily driven by the number of lags recovered, although the luminosity
baseline of the R   L relation t is also restricted by this choice, which will aect the re-
covery of the R   L constraints. Therefore in order to accurately and precisely recover the
R   L relationship for all three lines it is preferable to get an even distribution of targets
over the total redshift and magnitude distribution rather than maximizing the total number
of recovered lags or the expected accuracy in the lag values.
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(a) H:  (b) H: K
(c) Mg ii:  (d) Mg ii: K
(e) C iv:  (f) C iv: K
Figure 3.17: The median recovered gradient (: left) and intercept (K; right) of the R   L
relation for H (top), Mg ii (middle) and C iv (bottom) for both the full accepted sample
(circles) and the accepted - grade 1 sample (triangles) for each sample selection method.
The horizontal line and grey shaded regions show the input values for  and K and their
current uncertainties. The dark grey shaded regions in H case show expected uncertainty
if Bentz et al. (2009a) sample was t using a similar pivot luminosity, rather than 1 erg s 1,
given the results of Bentz et al. (2013).
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(a) H:  (b) H: K
(c) Mg ii:  (d) Mg ii: K
(e) C iv:  (f) C iv: K
Figure 3.18: The median recovered gradients (: left) and intercepts (K; right) of the R L
relation for the various survey extensions. Results are shown for H (top), Mg ii (middle)
and C iv (bottom) lines. The horizontal line and grey shaded regions show the input values
for  and K and their current uncertainty. The dark grey shaded regions in H case show
expected uncertainty if Bentz et al. (2009a) sample was t using a similar pivot luminosity,
rather than 1 erg s 1, given the results of Bentz et al. (2013).
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Table 3.3: Recovered R   L parameters for the ve selection criteria, as well as the scatter
in the tted relationship, the number of AGN used in each t and the luminosity range used
in t.
Selection Crit. Line K  Scatter Total lags Acc.lags log

L;min
ergs 1

log

L;max
ergs 1

None H  1:38+0:09 0:09 0:49+0:04 0:04 0:120+0:021 0:016 808 506 41:2 1:3 44:9 0:1
None H-gr. 1  1:47+0:05 0:07 0:53+0:04 0:03 0:108+0:035 0:024 808 285 41:9 1:5 44:7 0:2
None Mg ii  0:02+0:03 0:02 0:60+0:08 0:05 0:123+0:018 0:015 2209 898 44:0 0:1 45:6 0:1
None Mg ii-gr. 1  0:02+0:03 0:03 0:60+0:06 0:07 0:091+0:015 0:014 2209 345 44:0 0:1 45:4 0:1
None C iv  0:24+0:01 0:01 0:52+0:04 0:04 0:127+0:015 0:014 27911 968 45:1 0:0 46:3 0:1
None C iv-gr. 1  0:24+0:02 0:02 0:55+0:06 0:06 0:098+0:016 0:015 27911 355 45:1 0:0 46:1 0:0
Acc > 40% H  1:32+0:03 0:10 0:46+0:04 0:02 0:125+0:014 0:013 18310 11510 39:6 0:9 44:9 0:1
Acc > 40% H- gr. 1  1:46+0:03 0:04 0:52+0:02 0:02 0:112+0:024 0:017 18310 658 41:3 0:4 44:7 0:1
Acc > 40% Mg ii  0:02+0:06 0:03 0:61+0:14 0:05 0:126+0:014 0:013 2639 12410 44:0 0:1 45:6 0:1
Acc > 40% Mg ii-gr. 1  0:00+0:03 0:04 0:65+0:06 0:07 0:094+0:015 0:014 2539 517 44:0 0:1 45:3 0:1
Acc > 40% C iv  0:21+0:02 0:02 0:51+0:09 0:10 0:132+0:017 0:017 1347 606 45:1 0:0 45:9 0:2
Acc > 40% C iv-gr. 1  0:22+0:04 0:02 0:54+0:13 0:12 0:099+0:017 0:016 1347 265 45:1 0:0 45:8 0:2
Acc > 50% H  1:32+0:02 0:05 0:45+0:02 0:01 0:121+0:009 0:010 3368 22010 39:4 0:1 44:9 0:1
Acc > 50% H- gr. 1  1:46+0:02 0:02 0:52+0:01 0:02 0:116+0:015 0:015 3368 11210 41:2 0:2 44:7 0:1
Acc > 50% Mg ii  0:03+0:09 0:03 0:60+0:14 0:05 0:105+0:017 0:013 1058 868 44:0 0:1 45:6 0:1
Acc > 50% Mg ii-gr. 1 0:00+0:04 0:07 0:65
+0:06
 0:09 0:082
+0:013
 0:011 1648 426 44:0 0:1 45:3 0:1
Acc > 50% C iv  0:20+0:03 0:03 0:52+0:09 0:10 0:147+0:027 0:026 700 264 45:1 0:4 45:9 0:2
Acc > 50% C iv-gr. 1  0:19+0:05 0:03 0:58+0:15 0:12 0:107+0:030 0:031 700 133 45:1 0:1 45:8 0:2
 < 0:05 H  1:36+0:08 0:10 0:47+0:05 0:04 0:116+0:022 0:018 668 426 41:3 1:3 44:9 0:1
 < 0:05 H - gr. 1  1:47+0:06 0:08 0:53+0:05 0:03 0:104+0:037 0:021 668 245 41:9 0:7 44:7 0:2
 < 0:05 Mg ii  0:02+0:04 0:02 0:60+0:09 0:04 0:120+0:015 0:013 2109 858 44:0 0:1 45:6 0:1
 < 0:05 Mg ii-gr. 1  0:01+0:03 0:03 0:61+0:06 0:07 0:091+0:018 0:014 2109 336 44:0 0:1 45:4 0:1
 < 0:05 C iv  0:19+0:06 0:04 0:48+0:07 0:12 0:131+0:016 0:015 3039 999 45:1 0:0 46:3 0:1
 < 0:05 C iv-gr. 1  0:21+0:03 0:02 0:51+0:04 0:05 0:099+0:016 0:015 3039 365 45:1 0:0 46:1 0:1
 < 0:10 H  1:39+0:11 0:09 0:49+0:04 0:05 0:122+0:020 0:019 757 476 41:2 1:3 44:9 0:1
 < 0:10 H - gr. 1  1:47+0:06 0:07 0:54+0:04 0:03 0:109+0:033 0:023 757 265 41:9 0:7 44:7 0:2
 < 0:10 Mg ii  0:02+0:04 0:02 0:60+0:09 0:05 0:123+0:019 0:016 2099 848 44:0 0:1 45:6 0:1
 < 0:10 Mg ii-gr. 1  0:01+0:03 0:03 0:60+0:06 0:07 0:091+0:017 0:015 2099 326 44:0 0:1 45:4 0:1
 < 0:10 C iv  0:20+0:07 0:03 0:49+0:07 0:13 0:131+0:018 0:015 29511 988 45:1 0:0 46:3 0:1
 < 0:10 C iv-gr. 1  0:21+0:03 0:02 0:52+0:05 0:05 0:098+0:017 0:016 29511 366 45:1 0:0 46:1 0:0
Note:  Lpivot = 1042 erg s 1 for H, Lpivot = 1045 erg s 1 for Mg ii, and Lpivot = 1045:5 erg s 1 for C iv.
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3.6.3 Extensions
We also investigated the improvement in both R=R and the recovered R   L parame-
ters associated with the dierent survey extensions using a random target selection process
(equivalent to the `None' selection process in previous section). The results are summa-
rized in Table 3.4. The loss of epochs due to weather had a universally detrimental eect
on the recovery of MBH and the R   L parameters. The precision in the black hole mass
measurements was most signicantly improved by a reduction in the spectral measurement
uncertainty (goal), however great improvement was also observed in the case where no sea-
sonal gaps are present (year). The `goal' extension is expected to have a median MBH
uncertainty of 0.05 dex, assuming no improvement in the V measurement. Interestingly,
the precision in mass from the `goal' case was found to be superior to the `year+goal' case,
though the dierence is not highly signicant. The dierence is likely due to the slightly
longer photometric baseline of the baseline OzDES survey from the DES science verication
monitoring in 2012. Note that in the previous section we found the accuracy of the lag
measurement to be consistent between the `goal' and `year+goal' extensions.
The R   L relationship parameter constraints for all lines were most improved from a
reduction in the measurement uncertainty (goal; Fig. 3.18). The precision and accuracy in
the H and Mg ii R L parameter constraints were also signicantly improved in the cases
where the seasonal gaps were reduced or removed completely (i.e. year and full season). In
the Mg ii case, the distribution of constraints for the `weekly' extension exhibited a large tail
towards a shallower R L relationship. This is a consequence of the enhanced lag uncertainty
created by the seasonal gap. If only grade 1 lags are used in the construction of the R   L
relationship, this tail disappears. Additionally, the R   L parameter constraints were only
marginally improved by extending the survey by an extra two years (long).
3.7 Discussion and Conclusions
The baseline OzDES survey is expected to observe at least 500 AGN for the full ve year
period, spanning a redshift range of 0 < z . 4 and luminosity range of 1039 < L < 1047
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Table 3.4: Recovered R  L parameters for the survey extensions.
Extension KH H ScatterH KMg II Mg II ScatterMg II KC IV C IV ScatterC IV R=R
Default  1:38+0:05 0:070:49+0:04 0:03 0:120+0:021 0:016  0:02+0:03 0:020:60+0:08 0:05 0:123+0:018 0:015  0:24+0:01 0:010:52+0:04 0:04 0:127+0:015 0:014 0:213+0:127 0:104
Weather  1:49+0:15 0:260:54+0:15 0:09 0:146+0:046 0:039  0:01+0:02 0:010:60+0:04 0:05 0:107+0:013 0:013  0:24+0:01 0:010:49+0:04 0:03 0:101+0:009 0:009 0:222+0:096 0:111
Goal  1:52+0:03 0:030:53+0:02 0:02 0:070+0:022 0:027  0:04+0:00 0:000:61+0:01 0:01 0:044+0:005 0:005  0:25+0:00 0:000:55+0:01 0:01 0:045+0:005 0:005 0:078+0:060 0:033
Long  1:41+0:11 0:100:49+0:05 0:05 0:166+0:047 0:041  0:02+0:01 0:010:57+0:02 0:02 0:110+0:016 0:015  0:24+0:01 0:010:51+0:03 0:02 0:095+0:008 0:007 0:174+0:076 0:082
Weekly  1:51+0:04 0:050:53+0:03 0:02 0:092+0:026 0:023  0:03+0:11 0:010:59+0:02 0:23 0:088+0:032 0:018  0:25+0:01 0:010:51+0:03 0:04 0:113+0:013 0:012 0:122+0:082 0:048
Full Sea-
son
 1:52+0:04 0:050:53+0:03 0:02 0:125+0:030 0:026  0:03+0:01 0:010:62+0:01 0:01 0:126+0:041 0:059  0:26+0:01 0:010:58+0:02 0:02 0:084+0:013 0:012 0:119+0:093 0:051
Year  1:47+0:03 0:030:50+0:01 0:01 0:058+0:008 0:007  0:05+0:01 0:010:60+0:02 0:03 0:049+0:007 0:006  0:25+0:00 0:000:54+0:01 0:02 0:059+0:008 0:007 0:075+0:051 0:032
Year+goal  1:47+0:03 0:030:51+0:01 0:01 0:072+0:013 0:011  0:04+0:01 0:010:61+0:02 0:02 0:063+0:044 0:011  0:24+0:00 0:000:54+0:01 0:01 0:045+0:005 0:005 0:077+0:066 0:034
erg s 1. If a nal 500 AGN are randomly selected from the target quasar catalogue, we
expect a lag recovery rate of  35  45% (Table 3.3). This would represent a 4-fold increase
in the number of measured lags compared to the current sample (Bentz & Katz, 2015), and
a more than 2-fold increase in redshift range. A higher acceptance rate ( 60%) can be
achieved if the nal targets are selected based on their expected lag length and their current
light curves.
This sample will enable direct MBH measurements over a broad range of quasar proper-
ties, environments and black hole masses. It will also help constrain the R  L relationship
for multiple emission-lines and test the robustness of this relationship over a broad AGN
population, including an investigation into the recently observed Eddington ratio depen-
dence of the R   L relationship discovered by Du et al. (2015). The current RM sample is
biased towards local, low-luminosity objects, which are not representative of typical quasars
(Richards et al., 2011). This has led to concerns that the existing RM sample may be biased
compared to the broader quasar population (e.g., Shen et al., 2008; Richards et al., 2011;
Denney, 2012). The OzDES sample will probe a similar redshift and luminosity range to
the quasar samples in which secondary mass estimate techniques are applied and thus will
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minimize any potential biases.
The baseline OzDES RM campaign is predicted to accurately recover the R   L rela-
tionship for all three lines when only the accepted - grade 1 sample is used and a wide
distribution of targets are selected (Fig. 3.17). In general, the spread in the recovered R L
parameters is larger than the uncertainties associated with the input relationships. However,
the observed OzDES R L relationships will be signicantly important as the current Mg ii
R L relationship is not based on direct Mg ii lag measurements (see Trakhtenbrot & Netzer,
2012), while OzDES will constrain it directly, and the C iv R L relationship is based only
on a small number of objects.
Any of the survey extensions signicantly improve the R   L relationship parameter
constraints for all three lines (Fig. 3.18 and Table 3.4). Accurate estimates of all three
R   L relationships are crucial for single-epoch mass estimates and measuring distances to
the highest redshifts. Consequently, there are signicant gains from pursuing one or more of
the survey extensions we have simulated.
One of the greatest concerns with using AGN as standard candles is whether the R  
L relationship evolves in redshift. The OzDES sample may enable an investigation into
any trends in the R   L due to redshift, metallicity, Eddington ratio, and many other
properties. If the R   L relationship appears to be consistent over the observed sample of
quasars, then the OzDES reverberation sample will provide the rst physically motivated
distance measurement based on a single method from the present day back to redshift four.
Unfortunately, the statistical power of the OzDES sample is not expected to be competitive
with existing cosmological probes as the predicted uncertainty of the R   L will still be
too large to rival the precision in current SNe and BAO measurements. However, it has
the potential to uncover unexpected expansion behaviour if large deviations to CDM are
present at high redshifts (King et al., 2014) and will provide a strong base for future surveys.
The SDSS is currently running a comparable campaign (Shen et al., 2015). They are
observing 849 quasars in a 7 deg2 eld of view using the SDSS-III Baryon Oscillation Spec-
troscopic Survey (BOSS) spectrograph. Their sample is ux-limited to ipsf = 21:7 mag and
includes quasars up to redshift 4.5. Currently they have 60 epochs of spectroscopic data
taken in 2014 as part of SDSS-III (at 4d cadence), another 12 epochs in 2015 as part of
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SDSS-IV/eBOSS, and accompanying photometric monitoring taken approximately over the
same time period. They expect to recover lags for 10% of their sample out to a redshift of 2,
with a possible extension to z 4 with the inclusion of three years of photometry obtained
over 2011{2013 from the Panoramic Survey Telescope and Rapid Response System 1 Survey
(PanSTARRS, Kaiser et al., 2010). The OzDES and SDSS RM campaigns will produce quite
complementary measurements. SDSS has ner temporal sampling and a shorter timeline,
enabling the recovery of a broad range of faint AGN with shorter lags, while the DES/OzDES
sample will be able to more eciently recover the brighter and higher redshift AGN with
longer lags.
3.7.1 Target selection criteria
Selecting our sample based on the expected accuracy did not signicantly change the pre-
dicted R   L parameter constraints, although, when the sample was chosen for a higher
recovered fraction we observe a signicant tightening in the H constraints and degradation
of the Mg ii and C iv constraints (Fig. 3.17). This is primarily due to the relative number
of lags used to constrain the R L relationships. We nd it very advantageous to prioritize
targets with multiple lines present in their spectra to calibrate between the H R  L rela-
tionship, which is quite tightly constrained by the current RM sample (Bentz et al., 2013),
and the R   L relationship of the other broad-lines that currently have little RM data to
date. It is also important to cover a diverse range in redshift and magnitude.
The redshift ranges prescribed to each emission-line used in this analysis were quite
conservative. If they were expanded to allow the largest possible overlap between the lines,
while still allowing sensible continuum measurements, the number of AGN with two lines
present in their spectrum increases to 216 (i.e. H{Mg ii [13] and Mg ii{C iv [203]). However,
the quality of these measurements are likely to be lower due to the diminished spectrograph's
capabilities at the bluest and reddest wavelengths.
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3.7.2 Extensions
Of all the survey extensions, improving the measurement uncertainty, through better spec-
troscopic calibrations, was the most ecient means of improving the overall results. This
is because the constraints on each emission-line data point are much stronger, leading to
less ambiguity in the lags. The goal measurement uncertainty of 3% is quite optimistic but
may be possible to achieve. During the span of the survey so far, major upgrades have
been made in both the AAOmega instrument7 and its pipeline8. Another method of reduc-
ing these uncertainties is to increase the number of calibrating F-type stars monitored in
each eld. However, due to the nature of bre spectroscopy, and associated uncertainty in
pointing, we will always be limited in the ux uncertainty we can achieve.
In terms of improved scientic results, reducing the measurement uncertainty was closely
followed by closing the seasonal gaps, even by three months. By extending the observing sea-
son beyond the six-month season of the standard survey we break the `half-year degeneracy'
and allow common variability features to be probed by both continuum and emission-line
light curves. However, the improvement in the lag recovery was generally limited to the
shorter lags. This result is consistent with previous ndings (Horne et al., 2004), namely
that the recovery of longer lags requires a longer baseline of observation rather than ner
sampling.
Extending the observation campaign by 2 yr (long), only marginally improves the pre-
dicted scientic results, despite expectations to the contrary. A longer programme does
enable longer lags to be recovered (as seen in Fig. 3.15), which allows a broader luminosity
baseline from which to constrain both the Mg ii and C iv R L relationships. However, due
to the random selection process we employed and the lower number density of apparently
bright objects, this extension had a trivial inuence on the R   L parameter constraints.
It is likely that brighter objects will have relatively higher priority in our target selection
(Fig. 3.1), so in the real survey this improvement may be more substantial. The longest lag,
highest redshift objects are also best studied with a long programme like OzDES, and thus
there are clear advantages to monitoring as many of those objects as possible in the hope
7http://www.aao.gov.au/science/instruments/current/status
8http://www.aao.gov.au/science/software/2dfdr
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Table 3.5: Survey extension rankings.
Extension Resources Recovered  R=R R  L R  L Residual Overall Rank
(add. hours) fraction accuracy scatter
Goal - 1 1 1 1 1 1
Full season 514 3 2 4 3 3 3
Long 567 4 5 5 4 4 4
Weekly 1664 5 4 3 5 5 5
Year 1452 2 3 2 2 2 2
The rankings [1 (best) to 5 (worst)] are given for the required number of additional hours of observation
(resources), recovered fraction, accuracy, R=R, and R   L parameter recovery. The rank is determined
from the median value of each criterion and the nal ranking is calculated from the overall sum of the other
ranking values.
that an extension of the survey will prove possible. The overall ranking of the extensions
is shown in Table 3.5. The rank is determined from the median value of each criterion and
the nal ranking is calculated from the overall sum of the other ranking values. The criteria
tested were, the number of additional hours of observation required (referred to as resources),
recovered fraction, accuracy (), precision in lag measurement (=), and the precision
and accuracy of R   L parameter recovery. The extensions from best to worst ranking are:
Goal, Year, Full season, Long, and Weekly.
Losing an additional 3{5 scheduled epochs of spectroscopic data did not signicantly
aect the recovered fraction and accuracy of the overall mock catalogue sample, but did
severely aect both the precision of black hole mass measurements and R   L relationship
parameters. Therefore it is important to minimize the number of epochs lost over the
observation period. One way OzDES is working to minimize potential losses is by working
in close collaboration with the 2dFLenS survey, also using the 2dF instrument, to make
supplementary observations of the SNe elds when weather restricts OzDES observations.
In exchange, OzDES will observe 2dFLenS elds when the DES SNe elds are at high
airmass.
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3.7.3 Alternative analysis techniques
OzDES will be one of the longest-running RM campaign when it is completed. Nevertheless,
the expected number of OzDES spectroscopic epochs is small compared to traditional RM
campaigns (e.g. Peterson et al., 2002; Bentz et al., 2009a; Denney et al., 2009; Barth et al.,
2011). This leads to the relatively low recovered fraction and low accuracy. However, one
way to maximize the output of the OzDES data is to stack the lag signals for multiple
objects of similar redshifts and magnitudes (`composite reverberation mapping'; Fine et al.,
2012; Brewer & Elliott, 2014). Fine et al. (2012) found that by stacking the continuum
and emission-line light-curve cross-correlation signals of objects with similar redshifts and
magnitudes, and therefore similar expected lags, a mean signal can be recovered even if no
lag signal is present in the individual cross-correlations. The large number of OzDES targets
makes it a good sample to perform this type of analysis.
We will also search for reverberation signals in other lines in the spectrum beyond H
4861, Mg ii 2798, and C iv 1549. We have focused on only these lines in this work as they
are the three lines traditionally used for single-epoch mass determination, and calibration of
the R-L relationship for single-epoch masses is one of the main science drivers of this survey.
3.7.4 Limitations of survey simulations
There are several limitations to our survey simulation setup. The rst is our continuum
luminosity determination for the individual objects. We have simply used the existing SDSS
template, and have not taken into account host galaxy contamination or extinction. Our
choice of quasar template was based on the similar redshift and magnitude range covered
by the SDSS sample and the OzDES target sample. The slope of the SED has been found
to vary considerably between individual objects and dierent samples (e.g. Richards et al.,
2006) so using a single template is a simplication. However, it is sucient for our use as
we are investigating the eciency of the survey for the bulk of the quasar sample.
Not taking into account host galaxy contamination overestimates the bolometric lumi-
nosity of the AGN, resulting in reduced sensitivity in our observations, an overestimation
of the lag length, and an underestimation of characteristic variability. However, this is
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only signicant for AGN of similar luminosities to their host, and in general, the expected
decrease in lag recovery due to lower sensitivity in light-curve variation measurements is gen-
erally counteracted by the increased variability and shortened lag length of lower luminosity
quasars. Shen et al. (2015) took this into account in the SDSS RM campaign by assigning
a constant host galaxy contribution of 8 1043erg s 1 at 5100A and negligible contribution
at L3000A and L1350A. Following the more accurate approach of (Richards et al., 2006, with
Lbol=Ledd = 0:25 based on the results of Kollmeier et al. (2006)) to estimate the host galaxy
contribution of our sample, we nd that only low-redshift objects are expected to have a
signicant host galaxy component and the majority of our targets will not be aected ap-
preciably by neglecting host galaxy light due to their intrinsic luminosities. To conrm this,
we tested how the recovered fraction and accuracy of a mock sample were aected by host
galaxy contamination and found the results to be consistent with the baseline simulation.
However, the inclusion of host galaxy contamination does result in a systematic drop in the
expected lag length and again the eect is dominant at low redshifts.
Although host galaxy contamination is not expected to signicantly aect the recovered
fraction or lag accuracy, not accounting for host galaxy contamination will aect the de-
termination of the optical luminosity for calibration of the H R   L relation parameters.
Host galaxy contamination can be estimated, for the observed OzDES data, using a com-
bination of spectral decomposition (Vanden Berk et al., 2006), and high-resolution imaging
decomposition Bentz et al. (2009a, 2013).
Ignoring internal extinction also underestimates the bolometric luminosity. However,
this is only expected to be a 20% luminosity correction based on extinction estimates for
the SDSS DR9 quasar sample (Pa^ris et al., 2012), which will not cause signicant changes
to the simulation results.
Another potential limitation of our simulation is our choice of transfer function. A
top hat transfer function is a good conservative choice in this type of investigation, as it
spreads the lag response more dramatically than a transfer function of a more Gaussian
nature. Nevertheless, it could be argued that by choosing a top hat transfer function, when
JAVELIN is based on a top hat transfer function, we are biasing our results. Our choice
of top hat width may also aect our results. To test both of these issues we consider two
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alternative transfer functions. First, we considered a Gaussian transfer function, with a full
width of 0.2 , motivated by existing RM data (Grier et al., 2013) and the SDSS survey
simulations (Shen et al., 2015). The recovered fraction and accuracy were found to be
consistent or slightly better than the top hat predictions (Fig. 3.19). We also investigated
a worst-case top hat transfer function scenario, where the top hat full width is 2 instead
of 0:2 . A top hat transfer function of full width 2 corresponds to the transfer function
of a innitely thin spherical shell BLR Peterson (2001). In this case we do see a signicant
drop in the recovered fraction and accuracy due to the extreme smoothing of the emission-
line signal. This case can be considered as the worst-case result for the baseline OzDES
survey. We expect negligible eects from changing the width of the transfer function by a
factor of 2{3, based on the ndings of Shen et al. (2015), who found that lag recovery is not
signicantly aected by changes in this range.
The choice of top-hat scaling factor will also have a strong eect on the lag recovery.
Our choice of unity was based on the analysis of NGC5548 by Zu, Kochanek & Peterson
(2011), which were on the order of 1. However, the authors also found a possible correlation
between luminosity and scaling factor that we have neglected in our analysis. The choice
of scaling factor directly relates to the responsivity of the line. As mentioned previously,
we theoretically expect dierent emission-lines to respond by dierent degrees to variations
in the ionizing continuum (Goad, O'Brien & Gondhalekar, 1993; Korista & Goad, 2000,
2004) and this behaviour is witnessed observationally with sometimes contradictory trends.
Cackett et al. (2015) recently found that the responsivity of Mg ii was low in NGC5548, and
displayed virtually no response to the continuum variability over a period of 170d, despite
a near-UV continuum variability amplitude of FVAR = 0:33. This nding agrees with the
observations of Clavel et al. (1991) and Sun et al. (2015) who found a smaller variability
amplitude in Mg ii ux compared to (i) the other UV lines and (ii) to H, respectively, though
in the case of the latter, possible sample biases preclude whether this eect is intrinsic or not.
On the other hand, Woo (2008) found low Mg ii responsivity in only one of their objects and
reasonable Mg ii responsivity in the other four objects. Therefore, dening the responsivity
for any line or object appears to be complex. Some objects have also displayed very non-
linear responses to continuum variations (e.g., NGC7469, Peterson et al., 2014; NGC5548,
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Figure 3.19: The eects of using a very broad top hat (w = ) or a Gaussian ( = 0:1)
transfer function on the simulated results. The results for the baseline 0:1 top hat transfer
function distribution are shown in grey. For comparison, the baseline scenario statistics are
as follows: Accepted: 39:7 0:7%; Misidentied : 6:4 0:6%; and  = 0:083 0:004.
De Rosa et al., 2015 during the second half of the campaign; and J080131 Du et al., 2015).
Until the mechanisms that drive the response are better understood, we have chosen to adopt
a simple parameterization.
3.7.5 Other considerations
We expect certain sections of the extracted spectra to be suboptimal for ux measurements,
in particular the region near the dichroic split of the AAOmega spectrograph at 570nm
and the Fraunhofer A+B absorption bands at 759 and 687nm. We recommend prioritizing
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targets whose emission-lines avoid these wavelengths by two times the FWHM of the line.
This corresponds to approximate redshifts of z  0:17 and z  0:56 for H, z  1:0 and
z  1:7 for Mg ii and z  2:7 and z  3:9 for C iv. Avoiding the Fraunhofer bands is of less
concern than the dichroic split.
3.7.6 Summary
We have generated mock catalogues of AGN and corresponding light curves according to the
expected OzDES sampling and quasar properties. We attempted to recover the input lag
from the simulated light curves to quantify the eciency and accuracy of the lag recovery.
These results were used to predict the expected performance and scientic output of the
OzDES RM project and several proposed survey extensions. We expect OzDES to yield
lags for  35   45% of the monitored quasars. The resulting direct MBH measurements
are expected to have formal uncertainties of 0.16-0.21 dex and the baseline OzDES RM
campaign will accurately recover the R L relationship parameters for H, Mg ii, and C iv.
However, substantial improvements can be gained if we either increase the spectroscopic
cadence, extend the survey season, or improve the spectroscopic measurement accuracy of
the survey.
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4
Quality of emission line ux measurements in
OzDES
4.1 Introduction
In the last chapter it became apparent that the success of the OzDES reverberation mapping
campaign will be highly sensitive to the emission line ux uncertainty. As a consequence,
it is important to minimise any sources of uncertainty in the ux measurement process and
preferentially target AGN with clear emission line signals.
The uncertainty in the emission line ux measurement comes from two sources: the
noise associated with the processed AAOmega spectra and the uncertainty associated with
the absolute spectrophotometric ux calibration process (described in Section 3.4.4). The
uncertainty in the spectra arises from a combination of photon-counting and instrument
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(bias, dark current, throughput) uncertainty, and can be quantied by the signal-to-noise
ratio (SNR) for a given emission line ux measurement1 from the AAOmega spectra.
Although we expect the absolute ux calibration to be the dominant source of uncertainty
for the majority of targets, the uncertainty associated with the AAOmega spectra is non-
negligible. In some cases it may be the limiting source of noise in the ux measurement.
Therefore, it is important to measure the SNR for every line at every epoch for each object
directly and prioritise the highest quality AGN for future observations.
This chapter will focus on determining the optimal target selection for future OzDES
observations, but will also showcase some preliminary science results from the OzDES RM
campaign. The chapter can be roughly divided into three parts. In the rst, I assess and
quantify the quality of all the spectra observed to date by measuring the SNR in the emission
line ux measurements (Section 4.2). The second part is a description of the target selection
process for the Year 3 observations of OzDES, which takes into account the spectral and
photometric quality and scientic potential of the targets (Section 4.3). In the last section I
perform preliminary ux calibration on a subset of AGN in an attempt to recover the rst
emission line light curves for this sample (Section 4.4).
4.2 Quality of the line ux measurements
The emission line ux or line strength, FL, is simply the energy received in the emission line
per unit time per unit area (traditionally measured in cgs units of erg s 1 cm 2). In the case
of an AGN, emission lines are superimposed on an underlying continuum. If the total ux
density of the object at wavelength, , is expressed by f(), and the associated continuum
ux by fC(), the emission line ux, FL, is therefore dened as,
FL =
Z 2
1
 
f()  fC() d; (4.1)
where 1 and 2 are two suitable wavelengths that bound the emission line prole. However,
the values of f() or fC() are not known explicitly. Only the processed spectrum value for
1The SNR measurement referred to here is the SNR of the integrated ux rather than the SNR for a 1A
continuum span (SNR/A) that is commonly used to quantify the noise in the continuum ux.
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each pixel is known. By dening a conversion factor, C(i) = Ci, between the photon count
at wavelength i entering the telescope and erg s
 1 cm 2, the overall ux can be expressed as
f(i) = CiSi=i, where Si is the processed spectrum value at i and i is the wavelength
separation between pixels, i and i+1. Using this denition of ux, the overall emission line
ux strength can be calculated as (Jakobsen, 2013),
FL =
i2X
i1

CiSi
i
  CiS
C
i
i

i =
i2X
i1
Ci[Si   SCi ]; (4.2)
where i1 and i2 are the pixels corresponding to the lower and upper bounds of the emis-
sion line prole (1 and 2) and S
C
i is an estimate of the continuum extrapolated from Si
using nearby wavelength regions. The associated variance of the line ux measurement is
(Jakobsen, 2013)
Var(FL) =
i2X
i1
C2i 
2
Si
; (4.3)
where 2S is the variance spectrum and represents the variance in the processed OzDES
spectrum at each pixel. It is traditional to consider any error in determining SCi as a
potential source of systematic error whose importance needs to be evaluated on a case by
case basis and is not included in the statistical error in FL. Consequently, the SNR is then
calculated as,
SNR =
FLp
Var(FL)
: (4.4)
As the SNR measurement is simply a ratio of FL and
p
Var(FL), I can ignore Ci in my
calculations under the assumption that Ci is approximately constant over the wavelength
range in question. I also measure the SNR in the continuum, SNRcont, dened as the median,
SCi =
p
2si value within the dened continuum regions, and the equivalent width, EQW, of
the emission line. The EQW is a measure of the strength of spectral features. Its meaning
is most easily described in terms of absorption lines, and is the width (traditionally in A) an
`equivalent' line, with 100% absorption, would need to span to provide the same integrated
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Table 4.1: Rest frame line summation limits, and continuum and pure iron wavelength
windows.
Emission Line Continuum Continuum Pure Fe Pure Fe
Line Integration Window Window Window Window
Limits (A) Lower (A) Upper (A) Lower (A) Upper (A)
H 4861 4810-4940 4770-4800 5100-5130 4400-4500 5200-5300
Mg ii 2798 2700-2920 2190-2210 3007-3027 2920-3000 2675-2700
C iv 1549 1470-1620 1455-1465 2190-2210 1490-1505 1705-1730
absorption as the nite opacity line. It is dened as
EQW =
Z 2
1
f()  fC()
fC()
d; (4.5)
or equivalently, in its digitised form,
EQW =
i2X
i1
Si   SCi
SCi
(i): (4.6)
The line integration limits for H, Mg ii, and C iv and the associated continuum regions
and iron windows, used to t the estimated pseudo-continuum, are given in Table 4.1. My
choice of wavelength ranges were motivated by previous reverberation mapping investigations
(Reichert et al., 1994; Metzroth, Onken & Peterson, 2006; Bentz et al., 2009b), iron line
analysis (Vestergaard & Wilkes, 2001; Veron-Cetty, Joly & Veron, 2004), and the extent
of the relevant line in the SDSS composite quasar spectrum (Vanden Berk et al., 2001).
The chosen continuum regions are virtually free of emission beyond the intrinsic nuclear
power-law continuum.
Samples of the processed OzDES spectra for various redshifts and magnitudes are shown
in Figure 4.1.
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Figure 4.1: Some examples of processed OzDES spectra for a range of magnitudes with
z  1:5 (left) and a range of redshifts for mr  19 (right). The Mg ii, C iii], and C iv
emission lines are present in the z  1:5 panel at approximately 6975A, 4770A, and 3870A,
respectively. To allow for a broad magnitude range to be shown the redshift range was
allowed to vary between 1:46 < z < 1:54. Similarly, to allow a broad redshift range the
magnitudes in the right gure were allowed to vary between 18:5 < mr < 19:5. The emission
line signal is real but spurious pixel counts are also present (associated with cosmic rays).
These spurious pixels will be removed before nal analysis.
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4.2.1 Process for measuring SNR
For this size sample it is practical to perform the SNR analysis in an automated fashion. I
developed a basic pipeline for determining the quality of the spectra following the procedure:
1. Extract the 1D processed spectrum and associated variance spectrum for each QSO at
each epoch,
2. Shift each spectrum into its rest frame wavelength using the known redshift value.
3. Perform spectral decomposition around each line, as described below, and extract the
continuum subtracted spectrum, Si   SCi .
4. Measure and record the line ux, FL, associated variance, Var(FL), and EQW within
the dened wavelength regions.
This process is performed separately for each line of the spectrum and repeated for all
observed epochs and each AGN.
Decomposition of spectra
For all lines it is necessary to prescribe the continuum ux, SC , above which the line ux
can be measured. This has traditionally been done by tting a local, linear continuum under
the emission line using nearby relatively line-free regions bracketing the line of interest (e.g.
Metzroth, Onken & Peterson, 2006; Bentz et al., 2009b, 2010; De Rosa et al., 2015). This
approach is reasonably robust but is susceptible to contamination from nearby emission
lines. Generally, the strongest sources of contamination are narrow emission lines and host
galaxy starlight. However, their contribution simply causes an eective constant ux oset
in the broad emission line measurement2. As a consequence, they generally do not have to
be accounted for as the relative emission line light curve, used in the reverberation mapping
analysis, is not aected. Unfortunately, in some cases the contaminating signal is due to
broad variable components that must be taken into account. In particular, the regions
2Narrow line ux is assumed to be constant for the duration of the survey. This should be a reasonable
assumption as the large recombination time associated with the narrow emission lines in AGN spectra and
the large distance, and therefore long light-travel time, between the accretion disk and the narrow line region
causes the eects of short time scale continuum variability to be averaged out (Peterson et al., 2013).
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surrounding the Mg ii 2798 emission line are signicantly contaminated by Fe ii and Fe
iii emission lines. Fe ii has been found to reverberate on similar timescales to H (Barth
et al., 2013) and as a consequence, robust spectral decomposition of the spectra is required
to accurately extract the emission line light curve.
Our spectral decomposition method breaks the spectral region into the following compo-
nents:
1. A power-law continuum of the form SC;PL() = c   to account for the featureless
nuclear AGN continuum.
2. An additive pseudo-continuum to account for blended Fe ii and Fe iii emission, SC;Fe.
3. The individual emission lines.
The decomposition was performed in two steps. First, the power-law continuum was
estimated by tting a linear function between the upper and lower continuum regions (dened
in Table 4.1) in log-log space. After the power-law continuum has been tted and subtracted,
an iron template was tted to pure iron emission windows (Table 4.1). The rather narrow
wavelength range used in the decomposition makes it very dicult to t the power-law
continuum simultaneously with the rest of the spectral components. The wavelength range
was chosen to be this narrow to avoid contamination from nearby emission lines. It may be
possible to expand this range if ts are preformed simultaneously on the iron lines and any
nearby emission lines. This adds an extra degree of complication to the decomposition, which
may signicantly degrade the overall quality of emission line ux measurement, without
material improvement in the accuracy.
The iron templates used were taken from (VW01; Vestergaard & Wilkes, 2001) and
(V04 Veron-Cetty, Joly & Veron, 2004). Both of the templates were constructed from the
spectrum of the quasar I Zwicky 1 and cover the ultraviolet (1250-3090A; VW01) and optical
(3535-7534 A; V04) regimes. The pure iron emission windows I adopt for this process were
taken from the VW01 and V04 papers. Both iron templates were broadened and scaled to
match the width and strength of the iron emission within the quasar spectrum in question.
To broaden the VW01 iron template, the original template was convolved with a Gaussian
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function of dierent widths. I trialled FWHM line width values in the range 1,100{15,000
km s 1 in steps of 250 km s 1 in the tting process. The width of the convolving Gaussian
prole, conv, is thus dened as,
conv =
q
2QSO   2VW01 =
q
FWHM2QSO   FWHM2VW01=
p
8 ln 2; (4.7)
where FWHMVW01 = 900 km s
 1 is the intrinsic line width of the template. Similarly, the
V04 template is convolved with a Lorentzian function with a scale parameter, conv,
conv = (FWHMQSO   FWHMV04)=2; (4.8)
where the lines of the V04 template are given by a Lorentzian prole with a FWHMV04 =
1,100 km s 1. To apply a constant velocity broadening the convolution was performed in
logarithmic wavelength space as d(log ) = d= = dv=c. After the templates were broad-
ened to an appropriate width, the ux in each pixel was scaled to a xed range of strengths.
These two steps enable the creation of a grid of iron templates of diering strength and line
width, which I then t to our quasar spectra. I chose a grid approach to enable sampling of
the whole parameter space, and the chosen grid spacing was found to be suciently smaller
than the parameter uncertainty. Therefore my choice of grid spacing will not bias the re-
sulting parameter ts. The best t iron template is dened as the template whose strength
and line width minimises the RMS residual value within the designated pure iron regions for
each line.
The continuum and iron template tting is performed for H, Mg ii, and C iv line sepa-
rately. An example of a spectrum and the associated line summation limits and continuum
ts is given in Figure 4.2. The emission line ux is then dened as the total ux above the
pseudo-continuum, SC = SC;PL + SC;Fe, within the line integration limits.
It is common in previous RM work to ignore iron contamination (e.g., Bentz et al., 2006b;
Metzroth, Onken & Peterson, 2006; Bentz et al., 2009b; De Rosa et al., 2015). However,
Vestergaard & Wilkes (2001) show that ignoring Fe II emission can cause the Mg ii ux to
be underestimated by a factor of 2. It may also lead to a bias in the lag recovery due to
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reverberation of the iron lines.
Figure 4.2: An example of a spectral decomposition around the Mg ii 2798 emission line
(black solid line). The line summation limits (dashed), associated continuum regions (dot-
ted), and pure Fe regions (red solid) are shown by the vertical lines. The power-law contin-
uum, SC;PL, is shown by the purple dot-dashed line and the combined pseudo-continuum,
SC;PL + SC;Fe, t is shown by the blue solid line. The residuals of the t are shown below
in green.
4.2.2 Resulting signal-to-noise ratio measurements
In total, I obtain 6745 emission line SNR measurements from the observed spectra with values
ranging widely from zero to over 200. The resulting SNR values not only diered between
objects, but the measured SNR values for a single object could vary markedly between the
dierent emission lines and epochs, due to changes in individual line strength and observation
conditions (Figure 4.3). To uncover the main drivers of SNR, I rst consider how SNR
correlates with apparent magnitude, EQW, redshift, observer frame wavelength, and the
SNR of the continuum. The resulting trends are shown in Figures 4.4 to 4.6. There appears to
be no signicant correlation between the measured SNR with redshift or wavelength. As our
sample does not get signicantly fainter with redshift, any trend with redshift is expected to
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Figure 4.3: The measured emis-
sion line ux SNR for the various
lines and epochs of 17 objects
(each object is represented by
a dierent colour and symbol).
The multiple points associated
with each object show the degree
of variability in the emission
line SNR values present in any
single object, due to dierences
in the emission line strengths and
observing conditions.
be related to wavelength. Conversely, it appears that the measured SNR is strongly related to
the EQW of the line, the apparent magnitude of the quasar, and the SNR in the surrounding
continuum regions. A correlation with SNRcont is expected as it roughly relates to the
general noise level in the processed spectra, which is driven predominantly by instrumental
uncertainty, observing conditions and the apparent brightness of the source (photon counting
shot noise). The properties of the telescope instruments and observing conditions are beyond
our control. Therefore, the two most important correlations to consider when optimising
target selection should be EQW and magnitude. The median SNR appears to have a close
to linear correlation with EQW until an EQW of 100, beyond this point no appreciable
improvement is made in SNR (Figure 4.4). On the other hand, the median SNR steadily
increases with increasing brightness, although large scatter is observed in the distribution.
4.3 Target selection
The number of quasars that we can pursue in future OzDES runs will be restricted due to
the demands of the other science goals of OzDES. As a consequence, the overall number
of AGN we can continue to observe will decrease and to maximise the output of the RM
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Figure 4.4: The dependence of the emission line signal-to-noise ratio (SNR) on r-band
magnitude of the AGN (left) and the equivalent width (EQW) value of each line (right).
The top plot shows the SNR of individual emission line ux measurements for all epochs.
The bottom plot shows the median SNR and 16th and 84th percentile SNR values for various
magnitude and EQW bins. The vertical bands of SNR measurements, visible in the top left-
hand plot, arise due to variations in SNR values in the dierent emission lines and epochs
for single objects.
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Figure 4.5: The dependence of the emission line SNR on the AGN redshift (left) and the
central wavelength of the emission line (right). Plot denitions are the same as Figure 4.4.
The vertical bands of SNR measurements, visible in the two top gures, arise due to variation
in SNR values in the dierent emission lines and epochs for single objects.
program we need to prioritise our targets wisely.
4.3.1 Spectroscopic requirements
As stated earlier, we found that accurate and reliable recovery of a RM lag in the OzDES
sample requires high accuracy in our emission line ux measurements. In our simulations of
the OzDES RM campaign (Section 3.4.4) we chose a baseline emission line ux uncertainty
of 0.1 mag, resulting in a recovery fraction of 40% and accuracy of 0.08 dex, and a goal
uncertainty of 0.03 mags, resulting in a recovery fraction of 60% and accuracy of 0.03
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Figure 4.6: The dependence of the emis-
sion line SNR on the median SNR per
pixel of nearby continuum regions. Plot
denitions are the same as Figure 4.4.
dex. To achieve these two levels of uncertainty we require a SNR greater than 10 and 36,
respectively. These minima limits neglect any uncertainty in ux due to the absolute ux
calibration, and therefore act as an absolute minimum requirement for the proposed sample.
Additionally, targets with an emission line SNR ux uncertainty lower than 10 are generally
unlikely to recover a lag, according to the assumption of the survey simulations shown in
Chapter 3. Therefore, we chose to prioritise objects with SNR> 10.
Out of all the SNR measurements, the goal and baseline SNR values were achieved for
9.9% and 61.0% of ux measurements, respectively. However, for the purpose of target
selection, it is more useful to characterise each quasar by a single SNR value rather than
considering only individual SNR measurements. I chose to characterise each quasar by the
median SNR value of its best measured line, where the best measured line is dened as the
line with the highest median SNR value over all epochs. The resulting distribution of SNR
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Figure 4.7: The median SNR for the
best measured line for each object order
in descending order of SNR value. The
horizontal lines correspond to the proposed
baseline (dot-dashed) and goal (dashed)
SNR requirements. Therefore 180 (681)
objects have a median SNR greater than
36 (10) for at least one line.
Table 4.2: Number of quasars with required median SNR for specic line and the number of
AGN where the specic line is observable in the nal target selection for year 3 observations.
Total refers to the number of AGN with the required median SNR for at least one line.
Line SNR 36 SNR 10 Final Selection
H 21 60 59
Mg ii 118 417 443
C iv 53 299 371
H & Mg ii 1 3 11
Mg ii & C iv 11 92 181
Total 180 681 681
values calculated for the best measured line in each object is shown in Figure 4.7. Out of
the currently monitored sample of 989 quasars, I found 180 quasars with a median SNR
greater than 36 in at least one line, and 681 quasars with a median SNR greater than 10 in
at least one line. A breakdown of the number of emission lines with the baseline and goal
SNR values are given in Table 4.2.
In the full sample, 215 quasars have more than one line present in their spectrum, and
out of this number 95 quasars have a median SNR in both lines greater than 10, but only
13 objects have a median SNR in both lines greater than 36. It may be possible to redene
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the continuum regions for each line and perform simultaneous tting of continuum and iron
template during the decomposition process. This would extend the redshift range in which
two emission lines could be measured in a single spectrum, but the plausibility of this has
not been investigated here.
The redshift and magnitude distributions of the baseline and goal quasars are shown
in Figure 4.8. In both cases, the quasars are distributed over the full magnitude range
proposed in the survey simulations (i.e. mr < 20:5); however, a signicant shift in the
magnitude distribution is observed. As the SNR cuto increases to the goal SNR a shift in
the magnitude distribution is observed towards brighter objects. This trend of high SNR
with brighter objects is consistent with general expectation and the trends found in the
previous section. Conversely, there appears to be no marked dierence between the redshift
distributions of the baseline and goal distribution.
4.3.2 Other Considerations for Target selection
Although quasars with an associated SNR< 10 are unlikely to recover a reverberation map-
ping lag accurately, emission line quality is not the only dening factor for target selection.
The number of photometric epochs, the scientic potential of the quasar, and eventually the
variability of the quasar should also be taken into account.
High redshift objects
The OzDES RM program's greatest strengths are its length, depth and the sheer number of
AGN it is monitoring. Its length and faintness limits enable us to monitor a broad range of
quasars, out to higher redshifts than is possible with existing surveys. Additionally, because
a large number of AGN are being monitored we are not required to be overly conservative
in our target selection, which was common in previous RM surveys. This conservatism is
the cause of the low-luminosity, low-redshift bias of the current RM sample. Consequently,
one of OzDES's most unique contribution will be the high-risk but high-reward quasars with
z > 3. In this regime, we can investigate evolution in the R   L relationship with redshift,
if it exists, and gain some of the rst direct black hole mass measurements for high redshift
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Figure 4.8: The top plot shows the distribution of median signal-to-noise (SNR) values
calculated for the line with the highest SNR values in each quasar. The crosses represent
SNR<10, circles represent SNR>36, and triangles represent intermediate SNR values. The
bottom two histograms show the magnitude distribution (left) and redshift distribution
(right) of the whole sample (solid) compared to objects with SNR values greater that 10
(dotted) or 36 (dashed).
objects. Additionally, z > 3 quasars tend to have variations on longer time scales than their
low redshift counterparts (due to time dilation), which may enable stacking of consecutive
observations to achieve higher quality spectra. Therefore, I recommend that z > 3 quasars
with median SNR values down to 5 are included in the target selection. This choice of redshift
cuto was motivated by the predicted SDSS (with PanSTARRS) RM outcomes (Shen et al.,
2015), for which a limited numbers of z > 3 lags are expected to be recovered.
This proposal comes with the caveat that AGN with z > 3 are intrinsically more luminous
compared to their lower redshift counterparts and therefore their lags are intrinsically longer.
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Additionally, the observed lags are aected by time dilation. Our simulations (shown in
Chapter 3) found that longer lags are harder to constrain, therefore lags from these AGN will
be harder to recover. However, a long program like OzDES will provide the best opportunity
to recover these lags. Additionally, a two year extension to the OzDES survey is currently
under consideration and there are clear advantages in monitoring as many z > 3 AGN as
possible in the hope that an extension of the survey is implemented.
Multiple lines
Furthermore, in order to calibrate between the dierent emission line R   L relationships,
used in both single-epoch mass estimates and AGN standard candle measurements, we re-
quire a signicant number of objects with more than one line present in their spectra. Some
of the quasars excluded by their SNR values may be suciently variable that a lag recov-
ery is possible despite high emission line ux uncertainties. Due to the importance of this
calibration, any additional lags we can gain in this `crossover' redshift region3 are precious.
Therefore, I argue that it is worth keeping all objects with two lines present in their spectra
in our year 3 target selection.
Photometric epochs
Out of the 989 quasars currently targeted by the OzDES RM campaign only 939 are present
in the Y1 photometry and only 930 in the Y2 photometry. The 68 absent quasars were
found to either fall within the gaps between the CCDs, fall slightly out of the DES eld of
view, or were positioned on the two known non-functioning CCD chips of the DECam (Diehl
et al., 2014). Furthermore, quasars close to the chip gaps also suer from a reduced number
of photometric observation epochs as small changes in pointing aect their visibility. High
quality and high cadence in the continuum light curve is required for accurate lag recovery
as it is the driver of the line light curve. Therefore, a nal cut was made to remove quasars
with less than 10 epochs of photometry (maximum possible is 110 and average number
is 55). Dale Mudd of Ohio State University created the photometric light curves for the
3The `crossover' redshift regions refers to the redshift regimes where more than one line is present in the
spectrum.
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current sample, and identied and removed the quasars according to this cuto.
4.3.3 Final sample
Once the spectroscopic quality, number of photometric epochs and overall scientic potential
are taken into account a nal sample of 681 quasars was proposed, by myself and Dale Mudd,
for further monitoring. The redshift and r-band magnitude distributions of the remaining
sources are shown in Figure 4.9, and their distribution across the DES supernova elds is
presented in Table 4.3. They range from 37 sources (S1) to 81 (E2) in each eld, with most
hovering around 70. This sample was approved for Year 3 observation.
The target selection criteria we have placed on this year 3 sample were chosen to be
generous. By maximising the number of suitable year 3 targets we will improve the overall
percentage of successful lag recoveries in the nal sample. Lag recovery is highly dependent
on the variability behaviour of the quasar during the campaign, but due to the stochastic
nature of AGN light curves, favourable variability behaviour cannot be predicted. Instead,
inspection of the observed light curve must be performed to select optimal targets. At this
stage our light curve data are still limited. An additional year of observations will allow us
to perform an informed variability analysis, and therefore enable us to make better target
selection choices in the future years of the survey, when the demand for bres increases
further.
Table 4.3: The resulting number of quasar targets in each DES supernova eld.
Field C1 C2 C3 E1 E2 S1 S2 X1 X2 X3
Number 53 69 71 75 81 37 75 75 66 79
4.4 Preliminary Light Curve creation and lag recovery
Currently we have two years of photometric and spectroscopic data for which reverberation
mapping can be performed. In this section, I carry out relative scaling of the spectra and
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Figure 4.9: The redshift (top left) and magnitude (top right) distributions of the proposed
Year 3 sample. The bottom plot shows the distribution of the proposed Year 3 sample (red)
and the AGN removed from Year 2 sample during this target-selection process (black).
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create preliminary light curves. I then attempt a lag recovery using the continuum light
curves created by Dale Mudd (in prep). For the nal reverberation mapping analysis we
will use the absolute spectral ux calibration process described in Section 3.4.4 to create
the emission line light curves. However, in the absence of a robust pipeline for this cali-
bration, it is possible to implement a preliminary relative ux calibration method following
the prescription of van Groningen & Wanders (1992). This method has been widely and
successfully used in the literature (e.g. Bentz et al., 2010; Grier et al., 2013; Rafter et al.,
2013; Peterson et al., 2014; Barth et al., 2015; De Rosa et al., 2015) and can be be applied to
objects with spectral regions containing one or more lines of constant ux in their spectra.
The method is based on the principle that the dierence between spectra of the same object
taken at dierent times should be a smooth function of wavelength within a spectral region
containing only non-variable lines. It considers 3 degrees of freedom in the scaling process:
1) the scaling amplitude (F ; which scales the ux to the same relative ux scales as the ref-
erence spectrum and is the quantity of interest); 2) a wavelength shift between the spectra
(), due to dierences in the wavelength calibration between epochs; and 3) a dierence
in the resolution between the reference spectrum and spectrum in question ( FWHM) due
to dierences in atmospheric seeing between each epoch.
I construct H emission line light curves for the most suitable objects under the assump-
tion that the [O iii] 4959,5007 doublet is constant over the OzDES campaign time scale.
This should be a reasonable assumption as the large recombination and light-travel times
associated with the [O iii] 4959,5007 doublet (15:8+16:3 7:4 years found for NGC5548, Peterson
et al., 2013), tend to average out the eects of short time scale (hours to weeks) contin-
uum variability. The [O iii] 4959,5007 doublet is only observable in low redshift objects,
therefore I only consider objects with redshifts z < 0:73.
The basic outline of the relative scaling procedure is:
1. Create a reference (mean) spectrum, SR, by averaging the spectra from all epochs.
2. Dene trial values of F ,  and FWHM, which span the parameter space I investi-
gate. I chose to investigate F values between 0.01 and 10 with 0.01 steps, shifts of -2
to 2 pixels, and FWHM values between 0 and 5 pixels. These choices were found to
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explore the parameter space eectively.
3. Extract the individual spectrum, S, and associated variance spectrum 2S.
4. Scale S by a trial F value (chosen from the grid) such that,
S 0 = FS: (4.9)
5. Shift spectrum by trial . The raw spectrum is linearly binned in wavelength, there-
fore a shift is calculated as,
S 0i = Si+n(1 m) + Si+n+1m; (4.10)
where  = (n + m) pixels, n is the integer component, and m is the fractional
component of the the shift in pixels, and the associated variance is
02Si = 
2
Si+n
(1 m)2 + 2Si+n+1m2: (4.11)
6. Broaden the scaled and shifted spectra. This is done by convolving the spectrum with
a gaussian kernel of width FWHM, such that
S 0i =
NX
j=1
Sjwj; (4.12)
where wj are the weights associated with a discrete gaussian kernel of length N , centred
at pixel i, such that
PN
j=1w(j) = 1. The associated variance is given as,
02Si =
NX
j=1
2Sjw
2
j : (4.13)
7. The dierence spectrum,  = S 0   SR, is calculated, and t with a low order poly-
nomial. The tting function should not display any strong variations over the dened
wavelength, so I chose a 2nd order polynomial for this purpose, calculated using the
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IDL4 function SFIT. van Groningen & Wanders (1992) found that a quadratic t gave
excellent results in most cases.
8. The 2 value comparing the t from the quadratic polynomial, t, and true dierence
spectrum, data, is calculated over the wavelength range 4950A  5030A, where 2 is
dened as,
2 =
j2X
j1
(data;j  t;j)2
2Sj + 
2
SR;j
; (4.14)
where, j1 and j2 are the pixels corresponding to the lower and upper bounds of this
wavelength range. This wavelength range was chosen to avoid contamination from the
H emission line and following van Groningen & Wanders (1992), who found that this
scaling method worked well within a region of about 80A around the [O iii] 4959,5007
lines.
9. Repeat steps 4-8 for each F ,  and FWHM and record the associated 2 values.
10. To investigate cases where the width of the narrow emission lines in the reference
spectrum are narrower than those in the spectrum being scaled, we repeat steps 4-9
but broaden SR rather than S (step 6), and record the associated 
2 values.
11. Concatenate the two resulting 2 matrices together (associated to the broadened scaled
spectra and broadened reference spectra) and marginalise over the  and FWHM
parameters to obtain the F value that minimises the 2 value, and therefore maximises
the likelihood of measuring the stated values of S given F , (L / expf 2=2g). The
uncertainty in F , F , is taken from the corresponding 1 condence interval of the
likelihood.
12. Scale the original spectra by F . The resulting uncertainty in the ux measurement is
given by,
0S =
q
2SF2 + S22F : (4.15)
13. Repeat for all spectra.
4Interactive Data Language (Exelis Visual Information Solutions, Boulder, Colorado).
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Figure 4.10 shows the scaled spectra at each epoch for a subset of AGN and it is clear that
the amplitude of the [O iii] 4959,5007 doublet remains approximately constant in each case,
as desired.
The next step in creating light curves for these objects is to measure the emission line
ux. In the previous section, I was only concerned about the emission line ux in terms of the
noise, and I accordingly used simple summation as a proxy for integration. However, when
constructing light curves accurate emission line ux measurements are important. There-
fore, for this analysis I numerically integrate the emission line ux using Simpson's method
(following De Rosa et al., 2015). To account for the uncertainty in the ux measurement we
perform the continuum tting and line ux integration process for 1000 realisations of the
spectrum. The value of Si;realisation for each dierent realisation of the spectrum is randomly
generated from a Gaussian distribution with a mean value equal to the original Si value and
a width equal to Si . For each realisation a power-law continuum and iron pseudo-continuum
is t to the spectrum, following the procedure in Section 4.2.1, and the line-ux is calculated
from the continuum subtracted line spectrum, Si   SCi . The nal emission line ux mea-
surement and associated condence levels are given by the median and inner 68% percentile
values of the resulting distribution of line ux measurements, respectively. When the error
bars are asymmetric, the statistical error associated with the nal emission line ux, used
in the lag recovery, is taken as the larger error.
Examples of the resulting emission line light curves are shown in Figure 4.11 for the
spectra corresponding to Figure 4.10 and the associated continuum light curves for the rst
year of DES data are shown in Figure 4.12 (Dale Mudd 2015, journal article in preparation).
Lag recovery was attempted using the program JAVELIN (Zu, Kochanek & Peterson,
2011). I allow JAVELIN to explore the lag range between 0 and 730d (2 years), roughly
corresponding to the current survey length. Lags longer than this cannot be constrained
by the data. I used 150 Markov chain Monte Carlo (MCMC) chains with 150 iterations
per chain to sample the posterior probability distribution. The lag recovery attempts for
the given light curves were unsuccessful (`uncertain' or `rejected' using the classication
dened in Section 3.4.6) and the associated lag posterior distributions are shown in Figure
4.13. It is not unexpected that our lag recovery attempts were unsuccessful, due to the very
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(a) QSO ID:2939653045 (b) QSO ID:2938444601
(c) QSO ID:2925858108 (d) QSO ID:2971077718
Figure 4.10: Examples of spectra scaled following the van Groningen & Wanders (1992)
procedure. The spectra are in reverse chronological order and oset for clarity. The reference
spectrum is shown in red for comparison. The time step between consecutive observations
in the same year is approximately monthly.
limited number of continuum and emission line light curve measurements taken to date (40
continuum & 7 emission line). We predict that only 61% of the full AGN sample will
have recoverable lags after 2 years of data (under the assumptions described in Chapter 3).
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(a) QSO ID:2939653045 (b) QSO ID:2938444601
(c) QSO ID:2925858108 (d) QSO ID:2971077718
Figure 4.11: Examples of emission line light curves corresponding to the spectra shown in
Figure 4.10.
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(a) QSO ID:2939653045 (b) QSO ID:2938444601
(c) QSO ID:2925858108 (d) QSO ID:2971077718
Figure 4.12: Associated continuum light curve from the rst two years of DES observations.
The dierent colours refer to the dierent lters. Images courtesy of Dale Mudd, in prep.
4.5 Automatic versus manual SNR measurement
An automated process for measuring the emission lines and SNR, although practical for my
purposes, has some signicant limitations. In traditional reverberation mapping projects,
each AGN spectrum is observed manually and appropriate continuum regions and emission
line regions are determined on a case by case basis. Additionally any bad pixels and/or
contamination from other emission and absorption lines are accounted for in a robust manner.
Contamination and inaccurate line wavelength windows can signicantly aect the resulting
emission line ux measurements when an automatic pipeline is used.
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(a) QSO ID:2939653045 (b) QSO ID:2938444601
(c) QSO ID:2925858108 (d) QSO ID:2971077718
Figure 4.13: Lag posterior distributions for the four example AGN, found using JAVELIN
and the emission-line and continuum light curves shown in Figures 4.11 and 4.12. The
resulting recovered lag are classied as `uncertain' for 2939653045 or `rejected' for all others,
using the classications dened in Section 3.4.6.
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When I perform a manual decomposition of the AGN spectra the resulting line ux
measurement was found to be signicantly dierent from the automatically measured value.
However, the degree of deviation changed dramatically between objects. The main dierence
between the manual and automatic ux measurements was caused by my choice of emission
line integration window. In an attempt to minimise the disagreement between the two
methods, I tested a case where the emission line wavelength window was allowed to vary
between objects. The variable wavelength region was dened as the wavelength range in
which the median ux above the continuum, [Si:i+10   SCi:i+10] (after 10 pixel median binning)
is 1.5 times greater than the noise in the nearby continuum region, SCi 11:i 1 . This change was
applied only to the lower bound of the line integration window for the H and C iv emission
lines, due to the proximity of the O[iii] lines in the H line, and due to blending of the C iv
line with the `red shelf' (He ii 1640; Fine et al., 2010; Assef et al., 2011; Denney et al.,
2013). The choice of 1:5SCi was slightly arbitrary as the optimal choice of this threshold was
dierent for each line. However, this choice was found to provide the most stable emission line
wavelength regions, though it was occasionally aected from contamination in the spectra.
In general, this method did not reliably improve the accuracy of the automated pipeline and
the improvement observed was not signicant enough to justify the inclusion of this step in
the emission line ux calculation. Also for the creation of emission line ux light curves it
is important to have consistent wavelength ranges in which the emission line is measured to
avoid articial ux variations caused by changes in the line integration wavelength window.
The automatic decomposition results were also aected by atmospheric contamination
(absorption and emission) and inaccurate scaling of the spectrum at the dichroic split of
the AAOmega. These two eects alter the quality of both the power-law continuum and
iron pseudo-continuum t and consequently, the overall emission line ux measurement.
Manual inspection of the continuum ts allow an accurate diagnosis of the problem and
allow appropriate corrections to be performed. However, the automatic process could be
improved by agging spectra for which the dened observed-frame continuum and pure iron
region align with common atmospheric features or the dichroic split, and quantifying the
quality of the t using the RMS residual of the t.
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4.6 Discussion and Conclusions
In this chapter, I quantied the quality of the OzDES spectra by measuring the signal-to-
noise ratio of the emission line ux measurements, proposed a target of optimal candidate
AGN for future OzDES observations, and showcase some preliminary science results from
the rst two years of the RM campaign.
The measured emission line ux SNR values vary dramatically between objects. In
general, they appear to correlate strongly with both the apparent brightness of the quasar
and the strength of the emission line. Alternatively, the SNR values do not appear to have
any strong dependence on the redshift of the AGN or the observed frame wavelength of
the emission line. This lack of correlation indicates that lines can be observed close to
the edge of the spectrograph's coverage without suering from signicant losses in quality.
Therefore, the redshift range over which we can measure two line simultaneously can be
increased beyond the conservative estimate used in the simulations, without signicant loss
in quality in the corresponding emission line ux measurements. However, this claim does
not take into account a possible wavelength dependence in the absolute ux calibration
process, which may aect the emission line uncertainty at the very reddest and bluest ends
of the spectrograph.
Emission line ux SNR values also vary between dierent epochs and lines within the
same object. For the purposes of target selection, I characterise each quasar in our sample by
the median emission line ux SNR value of its best recovered line. Optimal targets were then
selected based on this value. An alternative and simpler approach to the selection process,
would be to select targets based on a magnitude cuto of mr  20:2, following the trend
shown in Figure 4.4. However, this cuto would signicantly reduce the magnitude range of
our AGN sample. This is detrimental for several reasons: 1) it could potentially reduce the
fraction of lags recovered given the magnitude dependence of the recovered fraction shown in
the previous chapter; 2) the luminosity baseline to t the radius-luminosity relationship will
be reduced, potentially leading to biases in the recovered relationshipships; 3) our ability
to investigate dierent dependences on the R   L relationship, for example Eddington rate
(Du et al., 2015), will be restricted. Additionally, there is a large spread in SNR values
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for any given magnitude, and a sharp magnitude cuto will inevitably remove good quality
candidates from the sample while keeping poorer quality quasars, for which lag recovery is
unlikely.
Overall, we recommend a target sample of 681 quasars for further observation out of the
currently observed 989 quasars. This sample was created by, rst, making an initial cut on
objects with `poor quality' spectra. `Poor quality' here was dened as having a median SNR
in the emission line ux measurement below ten in all of the observable broad emission lines.
Then, to maximise the scientic output of the survey, objects with z > 3 and SNR> 5 and
objects with more than one broad emission line present in their spectrum were reinstated.
Finally, objects with fewer than 10 epochs of photometric observations were cut from the
sample. The cuts were chosen to be quite generous at this stage of the survey to allow
variability analysis to be accurately incorporated into our nal target selection in the future
and to maximise the number of possible lag recoveries.
The suggested targets, plus an additional 88 targets were approved for observation in
2015, the 3rd year of operations. The additional 88 targets were included from a previous
SNR analysis in which iron contamination was ignored and dierent continuum regions were
dened for Mg ii. The original choice of Mg ii continuum windows were chosen to be close
to the emission line but were contaminated by iron emission and thus not suitable for RM
analysis. Once iron contamination was accounted, originally high SNR measurements are
enhanced by the increased emission line ux signal, while originally low SNR measurements
are slightly diminished by the added uncertainty of the iron template t. However, the
greatest loss in Mg ii numbers comes from the change in continuum window limits, imposed to
allow observations of pure continuum regions, causing a reduction in the observable redshift
range for Mg ii. With a more sophisticated decomposition procedure these targets may be
recoverable, enabling a greater number of targets with multiple lines to be studied in depth.
Hence, I recommend the continued observation of these potentially very useful objects.
In this chapter, I also performed relative ux calibration on a subset of quasars and con-
structed emission line light curves for each object in the sample. I found that the uncertainty
in the emission line ux measurements in the light curve were generally signicant compared
to overall variation in ux. However, the level of variation and overall uncertainty in the
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measured light curves are generally consistent with the articial light curve created in the
previous chapter for similar AGN properties. This suggests that the assumptions made in
Chapter 3 are reasonable and we may realistically expect the quality of our lag recoveries to
be comparable to our predictions, after the full ve years of observation.
Lag recovery attempts for the current light curves were unsuccessful. This is not un-
expected due to the very limited number of continuum and emission line light curve mea-
surements taken to date (40 continuum & 7 emission line) and the generally low levels
of variability in the observed AGN sample (due to higher intrinsic luminosities in the sam-
ple), compared to traditional RM campaigns (e.g. Peterson et al., 2002; Bentz et al., 2009b;
Denney et al., 2009; Barth et al., 2011). Our ability to recover lags is expected to improve
dramatically in the coming years with increased number of epochs and longer campaign
baseline. In the meantime, it may be possible to perform composite RM mapping (Fine
et al., 2012) with this preliminary data.
5
Conclusion and Future Work
Active Galactic Nuclei (AGN) are powerful probes of black hole mass growth, and may have
the potential to be used as high redshift standardisable candles and constrain the properties
of dark energy. They are extremely bright and highly abundant, and consequently can be
used to probe periods of our Universe's expansion history hard or impossible to reach with
other techniques. In this thesis, we investigated whether AGN are useful and viable cosmic
probes. In Chapter 2, we found that high redshift standard candles, like AGN, are strong
probes of cosmological parameters, in particular time evolving dark energy. However, to be
competitive with type Ia supernova and baryon acoustic oscillations signicant, long-term
observing programs are required. One such program is an ongoing reverberation mapping
survey, performed as part of the OzDES spectroscopic survey. Besides the possible cosmo-
logical constraints, reverberation mapping provides insight into AGN structure (Horne et al.,
2004; Pancoast, Brewer & Treu, 2011) and the role of AGN and their central black hole in
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galaxy evolution (e.g. King, 2003; Ferrarese & Ford, 2005; Murray, Quataert & Thompson,
2005; Di Matteo, Springel & Hernquist, 2005; Di Matteo et al., 2008; Park et al., 2015).
For the rest of the thesis we investigated the expected scientic outputs of the OzDES
survey and how to optimise the survey, through changes to the survey design and target se-
lection. We predicted that black hole masses will be determined with 0.16{0.21 dex precision
and the R   L relationship parameters, used for standardising AGN as cosmic probes, will
be accurately recovered in the current survey design (Chapter 3). It also became apparent
in our simulation, that the precision and accuracy in the mass and R   L relationship pa-
rameter measurements are signicantly improved when the uncertainty in the emission line
ux is small. With this is mind, we prioritised targets with high signal-to-noise ratio values
in their emission line ux measurements for future observations (Chapter 4).
In this chapter, I summarise each of the chapters in more detail, briey touching on the
motivation behind each project and highlighting the major results. I will also discuss future
work to be done on this project.
5.1 High redshift standard candle: predicted cosmo-
logical constraints
The present state-of-the-art cosmological measurements suggest that `dark energy' is the
dominant energy component of the Universe at current times (e.g. Riess et al., 1998; Perl-
mutter et al., 1999; Blake et al., 2011a). Yet our current particle theory or our theory of
gravity cannot simultaneously explain both its existence and magnitude. To help us gain
a better understanding of `dark energy' we need to use cosmic probes to investigate its
inuence and behaviour.
In Chapter 2, we predict how well a general high redshift standard candle can constrain
the properties of dark energy. We consider both linear and piecewise parameterisations of
the dark energy equation of state, w(z). We found that high redshift standard candles are
generally useful probes for constraining cosmological models with a temporally varying dark
energy component and the best dark energy constraints were gained when the high redshift
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standard candle measurements were distributed over a wide redshift range with an anchor
of measurements at low-redshifts.
The number and accuracy needed for standard candle measurements to be competi-
tive with future high-redshift SN and BAO measurements will require signicant, long-term
observing programs. Nonetheless, seeking to obtain HzSC measurements is a worthwhile
enterprise considering (1) the nature of dark energy remains unknown, so gaining additional
understanding of it is vital, and (2) gaining independent and complementary cosmic dis-
tance measurements as a means to further inter-calibrate and cross-check current methods
is extremely important and benecial.
5.2 Simulations of the OzDES AGNReverberation Map-
ping Project
AGN currently provide the only method of black hole mass measurement beyond the local
Universe. Therefore they are the strongest tools we have for investigating the interplay
between black hole growth and galaxy evolution, the true nature of which is still unknown
and is a major area of research in understanding galaxy evolution (e.g. King, 2003; Ferrarese
& Ford, 2005; Murray, Quataert & Thompson, 2005; Di Matteo, Springel & Hernquist, 2005;
Di Matteo et al., 2008; Park et al., 2015).
The currently running OzDES reverberation mapping campaign will monitor500 quasars
over ve years, gaining direct black hole mass measurements for AGN covering a broad range
in redshift and magnitude, as well as recovering independent constraints on the radius-
luminosity (R   L) relationship for several broad lines. These R   L relationships can be
used to determine black hole masses for a large sample of AGN, using single-epoch mass
estimation techniques, and enable AGN to be used as standardisable candles.
The number of lags OzDES is likely to successfully recover depends on multiple factors
including, the frequency and accuracy of the light curve measurements, the length of the
survey, and the intrinsic variability of the monitored AGN sample. In Chapter 3, we inves-
tigate the expected eciency of the OzDES reverberation mapping campaign by simulating
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and analysing realistic AGN light curve observations, based on the current survey strategy.
As part of this investigation, we consider how improvements to the program design and
execution may aect the scientic output of the survey. The improvements we considered
were increased cadence, changes to the survey length, and improved measurement accuracy.
The simulations showed that the current OzDES survey strategy (without improvements) is
expected to yield lags for 35{45% of the monitored quasars. The resulting MBH measure-
ments are predicted to have formal uncertainties of 0.16{0.21 dex and the R L relationship
parameters for H, Mg ii, and C iv are expected to be recovered accurately. By either
extending the survey season, or improving the spectroscopic measurement accuracy of the
survey, the predicted fraction of recovered lags improved to  50% and  60%, respectively.
Signicant improvement in theMBH measurements and the recovery of the R L relationship
parameters were also predicted.
5.3 Emission line ux measurement quality in OzDES
Currently, we have two years worth of data in the OzDES RM campaign, and we are at the
stage where we can make informed decisions about down-selecting current targets for future
observations and perform preliminary reverberation mapping analysis. Chapter 3 showed
that the eectiveness of the OzDES reverberation mapping campaign will be highly sensitive
to the emission line ux uncertainty. Consequently, it is important to prioritise targets with
clear emission line ux signal. In Chapter 4, we assess and quantify the quality of all the
spectra observed to date by measuring the SNR in the emission line ux measurements.
Overall, we recommended Year 3 observations of 672 targets, ranging from 16:6 < mr < 21:8
and 0:13 < z < 4:03. The target selection process for the Year 3 targets takes these results
into account, along with the scientic potential of the targets.
In this chapter, preliminary ux calibration is also performed on a subset of suitable
AGN and emission line light curves were created for these objects. The relative scaling of
the spectra and the creation of an emission line light curve recovery was reasonably successful
in our subset of quasars. However, lag recovery was unsuccessful in all cases.
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5.4 Future Work
In this section I present several projects the OzDES team wishes to pursue using the survey
data. For simplicity, I have broken this section down into early science goals (after the
three year mark), full program science goals (after the full ve years), and non-reverberation
mapping orientated projects.
Additionally, we plan to submit independent telescope proposals to extend the observing
season of the OzDES reverberation mapping campaign to the full visibility window of the
elds, in light of the results in Chapter 3.
5.4.1 Early Science:
Firstly, after three years of data it will be possible to obtain lags for a selected group of
objects, as shown in Figure 5.1, and early analysis can be performed on this subsample.
However, the expected number of spectroscopic epochs will still be signicantly smaller than
what has been used in traditional reverberation mapping campaigns (e.g. Peterson et al.,
2002; Bentz et al., 2009a; Denney et al., 2009; Barth et al., 2011). As a consequence, the lag
signal for most objects is expected to be relatively weak compared to previous campaigns.
As mentioned in Chapter 3 and 4, a solution to this problem is to stack the lag signals for
multiple objects of similar redshifts and magnitudes (Fine et al., 2012; Brewer & Elliott,
2014). Stacking the continuum and emission-line light curve cross correlation signals1 of
objects with similar lag lengths, a strong mean signal can be recovered, even if no lag signal
is present in the individual cross-correlations (Fine et al., 2012) . The large number of
DES/OzDES AGN targets makes it the perfect sample to perform this type of analysis.
5.4.2 Full program science
After the full 5 years we will have lag measurements for a large percentage of the targets.
These lag values will be used in determining black hole mass estimates to high redshift
objects and constraining the R   L relationships for high ionisation lines. The broad AGN
1Cross-correlation is one method of determining the time lag between the accretion disk and BLR. The
maximum in the cross-correlation signal should coincide with the mean lag value.
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Figure 5.1: Simulated continuum and emission line light curves according to expected OzDES
sampling after three years of data collection (left), and the recovered lag probability distri-
bution (black line - right). The blue solid line represents the input lag of object and the red
dotted line represents the median lag using JAVELIN.
population measured by OzDES will allow us to test the consistency of the R L relationship
and determine when, and if, it is appropriate to apply the existing reverberation mapping
results to the general quasar population. This is very important for both investigating
black-hole galaxy co-evolution and testing the viability of AGN as standardisable candles.
We will also be able to construct an AGN Hubble diagram and perform cosmological
parameter ts. We do not expect the OzDES AGN constraints to be competitive with
the current SNe and BAO measurements. Nonetheless, the constructed Hubble diagram
will extend to z  4, well beyond what has been probed previously and may uncovered
unexpected behaviour.
5.4.3 Non-reverberation mapping work
The structure and behaviour of the AGN can be probed using various approaches beyond
reverberation mapping analysis. Two such examples are:
Photoionisation modelling: The R   L relationship is anchored in well-understood
photoionisation physics (Davidson, 1972; Krolik & McKee, 1978; Peterson, 1997; Os-
terbrock & Ferland, 2006). AGN broad emission lines are emitted most eciently
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under certain conditions. For systems with the same ionisation parameters, and gas
densities, these conditions occurs at a specic ionising photon ux. In AGN, at least
to the rst order, this condition holds, and as a consequence the simple relationship,
R / L1=2, is expected. The measured R   L relationships are consistent with this
prediction but large scatter (0.13 dex) exists around this relationship.
To fully utilise the R L relationship for mass estimation or cosmological investigations
it is important to investigate its robustness and its intrinsic scatter. Photoionisation
modelling can be used to investigate the degree to which we expect the R   L rela-
tionship to hold. More specically, it can be used to infer the conditions in the BLR
using the ratios of specic line uxes (e.g. Korista & Goad, 2004; Ru et al., 2012). By
mapping the line ratios to any deviations from R / L1=2, we may be able to develop a
calibration method similar to the colour-stretch correction in type Ia supernovae and
reduce the scatter in the R   L relationship. This will enable more accurate single
epoch mass estimates and improve the viability of using AGN as standard candles
Variability: Besides lag recovery, the DES photometry can give us huge insight into the
variability behaviour of AGN. Approximately 90% of quasars have been observed to
vary at the 0.03 mag RMS level (Sesar et al., 2007) and reverberation mapping results
provide strong evidence that the variability is inherent to the AGN. Therefore by
measuring the variability in the AGN continuum light curves we may gain insight into
the physics associated with the regions close to the black hole.
Current studies of AGN variability characteristics generally support the theory that
AGN variability is driven by variations in the accretion rate (Koz lowski et al., 2010;
MacLeod et al., 2010; Gallastegui-Aizpun & Sarajedini, 2014). However, additional
dependencies on luminosity and/or black hole mass were found that cannot be purely
explained by this model (MacLeod et al., 2010), as well as, evidence for enhanced
colour variability (Schmidt et al., 2012). Therefore more research is still required to
fully understand the origin of the variability.
MacLeod et al. (2010) is the current state-of-the-art for variability studies for this area
of research with 9000 spectroscopically conrmed quasars and 8 years of light curve
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measurements. DES, though not as competitive in overall length, has the advantage
of ner sampling, which will enable shorter time scales of variability to be probed. We
also have the advantage that the selected reverberation mapping sample of quasars will
have direct black hole mass measurements, enabling more precise investigations in the
physical process involved in the variability.
Additionally, Goad & Korista (2014) has recently found that the photoionization re-
sponse and therefore the lag recovered is dependent on the ratio of between the char-
acteristic time scale of the variability and the intrinsic lag. If the characteristic time
scale is smaller than the lag time then the geometry of the broad line region can cause
signicant reductions to the measured emission line responsively and delay. Therefore,
when interpreting our measured lag values it will be important to take into account
the characteristic time scale of the continuum variability.
Thus the reverberation mapping studies presented in this thesis will form only a part of the
overall AGN science research undertaken with OzDES data.
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Chapter 2 Appendices
A.1 Analytical marginalization of constant
If an observable has the form, x = f(P)+K, whereK is a constant, and if no prior knowledge
of K is assumed at all, the general 2 function (Equation 2.1) can be integrated analytically
over (K 2 [ 1;1]), and eectively marginalise over K. The resulting revised 2 equation
is then given by the expression (Goliath et al., 2001; Conley et al., 2011),
2 = A  B
2
C
  ln

C
2

; (A.1)
where A is equivalent to original 2 equation
A =
X
ij

xmi (Pmod)  xdi

C 1ij

xmj (Pmod)  xdj

; (A.2)
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and
B =
X
i

xmi (Pmod)  xdi

C 1ii ;
C =
X
ij
C 1ii :
A.2 Mathematics for Fisher Matrix calculations
The Fisher matrix is formally dened as the expectation value of the derivatives of the log
of the likelihood with respect to the parameter ,
F =  

@2 lnL
@@

; (A.3)
or more simply the second derivative of 2 centred on the best-tting value. This comes from
the Taylor expansion of 2 (corresponding to the likelihood function) around the best-tting
value. Because the best-tting value corresponds to a minimum in 2 (i.e. d2=dj0 = 0),
the second order term, d22=d2j0 , becomes the most important term. Comparing this
denition of the Fisher matrix with that shown in Chapter 2, we can recover the general 2
equation, which includes the correlation coecient, ,
2 =

x
x
2
+

y
y
2
  2

x
x

y
y

1  2 : (A.4)
For the analysis of SNe and HzSCs, our two observables are z and , and the error in
redshift is negligible, so the elements of the Fisher matrix for this analysis are
F =
X
z
1
2
@(z)
@
@(z)
@
: (A.5)
We dene a new parameter E = H2(z)=H20 = E2(z), such that
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@E
@
m
= (1 + z)3   b(z); (A.6)
@E
@
x
= f(z)  b(z); (A.7)
@E
@w
= 
x
@f(z)
@w
: (A.8)
where b(z) = (1 + z)2, which corresponds to the curvature term and is included, as 
k
is dependent on the values of 
m and 
x, such that 
k = 1   
m   
x. Also f(z) =
(1 + z)3(1+w0+wz)e 3wzz=(1+z), for the linear (CPL) parameterisation of dark energy, w(z) =
w0 + wzz=(1 + z), and,
@E
@w0
= 
x
@f(z)
@w0
(A.9)
= 3
xf(z) ln(1 + z); (A.10)
and
@E
@wz
= 
x
@f(z)
@wz
(A.11)
= 3
xf(z)
 
ln(1 + z)  z
1+z

; (A.12)
The derivatives with dimensionless comoving distance, 0, are then,
@0
@i
=  1
2
Z z
0
1
E3(z0)
@E(z0)
@i
dz0 for i 2 (
m;
x; w0; wz): (A.13)
The dimensionless tangential comoving distance, D0M = (H0=c)DM , can then be expressed
as
D0M =
1pj
kjSk
p
j
kj0

=
1p

k
sinh
p

k
0

; (A.14)
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therefore
@D0M
@i
=  1
2
1


3=2
k
@
k
@i
sinh
p

k
0

+
1p

k
cosh
p

k
0
1
2
1p

k
@
k
@i
0 +
p

k
@0
@i

; (A.15)
for w0 and wz parameters @
k=@i = 0. Therefore
@D0M
@i
= cosh
p

k
0
 @0
@i
: (A.16)
Since we are assuming a at universe in our investigations, we can use the Taylor expansions
cosh(x) = 1 + x2=2 + : : :
sinh(x) = x+ x3=6 + : : :
therefore
lim

k!0
@D0M
@i
=
@0
@i
for i 2 (w0; wz): (A.17)
For 
m and 
x parameters @
k=@i =  1, therefore,
@D0M
@i
=
1
2
1


3=2
k
sinh
p

k
0

+
1p

k
cosh
p

k
0



 1
2
1p

k
0 +
p

k
@0
@i

: (A.18)
Once again substituting in the Taylor expansion
lim

k!0
@D0M
@i
=
@0
@i
  
03
6
for i 2 (
m;
x): (A.19)
The solutions above were given in Bassett et al. (2011), but are shown here for complete-
ness.
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A.2.1 Derivatives of Observables
For the analysis of SNe and HzSCs, we measure the distance modulus, so
@
@i
=
5
DL ln(10)
@DL
@i
=
5
D0M ln(10)
@D0M
@i
: (A.20)
It is then straightforward to substitute this into Equation 2.4.
For BAO, we consider the parameters dz and A. Therefore the derivatives of importance
are
@A
@i
=
p

m
z
@D0V
@i
+
D0V
2z
p

m
@
m
@i
; (A.21)
where D0V = (H0=c)DV and
@DV
@i
=
D0V
3

  1
2E(z)2
@E(z)
@i
+
2
D0M
@D0M
@i

; (A.22)
and also
@dz
@i
=
1
DV
@rs
@i
  rs
D2V
@DV
@i
+
@DV
@zd
@zd
@i
; (A.23)
where
@rs
@i
=   c
2
p
3H0
Z a
0
da
a2
p
1 + (3
b=4
)a
1
E3
@E
@i
: (A.24)
For the CMB, we consider the parameters `A, R, and z.
@R
@i
=
p

m
@D0M
@i
+
D0M
2
p

m
@
m
@i
+
@rs
@z
@z
@i
: (A.25)
@`A
@i
= 

  D
0
M
rs(z)2
@rs(z)
@
+
1
rs(z)
@D0M
@
+
@`A
@z
@z
@i

: (A.26)
We have omitted the explicit derivatives for @`A=@z
, @z=@i, as they are trivial to
calculate. The Fisher Matrix method is only used to determine the dark energy equation-
of-state parameters constraints for the linear (CPL) parametrization.
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A.3 Supernova Fitting Procedure and Colour-Stretch
Correction
SN measurements have an added complexity of a `colour-stretch correction' in the determi-
nation of their magnitude calculation. The expected magnitude of the SNe is then taken to
be
mB = 5 log10DL(P ; zcmb; zhel)  (s  1) + C +MB; (A.27)
where zcmb is the CMB frame redshift, zhel is the heliocentric redshift, s is the stretch
parameter, C is the colour parameter, and  and  parametrize the s-luminosity and C-
luminosity relationships. In this work, we substitute  with mB for the supernova analysis.
The SNLS uses a combination of two light curve tting software packages, SALT2 and
SiFTO, to determine the stretch and colour parameters. They give equal weight to the t
parameters determined from each of the two software packages and include the dierence
between the results from each package in their systematic uncertainty budget. To t the
data in w(z) analysis we have marginalized over the stretch and colour parameters. The
low-mass (Mstellar  1010M) and high-mass (Mstellar > 1010M) host galaxy populations
are tted separately, as prescribed by Conley et al. (2011). In the Hubble parameter and
dark energy density function tting we set the colour and stretch parameters to constant
values of  = 1:45 and  = 3:16. These values correspond to the best-tting values found
by Conley et al. (2011) for a at wCDM model when only considering statistical error.
Incorrect tting of the stretch and colour parameters can cause cosmological discrepancies
(Conley et al., 2011).
The covariance matrix is a combination of a systematics covariance matrix, and two
covariance matrices which contain statistical errors in the SN model used in the light-curve
t. This follows the procedure outlined in Conley et al. (2011).
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A.4 Hubble Parameter Measurements
Existing Hubble parameter measurements from various sources (Simon, Verde & Jimenez,
2005; Stern et al., 2010; Blake et al., 2012; Busca et al., 2013; Chuang &Wang, 2012; Moresco
et al., 2012; Zhang et al., 2012) are given in Table A.1. These measurements use dierent
probes. The majority of the measurements come from relative age measurements of galaxies
at dierent redshifts, using a variety of techniques, to infer the Hubble parameter (Simon,
Verde & Jimenez, 2005; Stern et al., 2010; Moresco et al., 2012; Zhang et al., 2012). The
relative age measurements are used as an estimator for dz=dt, which in turn gives H(z).
Simon, Verde & Jimenez (2005) use observations of passively evolving galaxies and synthetic
stellar population models to constrain the age of the oldest stars in the galaxy. Moresco et al.
(2012) consider the 4000A break (D4000) as a function of redshift and use stellar population
synthesis models to theoretically calibrate the dependence of the dierential age evolution
on the dierential D4000. Zhang et al. (2012) look at the evolution of luminous red galaxies
(LRG), while Stern et al. (2010) consider how red-envelope galaxies evolve with time. The
Hubble parameter estimates from Chuang & Wang (2012), Blake et al. (2012), and Busca
et al. (2013) are determined from BAO scale measurements, sometimes in conjunction with
other measurements, such as an Alcock-Paczynski measurement (Blake et al., 2012) or CMB
measurements (Busca et al., 2013).
A.5 Fisher matrix method
The Fisher matrix analysis is a very popular method of predicting the capabilities of future
surveys, and we have used this method throughout our analysis for computational simplicity.
Despite its popularity the Fisher Matrix method has come under some criticism in previous
studies (Wolz et al., 2012; Khedekar & Majumdar, 2013), as it only considers Gaussian errors
in the parameter space, and therefore can not accurately estimate asymmetric likelihood
distributions. This means that Fisher analyses can reach `forbidden' regions, and cannot
completely trace degeneracies in the data that exist in reality. Its applicability also depends
strongly on the stability of the derivatives of the likelihood and parameters. If the derivatives
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Table A.1: Hubble parameter versus redshift from various sources and their corresponding
analysis techniques, as described in Appendix A.4.
z H(z) H Method Reference
(km s 1 Mpc 1) (km s 1 Mpc 1)
0.07 69 19.6 LRG-Age-z Zhang et al. (2012)
0.1 69 12 Age-z+SNe Simon, Verde & Jimenez (2005)
0.12 68.6 26.2 LRG-Age-z Zhang et al. (2012)
0.17 83 8 Age-z+SNe Simon, Verde & Jimenez (2005)
0.179 75 4 D4000-Age-z Moresco et al. (2012)
0.199 75 5 D4000-Age-z Moresco et al. (2012)
0.2 72.9 29.6 LRG-Age-z Zhang et al. (2012)
0.27 77 14 Age-z+SNe Simon, Verde & Jimenez (2005)
0.28 88.8 36.6 LRG-Age-z Zhang et al. (2012)
0.35 82.1 5 BAO Chuang & Wang (2012)
0.352 83 14 D4000-Age-z Moresco et al. (2012)
0.4 95 17 Age-z+SNe Simon, Verde & Jimenez (2005)
0.44 82.6 7.8 BAO +AP Blake et al. (2012)
0.48 97 62 Red Envelope Galaxies: Age-z Stern et al. (2010)
0.593 104 13 D4000-Age-z Moresco et al. (2012)
0.6 87.9 6.1 BAO +AP Blake et al. (2012)
0.68 92 8 D4000-Age-z Moresco et al. (2012)
0.73 97.3 7 BAO +AP Blake et al. (2012)
0.781 105 12 D400-Age-z Moresco et al. (2012)
0.875 125 17 D4000-Age-z Moresco et al. (2012)
0.88 90 40 Red Envelope Galaxies: Age-z Stern et al. (2010)
0.9 117 23 Age-z+SNe Simon, Verde & Jimenez (2005)
1.037 154 20 D4000-Age-z Moresco et al. (2012)
1.3 168 17 Age-z+SNe Simon, Verde & Jimenez (2005)
1.43 177 18 Age-z+SNe Simon, Verde & Jimenez (2005)
1.53 140 14 Age-z+SNe Simon, Verde & Jimenez (2005)
1.75 202 40 Age-z+SNe Simon, Verde & Jimenez (2005)
2.3 224 8 BAO+WMAP7 Busca et al. (2013)
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are unstable near the chosen model, the Fisher matrix will not be able to accurately represent
this behaviour. However, when the constraints from all the probes are combined, the w0 wz
contours are reasonably Gaussian and the Fisher matrix method can be used to predict the
constraints on these parameters quite accurately. When we test the validity of the Fisher
matrix method compared to the 2 analysis, we generally found an agreement between the
two methods to within 10 percent.
