Many recent models of language comprehension have stressed the role of distributional frequencies in determining the relative accessibility or ease of processing associated with a particular lexical item or sentence structure. However, there exist relatively few comprehensive analyses of structural frequencies, and little consideration has been given to the appropriateness of using any particular set of corpus frequencies in modeling human language. We provide a comprehensive set of structural frequencies for a variety of written and spoken corpora, focusing on structures that have played a critical role in debates on normal psycholinguistics, aphasia, and child language acquisition, and compare our results with those from several recent papers to illustrate the implications and limitations of using corpus data in psycholinguistic research.
Introduction
Many recent models of language comprehension have stressed the role of distributional frequencies in determining the relative accessibility or ease of processing associated with a particular lexical item or sentence (Bybee, 1995; Kempe & MacWhinney, 1999; MacDonald, 1997 MacDonald, , 1999 MacDonald, Pearlmutter, & Seidenberg, 1994; McRae, Jared, & Seidenberg, 1990; Mitchell, Cuetos, Corley, & Brysbaert, 1995; Plunkett & Marchman, 1993; Plunkett & Marchman, 1996; St. John & Gernsbacher, 1998) . These approaches are known by a number of names-constraint-based, competition, expectation-driven or probabilistic modelsbut all have in common the assumption that language processing is closely tied to a user's experience, and that distributional frequencies of words and structures play an important (though not exclusive) role in learning.
This interest in the statistical profile of language usage coincides with two parallel developments in theoretical and computational approaches to language. An increasing number of linguistic theories have shifted the locus of linguistic knowledge into the lexicon, partly in recognition of the lexical-specificity of many grammatical phenomena (e.g., Goldberg, 1995; Sag & Wasow, 1999) . This emphasis has focused greater attention on actual patterns of lexical and grammatical usage, including distributional frequency. Secondly, there have appeared over the past two decades a number of statistically based natural language processing approaches to knowledge representation, processing, and learning. These include probabilistic/Bayesian models (e.g., Narayanan & Jurafsky, 1998 , 2002 , information theoretic approaches, and connectionist models (e.g., Christiansen & Chater, 1999; Sharkey, 1992) . Here again, the actual statistical patterns of language play an important role.
As noted above, frequency-based and/or distributional analyses of some psycholinguistic phenomena are well established in the literature. The relationship between frequency and lexical access, for example, has been fairly extensively characterized (Bates et al., 2003; Snodgrass & Vanderwart, 1980) . There is also a lively debate regarding the role played by construction frequency in online processing of sentences with temporary syntactic ambiguities (Cuetos & Mitchell, 1988; Desmet, De Baecke, Drieghe, Brysbaert, & Vonk, 2006; Desmet & Gibson, 2003; Gibson & Schü tze, 1999; Gibson, Schü tze, & Salomon, 1996; Gilboy, Sopena, Clifton, & Frazier, 1995; MacDonald et al., 1994; Mitchell et al., 1995) .
If one is to test claims about the extent to which structural frequency plays an explanatory role in various psycholinguistic phenomena, it is crucial to have an accurate and reliable estimate of the frequency of the structures in question. It thus seems natural to attempt to derive such estimates from large-scale corpora of actual language usage. But with the exception of the above and a few other studies (e.g., Bybee, 1995; Kempe & MacWhinney, 1999) , all of which focus on a narrow and very specific set of structures, corpus analyses have played a relatively small role in psycholinguistic research on higher-level language processing.
There are several obstacles to using corpus data to test psycholinguistic claims, including problems faced in extracting data of adequate quantity and quality, problems in deciding which types of corpora the data should be extracted from, and problems in deciding which levels of corpus data are most relevant for modeling the psycholinguistic phenomenon in question.
The quantity/quality problem occurs primarily because the relative frequencies of sentence structures are difficult to obtain (compared to lexical frequency, for example), since the corpora used to derive the distributions must be grammatically parsed in order to correctly identify syntactic structures. Parsing by hand is a labor-intensive task, so much so that it essentially precludes hand coding of large (e.g., >1,000,000 word) corpora. Automatic parsing makes the task tractable, but parser reliability has been a major issue. The difficulties posed by parser reliability are compounded by the fact that the error tends to be systematic rather than random. Additionally, the extraction procedures used by various authors are not necessarily transparent, and most psycholinguistics papers which rely on corpus data do not include sufficient detail about how the data was extracted (and indeed, the inclusion of such information is typically discouraged due to space limitations). As a result, reproducing corpus data can be difficult.
The problem of choosing which corpus or corpora to extract data from occurs because different corpora and genres of language use yield different probabilities for the same structures (e.g., Biber, 1988 Biber, , 1993 Merlo, 1994; Roland & Jurafsky, 2002) . In this paper, we find considerable variation in structural probabilities between corpora -with the largest differences typically occurring between the spoken and written corpora. While one solution might be to use the largest, most balanced corpus available, and hope that it most accurately reflects the overall language patterns of the typical participant in a psycholinguistic experiment, we suggest that the issue is more complicated. It is not the case that producers and comprehenders rely on different probabilistic grammars for written and spoken English. The differences in structural frequencies between corpora are the direct result of the way in which structures are used to accomplish specific linguistic goals in normal language use. Thus, we argue that it is not the structures themselves that vary in probability across corpora, but the contexts in which the structures are used. To the extent to which we can find discourse and contextual explanations for the observed frequencies of each structure, we provide an alternative to attributing the low frequency of a given structure purely to the complexity of that structure.
The third problem researchers face is in deciding which levels of corpus data are most relevant for modeling the psycholinguistic phenomenon in question-typically referred to as the issue of grain size. For example, in deciding whether her goals is a direct object or the subject of a sentential complement in the athlete realized her goals. . ., one could consider the probabilities of transitive vs. intransitive sentences, the probabilities of a direct object or sentential complement across all verbs where both are possible, the probabilities associated just with the verb realize, the probabilities associated with realize when the subject is animate, or the probabilities when the subject of realize is athlete.
Because of these problems, it has been quite difficult to test and/or falsify some of the predictions of sentence processing models whose proposed mechanisms are heavily influenced by distributional weighting. In this paper, we will provide a comprehensive set of structural frequencies for a variety of written and spoken corpora, focusing on structures that have played a critical role in debates on normal psycholinguistics, aphasia, and child language acquisition, and compare our results with those from several recent papers to illustrate the implications and limitations of using corpus data in psycholinguistic research. We will also address the issue of how and why structural probabilities vary across corpora. In addition, Appendix A provides an in-depth analysis of the error found in our data, and Appendix B provides descriptions of our verb subcategorizations and the issues faced in identifying the examples of each subcategorization. Finally, we provide a detailed description of the search patterns which we used in generating the data found in this paper as part of the online Supplementary materials accompanying this article, in hope that other researchers will both find them useful and contribute to the improvement of these search patterns.
Previous work
A variety of previous studies have attempted to determine structural frequencies. One method that has been used to estimate structural probabilities has been to run experiments in which participants generate language examples. This is done either using sentence production (''write a sentence using answer'') or sentence completion (''complete the following-Tom answered ____''). Perhaps the best known of these studies is the sentence production study by Connine, Ferreira, Jones, Clifton, and Frazier (1984) , which looked at a set of 127 verbs, and was coded for 16 possible subcategorizations. Much of the work using experimentally generated data has been done by researchers investigating the direct object/sentential complement ambiguity (e.g., Garnsey, Pearlmutter, Myers, & Lotocky, 1997; Holmes, Stowe, & Cupples, 1989; Kennison, 1999; Trueswell, Tanenhaus, & Kello, 1993) , and thus, the data have tended to be limited to the 100 or so most frequent verbs that permit both direct object and sentential complement subcategorizations. Additionally, the data are usually coded in a direct object/sentential complement/other scheme, and thus provide little information about the other possible structures in which these verbs occur. For example, the verb decide, which is listed as a sentential complement biased verb in Garnsey et al. (1997) , has more sentential complement uses than direct object uses in our British National Corpus data (21% of the examples are sentential complements, 6% are direct object examples, and 6% are passive), but 68% of the corpus examples would be classified as other. In fact, the most common subcategorization for the verb decide in the British National Corpus data is the to marked infinitival clause, such as in (1).
(1) But, by God, lady, you've decided [to survive] Infinitival Clause . (British National Corpus)
One potential disadvantage of using such studies to generate structural probability data is that the exact task used in generating the data has a strong influence on the type of structures observed (see Roland & Jurafsky, 2002) . Sentence completions of the form Tom answered ___ preclude the generation of passives, and the desire on the part of participants to minimize effort may artificially inflate the number of direct object completions, relative to other (longer) completions.
Other studies have attempted to derive structural frequencies from corpus data. Kempe and MacWhinney (1999) assembled sentence frequency counts from textbooks for learners of Russian and German, with samples sizes of 560 and 670 sentences respectively. Using sentence type ratios derived from these samples as parameter estimates in an instantiation of the Competition Model (Bates & MacWhinney, 1987 ), Kempe and MacWhinney were able to predict a number of behavioral outcomes. St. John and Gernsbacher (1998) reviewed several studies of the relative frequency of active and passive sentences as part of an analysis and simulation of aphasic patients' deficits in comprehending passive sentences. More recently, Thomas and Redington (2004) used frequency estimates of actives, subject clefts, object clefts, and passives in a neural network simulation of developmental and adult-onset language impairments, showing that the processing impact of sentence-type frequency is modulated by the network's developmental and learning trajectories, as well as by task demands.
With the advent of electronically distributed corpora, some researchers have also used automated tools for analyzing corpus frequency data. Biber and colleagues (Biber, 1988 (Biber, , 1993 Biber, Conrad, & Reppen, 1998) have extensively analyzed the differences between various registers of corpora such as fiction and academic writing and have found that many features of corpora differ between registers. The features they discuss range from syntactic (such as the use of passive, that-clauses, and to-clauses), to lexical (such as the distribution of similar-meaning words like big, large, and great) to discourse (such as the relative amount of new and given information). However, work on unparsed corpora has some limitations. For example, with the tools used by Biber, it was possible to compare frequencies of that and to clauses, since these clauses are marked by the presence of specific overt items, but it would be very difficult to accurately identify the number of that-less sentential complements, because there would be no easily identifiable item to search for. Other work, such as COMLEX (Grishman, Macleod, & Meyers, 1994) , which provides detailed syntactic information about 38,000 words, relies on hand coding all data to avoid such limitations.
More recently, parsed corpora, such as those from the Penn Treebank (Marcus et al., 1994; Marcus, Santorini, & Marcinkiewicz, 1993) , have made it possible to generate more reliable syntactic frequency information. A specific advantage of the Treebank data is that the parses were hand corrected to allow for a level of accuracy that is much higher than that which can presently be achieved by automatic methods. Much of the work with the Treebank data has looked at the frequencies of specific structures occurring with specific verbs. For example, Merlo (1994) examined the frequencies of five possible syntactic structures for 105 verbs. Her results were based on automatic counts, with overall frequencies adjusted using a hand corrected sub-set. Merlo also describes differences in verb subcategorization probabilities between her corpusderived data and norming study data such as Connine et al. (1984) .
Other work in this area (Roland, 2001; Roland & Jurafsky, 1998 , 2002 Roland et al., 2000) has used Treebank data to generate subcategorization probabilities based on the set of 16 possible subcategorizations frames from Connine et al. (1984) . These papers also compare data from a variety of corpora and norming studies, and attribute the differences in verb subcategorization probabilities to context-based variation and word sense variation. Hare, McRae, and Elman (2004) found that word sense variation plays an important role in accounting for the different outcomes of several recent experiments addressing the relationship between structural frequency and online sentence processing.
Previous work faced several limitations: the number of verbs covered, the number of structures covered, and limits on the amount of data available for low frequency items imposed by the size of the Treebank corpora. While some work (e.g., Lapata, Keller, & Schulte im Walde, 2001; Roland, Elman, & Ferreira, 2006) has used data from larger corpora, additional work is needed to investigate the reliability of the automatic extraction methods used in such papers.
Methodology
The core set of data used in this paper consists of a comprehensive set of structural frequency information which was automatically extracted from a set of the most commonly used corpora. The set of corpora used is described in section 'Corpora used', while the automatic extraction techniques are described in section 'Structures included in analysis'. In addition to the large overall set of automatically extracted data, we also relied on several small-scale hand analyses of random samples of the data, either for error analysis or for providing estimates of distributional properties which could not easily be coded for using automatic methods.
Corpora used
In order to investigate the frequencies of different syntactic structures in the English language, a total of eight corpus data sets were used in this paper. These corpora were chosen to represent a variety of genres of written and spoken language. The syntactic structures in some of these corpora were determined through automatic means, while in others, the syntactic structures were hand corrected. These two methodologies involve a tradeoff between accuracy (highest for hand labeling, but still not perfect) and the ability to label a large sample of data (100 million words of text can be automatically parsed overnight using a cluster of 30 desktop PCs, circa 2003-in contrast with the estimate from Marcus et al. (1993) of 2.5 million words per year for a team of 5 part time annotators working 3 hours per day at hand correcting automatic parses).
Once the corpora are annotated for syntactic structure (either by us or by other researchers), exemplars of specific structures are extracted from the parsed corpora using search patterns (described in the online Supplementary materials) in conjunction with treestructure-sensitive search tools such as tgrep (included in the Treebank corpus distribution) and tgrep2 (http://tedlab.mit.edu/~dr/Tgrep2/). The search patterns and tools described in this paper can be used with either readily available syntactically annotated corpora such as those from the Penn Treebank Project (Marcus et al., 1994 (Marcus et al., , 1993 , or with text that has been parsed by any automatic parser which follows the Treebank format, such as the Charniak parser (Charniak, 1995 (Charniak, , 1997 and the Collins parser (Collins, 1996 (Collins, , 1997 (Collins, , 1999 .
Several of the data sets used in the paper came from the Penn Treebank Project (Marcus et al., 1994 (Marcus et al., , 1993 . These data were automatically parsed, and then hand corrected. These data are generally considered to be the most accurately labeled data available, and are regularly used as the gold standard in the development of automatic parsers. Specifically, the data in this paper rely on three different corpora: the Penn Treebank versions of the Brown corpus, the Wall Street Journal corpus, and the Switchboard corpus.
The Brown corpus (Francis & Kučera, 1982 ) is a onemillion-word collection of samples from 500 written texts from different genres (newspaper, novels, non-fiction, academic, etc). The combination of texts included in the Brown corpus was intended to represent a wide cross-section of English usage, although it does consist entirely of written language samples. All included texts were published in or before 1961, and the corpus was assembled at Brown University in 1963-1964. The Wall Street Journal corpus, which was parsed by the Penn Treebank Project, is a one-million-word subset of the DARPA WSJ-CSR1 collection of Dow Jones Newswire stories. As the name of the corpus implies, it consists entirely of written texts, primarily with a business focus. In this paper, we will rely primarily on the Treebank 2 version of this corpus, because it has the most detailed and accurate labeling (referred to in this paper as either Wall Street Journal or Wall Street Journal Treebank 2 data). In discussions on error analysis, we will also report on data taken from an additional version of the Wall Street Journal which was prepared by re-parsing the same 1 million words of text using the same parser we used for some of the other data sets described below (Charniak, 1995 (Charniak, , 1997 )-hereafter noted as Wall Street Journal-Charniak.
The final Treebank dataset reported on in this paper is the Switchboard corpus. Switchboard is a corpus of telephone conversations between strangers, collected in the early 1990's (Godfrey, Holliman, & McDaniel, 1992) . Only the half of the corpus that was processed by the Penn Treebank project was used; this half consists of 1155 conversations averaging 6 min each, for a total of 1.4 million words in 205,000 utterances. Using the other portion of the Switchboard corpus would have required us to hand label the data.
Finally, we report on two sets of data taken from the British National Corpus (Burnard, 1995) . The British National Corpus is a 100 million word sample of English taken from a variety of genres. It consists of 90% written text and 10% transcribed speech. This data set has the advantage of being much larger than any of the other sets we looked at. We automatically parsed this data using the Charniak parser (Charniak, 1995 (Charniak, , 1997 . We report separate numbers for the whole 100 million words and for the 10% subset of spoken language.
The three corpora (Brown, Wall Street Journal, Switchboard) chosen from Treebank were selected because they represent a variety of different genres and discourse typeswhile affording us the convenience and accuracy of the Treebank data. The British National Corpus data were used, because, though less accurate than the Treebank data, it allows us to look at items whose frequency of occurrence in the Treebank corpora would be too low to allow us to draw accurate generalizations. Because we expect the frequencies of different structures to vary across genre and discourse type (see Biber, 1988 Biber, , 1993 Biber et al., 1998; Roland, 2001; Roland & Jurafsky, 1998 , 2002 Roland et al., 2000) , choosing different types of corpora allows us to have some indication of the degree to which the frequencies of the structures we are investigating vary across genre and discourse type. However, it is important to note that none of these corpora, either individually or in combination, can truly be considered to constitute an over-all representative sample of language. The choice of the British National Corpus, Brown, Wall Street Journal, and Switchboard represents a tradeoff between the quality and quantity of data and the psycholinguistic relevance of that data.
Although it can be argued that (for example) Wall Street Journal text may not be the best model of a typical undergraduate subject in a psycholinguistic experiment, we still find the comparison between the Wall Street Journal data and the other data to be highly informative and relevant to the issue of the role of frequency in language processing.
Structures included in analysis
In order to examine the relative frequencies of different structures in English (i.e., the ordering of subject, object, and verb), we analyzed all instances of all verbs in each of the corpora. However, for ease of exposition, we primarily discuss three subsets of the data: cleft sentences, relative clauses, and the set of structures covered in the Connine et al. (1984) verb norming study. In addition, we report data for all 204 verbs used in the Connine et al. (1984) and Garnsey et al. (1997) studies as part of the online Supplementary materials accompanying this article. Appendix B contains more complete descriptions of each category, including discussion of issues related to defining each category and extracting examples for each category. The individual search patterns used (sometimes several per high-level target structure) and details about the commands used for determining the total number of sentences, words, noun phrases, and verb phrases in each corpus are provided as part of the online Supplementary materials accompanying this article.
Results and discussion

Cleft sentences
Although extremely infrequent, subject and object clefts (shown in Table 1 ) have figured prominently in a number of studies of language processing in normal adult populations, aphasic patients, and child language (Berndt, Mitchum, & Haendiges, 1996; Caplan & Waters, 1999; Dick et al., 2001; Dick, Wulfeck, Krupa-Kwiatkowski, & Bates, 2004; Ferreira, 2003; Gordon, Hendrick, & Johnson, 2001; Gordon, Hendrick, & Levine, 2002; Grodzinsky, 2000; Shapiro, Gordon, Hack, & Killackey, 1993; Warren & Gibson, 2005) . For example, aphasic performance in processing subject clefts is often claimed to be superior to their processing of object clefts. It has been claimed that this difference cannot be due to differences frequency of usage, but rather to the deletion-in aphasic patients-of socalled trace elements that occur in object clefts but not subject clefts (Grodzinsky, 2000) . Such claims assume there are no differences in frequency of the two structures, but this has not (until now) been tested empirically.
The frequencies of these structures were obtained for the Wall Street Journal and Switchboard corpora only. As Table 2 shows, the subject clefts in fact occur more frequently than do object clefts in both corpora. There are two ways of looking at the cleft structure frequencies. On one hand, the difference between subject and object cleft frequencies seems large. In the Wall Street Journal data, the subject cleft is more than 13 times more likely than the object cleft. This difference is well above the 5· difference in likelihood used in Jurafsky (1996) to explain garden path effects. On the other hand, when compared to the frequency of non-cleft sentences, both subject and object cleft structures are exceedingly rare, occurring in less than one tenth of a percent of all sentences. This means that the subject cleft, which is easier for aphasia patients to process, is much lower in frequency than the passive structure, which is more difficult. This suggests that in a frequency-based account, the absolute frequencies of individual structures alone cannot account for the patterns of difficulty observed.
In order to compare the data from the Wall Street Journal with that from Switchboard, we must first normalize the data, because the two corpora are different sizes. Traditionally, cross-corpus comparisons are made by normalizing the frequency of the item in question by the number of words in the corpus, and presenting the results in terms of the frequency of the target item per thousand or million words. This is an appropriate means for normalizing corpus sizes when looking at issues such as word frequency, but can result in misleading comparisons when the domain of the target item is at a higher level than that of the individual word. Because clefts are a sentence level phenomenon, we feel that it is more appropriate to normalize the number of cleft sentences by the number of sentences (rather than words) in each corpus. The impact of this decision can be seen in Tables 3 and 4 , where we have normalized the number of subject and object clefts by corpus size in words and sentences, respectively. Note that the choice of normalization methods dramatically changes the relative frequencies of subject clefts in the two corpora. When normalizing by word count, subject clefts are more frequent in Switchboard, whereas they appear more frequent in Wall Street Journal when normalizing by sentence count. However, since the results of these two methods of normalization are based on fairly small corpus counts, the margin of error is correspondingly large.
Finally, although-contra previous claims-there is a large difference in the frequency of occurrence between subject clefts vs. object clefts, it is also true that when compared to the frequency of non-cleft sentences, both subject and object cleft structures are exceedingly rare, occurring in less than one tenth of a percent of all sentences. One possible interpretation of this fact is that it is relative frequency of occurrence, rather than absolute frequency of occurrence, that confers a processing advantage for a structure. Alternatively, it could be that the effects of frequency on processing are more complex than would be revealed by a simple tabulation of frequency of occurrence of a target structure. Note that although subject and object cleft structures are rare, these constructions share much in common with simple active declaratives and subject relative clauses, and with some interrogative and object relative clauses, respectively. These other constructions are much more frequent, and it is not unreasonable to suppose that exposure to those structures will affect the processing of cleft sentences. This latter possibility then implies that accounts of processing that appeal to frequency of usage Object cleft It's paper profits I'm losing will need to be sensitive to issues of granularity: What usage is relevant and how wide a net should be cast when one characterizes the frequency of a target structure?
Relative clauses
The processing of relative clauses has been one of the primary focuses of psycholinguistic research for almost half a century, from early work on generative grammars (e.g., Chomsky, 1956 ) to current debates on the time course of thematic role assignment (e.g., Dahan & Tanenhaus, 2004; Kamide, Altmann, & Haywood, 2003; Kutas & King, 1996; Rayner, Warren, Juhasz, & Liversedge, 2004) . In particular, there has been increasing interest in the role of relative frequency of occurrence in establishing preferences or biases for relative clause disambiguation (Cuetos & Mitchell, 1988; Desmet et al., 2006; Gibson & Schü tze, 1999; Gibson et al., 1996; Gilboy et al., 1995; MacDonald et al., 1994; Mitchell et al., 1995) .
The distributional patterns of relative clauses are also relevant to models of language production. The factors governing the presence or absence of optional words, such as that in sentential complements and object relatives, has been used as evidence in the debate over the extent to which language production is driven by speaker-based production factors and the extent to which it is driven by comprehender based factors such as the desire to avoid potential ambiguity (e.g., Ferreira & Dell, 2000; Temperley, 2003; Wasow, Jaeger, & Orr, 2005) .
As will become clear in this section, the different corpora that we consider paint very different pictures of relative clauses. The corpora appear to vary greatly in the distribution of many of the factors that have been claimed to play a role in the processing of relative clauses-the comparative frequencies of subject and object relative clauses in each corpus, whether the modified noun is animate or inanimate (Traxler, Morris, & Seely, 2002; Traxler, Williams, Blozis, & Morris, 2005) , whether the embedded noun phrase is a full noun phrase or pronominal (Reali & Christiansen, 2007; Warren & Gibson, 2002) , whether the embedded noun phrase is a proper name (Gordon et al., 2001) , or the quantified pronoun everyone (Gordon, Hendrick, & Johnson, 2004 ). Yet, as we hope this section will demonstrate, the observed distributions are the direct result of the discourse functions that the structures serve, and the discourse needs of each corpus genre or context. This section will address the distributional information found in the corpus data, the implications of this data for theories of relative clause processing and the implications for relative clause production.
The overall summary of the data relevant to these questions is presented in Tables 6 and 7 , while the details are discussed in subsequent sections. Examples of each type of relative clause are shown in Table 5 . As in the previous section, we must choose the appropriate unit for normalizing the data for corpus size. In this case, we feel that normalizing by the number of noun phrases in each corpus is the most appropriate method for comparing the frequencies of the relative clauses, because a relative clause can only occur given that a noun phrase exists. Table 6 shows the raw counts for each type of relative clause, and Table 7 shows the frequencies of each type of relative clause when normalized by the number of noun phrases in each corpus. The distribution of relative clauses across corpora is also depicted in Fig. 1 .
As Fig. 1 shows, most types of relative clauses are considerably less frequent in spoken use than in written use. This suggests that the functions carried out by such relatives, such as distinguishing between multiple potential referents or providing additional information about a referent, are either carried out by other means-with the additional information potentially expressed in separate sentences (the spoken data tend to consist of shorter sentences with simpler structures than the written data)-or are less relevant-potentially due to the interactive nature of spoken discourse.
Subject relatives
Subject relatives are less common in spoken corpora than in the written corpora, as can be seen in Fig. 1 . Beyond the overall difference in the frequency of subject relatives in the spoken and written corpora, the nature Table 5 Examples of relative clauses from the Wall Street Journal Structure Example (from the Wall Street Journal corpus)
Subject relative
The researchers who studied the workers Object relative (full)
The 25 countries that she placed under varying degrees of scrutiny Object relative (reduced)
The foreign stocks they hold Passive relative (full) Delmont A. Davis, who was named president and chief operating officer in August Passive relative (reduced)
A competing psyllium-fortified cereal called Heartwise Infinitive subject relative A computer system to map its waterworks Infinitive object relative A blind girl to cure Infinitive passive relative
The last women to be executed in France of the subject relatives found in these corpora are also different. The subject relative clauses in the spoken corpus data are more likely to modify noun phrases with a low content value, such as someone, people, or something, than are the subject relative clauses in written corpus data. In addition, the verb in the relative clause is more likely to be either the verb be or another light verb. In all of the corpora, the most common verb lemma appearing in subject relative clauses is be, such as in examples (2) and (3). Within our corpora, between 16.8% (Brown) and 28.7% of the subject relatives clauses have be as the verb. In these cases, the information content of the subject relative clause is carried by the noun phrase predicate of the verb be. In all corpora, the most frequent verbs to appear in subject relative clauses are low content verbs. In fact, in Switchboard, the four most frequent verbs in subject relative clauses, be, have, go, and do account for nearly 50% of the examples. Many of the subject relative clauses in the spoken data give the subjective impression of representing either some form of production difficulty or potentially deliberate avoidance of lexical items (e.g., using the people that ran the prison instead of the wardens in Switchboard) while the subject relative clauses in the written data appear to more likely to specify additional information about a noun phrase (e.g., the neuronal changes which underlie the neuroses in Brown) Passive relatives Passive relatives and the passive infinitive relative are less common in the spoken data, most dramatically in the Switchboard corpus (see Fig. 2 ). This is in part a result of the first person narrative nature of spoken discourse-particularly that in Switchboard. Given that the speaker and the speakers actions are typically the topic of discussion, there is less need to de-emphasize the 'doer' of an action-a typical function of passive structures (Thompson, 1987) . This is consistent with other sets of corpus data. Biber (1993) , for example, pointed out that passives are much more common in scientific texts than in fiction or conversation, and Chafe (1982) found that passives occurred about five times more often in the written corpora than in the spoken corpora that he investigated. With regard to the fourfold difference between the two spoken corpora, we suggest that the more formal nature of the spoken matter in the British National Corpus spoken corpus (which includes speech from contexts such as lectures, speeches, and news broadcasts, as well as conversational material such as that found in Switchboard) may contribute to this disparity. Again, this finding highlights the importance of discourse register for studies of relative structural frequency.
Object relatives
Object relative clauses in particular have been the focus of sustained attention by investigators in psycholinguistics (Blumstein et al., 1998; Cohen & Mehler, 1996; Dickey & Thompson, 2004; Gordon et al., 2001) , cognitive development (Friedmann & Novogrodsky, 2004) , and neuroimaging (Constable et al., 2004; Stromswold, Caplan, Alpert, & Rauch, 1996) . Of particular interest is the difficulty in understanding object relatives compared to other clause types such as subject relatives (Gibson, 1998; but cf. Hsiao & Gibson, 2003) , their processing time course (Kutas & King, 1996; Penolazzi, De Vincenzi, Angrilli, & Job, 2005; Vos & Friederici, 2003) , and the reasons for their reduction through omission of the complementizer that Temperley, 2003; Wasow et al., 2005) . Because these clauses have played such a central role in language research, we investigated the frequency and usage of object relatives in particular detail.
Unlike subject and passive relative clauses, object relative clauses are more common in spoken than written corpora (see Fig. 3 ). This is mainly the result of the relationship between the discourse needs of written and spoken English and the discourse functions served by object relative clauses. However, a portion of the object relative clauses observed in the spoken British National Corpus are actually the result of parser errors-an issue discussed below.
One result of the higher use of object relatives in spoken data, in conjunction with the lower rate of use of subject relatives is that spoken corpora actually have more object relatives than subject relatives (see Fig. 4 ). This extends the observations of Fox (1987) to a much larger set of data.
In the case of Switchboard, this preponderance of object relatives is in part the result of two different properties of the Switchboard data. One property is that low content filler words such as things and something are used more frequently in Switchboard than they are in the other corpora. The content intended for these words is often specified via a relative clause, such as in (7) and (8), resulting in a higher occurrence of object relatives and object infinitive relative clauses, as in (9). As a result, more than 27% of the object relatives in Switchboard contained the string thing (e.g., things, anything, something) in the main noun phrase of the object relative, while in all other corpora, this was true for less than 10% of the object relatives. Switchboard has a higher rate of first person subjects (see Roland & Jurafsky, 2002) than the other corpora, due in part to the nature of the task involved in producing the data-conversations between strangers without a common background being asked to discuss a preassigned topic. The focus on a first person topic also affects the rate of object relatives, as various noun phrase referents are tied back to the first person topic, as in (10) and (11), again resulting in object relatives. This relationship between object relatives and information flow is discussed extensively in Fox (1987) and Fox and Thompson (1990) .
(10) But I found it hard to deal with the, the dealership [I was going through] Object Relative Clause . (Switchboard) (11) And, you know, I want a car [that I can work on] Object Relative Clause because I think it just costs too much even to get the oil changed anymore.
The presence of these object relatives that relate the modified noun phrase back to the first or second person topic/subject of the discourse in the spoken data appears to be largely responsible for the split of object relatives having pronominal embedded noun phrases and subject relatives having full embedded noun phrases observed by Reali and Christiansen (2007) in data from the American National Corpus. They do not break their data down into spoken versus written, but our data from Brown and Switchboard show that subject relatives with full noun phrases as embedded noun phrases predominate in the written Brown data, while object relatives with pronominal embedded noun phrases predominate in the spoken Switchboard data (see Table 8 ). In the Switchboard data, cases where the embedded noun phrase is the pronoun I account for 47% of all object relatives, and the combined set of first and second person pronouns accounts for 80% of the object relatives. For purposes of comparison with the Reali and Christiansen data, Table 8 includes only transitive subject relatives, and only the cases where the relativizer is that. However, both examples with other relativizers and reduced relatives follow the same general pattern.
We also observed differences between the subject and object relative clauses with respect to whether the modified noun phrase was animate or inanimate. Animacy has been argued to play a role in relative clause processing (e.g., Traxler et al., 2002 Traxler et al., , 2005 . Gennari and MacDonald (2005) found in a gated sentence completion task that sentence fragments consisting of an animate noun phrase followed by that (e.g., The director that___ ) were completed with a subject relative clause 90% of the time, while fragments starting with an inanimate noun phrase (e.g., The movie that___ ) were completed with an object relative clause 65% of the time.
While we did not code our entire data set for animacy, since this can not be done with sufficient accuracy using automated methods, we did code a random sample of 100 relative clauses each from the Brown and Switchboard corpora for animacy. We found that when the modified noun phrase was animate, the relative clause was usually a subject relative clause, while when the noun phrase was inanimate, the relative clause was more likely to be an object relative clause (see Table 9 ).
In addition, the object relative clauses in both corpora typically had the form of inanimate noun phrase + that + pronoun. In Switchboard, the pronouns were typically I or you, while in Brown, he was the most common pronoun. In both cases, this suggest that the object relative clauses were serving the same discourse function (tying an inanimate subject noun phrase back to the topic of discourse), but that the exact pronoun varies due to the 1st/2nd person nature of spoken discourse and the 3rd person nature of written text.
The surprisingly large number of reduced object relatives in the spoken British National Corpus data are in part the result of a class of errors in the structures assigned by the automatic parser which we used. Specifically, utterances in the spoken British National Corpus data containing the tag phrase you know are frequently assigned an incorrect structure. Such utterances, shown in examples (12) and (13) occur in all of the corpora we examined. In the hand corrected Treebank corpora, these examples are given the correct structure, as in Fig. 5 . However, in the automatically parsed British National Corpus data, these utterances are frequently assigned the incorrect structure shown in Fig. 6 -giving them the same structure as the reduced object relatives in this corpus. We estimate that of the approximately 25,000 reduced object relatives in the spoken British National Corpus data, 4000 are actually examples of the you know structure. Because it is possible to form a reduced object relative with you know, all of the examples would need to be hand checked in order to completely correct this error. Please see Appendix A for further discussion of the errors in the automatically parsed data. Object relative reduction. Object relatives have been used to investigate optionality in language production (e.g., Temperley, 2003; Wasow et al., 2005) . This is because the reduced and unreduced forms of object relatives appear to have equivalent meanings and conditions of use. However, there is also building evidence that the distribution of reduced and non-reduced object relatives is in fact governed by discourse factors (Fox & Thompson, 2007) . In addition, Jaeger (2005) presents corpus data suggesting that the that in object relatives is used to buy time for speakers, and the presence of that correlates with disfluencies. We consider the issue of object relative reduction with respect to discourse, disfluencies, and ambiguity avoidance.
The frequency of object relative reduction can be found by comparing the frequency of reduced and unreduced object relatives in each corpus. As Table 10 shows, object relatives in Switchboard have a comparatively low likelihood of being reduced (or alternatively, a high presence of relativizers such as that).
While the high rate of that omission in the spoken British National Corpus data suggests that the low rate of that omission in the Switchboard data may not be due to a spoken vs. written difference, there are two potentially confounding factors; the rate of that omission in the British National Corpus spoken data is artificially inflated by the you know error discussed in the previous section, and Switchboard consists entirely of spontaneous telephone conversations, while the British National Corpus spoken data include material that is more likely to be pre-prepared, such as lectures, speeches, and news broadcasts, along with conversational material. Because that use is correlated with disfluencies and production difficulties, it is more likely to occur in spontaneous speech. Disfluencies and object relative reduction. The relationship between that use and disfluencies is predicted by Ferreira and Dell's notion of the complementizer that (in sentential complements, rather than object relatives) being eliminated to allow early mention of readily available material (Ferreira & Dell, 2000) . This relationship has also been observed in sentence production experiments (Ferreira & Firato, 2002) . Further support for the relationship between disfluencies and that use comes from an independently performed corpus based analysis of relative clauses by Jaeger and colleagues (Jaeger, 2005; Wasow et al., 2005) . Indeed, as would be suggested by these previous results, there is a relationship between the degree of fluency within a Switchboard example and whether the object relative clause is likely to be reduced or not. We find that 52% of the sentences containing an un-reduced object relative contain a repair (as marked by ''/'') within the relative clause, while only 39% of the sentences containing a reduced object relative contain a repair. This suggests that either relativizers (primarily that) are more likely during disfluent speech, or that they are less likely during fluent speech. We find a similar relationship between disfluencies and that use in sentential complements (see below).
Although Switchboard carefully transcribes disfluencies and repairs, some disfluencies are also marked in the British National Corpus spoken data, typically by the presence of erm. But contrary to the findings with Switchboard, in the British National Corpus spoken data, there is no relationship between the presence of erm and whether an object relative is reduced or not. This may be because disfluencies may not be consistently marked in the British National Corpus transcriptions. Only 15% of all object relatives in the British National Corpus contain an erm, while 46% of those in the Switchboard data contain a ''/''. The lower rate of (transcribed) disfluency in the British National Corpus spoken data may also be a product of the differences in the types of spoken language included in Switchboard and the British National Corpus.
Ambiguity avoidance through use of relativizers. Two different views of object relative clauses suggest that that use may be related to ambiguity avoidance. Temperley (2003) suggests that the relativizer that is used to avoid a potential ambiguity. This ambiguity arises in object relatives such as the car that companies buy most often when the relativizer is not present, due to a misparsing the two separate noun phrases as a single noun phrase-in this case, the car companies (e.g., where car is interpreted as an adjectival modifier of companies). Experimental evidence has shown that such misparsings do occur when the two noun phrases form a plausible combination (Grodner, Gibson, & Tunstall, 2002) . This ambiguity cannot arise when the embedded noun phrase is pronominal (14), or starts with a determiner (15), and is unlikely or impossible when it is a proper name (17). Thus, the ambiguity can only arise in a subset of the cases where the embedded noun phrase is a bare noun (16). Alternatively, Wasow et al.'s 'predictability hypothesis' more generally claims that the more predictable the existence of a relative clause is, the less likely it is to have a that. In a sense, this has the end result of that being used to avoid ambiguity, but allows for ambiguity to be avoided without necessitating a direct chain of cause and effect between potential ambiguity and that use. Rather, the use of that could be due to discourse factors and the production needs of the speaker, but still result in an apparent relationship between ambiguous situations and that use. Temperley (2003) uses labeled object relative data (summarized in Table 11 ) from the first 6 (out of 25) sections of the Wall Street Journal corpus to examine the occurrence of the relativizer that with different types of embedded noun phrases. He finds that the bare noun cases are very likely (84%) to have a that, while the other cases are more likely to be reduced, suggesting that ambiguity avoidance plays a role in that use. In order to reproduce and expand upon Temperley's data, we modified our object relative search patterns to exclude non-restrictive relative clauses (by eliminating cases marked with commas) and to exclude examples that were contained in quotes (such examples were excluded from his data). We then used the Treebank part of speech tag for the first word following the relativizer to place each example into one of his four categories (pronoun, determiner, noun, proper noun). We identified the same 329 examples as Temperley-as verified by comparison with his (unlabeled) data, but our automatic labeling results in a slightly different distribution of the examples within the categories, as shown in Table 12 . Our results also show that relative clauses are less likely to be reduced when the embedded subject noun phrase starts with a noun, and more likely to be reduced otherwise. However, this pattern is slightly weaker in our results than in Temperley's results.
We then expanded our data to include the entire set of Wall Street Journal data as well as the data from the other corpora (British National Corpus, British National Corpus spoken, Brown, Switchboard) that we have been using. These results, shown in Table 13 , suggest a slightly different picture than the original data. When the remaining Wall Street Journal data are taken into account, there is still a pattern of an increased likelihood of a relativizer when the following word is a noun, but the difference between the noun and other cases is somewhat less pronounced than in the first 6 sections of the Wall Street Journal data. The British National Corpus and British National Corpus spoken data show a similar pattern. However, the Brown and Switchboard data have a clearly different pattern. As  Fig. 7 shows, these two corpora have nearly the same rate of relativizer use whether the second noun phrase has a determiner or whether it is a bare noun phrase (contrary to the predictions of the ambiguity avoidance hypothesis). In these two corpora, the relevant distinction in determining how likely the object relative is to be reduced is whether the embedded subject is pronominal or not. In fact, in all of the corpora we looked at, reduction was most likely when the embedded subjects were pronominal. This suggests that the presence or absence of that in object relative clauses is more likely to be due to discourse factors than to ambiguity avoidance per se.
This relationship between pronominal embedded subject noun phrases and relative clause reduction has also been reported in other studies (e.g., Biber, Johansson, Leech, Conrad, & Finegan, 1999; Fox & Thompson, 2007; Tottie, 1995) . Fox and Thompson attribute this relationship to a tendency to omit the relativizer more often when the combination of the relative clause and the modified noun phrase can be analyzed as a monoclausal structure, as in the comparatively idiomatic example in (18), and a tendency to produce the relativizer more often when the two noun phrases function as two separate clauses, with the relative clause providing additional information about the modified noun phrase, as in (19).
(18) ''That's the way [I am] reduced object relative '', he says.
(Brown) (19) Carrying it to the living room, she imagined the picture she made: tall and roundly slim, a bit sophisticated in her yellow sheath, with a graceful swingy walk [that she had learned as a twirler with the school band] object relative . (Brown) While our data does not preclude the relativizer that being used directly to avoid ambiguity, our corpus data suggests that the use of the relativizer that is governed by a complex set of factors, of which ambiguity is only one.
Subcategorization frame probabilities
One of the goals of this study is to provide verb subcategorization data for individual verbs, based on the subcategorization frames shown in Table 14 . We also summarize and discuss the patterns found when generalizing across all verbs.
These data are relevant to a number of important psycholinguistic issues. In virtually all linguistic theories, a verb's representation includes a specification of which syntactic frames a verb can occur in. In some processing accounts, the relative frequency of occurrence of the various frames is also claimed to play a role in processing. These theories would predict, for example, that when a comprehender hears the initial sentence fragment, The man accepted his job. . ., in which job could either be the direct object of the verb, of the subject of a sentential complement (e.g., . . . would be at risk), the direct object interpretation will be preferred because the verb accept occurs more frequently in this structure.
A second, related question is whether that-omission, which leads to temporary ambiguity regarding the structural interpretation of a sentence (as with object relative clauses), is truly optional and random, or whether it correlates with some other predictable factors. In the latter case, some potential examples of temporary syntactic ambiguity might in fact not be ambiguous. As in the case of object relatives, we shall see that the patterns of omission suggest that at least in some cases, omission of the complementizer is non-random.
Third, any assessment of word order patterns in English (more specifically, the relative ordering of subject, object, and verb) must be based on a detailed analysis of all various word orders that occur in the subcategorization frames that are possible in the language. In the earlier discussion of relative clauses, we saw that in fact, object-before-subject constructions are more frequent than subject-before-object constructions (i.e., in all corpora, the combination of passive and object relatives are more common than subject relative clauses). In this section, we consider the question of word order in the context of passives. In the final section, we provide a comprehensive analysis of word order over all grammatical structures.
Finally, we will note that there are significant crosscorpus differences in verb subcategorization usage. These have been noted previously (Hare, McRae, & Elman, 2003; Hare et al., 2004; Roland & Jurafsky, 1998; Roland et al., 2000) , and are confirmed here. These differences often arise for interpretable and interesting reasons that reveal subtleties of language use that might not be obvious from mere introspection. Table 15 shows the relative frequencies of each of the Connine verb subcategorizations, collapsing across verb/lemma (see Table 14 for examples of each subcategorization frame, and Appendix B for a more detailed description of each subcategorization frame). Most of the subcategorizations have similar relative frequencies across the corpora. However, there are three sets of subcategorizations where there are notable differences: The simple intransitive, the sentential complements (both with and without the complementizer that), and the passive subcategorization. The causes of these differences are illustrative of the issues faced in generating verb subcategorization data from corpus data. 
Simple intransitives
The reason for the comparatively high frequency of the simple intransitive subcategorization in the Switchboard data can be found by looking at the most common verbs having the simple intransitive subcategorization in Switchboard. The verb form know accounts for fully 25% of the simple intransitive examples in Switchboard, such as in (20) and (21) while the second most common verb form, mean, as in (22) accounts for another 6% of the data. Other discourse related structures, such as (23) account for lesser percentages of the data. 
Passives
A comparison of the frequency of the passive structure across the three corpora shows that it is primarily a written structure, not a spoken structure. Table 15 shows that a verb phrase in a written corpus such as Brown or the Wall Street Journal is between four and five times more likely to be passive than one in a spoken corpus such as Switchboard. This is consistent with both the data in the previous section for passive relative clauses, and with previously described differences between spoken and written English (Biber, 1993; Chafe, 1982) .
Again, as in the previous sections, there are several possible methods for normalizing the data. In this instance, it seems most appropriate to normalize the number of passive verb phrases by the number of verb phrases in each corpus, as is inherently done in Table 15 . However, for the purposes of comparison with other studies, we also present the number of passives normalized by the number of words in Table 16 . Our results for the number of passives per 1000 words measure are similar to previous results, such as Biber (1988) , who reported an average of 0.8 by passives and 9.6 agentless passives per 1000 words of text. Depending on the genre and nature of the specific sample, the frequency of passive ranged between 0.0 and 8.0 for by passives and 0.0 and 38.0 for agentless passives.
One of the reasons for an interest in the relative frequency of passives has to do with the difficulties faced by agrammatic aphasics in interpreting sentences such as passives and object relative clauses where the object/ patient precedes the verb (Caramazza & Zurif, 1976 , inter alia). The more general question one might ask of corpus data vis-à-vis passives is 'how often does the agent (or patient) appear before the verb, and how often does it appear after the verb?' Although there is not a strict correspondence between thematic roles such as agent and patient, and grammatical roles, such as subject and object, the data in Tables 15 and 16 hint at an answer. The Brown Corpus data suggest that the patient may be before the verb 11% of the time (passives), and after the verb 45% of the time (transitive active-the other subcategorizations in the lower half of Table 15 ), but this still leaves 44% of the data (the subject verb cases in the upper half of Table 15 ) unaccounted for. For many of the subject verb cases, such as when there are sentential complements and other additional post-verbal arguments, it is likely that the subject is an agent, but this 44% also includes the pure intransitive examples, which consist both of unaccusative cases and unergative cases. For unaccusative verbs, the subject undergoes the action, such as in (24), while for unergative verbs, the subject is the agent, such as in (25) (Perlmutter, 1978) . Thus, agent verb (patient) seems to be the dominant order, but it would require hand coding of the data to verify this.
(24) During this study, septic conditions developed in the oxidation pond in the spring when the ice melted. (Brown) (25) He jumped, and sank to his knees in muddy water.
(Brown)
That Omission
Sentential complements can occur either with the complementizer that, as in (26), or without a complementizer, as in (27). The complementizer is frequently treated as being optional, although various researchers have described factors that correlate with complementizer use (e.g., Ferreira & Dell, 2000; Hawkins, 2002; Jaeger, 2006; Roland et al., 2006; Thompson & Mulac, 1991 Our data can also be used to investigate the conditions of complementizer use. Table 17 shows the rate of that omission for sentential complements in the various corpora. In all of the corpora except Brown, that omission is more common than that presence. In the Brown corpus, that omission is much less common. Table 15 suggests that this is due to a decrease in the number of complementizer-less sentential complement in the Brown data, rather than an increase in the number of sentential complements with the complementizer that.
The key to explaining the relative lack of complementizer-less sentential complements in the Brown corpus lies in the typical sources for complementizer-less examples in all of the corpora. Thompson and Mulac (1991) argue that there are really two different types of sentential complement uses, one of which tends to result in an complementizer omission, and the other, in complementizer use. They treat examples such as I believe that the world is flat, where the speaker is declaring the existence of a belief (and its contents), as having the traditional main verb (believe) subordinate clause (the world is flat) relationship, and thus likely to have a complementizer. However, they consider examples such as I believe it's going to rain as being different. In this case, they consider it's going to rain as the main information in the sentence, and the I believe portion as modifying the main proposition to express the speaker's lack of certainty. These epistemic examples are less likely to have a complementizer. The verb think is very common in these epistemic examples. This suggests that high degree of complementizer omission in the Switchboard data is due to a high frequency of epistemic examples within the Switchboard data. In fact, in all of the corpora, the verb think is either the most common complementizer-less sentential complement verb or the second most common, and is much more likely to be used without a complementizer than with one. Furthermore, in all corpora, the leading complementizer-less sentential complement verbs tend to be verbs such as think, say, guess, know, and believe. The lower rate of complementizer omission in the Brown corpus appears to be the result of two factors, illustrated in Table 18 . First, the verbs that tend to have a high probability of complementizer omission are less common in the Brown corpus (as indicated by the smaller percentage of sentential complement examples accounted for by the top four complementizer-less sentential complement verbs in each corpus). Second, at least two of these verbs (say and know) have a lower rate of complementizer omission than the same verbs do in the other corpora.
Disfluency also plays a role in determining whether that is used in sentential complements. As in the case of that use with relative clauses (seen in our data and in Jaeger, 2005) , the Switchboard sentential complement data (but not the British National Corpus spoken data) shows a relationship between that use and disfluencies.
In the Switchboard data, 56% of the examples with a complementizer also contained a repair (as indicated by the presence of a ''n''), while only 41% complementizer-less examples contained a repair.
Subcategorization probabilities for individual verbs
One of the goals of this paper was to expand upon the previously available verb subcategorization norming data by expanding on both the number of verbs and the set of subcategorizations, while also providing other researchers with the tools necessary to expand upon this data. The verb subcategorization probabilities from all corpora for the verbs included in Connine et al. (1984) and Garnsey et al. (1997) are provided as part of the online Supplementary materials accompanying this article. The counts in these tables represent the actual results from our search patterns. Caution should be used in interpreting these results, since many of the low valued cells represent errors where a verb is alleged to occur in an ''impossible'' subcategorization, rather than low frequencies of true ''possible'' subcategorizations. It is difficult to know which is which, without hand checking all of the examples, due to the possibility of novel uses such as sneeze the foam off the cappuccino (example from Goldberg, 1995) .
In examining these data, we find differences in verb subcategorization probabilities among the different corpora (see Roland & Jurafsky, 2002 for further discus- Table 19 summarizes the frequencies of each of the subcategorizations for the verb charge across the three corpora. The most obvious effect for charge is that this verb is most often used in the passive in the two written corpora, while there is only a single example of a passive use of charge in the spoken Switchboard corpus. This fits in with the consistent observations of passive being predominately a written structure. Thus, we would expect various subcategorization differences between the corpora to be the result of a spoken vs. written dichotomy.
There are also other factors that contribute to the cross-corpus differences in verb subcategorization frequencies. One of these is the fact that many verbs have multiple senses, and that these senses each have a different set of possible subcategorizations. To the extent that different corpora have biases towards different topics and contexts, and thus towards different senses of the same verb, we would expect there to be resulting differences in overall subcategorization frequencies between corpora. In the case of our data for charge, some of the differences between the Brown and Wall Street Journal are caused by (1) an intransitive use of charge meaning run or attack which occurs in the Brown data but is rare in the Wall Street Journal data, as in (28), (2) a noun phrase prepositional phrase use of charge meaning accuse which is more prevalent in the Wall Street Journal data, as in (29), and (3) a sentential complement use, also meaning accuse, which is more prevalent in the Wall Street Journal data, as in (30). (28) Although we consistently find differences in verb subcategorization probabilities between corpora, these differences are typically not so large as to affect common psycholinguistic uses of verb subcategorization data such as selecting groups of verbs with a bias towards one subcategorization or another. However, within the corpus data presented in this paper, there are some cases where verbs have different transitivity biases in different corpora. One example is the verb run, which has a transitive bias in the Wall Street Journal data, and an intransitive bias in the other four corpora (see Table 20 ). This difference is also caused by the corpora having different Passive  1691  54  13  1  24  Other/error  25  2  --9  Particle  185  25  2  -2  Auxiliary  114  7  ---Nominal  2176  151  22  1  39   Total  6554  580  66  18  151 distributions of the possible senses of the verb run. In the British National Corpus, Brown, and Switchboard data, predominately intransitive senses of the verb run, such as the rapid physical movement sense, shown in (31), are more common. In the Wall Street Journal, the obligatorily transitive manage a company/person sense, shown in (32), is more common. This word-sense based difference and its effects on psycholinguistic experiments is described in several other papers (Hare et al., 2003 (Hare et al., , 2004 Roland, 2001; Roland & Jurafsky, 2002) which have relied on previous versions of the search strings used in this paper.
Overall word order frequencies
A major goal of this paper is to provide data on the relative frequency of important grammatical structures at different levels of linguistic granularity. In this last section, we sum over all of the structures reported above (as well as certain types of relative clauses not mentioned above-e.g., those where the extracted element is a prepositional phrase) to arrive at a global view of basic word order frequencies in written and spoken English. We have assigned all grammatical structures to one of 6 basic word-order types: subject verb object object (e.g., ditransitive), subject verb object (e.g., simple transitive), subject verb (e.g., intransitive), object verb object (e.g., passive relatives with ditransitive verbs such as a part of the software market called systems utilities), object verb (e.g., passive), and object verb subject (e.g., object relative clauses). The correspondence between each structure, search pattern and word-order type is provided as part of the online Supplementary materials accompanying this article.
English is traditionally considered to be a subject verb object word order language. Indeed, when all structures are considered, our data strongly support this view (see Fig. 8 ). At most, only 15% of verbs are preceded by the object (e.g., passive sentences, object relatives, passive relatives). In the spoken corpora, this number is much smaller-as few as 5% of the verbs are preceded by their objects in the Switchboard corpus. However, when one only considers subject, object, and passive relative clauses, objects are more likely to precede a verb than follow the verb in all corpora-from 50% of the time in the Wall Street Journal written data to up to 80% in the British National Corpus spoken data (see Fig. 9 ).
Note that in discussing whether the object precedes the verb, we are grouping object verb (primarily various types of passives) and object verb subject (primarily object relatives) together; however, it is not clear that these would necessarily be grouped together by the language comprehension or production system (see Dick et al., 2001; Dick, Butler, Ferreira, & Gernsbacher, submitted 
for publication).
Conclusions
The primary goal of this paper was to expand upon the set of structural frequency data presently available and to address the issues of how and why the distributions of these structures vary across corpora. In addition, by providing the search patterns and data as part of the online Supplementary materials accompanying this article, we hope to provide a set of tools for other researchers to be able to easily generate their own data from other sets of corpus data. The search patterns described in this paper greatly expand the available structural frequency data available by allowing for the automatic generation of structural frequency information from parsed corpora such as those in the Penn Treebank. Besides the Treebank corpora, the search patterns can be used with any text that has been parsed by statistical parsers such as the Charniak and Collins parsers, although the imperfect nature of current automatic parsing techniques inevitably introduces an additional measure of error. The ability to examine additional texts is particularly useful when looking at the interaction of syntactic structures and particular lexical items (such as when looking at verb subcategorization), especially where the lexical items in question may have a low frequency in the Treebank data.
There remains some error in such data, as is shown by our analysis in Appendix A. We expect that these sorts of errors will be reduced as parsing technology improves. There are also other sources of error that are likely to continue to provide difficulties. These include distinctions which can only be resolved through human coding such as the verb + particle/prepositional phrase distinction (e.g., look up the address is a verb particle plus noun phrase construction while look up the street is verb plus prepositional phrase construction) and the adjectival passive/true passive distinction (e.g., the island was deserted when we found it is an adjectival passive while the island was deserted by the sailors is a true passive-see Gahl, Jurafsky, & Roland, 2004 , for additional discussion). However, there is a cost / benefit tradeoff, since hand coding is expensive in terms of the amount of effort involved.
By providing data from several different corpora, we have also highlighted an important issue in using any such structural frequency data. As the data in this paper Fig. 9 . Distribution of word orders across subject, object, and passive relative clauses in each corpus. and other papers show (e.g., Biber, 1993; Merlo, 1994; Roland & Jurafsky, 2002; Roland et al., 2000) , the probabilities of syntactic structures are not universal. Instead, the likelihood of a particular structure is influenced by a wide variety of contextual factors including discourse type, the topics under discussion, the information demands of the situation, the degree of fluency of speech, and the senses of the words being used. We have provided descriptions and examples of some of the differences and their causes, not as an attempt to exhaustively catalogue and account for all possible differences, but instead to illustrate the types of differences and causes that researchers should expect to find.
We suggest that probabilistic theories of language processing must also establish how the frequencies of individual structures combine to form overall representations. The differences in difficulties found in passives, actives, and the various cleft and relative clause constructions may not be explained by the individual frequencies of these constructions, but rather by the overall frequencies of higher level patterns such as subject verb object or agent verb patient. We feel that language distributional data such as that in this paper will play an important role in converging on an understanding of both the role of frequency in language comprehension and production, and of how higher-level patterns of representation emerge from the representations of specific structures.
Appendix A. Error analysis
Reliability and accuracy is an important issue in the generation of structural frequency information from corpus data. A key problem is that it is not possible to provide a meaningful overall figure such as ''all of the numbers are accurate to within X percent''. In part, this is because the errors are not random. The automatic techniques that we have used are better at some structures than others. However, it is also the case that the types of errors found in the data affect different research questions in different ways. Therefore, we feel that it is important to provide illustrations of both what types of errors exist in our data, and how these errors might (or might not) affect different research questions.
There are three potential sources of error in our data: errors made by Treebank annotators in assigning syntactic structures within the Treebank corpora, errors made by the Charniak parser in assigning structures to the other corpora, and errors in search pattern design, whereby our patterns assign the wrong category label to correct parse structure.
In general, we found that errors by Treebank annotators (particularly in Treebank II) are minimal, and do not have a major impact on our results. Search string design errors also have only a minimal impact on our results, and those search string design errors that do exist are primarily the result of two design decisions-the decision not to attempt to correctly identify all quote structures, and the decision to limit the extent to which our patterns can correctly capture recursive verb phrase structures (i.e., any structure formed by a rule of the form VP fi VP + X). The largest (and most unavoidable) source of error results from errors made by the automatic parser we used for parsing the non Treebank corpora.
We investigated the sources of error in our data using two methods. First, we selected random samples of 100 examples each from all of the corpora, and hand checked the labels which had been assigned by our search patterns for accuracy. In addition, in order to more completely investigate how errors in structure assignment by the Charniak parser affected our results, we aligned all of the examples from the Wall Street Journal-Treebank 2 data and the Wall Street Journal-Charniak data (which contain the same text), and compared the labels which we had given each example in both corpora. Note that because we have labeled all examples of all verbs, the only type of error which we cannot detect at all is one where either the Treebank annotators or the Charniak parser failed to label a verb as being a verb. While errors involving low frequency structures are unlikely to show up in our hand checked samples, we are able to see that we/the parser/the annotators have not missed any major structures. Table A1 shows the error rates (in terms of percent correct) from three corpora. The error rates for Wall Street JournalTreebank 2 primarily reflect search pattern design errors, while the increase in error shown for Wall Street Journal-Charniak reflects the additional error resulting from automatic parsing. The error rate for the British National Corpus data reflects additional error resulting from the Charniak parser being used on data that has different properties from the original training data for the parser. Some specific examples of how genre and other cross corpus differences increase parser error are described in this paper, but also see Gildea (2001) for further discussion of this issue.
In the sample of 100 Wall Street Journal-Treebank 2 examples, we found that 92% of the examples had been given the appropriate subcategorization/structure labels. Of the 8 errors, 5 were cases where a sentence containing a quotation had been inappropriately assigned to either the [0] subcategorization or the [other/error] category. This is the result of our decision to sacrifice accuracy on identifying quotes for speech verbs in favor of more accurate identification of subcategorization for all other verbs. Of the other three errors, one was the result of a time noun phrase being counted as the object of a verb, one the result of a failure to correctly deal with a recursive verb phrase structure, and other a miscellaneous failure to correctly classify a low frequency structure. Because most of the errors in our search patterns only involve verbs which take quotes as arguments (primarily say), we feel that our data for most other verbs in Treebank corpora is approximately 97% correct.
We can also compare the structural labels that we gave to examples in the Wall Street Journal-Charniak data with those Table A1 reflects both parser error and search string design error. The errors did not affect each possible subcategorization label equally. Table A2 shows the error rates in terms of precision, recall, and F measure for assigning the Connine based verb subcategorization labels. Table A3 shows the same data for assigning relative clause type labels. Precision is the percent correct of all examples identified as having a particular structure (i.e., % true positives out of all true positives and false positives). Recall is the percentage of all true examples of a structure that are actually identified as being examples of structure (i.e., % true positives out of all true positives and false negatives). The F measure represents a combination of precision and recall (2PR/(P + R)). All three measures are standard measures of performance in computational linguistics (see Jurafsky & Martin, 2000; Manning & Schutze, 1999) .
It is informative to look at the types of differences we found between the labels we assigned to the Wall Street Journal-Treebank 2 data and those we assigned to the Wall Street JournalCharniak data. Table A4 shows the four most common category label changes between these two data sources. The most frequent difference between the two data sources were 2677 cases where a verb was given a [simple intransitive] subcategorization in the Wall Street Journal-Charniak data while the same example was given a [error/other] label in the Wall Street Journal-Treebank 2 data. All of these cases represent examples of inverted quotes, such as in example (A1). This difference is really a search string design error, because in neither case do our search patterns properly count the verb as having a quote as an argument. The three next most frequent category changes all involve prepositional phrase attachment decisions. Hand inspection of the data shows that in nearly all of these cases, the Treebank 2 prepositional phrase attachment decision is correct, and the automatically assigned prepositional phrase attachment is incorrect. This also has an important implication for the interpretation of our results. As in the case of the quote errors which only affect verbs like say, the most frequent parser errors also do not affect all structures equally. Thus, if one were interested in prepositional phrase attachment frequencies, one would be Roland et al. (2006) report 90% accuracy at labeling the British National Corpus data on a three way Direct Object/Sentential Complement/Other task (using an earlier version of the search patterns from this paper). This figure of 90% is in line with the results shown in Table A2 Table A1 .
The results in Table A3 show that the automatic parser has a high degree of reliability in identifying reduced passive relative clauses in data parsed by the Charniak parser. When we hand checked random samples of 100 examples which were labeled as passive relative clauses each from the Wall Street Journal Treebank 2 data and the Wall Street Journal Charniak data, we found similar results. Initially, this suggests that the automatically labeled data would be suitable for a corpus study of which verbs appear in reduced passive relatives (e.g., Hare, Tanenhaus, & McRae, 2007) . However, as Table A5 shows, there is a large drop off in performance when the parser is used on British National Corpus data. This indicates that the overall accuracy rate of 71% for the British National Corpus data shown in Table A1 can result in both perfectly usable data, such as for investigating direct object/sentential complement ambiguity resolution, and in unusably bad data, such as in the case of reduced passive relatives. Thus, Hare et al. (2007) had to rely on hand coding to identify reduced passive relatives in the British National Corpus data.
One reason for the large difference in performance of the Charniak parser between the Wall Street Journal data and the British National Corpus data is that in both sets of Wall Street Journal data, there are a large number of sentences including the phrase the period ended, as in (A2). In the hand labeled Treebank data, these examples are treated as being reduced passive relatives, and given the structure shown in Fig. A1 . The period ended examples account for a large share of the reduced passive relative examples found in the Wall Street Journal Treebank 2 data and the Wall Street Journal Charniak data, but are relatively rare in the British National Corpus data. Thus, we conclude that the parser was good at identifying the period ended examples, but not as good at identifying other (perhaps better) examples of reduced relative clauses.
(A2) During the 5-year period ended 1986, roughly 80% of the names had money tied up in money-losing syndicates, according to Chatset consultants. Appendix B. Additional description of each target structure
Many target structures required at least three separate search patterns. The reason for this is that the Charniak parser and the two different phases of the Treebank project, Treebank 1 and Treebank 2, rely on slightly different representations for the same structure. One difference is that Treebank 2 relies on a much more detailed tag set than Treebank 1. The more detailed tag set used in the second phase allows one to identify various syntactic structures more accurately. All of the corpora are available with the Treebank 1 tag set, and the Wall Street Journal and Switchboard corpora are also available with the Treebank 2 tag set. (A subset of the Brown Corpus is now available in Treebank 2 format, but was not available in this format during the initial stages of this research.) The results presented in this paper are for the Treebank 1 version of the Brown corpus, and the Treebank 2 versions of the Wall Street Journal and Switchboard corpora. In addition, both versions of Treebank contain nodes and terminals representing empty categories such as traces from noun phrase movement or a 0 terminal to represent the missing that from complementizer omission, while the output of the Charniak parser does not contain non-overtly marked terminals.
B.1. Cleft sentences
The cleft sentences of interest include both subject (B1) and object (B2) clefts. These sentences are relatively easy to locate in both the Wall Street Journal and Switchboard corpora, since they are tagged according to the Treebank 2 style of notation, which includes an S-CLF tag that signals the presence of a cleft sentence. The overall frequency of these tags was sufficiently low to allow for hand counting of all subject and object cleft examples from the set of items tagged with the S-CLF node. Since the other data is not tagged with the Treebank 2 style of notation, and these structures were found to be very rare in the first two corpora, no effort was made to identify these two structures in the other corpora.
B.2. Verb subcategorization and cross-verb structural frequencies
In addition, by providing the actual search patterns, we allow the reader to generate subcategorization data for verbs (and corpora) that were not included in any of the previous studies.
As noted above, Connine et al. (1984) categorized verb use into 16 possible subcategorization patterns (with additional other categories). These subcategorizations are shown in Table  14 in the main body of the paper. Note that we have subdivided the original That-S and NP That-S categories for sentential complements into separate categories (listed in Table 14) depending on whether the complementizer that is present or absent. This is useful because the sentential complements without the complementizer contain the direct object/sentential complement temporary ambiguity, while the examples with the complementizer do not. The individual constituents that make up these categories are described in detail below; we also discuss the status of several types of constructions that do not fit cleanly into this set of subcategorization frames. The search patterns used for identifying instances of each of these types are described in the online Supplementary materials accompanying this article.
B.2.1. Noun phrase
The noun phrase constituent appears in all transitive categories, including the ditransitive subcategorization. Examples (B3) and (B4) illustrate transitive and ditransitive uses of verbs, with the target verb written in boldface, and the noun phrase constituents being delimited with square brackets. Cases where the noun phrase has been dislocated are not counted, such as in example (B5). These cases have a trace noun phrase in the Treebank corpora, but not in the automatically parsed corpora, so we designed our search patterns to exclude these cases from our noun phrase counts in the Treebank corpora in order to make our data more comparable across corpora. Passivization is counted in a separate category-see (B23) and (B24) below. Ideally, the noun phrase constituent should exclude cases where the noun phrase is not an argument of the verb, such as in time and measure phrases, shown in (B6) and (B7). In practice, the noun phrase constituent includes all nodes in Treebank labeled NP except those in Treebank which are not lexically filled (marked with a T for Trace). Thus, the counts involving the noun phrase constituent differ from the ideal condition. In the Treebank 2 data, it is possible to identify these cases, since they are labeled with an NP-TMP tag rather than a plain NP tag. Approximately 4% of the verb phrase object noun phrases in Wall Street Journal-Treebank 2 are labeled as NP-TMP, suggesting the degree of error introduced by our not taking this distinction into account in the Treebank 2 data, and the distinction not being made in the other corpora. However, hand checking of various random samples in the other corpora suggest that less than 1% of the structural assignments are affected by this issue. 
B.2.2. Prepositional phrase
The prepositional phrase constituent appears in both the prepositional phrase and transitive + prepositional phrase subcategorizations shown in (B8) and (B9) respectively. Not all prepositional phrases are considered to be arguments of the verb. For example, in example (B10), the prepositional phrase in our spare time is less closely associated with the verb paint than the prepositional phrase in colors which had never existed in example (B8). These less closely associated prepositional phrases, or adjuncts, are attached as sisters of the verb phrase rather than as sisters of the verb in the Treebank data, with the Treebank coders being instructed to use high (adjunct) attachment when in doubt.
This category also relies on a distinction between prepositions and particles, indicated within the Treebank data by the PRT and PP tags, respectively. We treated verb particle combinations like (B11) as separate verbs in all of the sections of this paper where we discuss data for individual verbs. Readers who are interested in calculating subcategorization probabilities with verb-particle examples included can do so with minor modification to the search patterns provided in this paper. Gahl et al. (2004) show that the decision to include/ exclude verb-particle examples can alter verb transitivity biases. The prepositional phrase + to infinitive verb phrase subcategorization consists of a prepositional phrase, typically with the preposition for, and a to marked infinitive verb phrase. Both our set of subcategorizations, and the original Connine et al. set on which ours are based, contain a total of three possible subcategorizations involving a to marked infinitive: to infinitive verb phrase, prepositional phrase + to infinitive verb phrase, and transitive + to infinitive verb phrase. Thus, the transitive + to infinitive verb phrase category (potentially) contains examples with and without prepositional phrases. 
B.2.8. Perception complement
The perception complement constituent consists of an untensed clause with either a bare stem verb or an -ing verb. These are referred to perception complements because they are frequently used with perception verbs such as hear and see. The distinction between the gerundive verb phrase category and this category is that the verb in the perception complement has a (lexically filled) subject -indicated in the examples below in italics. B.2.11. Strategies for assigning verb subcategorization categories to difficult cases B.2.11.1. Verb + Particle constructions. Verb plus particle constructions, such as (B30), pose a potential problem for the above set of subcategorizations, since, in this particular case, one could either classify this example as a transitive use of the verb hold up, or as a verb particle use of the verb hold, or potentially as a prepositional phrase use of the verb hold. The Treebank coding style provides a separate tag for particles, and our search patterns rely on this tag to separate the verb particle uses from the other uses of each verb. In the subcategorization counts for individual verbs, cases such as example (B30) would appear in the other column for the verb hold, since we feel that hold and hold up are not really the same lexical item. Because our present search patterns do not further differentiate between transitive and intransitive uses of verb particle constructions, we exclude all verb particle constructions from our results, as noted above. This seems appropriate when looking at the data on a verb-by verb basis. One could easily modify the present set of search strings to subdivide the verb particle constructions into various sub-groups if such distinctions were relevant. This represents about 2% of the data.
(B30) The spire seemed to hold up the sky. (Brown) B.2.11.2. Auxiliary verbs. We did not consider the uses of auxiliary verbs such as be and have in (B31) as separate uses of separate verbs, but instead treated such sentences as consisting of a single use of a single verb. Within the Treebank data, depending on whether the corpus was tagged with the Treebank 1 style of notation (Brown) or the Treebank 2 style of notation (Wall Street Journal, Switchboard), auxiliary verbs are tagged in two possible ways, shown in Figs. B1 and B2. Our search patterns do not look for items tagged with AUX, and thus the upper auxiliary verb in Treebank 1 style notation is inherently excluded from all of our counts. The subsequent auxiliary verbs in Treebank 1 style notation, and all auxiliary verbs in Treebank 2 style notation, can be identified by the fact that these all appear in the search patterns as instances of verbs having VP sisters. Since these appear exclusively in a small subset of our search patterns, they also can be removed from consideration (and are removed from all of the data presented in this paper).
(B31) Caldwell's resignation had been expected for some time.
(Brown) B.2.11.3. Quotes. The existence of quoted material within a sentence poses special problems for verb subcategorization data. On one hand, there is the philosophical problem of determining the most appropriate label for the quoted material; on the other, there is the severe operational problem of accurately identifying quoted material within corpus data. Part of the difficulty in quotes lies in the arbitrariness of the material allowed An additional problem is that the quoted material can appear nearly arbitrarily within the sentence, both before the verb and after the verb. Thus, unlike with most constituents such as a noun phrase or a sentential complement, there is no fixed attachment point relative to the target verb within the sentence structure. Because of this, any search patterns with enough flexibility to find all of the quotes will also propose a much larger number of false positives, even for verbs which cannot take quotes as arguments.
One strategy, which has been used in some previous papers (such as Roland, 2001; Roland & Jurafsky, 2002; Roland et al., 2000) , is to treat quotes as a separate subcategorization, and hand label a limited number of verbs. An alternative strategy, which we will apply here, is simply to treat material within quotes as 'normal' text, thus making it visible to our search strings. Because quotes represent a very small portion of the corpora we are examining, this strategy will not result in a larger error in our overall counts, but will cause some quote-taking verbs such as say to have somewhat misleading subcategorization results. In particular, when the quoted material precedes the verb, the example is likely to be classified in the [0] subcategorization. The search strings for the [0] subcategorization included in the online Supplementary materials accompanying this article are somewhat optimized for distinguishing between quote and non-quote examples, in that quotes tend to appear in some patterns, and not others. B.2.11.4. Disfluencies. The transcriptions in Switchboard include disfluencies. These disfluencies pose a potential problem for determining what to count as an example of a particular structure. In general, these disfluencies are tagged with an EDI-TED node, so that in the sentence shown in Fig. B3 , the first instance of the verb guess would not be counted at all, while the second instance of guess would be counted in the sentential complement category. In other words, the sentence is treated as the equivalent fluent utterance.
