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Abstract
Stochastic programs are usually formulated with probability distribu-
tions that are exogenously given. Modeling and solving problems with
endogenous uncertainty, where decisions can influence the probabilities,
has remained a largely unresolved challenge. In this paper we develop a
new approach to handle decision-dependent probabilities based on the idea
of distribution shaping. It uses a sequence of distributions, successively
conditioned on the influencing decision variables, and characterizes these
by linear inequalities. We demonstrate the approach on a pre-disaster
planning problem of finding optimal investments to strengthen links in
a transportation network, given that the links are subject to stochastic
failure. Our new approach solves a recently considered instance of the
Istanbul highway network to optimality within seconds, for which only
approximate solutions had been known so far.
1 Introduction
Stochastic programming [4, 32] is an effective modeling approach for decision-
making under uncertainty, particularly when probability distributions governing
the uncertainty are readily available. In the classical paradigm of stochastic
programming, it is assumed that decisions do not influence the probability space
of the underlying stochastic processes—i.e. uncertainty is exogenous [20, 35, 37,
5]. For example, the standard formulation of a two-stage stochastic program
with recourse is generally given as the problem
Minimize x g(x) + E
P ξ(Q(ξ, x)) (1)
subject to x ∈ X
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where ξ is a realization of the uncertain outcome of the stochastic process that
is revealed in the second stage, P ξ is a probability measure governing ξ and is
independent of first stage decisions x and the set X defines the constraints on
x. Q(ξ, x) is the optimal value function of the second-stage recourse problem
given by
Minimize y f(ξ, y) (2)
subject to x, y ∈ K
ξ ∈ Ω
where K is a set of constraints defined over first and second stage decisions x
and y, respectively, and Ω is a finite sample space that is also independent of
both x and y.
The exogenous uncertainty assumption allows for the design of efficient so-
lution algorithms for real-sized problems and—from a practical point of view—
can be satisfied by a wide range of applications. However, there is an impor-
tant class of decision-making problems—for which stochastic programming is a
suitable modeling approach—that violates this assumption [14, 21, 1] and can
consequently be very challenging to solve. In this class of stochastic programs,
decisions can influence the stochastic process and, therefore, uncertainty is en-
dogenous.
This paper is concerned with stochastic programs under endogenous un-
certainty in which optimization decisions can influence stochastic processes by
altering the corresponding probability space. Decisions can alter probability
spaces in at least two ways. They can alter the probability measures by mak-
ing one random outcome more likely than another [29, 1]. Alternatively, they
can also partially resolve the uncertainty influencing the reveal time and alter
the set of possible future random outcomes [38, 14, 15]. In this paper we will
consider the former case—which we refer to as the case of decision-dependent
probabilities—when decisions can alter the probability measures governing the
random outcome of stochastic processes. For example, for a 2-stage stochastic
program, we consider formulations such as [10, 33]
Minimize x g(x) + E
P ξx (Q(ξ, x)) (3)
subject to x ∈ X
where the probability measure P ξx governing ξ ∈ Ω is a function of decisions
x, while the sample space Ω is independent of x. In this case, if the function
expressing the influence of decisions x on the probabilities of random outcomes is
nontrivial, then the corresponding stochastic program may become significantly
more challenging to analyze and solve.
Most solution approaches to handle endogenous uncertainty are based on
approximations and heuristic algorithms [17, 40, 11, 39] and they heavily rely on
problem structure [10]. General exact solution methods are not yet attainable.
A recent review of solution methods for multistage stochastic programs with
endogenous uncertainty is given in [16].
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Figure 1: Istanbul road network
In this paper, we develop a novel approach to handle endogenous uncertainty
in stochastic programs for the case of decision-dependent probabilities. We focus
on the class of stochastic programs with binary decisions [37]. Unlike previous
approaches—which are based on linear or convex approximations of polynomials
that are induced by decision-dependent probabilities—our approach provides an
exact formulation and solution method.
One component of the new approach, which we call distribution shaping,
enables an efficient characterization of decision-dependent probability measures
based on a key observation; “neighboring” probability measures—in the sense of
influencing binary decisions—are linearly dependent, and this linear relationship
can be expressed via Bayes’ Rule. Accordingly, we derive a successive polyhedral
characterization of probability measures as a function of decisions and formulate
the corresponding stochastic program as an exact mixed-integer program (MIP),
if the recourse only depends on random variables, and as a mixed-integer bi-
linear program, if the recourse also depends on decision variables.
Another component of our approach enables us to solve exactly the derived
MIP various applications, in this case for a pre-disaster planning problem [29],
for which only approximate solutions were known previously. We utilize tech-
niques from constraint programming, such as dynamic interchangeability, and
the structure of the recourse function to cluster scenarios of uncertain random
variables into scenario bundles. We consider scenarios with both binary and gen-
eral m-ary structure. We generalize our distribution shaping method to work
with scenario bundles and derive the corresponding MIPs.
The rest of the paper is organized as follows: In Section 2, we describe a real-
world use-case of 2-stage stochastic programs under endogenous uncertainty—a
3
link te ce pe link te ce pe
1 2.46 80 0.80 16 4.26 940 0.55
2 2.20 80 0.80 17 3.64 300 0.70
3 8.00 320 0.80 18 4.19 520 0.60
4 2.56 260 0.70 19 1.98 40 0.80
5 4.57 160 0.80 20 2.45 800 0.55
6 3.44 420 0.60 21 1.80 40 0.80
7 4.19 160 0.80 22 1.97 160 0.70
8 5.60 620 0.60 23 1.61 40 0.80
9 3.71 120 0.80 24 8.09 620 0.60
10 4.44 340 0.70 25 2.87 260 0.70
11 7.11 940 0.55 26 6.35 780 0.60
12 4.03 160 0.80 27 2.27 800 0.55
13 5.02 620 0.60 28 3.91 120 0.80
14 4.55 1180 0.50 29 4.11 220 0.70
15 1.36 40 0.80 30 2.27 500 0.60
Table 1: Problem parameters
pre-disaster planning problem. We discuss the challenges introduced by decision-
dependent probabilities and motivate the need for efficient solution algorithms.
We then describe our distribution shaping method in Section 3, for both bi-
nary scenarios and general m-ary scenarios. In Section 4, we detail the scenario
bundling approach based on constraint programming techniques and also derive
an extension of the distribution shaping method to work with scenario bundles.
We demonstrate the effectiveness of the new approach in Section 5 by solving
the real-world use-case from Section 2 exactly, which was previously only known
to have approximate solutions, while exact solutions had been considered out
of reach. We also demonstrate the approach on randomly generated and even
larger instances of the same use-case. In Section 6, we discuss the applicability
of both, the distribution shaping and scenario bundling, methods to other use-
cases, such as stochastic PERT. We give some concluding remarks and future
directions in Section 7.
2 Pre-disaster planning under endogenous un-
certainty
The problem we exemplarily address and solve with the new method developed
in this paper was first described by Peeta et al. [29]. They cite evidence that
the probability of a major earthquake occurring in the next few decades with its
epicenter in Istanbul has been estimated as 62.6±15%; that this is likely to cause
tens of billions of dollars worth of damage; that the Turkish government plans
to invest $400 million to strengthen infrastructure for earthquake resistance;
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and that a key element of this plan is to retrofit selected highways to maximize
accessibility after an earthquake. We now recapitulate the problem setting and
given input data and then discuss its stochastic programming formulation and
its technical challenges.
2.1 Problem setting and input data
The Istanbul highway network is represented in Figure 1 by an undirected graph
G = (V,E) with 25 nodes V and 30 edges or links E. Each link represents a
section of a highway may that may be disrupted with some given probability in
the event of an earthquake, while each node represents a junction. The failure
probability of a link can be reduced by investing money in it, but there is a
budget limiting the total investment. To maximize post-quake accessibility,
a relevant objective is to minimize the expected shortest path between given
origin and destination nodes in the network, by investing in carefully-chosen
links. In fact the actual objective is to minimize a weighted sum of shortest
path lengths between several origin-destination (O-D) pairs, the choice of which
is based on likely earthquake scenarios in the Japan International Cooperation
Agency Report of 2002.
We now sketch the stochastic model. For each link e ∈ E define a binary
decision variable xe which is 1 if we invest in that link and 0 otherwise. Define
a binary random variable re which is 1 if link e survives and 0 if it fails. Denote
the survival (non-failure) probability of link e by pe without investment and qe
with, the investment required for link e by ce, the length of link e by te (the units
used in [29] are not specified but are proportional to the actual distances), and
the budget by B. If an O-D pair is not connected then the path length is taken
to be a fixed numberM representing (for example) the cost of using a helicopter.
Actually, if they are only connected by long paths then they are considered to be
unconnected, as in practice rescuers would resort to alternatives such as rescue
by helicopter or sea. So Peeta et al. only consider a few (4–6) shortest paths
for each O-D pair, and we shall refer to these as the allowed paths . In each case
M is chosen to be the smallest integer that is greater than the longest allowed
path length. They also consider a larger value of M = 120 that places a greater
importance on connectivity, though using the same paths as with the smaller
M values. To distinguish between these two usages we replace M by Ma (the
length below which a path is allowed) and Mp (the penalty imposed when no
allowed path exists). We fix Ma to the smaller values (not 120) for each O-D
pair, and generate two sets of instances using Mp = Ma and Mp = 120. All qe
values are set to 1 based on feedback from structural engineers. Three budget
levels B1 = 1164, B2 = 2328 and B3 = 3492 are considered, corresponding to
10%, 20% and 30% of the total cost 11640 of investing in all links. The other
problem parameters are specified in Table 1, and are taken from Peeta et al. who
used data from the 2003 Master Earthquake Plan of the Istanbul municipality.
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2.2 Stochastic programming approach and difficulty
The earthquake problem can be modeled as a 2-stage stochastic program. In
the first stage we decide which links to invest in by assigning values to the
xe, then link failures occur randomly with probabilities depending of the xe,
causing values to be assigned to the re. In the second stage we choose a shortest
path between the O-D pair, given the surviving links. If they are no longer
connected by an allowed path then the valueMp is used instead of a path length.
For a given O-D pair the expected length is computed over all scenarios, and
minimizing this value over a set of given O-D pairs is the objective.
This is a large problem to solve by stochastic programming methods because
each of the 30 links is independently affected by an earthquake, giving 230 scenar-
ios. Though optimization time is not critical in pre-disaster planning, handling
a billion scenarios is intractable. In fact, even determining the expected shortest
path lengths for a given solution is hard, it is a classical problem in network
reliability and known to be #P-complete. Instead Peeta et al. sample a million
scenarios, and approximate the objective function by a monotonic multilinear
function. They show that their method gives optimal or near-optimal results
on smaller instances, and present results on the full-scale problem.
Another source of difficulty is that the problem has endogenous uncertainty:
the decisions (which links to invest in) affects the probabilities of the random
events (the link failures). Relatively little work has been done on such problems
but they are usually much harder to solve by Stochastic Programming methods.
For a survey on problems with endogenous uncertainty see [14], which mentions
applications including network design and interdiction, server selection, facility
location, and gas reservoir development. Other examples include clinical trial
planning [9] and portfolio optimization [38].
These two features make the earthquake problem very challenging to solve
to optimality. To do so, we introduce two new techniques: distribution shaping
described in Section 3 and scenario bundling described in Section 4. While each
of these techniques is original and useful by itself, they are very well combinable
and turn out to be even more powerful when applied in conjunction.
3 Distribution shaping
As discussed above, our goal is to solve stochastic programs where decisions,
typically first-stage decisions, influence the probability distribution on the sce-
narios. In this section we develop a new modeling approach that avoids the
non-linearities that previous formulations introduce when multiplying probabil-
ities.
We consider a finite sample space Ω = {0, 1}n and denote scenarios as ξ =
(ξ1, ξ2, . . . , ξn) ∈ Ω. Let F be the power set of Ω. In order to capture the
influence of the decisions on the probabilities, we define a family of probability
measures Px : F → [0, 1], where x is the decision variable vector that influences
the probabilities. Hence, each choice of x ∈ X , where X is the feasible set of
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Figure 2: Graph with three nodes and three edges labeled 1, 2, 3.
those decisions, induces a probability space (Ω,F , Px) on the same underlying
sample space and the same set of events, only the probability measures are
different.
We consider a binary decision vector x ∈ {0, 1}n and model its influence on
the probability measures Px as follows. With each sample component ξi two
parameters pi and qi are associated, and the resulting probabilities as a function
of the decision vector x are set to
Px
(
{ξi = ξ˜i}
)
=
{
(1− xi)pi + xiqi for ξ˜i = 1
(1− xi)(1 − pi) + xi(1− qi) for ξ˜i = 0.
Assuming independence of these events, the decision-dependent scenario prob-
abilities are given by
Px
(
{ξ = ξ˜}
)
=
n∏
i=1
Px
(
{ξi = ξ˜i}
)
.
Using such products directly in an optimization model seems prohibitive as
they result in polynomials of degree n in x. Therefore previous approaches
relied either on linearizations [29] or convex approximations [11].
Instead of working with these polynomials directly and trying to approximate
them, we proceed differently. Our key observation, which will enable an effi-
cient characterization of the resulting probability measure, is that “neighboring”
measures (in the sense of the x-values) have a very simple, linear relationship
to each other, which can be interpreted as an application of Bayes’ rule.
Consider two decision vectors x0 and x1 that only differ in one component
i so that x1 − x0 = ei, the i-th unit vector. Then the two corresponding
probability measures are related as
Px1
(
{ξ = ξ˜}
)
=


Px0
(
{ξ = ξ˜}
)
· qi
pi
if ξ˜i = 1,
Px0
(
{ξ = ξ˜}
)
· 1−qi
1−pi
if ξ˜i = 0.
In other words, when changing xi from 0 to 1 then the probabilities of all
scenarios with ξi = 1 are uniformly scaled up so that all others must be scaled
down accordingly to keep the total measure constant.
Let n = 3 and consider the graph shown in Figure 3. Edge i survives with
probability pi = 0.8 if xi = 0 and with probability qi = 0.9 if xi = 1. Then
the probabilities for the 23 joint edge survival or failure scenarios for the two
different decision vectors x0 = (0, 0, 0) and x1 = (0, 1, 0) are given in Table 3.
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edges Px{ξ = ξ˜}
1 2 3 x0 = (0, 0, 0) x1 = (0, 1, 0)
0 0 0 0.008 · 0.1 / 0.2 0.004
0 0 1 0.032 · 0.1 / 0.2 0.016
0 1 0 0.032 · 0.9 / 0.8 0.036
0 1 1 0.128 · 0.9 / 0.8 0.144
1 0 0 0.032 · 0.1 / 0.2 0.016
1 0 1 0.128 · 0.1 / 0.2 0.064
1 1 0 0.128 · 0.9 / 0.8 0.144
1 1 1 0.512 · 0.9 / 0.8 0.576
Table 2: Probability measure induced by two neighboring decision vectors
For any fixed decision vector x, the resulting probability measure Px can be
easily computed by applying the above scaling successively for all components
xi set to 1. However, to use this in an optimization model, we should be able to
express this scaling not only for fixed x but as a function of x. We can exploit
the fact that x is binary and derive a (successive) polyhedral characterization
of the resulting distribution as follows. For a given x and all k ∈ {1, . . . n}, let
xˇk be defined such that
xˇki =
{
xi if i ≤ k
0 else
and define πξk = Pxˇk ({ξ}) for all k and ξ ∈ Ω, so πk is an auxiliary variable car-
rying the probability measure induced by xˇk. Then for any k < n the successive
probability measures πk−1 and πk must fulfill the set of linear inequalities
π
ξ
k ≤
qk
pk
· πξk−1 + 1− xk ∀ξ ∈ Ω : ξk = 1 (enforce scaling up)
π
ξ
k ≤
1− qk
1− pk
· πξk−1 + 1− xk ∀ξ ∈ Ω : ξk = 0 (enforce scaling down)
π
ξ
k ≤ π
ξ
k−1 + xk ∀ξ ∈ Ω (no scaling if xk = 0)∑
ξ
π
ξ
k = 1.
where we naturally define xˇ0 = (0, 0, . . . , 0), whose induced distribution is ob-
viously given as a function of the parameters pi only as
π
ξ
0
=
∏
i:ξi=0
(1 − pi) ·
∏
i:ξi=1
pi (4)
and is thus given input. For a more compact notation in what follows, let
Pk(πk−1, xk) denote the (2
n ·n)-dimensional polyhedron characterizing the fea-
sible set for πk as a function of πk−1 and xk via the above inequalities.
We can now formulate a generic stochastic program using the decision vari-
ables x and auxiliary variables πk introduced above. Let f : Ω → R be the
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random variable representing the cost in the different scenarios and EPx denote
the expectation under the probability measure Px. Then the problem
Minimize EPx(f) =
∑
ξ∈Ω
πξn · f(ξ) (5)
subject to πk ∈ Pk(πk−1, xk) ∀k ∈ {1, . . . , n} (6)
x ∈ X (7)
is a mixed-integer linear program for minimizing the expected cost, given that
the cost in each scenario is a constant for each scenario and does not depend on
other decision variables. This is the case for the type of problems considered in
this paper. However, if f(ξ) for instance was a recourse function of a stochastic
linear program, then we would obtain a mixed-integer bi-linear program instead.
Also note that it is straightforward to apply other convex risk measures instead
of the expected value in the same manner, for example the conditional value-
at-risk.
The above MIP has only n binary variables, but 2n · n auxiliary continuous
variables and can thus become too large to be explicitly represented and solved
in this form already for moderately sized problems. Therefore, in Section 4,
we will present a way to effectively cluster scenarios that result in similar—in
our case identical—cost into scenario bundles, by exploiting the structure of
the recourse function f . This will allow us to work on a considerably smaller
but equivalent partition of the sample space than by considering each scenario
individually. We will then show how a distribution-shaping MIP similar to the
one developed above can be applied to those coarse-grained partitions.
3.1 Beyond binary scenarios
The scaling technique does not only work for binary scenarios as presented
above, but extends to any discrete distribution. For example, let Ω = {1, . . . ,m}n
and assume given parameter vectors pi = (p
1
i , p
2
i , . . . , p
m
i ), qi = (q
1
i , q
2
i , . . . , q
m
i ) ∈
[0, 1]m with
∑m
j=1 p
j
i = 1 and
∑m
j=1 q
j
i = 1 and for all i ∈ {1, . . . , n}. We can
consider the decision-dependent probability measure to be
Px ({ξi = j}) = (1− xi)p
j
i + xiq
j
i for all j ∈ {1, . . . ,m}.
The resulting polyhedral characterization of successive measures is then
π
ξ
k ≤
q
j
k
p
j
k
· πξk−1 + 1− xk ∀j ∈ {1, . . . ,m} and ∀ξ ∈ Ω : ξk = j,
π
ξ
k ≤ π
ξ
k−1 + xk ∀ξ ∈ Ω,∑
ξ
π
ξ
k = 1.
We will discuss the case of m = 3 values per scenario component in the
context of stochastic project planning problems in Section 6.
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4 Scenario bundling
This section describes a new method for collecting scenarios into bundles. First
we provide background on the constraint programming symmetry breaking ideas
on which it is based.
4.1 Solution bundling in constraint programming
An early form of symmetry that has received considerable attention is (value)
interchangeability [12].
Definition 1. A value a for variable v is fully interchangeable with value b if
and only if every solution in which v = a remains a solution when b is substituted
for a and vice-versa.
If two values are interchangeable then one of them can be removed from the
domain, reducing the size of the problem; alternatively they can be replaced
by a single meta-value, and thus collected together in a Cartesian product rep-
resentation of the search space. Both approaches avoid revisiting equivalent
solutions. Several variants of interchangeability were defined in [12] and subse-
quent work in this area is surveyed in [22]. The relevant variant here is called
dynamic interchangeability.
Definition 2. A value a for variable v is dynamically interchangeable for b
with respect to a set A of variable assignments if and only if they are fully
interchangeable in the subproblem induced by A.
Values may become interchangeable during backtrack search after some vari-
ables have been assigned values, so even a problem with no interchangeable val-
ues may exhibit dynamic interchangeability under some search strategy. This is
an example of the more general concept of conditional symmetry [13] in which
symmetry occurs at certain nodes in a search tree.
As an example consider the vertex coloring example in Figure 3 adapted
from [12]. Neither vertices labeled with variables X and Y, nor Y and Z, may
be assigned the same color because they are adjacent in the graph. Under the
assignment Z=orange the values green and yellow in the domain of variable Y
are fully interchangeable, because green and yellow are not in the domain of
X so any solution in which Y=green can be transformed to a solution which
is identical except that Y=yellow. However, under the assignment Z=yellow
this no longer holds: for example assigning X=blue, Y=green and Z=yellow is
a solution, but reassigning Y=yellow leads to a non-solution because Y and Z
take the same color. Thus symmetry occurs in part of the search tree but not all
of it. Note our assumption that Y is assigned first: dynamic interchangeability
may occur in some search trees but not others, depending on the branching
heuristic.
Interchangeable values can be exploited to group similar solutions together
in bundles , a term used in [6, 18, 23] and other work. Bundles are Cartesian
products of sets of values, which have been used in constraint programming
10
blue, red blue, green, yellow yellow, orange
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Figure 3: Dynamic interchangeability in vertex coloring
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Figure 4: A small network example
to represent related solutions compactly in solution bundles [18], cross product
representations [19], maximal consistent decisions [24], solution clusters [28] and
the maximal encoding for Boolean satisfiability problems [30]. A drawback with
interchangeability is that it does not seem to occur in many real applications
[7, 27, 41] so it has received less attention than (for example) variable and
value symmetries. Properties related to dynamic interchangeability were also
investigated in [3, 30] but otherwise little or no work has been done on it. One
of the contributions of this paper is to demonstrate the usefulness of dynamic
interchangeability for scenario reduction in a stochastic problem.
4.2 Combining scenarios into bundles
We shall detect and exploit dynamic interchangeability in the random variables
of the earthquake problem. As an illustration consider the simple example in
Figure 4 with links e ∈ {1, . . . , 4}. We set te ≡ 1, pe ≡ 0.8, qe ≡ 1, ce ≡ 1,
B = 1 and Ma = Mp = 3.5 so that both possible paths between nodes 1 and
4 are allowed. We must choose one link to invest in, to minimize the expected
shortest path length between nodes 1 and 4. There are 16 scenarios and the
optimal decision is to invest in link 1, giving an expected shortest path length
of 2.236.
Some scenarios can be considered together instead of separately. For example
consider the four scenarios (1, 0, 0, 1), (1, 0, 1, 1), (1, 1, 0, 1) and (1, 1, 1, 1), where
the numbers indicate the survival (1) or failure (0) of links 1 to 4. Survival
has probability 0.8 and failure 0.2 so these scenarios have probabilities 0.0256,
0.1024, 0.1024 and 0.4096 respectively. As links 1 and 4 survive in all four
scenarios, it is irrelevant whether or not links 2 and 3 survive because they
cannot be part of a shortest path: the path containing links 1 and 4 is shorter.
We can therefore merge these four scenarios into a single expression (1, ∗, ∗, 1),
where the meta-value ∗ denotes interchangeability: the values 0 and 1 for links
2 and 3 are interchangeable. The expression represents the Cartesian product
{1} × {0, 1} × {0, 1} × {1} of scenarios. The probability associated with this
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product of scenarios is 0.8× (0.8+0.2)× (0.8+0.2)× 0.8 = 0.64, which is equal
to the sum of the 4 scenario probabilities.
We shall call a product such as (1, ∗, ∗, 1) a scenario bundle by analogy with
solution bundles in constraint programming. Note that this usage is of course
distinct from bundle methods in Stochastic Programming [34].
Another way of viewing scenario bundling is as an application of stochastic
dominance [25]: the objective function associated with one choice (0 or 1) is at
least as good as with another choice (1 or 0). In our case this holds in every
scenario so it is the simplest form of stochastic dominance: statewise (or zeroth
order) dominance. However, this is usually defined as a strict dominance by
adding an extra condition: that one choice is strictly better than the other in at
least one state (or scenario). In our case neither value is better so this is a weak
dominance. In fact we have two values that each weakly dominate the other,
a relationship that can be viewed as a symmetry: the tree is exactly the same
whichever value we use for a link. There does not seem to be an accepted term
such as “stochastic symmetry” for this phenomenon so we propose its use.
We note that the network reliability literature describes methods for evalu-
ating and approximating the reliability networks. These include ways of pruning
irrelevant parts of a network that have connections to our approach, though we
have not found a direct parallel. For a discussion of these ideas see [8].
4.3 Finding small bundle sets
Bundling scenarios together may lead to faster solution of some stochastic prob-
lems. However, for the earthquake problem it is impractical to enumerate a bil-
lion scenarios then look for ways of bundling some of them together, as we did in
the above example. Instead we dynamically enumerate scenarios by tree search
on the random variables (the scenario tree) and apply symmetry breaking as
we search.
Consider a node in the scenario tree at which links 1 . . . i − 1 have been
realized, so that components s1 . . . si−1 have been assigned values, and we are
about to assign a value to si corresponding to link i. Denote by Ci the shortest
O-D path length including i, under the assumption that all unrealized links
survive; and denote by Fi the shortest O-D path length not including i, under
the assumption that all unrealized links fail (using Mp when no path exists). So
Ci is the minimum shortest path length including i in all scenarios below this
scenario tree node, while Fi is the maximum shortest path length not including i
in the same scenarios. They can be computed by temporarily assigning si . . . s|E|
to 1 or 0 respectively, and applying a shortest path algorithm. Now if Ci = Fi
then the value assigned to si is irrelevant: the shortest path length in each
scenario under this tree node is independent of the value of si, so the values are
interchangeable. In this case there is no need to branch and we can simply assign
value ∗ to the variable. This observation is the core of our method. Note that
the interchangeability of an unrealized link implies that all other unrealized links
are also interchangeable. This fact can be used to speed up interchangeability
detection by avoiding unnecessary tests.
12
links
3 2 4 1 p
0 * 0 * 0.0400
0 * 1 0 0.0320
0 * 1 1 0.1280
1 0 0 * 0.0320
1 0 1 0 0.0256
1 0 1 1 0.1024
1 1 0 0 0.0256
1 1 0 1 0.1024
1 1 1 0 0.1024
1 1 1 1 0.4096
links
1 4 2 3 p
0 * * * 0.2000
1 0 0 * 0.0320
1 0 1 0 0.0256
1 0 1 1 0.1024
1 1 * * 0.6400
Table 3: Two scenario bundle sets for the small example
The order in which we assign the s variables affects the cardinality of the
bundle set. Two bundle sets for the example are shown in Table 3 along with
their link permutations, where p is the bundle probability. The set of size 10
is the largest possible and the set of size 5 is the smallest. Note that once we
have obtained a bundle set we can discard the permutation used to derive it.
We can also replace the symbol * by any domain value (we choose 0) and use it
as a representative scenario for the bundle. For example the bundle (1, 1, ∗, ∗)
under link permutation (1, 4, 2, 3) can be represented by the scenario (1, 0, 0, 1)
under link permutation (1, 2, 3, 4), with the same associated probability.
Assuming a static variable ordering, the problem of finding the smallest
cardinality scenario bundle set corresponds exactly to the problem of finding a
variable permutation that minimizes the number of paths in a binary decision
tree [31]. This is known to be NP-complete [42]. If we allow a dynamic variable
ordering, in which the choice of random variable to assign next depends on
which path we took to the current node, the problem becomes more complex.
To obtain a good solution we introduce a dynamic branching heuristic as follows.
At each node of the scenario tree we have the current graph, and we must
choose a random variable, representing an unrealized link, which may be set to
0, 1 or ∗. If it is set to 1 then the link survives and the graph is unchanged,
otherwise the link is deleted from the graph (and restored on backtracking past
the node). Treating ∗ as 0 instead of 1 means that the graph has fewer links,
which significantly speeds up interchangeability detection. To choose a variable
we first create an ordered list L = 〈r1, . . . , rk〉 of all allowed paths between the O-
D pair, in increasing order of path length. Using this list, for each unrealized link
ℓ derive a vector 〈v1, . . . vk〉 where vi = 0 if ℓ is in ri, and vi = 1 otherwise. Then
we choose the variable whose link has the lexicographically smallest vector. For
example in the small network in Figure 4, L = 〈〈1, 2, 3〉, 〈1, 4〉〉 with associated
lengths 〈3, 2〉 and the four links have the following vectors: (1) 〈0, 0〉, (2) 〈1, 0〉,
(3) 〈1, 0〉 and (4) 〈0, 1〉. So the first link to be chosen is 1, while the second
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depends on whether link 1 survives or fails. The motivation behind this heuristic
is to choose unrealized links that appear in the shortest paths in the greatest
number of scenarios, to maximize interchangeability.
4.4 Distribution shaping using bundles
The distribution shaping concept developed in Section 3 for individual scenarios
can be generalized to work with scenario bundles. By using bundles instead of
individual scenarios, the size of the resulting MIPs can often be reduced dras-
tically without loss of information, as will be shown later in the computational
experiments in Section 5.
As defined above, a scenario bundle is vector s ∈ {0, 1, ∗}n and represents a
subset of scenarios
Bs = {ξ ∈ Ω | ξi = si ∨ si = ∗, 1 ≤ i ≤ n}. (8)
The algorithm described in Section 4.3 returns a set of bundles S such that
{Bs | s ∈ S} ⊂ F is a partition of Ω. Thus, by construction,
P (Bs) =
∑
ξ∈Bs
P ({ξ}) and
∑
s∈S
P (Bs) = 1.
Using distributivity, we can characterize the decision-dependent probability
measures Px for the scenario bundles directly by applying the same scaling as
for the individual scenarios. Again, consider two decision vectors x0 and x1
with x1 − x0 = ei. The two corresponding probability measures are related as
follows:
Px1 (Bs) =


Px0 (Bs) ·
qi
pi
if s = 1,
Px0 (Bs) ·
1−qi
1−pi
if s = 0,
Px0 (Bs) if s = ∗.
Similar to Section 3, we can use the partial decision vector xˇk and define
the auxiliary variables φsk = Pxˇk (Bs) for all k and s ∈ S. For any k < n
the successive probability measures φk−1 and φk must fulfill the set of linear
inequalities
φsk ≤
qk
pk
· φsk−1 + 1− xk ∀s ∈ S : sk = 1 (bound for scaling up)
φsk ≤
1− qk
1− pk
· φsk−1 + 1− xk ∀s ∈ S : sk = 0 (force scaling down)
φsk ≤ φ
s
k−1 ∀s ∈ S : sk = ∗ (no scaling)
φsk ≤ φ
s
k−1 + xk ∀s ∈ S (allow scaling)∑
s
φsk = 1
with initialization
φs0 =
∏
i:si=0
(1− pi) ·
∏
i:si=1
pi. (9)
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Let Pk(φk−1, xk) denote the (|S| ·n)-dimensional polyhedron characterizing the
feasible set for φk as a function of φk−1 and xk via the above inequalities.
The resulting stochastic program using the decision variables x and auxiliary
variables φk is
Minimize EPx(f) =
∑
s∈S
φsn · f(s) (10)
subject to φk ∈ Pk(φk−1, xk) ∀k ∈ {1, . . . , n} (11)
x ∈ X (12)
The bundling approach can also be generalized to work with general m-ary
scenarios that take values in Υ = {1, 2, . . . ,m}. In this case, we define a bundle
σ as a vector of subsets of Υ, that is, σ = (σ1, σ2, . . . , σn), where each σi ⊆ Υ.
The corresponding subsets of scenarios are given by
Bσ = {ξ ∈ Ω | ξi ∈ σi, 1 ≤ i ≤ n}. (13)
We assume to be given a set of bundles Σ such that {Bσ | σ ∈ Σ} ⊂ F is a
partition of Ω.
The probability measures corresponding to two decision vectors x0 and x1
with x1 − x0 = ei are related as
Px1 (Bσ) = Px0 (Bσ) ·
∑
j∈σi
q
j
i∑
j∈σi
p
j
i
therefore the polyhedral characterization of successive measures is
ψσk ≤
∑
j∈σi
q
j
k∑
j∈σi
p
j
k
· ψσk−1 + 1− xk ∀σ ∈ Σ
ψσk ≤ ψ
σ
k−1 + xk ∀σ ∈ Σ∑
σ
ψσk = 1
with initialization
ψσ0 =
n∏
i=1
∑
j∈σi
p
j
i . (14)
Let Pk(ψk−1, xk) denote the (|Σ| ·n)-dimensional polyhedron characterizing the
feasible set for ψk as a function of ψk−1 and xk via the above inequalities.
The resulting stochastic program using the decision variables x and auxiliary
variables ψk is
Minimize EPx(f) =
∑
σ∈Σ
ψσn · f(σ) (15)
subject to ψk ∈ Pk(ψk−1, xk) ∀k ∈ {1, . . . , n} (16)
x ∈ X . (17)
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instance O-D pair Ma bundles Ma bundles
1 14–20 31 39 ∞ 195
2 14–7 31 29 ∞ 374
3 12–18 28 56 ∞ 175
4 9–7 19 26 ∞ 202
5 4–8 35 73 ∞ 195
Table 4: Bundle set sizes for the earthquake problem
4.5 Handling multiple O-D pairs
The above method applies to a single O-D pair, but Peeta et al. minimize the
expected weighted sum EPx
(∑5
i=1 wifi
)
of shortest path lengths fi between
several O-D pairs i for weights wi (which in their experiments were all set to 1
[36]). Unfortunately, there is likely to be little interchangeability in this problem,
especially if (as we would expect) the O-D pairs are chosen to cover most of the
network: for a given link to be irrelevant to the lengths of several paths is much
less likely than for one path.
We can avoid this drawback by exploiting linearity of expectation and rewrit-
ing the objective as
∑5
i=1 wiE
Px(fi) so that each expected path length can
be computed separately using its own bundle set. Consequently, the resulting
stochastic MIP will work with different coarse-grained distributions depending
on the O-D pair and thus involve a different set of auxiliary variables φi for each
bundle set Si.
5 Computational case studies
5.1 Pre-disaster planning
We now apply our distribution shaping method using scenario bundles to the
earthquake problem. The scenario bundling method is implemented in the
Eclipse [2] constraint logic programming system (which provides a library of
graph algorithms) and executed on a 2.8 GHz Pentium 4 with 512 MB RAM.
The results are given in Table 4 for each O-D pair considered separately, and
took approximately 0.05 seconds each to compute. The table shows the in-
stances numbered 1–5, the O-D pairs, the constant Ma, and the size of the
corresponding bundle set. For each O-D pair i the bundle sets Si are remark-
ably small, representing scenario reduction of several orders of magnitude. We
also show bundle set sizes with all paths allowed (Ma = ∞) and discuss these
below.
We have replaced 230 scenarios by a total of 223 bundles over 5 bundle sets S1
to S5, which allows us to find exact solutions to the problem using distribution
shaping. Using the notation introduced in the previous section, the stochastic
MIP to minimize the expected total shortest paths lengths fi over the 5 O-D
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B link investment plan objective
approximate solutions (low Mp)
B1 20 21 22 23 86.7168
B2 10 17 20 21 22 23 25 70.0352
B3 10 13 16 17 20 21 22 25 59.5317
exact solutions (low Mp)
B1 10 17 21 22 23 25 83.0801
B2 4 10 12 17 20 21 22 25 66.1877
B3 3 4 10 16 17 20 21 22 25 57.6802
approximate solutions (high Mp)
B1 9 10 12 15 21 22 23 25 215.67
B2 4 9 10 17 20 21 22 23 25 121.818
B3 4 5 7 9 10 12 13 15 17 20 21 22 23 25 87.9268
exact solutions (high Mp)
B1 10 17 21 22 23 25 212.413
B2 4 10 12 17 20 21 22 25 120.083
B3 3 4 10 16 17 20 21 22 25 78.4017
Table 5: Approximate and exact solutions for the earthquake problem
pairs i is
Minimize EPx
(
5∑
i=1
fi
)
=
5∑
i=1
∑
s∈Si
φsi,n · fi(s) (18)
subject to φi,k ∈ Pk(φi,k−1, xk) ∀i ∈ {1, . . . , 5}, k ∈ {1, . . . , n} (19)
x ∈ X . (20)
Solution times for the stochastic MIPs for the different budgets are under 5
seconds each on a 2.4GHz Intel Core i5-520M with 4GB RAM using the MIP
solver of IBM ILOG CPLEX Optimization Studio Version 12.61 with default
parameter settings. Thus the total time for our method to find an optimal
investment plan is of the order of 5 seconds, compared to the several minutes
taken by the approximate method of Peeta et al.
Table 5 show the approximate results of Peeta et al. and our exact results,
including our exact evaluation of the objective function values of their approxi-
mate solutions. The results largely validate the method of Peeta et al. as their
solutions are of good quality. However, the exact solutions are up to 10% better
than the approximate solutions so the improvement is significant.
Peeta et al. remark that links 10, 20, 21, 22, 23 and 25 are invested in under
most of their plans, and the same is true of ours. However, in some cases our
plans look quite different to theirs. For example with B1 and low Mp we invest
1IBM, ILOG, and CPLEX are trademarks of International Business Machines Corpora-
tion, registered in many jurisdictions worldwide. Other product and service names might be
trademarks of IBM or other companies.
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B link investment plan objective MIP solution time [s]
B1 10 17 21 22 23 25 204.08 297.30
B2 4 10 12 17 20 21 22 25 118.834 946.38
B3 3 4 10 16 17 20 21 22 25 76.5491 512.13
Table 6: Exact solutions for the earthquake problem considering all paths
in more links than they do, while with B3 and high Mp the reverse is true. It is
not obvious in either case why one solution is better than another, illustrating
the impracticality of finding good solutions manually.
Table 4 also shows bundle sizes for Ma = ∞, that is considering all paths
between each O-D pair without neglecting path above the threshold Ma. This
case was considered unrealistic by Peeta et al. as rescuers would use boats
or helicopters instead of taking a long road route, but we include it to test
our method further. The bundle sets are larger and took 0.23 seconds each to
generate, and it took much longer to solve the resulting much larger stochastic
MIP. The results and computation times are shown in Table 6. It can be noticed
that the optimal values are slightly lower compared to the same instances with
reduced number of allowed paths. This is due to the fact that the actual value
of the disallowed path, which in the full model is between Ma and Mp was
rounded up in the reduced model to Mp. Nevertheless, the experiments show
that our new method is able to solve the entire problem to optimality within a
few minutes, even without neglecting any paths.
5.2 Experiments with random road networks
To further evaluate our method we generate random road networks, which for
the sake of realism should be planar graphs. Several methods exist for doing
this but there is no general agreement on which is best, so we adapt one of the
simplest: a grid method of [26]. They start with a square grid representing a
road network in an idealized city, and add random dead-end links. Dead-ends
introduce interchangeability and this could be viewed as artificially creating
instances to favor our method, so we do not explicitly generate them. Instead
we delete random edges to obtain variation in the network topology.
The method we use is as follows. We start from a grid of n squares, which has
2n(n+1) links and (n+1)2 intersections. We then randomly delete links until the
ratio of links to intersections is approximately 1.2: this and subsequent design
choices were made to obtain similar characteristics to the Istanbul network. If
the graph is not connected then we reject it and generate another. To each link
e we assign a random length te in the interval [1, 5], and a survival probability
before investment pe in [0.5, 0.8]; all values are uniformly distributed. All post-
investment survival probabilities qe are set to 1. To control the number of
allowed paths indirectly we introduce a parameter α > 1: for an O-D pair with
shortest path distance d between them, we allow all paths with length up to dα
by setting Ma = dα. Bundle set sizes using the dynamic greedy heuristic are
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bundles
n links scenarios min 1st med 3rd max
α = 1.1
1 5 32 2 2 2 3 7
2 11 2048 2 2 3 4 21
3 19 524288 2 3 4 5 32
4 30 1.1× 109 3 4 8 17 68
5 43 8.8× 1012 2 4 7 22 99
6 59 5.8× 1017 2 4 7 19 210
7 77 1.5× 1023 2 5 9 25 1900
α = 1.5
1 5 32 2 2 2 3 7
2 11 2048 2 2 3 7 49
3 19 524288 2 3 4 17 102
4 30 1.1× 109 3 8 37 111 936
5 43 8.8× 1012 2 4 11 166 7592
6 59 5.8× 1017 2 4 42 652 55350
7 77 1.5× 1023 2 12 36 187 >105
α =∞
1 5 32 5 5 5 7 7
2 11 2048 2 19 34 44 65
3 19 524288 2 29 46 87 304
4 30 1.1× 109 4 387 535 863 4339
5 43 8.8× 1012 2 119 1735 8971 43173
6 59 5.8× 1017 19 2309 26201 >105 >105
7 77 1.5× 1023 29 14591 >105 >105 >105
Table 7: Bundle set sizes for random road networks
shown in Table 7, for different network sizes n and values of α. In each case
we report the minimum, first quartile, median, third quartile and maximum
bundle set sizes for 32 random instances. The results show that as the number
of links increases, the bundle set size grows far more slowly than the number of
scenarios, so cases that are larger than the Istanbul network will also be exactly
solvable. The problem size is now reduced by many orders of magnitude, but
the bundle set size can depend strongly on the number of allowed paths as
controlled by α, and with large α it can become unmanageable. However, with
a limited number of allowed paths we typically obtain small bundle sets even
for larger networks.
As evidence that our artificial networks are fairly realistic, consider the re-
sults for the Istanbul network in Table 4 with Ma = ∞. There are 30 links
and all are paths allowed, and the bundle set size per O-D pair ranges between
175–374. This is not dissimilar to the median bundle set size of 535 for the case
n = 4 and α =∞ which also has 30 links and all paths allowed.
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6 Further applications
We now outline some possible future applications of our ideas. Firstly, distri-
bution shaping and scenario bundling are separate ideas that can be applied
independently. Distribution shaping can be applied to stochastic optimization
problems with endogenous uncertainty and one or more stages, independently of
the presence of interchangeable values. Conversely, if interchangeability can be
detected then scenario bundling can be applied to stochastic problems without
endogenous uncertainty, again with one or more stages. These applications will
be investigated in future work. Scenario bundling can also be applied to robust
optimization problems, and we have already experimented with an adjustable
robust optimization version of the earthquake problem. The MIP model in this
case is much simpler than distribution shaping and scales up to hundreds of
thousands of bundles.
Other two-stage stochastic problems have a similar structure to the earth-
quake problem and can potentially benefit from our methods. As an example
we now outline a problem in project management: a stochastic version of the
PERT problem [10]. Suppose we have a set of tasks to be scheduled, some or
all with uncertain duration, and precedence constraints that determine a par-
tial order on tasks which can be represented as a graph. The random task
durations might take continuous distributions, but we can approximate these
by discrete distributions using the three-point estimation technique from man-
agement and information systems applications. Three figures are produced for
each task based on educated guesses: the best-case estimate, the most likely
estimate and the worst-case estimate. This reduces the problem to a discrete
one. Suppose also that we have enough budget to invest money in some tasks,
and that investing in a task reduces the probability for its worst-case duration
to occur while increasing the probabilities of the average and the best case. As
in the earthquake problem there is endogenous uncertainty: the first-stage deci-
sions affect the probability distributions of the first-stage random variables. It
would be an instance of the generalized distribution shaping approach applied to
m-ary scenarios as described in Section 3.1. The makespan in any scenario can
be computed by finding the longest path length from the root to the terminal
node, and we can choose an investment that minimizes the expected makespan.
The makespan depends on the critical path which is a longest path instead of a
shortest path, but interchangeable values will still occur, and the same bundling
techniques as described in Section 4 can be used to arrive at a stochastic MIP
that is small enough to be solvable for realistic instances.
7 Conclusion and Outlook
We have studied a challenging class of stochastic programs in which stochastic
processes are influenced by optimization decisions—stochastic programs under
endogenous uncertainty. In particular, we considered stochastic programs with
binary decision variables that can alter the probability measures governing the
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random variables. Most solution methods proposed in the literature for this
class of problems are based on approximations and heavily rely on problem
structure. We developed a novel approach for handling decision-depending prob-
abilities that seems to be the first to provide exact formulations and solution
methods. Our distribution shaping technique is based on successive polyhe-
dral characterization of probability measures and enables the formulation of
corresponding stochastic programs as exact MIPs or mixed-integer bi-linear
programs. Our scenario bundling technique—which is inspired by symmetry
and dynamic interchangeability in constraint programming—allows the exact
solution of large-scale MIPs that are formulated using the distribution shap-
ing approach extended to scenario bundles. We demonstrate the effectiveness
of the proposed approach by solving exactly a real-world case study—a pre-
disaster planning problem detailed in [29]—that was previously only known to
have approximate solutions and where exact solutions were considered out of
reach. We also validate the approach on randomly generated and even larger
instances of the same use-case. As an ongoing and future direction, we are ex-
perimenting with an adjustable robust optimization version of the pre-disaster
problem and have extended scenario bundling to include robust considerations.
We have observed that corresponding MIPs scale up even more and can be much
simpler to handle. We intend to extend our approach to address other classes of
stochastic programs under endogenous uncertainty (e.g. by relaxing the binary
restriction on decisions) and apply it to other applications, such as Stochastic
PERT. Another further step would be to extend the techniques to multi-stage
problems.
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