Abstmcf-Incident transient fields obey homogeneous Maxwell equations and are assumed to be a known input to the integral equations of electromagnetic scattering. These fields can be specified by two solenoidal fields for E'and B' at the initial time, and they can be computed at other times using the Green function for the scalar wave equation. Equations are derived tbat are then used in a computer program to do the integrations over the information-collecting sphere. Sample calculations show tbat a modulated pulse keeps its shape much better than a simple pulse.
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INTRODUCTIOK
To compute the fields of an electromagnetic wave scattered by an object, it is customary to decompose the fields outside the scatterer into incident and scattered parts. If the fields are monochromatic, the incident fields are arbitrary solenoidal fields. If the incident fields form a plane-wave pulse, they propagate without changing shape and are trivially determined by their initial values. If the incident pulse is localized and has finite energy, the fields obey the homogeneous Maxwell equations, but the solution is generally not trivial. These fields can be specified by initial or boundary conditions, but their values at other times or points are also required to solve for the scattered fields. Here we address the initial-value problem for free fields. The propagation of free fields is of interest also in the design and representation of devices, when monochromatic or plane waves are not adequate approximations.
One possible approach to the representation of transient localized electromagnetic fields is the use of approximate solutions of Maxwell's equations, such as those related to the paraxial approximation [1]- [3] . In this note, we discuss the numerical computation of exact solutions after they are reduced to integrals of the initial values of the fields over the information-collecting sphere. We derive the integrals for the fields, we briefly describe a specific computer program we developed, and we discuss the effects of modulation through an example.
hOPAGATION OF LOCALIZED PULSES
We assume that fields EO and Bo are given at the initial time, t = 0, throughout space, subject to the constraints
The general solution of Maxwell's equations 
where V is all of space. The retarded Green function is
where R' = x' -x^' and R = IRI. Substitution into (2) and (3) reduces the integrals to surface integrals [5],
The integrations are carried out over the information-collecting sphere of radius R = ct centered at the observation point x'; the arguments x" of the fields are expressed in terms of the spherical coordinates 0 and 4, and the surface element is reduced to the element of solid angle dQ. If 20 and B O are given analytically, the gradients can be found by differentiation; otherwise, they have to be determined numerically.
PROGRAM "BALL"
We have written a program. described in [ 5 ] , to perform the operations indicated in (5) and (6). We specify the initial fields by setting
which are not too different from the fields of a plane-wave pulse propagating in the z-direction, have essentially a Gaussian profile in the xy-plane, and satisfy the constraints (I) for any 9. The field Eo vanishes on the z-axis, but this is not a necessary condition.
The integration over the surface of the information-collecting sphere can be restricted to those regions where the initial data are not negligible. These regions are inside a finite cylinder of radius proporational to l/& and with top and bottom planes determined by @.
The output of the main program includes the components of the fields, which are stored in a file for further processing. For instance, the energy density can be represented in a three-dimensional plot as a function of x and z, or it can be scaled to 256 gray levels and displayed as an intensity image on the screen of an image-processing system. We have generated a sequence of such images and photographed them to produce a movie that shows the time development of the pulse.
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' t h"" :lo-' Fig. 1 . Energy density of a simple pulse as a function of x and z at times t = 0 and t = 1.2 X s. There is cyclindrical symmetry of the fields about the z-axis, and the part of the energy plot for negative x is a mirror image of the part shown. Distances are shown in meters and intensities are shown in arbitrary units; the intensity scale differs from one plot to the other to show detail in the propagated pulse. which has a peak that is smaller than that of original pulse by a factor of 56.
Conservation of energy
and momentun is used in an ancillary program to verify the accuracy of the computed fields.
MODULATION
The program was applied specifically to a double exponential, (9) where 9 is the unit step function, cy = 2 X IO4 m-I, /3 = 3 x IO3 m -I , and the factor z2 was added to improve the smoothness at z = 0. A plot of the energy density (proportional to E2 + c2@) as a function of position is shown in Fig. 1 at t = 0 and t = 1.2 X s. The pulse travels essentially in the zdirection but there is considerable radial spread. The space and time variables can be scaled simultaneously to represent other pulses of the same shape.
Another example of @ was
The corresponding plots are shown in Fig. 2 . The radial spread is much decreased by superimposing a few oscillations of the underly- Fig. 2 . Energy density of a modulated pulse. The times and spatial regions are the same as in Fig. 1 , while the intensity units are different. The intensity scale also differs from one plot to the other.
ing carrier ( k = 1 X lo5 m-I). In Figs. 1 and 2 , the intensity of the fields is arbitrary, and the vertical scales differ from plot to plot to show the form of the propagated pulse. The numbers on the plots g the value of the peak energy densities. For the simple pulse in Fig. 1 , the peak of the propagated pulse is about 0.02 of the initial peak value. The peak of the modulated pulse in Fig. 2 is about 0.6 of the initial peak value after the same time interval.
This inverse relationship between the spreading of the pulse and the underlying frequency can also be seen in the analytical treatment in [2] .
CONCLUSION
The fields at a point x" and at time t can be computed in a straightforward manner to allow us, for instance, to determine the incident fields in a scattering problem. A simple pulse spreads in the directions perpendicular to the direction of propagation, but even a small amount of oscillation to form a modulated pulse results in a much better defined shape and direction of propagation.
These calculations are rigorous and the accuracy of the results depends only on the numerical procedures used to do the integrations in (5) and (6).
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I. INTRODUCTION
Investigations concerning the distortion of ionospherically reflected pulses continue to be of interest in such fields as digital communication and navigation systems and pulse signature detection [I] . Elaborate computer programs can be written to evaluate numerically various system and propagation configurations, but it is also helpful to have a simpler model that can estimate characteristics of the received pulse. This note suggests an expression derived from a sech2 model ionosphere, a rectangular source pulse, and a simple RLC series circuit receiver filter. The equation can be evaluated with a small desk-top computer and is applicable to a variety of ionospheric layer conditions. The time domain waveform E#) of a pulse that is reflected from the ionosphere and observed at the output terminals of a receiver bandpass filter can be expressed as
where EO is an amplitude constant determined from the source, 0 = 2nfdenotes the electromagnetic (angular) frequency, S(w) and B(w) are the frequency spectra of the source pulse and bandpass fiiter, respectively, and R(w) represents the ionospheric reflection coefficient.
A recent paper [2] has investigated the impulse response for an ionospheric model characterized by a sech2 electron density height profile and constant values of electron collision frequency and vertical component (only) of the earth's magnetic field. With w, , denoting the penetration frequency, and zm and u the maximum density height and width parameter of the ionospheric layer, the refractive index n for a sech' model is given by
where v and wH are the collision frequency and gyro frequency, respectively. For oblique incidence we also define C = cos 0 with 0 being the angle of incidence that the wave-normal in the x-z plane makes with the vertical z axis in a Cartesian coordinate system. Solutions for the field components were derived (exact for vertical incidence-approximate for oblique incidence), and two reflection coefficients were defined in terms of the linearly polarized incident and reflected E-fields: 1) R,: the ratio of the reflected x to the incident x component: 2) R h : the ratio of the reflected y to the incident x component.
The reflection coefficients involve gamma fmctioas of complex argument, and numerical methods can be used to evaluate (1) and show the detailed behavior of the received pulse. However, the envelope of the pulse often provides a more practical means of presenting significant pulse shape characteristics.
In many cases an expressions for the absolute value of the envelope of 
(7)
The factor multiplying the cosine term in (6) now provides an approximation to the positive portion of the envelope of (1).
In presenting results for the sech2 model, it is convenient to introduce the quantities [=a@, T = {~-~( C / C ) ( Z , -Z~) ) /~, ( where c is the speed of light and zI is the height to which the reflection coefficient is referred. Then, as shown in [2] , the envelope of the impulse response obtained by setting S(o) and B(w) in (1) to
