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A B S T R A C T
Study region: The present study was conducted in the Machángara Alto and Chulco rivers, which
belong to the Paute basin in the provinces of Azuay and Cañar in southern Ecuador.
Study focus: Andean watersheds are important providers of water supply for human consump-
tion, food supply, energy generation, industrial water use, and ecosystem services and functions
for many cities in Ecuador and in the rest of South America. In these regions, accurate quanti-
fication and prediction of water flow is challenging, mainly due to significant climatic variability
and sparse monitoring networks. In the context of flow forecasting, this work evaluates the ac-
curacy of two physical models (WEAP and GR2M) and two models based on artificial neural
networks (ANN) that use meteorological data as input variables. Then, a hybrid technique is
proposed, using the time series generated by the individual models as inputs of a new ANN. This
approach aims to increase the accuracy of the simulated flow by combining and exploiting the
information provided by physical and data-driven models. To assess the performance of the
proposed methodology, statistical analyses are conducted for two case studies in the Andean
region, where comparative analyses are performed for the individual models and the hybrid
technique.
New hydrological insights: The results indicate that the proposed technique is able to improve the
individual performance of physical and ANN-based models, yielding good results in the cali-
bration and validation stages for the two case studies. Specifically, increases in NSE were ob-
served from 0.64 to 0.99 in the MachÁngara Alto river, and from 0.88 to 0.99 in the Chulco river.
Higher accuracy of the hybrid technique was observed for all evaluation criteria considered in the
analyses. The performance of the hybrid technique was also reflected in terms of water supply
and demand, suggesting possible applications for the regional management of water resources,
where accurate flow predictions are of utmost importance.
1. Introduction
Andean mountains harbor a unique ecosystem known as páramo (Flores-López et al., 2016). Currently, in the countries of the
Andean region, it is estimated that 40 million people depend directly on these ecosystems as their main sources of water (Josse et al.,
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2011). Nevertheless, due to the geophysical complexity of the páramo, its hydrological processes remain poorly studied (Buytaert
et al., 2011; Flores-López et al., 2016). The use of numerical models may be a viable tool to tackle such difficulties, and to provide
crucial information for the regional management of water resources. For instance, the accuracy of flow predictions generated from
different models can directly affect the planning of the operation of reservoirs, used for the generation of hydroelectric energy,
irrigation and/or human consumption (Jiang et al., 2016; Veintimilla-Reyes et al., 2016; Wang et al., 2017).
Hydrological modeling can be divided into two categories: physical methods and data-driven methods (Weimin et al., 2013).
Physical approaches typically involve knowledge-based conceptual components, which provide significant hydrological insights
(Hosseini and Mahjouri, 2016). The main disadvantage of these modeling techniques is the presence of a large number of regionally
dependent parameters that require calibration, making their optimization difficult (Si-min et al., 2009). On the other hand, the flow
prediction of data-driven methods is based on the statistical relationship between hydrological variables (Vrugt et al., 2003). These
techniques are capable of capturing patterns in extensive data sets, based on purely numerical input-output relationships. Conse-
quently, data-driven methods have been widely used in hydrological modeling to describe rainfall-runoff processes (Mu noz et al.,
2018). Despite the significant predictive skills of data-driven methods, their black-box nature lacks hydrological significance and
robustness (Wang et al., 2017). For instance, failure to identify the driving factors of rainfall-runoff processes strongly limits flow
predictions in ungauged watersheds, where models based on observable physical parameters may provide insightful information.
This study explores two physical models for flow simulation: WEAP and GR2M. The WEAP model (developed by the Stockholm
Environment Institute) is based on water balance at a monthly time scale, where the user represents the system of water resources
based on supply (rivers, groundwater and reservoirs), water demand and ecosystem requirements (Mounir et al., 2011). This model
has shown success in studies of water supply and demand in several river basins, as well as in the assessment of climate change
impacts (Al-Omari et al., 2014; Yi and Sandoval Solis, 2015; Abdella et al., 2017; Singh, 2018). Concerning regions relatively close to
the present study area, the WEAP model was used by Lema Changoluisa and Plaza Quezada (2009) to assess climate change scenarios
for the Pastaza river basin in Ecuador. The GR2M is a model based on parameter calibration that was proposed by the Center for
Agricultural Research and Environmental Engineering of France for the prediction of flows using precipitation and evapo-
transpiration time series at a monthly scale (Hernández et al., 2013). The parsimony of the model guarantees robustness, which
allows for several applications in different countries and regions, including the assessment of climate change (Makhlouf and Michel,
1994; Zolfaghari et al., 2013; Lavado Casimiro et al., 2011). Moreover, the model has been used in conjunction with other meth-
odologies to improve its results (Ytoui, 2014; Huard and Mailhot, 2008). Regarding specific regions, Hernández et al. (2013) per-
formed the calibration and validation of the GR2M in the upper basin of the Nazas river in Mexico. This river serves as a source of
supply for the LÁzaro CÁrdenas and Francisco Zarco dams, which provide water for the irrigation of 170,000 ha in the area. In Peru,
Alcántara et al. (2014) reported positive results from the GR2M in the Jequetepeque river.
Artificial neural networks (ANN) are computing systems that represent certain behavioral characteristics of the human brain (Li
et al., 2018). They have been successfully used as data-driven prediction methods in reservoir operation and management of water
resources (Maier and Dandy, 2000; Aqil et al., 2007; Iliadis and Maris, 2007; Wang et al., 2017). In relation to the present study area,
Veintimilla-Reyes et al. (2016) implemented an ANN model for real-time flow prediction in the Tomebamba river in the city of
Cuenca, Ecuador. In other regions, Wang et al. (2017) proposed a back-propagation neural network algorithm and applied it to the
semi-distributed Xinanjiang model at an hourly time scale. The authors evaluated the procedure in the Dingan River in China and
reported significant improvements. Another hybrid approach was explored in the upper Yalongjiang River Basin in China by Li et al.
(2018). The authors evaluated the SWAT, VIC and BTOPMC models in independent simulations and combined the results in a new
ANN. The results indicate that the proposed methodology improves the individual results of the models at a daily time scale.
The objective of this study is to implement and evaluate a hybrid technique that uses the monthly simulated flow of physical and
ANN-based models as input variables, and configures a new ANN with observed flow as the target variable. The proposed technique
aims to overcome the individual limitations of physical and data-driven approaches by combining the robustness and hydrological
significance of physical models with the black-box predicting skills of data-driven methods. To this end, we employ two physical
models (WEAP and GR2M) and two ANN-based models with meteorological input variables (precipitation and evapotranspiration).
The individual performances are analyzed and compared with the results of the hybrid technique using several evaluation criteria,
including a supply-demand analysis for the region of interest. The study is conducted for two rivers in the Ecuadorian Tropical Andes,
where the complex climatic variability of the region implies significant challenges in flow forecasting.
2. Study area and data
The study area encompasses the Machángara Alto and Chulco rivers, which cover areas of 132 km2 and 66 km2, respectively. Both
rivers are located in the Machángara sub-basin of the Paute river basin, which is located in the provinces of Azuay and Cañar in
southern Ecuador (Fig. 1). The Machángara sub-basin supplies water for two reservoirs: Chanlud and El Labrado, with storage
capacities of 16.25 hm3 and 6.25 hm3, respectively. These reservoirs supply water for irrigation and human consumption.
This region is influenced by air masses from the Pacific ocean and the Amazon basin, and by complex climatic factors including
the movement of the Intertropical Convergence Zone (ITCZ), the relief of orographic rainfall, and marine currents from the Pacific
Ocean, particularly, Humboldt and El Niño (Celleri et al., 2007; Coltorti and Ollier, 2000; Pourrut and Gómez, 1998; Sarmiento,
1986). As shown by Celleri et al. (2007), precipitation in the Machángara páramos presents a fairly uniform spatial distribution, while
seasonality is virtually non-existent. Average rainfall, average temperature and relative humidity range from 856mm to 1309mm,
from 8.1 °C to 14 °C, and from 76% to 88%, respectively. The altitude of the Machángara river basin ranges from 2500 to 4500
m.a.s.l., where topographic conditions play a significant role in meteorological processes (Estrella and Tobar, 2013).
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This work covers a time period from January 1979 to December 2010, for which data is widely available from the Chanlud and El
Labrado stations, located in the Machángara river and the Chulco river, respectively (Fig. 1). Consequently, both stations were
selected for the analysis. These meteorological stations are maintained by the National Institute of Meteorology and Hydrology of
Ecuador (INHAMI). A summary of the meteorological data for both stations is provided in Tables 1 and 2.
3. Methodology
This section starts with the definition of the calibration and validation periods. Then, the four models adopted for the analyses are
presented: (1) the WEAP physical model, (2) the GR2M physical model, (3) ANN with precipitation data entry (hereafter P-NN) and
(4) ANN with precipitation and evapotranspiration data entry (hereafter P-ET0-NN). The presentation of the hybrid technique fol-
lows, which intends to increase the predictive skills of the four individual models. Criteria to evaluate the goodness of fit of the
different approaches are explained, followed by details on the validation procedure.
3.1. Calibration and validation periods
The observed flow series were divided into two statistically similar periods: 75% of the data was selected as a calibration period,
while the remaining 25% was used for validation. To evaluate statistical similarity, the presence of seasonal trends was first assessed
using a Mann–Kendall test (Mann, 1945; Kendall, 1975) for each river, using the computer tools developed by McLeod (2005). For the
Fig. 1. Location of the study area and the hydrological stations.
Table 1
Summary of meteorological data for the Chanlud station in the Machángara river.
Variable Minimum Q1 Median Mean Q3 Maximum
Streamflow (hm3/month) 0.49 3.56 5.767 6.74 9.04 20.399
Precipitation (mm/month) 21.20 89.35 12.17 121.39 149.650 306.10
Potential evapotranspiration (mm/month) 35.84 44.37 48.31 47.59 50.85 56.30
Temperature (°C) 6.01 7.76 8.49 8.33 8.90 10.24
Relative humidity (%) 74.00 88.00 90.00 89.29 90.00 97.00
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Machángara river, p-values of 0.071 for the calibration period and 0.79 for the validation period were obtained, while the Chulco
river presented p-values of 0.06 for the calibration period and 0.77 for the validation period. In both cases, the p-values larger than
0.05 indicate no significant trends. The box plots in Figs. 2 and 3show the monthly flow distribution for both periods, which indicate
similar temporal variability. A statistical analysis for both study periods is summarized in Tables 3 and 4.
3.2. WEAP
The WEAP physical model is a useful tool for the integrated planning of water resources. It requires a calibration phase of input
variables such as monthly precipitation, monthly average temperature, monthly relative humidity, monthly wind speed and monthly
flow. The calibration parameters consist of water storage capacity in the root zone, water storage capacity in the deep zone, runoff
resistance factor and root zone conductivity (Al-Omari et al., 2014; Yi and Sandoval Solis, 2015). For hydrological modeling, the
model adopts the Soil Moisture Model method. Its operation is based on the representation of water balance in two layers of soil: a
higher one, in which evapotranspiration is simulated considering rainfall and irrigation, surface runoff, subsurface runoff and deep
percolation, and a lower one, that simulates the passage of the base flow and changes in the water content of the soil (Al-Omari et al.,
2014; Yi and Sandoval Solis, 2015). The WEAP model is based on a semi-distributed approach, which divides the basin into several
fractions of area, each of which can represent different soil types or land uses. Water balance is then performed for each fraction.
Further details on the model are presented by Al-Omari et al. (2014) and Yi and Sandoval Solis (2015).
The present calibration and validation of the WEAP model employ data available in the period from 1979 to 2010. The calibration
phase was carried out with data between 1979 and 1999, while validation was performed between 2000 and 2010. The model was
optimized by means of a trial-and-error procedure. As such, the performance of the WEAP model is associated with this specific
calibrated product.
3.3. GR2M
GR2M is a conceptual physical model that estimates flows from rainfall and evapotranspiration data. Its calibration requires
monthly precipitation, monthly mean evapotranspiration and monthly flow as input variables. The model operation is based on two
Table 2
Summary of meteorological data for the El Labrado station in the Chulco river.
Variable Minimum Q1 Median Mean Q3 Maximum
Streamflow (hm3/month) 0.2 1.68 2.80 3.24 4.40 9.90
Precipitation (mm/month) 12.80 68.47 97.39 105.00 135.70 287.30
Potential evapotranspiration (mm/month) 35.38 44.85 49.43 48.20 51.52 58.15
Temperature (°C) 6.20 8.24 8.98 8.782 9.40 10.80
Relative humidity (%) 79.00 87.00 90.00 89.420 91.250 98.00
Fig. 2. Box plot of monthly flow distribution in the calibration and validation periods for the Machángara river.
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tanks: the reservoir-soil, related to a production function, and the gravitational water reservoir, where the contribution is in-
stantaneous at the beginning and gradually empties with the passage of time. The release of the gravitational water reservoir depends
on the storage level (Mouelhi et al., 2006). Potential evapotranspiration is computed as a function of average temperature, following
the method proposed by Thornthwaite et al. (1954). For the latest version of the GR2M model, the reader is referred to Mouelhi
(2003).
The GR2M model consists of two parameters: the tank capacity and a dimensionless constant. These parameters are adjusted by
optimizing an objective function, for which the Nash–Sutcliffe coefficient (NSE) is adopted (Mouelhi, 2003). In order to achieve an
optimal set of parameters, the Generalized Gradient Code for Nonlinear Programming developed by Lasdon et al. (1976) was used in
this study. As for the WEAP model, the performance of GR2M is hereby associated with this specific calibrated product.
3.4. ANN-based models: P-NN and P-ET0-NN
In ANN-based techniques, the architecture of the neuron is represented as the sum of external stimuli zj, followed by a non-linear
activation function yj= f(zj). This function determines the output activity of the neuron. This type of ANN architecture is known as
the McCulloch-Pitts perceptron (Tkacz et al., 1999; Fidalgo et al., 2013). Therein, the user enters the data for both input and output
variables to train the ANN. Through a set of random weights, the network begins the learning process in search for an optimal set,
which allows for pattern classification and error minimization (Crone, 2002; Perea et al., 2016).
The present study uses a feed-forward back-propagation neural network algorithm available in the MATLAB toolbox NNtool
(Zhong and Xie, 2012). The number of neurons in the hidden layer that yields an optimal performance was estimated by means of a
trial-and-error procedure. The hyperbolic sigmoidal tangent was used as a transfer function. For training, the Bayesian regularization
algorithm was applied, which minimizes a convex combination of the mean-square-error. This configuration of the ANN is consistent
Fig. 3. Box plot of monthly flow distribution in the calibration and validation periods for the Chulco river.
Table 3
Statistical summary of the data in the calibration and validation periods for the Machángara river.
Stage Minimum Q1 Median Mean Q3 Maximum Standard dev.
Calibration 0.49 3.63 5.64 6.73 9.10 20.39 4.09
Validation 0.70 3.34 6.09 6.75 8.88 18.45 4.23
Table 4
Statistical summary of the data in the calibration and validation periods for the Chulco river.
Stage Minimum Q1 Median Mean Q3 Maximum Standard dev.
Calibration 0.21 1.76 2.71 3.24 4.41 9.90 2.00
Validation 0.28 1.58 2.90 3.25 4.36 9.10 2.08
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with similar studies that report positive results (e.g., Fidalgo et al., 2013; Perea et al., 2016).
Two ANN-based modeling alternatives are explored. In the first (P-NN), precipitation estimates comprised in the period from
1979 to 1999 were supplied to the ANN as input data (independent variable), while the flow measurements in the same period were
used as output data (dependent variable). In the second alternative (P-ET0-NN), the P-NN model was enhanced by incorporating
evapotranspiration input data, which was calculated by means of the Thornwaite method (Pereira and Pruitt, 2004). Both ANN
models were subjected to a validation process with the corresponding input data in the period between 2000 and 2010.
3.4.1. ANN-based hybrid technique
The proposed hybrid technique is a multi-model approach that aims to increase accuracy in flow predictions. For this procedure,
the 4 time series obtained from the previously described models are used as the entry of a new ANN. The time series of the ANN-based
models (P-NN and P-ET0-NN) correspond to the results of the optimal number of neurons. The configuration and training of the ANN
follows the trial-and-error procedure and Bayesian regularization algorithm, as described for P-NN and P-ET0-NN.
3.5. Goodness-of-fit analysis
A goodness-of-fit analysis was performed to compare the predicted time series to the observed data in both rivers. The com-
parisons allow to observe the capability of the different models to capture temporal variation and extreme values.
To avoid subjectivity in the analyses, a combination of graphical results, absolute value error and normalized goodness-of-fit
statistics was performed, following the recommendations of Ritter and Muñoz-Carpena (2013), where NSE is used to indicate
goodness-of-fit. Moreover, following McCuen et al. (2006), NSE is complemented by bias quantification. Table 5 presents a summary
of the threshold criteria for NSE and PBIAS, which are based on Ritter and Muñoz-Carpena (2013) and Moriasi et al. (2007),
respectively. This information is further complemented by Root Mean Squared Error to analyze the deviation of simulated flows.
3.6. Application to water resources management
To evaluate the ability to integrate the present technique as a tool for the management of water resources in Andean regions, the
WEAP supply-demand component (Yates et al., 2005) was used to perform a water supply-demand analysis for the study area. The
water supply in hm3/month was computed from the simulated flow of the individual models and the hybrid technique in both rivers.
These quantities were then compared to the demand, which was quantified as the sum of 3 demand points in the Machángara
catchment that are supplied by the Chulco and Machángara rivers. The demand factors consist of water for purification in the Tixán
treatment plant and the irrigation channels Machángara and La Dolorosa. These demand values are available in ETAPA (2016) and
Estrella and Tobar (2013). For both reservoirs, the inflows are measured through the estimation of storage volumes with respect to
time.
The distribution model was constructed using the WEAP supply-demand component, in which water balance was performed. A
scheme of the system is shown in Fig. 4, showing the reservoirs, channels, diversions and demands.
4. Results
4.1. Machángara river
Fig. 5 shows the observed flow for the Chanlud station in the Machangara river and the simulated flow for the WEAP, GR2M, P-
NN and P-ET0-NN models in both calibration and validation phases. The plots reveal that while WEAP generates a relatively good fit,
it is the only model that overestimates both high and low extreme values. On the other hand, the GR2M model adequately represents
the dynamics of the flow, but shows a poor estimation of peak flows and overestimates low flows.1 In turn, P-NN and P-ET0-NN
present a relatively good fit, but fail to capture the lowest flow rates in the calibration and validation phases. In addition, high flows
are underestimated.
Fig. 6 shows the observed flow rates on the horizontal axis, the simulated on the vertical axis, and a 1:1 line to further visualize
the accuracy of the predictions. The flows simulated by the WEAP model are above the 1:1 line, indicating bias, particular for high
flow rates. For this model, the calibration values for both NSE and PBIAS are unsatisfactory (Table 5), with PBIAS indicating a
significant overestimation of 34.67%. An RMSE value of 2.47 hm3/month was obtained, corresponding to the highest of all 4 models.
In the validation stage, NSE increases to 0.72, corresponding to satisfactory, while PBIAS and RMSE decrease to 31.07% (un-
satisfactory) and 2.25 hm3/month, respectively. As in the calibration stage, bias increases for high flow rates, with possible outliers.
In the case of the GR2M model, a more dispersed distribution is observed around the 1:1 line in the calibration stage, where the
values below the 1:1 line indicate underestimation. However, in some cases, higher overestimations than in the WEAP model are
observed. A satisfactory NSE of 0.72 was obtained, with a very good PBIAS of 4.15%. However, a high RMSE of 2.17 hm3/month was
obtained. In the validation stage, NSE decreases to an unsatisfactory value of 0.60, which can be attributed to a PBIAS shift to
underestimation, and an increase in RMSE to 2.66 hm3/month.
P-NN shows a calibration satisfactory NSE value of 0.75, a very good PBIAS of 0.29% and an RMSE of 2.05 hm3/month. The
1We recall that the results of the WEAP and GR2M models reflect the performance of the specific calibrated products used in the present study.
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Table 5
Goodness-of-fit values for performance analysis.
Goodness-of-fit NSE PBIAS
Very good NSE ≥ 0.90 |PBIAS|≤ 10%
Goodness of fit 0.80≤ NSE <0.90 10%≤ |PBIAS| < 15%
Satisfactory 0.65≤ NSE < 0.80 15%≤ |PBIAS|≤ 25%
Unsatisfactory NSE < 0.65 |PBIAS|≥ 10%
Fig. 4. WEAP Water Resources system model.
Fig. 5. Hydrographs comparing the observed flow in the Machángara river to the simulated flow of the individual models in the calibration (top)
and validation (bottom) stages.
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results indicate no significant outliers and a very low model bias, showing rather acceptable results. In the validation stage, NSE
decreases to 0.61, accompanied by an underestimation with a PBIAS of −6.23%. In the calibration stage, the P-ET0-NN model
presents a satisfactory NSE of 0.75 and a very good PBIAS of 1.16%, with an RMSE of 2.02 hm3/month. However, the validation
results for this model show an unsatisfactory NSE of 0.61, accompanied by underestimation with a PBIAS of −8.11%.
Fig. 7 shows the results of the proposed hybrid technique in the calibration and validation phases. The time series indicate that the
method accurately captures the flow dynamics of the Machángara river, drastically improving the results of the individual models
shown in Fig. 5.
Fig. 8 shows the data closely aligned to the 1:1 line, indicating significant agreement with the observed data. This performance
Fig. 6. Observed streamflow vs simulated streamflow in the calibration (left) and validation (right) stages for the Machángara river.
Fig. 7. Hydrographs comparing the observed flow in the Machángara river to the simulated flow of the hybrid technique in the calibration (top) and
validation (bottom) stages.
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remains consistent in the entire range of flow rates in the calibration stage, with no significant outliers or non-linear trends. A very
good NSE of 0.991 is obtained, with a very good PBIAS of 0.24%. In the validation stage, the results show an improvement with
respect to all individual models, yielding an NSE of 0.99. Moreover, the persistent underestimation in the individual models (apart
from WEAP) significantly decreases to a PBIAS of −1.33%. The RMSE is also remarkably low, at 0.42 hm3/month.
Table 6 presents the results of the 4 individual models in the Machángara river. For the calibration phase, the NSE coefficient
corresponds to a very good fit in all cases. Both, P-NN and P-ET0-NN models present the best results in terms of NSE, with values of
0.75. WEAP model presents the lowest NSE and an unsatisfactory PBIAS of 34.67%. The P-NN and P-ET0-NN models present a good fit
in all coefficients. In the validation phase, WEAP presents the best results, yielding an acceptable fit in terms of NSE. However, the
value of PBIAS was unsatisfactory, presenting the lowest performance among the 4 models. GR2M shows a bad NSE equal to 0.60.
Similar bad fit is obtained for both data-driven models.
4.2. Chulco river
Fig. 9 shows the observed flow of the El Labrado station in the Chulco river and the simulated of the WEAP, GR2M, P-NN and P-
ET0-NN models for both calibration and validation phases. The plots reveal that while the calibrated WEAP product presents a good
fit, it is the only model that overestimates both high and low extremes values. On the other hand, the product calibrated for the GR2M
model adequately represents the flow dynamics, but shows a poor estimation of peak flows and overestimates low flows. Finally, the
P-NN and P-ET0-NN present a relatively good fit, but fail to capture the lowest flow rates in the calibration and validation phases. In
addition, high flows are underestimated.
Fig. 10 shows the observed flow rates on the horizontal axis, the simulated on the vertical axis, and a 1:1 line to further visualize
the accuracy of the predictions. The flows simulated by the WEAP model are above the 1:1 line, indicating bias, particular for high
flow rates. For this model, the calibration values for both NSE and PBIAS are unsatisfactory (Table 7), with PBIAS indicating a
significant overestimation of 19.39%. In addition, an RMSE value of 0.8 hm3/month was obtained. In the validation stage, NSE
decreases to 0.87, corresponding to good, while PBIAS increases to 31.07 hm3/month (unsatisfactory) and RMSE decreases 0.76hm3/
month. As in the calibration stage, bias increases for high flow rates, with possible outliers. In the case of the GR2M model, a more
dispersed distribution is observed around the 1:1 line in the calibration stage, where the values below the 1:1 line indicate under-
estimation. However, in some cases, higher overestimations than in the WEAP model are observed. A satisfactory NSE of 0.78 was
obtained, with a very good PBIAS of 1.36% and an RMSE of 0.95 hm3/month. In the validation stage, NSE increases to a good value of
0.80. Both PBIAS and RMSE decrease to 0.57 and 0.92 hm3/month, respectively.
P-NN shows an acceptable calibration NSE value of 0.77, a very good PBIAS of −1.06% and an RMSE of 0.97 hm3/month. The
Fig. 8. Observed streamflow vs simulated streamflow of the hybrid technique in the calibration (left) and validation (right) stages for the
Machángara river.
Table 6
Calibration and validation results in the Machángara river.
Model Calibration Validation
NSE PBIAS (%) RMSE (hm3/month) NSE PBIAS (%) RMSE (hm3/month)
WEAP 0.64 34.67 2.47 0.72 31.07 2.25
GR2M 0.72 4.16 2.17 0.60 −5.87 2.26
P-NN 0.75 0.29 2.05 0.61 −6.23 2.78
P-ET0-NN 0.75 1.16 2.02 0.61 −8.11 2.75
Hybrid NN technique 0.99 0.24 0.40 0.99 −1.33 0.42
J.F. Farfán, et al. Journal of Hydrology: Regional Studies 27 (2020) 100652
9
results indicate no significant outliers and a very low model bias, showing rather acceptable results. In the validation stage, NSE
decreases to 0.76, accompanied by an underestimation with a PBIAS of −1.36%. In the calibration stage, the P-ET0-NN model
presents an acceptable NSE of 0.77 and a very good PBIAS of 0.52%, with an RMSE of 0.96 hm3/month. The validation results for this
model show an acceptable NSE of 0.77, and a PBIAS of 0.98%. The results are summarized in Table 7.
Fig. 11 shows the results of the proposed hybrid technique in the calibration and validation phases. The time series indicate that
the method accurately captures the flow dynamics of the Chulco river, drastically improving the results of the individual models
shown in Table 7
Fig. 12 shows data closely aligned to the 1:1 line, indicating significant agreement with the observed data. This performance
remains consistent in the entire range of flow rates in the calibration stage, with no significant outliers or non-linear trends. A very
good NSE of 0.99 is obtained, with a very good PBIAS of 0.03%. In the validation stage, the results show an improvement with respect
Fig. 9. Hydrographs comparing the observed flow in the Chulco river to the simulated flow of the individual models in the calibration (top) and
validation (bottom) stages.
Fig. 10. Observed streamflow vs simulated streamflow in the calibration (left) and validation (right) stages for Chulco river.
J.F. Farfán, et al. Journal of Hydrology: Regional Studies 27 (2020) 100652
10
Table 7
Calibration and validation results in Chulco river.
Model Calibration Validation
NSE PBIAS (%) RMSE (hm3/month) NSE PBIAS (%) RMSE (hm3/month)
WEAP 0.88 19.39 0.80 0.87 21.80 0.76
GR2M 0.78 1.36 0.95 0.80 0.57 0.92
P-NN 0.77 −1.06 0.97 0.76 −1.36 1.02
P-ET0-NN 0.77 0.52 0.96 0.77 0.31 0.98
Hybrid NN technique 0.99 0.03 0.10 0.99 2.61 0.19
Fig. 11. Hydrographs comparing the observed flow in the Chulco river to the simulated flow of the hybrid technique in the calibration (top) and
validation (bottom) stages.
Fig. 12. Observed streamflow vs simulated streamflow of the hybrid technique in the calibration (left) and validation (right) stages for the Chulco
river.
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to all individual models, yielding an NSE of 0.99. Moreover, the persistent underestimation in the individual models (apart from
WEAP) significantly decreases to a PBIAS of 2.61%. The RMSE is also remarkably low, at 0.19 hm3/month.
Table 7 presents the results of the 4 individual models in the Chulco river. For the calibration phase, the NSE coefficient cor-
responds to a very good fit in all cases. The WEAP model presents the best results in terms of NSE, with values of 0.88. However, a
satisfactory PBIAS of 19.39% was obtained. The GR2M, P-NN and P-ET0-NN models present a very good fit in all coefficients. In the
validation phase, WEAP presents the best results, yielding a very good fit in terms of NSE. However, the value of PBIAS was sa-
tisfactory, presenting the lowest performance among the 4 models.
4.3. Application as a tool for water resources management
We compare the water supply of the individual techniques, the hybrid technique and the observed data to the downstream
demand, obtained in terms of drinking water and irrigation in three demand sites (obtained from ETAPA, 2016; Estrella and Tobar,
2013). The results are shown in Fig. 13, which presents the surplus that was obtained in all cases. When compared to the observed
data, the (calibrated) WEAP output supply presents a significant overestimation, which increases in the months of higher water
supply. In the cases of March, April, May, and June, overestimations are observed with a difference of up to 100% (Table 8), in
agreement with the PBIAS observed in both rivers. The results of GR2M, PNN and P-ET0-NN deviate less than WEAP from the surplus
of the observed data set. However, the results obtained by the GR2M model show an estimate of the surplus lower than all the models
in wet months, such as April and May, while in most months with lower surpluses, such as January, August and October, high
overestimations occurred. Both ANN models (PNN and P-ET0-NN) show similar results, with underestimation from February to June.
On the other hand, in the months of lower demand, i.e., from October to December, the simulations produced high overestimations.
Fig. 13. Graphical representation of the results in the application of the individual models and the hybrid technique to a system of water resources.
Table 8
Percentage results of the surplus-deficit analysis for the individual models and the hybrid technique.
Month Observed WEAP GR2M P-NN P-ET0-NN Hybrid technique
Surplus (+) Surplus (+) Surplus (+) Surplus (+) Surplus (+) Surplus (+)
Jan 16% 40% 22% 29% 26% 16%
Feb 65% 94% 49% 52% 45% 62%
Mar 161% 243% 123% 154% 144% 172%
Apr 254% 358% 182% 209% 203% 249%
May 176% 262% 179% 159% 154% 183%
Jun 173% 239% 163% 136% 138% 169%
Jul 49% 96% 56% 33% 35% 54%
Aug 7% 28% 19% 10% 10% 9%
Sep 32% 61% 28% 15% 18% 37%
Oct 7% 27% 21% 26% 26% 12%
Nov 40% 88% 41% 55% 51% 35%
Dec 59% 131% 50% 60% 48% 53%
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In some cases, such as October, the overestimation was almost as high as the results of WEAP for the same month. The hybrid
technique presents very similar results to the observed surplus, with small deviations throughout the different months. However, as
expected, all individual methods are consistently outperformed by the hybrid technique.
5. Discussion
Concerning the two physical models, we emphasize that the results reflect the performance of the present calibrated products,
while improved calibration has not been studied. Nevertheless, the results of the WEAP-based product suggest that the accuracy of
flow prediction using models that involve the calibration of several parameters is significantly compromised in regions with complex
climatic conditions, as in the case of Andean watersheds. On the other hand, simpler models such as GR2M might not be able to
represent the rainfall-runoff processes due to the lack of representative parameters. In turn, the ANN-based models proved to be more
accurate tools for flow forecasting than the products derived from the physical models in both case studies.
Studies conducted by Li et al. (2018) in the Upper Yalongjiang Basin in China apply an alternative hybrid approach that resembles
the present work. The authors use results from the SWAT, VIC and BTOPMC models as inputs and report very good results for
simulations at a daily time scale, with NSE coefficients of 0.95 and 0.90 in the calibration and validation stages, respectively.
Consequently Li et al. (2018) suggest that using the results of different models as the input of a neural network can increase the
goodness of fit in the prediction of flows.
This hypothesis was verified for the hybrid technique proposed in the present study. Significant improvements with respect to all
four individual models were observed in both case studies, with NSE values around 0.99 in both calibration and validation stages. To
the knowledge of the authors, these are the most accurate results to date in the two catchments under study. This positive outcome
may be attributed to the different nature of the information captured by the individual models, which is combined in the hybrid
neural network. Both the WEAP and GR2M physical models embed information directly related to monthly runoff processes, while
the P-NN and P-ET0-NN models capture non-linear relationships between the input climatic data and the output flows.
To further assess the capabilities of the proposed technique, we compared the water supply of the individual models, the hybrid
technique and the observed data to the downstream demand, obtained in terms of drinking water and irrigation in three demand
sites. When compared to the observed data, as expected, all individual methods are consistently outperformed by the hybrid tech-
nique.
6. Conclusions
The objective of this study was to implement and evaluate a hybrid technique that uses the monthly simulated flow of two
physical models (WEAP and GR2M) and two data-driven methods (with precipitation and reference evapotranspiration) as input
variables, to configure a new ANN with observed streamflow as the target variable. The purpose of this technique was to overcome
the limitations of physical and data-driven models by combining their individual capabilities. The results of the comparative sta-
tistical analyses indicate that the ANN-based hybrid technique provides major improvements over the individual models. Specifically,
the ability to capture peak flows is enhanced, resulting in significantly better statistical values. The results also reveal that the hybrid
technique is more consistent than the individual models, presenting similar results in the calibration and the validation phases.
From the present (positive) results, the conditions under which the hybrid technique fails to improve the results of physical and
data-driven models could be not be addressed. Thus, additional case studies are required to reveal such conditions. In addition, the
performance of the physical models (WEAP and GR2M) was studied using calibrated data, where the performance of the calibration
procedure was not addressed. Consequently, studies with different data sets resulting from physical models with improved calibration
techniques are required to better study the enhancement capabilities of the hybrid technique.
This work can provide the basis for future studies, for instance, on the performance of the hybrid technique for extrapolating
predictions to ungauged regions. Moreover, ANN-based hybrid techniques for streamflow simulations emerge as a possible strategies
to be used in the management of water resources, where accurate predictions are of utmost importance. In particular, accurate
streamflow predictions are required to study the supply and demand of water resources in regions where surplus levels are close to
the deficit threshold. For instance, considering that the population in the city of Cuenca grew from 104,470 to 329,928 inhabitants
between 1974 and 2010, and that it is projected to reach around 861,682 by 2055 (Hermida et al., 2015), the scarce surplus in certain
months (as shown in the present study for the months of January, August and October) implies concerns in terms of future avail-
ability. To address these cases, stochastic meteorological simulation methods (e.g., for precipitation and temperature) can be used to
generate input data to be used in the hybrid technique. This could allow to assess water availability under different scenarios at a
regional scale, accounting for the effects of population growth, climate change and new demand sites.
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