The evolution of an ensemble of charged particles is given by the Vlasov equation with a prescribed electromagnetic field. We choose a steady uniform magnetic field and a perpendicular electric field that oscillates in space and time. We solve the Vlasov equation with both a Fourier-Hermite spectral method and a particle simulation. The aim is to compare the effectiveness of the two approaches in the description of the ion energization in a geophysical context. We validate both solutions with an analytic result for a spatially homogeneous oscillating electric field. We show that the convergence of the Hermite polynomial expansion is greatly improved with the appropriate velocity scaling. The relationship between particle dynamics and the features of the velocity distribution function is discussed. We show that the energization of the ion distribution is related to stochastic heating arising from the chaotic dynamics associated with the equations of motion for the particles in the given fields.
Introduction
There are numerous situations in plasma physics that involve the energization of ions via their interactions with a uniform magnetic field and an electric field that oscillates in space and time. The energization mechanisms involve a number of different wave-particle interactions [1, 2] . The physical situations include the RF-heating of plasmas in Tokamaks [1, [3] [4] [5] and the heating of ions in space physics [6] [7] [8] [9] . An important example is the heating of O + in the terrestrial ionosphere. The ions, which have energies of the order of 0.1 eV, are often energized to several electron volts and flow upward into the magnetosphere. There presently exists a large body of evidence based on satellite observations and theoretical modeling that a significant amount of magnetospheric plasma is of ionospheric origin [6] .
The present paper focuses on the computational aspects of the energization process within the framework of kinetic theory. Our approach is based on the calculation of the ion distribution function from the collisionless Boltzmann equation or, equivalently, the Vlasov equation with a prescribed electromagnetic field. We are not concerned here with the origin of the oscillating electromagnetic field nor on ascertaining the role of different types of plasma waves in the energization process. There has been a concerted effort to describe the dynamics of charged particles interacting with waves. Much of the early works related to energization of charged particles in plasmas are based on the papers by Karney [4, 5] and have concentrated on the details of particle dynamics and not on the Vlasov equation, with a few exceptions [10, 11] . Bailey et al. [11] have provided an excellent discussion of the relationship of the particle dynamics and the solution of the Vlasov equation. We also address this aspect in the present paper. Karney studied the motion of a single ion in a lower hybrid wave with concern to a tokamak type plasma and he reached the conclusion that a single electrostatic, lower hybrid wave propagating across a magnetic field can energize ions only if the ion dynamics becomes chaotic. The chaotic motion is referred to as stochastic motion or stochasticity [5] . When the motion is stochastic, the Vlasov equation can be approximated within the so-called quasi-linear approximation by a diffusion equation [12] although this has been questioned [13] . Thus, the problem considered in this paper is also a fundamental problem in nonlinear physics and chaos.
We consider two very different methods of solution of the Vlasov equation. The first method is a spectral method which employs an expansion of the velocity distribution function in a Fourier basis set for the spatial variable and in a Hermite basis set in the velocity variables. The second method is a particle simulation which provides a solution based on the method of characteristics for the Vlasov equation. There does not appear to be a detailed study of the evolution of the distribution function associated with wave-particle interactions when the electromagnetic field is given and not determined self-consistently. The comparison of the spectral solution and the particle simulation to the ion energization process presented in this paper complements a similar comparison for the solution of the Boltzmann equation for a neutral system [14] . This is the physical situation for the energization of ions in the terrestrial ionosphere [6] [7] [8] [9] and the subject of ongoing analyses with satellite probes [15, 16] .
The spectral method of solution of the Vlasov equation has received considerable attention in the literature [17] [18] [19] [20] [21] [22] [23] [24] . Much of this work has been applied to the coupled Vlasov-Maxwell [25] and Vlasov-Poisson [26] systems which are not of interest in the current work which emphasizes a particular geophysics application for which the electromagnetic field is assumed to be known. One of the present authors has considered the coupled Boltzmann-Poisson system with both a spectral method and a Monte Carlo simulation [27] . There are analogous applications for other physical situations in gas kinetic theory [28, 29] . The choice of a Fourier expansion in the spatial variable is justified by the use of a finite domain and periodic boundary conditions. Hermite polynomials are a logical choice for the basis set in velocity as the cartesian velocity components are on the infinite interval and the Hermite polynomials are orthogonal with the Maxwellian weight function. The time dependence of the Fourier-Hermite coefficients in this expansion satisfy a set of coupled ordinary differential equations determined from the Vlasov equation. Several authors have reported convergence problems with this approach due to the phenomena of ''filamentation'' [18, 19, 21] and ''recurrence'' [17, 18, 22] . A detailed discussion of these effects was presented in a recent paper [30] . Both phenomena arise from the free-streaming convective term in the Vlasov equation associated with an initial oscillatory spatial distribution. The limited resolution of the distribution function arises from the finite discretizations employed to solve the Vlasov equation. We also show the improved convergence that can be achieved with the scaling of the Hermite basis functions [23, 30, 31] .
The particle simulation is based on the method of characteristics for the solution of the Vlasov equation. It requires a large number of particle trajectories in order to provide accurate results. In many of the earlier studies of particle heating, it is the details of the particle dynamics that is emphasized and the nature of the distribution function is not studied. The main distinguishing feature of the particle simulation when compared with the spectral method is that in the particle simulation the individual particle dynamics and in particular chaotic behaviour appear explicitly. This is not the case for the spectral method of solution of the Vlasov equation.
The paper is organized as follows. In Section 2, we introduce the Vlasov equation that is considered in this paper. In Section 3, we present details of the spectral method of solution of the Vlasov equation. The particle simulation is described in Section 4. In Section 5, we assess the ability of the Fourier-Hermite spectral method to describe the energization process. In Section 6, we discuss the stochastic heating of the ions in terms of Poincaré surfaces of section. We also discuss the relationship between the particle dynamics and the features of the distribution function. In Section 7, we summarize our findings and the main results of the paper. In the Appendix, we consider an analytically solvable problem so as to validate both the particle and the spectral codes.
The Vlasov equation
We consider an ensemble of particles of charge q and mass m in a uniform magnetic field subject to an electric field from a transverse plane electrostatic wave. Our approach is based on the Vlasov equation for the ion distribution function. In the absence of Coulomb collisions, the total time rate of change of the distribution function, both explicit and implicit through the time dependence of space,r, and velocity,ṽ, is zero. Thus, the linear collisionless Vlasov equation for the interaction of an ensemble of particles, of charge q and mass m, with a prescribed electromagnetic field, is given by
and the Lorentz force owing to the electromagnetic field is given bỹ
where the tilde denotes dimensional quantities to distinguish from dimensionless variables defined later. We take the constant uniform magnetic field to be along the z-axis,B =B 0 e z , and the oscillating electric field directed along the xaxis,Ẽ =Ẽ(x,t)e x , of a cartesian coordinate system. The electrostatic field is taken to be a plane wavẽ
whereẼ 0 is the electric field amplitude, andk andω are the wavenumber and the frequency of the electrostatic wave, respectively. The features of the wave are fixed by observations and the particles are treated as test particles in these externally imposed fields. We do not include the effect of the particles on the waves as it is supposed that there is a small number of charged particles accelerated. Thus the Vlasov equation is linear in the distribution function, in contrast to most studies which consider the Vlasov-Maxwell system of equations which is nonlinear and based on a self-consistent evaluation of the fields [20, 32] . Although the spectral method and particle simulation solutions of the Vlasov equation are easily applied to the physically meaningful multiple wave case [33] , we restrict the study of this paper to the single wave case.
With these specific fields, the Vlasov equation for the four-dimensional distribution function,f (x,ṽ x ,ṽ y ,t), is then
The electric fieldẼ(x,t) is periodic inx and, as a consequence, we consider Eq. (4) in the domain −π /k, π /k with periodic boundary conditions. The initial distribution function is assumed uniform in space and Maxwellian in velocity, thus
where k B is the Boltzmann constant andñ andT are the gas density and temperature, respectively. We normalize the distribution function so that
which yields the densityñ =k/2π . We choose the Larmor frequency,Ω = qB 0 /m, to define a dimensionless time, t =Ωt, and the wavenumber to define a dimensionless position, x =kx. Likewise a characteristic velocity is given byΩ/k so that the dimensionless velocity variables are v x = (k/Ω)ṽ x and v y = (k/Ω)ṽ y , the dimensionless electric field E 0 = (qk/mΩ 2 )Ẽ 0 , the dimensionless wave frequency ω =ω/Ω and the dimensionless distribution function
Vlasov equation is thus given by ∂f ∂t
We seek solutions to Eq. (7) subject to the boundary condition
and satisfying the initial condition
The ions in the system studied are subjected to external electric and magnetic fields assumed known, and are not determined self-consistently with the ambient electrons. We have also assumed that the effects of ionelectron collisions are negligible. Thus there is no explicit coupling to the ambient electrons.
The spectral method
There is a long history of the use of an expansion of the space and velocity dependent ion distribution function in Fourier-Hermite basis functions [17] [18] [19] [21] [22] [23] . As noted earlier, the choice of a Fourier expansion in the spatial variable is justified by the use of a finite domain and periodic boundary conditions. Hermite polynomials are a logical choice for the basis set in velocity as the cartesian velocity components are on the infinite interval and the Hermite polynomials are orthogonal with the Maxwellian weight function. Thus, the dependence of the distribution function in the spatial variable,
In Eq. (10), i = √ −1 and j denotes the index for the Fourier basis functions which satisfy the orthogonality condition
where the asterisk denotes the complex conjugate. The distribution function in the velocity variables,
is expanded in Hermite basis functions
which satisfy the orthogonality condition
In the definition Eq. (12), H n (v) is the Hermite polynomial of degree n defined by
The expansion of the distribution function is thus
where s is an important scaling parameter used to accelerate the convergence [23, 30, 31] . As discussed in the cited references, the scaling parameter redefines the dimensionless speeds in terms of a scaled temperatureT /s 2 . We have adopted the symmetric weighted Hermite method, instead of the more common asymmetric one, because it is more suited to high accuracy long term simulations [23] . In Eq. (15), we have explicitly truncated the expansion and retained N f Fourier modes, and N h Hermite polynomials in v x and v y such that
The truncation condition, Eq. (16), is sometimes replaced by a closure condition that relates the N h +1 moments to the lower order moments in order to avoid the recurrence effect [21, 30] . The extrapolation was feasible for the free flow problem [30] as the expansion coefficients vary smoothly as shown in Fig. 1 in [21] . In the present case, the electric field couples the expansion coefficients in a complex manner and in the absence of a smooth variation an extrapolation is not applicable. In the expansion, Eq. (15), we adopt the same number of Hermite polynomials to describe the v x and v y dependence of the distribution function since the magnetic field mixes the x and y components of the particle velocity. The values of N f and N h are determined by studying the convergence of the solutions versus N f and N h .
Substituting the expansion Eq. (15) into Eq. (7), multiplying the equation by F * j h k h l and integrating in space and in velocity, we get the set of coupled ordinary differential equations for the time dependent expansion coefficients given by
where e −1 (t) = −e * 1 (t) = −E 0 /2 (cos ωt + i sin ωt) and e 0 (t) = 0. In Eq. (17), we have used the orthogonality conditions, Eqs. (11) and (13), and the recursion relations
Eq. (17), with nonconstant coefficients arising from the electric field, defines the time evolution of the matrix of Fourier-Hermite coefficients, f j,k,l (t). Since the distribution function must be real valued, we have
and thus only the coefficients with nonnegative indices need be retained. The initial uniform Maxwellian distribution whose expansion coefficients are
gives the initial condition for the integration of the set of moment equations, Eq. (17) . In the derivation of Eq. (21), we have used the integral
For later reference, we here define the space-averaged distribution function along with its expansion in Hermite basis functions
In the applications discussed in Section 5, the scaling parameter s is varied to optimize the convergence of the spectral solution. The optimization is done empirically which is sufficient for the present purposes. An automatic optimization does not appear feasible and may not be an improvement over the simple approach adopted here.
The particle method
Particle schemes are widely used in computational plasma physics [34, 35] . The main idea is to construct the distribution function from the dynamics of a discrete number of particles. In the present case, the force acting upon the particles is explicitly given by Eq. (2) and the particle scheme becomes essentially a method for solving Eq. (7) by the method of characteristics. According to Liouville's theorem [36] , the distribution function is conserved along the characteristics, that is (27) are integrated in time. If we define p y = v y + x, it is clear, by virtue of Eqs. (25) and (27) , that dp y /dt = 0 and thus p y is a constant of motion. The particle dynamics in the x and y directions can be decoupled and thus the single equation of motion is given by
We can thus integrate Eq. (28) numerically and subsequently compute the velocity component v y with the relation v y = p y − x. It is useful to notice that Eqs. (25) and (26) can be derived from the Hamiltonian
where x and v x are conjugate coordinate and velocity [36] . Hence, Eq. (28) can be integrated numerically by using a symplectic algorithm [37] . Symplectic integration methods have been generally accepted as the method of choice for the integration of Hamiltonian systems since they preserve the so-called ''symplectic form'', which can be proved to be strictly related to Liouville's theorem. The loss of the symplectic form is extremely detrimental to long time integrations. The Hamiltonian, Eq. (29) is separable and it can be written as
where T (v x ) is the kinetic energy given by, and U(x, t) is the potential energy
To integrate Eq. (28), we thus adopt a fourth order symplectic algorithm specifically designed for a separable Hamiltonian (Table III of 
The energization process
One of the objectives of the present paper is to assess the ability of the Fourier-Hermite spectral method to accurately and efficiently describe the energization process in different physical situations, and the role of the scaling parameter in accelerating the convergence. We thus first consider a spatially homogeneous oscillating electrostatic wave, E 0 cos(ωt), for which we derive in the Appendix the analytic solution, Eq. (A.15), of the Vlasov equation, Eq. (A.1).
For an amplitude E 0 = 1 and frequency ω = 0.1, Fig. 1 shows the analytic distribution function, f 0 (v, t), for two reduced times, t = 50 (solid lines) and t = 100 (dashed lines). The analytic distribution function, f 0 (v, t), is obtained with Eq. (A. 15) in Eq. (A.16) and the integration over angle determined numerically. The corresponding distribution functions obtained from the integration of Eq. (A.1) with the particle simulation and the spectral code, are shown in Fig. 1a and b, respectively with circles and squares. The spectral code gives very good results whereas, as expected, the particle simulation does not provide accurate results in the tail region. The dynamics of a charged particle in a magnetic field perturbed by a plane propagating electrostatic wave transverse to the magnetic field has been investigated extensively [3, 4, 10, 39, 40] . The fundamental parameters are the frequency and amplitude of the wave. These parameters and the initial conditions determine whether the particle motion exhibits either a small deviation from simple cyclotron motion or stochastic behaviour. The latter case is found to correspond to particle heating [40] . We distinguish between on-resonance and off-resonance external electric field, if the wave frequency is an integer or a rational fraction. The off-resonance case is relevant to the ion heating in tokamak type plasmas, ω 1 [4, 39] , for the solar corona and some toroidal confinement fusion devices for which ω ≈ 1 [41, 42] and for electron heating by the lower-hybrid-drift instability where ω 1 [43] . The on-resonance case is relevant to the RF-heating of plasmas [3, [44] [45] [46] . Unlike much of the work in this area [3, 4, 39, 40] , which has focused on the details of the single particle dynamics, we consider the evolution of the distribution function from an initial Maxwellian velocity distribution, that is we solve Eq. (7) subject to the initial condition equation (9), with = 1/2. We consider both spectral and particle solutions of Eq. (7). The particle solutions are obtained by using N p = 5 × 10 5 particles in order to describe the distribution function accurately.
The spectral solution generally employs an expansion of the velocity distribution function with N f = 5 Fourier modes and N h = 100 Hermite polynomials. It is important to observe, however, that for this choice of the parameters, the particle simulation is more time consuming than the spectral code. Particle heating is shown in terms of the time evolution of the space-averaged dimensionless temperaturē
We choose the off-resonance case with ω = 0.1 and E 0 = 0.5. Fig. 4 shows a comparison of the mean temperatureT (t) versus t obtained with the particle simulation (solid circles) and the spectral code (solid line) without scaling, s = 1. The time evolution of the system is followed up to a time t = 150 with a time step t = 0.01. The mean temperature oscillates with an amplitude which decreases in time and the particle heating appears bounded. The agreement between the two numerical codes is very good. In We now choose the resonant cases ω = 1, 2, 3 and 4 in Fig. 7a-d, respectively , with E 0 = 0.05. Fig. 7 shows a comparison of the mean temperatureT versus t obtained with the particle simulation (solid circles) and the spectral code (solid line) without scaling, s = 1. The time evolution of the system is followed up to a time t = 150 with a time step t = 0.01.
The mean temperature increases significantly in time and, as expected, the maximum energization rate is at the second harmonic cyclotron frequency shown in Fig. 7b [47] . The agreement between the numerical codes is again very good.
As for the off-resonance case, however, the scaling of the Hermite basis is necessary in order to achieve an accurate result for the distribution function. We show for ω = 2 the distribution function, f 0 (v, t), versus v at the reduced time t = 150, in Figs. 8a and b for s = 1 and s = 2.5, respectively. The solid circles represent the solution with the particle simulation. The result with scaling provides the best solution. It is useful to note that the inaccuracies in the tail of the distribution functions in Fig. 8a do not affect the values of the temperature shown in Fig. 7b . Fig. 9 shows the contour plot of the space-averaged (7) with the particle code. We show for ω = 2 and E 0 = 0.05 the mean temperature obtained with the particle simulation (solid circles) and the scaled spectral code (lines) in Fig. 10 with different numbers of Fourier basis functions, N f . With increasing time, the number of Fourier modes has to be increased so that the results of the spectral code agree with the results of the particle code. This is due to the spatially inhomogeneous variation of the distribution function which is not shown. The agreement between spectral and particle solutions up to t = 600 has been achieved by increasing the number of Fourier modes to N f = 15.
Hence, the particle approach appears more suitable for long time simulations.
Stochastic heating: Poincaré surfaces of section
As mentioned previously, much of the work on the energization process by wave-particle interactions have focused on the details of the single particle dynamics. Nevertheless, there is a close connection between some aspects of the particle (7) with the spectral code without scaling, s = 1, and the particle code, respectively. dynamics, namely stochastic motion, and features of their distribution function. In the following we briefly address this question. The dynamics of single particle orbits have often been represented by the Poincaré surface of section plots, which are constructed by defining a plane in the phase space and by marking on it the intersection points of the particle trajectory. These points can cluster in finite points, open curves or closed smooth curves for the case of regular motion or randomly fill an area for the case of stochastic motion [11] . The spectral approach to a solution of the Vlasov equation does not provide this dynamical interpretation of the nonequilibrium distribution function. In this paper, the Poincaré surface of scheme [37] . Whenever the particle is subjected to the maximum electric field, i.e. its position x is such that the wave phase x − ωt is equal to 2π , the particle's velocity components are marked with a dot in the (v x , v y ) plane [11] . Poincaré surfaces of section for the off-resonance case ω = 0.1 are shown for E 0 = 0.5 and E 0 = 1 in Figs. 11a and b, respectively. It appears that a particle cannot roam freely throughout phase space from low to high energy regions since there are contours that enclose the origin in phase space and act as barriers to the particle motion. Hence there is no heating to infinitely high energy. Nevertheless, the particle may exhibit chaotic motion over a limited region of phase space, shown by the black region in Fig. 11b . As shown in Fig. 11b , the low velocity region in the phase space (v x , v y ) becomes stochastic if the electric field amplitude increases to E 0 = 1. Fig. 12 shows the variation versus the velocity v of the reduced distribution function f 0 (v, t)/v, where f 0 is given by Eq. (A.16). The results are from the numerical integration of Eq. (7) with the particle simulation. The reduced times are t = 0 (solid line), t = 10 (dashed line) and t = 500 (dash-dotted line). As time increases, the distribution function exhibits a plateau in the velocity interval v ≤ 1 corresponding to the stochastic region of the Poincaré surface of section, Fig. 11b .
The Poincaré surfaces of section for the on-resonance case ω = 1 are shown for E 0 = 0.05 and E 0 = 0.5 in Figs. 13a and b, respectively. In contrast to Fig. 11 , Fig. 13a shows a ''stochastic web'' [40] extending from the origin to infinity in phase space. The particles inside the web exhibit stochastic dynamics and can be subjected to unbounded heating due to its connection throughout the whole phase space. The width of the web depends on the magnitude of the perturbation strength, E 0 . The larger is E 0 , the wider is the web in Fig. 13b . Fig. 14 shows the reduced distribution function, f 0 (v, t), versus v at the reduced time t = 50 (solid lines), t = 100 (dashed lines) and t = 150 (dot and dashed lines) for ω = 1 in Fig. 14a , and ω = 2 in Fig. 14b . For E 0 = 0.05, the results shown were obtained with the spectral code with s = 2.5. It is important to observe that the curves representing the reduced part of the distribution function at different times intersect each other at v ∼ 3.8, for ω = 1, and v ∼ 5.1 for ω = 2, which is anticipated. These results are interpreted on the basis of analytic work [3, 46, 40] which employ a representation of the oscillatory perturbation in Eq. (28) in a series of Bessel functions. The points of intersection of the distribution function at different times are exactly the zeros of the first two Bessel functions. They define the separatrices in phase space [3, 46] which appear as ''circles'' in Figs. 13a and b. Fig. 15 shows the variation of the reduced distribution function f 0 (v, t) versus velocity v at the reduced time t = 0 (solid line), t = 50 (dashed line) and t = 200 (dash-dotted line); the results are from the numerical integration of Eq. (7) with the particle simulation, for ω = 1 and E 0 = 0.05. Because of the small number of particles, the results in the tail region look noisy but two peaks can be clearly seen. Their appearance can be explained in terms of the single particle dynamics. For E 0 = 0.5, the width of the stochastic web has increased, as shown by comparing Figs. 13a and b . Consequently, the number of particles capable of crossing the separatrices increases. As a result, a larger number of particles is able to cross the separatrix at v ∼ 3.8 and a ''second'' peak appears in the reduced distribution function f 0 (v, t) at v ∼ 7.016 which corresponds to the second zero of the first Bessel function. Further aspects of these dynamics and resulting distribution functions will be studied at length in a future publication. (7) with the scaled spectral code, s = 2.5.
Conclusion
The present paper focuses on the computational aspects of the wave-particle interaction within the framework of kinetic theory. The energization process is usually studied from the point of view of the single particle dynamics whereas there does not appear to be a detailed study of the evolution of the distribution function. We have solved the collisionless Boltzmann equation with both a spectral method and a particle simulation. Although these two methods are designed to describe the same solution to the Vlasov equation, they differ fundamentally in their approach. The spectral method provides a representation of the distribution function in terms of an expansion in sets of basis functions. A closure condition is introduced to truncate the infinite system of ordinary differential equations for the expansion coefficients. By contrast, (7) with the particle code.
the particle scheme involves tracing the distribution function in phase space in terms of a large number of individual trajectories with the initial conditions chosen from a Maxwellian distribution. The distribution function is obtained by a binning procedure that samples all types of trajectories whether regular or stochastic. The spectral method has proved very effective in describing the first stage of the energization process. Unlike the particle method, it does not suffer from any inaccuracy in the low density region of the distribution function. Scaling the Hermite basis function is a powerful technique which accelerates the convergence without any additional computational cost. The particle simulation, on the other hand, is fairly robust and has proved more suitable for long time simulations and when stochastic dynamics occur. Finally, there is a close connection between some aspects of the particle dynamics, namely stochastic motion, and features of their distribution function. In the off-resonance case, the distribution function flattens in the region of the velocity space where the particle dynamics is stochastic. Instead, in the on-resonance case the stochasticity determines an increase of the tail of the distribution function.
Appendix. Analytic test case
We validate the particle and spectral codes with the analytically solvable problem defined with a spatially uniform electric field so that the Vlasov equation is
and we seek solutions to Eq. (A.1) satisfying the initial condition
The equations of motion of a single ion are This is essentially a forced harmonic oscillator problem [36] . The general solution is of the form .15) . The evolution of the system is followed up to a time T = 100 and the time step is fixed at t = 0.01. The parameter in the initial Maxwellian is set equal to 0.5. The particle simulation employs N p = 2 × 10 4 particles. In the spectral scheme the distribution function is expanded by setting N f = 0 and N h = 20. With this choice of the simulation parameters, the spectral code, is nearly four times faster than the particle code.
In order to quantify the convergence rate of the codes, we define the maximum error in the space-averaged distribution function where v 1 and v 2 define the velocity domain considered. We chose v 1 = −10 and v 2 = 10. In Eq. (A.17),f andf N denote the exact and numerical space-averaged distribution functions determined with either the spectral code or the particle simulation.
For the particle simulations with N p particles, we found the very good numerical linear fit L max = 17.0/ N p − 0.02 and the computational time in seconds T comp = 0.0054N p − 54. For the spectral method the convergence versus the number of Hermite polynomials, N h , is exponential. In the off-resonance case and for T = 100, we found log(L max ) = −0.88(N h + 1) + 0.92 and T comp = 0.022(N h + 1) 2 + 5.6. In addition, the optimum value of the scaling parameter appears to be s = 0.75 which yields three orders of magnitude improvement in the results.
