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We analyse the effect of decoherence and noise on quan-
tum Fourier transform interferometry, in which a boson
sampling photonic network is used to measure optical
phase gradients. This novel type of metrology is shown
to be robust against phase decoherence. One can also
measure gradients using lower order correlations with-
out substantial degradation. Our results involve esti-
mation of up to a 100× 100 matrix permanent. © 2018
Optical Society of America
http://dx.doi.org/10.1364/ao.XX.XXXXXX
Linear photonic networks employing a quantum computing
technique called Boson Sampling [1, 2] can be used to implement
quantum Fourier transform (QFT) interferometers [3, 4]. These
use high order quantum correlations to measure phase gradients,
with potential applications to high precision metrology. Here
we focus on the robustness of the technique against phase-noise
and imperfect correlations.
To understand the performance of a real gradient measure-
ment interferometer one needs to include decoherence. The
object being measured will not have a completely uniform phase
gradient. This is a potential advantage for the QFT interfer-
ometer, as it intrinsically uses multiple channels to analyse the
gradient. A multiple channel interferometer is able to average
over any introduced phase noise, thus producing a robust mea-
surement even in the presence of external noise.
An important question is whether the scaling of an ideal
interferometer can be translated to a real world case with phase
noise and loss, leading to imperfect correlations. However, in the
case of a large QFT network, the calculation involves evaluating
a large matrix permanent. Exact methods are generally not
feasible for M × M QFT interferometers above M = 50 [5],
similar to limits for computationally generating just one random
number state sample [6] with a permanental distribution.
We analyze much larger QFT interferometers than this, with
up to M = 100 channels. We calculate the effects of noise using
coherent state expansions. These results demonstrate that the
QFT interferometer is remarkably robust against phase noise,
with only a very gradual degradation of peak visibility with
phase-noise, not a catastrophic failure when imperfections occur.
Calculating this exactly for a general unitary matrix is expo-
nentially hard for large matrices, as it involves the square of a
matrix permanent which is in the complexity class #P [7]. Our
methods solve this problem using phase-space representations
from quantum optics, and far exceed previous size limits on
permanent squared calculations. Our methods can represent
any input state or output measurement. This is essential for
understanding how this technology can be used with imperfect
sources [8], detectors, or for different applications [9].
To illustrate this issue, we also calculate the QFT correlation
peak for correlation functions of much less than optimal order.
Such low-order correlations are another realistic requirement
in a practical device, owing to inevitable detector and channel
losses. Here the technique is again surprisingly robust. Lower-
ing the correlation order has relatively little effect on the peak
width. Generating pure single-photon states in large numbers
of channels simultaneously is difficult. However, we conjecture
that the robustness of the method against noise and correlation
order may allow imperfect input states as well.
Complex P-representations. A boson sampling interferometer
uses a multichannel photonic network to obtain interference
fringes with nonclassical input states, typically number states.
The output is nontraditional, as the interferometer measures
coincidence counts between single-particle counts in all of the
many output channels. These are required to be counted simul-
taneously for a count contributing to a fringe measurement. As
a result, one cannot use classical optical theoretical methods.
We use the complex P-representation [10–12] for the input
and the output states of the boson sampling interferometer.
This is a more powerful phase-space method than the classi-
cal phase-space methods considered previously for this prob-
lem [13], because it expands the quantum density matrix ρˆ using
off-diagonal coherent state projectors. This extends methods
developed by Glauber [14], resulting in a compact and efficient
representation. While fully quantum-mechanical, the technique
employs a coherent state basis set of amplitudes with a rather
classical behaviour. It uses contours C enclosing the origins of
the complex planes corresponding to the variables αk, βk:
ρˆ(in) =
‹
C
P(α, β)Λˆ (α, β)dαdβ . (1)
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The projection operator Λˆ (α, β) = ‖α〉 〈β∗‖ / 〈β∗‖ α〉 is defined
in terms of M-mode un-normalized Bargmann-Glauber coherent
states ‖α〉, where
‖α〉 ≡
M
∏
k=1
∑
nk
αnkk√
nk!
|nk〉 . (2)
In this work we use circular contours of radius r, where r can be
varied, and this changes the efficiency of the representation.
A complex P function exists for any density matrix with
bounded support [10]. Here we consider the initial state to be a
pure multimode state where each mode k is a number state with
nk bosons. In the experiments at most one photon is input per
mode, so nk = 0, 1.
An application of this method to boson sampling [12] is
summarized briefly here. The input density matrix ρˆ(in) is
transformed to the output density matrix ρˆ(out) by a linear
network, described by a unitary matrix U. Losses can be
treated by adding modes to serve as noise channels, but here
we consider the unitary case. The effect of the network ma-
trix on the phase-space variables is a simple matrix product:
α(out), β(out) = Uα, U∗β [15]. The output density matrix is
ρˆ(out) = R
‹
C
P(α, β)Λˆ (Uα, U∗β)dαdβ . (3)
The observable in photonic experiments is a normally ordered
correlation of output modes in a set σ′;〈
∏
k∈σ′
nˆk
〉
Q
=
‹
C
P(α, β) ∏
k∈σ′
n(out)k (α, β)dαdβ
≡
〈
∏
k∈σ′
n(out)k (α, β)
〉
P
. (4)
Here the classical output number variable is defined as
n(out)k (α, β) = α
(out)
k β
(out)
k .
As the distribution is not unique, one can choose different rep-
resentations of the input state. In this work we use two kinds of
representations tailored for different scenarios, described below:
a continuous sampling method (VCP) and a discrete method
(QCP). Which one is preferred depends on the correlation being
calculated, as we explain in detail next.
Continuous sampling method (VCP). We first consider a continu-
ous analytic complex P-distribution for the initial state that is
input to an arbitrary photonic network,
P (α, β) =
M
∏
k=1
Pk (αk, βk) . (5)
Pk is the single-mode distribution for the k-th input channel,
with Pk = δ (α) δ (β) for nk = 0, and otherwise:
Pk (α, β) =
(
nk!
2pii
)2 eαβ
(αβ)nk+1
. (6)
Here nk is the number of photons in the input mode k, and
for modes where nk = 0 we shrink the contours to the origin
of the complex plane. For nonzero boson number inputs we
use a circular contour of radius r with polar coordinates, so that
αk = rzk = r exp
(
iφ(α)k
)
and βk = rz˜∗k = r exp
(
−iφ(β)k
)
. The
radius r is chosen to minimize the sampling error.
The phase variables are simplified on defining φk =(
φ
(α)
k + φ
(β)
k
)
/2 and θk = φ
(α)
k − φ
(β)
k , where φk is the classical
phase, and θk is a nonclassical phase which only exists when the
quantum state is nonclassical, so ρˆ = ∏Mk=1 Jk (φk, θk) Λˆ (αk, βk) ,
where Jk = 1 for nk = 0, and otherwise:
Jk =
(nk!)2
4pi2r2nk
ˆ pi
−pi
dθk
ˆ pi
−pi
dφke(
r2 cos θk+i(r2 sin θk−nkθk)). (7)
We use random probabilistic sampling for the real part, and
call the distribution a circular von Mises complex-P distribution
(VCP) [16]. Once the phase angle is chosen, the imaginary part
becomes a complex weight. The sampled probability distribu-
tion for modes with nonzero inputs is
Pk (φk, θk) =
1
2pi I0 (r2)
exp
(
r2 cos θk
)
, nk > 0, (8)
where I0 (x) is the modified Bessel function of the first kind
of order 0, θk ∈ [−pi,pi), and φk ∈ [−pi,pi). This corresponds
to sampling the variables separately as φk = U (−pi,pi), and
θk = VM
(
0, r2
)
, where U is the uniform distribution, and VM
is the circular von Mises distribution [16]. For each sample we
calculate the phase-space variables as αk = r exp (i (φk + θk/2)),
βk = r exp (i (φk − θk/2)). For factors where nk = 0 we use the
optimal distribution Pk (αk, βk) = δ (αk) δ (βk) instead, that is,
take αk = βk = 0.
The corresponding complex weights areΩ = ∏Mk=1 Ωk where
Ωk = 1 for nk = 0, and otherwise:
Ωk =
(nk!)
2 I0
(
r2
)
r2nk
exp
(
i
(
r2 sin θk − nkθk
))
, (9)
These are used to calculate any moment f (α, β) in conjunc-
tion with the drawn samples of α and β as
〈 f (α, β)〉 = 1
L
L
∑
j=1
Ω
(
α(j), β(j)
)
f
(
α(j), β(j)
)
, (10)
where L denotes the total number of samples, and α(j) and β(j)
is the j-th sample of a pair of random phase-space coordinates.
Discrete sampling method (QCP). Suppose that the initial pho-
ton number is bounded, for example with a fixed input boson
number. We now introduce the discrete or qudit complex P-
representations (QCP) [17]. This is useful in the limit of r → 0,
which is expanded using d coherent phases distributed on a
circle. It is equivalent to a d-dimensional qudit, with initial oc-
cupation numbers in each mode of n = 0, . . . d− 1. This unifies
quantum optics [10] with discrete sampling permanent approxi-
mation methods [18].
Here we limit the possible values of the phase-space vari-
ables αj and β j to a finite number of values defined by
two vectors q and q˜ of discrete coherent amplitudes so that
αj
(
qj
)
= rzqj , qj = 0, . . . d − 1, and β j
(
q˜j
)
= rz−q˜j , q˜j =
0, . . . d − 1, where z = exp (2pii/d). The density matrix is ex-
panded in coherent states with a discrete summation, ρˆ =
∑q,q˜ P(q, q˜)Λˆ(q, q˜)/d2M ,where Λˆ(q, q˜) = ‖α(q)〉 〈β∗(q˜)‖. The
coherent states have unit norm in the limit of r → 0. Using this
expansion, a complex qudit P-function PQ always exists for a
given input density matrix ρˆ, where:
PQ(q, q˜) = ∑
n,m
〈m| ρˆ |n〉
M
∏
j=1
√
nj!mj!
rnj+mj
e
2pii
d (nj q˜j−mjqj) . (11)
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The result is like a path integral, except that the distribution is a
discrete sum. This can be verified as a solution, by noting that
∑q eiq·(n−m)φ = dMδn−m. In the one mode, one boson case, the
P-function is the product of two complex variables with a radial
factor, so that PQ(q, q˜) = z˜q˜ (zq)
∗ /r2 .
In the qudit case, for a single-mode Hilbert space dimension
d, we consider d random discrete phases. Here φk can have
values of (0, . . . d− 1)× φ, with φ = 2pi/d, allowing occupation
numbers for mode k up to nk = 0, . . . d− 1. We note that such
discrete sampling reduces to continuous sampling in the limit of
d→ ∞. In the simplest binary, or qubit, case where nk = 0, 1 we
take the minimum value of d = 2, so that αk = ±r.
The photon number phase-space variable, for an input of
single bosons into a subset σ of size N of input modes, is
n(out)k (q, q˜) = r
2
∑
j∈σ
Ukjz
qj
∑
j′∈σ
Ukj′z
q˜j′
∗ . (12)
As a result, after including the complex P-function weights, an
N-th order output correlation is〈
∏
k∈σ′
nˆk
〉
Q
=
∣∣∣∣∣∣ 1dM ∑q
∏i∈σ z−qi ∏k∈σ′
∑
j∈σ
Ukjz
qj

∣∣∣∣∣∣
2
.
=
∣∣perm [U (σ′, σ)]∣∣2 (13)
Here perm is the matrix permanent. If the order of the correla-
tion is equal to the number of input bosons, the r factors cancel.
As expected [19], this is the square of the permanent of the
sub-matrix of U with rows in σ′ and columns in σ, which we call
U (σ′, σ). After summation on the q indices, the only terms that
survive involve products of distinct permutations of the matrix
indices, which is the permanent. This is evaluated computation-
ally by taking randomly chosen integers (q, q˜), and averaging
over many samples of these random phases.
In order to do this, we define a function
p
(
σ, σ′, q
)
=∏
i∈σ
z−qi ∏
k∈σ′
∑
j∈σ
Ukjz
qj
 , (14)
representing a single sample of the permanent for the sub-matrix
defined by the set of inputs σ and the set of outputs σ′, with q
being a vector of random numbers. Then the permanent of the
sub-matrix can be calculated probabilistically as
permU
(
σ, σ′
) ≈ 1
L
L
∑
j=1
p
(
σ, σ′, q(j)
)
≡ 〈p (σ, σ′, q)〉L. (15)
To avoid bias in the calculation of the permanent-squared, we
use independent sets of random variables to calculate the expec-
tations of the permanent and its conjugate, so that:∣∣perm [U (σ′, σ)]∣∣2 ≈ R〈p (σ, σ′, q)〉L〈p (σ, σ′, q˜)〉L. (16)
The noise variables factor into two terms which are inde-
pendent but conjugate on average. The factored terms give
independent estimates of the permanent and its conjugate, so
their product is an unbiased estimate of the modulus squared.
We impose the constraint that the final result must be real. To es-
timate sampling errors[12], we divide the L terms into L = L1L2,
with L1 subensembles of L2 random terms.
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Fig. 1. (a) Estimated sampling error in the mean of modulus
square of the permanent Q,
√〈Q2〉 − 〈Q〉2/√L1, using two
different methods. The solid blue line corresponds to the VCP
with r = 0.1, while the red dashed line corresponds to the QCP
with d = 2. The dashed grey line is the estimated experimen-
tal sampling error
√
Q(conj)/ (L1L2) (L1 = 200, L2 = 104).
Here Q(conj) is given in equation (17). (b) Dependence of the
estimated error on r for the VCP method. Here we have used
M = 100 and φ = 0.007, L1 = 200, L2 = 105.
Quantum Fourier transform interferometry. Now we consider
the quantum Fourier transform interferometer (QuFTI) exper-
iment [3]. This is a novel multi-mode interferometer that mea-
sures gradients of a phase-shift and corresponds to consider the
case where the input state is one photon in each input mode.
Here the permanent of the full matrix is evaluated, so that
M = N. Motes et al [3] conjectured that the count rate, Q(conj) is:
Q(conj) =
M−1
∏
j=1
2j(M− j) cos(Mφ) +M2 − 2jM+ 2j2
M2
. (17)
Fig. 1 shows results obtained for the QuFTI. We confirm the
analytic result numerically, with a permanent size of 100× 100.
Exact numerical methods for permanents are strongly limited to
about 50× 50 matrices [5], even with large supercomputers. In
Fig. 1(a) we evaluate the sampling error in the modulus square
of the permanent using both the VCP and QCP representation
with d = 2. The second panel, Fig. 1(b), shows the dependence of
the error for the VCP method depending on the contour radius
r, justifying the choice of r = 0.1.
Next, we include the effects of decoherence by using an inde-
pendent phase noise term ξ at each site with a normal distribu-
tion, having zero mean and variance σ2. This is important, since
many interferometry proposals are fragile against decoherence.
Each mode has a noise term given by φj = jφ+ ξ j, j = 1, . . . , M.
This effect is shown in Fig 2 for different values of the variance.
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Fig. 2. Value of the interferometry correlation Q, for different
amounts of noise included in the measured angle. The values
were obtained using QCP with d = 2. Here we have consid-
ered M = 100, L1 = 200 ensembles, L2 = 104, the results are
averaged over 20 matrices.
We also evaluate different order correlations, since experi-
mental detector inefficiencies may lead to greater count rates for
lower order correlations. This is shown in figure 3(a), for M = 30,
where we show three different order correlation functions, for
Q = 〈nˆ1 . . . nˆN〉, with N = 30, N = 25 and N = 20. As the order
is reduced the fringe width does not change dramatically. The
interferometer is robust against lower order measurements.
Figure 3(b) gives the sampling error as a function of r. This
demonstrates how the choice of integration contour can change
the sampling error for these lower order correlation measure-
ments. The results show that in this case, one should use a
contour near r = 1. However, the exact choice of radius is im-
portant. For this order of correlation (N = 25), we find that for
the lower-order correlations there is a finite optimal value of r,
in this case near r = 0.8, where the error is the lowest.
In summary, we have developed two probabilistic methods
based on complex P-distributions, that can be used to find the
expectation values of the correlations of the outputs of a Bo-
son Sampling interferometer. The general one, VCP, handles
correlations of any order. The more specialized QCP is limited
to the correlations of maximum order (equal to the number of
input photons), but has a much lower sampling error than VCP.
These results are limited by sampling errors. The advantage of
sampled contour integration is that the complex P-distribution
has a compact support, reducing sampling error. This approach
is related to contour integrals for matrix permanents [20].
We used these methods to simulate QuFTI experiments with
up to 100 modes, under noisy conditions, by adding noise to
the measured phase gradient and considering lower order cor-
relations. Our results demonstrate an exceptional robustness
of multi-photon quantum Fourier interferometry against de-
coherence. These methods may have a wider applicability in
analyzing decoherence in quantum photonic networks, and to
related problems in quantum information.
REFERENCES
1. S. Aaronson and A. Arkhipov, Theory Comput. 9, 143 (2013).
2. H. Wang, Y. He, Y.-H. Li, Z.-E. Su, B. Li, H.-L. Huang, X. Ding, M.-C.
Chen, C. Liu, J. Qin et al., Nat. Photonics 11, 361 (2017).
3. K. R. Motes, J. P. Olson, E. J. Rabeaux, J. P. Dowling, S. J. Olson, and
P. P. Rohde, Phys. Rev. Lett. 114, 170802 (2015).
4. Z.-E. Su, Y. Li, P. P. Rohde, H.-L. Huang, X.-L. Wang, L. Li, N.-L. Liu,
0.000 0.005 0.010 0.015 0.020 0.025 0.030
0.0
0.2
0.4
0.6
0.8
1.0
Q
order = 30
order = 25
order = 20
0.5 0.6 0.7 0.8 0.9
r
10 1
100
er
ro
rs
 in
 Q
(a)
(b)
Fig. 3. (a) Correlations of different order for M = 30 using
the VCP method with 200 ensembles of 106 samples. The VCP
radius was was r = 0.8 to minimize sampling errors (see panel
(b)). (b) Dependence of the error for the 25-th order correlation
as a function of r for M = 30 and φ = 0.01, using VCP with
200 ensembles of 104 samples.
J. P. Dowling, C.-Y. Lu, and J.-W. Pan, Phys. Rev. Lett. 119, 080502
(2017).
5. J. Wu, Y. Liu, B. Zhang, X. Jin, Y. Wang, H. Wang, and X. Yang, ArXiv
e-prints (2016).
6. A. Neville, C. Sparrow, R. Clifford, E. Johnston, P. M. Birchall, A. Mon-
tanaro, and A. Laing, Nat. Phys. 13, 1153 (2017).
7. L. Valiant, Theor. Comput. Sci. 8, 189 (1979).
8. Y. He, X. Ding, Z.-E. Su, H.-L. Huang, J. Qin, C. Wang, S. Unsleber,
C. Chen, H. Wang, Y.-M. He, X.-L. Wang, W.-J. Zhang, S.-J. Chen,
C. Schneider, M. Kamp, L.-X. You, Z. Wang, S. Höfling, C.-Y. Lu, and
J.-W. Pan, Phys. Rev. Lett. 118, 190501 (2017).
9. J. P. Olson, K. R. Motes, P. M. Birchall, N. M. Studer, M. LaBorde,
T. Moulder, P. P. Rohde, and J. P. Dowling, Phys. Rev. A 96, 013810
(2017).
10. P. D. Drummond and C. W. Gardiner, J. Phys. A 13, 2353 (1980).
11. P. D. Drummond, B. Opanchuk, L. Rosales-Zárate, M. D. Reid, and P. J.
Forrester, Phys. Rev. A 94, 042339 (2016).
12. B. Opanchuk, L. Rosales-Zárate, M. D. Reid, and P. D. Drummond,
Phys. Rev. A 97, 042304 (2018).
13. S. Rahimi-Keshari, T. C. Ralph, and C. M. Caves, Phys. Rev. X 6,
021039 (2016).
14. R. J. Glauber, Phys. Rev. 131, 2766 (1963).
15. P. D. Drummond and M. Hillery, The Quantum Theory of Nonlinear
Optics (Cambridge University Press, 2014).
16. K. V. Mardia and P. E. Jupp, Directional statistics, Wiley series in
probability and statistics (John Wiley and Sons, 2000).
17. P. D. Drummond and M. D. Reid, Phys. Rev. A 94, 063851 (2016).
18. L. Gurvits and A. Samorodnitsky, Discret. & Comput. Geom. 27, 531
(2002).
19. S. Aaronson, Proc. Royal Soc. Lond. A: Math. Phys. Eng. Sci. 467,
3393 (2011).
20. Y. V. Fyodorov, Int. Math. Res. Notices 2006, 61570 (2006).
