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Abstract 
Affect interpretation from multithreaded online conversations is a challenging task. Understanding context and 
identifying target audiences are very crucial for the appropriate interpretation of emotions implied in an individual 
input embedded in such online social interactions. In this paper, we discuss how context is used to interpret affect 
implied in conversational inputs with weak or no affect indicators embedded in multithreaded social interactions. 
Topic theme detection using latent semantic analysis has been applied to such inputs to identify their discussion 
themes and potential target audiences. Relationships between characters have also been taken into account for affect 
analysis. Such semantic interpretation of the dialogue context also shows great potential in the recognition of 
metaphorical phenomena and the development of a personalized intelligent tutor for drama improvisationb. 
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1. Introduction 
It is inspiring and challenging to produce an intelligent agent who is capable of conducting drama 
performance, interpreting social relationships, context, general mood and emotion, sensing or reasonably 
predicating others’ inter-conversion, identifying its role and participating intelligently in open-ended 
improvisational interaction. Online interaction with such an agent may also enable young people to 
engage in effective personalized learning. However, it is never an easy task even for human teachers to 
interpret learners’ emotional expressions appropriately. Intelligent agents sometimes will need to 
incorporate information derived from multiple channels embedded in the interaction context to interpret 
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the learners’ emotions. According to Kappas [1], human emotions are psychological constructs with 
notoriously noisy, murky, and fuzzy boundaries that are compounded with contextual influences in 
experience and expression and individual differences. These natural features of emotion also make it 
difficult for a single modal recognition, such as via acoustic-prosodic features of speech or facial 
expressions. Since human being’s reasoning process has taken related context into consideration, in our 
research, we intend to make our agent take multi-channels of subtle emotional expressions embedded in 
social interaction contexts into consideration to draw reliable affect interpretation. The research presented 
here focuses on the production of intelligent agents with the abilities of interpreting dialogue contexts 
semantically to support affect detection as the first step of building a ‘thinking’ machine. 
Our research is conducted within a previously developed online multi-user role-play virtual drama 
framework, which allows school children aged 14 – 16 to talk about emotionally difficult issues and 
perform drama performance training. In this platform young people could interact online in a 3D virtual 
drama stage with others under the guidance of a human director. In one session, up to five virtual 
characters are controlled on a virtual stage by human users (“actors”), with characters’ (textual) 
“speeches” typed by the actors operating the characters. The actors are given a loose scenario around 
which to improvise, but are at liberty to be creative. An intelligent agent is also involved in improvisation. 
It included an affect detection component, which detected affect from human characters’ each individual 
turn-taking input (an input contributed by an individual character at one time). This previous affect 
detection component was able to detect 15 emotions including basic and complex emotions and value 
judgments, but the detection processing has not taken any context into consideration. The intelligent agent 
made attempts to produce appropriate responses to help stimulate the improvisation based on the detected 
affect. The detected emotions are also used to drive the animations of the avatars so that they react bodily 
in ways that is consistent with the affect that they are expressing. 
Moreover, the previous affect detection processing was mainly based on pattern-matching rules that 
looked for simple grammatical patterns or templates partially involving specific words or sets of specific 
alternative words. A rule-based Java framework called Jess was used to implement the pattern/template-
matching rules in the AI agent allowing the system to cope with more general wording and ungrammatical 
fragmented sentences. From the analysis of the previously collected transcripts, the original affect 
interpretation based on the analysis of individual turn-taking input itself without any contextual inference 
is proved to be effective enough for those inputs containing strong clear emotional indictors such as 
‘yes/no’, ‘haha’, ‘thanks’ etc. There are also situations that users’ inputs do not have any obvious 
emotional indicators or contain very weak affect signals, thus contextual inference is needed to further 
derive the affect conveyed in such user inputs.  
The inspection of the collected transcripts also indicates that the improvisational dialogues are often 
multi-threaded. This refers to the situation that social conversational responses of different discussion 
themes to previous several speakers are mixed up due to the nature of the online chat setting. Therefore 
the detection of the most related discussion theme context using semantic analysis is very crucial for the 
accurate interpretation of the emotions implied in those inputs with ambiguous target audiences and weak 
affect indicators.   
2. Related Work 
There is much well-known research that has been done on creating affective virtual characters in 
interactive systems. Aylett et al. [2] focused on the development of affective behaviour planning for their 
synthetic characters. Endrass, Rehm and André [3] carried out study on the culture-related differences in 
the domain of small talk behaviour. Their agents were equipped with the capabilities of generating culture 
specific dialogues. There is much other work in a similar vein. 
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Recently textual affect sensing has also drawn researchers’ attention. Neviarouskaya et al. [4] provided 
sentence-level textual affect sensing to recognize judgments, appreciation and different affective states. 
Ptaszynski et al. [5] employed context-sensitive affect detection with the integration of a web-mining 
technique to detect affect from users’ input and verify the contextual appropriateness of the detected 
emotions. The detected results made an AI agent either sympathize with the player or disapprove the 
user’s expression by the provision of persuasion. However, their system targeted interaction only between 
an AI agent and one human user in non-role-playing situations, which greatly reduced the complexity of 
the modelling of the interaction context.  
Moreover metaphorical language has been used in literature to convey emotions, which also inspires 
cognitive semanticists [6]. Indeed, the metaphorical description of emotional states is common and has 
been extensively studied [7, 8], for example, “he nearly exploded” and “joy ran through me,” where anger 
and joy are being viewed in vivid physical terms. Such examples describe emotional states in a relatively 
explicit way. But affect is also often conveyed more implicitly via metaphor, as in “his room is a cess-
pit”; affect (such as ‘disgust’) associated with a source item (cess-pit) gets carried over to the 
corresponding target item (the room). There is also other work focusing on metaphors in affective 
expressions [9] useful to our application. 
Our work focuses on the following aspects: (1) real-time affect sensing for basic and complex 
emotions in improvisational inputs with strong affect indicators; (2) the detection of the most related 
social interaction context and the most likely target audiences using semantic interpretation for the 
processing of inputs with weak or no affect indicators; and (3) context-based affect detection with the 
consideration of interpersonal relationships and the target audiences’ most recent emotions. 
3. Semantic Interpretation of Interaction Contexts 
We noticed that the language used in our previously collected transcripts is often complex, 
idiosyncratic and invariably ungrammatical. We implemented pre-processing components previously to 
deal with mis-spellings, abbreviations, etc. Most importantly, the language also contains a large number 
of weak cues to the affect that is being expressed. These cues may be contradictory or they may work 
together to enable a stronger interpretation of the affective state. In order to build a reliable and robust 
analyser of affect it is necessary to undertake several diverse forms of analysis and to enable these to 
work together to build stronger interpretations. It thus guides not only our previous research but also our 
current developments. For example, in our previous work, we undertook several analyses of any given 
utterance. These would each build representations which may be used by other components (e.g. syntactic 
structure) and would construct (possibly weak) hypotheses about the affective state conveyed in the input. 
Previously we adopted rule-based reasoning, robust parsing, pattern matching, semantic and sentimental 
profiles for affect detection analysis. In our current study, we also integrate contextual information to 
further derive the affect embedded in the interaction context and to provide affect interpretation for those 
without strong affect indicators.  
Since our previous affect detection was performed solely based on the analysis of individual input, the 
context information was ignored. In order to detect affect accurately from inputs without strong affect 
indicators and clear target audiences, we employ semantic interpretation of social interaction contexts to 
inform affect analysis. In this section, we discuss our approaches of using latent semantic analysis (LSA) 
[10] for terms and documents comparison to recover the most related discussion themes and potential 
target audiences for those without strong affect signals.  
In our previous rule-based driven affect detection implementation, we mainly relied on keywords and 
partial phrases matching with simple semantic analysis using WordNet etc. However, we notice many 
terms, concepts and emotional expressions can be described in various ways. Especially if the inputs 
contain no strong affect indicators, other approaches focusing on underlying semantic structures in the 
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data should be considered. Thus latent semantic analysis is employed to calculate semantic similarities 
between sentences to derive discussion themes for such inputs. 
Latent semantic analysis generally identifies relationships between a set of documents and the terms 
they contain by producing a set of concepts related to the documents and terms. In order to compare the 
meanings or concepts behind the words, LSA maps both words and documents into a ‘concept’ space and 
performs comparison in this space. In detail, LSA assumed that there is some underlying latent semantic 
structure in the data which is partially obscured by the randomness of the word choice. This random 
choice of words also introduces noise into the word-concept relationship. LSA aims to find the smallest 
set of concepts that spans all the documents. It uses a statistical technique, called singular value 
decomposition, to estimate the hidden concept space and to remove the noise. This concept space 
associates syntactically different but semantically similar terms and documents. We use these transformed 
terms and documents in the concept space for retrieval rather than the original terms and documents.  
In our work, we employ the semantic vectors package [11] to perform LSA, analyze underlying 
relationships between documents and calculate their similarities. This package provides APIs for concept 
space creation. It applies concept mapping algorithms to term-document matrices using Apache Lucene, a 
high-performance, full-featured text search engine library implemented in Java [11]. We integrate this 
package with our AI agent’s affect detection component to calculate the semantic similarities between 
improvisational inputs without strong affect signals and training documents with clear discussion themes. 
In this paper, we target the transcripts of school bullyingc and Crohn’s diseased scenarios for context-
based affect analysis. 
In order to compare the improvisational inputs with documents belonging to different topic categories, 
we have to collect some sample documents with strong topic themes. Personal articles from the 
Experience project (www.experienceproject.com) are used for this purpose. These articles belong to 12 
discussion categories including Education, Family & Friends, Health & Wellness, Lifestyle & Style, Pets 
& Animals etc. Since we intend to perform discussion theme detection for the transcripts of the bullying 
and Crohn’s disease scenarios, we have extracted sample articles close enough to these scenarios 
including articles of Crohn’s disease (five articles), school bullying (five articles), family care for children 
(five articles), food choice (three articles), school life including school uniform (10 short articles) and 
school lunch (10 short articles). Phrase and sentence level expressions implying ‘disagreement’ and 
‘suggestion’ have also been gathered from the several other articles published on the Experience website. 
Thus we have training documents with eight discussion themes including ‘Crohn’s disease’, ‘bullying’, 
‘family care’, ‘food choice’, ‘school lunch’, ‘school uniform’, ‘suggestions’ and ‘disagreement’. The first 
six themes are sensitive and crucial discussion topics to the above scenarios, while the last two themes are 
intended to capture arguments expressed in multiple ways. Affect detection from metaphorical 
expressions often poses great challenges to automatic linguistic processing systems. In order to detect a 
few frequently used basic metaphorical phenomena, we include five types of metaphorical examples 
published on the following website: http://knowgramming.com, in our training corpus. These include 
cooking, family, weather, farm and mental metaphors. Individual files are used to store each type of the 
metaphorical expressions. All the sample documents of the above 13 categories have been put under one 
directory for further analysis.  
 
c The bully, Mayid, is picking on a new schoolmate, Lisa. Elise and Dave (Lisa’s friends), and Mrs Parton (the school teacher) are 
trying to stop the bullying. 
d Peter has Crohn’s disease and has the option to undergo a life-changing but dangerous surgery. He needs to discuss the pros and 
cons with friends and family. Janet (Mum) wants Peter to have the operation. Matthew (younger brother) is against it. Arnold 
(Dad) is not able to face the situation. Dave (the best friend) mediates the discussion. 
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We have used one example interaction of the school bullying scenario produced by testing subjects 
during our previous user testing in the following to demonstrate how we detect the discussion themes for 
those inputs with weak or no affect indicators and ambiguous target audiences.  
1. Lisa: can I go to the loo miss [neutral] 
2. Mayid: and wot is with the outfit, geeky or wot!! [angry] 
3. Mayid: y u wna cry sum more in da toilet! [angry] 
4. Dave: Oh, dear, please be more brave. Help will be here soon. [Played by the AI agent] 
5. Elise: shut ya face just cuz u buy urs at de jumble sale [angry] 
6. Mayid: hahahaha [happy] 
7. Mayid: and u buy urs at the rag market! [Target audience: Elise; angry] 
8. Elise: whatever u piece of dirt. [angry] 
9. Elise: Lisa how r u? [neutral] 
10. Mayid: piece of dirt, yeh and im proud!!! u piece of s*** [angry] 
11. Mayid: Lisa is fine. Nothing is wrong with her. [Target audience: Elise and Lisa: angry] 
12. Dave: are these all desperate people? [Played by the AI agent] 
13. Mayid: ur da desperate one dave!!! [angry] 
14. Dave: Do I have anything to do with it? [Played by the AI agent] 
15. Mayid: no u dnt! So get frikin lost! [angry] 
 
Affect implied by the inputs with strong affect indicators in the above interaction is detected by the 
previous affect detection processing. The emotion indicators are also illustrated in italics in the above 
examples. Dave, a minor role, was played by the intelligent agent. The inputs without an affect label 
followed straightaway are those with weak or no strong affect indicators (7th & 11th inputs). Therefore 
further processing is needed to recover their most related discussion themes and identify their most likely 
audiences in order to identify implied emotions more accurately. Our general idea for the detection of 
discussion themes is presented in Figure 1. We start with the 7th input from Mayid to demonstrate the 
topic theme detection. First of all, this input is stored as a separate individual test file (test_corpus1.txt) 
under the same folder containing all the training sample documents of the 13 categories.  
 
  
 
 
 
 
 
 
 
 
Fig. 1. Discussion theme detection processing 
As shown in Figure 1, the corresponding semantic vector APIs are used to create a Lucene index for all 
the training samples and the test file. This generated index is also used to create term and document 
vectors, i.e. the concept space. Various search options could be used to test the generated concept model. 
In order to find out the most effective approach to extract the topic theme of the test inputs, we, first of 
all, provide rankings for all the training documents and the test sentence based on their semantic distances 
to a topic theme. We achieve this by searching for document vectors closest to the vector for a specific 
topic term (e.g. ‘bullying’ or ‘disease’). We have tested the 7th input for the vectors for all eight topic 
To create the ‘concept’ space by 
generating term and document vectors for 
all the training corpus and a test input 
To search for document vectors closest 
to the vector for a topic theme 
To find the semantic similarities between 
each training document and the test file 
The detected topic themes 
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terms (except for the five metaphorical categories) mentioned above. It obtains the highest ranking for the 
topic theme, ‘uniform’ or ‘clothes’, among all the rankings for the eight topics. Partial output is listed in 
Figure 2. In the output shown in Figure 2, except for the test file: test_corpus1.txt, other listed files are all 
training corpus taken from the articles published on the Experience website mentioned earlier. The double 
values shown in the first column are the semantic distance values between each document and the chosen 
topic theme (‘clothes’). But as we mentioned earlier, there are multiple ways to describe a topic theme 
especially for ‘disagreement’ and ‘suggestion’. It affects the file ranking results more or less if different 
terms indicating the same topic themes are used. Experiments also show that even if we make the search 
respectively using the terms (such as ‘bullying’ and ‘bullied’) with the same root term, the file ranking 
results are different for part of the files. Thus we still need to use other more effective search mechanisms 
to accompany the above file ranking findings for a specific topic theme.  
 
Found vector for 'clothes' 
Search output follows ... 
0.802770697291678:F:\school_uniform.txt 
0.3267225635526182:F:\farm_metaphor.txt 
0.1728171016874292:F:\test_corpus1.txt 
0.08859652188476419:F:\family_metaphor.txt 
0.0866081449673645:F:\crohn2.txt 
0.0825973194282585:F:\food1.txt 
0.08221222560147051:F:\bullied1.txt 
0.07754292587576957:F:\bullied3.txt 
0.07158396217333748:F:\suggestion1.txt 
 
Fig. 2. Partial output for searching for document vectors closest to the vector of ‘clothes’ 
 
Another approach especially suitable to our application domain is to find the semantic similarity 
between documents. All the training sample documents are taken either from articles under clear 
discussion themes within the 12 categories of the Experience project or the metaphor website with clear 
metaphor classifications. The file titles used indicate the corresponding discussion themes. If the semantic 
distances between files, esp. between training files and the test file, are calculated, then it provides 
another source of information for the topic theme detection. Therefore we use the CompareTerms 
semantic vector API to find out semantic similarities between all the training corpus and the test 
document. We provide the top five rankings for semantic similarities between the training documents and 
the 7th input in Figure 3. 
In Figure 3, the semantic similarity test indicates that the testing file is more closely related to 
‘disagreement (disagree1.txt)’ and ‘bullying (bullied3.txt)’ topics although it is also used to describe 
school uniform. In order to identify its potential target audiences, we have to conduct topic theme 
detection starting from the 6th input until we find the input with a similar topic theme. The pre-processing 
of the previous rule-based affect detection identifies the 6th input from Mayid is an Internet slang 
implying ‘laughter’, unrelated to both ‘bullying’ and ‘disagreement’ topic themes. Thus we focus on the 
5th input from Elise to recover its most likely topic themes. Using the above processing, the topic theme 
detection has identified the following semantically most similar training documents to the 5th input: 
diagree1.txt, bullied2.txt and bullied3.txt. They respectively recommend the same two discussion themes: 
‘disagreement’ and ‘bullying’ as those for the 7th input from Mayid. Thus the target audience of the 7th 
input is Elise, who has implied an ‘angry’ emotion in the 5th input with strong affect indicators detected 
by the previous affect detection processing.  
In a similar way, the 11th input from Mayid does not contain strong affect indicators. Thus the 
conversation theme detection has identified its input vector is semantically most closely related to the 
vector of the topic term, ‘bullying’, with a 4th ranking along with three training documents with bullying 
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themes achieving the first top three rankings. The topic theme detection also identifies the 11th input 
shows high semantic similarities with training corpus under the themes of ‘family care (family_care5.txt: 
0.781)’ and ‘bullying (bullied3.txt: 0.753)’. Since Lisa’s name is mentioned in this input, our processing 
automatically classifies Lisa as a potential audience. In order to recover more target audiences, the 
previous most recent inputs are thus analyzed. The previous affect detection targeting on strong affect 
signals identifies that the 10th input from Mayid carries ‘rude’ implication and the 9th input from Elise 
shows ‘greeting’ to Lisa. Thus the context processing identifies another target audience of the 11th input, 
Elise. Since Mayid has a negative relationship with both Lisa and Elise, Mayid is very unlikely to show 
friendly care to Lisa but very probable to continue his bullying behavior since the 10th input. Thus the 
11th input with weak affect indicators implies an ‘angry’ emotion with a rude attitude. 
Therefore, scenario-related appraisal rules are also generated to reflect the above description and 
reasoning to derive affect from social contexts for those inputs without strong affect indicators. The rules 
accept the most recent emotions expressed by the target audiences identified by the topic theme detection 
and relationships between the audiences and the speaker for affect interpretation. Binary values, positive 
and negative, are used to represent relationships pre-defined by character profiles. Four transcripts from 
both scenarios (different from those used for the evaluation of the presented work) are used for the rule 
generation. Evaluations are provided in section 4.  
 
Similarity of "disagree1.txt" with "test_corpus1.txt": 0.3753488428354625 
Similarity of "bullied3.txt" with "test_corpus1.txt": 0.24211021149610681 
Similarity of "food1.txt" with "test_corpus1.txt": 0.22516070145013847 
Similarity of "school_uniform.txt" with "test_corpus1.txt": 0.20377660285294324 
Similarity of "farm_metaphor.txt" with "test_corpus1.txt": 0.18034050861738923 
Fig. 3. Part of the output for semantic similarities between training documents and the test file 
4. Evaluation and Conclusion 
We have taken previously collected transcripts recorded during our user testing with 200 school 
children to evaluate the efficiency of the updated affect detection component with contextual inference. In 
order to evaluate the performances of the topic theme detection using latent semantic analysis and the rule 
based affect detection in the social context, another three (different) transcripts of the Crohn’s disease 
scenario are used. Two human judges are employed to annotate the topic themes of the extracted 300 user 
inputs from the test three transcripts using the previously mentioned 13 topic categories. Cohen’s Kappa 
is a statistical measurement of inter-annotator agreement. It provides robust measurement by taking the 
agreement occurring by chance into consideration. We used it to measure the inter-agreement between 
human judges for the topic theme annotation and obtained 0.83. Then the 265 example inputs with agreed 
topic theme annotations are used as the gold standard to test the performance of the topic theme detection. 
A keyword pattern matching baseline system has been used to compare the performance with that of the 
LSA. We have obtained an averaged precision, 0.736, and an averaged recall, 0.733, using the LSA while 
the baseline system achieved an averaged precision of 0.603 and an averaged recall of 0.583 for the 13 
topic theme detection. The detailed results indicated that discussion themes of ‘bullying’, ‘disease’ and 
‘food choices’ have been very well detected by our semantic-based analysis. The discussions on ‘family 
care’ and ‘suggestion’ topics posed most of the challenges. For example, the following input is from Peter 
classified as a ‘suggestion’ topic by the human annotators, “This is so hard and I need your support”. The 
semantic analysis has given the highest similarity score (0.905) to one of the ‘bullying’ theme training 
documents and the 2nd highest score (0.901) to the training document with the ‘suggestion’ theme. 
Although the topic detection using LSA made errors like the above sometimes, the similarity scores for 
the ideal classifications became very close to the top score for another topic category. We also notice that 
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sometimes without many contexts, the test inputs may also show ambiguity for topic detection tasks even 
for human judges. Generally the semantic-based interpretation achieves reasonable and promising results. 
The two human judges have also annotated these 265 example inputs with the 15 frequently used 
emotions. Cohen’s Kappa is used again to as an effective channel to measure our system’s performance. 
In our application, since 15 emotions were used for annotation and the annotators may not experience the 
exact emotions as the test subjects did, it led to the low inter-agreement between human judges. The inter-
agreement between human judge A/B is 0.63. While the previous version of the affect detection without 
any contextual inference achieves 0.46 in good cases, the new version achieves inter-agreements with 
human judge A/B respectively 0.56 and 0.58. As mentioned earlier, due to the fact that we have 
considered a large category of emotions for affect annotation, the inter-agreement improvements are 
comparatively small. However, a detailed inspection of the annotated test transcripts by the new version 
of the AI agent indicates that many expressions regarded as ‘neutral’ by the previous version have been 
annotated appropriately as emotional expressions. 
Moreover, in future work, we also intend to extend the emotion modeling with the consideration of 
personality and culture [12]. We are also interested in topic extraction to support affect interpretation, e.g. 
the suggestion of a topic change indicating potential indifference to or uninterested in the current 
discussion theme. It will also ease the interaction and make human characters comfortable if our agent is 
equipped with culturally related small talk behavior. The presented semantic analysis may also benefit the 
responding regimes for the AI agent’s development. We believe these are crucial aspects for the 
development of effective personalized intelligent pedagogical agents. 
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