The inverted Gompertz distribution, and some of its properties are investigated.
INTRODUCTION
The Gompertz distribution plays an important role in modeling human mortality and fitting actuarial tables. Benjamin Gompertz introduced a new distribution named by Gompertz distribution [see AL-Hussaini, AL-Dayian and Adham (2000) ]. It is used as a growth model, especially in epidemiological and biomedical studies [see Jaheen (2003b) ]. Casey used the Gompertz distribution as a statistical model to fit tumor growth [see AL-Hussaini, AL-Dayian and Adham (2000) ]. Also, Laird studied several types of tumors in mice, rats and rabbits and concluded that the growth of a transplanted, or primary, tumor is described well by the Gompertz distribution [see AL-Hussaini, ALDayian and Adham (2000) ].
Many authors have contributed to the studies of statistical methodology and characterization of this distribution; for example, Sherman and Morrison (1950) , Ahuja and Nash (1967) , Garg, Raja Rao and Redmond (1970) , Adham (1996) , AL-Hussaini, AL-Dayian and Adham (2000) , Adham and Walker (2001) , Jaheen [(2003a), (2003b) The probability density function (pdf) of the random variable( X ) which has a Gompertz distribution is defined as;
then, the distribution of 1   X T is referred as the inverse or inverted Gompertz (IG) distribution.
This paper consists of five sections. Section (1) is an introduction. In Section (2), some descriptive properties of the inverted Gompertz distribution are obtained. Also, some transformed distributions of the inverted Gompertz distribution are given. In Section (3), maximum likelihood estimation of the shape and scale parameters, reliability function (RF) and hazard rate function (HRF) of the inverted Gompertz distribution based on Type II censored samples are presented. In Section (4), a Monte Carlo simulation study is described. This study ends, in Section (5), by concluding remarks. 
THE MAIN PROPERTIES OF THE INVERTED GOMPERTZ

DISTRIBUTION
3. The RF of the random variable T is given by;
4. The HRF of the random variable T is given by;
Graphical description
The curves of four IG ) a, ( b densities and the corresponding HRF's are plotted in figure (1).  When b  a the curves of the pdf and HRF are monotone decreasing.
the curves of the pdf and HRF are monotone decreasing.
Moments of the inverted Gompertz distribution
The moments of the IG ) a, ( b distribution do not exist, but the approximate mean and variance, using the method of statistical differentials [see Adham (1996) ]., for the IG ) a, ( b distribution can be written as follows:
and
[For proof, see the Appendix]. 
The mode of the inverted Gompertz distribution
The mode D of the random variable T can be obtained by maximizing the pdf as followes:
is as given by (2), after replacing t by D , and
The solution of (6) 
which gives the mode of an IG ) a, ( b .
Quantiles of the inverted Gompertz distribution
The quantile of the IG ) a, ( b distribution is given by
and the special cases may be obtained by using (10) 
where, for
is as given by (2) after replacing t and a by ) (r t and ) ( a r j  , respectively, and the combination factors rj  are given by
It is well known that the pdf of the r th order statistic   T r of a random sample of size n drawn from a population with pdf f t T ( ) and cdf F t T ( ) is given by
By expanding   r n T t F   ) ( 1 , using the binomial expansion, (14) can be written as
By substituting
given by (2) and (3) in (15), after replacing t by   t r , we
Special cases
, we obtain the pdf of the first order statistic,
, which is given by
 is the pdf of the IG ) a, ( b , given by (2) after replacing a by a( j+1),
Therefore, the pdf of the minimum of a random sample drawn from an 
where
is the pdf of the IG ) a, ( b , given by (2) after replacing a by
. Therefore, the pdf of the median of a random sample drawn
functions, and combination factors (12), r n  , we obtain the pdf of the last order statistic,
is given by
is the pdf of the IG ) a, ( b given by (2) after replacing a by ) ( a n . Therefore, the pdf of the maximum of a random sample drawn from an IG ) a, ( b population is the same distribution but with parameters ) ( a n and b as shown in (20 
ESTIMATION OF THE PARAMETERS, RELIABILITY AND HAZARD
RATE FUNCTIONS BASED ON TYPE II CENSORED SAMPLES
In this section, we are concerned with the estimation of the vector of two parameters, 
is given by (4). When
, reduces to the likelihood function for complete samples.
The natural logarithm of the likelihood function, (21), is given by
And the substitution of (2) and (4) into (22) yields
MLE's of the Parameters of Inverted Gompertz Distribution
To obtain the MLE's of the parameters, a and b, differentiate  in (23) with respect to a and b and setting to zero, we obtain The two nonlinear likelihood equations (25) and (26) can be solved by using Newton-Raphson iteration scheme, to yield the MLE's ) , â ( b of a and b.
Remark (1):
It may be observed that the complete sample case is a special case from Type II censored sample and in this case, we notice the following:
 The two nonlinear likelihood equations (25) and (26) 
MLE's of RF and HRF
The MLE's of the RF, ) (t R , and HRF, ) ( h t , are obtained by replacing the parameters a and b in (4) and (5) by their MLE's. Hence, for a given value of t, the MLE's of ) (t R and ) ( h t are given, respectively, by
where â and b are the MLE's of a and b respectively.
Asymptotic Variances and Covariances of MLE's
The asymptotic variances and covariances of MLE's are given by the elements of the inverse of the Fisher information matrix
. Unfortunately, the exact mathematical expressions for the above expectations are very difficult to obtain. Therefore, we give below the observed Fisher
, which is obtained by dropping the expectation on operator E. The approximate asymptotic variances-covariances matrix Vˆ for the MLE's is obtained by inverting the observed information matrix,
Differentiating (25) and (26) with respect to a and b we have: 
) (
where 2  z is a standard normal variate.
MONTE CARLO SIMULATION
Some numerical results, based on the MLE's, are obtained according to the following steps:
1. Given a and b, generate random samples of size n (n = 40, 60 and 100) from an
2. Order the sample obtained in step1.
3. Obtain the MLE's of the parameters a and b by solving the two nonlinear equations (25) and (26) simultaneously, using Newton-Raphson iteration scheme.
Compute the MLE's of the RF and HRF at time 0
t , using equations (27) and (28) Tables (2) , (3) and (4). 
CONCLUDING REMARKS
It may be observed, from Tables (2), (3) and (4) 3. If the sample size, n, increases and the censoring ratio is kept fixed, the estimated risks (ER's) decrease and the estimates improved.
4. By increasing the censoring size, r, that is, by using more sample units the ER's and variances of the estimates decrease and the efficiency of the estimates increase as a result of decreasing variances.
5. The estimates ) ( t R and (t) ĥ are almost asymptotically unbiased.
6. The covariances between the estimates â and b are negative in all cases. Sizes n, Censoring Sizes r and Repetitions m (a = 3, b = 3, R(2.5) = 0.9017379041, h(2.5) = 0.1736602066) 
