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Abstract
We derive Wong’s equations for the finite-dimensional dynamical
system representing the motion of a scalar particle on a compact Rie-
mannian manifold with a given free isometric smooth action of a com-
pact semisimple Lie group. The obtained equations are written in
terms of dependent coordinates which are typically used in an im-
plicit description of the local dynamics given on the orbit space of
the principal fiber bundle. Using these equations we obtain Wong’s
equations in a pure Yang–Mills gauge theory with the Coulomb gauge
fixing. This result is based on the existing analogy between the reduc-
tion procedures carried out in our finite-dimensional dynamical system
and in Yang-Mills gauge fields.
1 Introduction
In his paper [1], S.K.Wong suggested the equations for the phenomenological
description of the strong interactions. His idea was to present this interaction
by means of the classical motion of some particles. A new approach has given
rise to an alternative method of studying the behavior at short distances in
QCD theory. (As an example of such an approach we refer to [2, 3].)
We note that one of Wong’s equations, the equation for the motion of the
particle in an external field, was earlier obtained by Kerner in [4].
Later Montgomery discovered [5], that Wong’s equations are related to
the dynamical systems with a symmetry. One can meets with the equations
when considering the reduction problems in these systems. Wong’s equations
∗E-mail adress: storchak@ihep.ru
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are the horizontal and vertical parts of the geodesic equation written for the
Kaluza-Klein metric [6].
In the cotangent bundle reduction problem, Wong’s equations can be
obtained by extracting the horizontal part of ker(dω), where ω is a connection
one-form which characterise the dynamical system [7].
Although Wong’s equations, resulting in reduction problems, coinside in
form with the original Wong’s equations (and with the equations that are
used in applications), they have a different meaning. In the original equa-
tions, the field strength is a curvature of an arbitrary given gauge potential,
whereas in the reduction problems, the field strength is a curvature of a spe-
cial connection one-form, called the mechanical connection.1 That is, the
field strength is related to an effective internal interaction which exists in
each dynamical system with a symmetry.
In Yang–Mills theory, we are dealing with an infinite-dimensional dynam-
ical system with gauge degrees of freedom. In this theory, a description of a
local dynamics can only be done in an implicit way. “True motion” of the
system on the gauge orbit space can be studied by considering the evolution
of the corresponding dynamical system given on the gauge surface. Since this
surface is determined by the gauge conditions, this means that one should
use the dependent variables to describe the evolution.
An appropriate method of such a description of the reduced motion in
the finite-dimensional dynamical systems was previously developed in our
papers [8, 9]. We considered the motion of the scalar particle on the compact
Riemannian manifold on which an isometric smooth action of the semisimple
compact Lie group was given. It was assumed that this action is free and
proper. As in gauge theories, the reduced evolution in this system is defined
on the orbit space of a group action.
The first part of our paper will be devoted to derivation of Wong’s equa-
tions for our finite-dimensional dynamical system.
In the second part of the paper, after short reviewing of the reduction
problem in a pure Yang-Mills theory, in which the reduced surface is given
by means of the Coulomb gauge condition, we obtain Wong’s equations for
Yang-Mills gauge theory. This is done by generalizing Wong’s equations for
the finite-dimensional system.
In the last section we discuss some questions that must be addressed in
future studies.
Details of the derivation of Wongs’s equations are considered in Appendix.
1This connection is naturally arises in the reduction procedure.
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2 Definitions
In this section we introduce the notations from our papers [8, 9], where
the motion of the scalar particle on a compact manifold P was studied. A
free isometric smooth action2 of a semisimple compact Lie group G on this
manifold leads to the fiber bundle picture with P as the total space of this
principal fiber bundle pi : P → P/G =M.
To perform the reduction procedure we must first replace the original
coordinates QA, given on a local chart of the manifold P, by new coordi-
nates (Q∗A, aα) (A = 1, . . . , NP , NP = dimP;α = 1, . . . , NG, NG = dimG)
related to the fiber bundle. We are forced to introduce additional constraints
χα(Q∗) = 0 in order to have one-to-one correspondence between the old
coordinates QA and (Q∗A, aα).
These constraints define the local submanifolds in the manifold P. If these
local submanifolds (local sections) can be ‘glued’ into the global manifold Σ,
we get a trivial principal fiber bundle P (M,G) which is locally isomorphic
to the trivial bundle Σ×G → Σ. Therefore, we can use the coordinates Q∗A
for the description of the evolution which is given on the manifoldM.
Replacing the original coordinate basis ( ∂
∂QA
) for a new coordinate basis
( ∂
∂Q∗A
, ∂
∂aα
), we come to the following representation for the original metric
G˜AB(Q
∗, a) of the manifold P:(
GCD(Q
∗)(P⊥)
C
A(P⊥)
D
B GCD(Q
∗)(P⊥)
D
AK
C
µ u¯
µ
α(a)
GCD(Q
∗)(P⊥)
C
AK
D
ν u¯
ν
β(a) γµν(Q
∗)u¯µα(a)u¯
ν
β(a)
)
, (1)
where Kµ are the Killing vector fields for the Riemannian metric GAB(Q).
(This vector fields are restricted to the submanifold Σ ≡ {χα = 0}.)
In (1), by γµν we denote the metric given on the orbit of the group action.
It is defined by the relation γµν = K
A
µGABK
B
ν .
u¯αβ(a) (and u
α
β(a)) are the coordinate representations of the auxiliary func-
tions given on the group G.
The operator P⊥(Q
∗) is used to projects the vectors onto the tangent
space to the gauge surface Σ:
(P⊥)
A
B = δ
A
B − χ
α
B(χχ
⊤)−1βα(χ
⊤)Aβ ,
(χ⊤)Aβ is a transposed matrix to the matrix χ
ν
B ≡
∂χν
∂QB
, (χ⊤)Aµ = G
ABγµνχ
ν
B.
The pseudoinverse matrix G˜AB(Q∗, a) to the matrix (1), i.e. such a matrix
for which
G˜ABG˜BC =
(
(P⊥)
A
C 0
0 δαβ
)
,
2We consider the right action of the group on P .
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is given by
(
GEFNCEN
D
F G
SDNCS χ
µ
D(Φ
−1)νµv¯
σ
ν
GCBχγC(Φ
−1)βγN
D
B v¯
α
β G
CBχγC(Φ
−1)βγχ
µ
B(Φ
−1)νµv¯
α
β v¯
σ
ν
)
. (2)
The matrix (Φ−1)βµ is inverse to the Faddeev – Popov matrix Φ,
(Φ)βµ(Q) = K
A
µ (Q)
∂χβ(Q)
∂QA
.
The projection operator
NAC ≡ δ
A
C −K
A
α (Φ
−1)αµχ
µ
C
has the following properties:
NABN
B
C = N
A
C , N
A
BK
B
µ = 0, (P⊥)
A˜
BN
C
A˜
= (P⊥)
C
B, N
A˜
B (P⊥)
C
A˜
= NCB .
The matrix v¯αβ (a) is an inverse matrix to matrix u¯
α
β(a).
3 Wong’s equations
Wong’s equations can be derived from the geodesic equations written in a
special coordinate basis. So we need to change the previous coordinate ba-
sis ( ∂
∂Q∗A
, ∂
∂aα
) given on P for a new nonholonomic basis. This basis was
introduced in our paper [10]. It generalizes the horizontal lift basis consid-
ered in [11]. Our basis consists of the horizontal vector fields HA and the
left-invariant vector fields Lα = v
µ
α(a)
∂
∂aµ
. The vector fields Lα obey the
commutation relations
[Lα, Lβ] = c
γ
αβLγ ,
where the cγαβ are the structure constants of the group G.
The horizontal vector fields HA are given as follows
HA = N
E
A (Q
∗)
(
∂
∂Q∗E
− A˜αE Lα
)
,
where A˜αE(Q
∗, a) = ρ¯αµ(a)A
µ
E(Q
∗). The matrix ρ¯αµ is inverse to the matrix ρ
β
α
of the adjoint representation of the group G, and AνP = γ
νµKRµ GRP is the
mechanical connection defined in our principal fiber bundle.
The horizontal vector fields HA have the following commutation relation:
[HC , HD] = (Λ
γ
CN
P
D − Λ
γ
DN
P
C )K
S
γP HS −N
E
CN
P
D F˜
α
EPLα,
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where ΛγD = (Φ
−1)γµ χ
µ
D, and the curvature F˜
α
EP of the connection A˜ is given
by
F˜αEP =
∂
∂Q∗E
A˜
α
P −
∂
∂Q∗P
A˜
α
E + c
α
νσ A˜
ν
E A˜
σ
P ,
(F˜αEP (Q
∗, a) = ρ¯αµ(a)F
µ
EP (Q
∗) ). In the derivation of the above commutation
relation, we have used the equality
Lα A˜
λ
E = −c
λ
αµ A˜
µ
E.
It follows from the equation satisfied by ρ: Lα ρ
γ
β = c
µ
αβ ρ
γ
µ.
In other words, the previous commutation relations represent the com-
mutation relations of the nonholonomic basis
[HC , HD] = C
A
CDHA + C
α
CDLα
with the structure constants
C
A
CD = (Λ
γ
CK
A
γD − Λ
γ
DK
A
γC)
and
C
α
CD = −N
S
CN
P
D F˜
α
SP .
In our basis, Lα commutes with HA :
[HA, Lα] = 0.
And the metric (1) has the following representation:
GˇAB =
(
GHAB 0
0 γ˜αβ
)
, (3)
where
G˜(HA, HB) ≡ G
H
AB(Q
∗), G˜(Lα, Lβ) ≡ γ˜αβ(Q
∗, a) = γα′β′(Q
∗) ρα
′
α (a) ρ
β′
β (a).
The “horizontal metric” GH is defined by the projection operator ΠAB =
δAB −K
A
µ γ
µνKDν GDB as follows: G
H
DC = Π
D˜
D Π
C˜
C GD˜C˜ .
Note that the projection operator ΠAB satisfies the properties: Π
A
LN
L
C =
ΠAC and Π
L
BN
A
L = N
A
B .
The pseudoinverse matrix GˇAB to the matrix (3) is defined by the follow-
ing orthogonality condition:
GˇABGˇBC =
(
NAC 0
0 δαβ
)
,
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and can be written as
GˇAB =
(
GEFNAEN
B
F 0
0 γ˜αβ
)
.
Using the following formula3
2 ΓˇDAB G˜(∂D, ∂C) = ∂A G˜(∂B, ∂C) + ∂B G˜(∂A, ∂C)− ∂C G˜(∂A, ∂B)
−G˜(∂A, [∂B, ∂C])− G˜(∂B, [∂A, ∂C]) + G˜(∂C , [∂A, ∂B]),
we calculated (in [10]) the Christoffel symbols ΓˇDAB in the nonholonomic basis
(HA, Lα):
ΓˇDAB = N
E
A
HΓDBE ,
ΓˇµAB = −
1
2
NEAN
F
B F˜
µ
EF ,
ΓˇPαB =
1
2
GPSNFS N
E
B F˜
µ
EF γ˜µα,
ΓˇPAβ =
1
2
GPSNFS N
E
A F˜
µ
EF γ˜µβ,
ΓˇPαβ = −
1
2
GPSHS γ˜αβ = −
1
2
GPSNES D˜Eγ˜αβ ,
ΓˇµαB =
1
2
γ˜µνHBγ˜αν =
1
2
γ˜µνNEB D˜Eγ˜αν ,
ΓˇµAβ =
1
2
γ˜µνHAγ˜βν =
1
2
γ˜µνNEA D˜E γ˜βν ,
Γˇµαβ =
1
2
γ˜µν(cσαβ γ˜σν − c
σ
νβγ˜ασ − c
σ
ναγ˜βσ).
In these formulae, the covariant derivatives are given as follows
D˜Eγ˜αβ =
( ∂
∂Q∗E
γ˜αβ − c
σ
µαA˜
µ
Eγ˜σβ − c
σ
µβA˜
µ
E γ˜σα
)
.
Note also that the Christoffel symbols HΓBCD are defined by the equality
GHAB
HΓBCD =
1
2
(
GHAC,D +G
H
AD,C −G
H
CD,A
)
.
Here, by the derivatives we mean the following: GHAC,D ≡
∂GHAC(Q)
∂QD
∣∣∣
Q=Q∗
.
The geodesic equation in the Riemannian manifold P can be written as
dy˙A
dt
+ ΓˇABC y˙
By˙C = 0.
3The terms of the form ∂AG˜ denote the corresponding directional derivatives.
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In our horizontal lift basis, we first decompose the tangent vector y˙ into the
horizontal and vertical components:
y˙(t) = zA(t)HA + z
α(t)Lα.
Because of the orthogonality of our basis, we get the system of two equations:
dzA
dt
+ ΓˇABC z
BzC + ΓˇABα z
Bzα + ΓˇAβB z
Bzβ + ΓˇAαβ z
αzβ = 0
dzµ
dt
+ ΓˇµAB z
AzB + ΓˇµαB z
αzB + ΓˇµAβ z
Azβ + Γˇµαβ z
αzβ = 0
If we replace the Christoffel symbols ΓˇABα by their explicit expressions, we
come to desirable equations. The horizontal equation will be as follows
d Q˙∗A
dt
+ HΓABCQ˙
∗BQ˙∗C +GASNFS F
ν
EF Q˙
∗Epν +
1
2
GAS NES (DEγ
κσ)pσpκ = 0.
(4)
This equation was obtained from the previous one, after replacing the variable
zA by Q˙∗A. Also, we have introduced a new variable pν = γνκρ
κ
αz
α.
We note that the identity NEB Q˙
∗B = Q˙∗A has allowed us to omit one of the
two projection operators in the third term of eq.(4). Moreover, in derivation
of the last term of this equation, we have used the following identity:
(D˜Eγ˜βν) = −(DEγ
κσ) γµσ ρ
µ
ν γκα ρ
α
β .
Making use of the method from [12], we get the vertical Wong’s equation
dpσ
dt
− cκµσ A
µ
E pκ Q˙
∗E − cκµν A
µ
E γ
νν′ pν′ γσκ Q˙
∗E − cµσν γ
νκ pµ pκ = 0. (5)
This equation was derived by identifying the coordinates zα of the vertical
component of the tangent vector y˙ with the coordinates uαβ((a(t))
daβ
dt
of the
vector which belongs to TeG.
The obtained equation (5) is similar to the corresponding equation from
[12]. But our equation has an extra term depending on Q˙∗, namely the third
term of the equation.
4 Principal bundle coordinates in Yang-Mills
In Yang-Mills theory, the original evolution of the dynamical system is con-
sidered on the function space of connections that are defined in the principal
7
fiber bundle, or equivalently, on the function space of the gauge fields. The
gauge transformations form a group which acts on this space. The reduced
evolution is given on the orbit space of the group action.
In order to apply the geometric approach, developed in [13], to the study
of the dynamical system defined on the space of connections, one must impose
additional functional restrictions both on connections and the gauge group
[14, 15, 16, 17]. We assume that points of a manifold P are the irreducible
connections in the principal fiber bundle P (M,G) (in Sobolev class Hk, k >
3). Also, as the transformation group G, we use the quotient group of the
gauge transformation group by its center. Moreover, we assume that this
group is the gauge group of time-independent transformations:4
A˜αi (x) = ρ
α
β(g
−1(x))Aβi (x) + u
α
µ(g(x))
∂gµ(x)
∂xi
,
where ραβ(g) = u¯
α
ν (g) v
ν
β(g) is the matrix of the adjoint representation of the
group G.
To fix the gauge symmetry, we will use the Coulomb condition ∂kAνk(x) =
0, ν = 1, . . . , NG, (or χ
ν(A) = 0 for short). This means that the original
coordinates “QA” of a point p ∈ P (i.e. the gauge fields Aαi (x) in our case)
can be expressed by making use of the coordinates of the corresponding point
given on a gauge surface Σ ≡ {χν(A) = 0}. As in the finite-dimensional case,
the local evolution on the orbit space corresponds to the evolution given on
the surface defined by this gauge.
It is known that in the case of time-independent gauge transformation, the
Hamiltonian of the pure Yang-Mills theory, which is used in the Schro¨dinger
functional approach [18], has the following form:5
H =
1
2
µ2κ△P [Aa] +
1
µ2κ
V [Aa],
where
△P [A] =
∫
d3x kαβδij
δ2
δAαi (x) δA
β
j (x)
,
V [A] =
∫
d3x
1
2
kαβ F
α
ij (x)F
β ij(x) .
kαβ = c
τ
µαc
µ
τβ is the Cartan–Killing metric on the group G, µ
2 = ~g20, and κ
is a real positive parameter. This means that for the quadratic part of the
Hamiltonian,
G(α,i,x) (β,j,x
′) δ
2
δA(α,i,x) δA(β,j,x′)
,
4This means that the gauge condition A0 = 0 is already imposed.
5We restrict our consideration to the Euclidean domain.
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one can use the flat metric G(α,i,x) (β,j,x
′) = kαβ δi j δ3(x− x′).
Notice that in some cases, the employment of the flat metric may lead to
divergences. In these cases one must regularize the flat metric, i.e. convert
it into a Riemannian metric of a special form [13].
In the formulae given above, we have used the extended notation for the
indices from [19]. With this notation, one can easily generalize the formulae
obtained in the finite-dimensional case to the corresponding formulae of the
field theories.
Thus, in our problem, we have a flat Riemannian metric
ds2 = G(α,i,x)(β,j,y)δA
(α,i,x)δA(β,j,y) ,
G(α,i,x)(β,j,y) = G
( δ
δAαi (x)
,
δ
δAβj (y)
)
= kαβδ
ijδ3(x− y) ,
which is given on the original manifold P of the gauge potentials.
This manifold can be viewed locally as a total space of the principal fiber
bundle pi : P →M. It follows that instead of the coordinates Aαi (x) given on
the original the manifold P we can introduce new coordinates (A∗αi (x), g
µ(x))
which are related to the principal bundle. The dependent coordinates A∗
must satisfy the equation defined by the gauge condition: χα(A∗) = 0 .
All the transformations, that have been made in the finite-dimensional
case, can also be performed in the function space of the gauge fields. By using
one of these transformations, i.e. the corresponding gauge transformation,
we restrict the Killing vectors K(α,y), defined on P as
K(α,y) = K
(µ,i,x)
(α,y)
δ
δA(µ,i,x)
,
K
(µ,i,x)
(α,y)(A) =
[(
δ µα ∂
i(x) + cµν˜αA
ν˜i(x)
)
δ3(x− y)
]
≡
[
Dµiα(A(x)) δ
3(x− y)
]
(here ∂i(x) is a partial derivative with respect to x
i), to the the gauge surface
Σ.6 The Killing vectors on Σ are used for definition of the orbit metric
γ(µ,x)(ν,y) = K
(α,i,z)
(µ,x)G(α,i,z)(β,j,u)K
(β,j,u)
(ν,y) .
That is,
γ(µ,x)(ν,y) =
∫
d3u d3v kϕα δ
kl δ3(u−v)
[
Dϕµk(u)δ
3(u− x)
] [
Dαν l(v)δ
3(v − y)
]
.
6On the surface Σ, the components K
(µ,i,x)
(α,y) become dependent on A
∗.
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There is also another representation for the metric γ :
γ(µ,x)(ν,y) = kϕαδ
kl
[
(−δϕµ ∂k(x) + c
ϕ
σµA
∗σ
k(x))(δ
α
ν∂l(y) + c
α
κνA
∗κ
l (y))δ
3(x− y)
]
.
An ”inverse matrix” γ(α,y)(µ,z) to the matrix γ(µ,x)(ν,y) can be defined by
the following equation:
γ(µ,x)(ν,y) γ
(ν,y)(σ,z) = δ
(σ,z)
(µ,x) ≡ δ
σ
µ δ
3(z− x) .
Integrating over y in the left side of the equation (i.e. performing the gener-
alized summation over the repeated index y), we get
kϕα δ
kl D˜ϕµk(A
∗(x))Dαν l(A
∗(x)) γ(ν,x)(σ,z) = δσµ δ
3(z− x) .
Thus, γ(ν,x)(σ,z) is the Green function of the operator (D˜ D)µν . Of course, this
implies a choice of the certain boundary conditions. We also recall that the
Killing vector and the matrix γµν are used in determining the mechanical
connection
A
σ
P (Q
∗) = γσ µ(Q∗)KRµ (Q
∗)GRP (Q
∗) .
Its counterpart in the Yang-Mills fields, the “Coulomb connection” AαB, is
given by
A
(α,x)
(β,j,y) =
[
Dϕµj(A
∗(y))γ(α,x) (µ,y)
]
kϕβ .
5 Wong’s equations for the gauge fields
In this section, we consider briefly the main steps that lead us to Wong’s
equations. Since the Riemannian metric on the original manifold of the
gauge fields is flat, we first rewrite the equation (4), assuming now that in
the finite-dimensional case the metric is also flat, i.e. GAB = δAB.
By using the Killing relation for the flat metric, it is not difficult to find
that KFσ F
ν
EF = 0. This relation allows us to get rid of the projector N in
the equation (4), and as a result, we come to the following equation:
d Q˙∗A
dt
+ HΓABCQ˙
∗BQ˙∗C +GASFνESQ˙
∗Epν +
1
2
GAE (DEγ
κσ)pσpκ = 0. (6)
This equation will be used in derivation of the Wong’s equation for the
gauge field. But first we must transform the terms of this equation. We will
express the curvature FνES, the Christoffel symbol
HΓABC and DEγ
κσ by using
the Killing vectors, the mechanical connection and the orbit metric.
Let us consider the term of the equation with the curvature FνES = A
ν
SE−
AνES+ c
ν
βσ A
β
E A
σ
S. Taking the partial derivative of the mechanical connection
10
AνS = γ
νµKRµ GRS with respect to Q
∗E , one can find, after some necessary
transformations, that
AνSE = −γ
νǫKRǫE GRB K
B
µ A
µ
S −A
ν
BA
µ
S K
B
µE + γ
νµKBµE GBS.
Using the obtained representation for AνSE in the curvature F
ν
ES, it is not
difficult to get (also by means of the Killing relation for the flat metric) the
following equality
GASFνES = 2γ
νǫ (KBǫ K
R
µB)GRE γ
µβ KAβ + c
σ
µǫ γ
νǫKRσ GRE γ
µβ KAβ
+2γνµKAµE − 2γ
νǫ (KBǫ K
A
µB)A
µ
E − c
σ
µǫ γ
νǫAµEK
A
σ + c
ν
βσ γ
σαAβE K
A
α .(7)
Notice that it is possible to combine the second, fifth and sixth terms at the
right hand side of eq.(7). These terms can be rewritten to give
−2Γνκσγ
σϕ
A
κ
EK
A
ϕ ,
in which the Christoffel symbol of the orbit is defined by
Γναβ =
1
2
(cναβ − γ
νǫcσǫαγσβ − γ
νǫcσǫβγσα).
Now we consider the Christoffel symbols HΓABC associated with the hori-
zontal metric HGAB. In the case of a flat metric, it can be presented as
HΓABC = −(A
β
BK
A
βC +A
β
C K
A
βB) +
1
2
(KMν K
A
βM) (A
ν
BA
β
C +A
ν
C A
β
B). (8)
Notice that this expression is equal to an analogous expression for the Christof-
fel symbol obtained in [20].
The last term of eq.(6), as can be easily shown, has the following equiv-
alent representation:
1
2
GAE (DEγ
κσ) = (KBµ K
A
βB) γ
µκ γβσ + cκβνγ
νσ γβµKAµ . (9)
In order to obtain Wong’s equations for the gauge fields, one needs to
make a replacement of the terms of equations (7), (8) and (9) by the appro-
priate functional expressions, and then to perform the generalized summation
over the repeated indices.
It is easy to see, for example, that the partial derivatives of Killing vectors
in a finite-dimensional case, i.e.
KCαB(Q
∗) = ∂KCα(Q
∗)/∂Q∗B ,
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can be associated with the functional derivatives of K
(ǫ,m,z)
(α,x) with respect to
A(β,j,y):
K
(ǫ,m,z)
(α,x)(β,j,y) ≡
δ
δA(β,j,y)
K
(ǫ,m,z)
(α,x) = δ
m
j c
ǫ
βα δ
3(z− x) δ3(z− y) .
Making use of the functional expression for KCαB and performing the inte-
gration and summation over the repeated indices, we can find the functional
representation for the following product KBσ K
E
αB. It is given by
K
(ϕ,m,z)
(α,x)(β,j,y)K
(β,j,y)
(σ,u) = c
ϕ
βα δ
3(z− x)
[
Dβmσ (A
∗(z))δ3(z− u)
]
.
In other cases we will proceed in a similar way. Some details of these calcu-
lations are considered in Appendix. We present here only the result of our
calculation, according to which the horizontal Wong’s equation is as follows
d
dt
A˙∗αi(x, t) +
(
−2 cαǫβ A˙
∗ǫi(x, t)
∫
dyA
(β,x)
(σ,j,y)A˙
∗σj(y, t)
+ cαµβ
∫
dydzA
(β,x)
(ǫ,k,z)
[
Dµiν (A
∗(x, t))A
(ν,x)
(σ,j,y)
]
A˙∗σj(y, t) A˙∗ǫk(z, t)
)
+“F − terms′′
−cβϕµ k
αϕ
∫
du dz γ(κ,u) (µ,x)A
(σ,i,z)
(β,x) pκ(u, t) pσ(z, t) = 0,
where the “F−terms′′ corresponds to the terms of eq.(7). They are explicitly
given as
1.
−2cσϕµk
βα
∫
dydzA
(ν,z)
(σ,k,y)A
(µ,i,y)
(β,x) A˙
∗ϕk(y, t) pν(z, t)
2.
cσµǫ
∫
dy dz
{
kσϕ
[
∂k(y)γ
(ν,z) (ǫ,y)
]
kβαA
(µ,i,y)
(β,x)
+ γ(ν,z) (ǫ,y)kρϕ
[
Dρσk(A
∗(y, t))A
(µ,i,y)
(β,x)
]
kβα
}
A˙∗ϕk(y, t) pν(z, t)
3.
2 cαβµ
(∫
dz γ(ν,z) (µ,x) pν(z, t)
)
A˙∗ϕi(x, t)
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4.
2cσρµk
ρα
∫
dydzA
(ν,i,z)
(σ,x) A
(µ,x)
(ϕ,k,y) A˙
∗ϕk(y, t) pν(z, t)
5.
−cσµǫ
∫
dy dz
{
δασ
[
∂i(x)γ(ν,z) (ǫ,x)
]
A
(µ,x)
(ϕ,k,y)
+ γ(ν,z) (ǫ,x)
[
Dαiσ (A
∗(x, t))A
(µ,x)
(ϕ,k,y)
]}
A˙∗ϕk(y, t) pν(z, t)
6.
cνβσk
µα
∫
dy dzA
(β,z)
(ϕ,k,y)A
(σ,i,z)
(µ,x) A˙
∗ϕk(y, t) pν(z, t)
The vertical Wong’s equation is
d
dt
pσ(x, t)− c
κ
ϕσ pκ(x, t)
∫
dyA
(ϕ,x)
(β,j,y) A˙
∗βj(y, t)
−cǫϕα
∫
dv dr γ(α,v) (µ,r) pµ(r, t) γ(σ,x) (ǫ,v)
∫
dyA
(ϕ,v)
(β,j,y) A˙
∗βj(y, t)
−cϕσǫ pϕ(x, t)
∫
dy γ(ǫ,x) (µ,y) pµ(y, t) = 0.
6 Concluding remarks
In this paper, our aim was to obtain Wong’s equations in a pure Yang–Mills
theory. To solve this problem, we first examined a similar problem in a
finite-dimensional case, using for this purpose a special dynamical system
with symmetry. The original Riemannian manifold, being the configuration
space of our dynamical system, can be viewed as a total space of the principal
fiber bundle.
We have used an approach by which the description of the evolution on
the orbit space is given in terms of the dependent variables (presented in
a local picture by dependent coordinates). This choice corresponds to the
case of the “unresolved gauges” in the Yang-Mills gauge theory, and this
implies that we can not find the local coordinates in explicit form on the
gauge surfaces.
Using the bundle coordinates on the original manifold, we have derived
Wong’s equations whose solutions determine the geodesic motion in the orig-
inal Riemannian manifold. The fact that these equations are closely related
13
to the reduction problems in the dynamical systems with a symmetry allows
one to use them to get analogous equations in a variety of dynamical systems
with similar behavior under reduction.
In our paper, Wong’s equations in the Yang–Mills theory were obtained
as a natural generalization of their finite-dimensional analogues. We found
that Wong’s equations are rather complicated nonlocal integro-differential
equations.
Notice that if we put the vertical variables in Wong’s equations equal to
zero, we will get the equation which describes the geodesic motion on the
gauge orbit space. This equation is also of interest in the gauge theories,
since it may be used there for the study of the internal dynamics.
7 Appendix
Our Wong’s equations for the Yang–Mills theory are obtained by generalizing
the finite-dimensional equations. Instead of the finite-dimensional variables,
we introduce their counterparts taken from the gauge field theory. In our new
notation, the field variables will have the extended indices. This means that
now we regard the indices of the variables in the finite-dimensional equations
as a compact notation of the corresponding extended indices:
A→ (α, i, x); µ→ (µ, u); . . . etc .
Then for the time derivative of the basic variable QB(t) we have the following
correspondence:
Q˙∗B(t)→
d
dt
A∗(σ,j,y)(t) ≡
d
dt
A∗σj(y, t) ≡ A˙∗σj(y, t).
Thus, to obtain the Wong’s equation for the gauge field we need to make a
similar replacements in all variables of the finite-dimensional equations.
Let us consider the “ HΓ-terms” of Wong’s equations
HΓABC Q˙
∗BQ˙∗C =
(
−2AβBK
A
β C + (K
M
ν K
A
βM)A
ν
BA
β
C
)
Q˙∗BQ˙∗C .
We see that there are linear and quadratic in A terms on the right hand side
of this equation.
The first term of HΓ is given by −AβBK
A
β C . Making use of the following
replacements
AβB → A
(β,p)
(σ,j,y); K
A
β C → K
(α,i,x)
(β,p)(ǫ,k,z) ≡ δ
i
k c
α
ǫβ δ
3(x− p) δ3(x− z) ,
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we get that
AβBK
A
βC →
∫
dpA
(β,p)
(σ,j,y)δ
i
k c
α
ǫβ δ
3(x−p) δ3(x−z) = A
(β,x)
(σ,j,y)δ
i
k c
α
ǫβ δ
3(x−z).
It needs then to multiply this expression by A˙∗σj(y, t)A˙ǫk(z, t) and take a
”generalized sum” over the repeated indices, that is
−δik
∫
dy dzA
(β,x)
(σ,j,y) c
α
ǫβ δ
3(x− z)A˙∗σj(y, t)A˙ǫk(z, t).
So we obtain
−cαǫβ A˙
∗ǫi(x, t)
∫
dyA
(β,x)
(σ,j,y)A˙
∗σj(y, t).
This expression is the contribution to the horizontal Wong’s equation arising
from the first “A-term“ of HΓABC . The second term gives the same contribu-
tion.
In Wong’s equations, the “AA-terms“ of the Christoffel symbol are mul-
tiplied by a factor (KMν K
A
βM) which now is equal to
K
(µ,m,s)
(ν,u) K
(α,i,x)
(β,p)(µ,m,s) = c
α
µβ
[
Dµiν (A
∗(x))δ3(x− u)
]
δ3(x− p) .
Because the first “AA-term“ in HΓ is (KMν K
A
βM)A
ν
BA
β
C , we first multiply
the obtained expression by A
(ν,u)
(σ,j,y)A
(β,p)
(ǫ,k,z) and then integrate it over p and
u. This lead us to∫
du cαµβ
[
Dµiν (A
∗(x))δ3(x− u)
]
A
(ν,u)
(σ,j,y)A
(β,x)
(ǫ,k,z) =
cαµβ A
(β,x)
(ǫ,k,z)
(
Dµiν (A
∗(x))A
(ν,x)
(σ,j,y)
)
.
It follows that the contribution of the “AA-terms“ of HΓ to Wong’s equations
is
cαµβ
∫
dydzA
(β,x)
(ǫ,k,z)
[
Dµiν (A
∗(x, t))A
(ν,x)
(σ,j,y)
]
A˙∗σj(y, t) A˙∗ǫk(z, t) .
Here we have taken into account the fact that the main variable Q∗(t) of
Wong’s equations depends on the evolution parameter t. Therefore, we must
replace A∗(y) by A∗(y, t) in our final formulas.
Now consider the “F–terms” of the horizontal Wong’s equation. In the
finite-dimensional equation (6) they are given by GASFνESQ˙
∗Epν . In eq.(7)
we have expressed GASFνES in terms of A, K and γ
αβ. The first term in this
representation is
2γνǫ (KBǫ K
R
µB)GRE γ
µβ KAβ .
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In gauge fields, it can be rewritten as
2γ(ν,z)(ǫ,u) (. . .)
(ρ,m,v)
(µ,v1)(ǫ,u)
G(ρ,m,v)(ϕ,k,y)γ
(µ,v1)(β,b)K
(α,i,x)
(β,b) .
Here (. . .)
(ρ,m,v)
(µ,v1)(ǫ,u)
is
cρ
β˜µ
δ3(v − v1)
[
Dβ˜mǫ (A
∗(v))δ3(v − u)
]
,
and G(ρ,m,v)(ϕ,k,y) = kρϕ δmk δ
3(v−y). Performing the integration over v,v1,
u and b, we get
2 cρ
β˜µ
kρϕ
[
Dβ˜ǫk(A
∗(y))γ(ν,z)(ǫ,y)
] [
Dαiβ (A
∗(x))γ(µ,y)(β,x)
]
.
The expression in the last bracket represents the result of the integration
over b. But
A
(α,x)
(σ,j,y)k
σν =
[
Dνµj(A
∗(y))γ(α,x)(µ,y)
]
.
So, we can rewrite the obtained expression as
2 cρ
β˜µ
kρϕ
[
A
(ν,z)
(σ,k,y)k
σβ˜
][
A
(µ,i,y)
(σ′,x)k
σ′α
]
.
Besides, we have
cρ
β˜µ
kσβ˜kρϕ = −c
σ
ν′µk
ρν′kρϕ = −c
σ
ϕµ.
Therefore, the first term of GASFνES has the following representation:
−2 cσϕµA
(ν,z)
(σ,k,y)A
(µ,i,y)
(σ′,x) k
σ′α.
To obtain the first “F–term” of the horizontal Wong’s equation one needs
to multiply this expression by A˙∗ϕk(y, t) and pν(z, t) and then perform the
integration over y and z.
The second term of GASFνES, which is given by
cσµǫ γ
νǫKRσ GRE γ
µβ KAβ ,
can be represented in gauge fields in the following way
c
(σ,v)
(µ,v2)(ǫ,u)
γ(ν,z)(ǫ,u)K
(ρ,m,v1)
(σ,v) G(ρ,m,v1)(ϕ,k,y)γ
(µ,v2)(β,q)K
(α,i,x)
(β,q).
Note that c
(σ,v)
(µ,v2)(ǫ,u)
= cσµǫδ
3(v − v2)δ
3(v − u).
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Using the explicit expressions for K, G and c
(σ,v)
(µ,v2)(ǫ,u)
and performing
integration over v,u,v1,q and v2, we get
cσµǫkρϕ
{
δρσ
[
∂k(y)γ
(ν,z)(ǫ,y)
] [
Dαiβ (A
∗(x))γ(µ,y)(β,x)
]
+ γ(ν,z)(ǫ,y)Dρσk(A
∗(y))
[
Dαiβ (A
∗(x))γ(µ,y)(β,x)
]}
.
Making use of the mechanical connection A, one can rewrite this expression
in the following form:
cσµǫkρϕ
{
δρσ
[
∂k(y)γ
(ν,z) (ǫ,y)
]
kβαA
(µ,i,y)
(β,x) + γ
(ν,z) (ǫ,y)
[
Dρσk(A
∗(y))A
(µ,i,y)
(β,x)
]
kβα
}
.
Notice that another way of writing this result is given by the following formula
cσµǫkρϕ
[
Dρσk(A
∗(y))
(
γ(ν,z) (ǫ,y)A
(µ,i,y)
(β,x)
)]
kβα.
Multiplying resulting expression by A˙∗ϕk(y, t) pν(z, t) and integrating over y
and z, we get the second “F–term” of the horizontal Wong’s equation.
Finally we note that explicit expressions of other terms of Wong’s equa-
tions can be obtained by using a similar approach.
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