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Abstract
We study the large-time behavior of solutions to the compressible Navier-Stokes equations
for a viscous and heat-conducting ideal polytropic gas in the one-dimensional half-space. A
rarefaction wave and its superposition with a non-degenerate stationary solution are shown to
be asymptotically stable for the outflow problem with large initial perturbation and general
adiabatic exponent.
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1 Introduction
The one-dimensional motion of a compressible viscous and heat-conducting gas in the half space
R+ := (0,∞) can be formulated by the compressible Navier-Stokes equations

ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + P )x = (µux)x,
(ρE)t + (ρuE + uP )x = (κθx + µuux)x,
(1.1)
where t > 0 and x ∈ R+ stand for the time variable and the spatial variable, respectively, and
the primary dependent variables are the density ρ, the velocity u and the temperature θ. The
specific total energy E = e + 12u
2 with e being the specific internal energy. It is known from
thermodynamics that only two of the thermodynamic variables ρ, θ, P (pressure), e and s (specific
entropy) are independent. We focus on the ideal polytropic gas, which is expressed in normalized
units by the following constitutive relations
P = Rρθ, e = cvθ, s = cv ln(ρ
1−γθ), (1.2)
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where R > 0 is the gas constant, γ > 1 the adiabatic exponent and cv = R/(γ − 1) the specific
heat at constant volume. Positive constants µ and κ are the viscosity and the heat conductivity,
respectively.
The system (1.1)-(1.2) is supplemented with the initial condition
(ρ, u, θ)|t=0 = (ρ0, u0, θ0), (1.3)
which is assumed to satisfy the far-field condition
lim
x→∞
(ρ0, u0, θ0)(x) = (ρ+, u+, θ+), (1.4)
where ρ+ > 0, u+ and θ+ > 0 are constants. For boundary conditions, we take
(u, θ)(t, 0) = (u−, θ−), (1.5)
where u− and θ− > 0 are constants. The initial data (1.3) is assumed to satisfy certain compati-
bility conditions as usual.
The boundary condition u(t, 0) = u− < 0 means that the fluid blows out from the boundary, and
hence the initial boundary value problem (1.1)-(1.5) with u− < 0 is called the outflow problem. The
problem (1.1)-(1.5) with u− = 0 is called the impermeable wall problem, which has been studied
in [6, 7, 20, 21, 31] and so on. According to the theory of well-posedness for initial boundary value
problem, one has to impose one extra boundary condition ρ(t, 0) = ρ− on {x = 0} for the case
when u− > 0. This case is called the inflow problem and has been investigated by Matsumura
et al. [4, 6, 9, 22, 27, 28]. We refer to Matsumura [19] for a complete classification about the
large-time behaviors of solutions to initial boundary value problems of the isentropic compressible
Navier-Stokes equations in the half space R+.
The main purpose of this article is to study the large-time behavior of solutions to the out-
flow problem (1.1)-(1.5). The nonlinear stability of the stationary solution, the rarefaction wave
and their composition has been addressed in [15, 26] under small initial perturbation. For large
perturbation case, Qin [26] proved that the non-degenerate stationary solution is asymptotically
stable under the technical assumption that the adiabatic exponent γ is close to 1. Recently, Wan
et al. [30] establish the asymptotic stability of the non-degenerate stationary solution with large
initial perturbation and general adiabatic exponent γ. In this article we are going to study the
case when the corresponding time-asymptotic state is a rarefaction wave or its superposition with
a non-degenerate stationary solution under large initial perturbation.
We first investigate the large-time behavior of solutions toward the rarefaction wave for the
outflow problem or the impermeable wall problem (1.1)-(1.5). To this end, we assume that positive
constants ρ+, u± and θ± satisfy
u− = u+ +
∫ (θ−/θ+) 1γ−1 ρ+
ρ+
√
Rγρ1−γ+ θ+z
γ−3
2 dz < u+, (1.6)
so that (ρ+, u+, θ+) ∈ R3(ρ−, u−, θ−) for
ρ− = (θ−/θ+)
1
γ−1 ρ+. (1.7)
Here R3(ρ−, u−, θ−) is the 3-rarefaction wave curve through (ρ−, u−, θ−) given by
R3(ρ−, u−, θ−) :=

(ρ, u, θ)
∣∣∣∣∣∣
ρ > ρ−, ρ1−γθ = ρ
1−γ
− θ−,
u = u− +
∫ ρ
ρ−
√
Rγρ1−γ− θ−z
γ−3
2 dz

 .
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We assume further that
u− +
√
Rγθ− ≥ 0. (1.8)
Then as time t goes to infinity, the solution of the problem (1.1)-(1.5) is expected to converge to the
3-rarefaction wave (ρR, uR, θR)(t, x) connecting (ρ−, u−, θ−) and (ρ+, u+, θ+), which is the unique
entropy solution of the Riemann problem for the corresponding hyperbolic system of (1.1)-(1.2)
(i.e. the compressible Euler system)

ρt + (ρu)x = 0,
(ρu)t + (ρu
2 + P )x = 0,
(ρE)t + (ρuE + uP )x = 0
(1.9)
for (t, x) ∈ R+ × R with initial data
(ρ, u, θ)(0, x) =
{
(ρ−, u−, θ−) for x < 0,
(ρ+, u+, θ+) for x > 0.
(1.10)
Note that (ρR, uR, θR)(t, x) ≡ (ρ−, u−, θ−) for each (t, x) ∈ [0,∞)× (−∞, 0] due to (1.8).
We construct a smooth approximation (ρ¯, u¯, θ¯) of (ρR, uR, θR) for deriving the stability of the
rarefaction wave. As in [9], we consider the Cauchy problem for the Burgers equation

wt + wwx = 0 for (t, x) ∈ R+ × R,
w(0, x) = w− + w˜kq
∫ x+
0
zqe−zdz for x ∈ R, (1.11)
where w˜ := w+ − w−, q ≥ 16 is some fixed constant, x+ := max{x, 0} is the positive part of x,
and the constant kq satisfies
kq
∫ ∞
0
zqe−zdz = 1.
The smoothed rarefaction wave (ρ¯, u¯, θ¯) connecting (ρ−, u−, θ−) and (ρ+, u+, θ+) is defined by

λ3(ρ¯, u¯, θ¯)(t, x) = w(1 + t, x),
(ρ¯1−γ θ¯)(t, x) = ρ1−γ+ θ+,
u¯(t, x) = u+ +
∫ ρ¯(t,x)
ρ+
√
Rγρ1−γ+ θ+z
γ−3
2 dz,
(1.12)
where ρ− is given by (1.7) and w(t, x) is the unique solution of (1.11) with w± = λ3(ρ±, u±, θ±).
Now we state our stability result of the rarefaction wave (ρR, uR, θR)(t, x) to the outflow prob-
lem or the impermeable wall problem with large initial perturbation.
Theorem 1. Assume that (ρ+, u±, θ±) and the initial data (ρ0, u0, θ0) satisfy (1.6), (1.8) and
inf
x∈R+
{ρ0(x), θ0(x)} > 0, (ρ0 − ρ¯, u0 − u¯, θ0 − θ¯) ∈ H1(R+). (1.13)
Then there exists a positive constant ǫ1 such that if u− ≤ 0 and the boundary strength δ :=
|(u+ − u−, θ+ − θ−)| ≤ ǫ1, the initial boundary value problem (1.1)-(1.5) admits a unique solution
(ρ, u, θ) satisfying
(ρ− ρ¯, u− u¯, θ − θ¯) ∈ C([0,∞);H1(R+)),
ρx − ρ¯x ∈ L2(0,∞;L2(R+)), (ux − u¯x, θx − θ¯x) ∈ L2(0,∞;H1(R+)).
(1.14)
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Furthermore, the solution (ρ, u, θ) converges to the rarefaction wave (ρR, uR, θR) uniformly as time
tends to infinity:
lim
t→∞
sup
x∈R+
∣∣(ρ− ρR, u− uR, θ − θR)(t, x)∣∣ = 0. (1.15)
Remark 1.1. For the Cauchy problem to the compressible Navier-Stokes equations (1.1)-(1.2) with
generic adiabatic exponent γ in the whole space R, we can employ the methodology developed
in this paper to obtain the time-asymptotic stability of the rarefaction waves under large initial
perturbation, which extends the corresponding stability results in [14, 25] for the case with small
initial perturbation or the case when γ is close to 1. We refer to a recent work [11] for the stability
of superposition of viscous contact wave and rarefaction waves to the Cauchy problem for the
compressible Navier-Stokes equations in Lagrangian coordinate.
Next we intend to study the time-asymptotic stability of the superposition of a non-degenerate
stationary solution and a 3-rarefaction wave. For this purpose, we let (ρ˜, u˜, θ˜) be the stationary
solution of (1.1)-(1.5) connecting (u−, θ−) and (ρm, um, θm), namely (ρ˜, u˜, θ˜) depends solely on the
variable x and satisfies 

(ρ˜u˜)′ = 0,
(ρ˜u˜2 + P˜ )′ = µu˜′′,
(ρ˜u˜E˜ + u˜P˜ )′ = κθ˜′′ + µ(u˜u˜′)′
(1.16)
for x ∈ R+ and
(u˜, θ˜)(0) = (u−, θ−), lim
x→∞
(ρ˜, u˜, θ˜)(x) = (ρm, um, θm). (1.17)
where P˜ := Rρ˜θ˜ and E˜ := cv θ˜+
1
2 u˜
2. A stationary solution (ρ˜, u˜, θ˜) is called to be non-degenerate
if for each n ∈ N,
|∂nx (ρ˜− ρm, u˜− um, θ˜ − θm)(x)| ≤ Cδ˜e−cx, (1.18)
where C, c are positive constants and δ˜ := |(um − u−, θm − θ−)| is the boundary strength of the
stationary solution. The existence of (non-degenerate) stationary solutions has been shown by
Kawashima et al. [15] and will be restated in section 2.
We assume that
(ρ+, u+, θ+) ∈ R3(ρm, um, θm),
√
Rγθm ≥ −um > 0, (1.19)
so that there exist a 3-rarefaction wave (ρR, uR, θR) connecting (ρm, um, θm) and (ρ+, u+, θ+). It
is expected that the large-time behavior of solutions to the outflow problem (1.1)-(1.5) is deter-
mined by the composition (ρˇ, uˇ, θˇ) of the stationary solution (ρ˜, u˜, θ˜) and the 3-rarefaction wave
(ρR, uR, θR):
(ρˇ, uˇ, θˇ)(t, x) = (ρ˜, u˜, θ˜)(x) + (ρR, uR, θR)(t, x)− (ρm, um, θm). (1.20)
In order to derive the stability result, we introduce the smoothed asymptotic state
(ρˆ, uˆ, θˆ)(t, x) = (ρ˜, u˜, θ˜)(x) + (ρ¯, u¯, θ¯)(t, x)− (ρm, um, θm), (1.21)
where (ρ¯, u¯, θ¯) is the smooth rarefaction wave connecting (ρm, um, θm) and (ρ+, u+, θ+). We define
δ¯ := |(um − u+, θm − θ+)| .
Under the above preparation, we have the following stability result on the superposition (ρˇ, uˇ, θˇ)
with large initial perturbation.
Wave patterns to viscous heat-conducting gases 5
Theorem 2. Assume that there exists a non-degenerate stationary solution (ρ˜, u˜, θ˜) connecting
(u−, θ−) and (ρm, um, θm). Assume further that (ρ+, u+, θ+) and the initial data (ρ0, u0, θ0) satisfy
(1.19) and
inf
x∈R+
{ρ0(x), θ0(x)} > 0, (ρ0 − ρˆ, u0 − uˆ, θ0 − θˆ) ∈ H1(R+). (1.22)
Then a positive constant ǫ2 exists such that the outflow problem (1.1)-(1.5) with δ¯ + δ˜ ≤ ǫ2 has a
unique solution (ρ, u, θ) satisfying
(ρ− ρˆ, u− uˆ, θ − θˆ) ∈ C([0,∞);H1(R+)),
ρx − ρˆx ∈ L2(0,∞;L2(R+)), (ux − uˆx, θx − θˆx) ∈ L2(0,∞;H1(R+)).
(1.23)
Furthermore, the solution (ρ, u, θ) converges to the composition (ρˇ, uˇ, θˇ) of the stationary solution
(ρ˜, u˜, θ˜) and the rarefaction wave (ρR, uR, θR) uniformly as time tends to infinity:
lim
t→∞ supx∈R+
|(ρ− ρˇ, u− uˇ, θ − θˇ)(t, x)| = 0. (1.24)
To derive the large-time behavior of solutions to the compressible Navier-Stokes equations (1.1),
it suffices to deduce certain uniformly-in-time a priori estimates on the perturbations toward the
asymptotic state and the essential step is to obtain the positive lower and upper bounds on the
density ρ(t, x) and the temperature θ(t, x) uniformly in time t and space x. In the case of small
perturbation, one can use the smallness of the a priori H1-norm of the perturbation to get the
uniform bounds of the density ρ and the temperature θ. Owing to such uniform bounds and the
smallness of the boundary strength δ, one can derive certain uniform a priori energy-type estimates
as shown in [15, 26]. In the case that the adiabatic exponent γ is close to 1, by observing that
θ = ργ−1e(γ−1)s/R for ideal polytropic gases (1.1)-(1.2), one can deduce that ‖θ − 1‖L∞([0,T ]×R)
can be sufficiently small. Thus the desired energy-type a priori estimates can be performed as in
[25, 26] based on the smallness of δ and the a priori assumption
1
2 ≤ θ(t, x) ≤ 2 for all (t, x) ∈ [0, T ]× R.
However, these arguments are no longer valid for the case with large initial perturbation and
general adiabatic exponent. We note that, even for the asymptotic stability of constant state to
the Cauchy problem for the system (1.1), the uniform positive lower and upper bounds on θ(t, x)
are given only very recently by Li and Liang [18], although the corresponding uniform bounds on
ρ(t, x) were addressed in [12, 13] thirteen years ago. In their work [18], Li-Liang considered the
fixed-domain problems to the compressible Navier-Stokes equations in the Lagrangian coordinate
and obtained the uniform positive lower and upper bounds on the temperature θ(t, x) through
a time-asymptotically nonlinear stability analysis. However, the outflow problem (1.1)-(1.5) will
be transformed into a free boundary problem in the Lagrangian coordinate, which makes the
treatment of boundary more difficult. To overcome this difficulty, we shall make use of a direct
energy method to to the reformulated problem for the compressible Navier-Stokes equations (1.1)
in the Eulerian coordinate and take account of the dissipative effect of the boundary terms.
The main point for deriving our main results, the stability of the rarefaction wave and its
superposition with a non-degenerate stationary solution to the initial boundary value problem
(1.1)-(1.5), is to employ the smallness of the boundary strength δ to control the possible growth
of the perturbation suitably. Specifically, we first deduce the basic energy estimate with the aid of
the decay properties of the smoothed rarefaction wave and the non-degenerate stationary solution
provided that the boundary strength δ multiplied with a certain function of m1 (the a priori
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lower bound of density ρ), m2 (the a priori lower bound of temperature θ) and N (the a priori
bound of the L∞(0, T ;H1(R+))-norm of perturbation) is suitably small (see Lemma 3.1 for detailed
statement). Next, to get uniform pointwise bounds of the density ρ(t, x), we transform the outflow
problem (1.1)-(1.5) into a free boundary problem in the Lagrangian coordinate and modify Jiang’s
argument for fixed domains in [12, 13]. Especially, we will use a cut-off function with parameter to
localize the free boundary problem, and then we will deduce a local representation of the specific
volume v = 1/ρ to establish the uniform bounds of v. With such uniform bounds of the density
ρ in hand, we can derive the H1-norm (in the spatial variable x) estimate of the perturbation
uniformly in the time t in the Eulerian coordinate. And the maximum principle enables us to
get the positive lower bound of the temperature θ(t, x) locally in time t. In view of the a priori
assumption (3.8), we have to obtain the uniform positive lower bound of the temperature θ(t, x),
which will be achieved by combining the locally-in-time lower bound of θ(t, x) and a well-designed
continuation argument.
The layout of this paper is as follows. After stating the notations, we summarize the existence
of the stationary solution and some properties of the smoothed rarefaction wave in Section 2. The
basic energy estimate, the uniform bounds of the density ρ, the uniform H1-norm estimate and
the locally-in-time lower bound of the temperature θ will be obtained in subsections 3.1, 3.2, 3.3
and 3.4, respectively. The last part of this manuscript, subsection 3.5, is devoted to showing the
proof of our main results by applying a well-designed continuation argument.
Notations. Throughout this paper, Lq(R+) (1 ≤ q ≤ ∞) stands for the usual Lebesgue space on R+
equipped with the norm ‖·‖Lq and Hk(R+) (k ∈ N) the usual Sobolev space in the L2 sense with
norm ‖ ·‖k. We introduce ‖ ·‖ = ‖ ·‖L2(R+) for simplicity. The space of continuous functions on the
interval I with values inHk(R+) is denoted by C(I;H
k(R+)) or simply by C(I;H
k) while the space
of L2-functions on I with values in Hk(R+) is denoted by L
2(I;Hk(R+)) or simply by L
2(I;Hk).
The Gaussian bracket [x] means the largest integer not greater than x, and x+ := max{x, 0} is the
positive part of x.
2 Preliminaries
It is well-known (see [2, 29] for example) that for each (t, x) ∈ R+ × R,
(ρR, uR, θR)(t, x) ∈ R3(ρ−, u−, θ−), λ3(ρR, uR, θR)(t, x) = wR(t, x),
where
λ3(ρ, u, θ) := u+
√
Rγθ
is the 3-characteristic speed of the system (1.9) and wR(t, x) is the continuous weak solution of
the Riemann problem on Burgers equation{
wRt + w
RwRx = 0 for (t, x) ∈ R+ × R,
wR(0, x) = w± for ± x > 0
with w± = λ3(ρ±, u±, θ±). Moreover, wR(t, x) takes the form of
wR(t, x) =


w− for x ≤ w−t,
x/t for w−t < x < w+t,
w+ for x ≥ w+t.
The main idea in [8] is to approximate wR(t, x) by the solution w(t, x) of the Cauchy problem (1.11).
The following lemma can be deduced by virtue of the method of characteristics (see [8, 23]).
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Lemma 2.1. Let w− < w+. Then the Burgers equation (1.11) has a unique smooth solution
w(t, x) satisfying
(i) wx(t, x) ≥ 0, w− ≤ w(t, x) < w+ for (t, x) ∈ R+ × R;
(ii) when x ≤ w−t, w(t, x) − w− = wx(t, x) = wxx(t, x) = 0;
(iii) for each p ∈ [1,∞], there exists a constant Cp,q such that
‖wx(t)‖Lp(R) ≤ Cp,qmin{w˜, w˜
1
p t−1+
1
p },
‖wxx(t)‖Lp(R) ≤ Cp,qmin{w˜, t−1+
1
q
(1− 1
p
)};
(iv) limt→∞ supx∈R |w(t, x) − wR(t, x)| = 0.
Having obtained w(t, x), we can define the smoothed rarefaction wave (ρ¯, u¯, θ¯) according to
(1.12). Then one can check from a direct calculation that (ρ¯, u¯, θ¯) solves the compressible Euler
system (1.9) and
(ρ¯, u¯, θ¯)(0, t) = (ρ−, u−, θ−), lim
x→∞
(ρ¯, u¯, θ¯)(t, x) = (ρ+, u+, θ+) for each t ≥ 0. (2.1)
In view of (1.12) and Lemma 2.1, we have the following properties for the smoothed rarefaction
wave (ρ¯, u¯, θ¯).
Lemma 2.2. The smooth approximation (ρ¯, u¯, θ¯) connecting (ρ−, u−, θ−) and (ρ+, u+, θ+) satis-
fies
(i) ρ− ≤ ρ¯ ≤ ρ+, θ− ≤ θ¯ ≤ θ+, θ¯x(t, x) ≥ 0, and
ρ¯x =
1
γ − 1 ρ¯θ¯
−1θ¯x, u¯x =
√
Rγ
γ − 1 θ¯
− 12 θ¯x; (2.2)
(ii) if x ≤ (u− +
√
Rγθ−)(1 + t), then (ρ¯, u¯, θ¯)(t, x) = (ρ−, u−, θ−);
(iii) for each p ∈ [1,∞], there exists a constant Cp,q such that∥∥(ρ¯x, u¯x, θ¯x)(t)∥∥Lp(R+) ≤ Cp,qmin{δ, δ 1p (1 + t)−1+ 1p }, (2.3)∥∥(ρ¯xx, u¯xx, θ¯xx)(t)∥∥Lp(R+) ≤ Cp,qmin{δ, (1 + t)−1+ 1q (1− 1p )}, (2.4)
where δ := |(u+ − u−, θ+ − θ−)| is the boundary strength;
(iv) limt→∞ supx∈R+ |(ρ¯, u¯, θ¯)(t, x) − (ρR, uR, θR)(1 + t, x)| = 0.
Next we state the existence and the properties of the stationary solution (ρ˜, u˜, θ˜) satisfying
(1.16) and (1.17), which has been derived in [15]. To this end, we introduce the Mach number at
infinity as
Mm :=
|um|
cm
,
where cm :=
√
Rγθm is the sound speed.
Lemma 2.3 ([16]). Suppose that (u−, θ−) satisfies
(u−, θ−) ∈Mm :=
{
(u, θ) ∈ R2 : |(u − um, θ − θm)| < δ0
}
for a certain positive constant δ0.
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(i) For the case Mm > 1, there exists a unique smooth solution (ρ˜, u˜, θ˜) to the problem (1.16)-
(1.17) satisfying the decay estimate (1.18).
(ii) For the case Mm = 1, there exists a certain region M0 ⊂ Mm such that if (u−, θ−) ∈ M0,
then there exists a unique smooth solution (ρ˜, u˜, θ˜) to (1.16)-(1.17) satisfying
|∂nx (ρ˜− ρm, u˜− um, θ˜ − θm)(x)| ≤
Cδ˜n+1
(1 + δ˜x)k+1
+ Cδ˜e−cx for all n ∈ N.
(iii) For the case Mm < 1, there exists a curve M− ⊂ Mm such that if (u−, θ−) ∈ Mm, then
there exists a unique smooth solution (ρ˜, u˜, θ˜) to the problem (1.16)-(1.17) satisfying (1.18).
Since the stationary solution (ρ˜, u˜, θ˜) and the smoothed rarefaction wave (ρ¯, u¯, θ¯) are well-
defined, one can deduce that (ρˆ, uˆ, θˆ) satisfies

ρˆt + uˆρˆx + ρˆuˆx = fˆ1,
ρˆ(uˆt + uˆuˆx) + Pˆx = µu˜xx + fˆ2,
cvρˆ(θˆt + uˆθˆx) + Pˆ uˆx = κθ˜xx + µu˜
2
x + fˆ3
(2.5)
for (t, x) ∈ R+ × R and the condition
(ρˆ, uˆ, θˆ)(t, 0) = (ρ−, u−, θ−), lim
x→∞
(ρˆ, uˆ, θˆ)(t, x) = (ρ+, u+, θ+) for each t ≥ 0. (2.6)
Here Pˆ := P (ρˆ, θˆ) = Rρˆθˆ and
fˆ1 = u˜x(ρ¯− ρm) + u¯x(ρ˜− ρm) + ρ˜x(u¯− um) + ρ¯x(u˜− um), (2.7)
fˆ2 = ρˆ[u˜x(u¯− um) + u¯x(u˜− um)] + u˜u˜x(ρ¯− ρm)
+ (Pˆ − P˜ − P¯ )x − ρ¯−1(ρ˜− ρm)P¯x, (2.8)
fˆ3 = cv ρˆ[θ˜x(u¯ − um) + θ¯x(u˜− um)] + cv(ρ¯− ρm)u˜θ˜x
+ u˜x(Pˆ − P˜ ) + (Pˆ − P¯ )u¯x −Rθ¯(ρ˜− ρm)u¯x. (2.9)
3 Stability analysis
This section is devoted to proving our main results: Theorem 1 and Theorem 2. We will
concentrate on the proof of Theorem 2, that is, the stability of the composition of a rarefaction
wave and a non-degenerate stationary solution. The proof of Theorem 1 is similar to and simpler
than that of Theorem 2. We therefore omit it here for brevity.
First we introduce the perturbation (φ, ψ, ϑ) toward the superposition wave (ρˆ, uˆ, θˆ) as
(φ, ψ, ϑ)(t, x) := (ρ, u, θ)(t, x)− (ρˆ, uˆ, θˆ)(t, x),
where (ρˆ, uˆ, θˆ) is given by (1.21). Then we subtract (2.5)-(2.6) from (1.1)-(1.5) to have the initial
boundary value problem:

φt + uφx + ρψx = f1,
ρ(ψt + uψx) + (P − Pˆ )x = µψxx + f2,
cvρ(ϑt + uϑx) + Pψx = κϑxx + µψ
2
x + f3
(3.1)
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for (t, x) ∈ R+ × R+ with the initial and boundary conditions
(φ, ψ, ϑ)|t=0 = (φ0, ψ0, ϑ0), (ψ, ϑ)|x=0 = (0, 0). (3.2)
Here the initial condition (φ0, ψ0, ϑ0) := (ρ0, u0, θ0)− (ρˆ, uˆ, θˆ)|t=0 satisfies
lim
x→∞
(φ0, ψ0, ϑ0)(x) = (0, 0, 0), (3.3)
and
f1 = − uˆxφ− ρˆxψ − fˆ1, (3.4)
f2 = µu¯xx − µρˆ−1φu˜xx + ρˆ−1φPˆx − ρψuˆx − ρˆ−1ρfˆ2, (3.5)
f3 = κθ¯xx − ρˆ−1φ(κθ˜xx + µu˜2x) + µu¯2x
+ 2µψxuˆx + 2µu˜xu¯x −Rρϑuˆx − cvρθˆxψ − ρˆ−1ρfˆ3, (3.6)
where fˆi (i = 1, 2, 3) are defined by (2.7)-(2.9), respectively.
We turn to deduce some desired a priori estimates for the perturbation (φ, ψ, ϑ) in the Sobolev
space H1. Before doing so, for some non-negative constants N , s, t and mi (i = 1, 2) with t ≥ s,
we introduce the set in which we seek the solution of the initial boundary value problem (3.1)-(3.2)
as follows
X(s, t;m1,m2, N) :=
{
(φ, ψ, ϑ) ∈ C([s, t];H1) : (ψx, ϑx) ∈ L2(s, t;H1), φx ∈ L2(s, t;L2),
‖(φ, ψ, ϑ)(t)‖1 ≤ N, (φ+ ρˆ)(t, x) ≥ m1, (ϑ+ θˆ)(t, x) ≥ m2 ∀ (t, x) ∈ [s, t]× R+
}
.
The letter C or Ci (i ∈ N) will be employed to denote some positive constant which depends only
on infx∈R+ {ρ0(x), θ0(x)} and ‖(φ0, ψ0, ϑ0)‖1. The exact value denoted by C or Ci may therefore
vary from line to line. For notational simplicity, we introduce A . B if A ≤ CB holds uniformly
for some constant C. The notation A ∼ B means that both A . B and B . A. Besides, we will
use the notation (ρ, θ) = (φ+ ρˆ, ϑ+ θˆ).
To make the presentation clearly, we divide this section into five parts. The first four parts
concern the a priori estimates for the solution (φ, ψ, ϑ) ∈ X(0, T ;m1,m2, N) to the problem (3.1)-
(3.2), where T > 0 and it will be assumed that mi ≤ 1 ≤ N (i = 1, 2) so that
‖(φ, ψ, ϑ)(t)‖1 ≤ N, m1 ≤ ρ(t, x) . N, m2 ≤ θ(t, x) . N for all (t, x) ∈ [0, T ]× R+. (3.7)
In Subsection 3.5, the last part of this section, we will combine the energy estimates with a well-
designed continuation argument to prove Theorem 2.
3.1 Basic energy estimate
In this part, we will show the following basic energy estimate.
Lemma 3.1. Suppose that the conditions listed in Theorem 2 hold. Then there exists a sufficiently
small ǫ0 > 0 such that if
Ξ(m1,m2, N)(δ¯ + δ˜) ≤ ǫ0 (3.8)
with Ξ(m1,m2, N) := m
−50
1 m
−50
2 N
50, then
sup
0≤t≤T
∫
R+
ρEdx+
∫ T
0
ρΦ
(
ρˆ
ρ
)
(t, 0)dt+
∫ T
0
∫
R+
[
ψ2x
θ
+
ϑ2x
θ2
]
dxdt . 1, (3.9)
sup
0≤t≤T
∫
R+
φ2x
ρ3
dx+
∫ T
0
φ2x
ρ3
(t, 0)dt+
∫ T
0
∫
R+
θφ2x
ρ2
dxdt . N, (3.10)
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where
E := RθˆΦ
(
ρˆ
ρ
)
+
1
2
ψ2 + cvθˆΦ
(
θ
θˆ
)
, Φ(z) := z − ln z − 1. (3.11)
Proof. Step 1. After a straightforward calculation, one can derive
(ρE)t +
[
ρuE + ψ(P − Pˆ )− µψψx − κϑϑx
θ
]
x
+ µ
θˆψ2x
θ
+ κ
θˆϑ2x
θ2
=
5∑
q=1
Rq, (3.12)
from which we obtain
d
dt
∫
R+
ρEdx− u−ρΦ
(
ρˆ
ρ
)
(t, 0) +
∫
R+
[
µ
θˆψ2x
θ
+ κ
θˆϑ2x
θ2
]
dx =
5∑
q=1
∫
R+
Rqdx, (3.13)
where each term Rq on the right-hand side of (3.12) will be defined below. Before defining and
estimating all the terms on the right-hand side of (3.13), we set
U¯ := (ρ¯, u¯, θ¯), U˜ := (ρ˜, u˜, θ˜), Um := (ρm, um, θm), Ψ := (φ, ψ, ϑ).
First we consider
R1 := ϑ
θ
[
κ
θ¯xϑx
θ
+ 2µu¯xψx
]
,
which is trivially estimated by Sobolev’s inequality as
|R1| . m−22 |U¯x||Ψ||Ψx| . m−22 ‖Ψ‖
1
2 ‖Ψx‖ 12 |U¯x||Ψx|.
In light of (2.3) and (3.7), we apply Ho¨lder’s and Young’s inequalities to deduce∫
R+
|R1|dx . m−22 ‖Ψ‖
1
2 ‖U¯x‖‖Ψx‖ 32
. m−22 N
1
2 δ¯
1
2 (1 + t)−
1
2 ‖Ψx‖ 32
. (1 + t)−2 +m−
8
3
2 N
2
3 δ¯
2
3 ‖Ψx‖2.
(3.14)
Next we consider the term
R2 := ϑ
θ
(κθ¯xx + µu¯
2
x) + µψu¯xx.
This term can be controlled by Sobolev’s inequality as
|R2| . m−12 |Ψ|
[|U¯xx|+ |U¯x|2] . m−12 ‖Ψ‖ 12 ‖Ψx‖ 12 [|U¯xx|+ |U¯x|2] .
According to (2.3), (2.4) and (3.7), we infer∫
R+
|R2|dx . m−12 ‖Ψ‖
1
2 ‖Ψx‖ 12
[‖U¯xx‖L1 + ‖U¯x‖2]
. m−12 N
1
2 ‖Ψx‖ 12 δ¯ 18 (1 + t)− 78
. (1 + t)−
7
6 +m−42 N
2δ¯
1
2 ‖Ψx‖2.
(3.15)
Let us now consider the term
R3 := −Rθˆφfˆ1
ρˆ
+ 2µ
ϑu¯xu˜x
θ
− ρϑfˆ3 + θˆψfˆ2
ρˆθˆ
,
Wave patterns to viscous heat-conducting gases 11
It is not difficult to derive from (2.7)-(2.9) that
|(fˆ1, fˆ2, fˆ3)| . |U¯x||U˜ − Um|+ |U˜x||U¯ − Um|. (3.16)
In view of Lemma 2.2, we deduce that U¯(t, 0) ≡ Um and hence we have that for q ≥ 1,∥∥∥|U¯x||U˜ − Um|+ |U˜x||U¯ − Um|+ |U¯x||U˜x|∥∥∥
Lq
.
∥∥∥∥|U¯x||U˜ − Um|+ |U˜x|
∫ x
0
|U¯x|(·, y)dy + |U¯x||U˜x|
∥∥∥∥
Lq
. ‖U¯x‖L∞
∥∥∥|U˜ − Um|+ x|U˜x|+ |U˜x|∥∥∥
Lq
,
which combined with (1.18) implies∥∥∥|U¯x||U˜ − Um|+ |U˜x||U¯ − Um|+ |U¯x||U˜x|∥∥∥
Lq
. δ˜‖U¯x‖L∞ . (3.17)
It follows from (3.7), (3.16) and (3.17) with q = 1 that∫
R+
|R3|dx . Nm−12 ‖Ψ‖L∞δ˜‖U¯x‖L∞.
We use (2.3) and Young’s inequality to have∫
R+
|R3|dx . Nm−12 δ˜(1 + t)−1‖Ψ‖
1
2 ‖Ψx‖ 12 . (1 + t)− 43 +m−42 δ˜4N6‖Ψx‖2. (3.18)
We then estimate the term
R4 := ψθ˜x
[
−cv
θˆ
ρϑ+Rφ+RρΦ
(
ρˆ
ρ
)
+ cvρΦ
(
θ
θˆ
)]
− ρu˜x
[
R2θˆ
cv
Φ
(
ρˆ
ρ
)
+ ψ2 +RθˆΦ
(
θ
θˆ
)]
+ µψu˜xx
[
1− ρ
ρˆ
]
+ ϑ
[
1
θ
− ρ
ρˆθˆ
] [
κθ˜xx + µu˜
2
x
]
+
ϑ
θ
[
κ
θ˜xϑx
θ
+ 2µu˜xψx
]
+
ρ
ρˆ
[
κθ˜xx + µu˜
2
x + fˆ3
] [R
cv
Φ
(
ρˆ
ρ
)
+Φ
(
θ
θˆ
)]
.
To this end, we first obtain from the identity
Φ(z) =
∫ 1
0
∫ 1
0
θ1Φ
′′(1 + θ1θ2(z − 1))dθ2dθ1(z − 1)2
that
(z + 1)−2(z − 1)2 . Φ(z) . (z−1 + 1)2(z − 1)2. (3.19)
This last inequality implies
Φ
(
ρˆ
ρ
)
. m−21 φ
2 . m−21 N |φ|, Φ
(
θ
θˆ
)
. m−22 ϑ
2 . m−22 N |ϑ|. (3.20)
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In light of (3.16) and (3.20), we discover
∫
R+
|R4|dx . N2m−21 m−22
2∑
ℓ=0
1∑
k=0
∫
R+
∣∣∂ℓx(U˜ − Um)∣∣|∂kxΨ|2dx. (3.21)
To estimate the terms on the right-hand side of (3.21), we utilize an idea in Nikkuni-Kawashima
[24], that is, the following Poincare´ type inequality
|ϕ(t, x)| ≤ |ϕ(t, 0)|+√x‖ϕx(t)‖ for x ∈ R+.
Applying this inequality to Ψ, we deduce from (1.18) and (3.19) that
∫
R+
|∂ℓx(U˜ − Um)||∂kxΨ|2dx . δ˜φ(t, 0)2 + δ˜‖Ψx‖2 . N2m−11 δ˜ρΦ
(
ρˆ
ρ
)
(t, 0) + δ˜‖Ψx‖2 (3.22)
for k = 0, 1 and ℓ ∈ N. Plug (3.22) into (3.21) to deduce
∫
R+
|R4|dx . N4m−31 m−22 δ˜ρΦ
(
ρˆ
ρ
)
(t, 0) +N2m−21 m
−2
2 δ˜‖Ψx‖2. (3.23)
We next estimate the term
R5 := ψθ¯x
[
−cv
θˆ
ρϑ+Rφ+RρΦ
(
ρˆ
ρ
)
+ cvρΦ
(
θ
θˆ
)]
− ρu¯x
[
R2θˆ
cv
Φ
(
ρˆ
ρ
)
+ ψ2 +RθˆΦ
(
θ
θˆ
)]
.
To this end, we introduce
a := ln
(
ρˆ
ρ
)
and b := ln
(
θ
θˆ
)
. (3.24)
In light of (2.2), one can find
R5 = −ρθ¯xF (ψ, a, b) (3.25)
with
F (ψ, a, b) := Rψa+ cvψb+
√
RγRθ¯−
1
2 θˆ(ea − a− 1)
+
√
Rγ
γ − 1 θ¯
− 12ψ2 +
√
Rγcv θ¯
− 12 θˆ(eb − b− 1).
One can easily deduce that (F, ∂ψF, ∂aF, ∂bF )(0, 0, 0) = (0, 0, 0, 0) and that the Hessian matrix of
F at point (0, 0, 0) is
HF =


2
√
Rγ
γ−1 θ¯
− 12 R cv
R
√
RγRθ¯−
1
2 θˆ 0
cv 0
√
Rγcv θ¯
− 12 θˆ

 .
Let Dk (k = 1, 2, 3) be the k × k leading principal minor of HF . Then we have
D1 = 2
√
Rγ
γ − 1 θ¯
− 12 , D2 = R2
2γθ¯−1θˆ − γ + 1
γ − 1 , D3 = cv
√
γRR2θ¯−
1
2 θˆ
2γθ¯−1θˆ − γ
γ − 1 .
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Apply Sylvester’s criterion (see [5, Theorem 7.2.5]) to deduce that there exists a positive constant
ε1 such that if δ˜ ≤ ε1, then HF is positive definite. Then it follows from the Taylor formula (see
[1, Theorem VII.5.8]) that
F (ψ, a, b) =
2∑
q=0
1
q!
(ψ∂ψ + a∂a + b∂b)
qF (0, 0, 0)
+
1
2
∫ 1
0
(1− t)2(ψ∂ψ + a∂a + b∂b)3F (tψ, ta, tb)dt
≤ 1
2
(ψ, a, b)HF (ψ, a, b)
T +
1
2
√
Rγθ¯−
1
2 θˆ
∫ 1
0
(
Ra3eta + cvb
3etb
)
dt.
Due to θ¯x ≥ 0, we derive that if δ˜ ≤ ε1, then
R5 . ρθ¯x
[
a2(e|a| − 1) + b2(e|b| − 1)
]
. (3.26)
We note that the identity
ln z =
∫ 1
0
(z − 1)dθ1
1 + θ1(z − 1)
implies
| ln z|2 . (z−1 + 1)2(z − 1)2. (3.27)
Then we apply (3.27) to a and b and use the estimate (3.26) to find
R5 . Nm−31 m−32 θ¯x |Ψ|3 ,
which combined with (2.3) yields∫
R+
|R5|dx . Nm−31 m−32 ‖θ¯x‖L∞‖Ψ‖L∞‖Ψ‖2
. Nm−31 m
−3
2 δ¯
1
8 (1 + t)−
7
8 ‖Ψ‖ 52 ‖Ψx‖ 12
. (1 + t)−
7
6 +m−121 m
−12
2 δ¯
1
2N14‖Ψx‖2.
(3.28)
Plug (3.14), (3.15), (3.18), (3.23) and (3.28) into (3.13) to obtain
d
dt
∫
R+
ρEdx− u−ρΦ
(
ρˆ
ρ
)
(t, 0) +
∫
R+
[
ψ2x
θ
+
ϑ2x
θ2
]
dx
. (1 + t)−
7
6 +m−121 m
−12
2 N
16
[
δ¯
1
2 + δ˜
] [
ρΦ
(
ρˆ
ρ
)
(t, 0) + ‖Ψx‖2
]
.
(3.29)
Hence we can find a sufficiently small constant ε2 > 0 such that if
m−121 m
−12
2 N
18
[
δ¯
1
2 + δ˜
]
≤ ε2, (3.30)
then
d
dt
∫
R+
ρEdx− ρu−Φ
(
ρˆ
ρ
)
(t, 0) +
∫
R+
[
ψ2x
θ
+
ϑ2x
θ2
]
dx
. (1 + t)−
7
6 +m−121 m
−12
2 N
16
[
δ¯
1
2 + δ˜
]
‖φx‖2 ,
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from which we obtain
sup
0≤t≤T
∫
R+
ρEdx+
∫ T
0
ρΦ
(
ρˆ
ρ
)
(t, 0)dt+
∫ T
0
∫
R+
[
ψ2x
θ
+
ϑ2x
θ2
]
. 1 +m−121 m
−12
2 N
16
[
δ¯
1
2 + δ˜
] ∫ T
0
‖φx(t)‖2 dt.
(3.31)
Step 2. We now make some estimates for the last term in (3.31). We first differentiate (3.1)1 with
respect to x and then multiply the resulting equation by φx/ρ
3 to find(
φ2x
2ρ3
)
t
+
(
uφ2x
2ρ3
)
x
− uˆxφ
2
x
ρ3
+ ρˆx
φxψx
ρ3
= f1x
φx
ρ3
− φxψxx
ρ2
. (3.32)
Multiply (3.1)2 by φx/ρ
2 to have
(
φxψ
ρ
)
t
−
[
φtψ
ρ
+
ρˆxψ
2
ρ
]
x
− µφxψxx
ρ2
= −ρxuˆxφψ
ρ2
− ρˆxx
ρ
ψ2 − ρˆxψψx
ρ
− ρˆxψfˆ1
ρ2
− ρxψψx
ρ
+
uˆxψxφ
ρ
+
ψx
ρ
fˆ1 + ψ
2
x +
uxφxψ
ρ
− (P − Pˆ )xφx
ρ2
+ f2
φx
ρ2
.
(3.33)
In light of (3.32) and (3.33), we have
[
µφ2x
2ρ3
+
φxψ
ρ
]
t
+
[
µuφ2x
2ρ3
− φtψ
ρ
− ρˆxψ
2
ρ
]
x
+
Rθφ2x
ρ2
=
5∑
q=1
Qq, (3.34)
which combined with Cauchy’s inequality implies
∫
R+
φ2x
ρ3
dx+
∫ t
0
φ2x
ρ3
(s, 0)ds+
∫ t
0
∫
R+
θφ2x
ρ2
. 1 +
∫
R+
ρψ2dx+
5∑
q=1
∫ t
0
∫
R+
|Qq|, (3.35)
where each term Qq on the right-hand side of (3.34) will be defined below. First, let us define
Q1 := ψ2x −
Rφxϑx
ρ
,
and by applying Cauchy’s inequality, we have
∫ t
0
∫
R+
|Q1| . ǫ
∫ t
0
∫
R+
θφ2x
ρ2
+
∫ t
0
∫
R+
[
ψ2x + C(ǫ)
ϑ2x
θ
]
. (3.36)
Then we consider the term
Q2 := − 2µρˆxφxψx
ρ3
− µφx
ρ3
(u˜xxφ+ ρ˜xxψ)− φx
ρ2ρˆ
(µu˜xxφ−Rρ˜xθˆφ− u˜xρˆφψ)
− φψ
ρ2
(ρ˜xuˆx + ρ¯xu˜x)− ρ˜xxψ
2
ρ
− 2 ρ˜xψψx
ρ
+
u˜xφψx
ρ
− Rρ˜xϑφx
ρ2
,
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which can be controlled as
|Q2| . m−31 (δ¯ + δ˜)|Ψx|2 +m−31 |(U˜x, U˜xx)||(Ψ,Ψx)|2. (3.37)
In light of (3.22), we have∫ t
0
∫
R+
|Q2| . N2m−41 δ˜
∫ t
0
ρΦ
(
ρˆ
ρ
)
(s, 0)ds+m−31 (δ¯ + δ˜)
∫ t
0
‖Ψx(s)‖2 ds. (3.38)
For the term
Q3 :=− µφx
ρ3
(u¯xxφ+ ρ¯xxψ)− φx
ρ2ρˆ
(−Rρ¯xθˆφ− u¯xρˆφψ)
− 2 ρ¯xψψx
ρ
+
u¯xφψx
ρ
− Rρ¯xϑφx
ρ2
,
it follows that
|Q3| . m−31
∣∣(U¯x, U¯xx)∣∣ |Ψ| |Ψx| . m−31 ‖Ψ‖ 12 ‖Ψx‖ 12 ∣∣(U¯x, U¯xx)∣∣ |Ψx| .
In view of (2.3), (2.4) and (3.7), we apply Ho¨lder’s and Young’s inequalities to deduce∫ t
0
∫
R+
|Q3| . m−31
∫ t
0
‖Ψ‖ 12 ‖(U¯x, U¯xx)‖‖Ψx‖ 32ds
. m−31 N
1
2 δ¯
1
2
∫ t
0
(1 + s)−
1
2+
1
4q ‖Ψx(s)‖
3
2 ds
. 1 +m−41 N
2
3 δ¯
2
3
∫ t
0
‖Ψx(s)‖2 ds.
(3.39)
For the term
Q4 := − ρ¯xu¯xφψ
ρ2
− ρ¯xxψ
2
ρ
,
we have
|Q4| . m−21 |Ψ|2
[|U¯xx|+ |U¯x|2] . m−21 ‖Ψ‖‖Ψx‖ [|U¯xx|+ |U¯x|2] ,
which combined with (2.3)-(2.4) and (3.7) yields∫ t
0
∫
R+
|Q4| . m−21
∫ t
0
‖Ψ‖‖Ψx‖
[‖U¯xx‖L1 + ‖U¯x‖2]ds
. m−21 N
∫ t
0
‖Ψx(s)‖δ¯ 14 (1 + s)− 34 ds
. 1 +m−41 N
2δ¯
1
2
∫ t
0
‖Ψx(s)‖2ds.
(3.40)
Finally we consider the term
Q5 := −µφx
ρ3
fˆ1x − φx
ρ2ρˆ
(−µu¯xxρˆ+ ρfˆ2)− ρˆxψfˆ1
ρ2
+
ψxfˆ1
ρ
.
Ho¨lder’s inequality gives∫ t
0
∫
R+
|Q5| . m−31
∫ t
0
[
‖Ψx‖‖(u¯xx, fˆ1, fˆ2, fˆ1x)‖+ ‖Ψ‖L∞‖fˆ1‖L1
]
ds. (3.41)
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We deduce from (2.7) that
|fˆ1x| . |U¯x||U˜x|+ |U˜xx||U¯ − Um|+ |U¯xx||U˜ − Um|. (3.42)
Similar to the derivation of (3.17), we have that for q ≥ 1,∥∥∥|U¯x||U˜x|+ |U˜xx||U¯ − Um|+ |U¯xx||U˜ − Um|∥∥∥
Lq
. δ˜‖(U¯x, U¯xx)‖L∞ . (3.43)
Combining the estimates (3.16), (3.17), (3.42) and (3.43) and utilizing Lemma 2.2, we deduce∥∥(u¯xx, fˆ1, fˆ2, fˆ1x)(s)∥∥ . ∥∥u¯xx(s)∥∥+ δ˜∥∥(U¯x, U¯xx)(s)∥∥L∞ . δ¯ 37 (1 + s)− 1528 .
Plug this last estimate into (3.41) and use (3.16)-(3.17) again to have
∫ t
0
∫
R+
|Q5| . m−31
∫ t
0
[∥∥Ψx∥∥δ¯ 37 (1 + s)− 1528 + δ˜(1 + s)−1‖Ψ‖ 12 ‖Ψx‖ 12 ]ds
. 1 +
(
m−61 δ¯
6
7 +m−121 N
2δ˜4
) ∫ t
0
‖Ψx(s)‖2ds.
(3.44)
Plugging (3.31), (3.36), (3.38), (3.39), (3.40) and (3.44) into (3.35), we take ǫ sufficiently small to
find ∫
R+
φ2x
ρ3
dx+
∫ t
0
φ2x
ρ3
(s, 0)ds+
∫ t
0
∫
R+
θφ2x
ρ2
. 1 +
∫ t
0
∫
R+
[
ψ2x +
ϑ2x
θ
]
+m−121 m
−12
2 N
16
[
δ¯
1
2 + δ˜
] ∫ t
0
‖φx(s)‖2ds
+m−121 N
6
[
δ¯
1
2 + δ˜
] [∫ t
0
ρΦ
(
ρˆ
ρ
)
(s, 0)ds+
∫ t
0
∫
R+
(
ψ2x
θ
+
ϑ2x
θ2
)]
,
which combined with (3.31) gives
∫
R+
φ2x
ρ3
dx+
∫ t
0
φ2x
ρ3
(s, 0)ds+
∫ t
0
∫
R+
θφ2x
ρ2
. 1 +
∫ t
0
∫
R+
[
ψ2x +
ϑ2x
θ
]
+m−501 m
−50
2 N
50
[
δ¯
1
2 + δ˜
] ∫ t
0
∫
R+
θφ2x
ρ2
.
We take ǫ0 > 0 small enough and use (3.8) to have∫
R+
φ2x
ρ3
dx+
∫ t
0
φ2x
ρ3
(s, 0)ds+
∫ t
0
∫
R+
θφ2x
ρ2
. 1 +
∫ t
0
∫
R+
[
ψ2x +
ϑ2x
θ
]
. (3.45)
The estimate (3.9) follows by plugging (3.45) into (3.31) and using the condition (3.8) for a suf-
ficiently small ǫ0 > 0. Combine (3.9) and (3.45) to deduce (3.10). The proof of the lemma is
completed.
3.2 Uniform bounds on density
Having obtained the energy estimate (3.9), we can proceed to deduce the positive lower and
upper bounds of the density ρ(t, x) uniformly in time t and space x in this subsection. For this
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purpose, we transform the outflow problem into the corresponding problem in the Lagrangian
coordinate by introducing the Lagrangian variable
y = −u−
∫ t
0
ρ(s, 0)ds+
∫ x
0
ρ(t, z)dz. (3.46)
By the coordinate change (t, x) 7→ (t, y), the domain [0, T ]× R+ is mapped into
ΩT := {(t, y) : 0 ≤ t ≤ T, y > Y (t)} with Y (t) := −u−
∫ t
0
ρ(s, 0)ds,
and the outflow problem (1.1)-(1.5) is transformed into the following initial boundary value problem

vt − uy = 0,
ut + Py =
(µuy
v
)
y
,(
cvθ +
u2
2
)
t
+ (Pu)y =
(
κθy
v
+
µuuy
v
)
y
for y > Y (t),
(u, θ)|y=Y (t) = (u−, θ−),
(v, u, θ)|t=0 = (v0, u0, θ0).
(3.47)
Here v = 1/ρ stands for the specific volume of the gas and v0 = 1/ρ0. The basic energy estimate
(3.9) in Eulerian coordinate can be rewritten as a corresponding estimate in Lagrangian coordinate
as a direct consequence of the transformation (3.46).
Corollary 3.2. Suppose that the conditions listed in Lemma 3.1 hold. Then
sup
0≤t≤T
∫ ∞
Y (t)
Edy +
∫ T
0
∫ ∞
Y (t)
[
ψ2y
vθ
+
ϑ2y
vθ2
]
dydt . 1. (3.48)
Note that the function Y (t) describing the boundary in the Lagrangian coordinate is part of the
unknown, that is, the problem (3.47) is a free boundary problem. To obtain the uniform bounds
of the specific volume v for the free boundary problem (3.47), we introduce the time-dependent
domain Ωi(t) with i ∈ Z and t ∈ [0, T ] as
Ωi(t) :=
{
[Y (t), [Y (t)] + 2] if i = [Y (t)] + 1,
[i, i+ 1] else.
(3.49)
Based on the basic energy estimate (3.48), we have the following lemma.
Lemma 3.3. Suppose that the conditions listed in Lemma 3.1 hold. Then there exists a positive
constant C0, depending solely on infx∈R+{ρ0(x), θ0(x)} and ‖(φ0, ψ0, ϑ0)‖1, such that for all pair
(s, t) with 0 ≤ s ≤ t ≤ T and integer i ≥ [Y (t)] + 1,
C−10 ≤
∫
Ωi(t)
v(s, y)dy ≤ C0, C−10 ≤
∫
Ωi(t)
θ(s, y)dy ≤ C0, (3.50)
and there are points ai(s, t), bi(s, t) ∈ Ωi(t) satisfying
C−10 ≤ v(s, ai(s, t)) ≤ C0, C−10 ≤ θ(s, bi(s, t)) ≤ C0. (3.51)
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Proof. Let 0 ≤ s ≤ t ≤ T and i ≥ [Y (t)] + 1. According to the definition of Y (t) and the sign of
u−, we have Y (s) ≤ Y (t) and Ωi(t) ⊂ [Y (s),∞). In view of (3.48), we get∫
Ωi(t)
Φ
(v
vˆ
)
(s, y)dy +
∫
Ωi(t)
Φ
(
θ
θˆ
)
(s, y)dy . 1.
Apply Jensen’s inequality to the convex function Φ to obtain
Φ
(
1
|Ωi(t)|
∫
Ωi(t)
v
vˆ
(s, y)dy
)
+Φ
(
1
|Ωi(t)|
∫
Ωi(t)
θ
θˆ
(s, y)dy
)
≤ C.
Let α and β be the two positive roots of the equation Φ(z) = C. Then we have
α ≤ 1|Ωi(t)|
∫
Ωi(t)
v
vˆ
(s, y)dy ≤ β, α ≤ 1|Ωi(t)|
∫
Ωi(t)
θ
θˆ
(s, y)dy ≤ β.
These estimates imply (3.50). Finally we employ the mean value theorem to (3.50) to find
ai(s, t), bi(s, t) ∈ Ωi(t) satisfying (3.51). The proof of the lemma is completed.
We deduce a local representation of the solution v for the free boundary problem (3.47) in the
next lemma by modifying Jiang’s argument for fixed domains in [12, 13]. To this end, we introduce
the cutoff function ϕz ∈W 1,∞(R) with parameter z ∈ R by
ϕz(y) =


1, y < [z] + 4,
[z] + 5− y, [z] + 4 ≤ y < [z] + 5,
0, y ≥ [z] + 5.
(3.52)
Lemma 3.4. Let (τ, z) ∈ ΩT . Then
v(t, y) = Bz(t, y)Az(t) +
R
µ
∫ t
0
Bz(t, y)Az(t)
Bz(s, y)Az(s)
θ(s, y)ds (3.53)
for all t ∈ [0, τ ] and y ∈ Iz(τ) := (Y (τ),∞) ∩ ([z]− 1, [z] + 4), where
Bz(t, y) := v0(y) exp
{
1
µ
∫ ∞
y
(u0(ξ)− u(t, ξ))ϕz(ξ)dξ
}
, (3.54)
Az(t) := exp
{
1
µ
∫ t
0
∫ [z]+5
[z]+4
(µuy
v
− P
)
dξds
}
. (3.55)
Proof. We multiply (3.47)2 by ϕz to get
(ϕzu)t =
[(
µ
uy
v
− P
)
ϕz
]
y
− ϕ′z
(
µ
uy
v
− P
)
. (3.56)
Let (t, y) ∈ [0, τ ]× Iz(τ). Since y > Y (s) for each s ∈ [0, τ ], we have [0, τ ]× [y,∞) ⊂ ΩT . In light
of the identity ϕz(y) = 1 and (3.47)1, we integrate (3.56) over [0, t]× [y,∞) to get
−
∫ ∞
y
ϕz(ξ)(u(t, ξ) − u0(ξ))dξ = µ ln v(t, y)
v0(y)
−R
∫ t
0
θ(s, y)
v(s, y)
ds+
∫ t
0
∫ [z]+5
[z]+4
(
P − µuy
v
)
.
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This implies that for each t ∈ [0, τ ],
1
v(t, y)
exp
{
R
µ
∫ t
0
θ(s, y)
v(s, y)
ds
}
=
1
Bz(t, y)Az(t)
. (3.57)
Multiplying (3.57) by Rθ(t, y)/µ and integrating the resulting identity over [0, t], we have
exp
{
R
µ
∫ t
0
θ(s, y)
v(s, y)
ds
}
= 1 +
R
µ
∫ t
0
θ(s, y)
Bz(s, y)Az(s)
ds.
We then plug this identity into (3.57) to obtain (3.53) and complete the proof of the lemma.
The following lemma is devoted to showing the bounds of the specific volume v(τ, z) uniformly
in the time τ and the Lagrangian variable z.
Lemma 3.5. Suppose that the conditions listed in Lemma 3.1 hold. Then
C−11 ≤ v(τ, z) ≤ C1 for all (τ, z) ∈ ΩT . (3.58)
Proof. Let (τ, z) ∈ ΩT be arbitrary but fixed. The proof is divided into three steps.
Step 1. It follows from Cauchy’s inequality and (3.48) that
Bz(t, y) ∼ 1 for all (t, y) ∈ [0, τ ]× Iz(τ). (3.59)
Let 0 ≤ s ≤ t ≤ τ . For each 0 ≤ t′ ≤ t, there exists y(t′) ∈ [[z] + 4, [z] + 5] such that
θ(t′, y(t′)) = inf
([z]+4,[z]+5)
θ(t′, ·),
Apply Cauchy’s inequality to have
µuy
v
− P ≤ Cu
2
y
vθ
− Rθ
2v
≤ Cψ
2
y
vθ
+
Cuˆ2y
vθ
− Rθ
2v
.
In view of (1.18), (2.3), (3.48), (3.8) and (3.50), we apply Jensen’s inequality for the convex function
1/x to deduce
∫ t
s
∫ [z]+5
[z]+4
[µuy
v
− P
]
≤ C + CNm−12 (δ˜ + δ¯)(t− s)−
R
2
∫ t
s
θ(t′, y(t′))
∫ [z]+5
[z]+4
v−1(t′, y)dydt′
≤ C + CNm−12 (δ˜ + δ¯)(t− s)−
R
2
∫ t
s
θ(t′, y(t′))
[∫ [z]+5
[z]+4
vdy
]−1
dt′
≤ C + Cǫ0(t− s)− C−1
∫ t
s
θ(t′, y(t′))dt′,
(3.60)
Since [z] + 4 ≥ [Y (t′)] + 2, we derive from (3.49) that Ω[z]+4(t′) = [[z] + 4, [z] + 5] . We then apply
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Ho¨lder’s and Cauchy’s inequalities to obtain from (1.18), Lemma 3.3 and (3.48) that∣∣∣∣∣
∫ t
s
∫ y(t′)
b[z]+4(t′,t′)
θy
θ
(t′, ξ)dξdt′
∣∣∣∣∣
≤
∫ t
s
∫
Ω[z]+4(t′)
∣∣∣∣∣ θˆyθ (t′, ξ) + ϑyθ (t′, ξ)
∣∣∣∣∣ dξdt′
≤ m−12 (δ˜ + δ¯)(t− s) +
∫ t
s
∣∣∣∣∣
∫ ∞
Y (t′)
ϑ2y
vθ2
(t′, ξ)dξ
∣∣∣∣∣
1
2
∣∣∣∣∣
∫
Ω[z]+4(t′)
v(t′, ξ)dξ
∣∣∣∣∣
1
2
dt′
≤ C(t− s) + C
∫ t
s
∫ ∞
Y (t′)
ϑ2y
vθ2
(t′, ξ)dξdt′
≤ C(t− s) + C.
(3.61)
Applying Jensen’s inequality to the convex function ex, we have from (3.51) and (3.61) that
∫ t
s
θ(t′, y(t′))dt′ =
∫ t
s
exp (ln θ(t′, y(t′))) dt′
≥ (t− s) exp
(
1
t− s
∫ t
s
ln θ(t′, y(t′))dt′
)
≥ (t− s) exp
(
1
t− s
∫ t
s
[∫ y(t′)
b[z]+4(t′,t′)
θy
θ
(t′, ξ)dξ + ln θ(t′, b[z]+4(t
′, t′))
]
dt′
)
≥ (t− s) exp
(
− lnC0 − 1
t− s
∣∣∣∣∣
∫ t
s
∫ y(t′)
b[z]+4(t′,t′)
θy
θ
(t′, ξ)dξdt′
∣∣∣∣∣
)
≥ t− s
C
exp
(
− C
t− s
)
.
This implies
−
∫ t
s
θ(t′, y(t′))dt′ ≤
{
0 if 0 ≤ t− s ≤ 1,
− C−1(t− s) if t− s ≥ 1. (3.62)
Plugging (3.62) into (3.60) and taking ǫ0 > 0 small enough, we have for each s ∈ [0, t] that
∫ t
s
∫ [z]+5
[z]+4
[µuy
v
− P
]
≤ C − C−1(t− s).
According to the definition (3.55), we then obtain
0 ≤ Az(t) ≤ Ce−t/C , Az(t)
Az(s)
≤ Ce−(t−s)/C for all 0 ≤ s ≤ t ≤ τ. (3.63)
Step 2. Plugging (3.59) and (3.63) into (3.53), we infer that for all (t, y) ∈ [0, τ ]× Iz(τ),
∫ t
0
Az(t)
Az(s)
θ(s, y)ds . v(t, y) . 1 +
∫ t
0
θ(s, y)e−
t−s
C ds. (3.64)
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In light of the fundamental theorem of calculus, we deduce from (1.18) and (3.50) that for y ∈ Iz(τ)
and 0 ≤ s ≤ t ≤ τ ,
∣∣∣θ(s, y) 12 − θ(s, b[z]+2(s, τ)) 12 ∣∣∣
.
∫
Iz(τ)
θ−
1
2
∣∣∣θˆy∣∣∣ (s, ξ)dξ +
∫
Iz(τ)
θ−
1
2 |ϑy|(s, ξ)dξ
. m
− 12
2 (δ˜ + δ¯) +
[∫
Iz(τ)
ϑ2y
vθ2
(s, ξ)dξ
] 1
2
[∫
Iz(τ)
vθ(s, ξ)dξ
] 1
2
. m
− 12
2 (δ˜ + δ¯) + sup
Iz(τ)
v
1
2 (s, ·)
[∫
Iz(τ)
ϑ2y
vθ2
(s, ξ)dξ
] 1
2
,
(3.65)
where we have used b[z]+2(s, τ) ∈ Ω[z]+2(τ) ⊂ Iz(τ). Combine (3.65) with (3.51) and (3.8) to give
1− C sup
Iz(τ)
v(s, ·)
∫
Iz(τ)
ϑ2y
vθ2
(s, ξ)dξ . θ(s, y) . 1 + sup
Iz(τ)
v(s, ·)
∫
Iz(τ)
ϑ2y
vθ2
(s, ξ)dξ. (3.66)
We plug (3.66) into (3.64) to obtain
v(t, y) . 1 +
∫ t
0
sup
Iz(τ)
v(s, ·)
∫
Iz(τ)
ϑ2y
vθ2
(s, ξ)dξds.
Taking the supremum over Iz(τ) with respect to y, we have
sup
Iz(τ)
v(t, ·) . 1 +
∫ t
0
sup
Iz(τ)
v(s, ·)
∫
Ωi(τ)
ϑ2y
vθ2
(s, ξ)dξds. (3.67)
Applying Gronwall’s inequality to (3.67), we can deduce from (3.48) that
sup
Iz(τ)
v(t, ·) ≤ C1 for all t ∈ [0, τ ], (3.68)
where C1 > 0 is some constant independent of t, τ and z. Noting that z ∈ Iz(τ), we deduce from
(3.68) that v(τ, z) ≤ C1. Since (τ, z) ∈ ΩT is arbitrary, we conclude
v(τ, z) ≤ C1 for all (τ, z) ∈ ΩT . (3.69)
Step 3. On the other hand, in view of (3.50), (3.59) and (3.63), we integrate (3.53) on Iz(τ) with
respect to y to find
1 .
∫
Iz(τ)
v(t, y)dy . e−t/C +
∫ t
0
Az(t)
Az(s)
ds.
Consequently, we have ∫ t
0
Az(t)
Az(s)
ds & 1− Ce−t/C . (3.70)
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Inserting (3.66), (3.69) and (3.70) into (3.64), we have
v(t, y) &
∫ t
0
Az(t)
Az(s)
ds− C
∫ t
0
Az(t)
Az(s)
∫
Iz(τ)
ϑ2y
vθ2
dξds
& 1− Ce−t/C − C
(∫ t/2
0
+
∫ t
t/2
)
Az(t)
Az(s)
∫
Iz(τ)
ϑ2y
vθ2
dξds
& 1− Ce−t/C − C
∫ t/2
0
e−
t−s
C
∫
Iz(τ)
ϑ2y
vθ2
dξds− C
∫ t
t/2
∫
Iz(τ)
ϑ2y
vθ2
& 1− Ce−t/C − Ce− t2C − C
∫ t
t/2
∫
Iz(τ)
ϑ2y
vθ2
& 1 for all (t, y) ∈ [T0, τ ]× Iz(τ),
(3.71)
where T0 is a positive constant independent of t. In particular, the estimate (3.71) implies
v(τ, z) & 1 for all τ ≥ T0, z > Y (τ). (3.72)
As in [16, 17], we can derive a positive lower bound for v, that is,
v(τ, z) & e−Ct for (τ, z) ∈ ΩT . (3.73)
Finally, we combine (3.73), (3.69) and (3.72) to get (3.58). This completes the proof.
As a corollary of Lemma 3.5, we obtain the bounds for the density ρ(t, x) uniformly in time t
and space x.
Corollary 3.6. Suppose that the conditions listed in Lemma 3.1 hold. Then
C−11 ≤ ρ(t, x) ≤ C1 for all (t, x) ∈ [0, T ]× R+, (3.74)
where the positive constant C1 depends solely on infx∈R+{ρ0(x), θ0(x)} and ‖(φ0, ψ0, ϑ0)‖1.
3.3 Uniform estimates for the perturbation
In this subsection, we will estimate the H1x-norm of the perturbation (φ, ϑ, ψ)(t, x) uniformly
in time t. First we can get the following uniform L2-norm estimate.
Lemma 3.7. Suppose that the conditions listed in Lemma 3.1 hold. Then
sup
0≤t≤T
‖(φ, ϑ, ψ)(t)‖2 +
∫ T
0
∫
R+
[
(1 + θ + ψ2)ψ2x + ϑ
2
x
]
dxdt . 1. (3.75)
Proof. We divide the proof into five steps.
Step 1. First, for each t ≥ 0 and a > 0, we denote
Ω′a(t) := {x ∈ R+ : ϑ(t, x) > a}.
Then it follows from (3.9) and (3.74) that
sup
0≤t≤T
[∫
R+
φ2dx+
∫
R+\Ω′a(t)
ϑ2dx+
∫ t
0
|φ(s, 0)|2ds
]
+
∫ T
0
∫
R+\Ω′a(t)
[
ψ2x + ϑ
2
x
]
≤ C(a) sup
0≤t≤T
[∫
R+
ρEdx+
∫ t
0
ρΦ
(
ρˆ
ρ
)
(s, 0)ds
]
+ C(a)
∫ T
0
∫
R+
[
ψ2x
θ
+
ϑ2x
θ2
]
≤ C(a).
(3.76)
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Step 2. We now estimate the integral
∫ T
0
∫
Ω′a(t)
ϑ2x. To this end, we multiply (3.1)3 by (ϑ− 2)+ :=
max{ϑ− 2, 0} and integrate the resulting identity over (0, t)× R+ to obtain
cv
2
∫
R+
ρ(ϑ− 2)2+dx+ κ
∫ t
0
∫
Ω′2(s)
ϑ2x +R
∫ t
0
∫
R+
ρθψx(ϑ− 2)+
=
cv
2
∫
R+
ρ0(ϑ0 − 2)2+dx+
∫ t
0
∫
R+
f3(ϑ− 2)+ + µ
∫ t
0
∫
R+
ψ2x(ϑ− 2)+.
(3.77)
To estimate the last term of (3.77), we multiply (3.1)2 by 2ψ(ϑ− 2)+ and integrate the resulting
identity over (0, t)× R+ to find
∫
R+
ψ2ρ(ϑ− 2)+dx+ 2µ
∫ t
0
∫
R+
ψ2x(ϑ− 2)+ −
∫ t
0
∫
Ω′2(s)
ρψ2(ϑt + uϑx)
=
∫
R+
ψ20ρ0(ϑ0 − 2)+dx+ 2R
∫ t
0
∫
R+
ρθψx(ϑ− 2)+ + 2R
∫ t
0
∫
Ω′2(s)
ρθψϑx
+ 2R
∫ t
0
∫
R+
ψ(ρˆθˆ)x(ϑ− 2)+ − 2µ
∫ t
0
∫
Ω′2(s)
ψψxϑx + 2
∫ t
0
∫
R+
f2ψ(ϑ− 2)+.
(3.78)
Combining (3.78) and (3.77), we have from (3.1)3 that∫
R+
[cv
2
ρ(ϑ− 2)2+ + ψ2ρ(ϑ− 2)+
]
dx+ κ
∫ t
0
∫
Ω′2(s)
ϑ2x + µ
∫ t
0
∫
R+
ψ2x(ϑ− 2)+
=
∫
R+
[cv
2
ρ0(ϑ0 − 2)2+ + ψ20ρ0(ϑ0 − 2)+
]
dx+
6∑
p=1
Jp,
(3.79)
where each term Jp in the decomposition will be defined below. We now define and estimate all
the terms in the decomposition. We first consider
J1 := R
∫ t
0
∫
R+
ρθψx(ϑ− 2)+ and J2 := 2R
∫ t
0
∫
Ω′2(s)
ρθψϑx.
In light of (3.74) and (3.9), we have∫
R+
ψ2dx+
∫
Ω′1(s)
θdx .
∫
R+
ρEdx . 1. (3.80)
From Cauchy’s inequality and (3.74), we obtain
|J1| ≤ ǫ
∫ t
0
∫
R+
ψ2x(ϑ− 2)+ + C(ǫ)
∫ t
0
∫
R+
θ2(ϑ− 2)+
≤ ǫ
∫ t
0
∫
R+
ψ2x(ϑ− 2)+ + C(ǫ)
∫ t
0
∫
R+
θ(ϑ− 1)2+
≤ ǫ
∫ t
0
∫
R+
ψ2x(ϑ− 2)+ + C(ǫ)
∫ t
0
sup
R+
(ϑ− 1)2+,
(3.81)
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and
|J2| ≤ ǫ
∫ t
0
∫
Ω′2(s)
ϑ2x + C(ǫ)
∫ t
0
∫
Ω′2(s)
ψ2θ2
≤ ǫ
∫ t
0
∫
Ω′2(s)
ϑ2x + C(ǫ)
∫ t
0
∫
Ω′2(s)
ψ2 (ϑ− 1)2+
≤ ǫ
∫ t
0
∫
Ω′2(s)
ϑ2x + C(ǫ)
∫ t
0
sup
R+
(ϑ− 1)2+.
(3.82)
Here we have used the fact that
θ ≤ K(ϑ− 1)
with K = 2 + sup
R
2
+
θˆ provided that ϑ ≥ 2. Let us define
J3 :=
∫ t
0
∫
Ω′2(s)
[
f3(ϑ− 2)+ + c−1v f3ψ2 + 2f2ψ(ϑ− 2)+
]
.
According to (3.5) and (3.6), we use (3.16) and (3.74) to deduce
|(f2, f3)| . G+
∣∣(Ψ,Ψx)∣∣∣∣(U¯x, U˜x, U˜xx)∣∣. (3.83)
with
G :=
∣∣U¯xx∣∣+ ∣∣U¯x∣∣2 + |U¯x||U˜ − Um|+ |U˜x||U¯ − Um|+ |U¯x||U˜x|. (3.84)
Hence, we have
J3 .
∫ t
0
∫
Ω′2(s)
[
G+
∣∣(Ψ,Ψx)∣∣∣∣(U¯x, U˜x, U˜xx)∣∣] [m−12 (ϑ− 2)2+ + ψ2] . (3.85)
It follows from Lemma 2.2 and (3.17) that∥∥G(s)∥∥
L1
. δ¯
1
3 (1 + s)−
2
3 , (3.86)
from which we get ∫ t
0
∫
Ω′2(s)
G
[
m−12 (ϑ− 2)2+ + ψ2
]
. δ¯
1
3
∫ t
0
(1 + s)−
2
3 ‖ψ‖‖ψx‖+m−12 δ¯
1
3
∫ t
0
sup
R+
(ϑ− 1)2+
. 1 +N2δ¯
2
3
∫ t
0
‖ψx‖2 +m−12 δ¯
1
3
∫ t
0
sup
R+
(ϑ− 1)2+.
(3.87)
Next we have from (3.7) and Lemma 2.2 that
m−12
∫ t
0
∫
Ω′2(s)
∣∣(Ψ,Ψx)∣∣∣∣(U¯x, U˜x, U˜xx)∣∣(ϑ− 2)2+
. m−12
∫ t
0
∫
Ω′2(s)
∣∣(U¯x, U˜x, U˜xx)∣∣ [N2(ϑ− 2)2+ + ∣∣Ψx∣∣2]
. m−12 N
2(δ¯ + δ˜)
∫ t
0
[
sup
R+
(ϑ− 1)2+ + ‖Ψx‖2
]
.
(3.88)
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Since ∣∣(Ψ,Ψx)∣∣ψ2 . (1 + ∣∣Ψ∣∣) ∣∣Ψ∣∣3 + ∣∣Ψx∣∣2 . N ∣∣Ψ∣∣3 + ∣∣Ψx∣∣2, (3.89)
we have ∫ t
0
∫
Ω′2(s)
∣∣(Ψ,Ψx)∣∣∣∣(U¯x, U˜x, U˜xx)∣∣ψ2
.
∫ t
0
∫
Ω′2(s)
[
N
∣∣Ψ∣∣3∣∣U¯x∣∣+N2∣∣Ψ∣∣2∣∣(U˜x, U˜xx)∣∣]+ (δ¯ + δ˜)
∫ t
0
‖Ψx‖2
. 1 +
[
δ¯
2
9N
26
3 + δ˜N2
] ∫ t
0
‖Ψx‖2 + δ˜m−11 N4
∫ t
0
ρΦ
(
ρˆ
ρ
)
(s, 0)ds.
(3.90)
To derive the last inequality in (3.88), we have used (3.22), Young’s inequality and
∣∣U¯x∣∣∣∣Ψ∣∣3 . ‖Ψ‖ 32L∞‖U¯x‖L4‖Ψ‖ 32 . δ¯ 112N 94 (1 + s)− 1116 ‖Ψx‖ 34 .
Plugging (3.87), (3.88) and (3.90) into (3.85), we deduce from (3.8)-(3.10) that
|J3| . 1 +
∫ t
0
sup
R+
(ϑ− 1)2+. (3.91)
Let us now consider the term
J4 := 2R
∫ t
0
∫
R+
ψ(ρˆθˆ)x(ϑ− 2)+,
which combined with (3.7) and (3.8) yields
|J4| .
∫ t
0
sup
R+
(ϑ− 2)+‖ψ‖‖(ρˆx, θˆx)‖ .
∫ t
0
sup
R+
(ϑ− 1)2+. (3.92)
For the term
J5 :=
∫ t
0
∫
Ω′2(s)
[
µψ2xc
−1
v ψ
2 − Pψxc−1v ψ2 − 2µψψxϑx
]
,
we apply Cauchy’s inequality and (3.80) to deduce
|J5| . ǫ
∫ t
0
∫
Ω′2(s)
ϑ2x + C(ǫ)
∫ t
0
∫
Ω′2(s)
ψ2ψ2x +
∫ t
0
∫
Ω′2(s)
ψ2θ2
. ǫ
∫ t
0
∫
Ω′2(s)
ϑ2x + C(ǫ)
∫ t
0
∫
Ω′2(s)
ψ2ψ2x +
∫ t
0
∫
Ω′2(s)
ψ2(ϑ− 1)2+
. ǫ
∫ t
0
∫
Ω′2(s)
ϑ2x + C(ǫ)
∫ t
0
∫
Ω′2(s)
ψ2ψ2x +
∫ t
0
sup
R+
(ϑ− 1)2+.
(3.93)
We finally consider
J6 :=
∫ t
0
∫
Ω′2(s)
c−1v κψ
2ϑxx.
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In order to estimate J6, we apply Lebesgue’s dominated convergence theorem to find
J6 = κ
cv
lim
ν→0+
∫ t
0
∫
R+
ϕν(ϑ)ψ
2ϑxx
=
κ
cv
lim
ν→0+
∫ t
0
∫
R+
[−2ϕν(ϑ)ψψxϑx − ϕ′ν(ϑ)ψ2ϑ2x]
≤ − κ
cv
lim
ν→0+
∫ t
0
∫
R+
2ϕν(ϑ)ψψxϑx
≤ ǫ
∫ t
0
∫
R+
ϑ2x + C(ǫ)
∫ T
0
∫
R+
ψ2ψ2x.
(3.94)
where the approximate scheme ϕν(ϑ) is defined by
ϕν(ϑ) =


1, ϑ− 2 > ν,
(ϑ− 2)/ν, 0 < ϑ− 2 ≤ ν,
0, ϑ− 2 ≤ 0.
Plugging (3.81)-(3.82), (3.91)-(3.94) into (3.79), we get from (3.74) that∫
R+
(ϑ− 2)2+dx+
∫ t
0
∫
Ω′2(s)
[
ϑ2x + ψ
2
x(ϑ− 2)+
]
. 1 + ǫ
∫ t
0
∫
R+
ϑ2x + C(ǫ)
∫ t
0
∫
R+
ψ2ψ2x + C(ǫ)
∫ t
0
sup
R+
(ϑ− 1)2+.
(3.95)
Step 3. We obtain from (3.9) that∫ t
0
∫
R+
[
ϑ2x + ψ
2
xθ
]
.
∫ t
0
∫
Ω′3(s)
[
ϑ2x + ψ
2
x(ϑ− 2)+
]
+
∫ t
0
∫
R+\Ω′3(s)
[
ϑ2x
θ2
+
ψ2x
θ
]
.
∫ t
0
∫
Ω′2(s)
[
ϑ2x + ψ
2
x(ϑ− 2)+
]
+ 1.
(3.96)
Combining (3.96) and (3.95), and choosing ǫ sufficiently small, we have∫
R+
(ϑ− 2)2+dx +
∫ t
0
∫
R+
[
ϑ2x + ψ
2
xθ
]
. 1 +
∫ t
0
sup
R+
(ϑ− 1)2+ +
∫ t
0
∫
R+
ψ2ψ2x. (3.97)
Step 4. To estimate the last term of (3.97), we multiply (3.1)2 by ψ
3 and then integrate the
resulting identity over (0, t)× R+ to have
1
4
∫
R+
ρψ4dx+ 3µ
∫ t
0
∫
R+
ψ2ψ2x −
1
4
∫
R+
ρ0ψ
4
0dx
= 3R
∫ t
0
∫
R+
ψ2ψxθˆφ+ 3R
∫ t
0
∫
R+
ψ2ψxρϑ+
∫ t
0
∫
R+
f2ψ
3.
(3.98)
From (3.76) and (3.80), we have∫ t
0
∫
R+
ψ2ψxθˆφ+
∫ t
0
∫
R+\Ω′2(s)
ψ2ψxρϑ
.
∫ t
0
‖ψ‖2L∞x ‖ψx‖
[‖φ‖+ ‖ϑ‖L2(R+\Ω′2(s))] .
∫ t
0
‖ψx‖2,
(3.99)
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We then apply Cauchy’s inequality to derive∫ t
0
∫
Ω′2(s)
ψ2ψxρϑ ≤ ǫ
∫ t
0
∫
R+
ψ2ψ2x + C(ǫ)
∫ t
0
∫
Ω′2(s)
ψ2ϑ2
≤ ǫ
∫ t
0
∫
R+
ψ2ψ2x + C(ǫ)
∫ t
0
sup
R+
(ϑ− 1)2+ .
(3.100)
In view of (3.83), we utilize (3.86), (3.89), (3.22) and the Young’s inequalities to have∫ t
0
∫
R+
f2ψ
3 . N
∫ t
0
∫
R+
[
G+
∣∣(Ψ,Ψx)∣∣∣∣(U¯x, U˜x, U˜xx)∣∣]ψ2
. 1 +
[
δ¯
2
9N
34
3 + δ˜N3
] ∫ t
0
‖Ψx‖2 + δ˜m−11 N5
∫ t
0
ρΦ
(
ρˆ
ρ
)
(s, 0)ds.
(3.101)
Plugging (3.99) -(3.101) into (3.98), and taking ǫ sufficiently small, we derive from (3.8)-(3.10)
that ∫
R+
ψ4dx+
∫ t
0
∫
R+
ψ2ψ2x . 1 +
∫ t
0
∫
R+
ψ2x +
∫ t
0
sup
R+
(ϑ− 1)2+ . (3.102)
It follows from (3.9) that∫ t
0
∫
R+
ψ2x ≤ ǫ
∫ t
0
∫
R+
θψ2x + C(ǫ)
∫ t
0
∫
R+
ψ2x
θ
≤ ǫ
∫ t
0
∫
R+
θψ2x + C(ǫ). (3.103)
Combination of (3.103) and (3.102) yields∫
R+
ψ4dx+
∫ t
0
∫
R+
(1 + ψ2)ψ2x . C(ǫ) + ǫ
∫ t
0
∫
R+
θψ2x +
∫ t
0
sup
R+
(ϑ− 1)2+ . (3.104)
We plug (3.104) into (3.97) and choose ǫ suitable small to find∫
R+
[
(ϑ− 2)2+ + ψ4
]
dx+
∫ t
0
∫
R+
[
ϑ2x + ψ
2
x
(
1 + θ + ψ2
)]
. 1 +
∫ t
0
sup
R+
(ϑ− 1)2+ . (3.105)
Step 5. It remains to estimate the last term of (3.105). According to the fundamental theorem
of calculus, we have from (3.80) that
∫ T
0
sup
R+
(ϑ− 1)2+ ≤
∫ T
0
[∫
Ω′1(s)
|ϑx|
]2
≤
∫ T
0
[∫
Ω′1(s)
ϑ2x
θ
∫
Ω′1(s)
θ
]
≤ ǫ
∫ T
0
∫
R+
ϑ2x + C(ǫ)
∫ T
0
∫
R+
ϑ2x
θ2
≤ ǫ
∫ T
0
∫
R+
ϑ2x + C(ǫ).
(3.106)
Plug (3.106) into (3.105) and choose ǫ > 0 suitable small to obtain (3.75). This completes the
proof of the lemma.
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We obtain the uniform bound of the H1x-norm of (φ, ψ, ϑ)(t, x) uniformly in time t in the next
lemma.
Lemma 3.8. Suppose that the conditions listed in Lemma 3.1 hold. Then
sup
0≤t≤T
‖(φ, ψ, ϑ)(t)‖21 +
∫ T
0
[
‖
√
θφx(t)‖2 + ‖(ψx, ϑx)(t)‖21
]
dt ≤ C22 , (3.107)
where the positive constant C2 depends only on infx∈R+{ρ0(x), θ0(x)} and ‖(φ0, ψ0, ϑ0)‖1.
Proof. First, plugging (3.74) into (3.45), we deduce
∫
R+
φ2x +
∫ t
0
∫
R+
θφ2x . 1 +
∫ t
0
∫
R+
[
ψ2x + ϑ
2
x +
ϑ2x
θ2
]
. 1, (3.108)
where we employed (3.9) and (3.75) in the last inequality.
Next, multiply (3.1)2 by ψxx/ρ to derive(
ψ2x
2
)
t
−
[
ψtψx +
1
2
uψ2x
]
x
+
1
2
uxψ
2
x + µ
ψ2xx
ρ
=
(P − Pˆ )x
ρ
ψxx − f2
ρ
ψxx.
Integrating this last identity over (0, t)× R+, we obtain from (3.74) and Cauchy’s inequality that∫
R+
ψ2xdx−
∫ t
0
ψ2x(s, 0)ds+
∫ t
0
∫
R+
ψ2xx
. 1 +
∫ t
0
∫
R+
[
(P − Pˆ )2x + f22 + |uˆx|ψ2x + |ψx|3
]
.
(3.109)
Apply Sobolev’s inequality and (3.75) to obtain
∫ t
0
ψ2x(s, 0)ds+
∫ t
0
∫
R+
|ψx|3 .
∫ t
0
‖ψx‖‖ψxx‖+
∫ t
0
‖ψx‖ 52 ‖ψxx‖ 12
. ǫ
∫ t
0
∫
R+
ψ2xx + C(ǫ)
∫ t
0
[
‖ψx‖2 + ‖ψx‖ 103
]
. C(ǫ)
[
1 + sup
0≤s≤t
‖ψx(s)‖ 43
]
+ ǫ
∫ t
0
∫
R+
ψ2xx.
(3.110)
Using (P − Pˆ )x = R(θφx + ρϑx + φθˆx + ϑρˆx), we derive from (3.83), (3.108), (3.75) that
∫ T
0
∫
R+
[
(P − Pˆ )2x + |uˆx|ψ2x
]
.
∫ T
0
∫
R+
[
|(θφx, ψx, ϑx)|2 + |(ρˆx, uˆx, θˆx)|2|Ψ|2
]
. 1 + ‖θ‖L∞([0,T ]×R+).
(3.111)
According to (3.83) and (3.84), we have from Lemma 2.2, (3.22), (3.8), (3.9) and (3.108) that
∫ T
0
∫
R+
|(f2, f3)|2 . 1. (3.112)
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We plug (3.110)-(3.112) into (3.109) to get
sup
0≤t≤T
‖ψx(t)‖2 +
∫ T
0
∫
R+
ψ2xx . 1 + ‖θ‖L∞([0,T ]×R+) + sup
0≤t≤T
‖ψx(t)‖ 43 .
Then Young’s inequality yields the estimate
sup
0≤t≤T
‖ψx(t)‖2 +
∫ T
0
∫
R+
ψ2xx . 1 + ‖θ‖L∞([0,T ]×R+). (3.113)
Next, multiply (3.1)3 by ϑxx/ρ and integrate the resulting identity over (0, T )× R+ to have
cv
2
∫
R+
ϑ2xdx+ κ
∫ T
0
∫
R+
ϑ2xx
ρ
=
cv
2
∫
R+
ϑ20xdx+
∫ T
0
∫
R+
[
cvuϑx − µψ
2
x
ρ
+Rθψx − f3
ρ
]
ϑxx,
which combined with (3.74) implies
∫
R+
ϑ2xdx +
∫ T
0
∫
R+
ϑ2xx . 1 +
∫ T
0
∫
R+
[
u2ϑ2x + ‖ψx‖2L∞ψ2x + θ2ψ2x + h2
]
. 1 +
∫ T
0
(1 + ‖ψ‖‖ψx‖)‖ϑx‖2 +
∫ T
0
‖ψx‖3‖ψxx‖
+ ‖θ‖L∞([0,T ]×R+)
∫ T
0
∫
R+
θψ2x +
∫ T
0
∫
R+
f23 .
(3.114)
From (3.113), we have
∫ T
0
‖ψx‖3‖ψxx‖ . sup
0≤t≤T
‖ψx‖2
∫ T
0
(‖ψx‖2 + ‖ψxx‖2) . 1 + ‖θ‖2L∞([0,T ]×R+).
In light of (3.108), (3.113) and (3.75), we then obtain
sup
0≤t≤T
∫
R+
ϑ2xdx+
∫ T
0
∫
R+
ϑ2xx . 1 + ‖θ‖2L∞([0,T ]×R+). (3.115)
Finally, it follows from (3.75) and (3.115) that
‖θ − θˆ‖2L∞([0,T ]×R+) . sup
0≤t≤T
‖ϑ(t)‖‖ϑx(t)‖ . 1 + ‖θ‖L∞([0,T ]×R+).
from which we have
θ(t, x) . 1 for all (t, x) ∈ [0, T ]× R+. (3.116)
Combine (3.109), (3.113) and (3.115) to give
sup
0≤t≤T
∫
R+
[φ2x + ψ
2
x + ϑ
2
x]dx+
∫ T
0
∫
R+
[θφ2x + ψ
2
xx + ϑ
2
xx] . 1,
which together with (3.75) yields (3.107). This completes the proof of the lemma.
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3.4 Local lower bound of temperature
In this subsection, we employ the maximum principle to get the lower bound for the tempera-
ture, which does depend on the time t.
Lemma 3.9. Suppose that the conditions listed in Lemma 3.1 hold. Then
inf
R+
θ(t, ·) ≥ infR+ θ(s, ·)
C3 infR+ θ(s, ·)(t− s) + 1
for 0 ≤ s ≤ t ≤ T, (3.117)
where the positive constant C3 depends solely on infx∈R+{ρ0(x), θ0(x)} and ‖(φ0, ψ0, ϑ0)‖1.
Proof. It follows from (1.1)3 that θ satisfies
θt + uθx − κ
cvρ
θxx =
µ
cvρ
[
u2x −
P
µ
ux
]
≥ − P
2
4µcvρ
= − R
2ρ
4µcv
θ2.
Hence we deduce from (3.74) that
θt + uθx − κ
cvρ
θxx + C3θ
2 ≥ 0.
Let Θ := θ − θ with θ := infR+ θ(s,·)C3 infR+ θ(s,·)(t−s)+1 . We observe
Θ|x=0,∞ ≥ 0, Θ|t=s ≥ 0,
and
Θt + uΘx − κ
cvρ
Θxx + C2(θ + θ)Θ = θt + uθx − κ
cvρ
θxx + C2θ
2 ≥ 0.
Applying the weak maximum principle (see [3, Section 7.1]), we have that Θ(t, x) ≥ 0 for 0 ≤ s ≤
t ≤ T and x ∈ R+. This completes the proof of the lemma.
3.5 Proof of Theorem 2
This subsection is devoted to proving the stability of the superposition of a rarefaction wave
and a non-degenerate stationary solution, i.e. Theorem 2. To this end, we first give the local
existence of solutions to the problem (3.1)-(3.2) in the following proposition. It can be proved by
the standard iteration method (see [10] for example) and hence we omit the proof for brevity.
Proposition 3.10 (Local existence). Suppose that the conditions in Theorem 2 hold. Let M ,
λ1 and λ2 be some positive constants such that ‖(φ0, ψ0, ϑ0)‖1 ≤ M , φ0(x) + ρˆ(x) ≥ λ1 and
ϑ0(x) + θˆ(x) ≥ λ2 for all x ∈ R+. Then there exists a positive constant T0 = T0(λ1, λ2,M),
depending only on λ1, λ2 and M , such that the problem (3.1)-(3.2) admits a unique solution
(φ, ψ, ϑ) ∈ X (0, T0; 12λ1, 12λ2, 2M).
Next we will give the proof of Theorem 2 in six steps by employing the continuation argument.
Step 1. Let Π and λi (i = 1, 2, 3) be some positive constants such that ‖(φ0, ψ0, ϑ0)‖1 ≤ Π and
ρ0(x) ≥ λ1, θ0(x) ≥ λ2, θˆ(t, x) ≥ λ3 for all t, x ≥ 0.
Set T1 = 128λ
−4
3 C
4
2 , where C2 is exactly the same constant as in (3.107). Applying Proposition
3.10, we infer that the problem (3.1)-(3.2) has a unique solution (φ, ψ, ϑ) ∈ X(0, t1; 12λ1, 12λ2, 2Π)
for some positive constant
t1 = min{T1, T0(λ1, λ2,Π)}.
Wave patterns to viscous heat-conducting gases 31
Let 0 < δ ≤ δ1 with
Ξ
(
1
2λ1,
1
2λ2, 2Π
)
δ1 = ǫ0.
Then we can apply Lemmas 3.5, 3.8 and 3.9 with T = t1 to obtain that for each t ∈ [0, t1], the
local solution (φ, ψ, ϑ) constructed above satisfies that
θ(t, x) ≥ λ2
C3λ2T1 + 1
=: C4 for all x ∈ R+, (3.118)
and
C−11 ≤ ρ(t, x) ≤ C1 for all x ∈ R+,
‖(φ, ψ, ϑ)(t)‖21 +
∫ t
0
[
‖
√
θφx(s)‖2 + ‖(ψx, ϑx)(s)‖21
]
ds ≤ C22 .
(3.119)
Step 2. If we take (φ, ψ, ϑ)(t1, ·) as the initial data, we can apply Proposition 3.10 and extend the
local solution (φ, ψ, ϑ) to the time interval [0, t1 + t2] with
t2 = min{T1 − t1, T0(C−11 , C4, C2)}.
Moreover, for all (t, x) ∈ [t1, t1 + t2]× R+,
ρ(t, x) ≥ 12C−11 , θ(t, x) ≥ 12C4, ‖(φ, ψ, ϑ)(t)‖1 ≤ 2C2.
Take 0 < δ ≤ min{δ1, δ2} with
Ξ
(
1
2C
−1
1 ,
1
2C4, 2C2
)
δ2 = ǫ0.
Then we can employ Lemmas 3.5, 3.8 and 3.9 with T = t1 + t2 to deduce that the local solution
(φ, ψ, ϑ) satisfies (3.118) and (3.119) for each t ∈ [0, t1 + t2].
Step 3. We repeat the argument in Step 2, to extend our solution (φ, ψ, ϑ) to the time interval
[0, t1 + t2 + t3] with
t3 = min{T1 − (t1 + t2), T0(C−11 , C4, C2)}.
Assume that 0 < δ ≤ min{δ1, δ2}. Continuing, after finitely many steps we construct the unique
solution (φ, ψ, ϑ) existing on [0, T1] and satisfying (3.118) and (3.119) for each t ∈ [0, T1].
Step 4. Since T1 ≥ 128λ−43 C43 and
sup
0≤t≤T1
‖ϑ(t)‖21 +
∫ T1
T1/2
‖ϑx(t)‖21dt ≤ C22 ,
we can find a t′0 ∈ [T1/2, T1] such that
‖ϑ(t′0)‖ ≤ C2, ‖ϑx(t′0)‖ ≤ 18C−12 λ23.
Sobolev’s inequality yields
‖ϑ(t′0)‖L∞ ≤
√
2‖ϑ(t′0)‖
1
2 ‖ϑx(t′0)‖
1
2 ≤ 12λ3,
and so
θ(t′0, x) ≥ θˆ(t′0, x)− ‖ϑ(t′0)‖L∞ ≥ 12λ3 for all x ∈ R+.
We note here that
‖(φ, ψ, ϑ)(t′0)‖1 ≤ C2, ρ(t′0, x) ≥ C−11 for all x ∈ R+.
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Applying Proposition 3.10 again by taking (φ, ψ, ϑ)(t′0, ·) as the initial data, we see that the problem
(3.1)-(3.2) admits a unique solution (φ, ψ, ϑ) ∈ X(t′0, t′0 + t′1; 12C−11 , 14λ3, 2C2) with
t′1 = min{T1, T0(C−11 , 12λ3, C2)}.
If we take 0 < δ ≤ min{δ1, δ2, δ3} with
Ξ
(
1
2C
−1
1 ,
1
4λ3, 2C2
)
δ3 = ǫ0,
then we can apply Lemmas 3.5, 3.8 and 3.9 with T = t′0 + t
′
1 to obtain that for each time t ∈
[t′0, t
′
0 + t
′
1], the local solution (φ, ψ, ϑ) satisfies (3.119) and
θ(t, x) ≥ infR+ θ(t
′
0, ·)
C3 infR+ θ(t
′
0, ·)T1 + 1
≥ λ3
C3λ3T1 + 2
=: C5 for all x ∈ R+. (3.120)
Step 5. Next if we take (φ, ψ, ϑ)(t′0 + t
′
1, ·) as the initial data, we apply Proposition 3.10 and
construct the solution (φ, ψ, ϑ) existing on the time interval [0, t′0 + t
′
1 + t
′
2] with
t′2 = min{T1 − t′1, T0(C−11 , C5, C2)}
and satisfying
ρ(t, x) ≥ 12C−11 , θ(t, x) ≥ 12C5, ‖(φ, ψ, ϑ)(t)‖1 ≤ 2C2
for all (t, x) ∈ [t′0 + t′1, t′0 + t′1 + t′2]× R+. Let 0 < δ ≤ min{δ1, δ2, δ3, δ4} with
Ξ
(
1
2C
−1
1 ,
1
2C5, 2C2
)
δ4 = ǫ0.
Then we can infer from Lemmas 3.5, 3.8 and 3.9 with T = t′0+t
′
1+t
′
2 that the local solution (φ, ψ, ϑ)
satisfies (3.120) and (3.119) for each t ∈ [t′0, t′0 + t′1 + t′2]. By assuming 0 < δ ≤ min{δ1, δ2, δ3, δ4},
we can repeatedly apply the argument above to extend the local solution to the time interval
[0, t′0+T1]. Furthermore, we deduce that (3.120) and (3.119) hold for each t ∈ [t′0, t′0+T1]. In view
of t′0 + T1 ≥ 32T1, we have shown that the problem (3.1)-(3.2) admits a unique solution (φ, ψ, ϑ)
on [0, 32T1].
Step 6. We take 0 < δ ≤ min{δ1, δ2, δ3, δ4}. As in Steps 4 and 5, we can find t′′0 ∈ [t′0 +
T1/2, t
′
0 + T1] such that the problem (3.1)-(3.2) admits a unique solution (φ, ψ, ϑ) on [0, t
′′
0 + T1],
which satisfies (3.120) and (3.119) for each t ∈ [t′0, t′′0 + T1]. Since t′′0 + T1 ≥ t′0 + 32T1 ≥ 2T1,
we have extended the local solution (φ, ψ, ϑ) to [0, 2T1]. Repeating the above procedure, we can
then extend the solution (φ, ψ, ϑ) step by step to a global one provided that δ ≤ min{δ1, δ2, δ3, δ4}.
Choosing ǫ2 = min{δ1, δ2, δ3, δ4}, we derive that the problem (3.1) has a unique solution (φ, ψ, ϑ) ∈
X(0,∞;C−11 ,min{C4, C5}, C2) satisfying (3.119) for each t ∈ [0,∞).
Therefore, we can find constant C6 depending only on infx∈R+{ρ0(x), θ0(x)} and ‖(φ0, ψ0, ϑ0)‖1
such that
sup
0≤t<∞
‖(φ, ψ, ϑ)(t)‖21 +
∫ ∞
0
[‖φx(t)‖2 + ‖(ψx, ϑx)(t)‖21]dt ≤ C26 ,
from which the large-time behavior (1.24) follows in a standard argument (cf. [23]). This completes
the proof of Theorem 2.
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