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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Introduction 
 
 
An Artificial Neural Network or also known as ANN is a network of many 
very simple processors ("units"), each possibly having a (small amount of) local 
memory.  The units are connected by unidirectional communication channels 
("connections"), which carry numeric (“weights”) data.  The units operate only on 
their local data and on the inputs they receive via the connections. 
 
 
A lot of researches have been carried out regarding the theory and the 
application of ANN.  ANN has been a dominant tool for solving various problems 
such as pattern classification and recognition [1], medical imaging [2], speech 
recognition [3][4] and control [5].  ANN can be characterized by its architectures, 
learning algorithms and the activation function as well [6]. ANN learns by examples 
through learning algorithms, which adjusts the connection weights iteratively until 
the desired result, typically expressed by minimization of an error function, is 
achieved [7].  This design motivation is what distinguishes neural networks from 
other mathematical techniques.  The most commonly used learning algorithms for 
training ANN is the back-propagation algorithm (BP) [8].  
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The Multilayer Perceptron (MLP) with BP learning algorithm is found to be 
effective for solving a number of real world problems. However, it suffers from slow 
convergence process or long training time and tends to stuck in local minima.  Many 
researchers [9][10][11][12][13][14][15][16] have been proposed methods for 
accelerating the learning of BP.  These studies shows that the BP learning ability is 
affected by many factors like learning structure, initial weight, error function, 
learning parameters and also the activation function.  Besides, these methods try to 
modify the learning model and overcome the tendency to sink into local minima by 
adding a random factor to the model.  However, the random perturbations of the 
search direction and various kinds of stochastic adjustments to the current set of 
weights are not effective at enabling a network to escape from local minima within a 
reasonable number of iterations [17]. 
 
 
Many researches have been trying to overcome and improve the efficiency 
and convergence rate.  In [6][18], this can be done by the selection of better cost 
function, dynamics variation of learning rate and momentum and also the selection of 
better activation function of the neurons.  Another study by [11] have summarized 
these approaches into seven cases: the weight updating procedure, the choice of 
optimization criterion, the use of adaptive parameters, estimation of optimal initial 
conditions, reduces the size of problem, estimation of optimal ANN structure and the 
application of more advanced algorithms. 
 
 
In order to archive a better NN learning, a more sophisticated error measure 
can be used.  A comparative study on the impact of various error functions in 
multilayer feed forward has been used for classification problem by [19].  This result 
indicates that the error function other than mean square error (MSE) gives a better 
performance of the trained network.  Another study by comparing the Bernoulli error 
measure with the popular MSE measure has been done by [20].  Significant increase 
in training speed has been obtained by using the Bernoulli error measure than the 
MSE.  A modified error function in forecasting daily maximum load demand with 
two activation functions, sigmoid and arctangent has been done by [21].  This study 
shows that the improved error with sigmoid function is much faster than compared to 
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the improved error with arctangent function.  Basically, the convergence of the NN 
depends on parameters such as learning rate, momentum term, slope of the activation 
function and many more. 
 
 
However, these NN trained with gradient descent algorithms such as 
backpropagation often converge very slowly for a variety of reasons.  Slow 
convergence might be due to very small learning rate, or due to incorrect architecture 
with too few layers of weights (or too many), or too few hidden neurons.  The β , 
slope of the activation function also affects the convergence speed.  If the slope is 
very high then certain neurons will saturate.  Saturation occurs if the output is pushed 
towards its extremes at some points before convergence is reached, so that the 
derivative is too small (at those points) to make further significant weight changes, 
causing the network to settle in an incorrect local minimum or reach a state of 
network paralysis [22].  On the other hand, if the slope is very low then the neuron 
will behave like a linear function, 2)( ≈xf .  Though the network will still learn but 
it will fail in making fine decision boundaries.  For a given high value of slope, the 
network can be protected from being paralyzed by keeping the magnitude of initial 
weight range and learning rate small. 
 
 
From all studies and researches in order to improve the BP learning, it shows 
that more advanced algorithms can be experimented and compared with the original 
standard BP in order to speed up the learning convergence.  Study by [6], proves that 
the two-term improved BP (IeBP) of [10] could give a better result in term of 
convergence rate, accuracy and able to escape from local minima.  However, the 
tuning of error signal or the slope of the sigmoid activation function has never been 
done experimented and tested.  Thus, this study aims to evaluate the performance of 
NN by determining optimum values of these slope values with 2, 3 and 4. 
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1.2      Problem Statement 
 
 
BP is the most widely used learning algorithm in solving several of real world 
problems yet it still suffers from the slow convergence rate.  As stated before, the NN 
training process is actually time consuming.  In order to minimize the execution time, 
we need to increase the computational speed.  These could be achieved by doing 
some modification to the BP algorithm.  Modified error function has been proposed 
in [10] which have proved that the execution time of the IeBP is faster than the 
standard BP. 
 
 
The IeBP, which introduced in [10], has been tested using various datasets.  
Therefore, IeBP which emphasis on modification of slope ( β ) parameter using three 
different values (2, 3 and 4) will be implemented to seek for better results.  Besides 
that, the standard BP and IeBP with three different slope values will be implemented 
and used to compare the performance of these both algorithms.  The hypothesis of 
the study can be stated as: 
 
The β  parameter has the significant effect on the implementation of 
Improved two-term BP to perform better in the classification problems. 
 
 
 
 
1.3       Project Aim 
 
 
This study aims to determine the efficiency of standard BP and IeBP with the 
some tuning done on the slope parameter, ( β ) for classification problems.  Learning 
rate and momentum term with sigmoid activation function with three layers of NN 
architecture is used for BP training.  In addition, this study also investigates in detail 
the effect of the β  parameter in the IeBP to the network performance and 
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convergence during training.  Three classification problems; the Iris, Balloon and 
Cancer are used to examine whether the various sizes of classification data affect the 
performance between modified error function measure and the mean square error 
measure.   
 
 
 
 
1.4       Objectives 
 
 
In order to accomplish the hypothesis of the study, few objectives have been 
identified as stated below: 
 
1. To develop the standard BP and IeBP )4,3,2( =β  algorithms.  
2. To find the efficiency of these four BP algorithms. 
3. To evaluate and compare the performance of the standard BP and IeBP  
)4,3,2( =β  algorithms. 
 
 
 
 
1.5       Project Scope 
 
 
The main focus of this study is on the improved two-term BP error function 
by looking into the slope parameter tuning.  The scopes of this study are as follows: 
 
1. Three sets of universal datasets (Iris, Balloon and Cancer) are used. 
2. The MSE function and the improved error function [10] are used. 
3. Sigmoid function is used as the activation function for the BP network. 
4. The value of slope parameter used in this testing are, β =2, 3 and 4. 
5. The value of learning rate and momentum term are set to 0.1, 0.5 and 0.9. 
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1.6       Significance of the Project 
 
 
The study investigates the performance of BP learning, in terms of accurary 
and convergence rate for the classifation problems.  The utilization of error function 
in IeBP is tested against the same datasets as standard BP.  The results of this study 
will contribute to effectiveness of the β , slope parameter in activation function that 
have been used for BPNN training.  
 
 
 
 
1.7       Organization of the Project 
 
 
This report consists of five chapters.  The first chapter, ‘Introduction’ briefly 
elaborates the problem being tackled, with the goals and the scope of the research.  
The second chapter “Literature Review” explains about appropriate literature and 
review on NN in classification problems, artificial neural network, BP algorithm and 
error functions.  Some of the related previous research works also discussed in this 
chapter.  Third chapter, “Methodology”, discusses about the methodology used in 
this project, which explains in detail the implementation of standard BP and IeBP.  
Next, looking into the fourth chapter, we have the “Experimental Result” which is 
the analysis and findings.  Lastly, we have the “Conclusion” that concludes the 
whole work at the same time stating its contributions and suggesting future research. 
 
