Abstract-For a class of switched linear systems, we propose a switching strategy that combines time-driven switching with event-driven switching. This switching strategy not only makes the switched systems stable, but also reduces the switching frequency in contrast with the existing switching laws. In addition, the switching law is robust against (time-varying and nonlinear) system perturbations. We prove that, under this switching law, the perturbed systems are bounded for bounded perturbations, convergent for convergent perturbations, and exponentially convergent for exponentially convergent perturbations. For switched linear systems with measured outputs, we also develop an observer-based switching strategy which robustly stabilizes the perturbed systems.
This suggests that, for the case of l = 2, q "performs better" than q 3 in the stability analysis of the original LDI. However, duality implies that for the inclusion _ 2 cofA T 1 ; A T 2 (a)g, the reverse is true: q 3 "performs better" than q.
VI. CONCLUSION
In this note, we established a one-to-one relationship between convex positively homogeneous Lyapunov functions verifying the asymptotic stability of a linear differential inclusion and such Lyapunov functions verifying the asymptotic stability of a dual linear differential inclusion. As a consequence, the asymptotic stability of an LDI turns out to be equivalent to the asymptotic stability of the dual LDI. Based on this equivalence, and on the operations of pointwise maximization or forming a convex hull of a family of functions, we showed how Lyapunov functions for LDIs can be constructed. Through numerical examples, we illustrated how applying known numerical techniques to a dual LDI may improve stability estimates for the original LDI. Further examples, a method for verifying instability of an LDI, and a discussion of duality of dissipativity properties, can be found in [15] and [19] . Similar results are possible in discrete time; see [15] .
I. INTRODUCTION
In this note, we address the stability issues for switched linear systems. As a switched system consists of a number of subsystems and a rule that orchestrates the switching among them, the stability theory of these systems mainly investigates two topics: guaranteed stability under certain classes of switching rules, and the stabilizability of unstable systems via switching. While much effort has been devoted to establishing analysis tools, such as multiple Lyapunov-like functions approach [1] , [7] and linear matrix inequality approach [9] , only a few papers addressed the constructive design mechanisms of deriving stabilizing switching laws for switched unstable systems. Among these, stabilization of second-order switched linear systems was addressed in detail [4] , [17] ; in [16] , it was proved that the existence of a stable convex combination of the subsystems can lead to an elegant construction of a stabilizing switching signal; and a constructive scheme was presented for a class of switched linear control systems [14] , [15] .
An important issue for switching design is to reduce the switching frequency to an acceptable level. Taking digital networks for example, the digital data must be transferred in real time and this sets a data rate limit, which in turn limits the allowable switching frequency. Bearing this in mind, the switching signal should be designed to prevent the actuator from fast switching, or chattering, which not only increase the necessary data rate, but also damage the system. However, the design of low frequency switching is very challenging in general, even for simple systems such as linear time-invariant systems [5] , [8] .
Another critical issue for switching design is to enhance the robustness against system uncertainties and perturbations. For a state-feedback switching signal, the resultant switching signals may differ from each other for the normal system and for the perturbed system with the same initial condition. This poses an additional challenge because a well-defined switching signal for the normal system may result in the ill-posed chattering phenomenon for the perturbed system [13] .
In this note, we propose a state-feedback stabilizing switching law with dwell time for a class of switched linear systems by combining the state-feedback switching law [16] with the average approach. This switching law has guaranteed minimal dwell time preventing the (normal and perturbed) systems from fast switching. Under this switching law, the system possesses very nice robustness properties: the system state remains bounded for bounded perturbations, convergent for convergent perturbations, and exponentially convergent for exponentially convergent perturbations.
II. PRELIMINARIES
Let R be the real number set and k 1 k be the standard two-norm for a vector in R n and the induced norm for a matrix in R n2n . Let m denote the set f1; . . . ; mg for a natural number m.
Consider a switched linear system given by
where x(t) 2 R n is the state, (t) 2 m is the piecewise constant switching signal, A k 2 R n2n ; k 2 m are real constant matrices. The switching signal is said to be well-defined, if it involves a finite number of switches in any finite time interval. The switching signal is said to be with dwell time , if ti+1 0 ti for any two consecutive switching times t i and t i+1 . It is clear that any switching signal with a positive dwell time is well-defined.
For system (1), we make the following assumption. This assumption is equivalent to the stabilizability of the switched system by means of a periodic switching signal. By [12] , it is also equivalent to the consistent asymptotic stabilizability, i.e., there exists a time-driven switching signal that makes the switched system asymptotically stable for any initial state.
For the verification of Assumption 1, tractable sufficient conditions were presented for finding the parameters , i and ji [2] , [11] .
By Assumption 1, there exists a 2 (0; 1) and a positive-definite matrix P , such that 
III. MAIN RESULTS
In this section, we state the main results. For clarity, we first focus on 2-form switched systems (i.e., m = 2), then extend to the general case in the last subsection.
A. Switching Strategy
For a switched linear system (1), suppose that Assumption 1 holds with = 2. Fix r1; r2 2 (0; 1), and let Qi = AiP + P Ai, i = 1; 2.
Suppose that x is initialized at x(t 0 ) = x 0 . Set
The subsequent switching time/index sequences are defined recursively by (3) , as shown at the bottom of the page.
According to this strategy, when the first subsystem is activated, it should be kept active for the additional dwell time 1 after the statefeedback switching time is due. On the other hand, if the second subsystem is activated, it should be kept active for the dwell time 2, then the state-feedback switching law decides the next switching time. Suppose that t k is a switching time with (t k ) = 1, it can be seen from the strategy that, the period [t k ; t k+2 ) can be divided into two phases:
In [t k ; t k+1 0 1 ) [ [t k+1 + 2 ; t k+2 ) the system is governed by the state-feedback switching mechanism, while in [t k+1 0 1; t k+1 + 2) the system is governed by the time-driven mechanism. That is, the average period (i.e., time duration for a cyclic switching) is the summation of the two phases. In this way, the resultant switching frequency is lower than that of either case with a single mechanism.
The following result states the main property of the proposed switching strategy.
Theorem 1: Under Assumption 1, the switched system is exponentially stable under switching law (3) .
Proof: See the Appendix . Remark 1: From the proof, it is clear that, when the state-feedback mechanism works, the Lyapunov-like function strictly decreases along the state trajectory. During the time-driven period, the Lyapunov-like function decreases at discrete time instants. In between these time instants, the Lyapunov-like function may strictly increase along the state trajectory. Therefore, the state trajectory does not necessarily admit a quadratic Lyapunov function. That is, there may not exist a quadratic Lyapunov function W (x) such that
This is an essential feature of the switching strategy. As the time-driven mechanism and event-driven mechanism share the same Lyapunov-like function, the stability analysis is simplified, and the idea is similar to that of multiple Lyapunov-like stability results [1] for hybrid systems. That is, we can regard the state-feedback portion as the continuous evolution in switched systems which requires the decreasing of the Lyapunov-like function, and regard the time-driven dwell-time portion as the discontinuous state jumps which requires that the value of the Lyapunov-like function decreases at the end of the jump compared to the beginning of the jump.
B. Robustness Properties
Consider a perturbed switched linear system given by
where f: [t 0 ; +1) ! R n is the system perturbation.
We assume that entries of f(1) are piecewise continuous. Denote
The perturbation f (1) Unlike the time-driven switching mechanism, for a state-feedback switching law, the resultant switching signals may be different for different system perturbations, even with the same initial state. In other words, the perturbations make the switching signals "drift" away. Because of this, the perturbation analysis for time-varying systems (cf. [6, Sec, 5.2]) is not applicable. In addition, a well-defined switching signal may drift to an ill-defined one with chattering. In [13] , a numerical example was presented to exhibit that chattering occurs for a perturbed system under a state-feedback switching law, even though the perturbation is exponentially convergent.
The switching law (3), however, is always well-defined for any perturbed system as it has a guaranteed positive dwell time. Besides, it also possesses nice robustness properties, as exhibited in the following theorem.
Theorem 2: For perturbed system (4), suppose that Assumption 1 holds. Then, under switching law (3), we have i) the system state is bounded if the perturbation is bounded; ii) the system state is bounded and convergent if the perturbation is bounded and convergent; iii) the system state is exponentially convergent if the perturbation is exponentially convergent. Proof: See the Appendix . Remark 2: Note that this scheme is easily extended to the case that the perturbation is subsystem-dependent, i.e., the perturbed switched linear system is given by _ x(t) = Ax(t) + f (t) (t) x(t0) = x0 (6) where f k (1) is the perturbation associated with the kth subsystem for k 2 m.
Remark 3:
This theorem establishes that the proposed switching strategy possesses nice robustness properties. In particular, the "bounded perturbation implies bounded state" property is desirable in many practical situations. It can be seen from the proof that the ultimate bound of the state can also be explicitly estimated. As a result, given any allowed state (ultimate) bound, we can estimate a (ultimate) bound on the perturbations which make the system state (ultimately) bounded within the allowed level.
C. Observer-Based Switching Strategy
In this subsection, we explore the possibility of designing switching laws based on measured output instead of the state information.
Consider the switched linear system described by _ x(t) = A (t) x(t) + f(t) y(t) = C (t) x(t) + h(t)
where x and are the same as in (1), y(t) 2 R q is the measured output, f(t) and h(t) are system and measurement perturbations, respectively, and A i ; C i ; i 2 2 are matrices of compatible dimensions. We assume that the state and the perturbations are not available online. System (7) represents a switched linear system with multiple sensor devices. The description includes multisensor scheduling as a special case [10] .
Assumption 2: Each of the subsystems is completely observable. For (7), we consider the state estimator given by
where gain matrices L1; L2 2 R n2q will be determined later.
Fix r1, r2 as described in Section III-A. Besides, fix a real number ' 2 (0; 1).
Choose the gain matrices Li; i 2 2 such that
Note that the previous choice is always possible because of the observability assumption [3] . Now, we are ready to formulate the observer-based combined switching strategy.
Suppose thatx is initialized atx(t 0 ) =x 0 . Set
The subsequent switching time/index sequences are defined recursively by (10) , as shown at the bottom of the page.
This switching strategy is exactly the same as the previous one with the state x(t) substituted by the estimatorx(t). The following result establishes that it inherits the nice robustness properties. t k+1 = inf t > t k :x T (t)Q 1x (t) > 0r 1x T (t)x(t) + 1 ; if (t k ) = 1 inf t > t k + 2:x T (t)Q2x(t) > 0r2x T (t)x(t) ; if (t k ) = 2
Remark 4: We can extend the above scheme by allowing a perturbation for the estimator. That is, instead of (8), the estimator is given by
where (t) is the perturbation induced by the estimator. In this case, it is clear that Theorem 3 still holds.
D. Extensions
In this subsection, we discuss the possibility of generalizing the results to a broader class of switched linear systems. The systems are described by _ x(t) = A (t) x(t) + f(t) y(t) = C (t) x(t) + h(t) (11) where the system structure is the same as in (7), but the number of subsystems is arbitrarily many.
Suppose that Assumption 2 holds. As mentioned in the previous subsection, fix a real number ' 2 (0; 1), we can find gain matrices Li; i 2 m such that
In the case that the state is not measurable, we construct the estimator as 2) Recursion See (14), as shown at the bottom of the page.
In the aforementioned switching strategy, the switching index sequence is cyclic. The observer-based switching mechanism is incorporated in the first and last phases. The strategy degenerates into the previous one given in the last subsection for the case = 2.
The following theorem states the main result for the generalized class of systems.
Theorem 4: For (11), suppose that Assumptions 1 and 2 hold. Under the switching strategy (14), we have i) the system state and the estimator are bounded for bounded perturbations; ii) the system state and the estimator are convergent for bounded and convergent perturbations; iii) the system state and the estimator are exponentially convergent for exponentially convergent perturbations. The theorem can be proven in the same way as in the proofs of Theorems 2 and 3. Hence, we omit the details.
IV. ILLUSTRATIVE EXAMPLE
Consider the third-order 2-form switched linear system (1) It can be seen that both converge at satisfactory rates. However, for the former case, the number of switches is 382, but for the latter, only 44. That is, by introducing the dwell time, we reduce the switching frequency considerably. The resultant switching signals are shown in Fig. 2 .
Next, consider the system with perturbations and the full state information is not available. Suppose that State trajectories for the perturbed systems with perturbations f k and f k , respectively, are shown in Fig. 3 .
V. CONCLUSION
In this note, a state-feedback switching strategy with dwell time has been proposed for a class of switched linear systems. The switching law makes the switched system stable and prevents the system from fast switching. Under this switching law, the switched system is bounded for bounded perturbations, and convergent for convergent perturbations. When the state information is not available, we formulated an observer-based switching strategy which drives the switched system robust against system perturbations.
The proposed approach was based on the Lyapunov-like technique. The main feature is that it combines the continuous-time Lyapunov method with the discrete-time Lyapunov technique using a common quadratic Lyapunov-like function. An advantage of our approach is that it is applicable to a broad class of switched systems which are not necessarily quadratically stabilizable. However, though the switching frequency is reduced, there is no guarantee how low the frequency can be made. Therefore, a systematic way to justify the "slowness" of the switching is still a subject for further investigation.
APPENDIX

A. Proof of Theorem 1
Let = 1 + 2, and 1 and n denote the minimum and maximum eigenvalues of matrix P , respectively. Consider the Lyapunovlike function given by V (x) = x T P x: (15) Its derivation along the system trajectory is First, suppose that t k is any switching time with (t k ) = 1, and we examine the consecutive switching intervals [t k ; t k+1 ) and [t k+1 ; t k+2 ). According to the switching law, we have
Hence, V (x(t)) decays exponentially in the above time intervals. On the other hand, from (2) it follows that
Within the interval [t k+1 0 1; t k+1 + 2], we have kx(s 2 )k e max(kA k;kA k)(s 0s ) kx(s 1 )k 8s 1 s 2 which implies that, for any s1 s2
V (x(s2)) n 1 e 2 max(kA k;kA k)(s 0s ) V (x(s1)):
Let
= min r1 n ; r2 n ; 0 ln(1 0 ) = n 1 exp ((2 max(kA 1 k; kA 2 k) + )) :
The previous analysis shows that
and V (x(s 2 )) V (x(s 1 ))e 0(s 0s ) 8 t k s 1 s 2 t k+2 : (18) Note that if (t 0 ) = 2, then (18) As a result, the Lyapunov-like function is exponentially convergent, and hence the switched system is exponentially stable.
B. Proof of Theorem 2
The general idea of the proof is that we first prove that the state is upper bounded by a function of the initial state and the perturbations, we then derive the requested properties i)-iii) from the upper-bound estimation.
For the quadratic Lyapunov-like function (15) , its derivation along the system trajectories can be computed to be d dt V (x(t)) = x T (t)Q (t) x(t) + 2f T (t)P x(t):
Let us denote r = min(r 1 ; r 2 ) p = kPk % = e kA k e kA k : which shows that the system state is exponentially convergent.
C. Proof of Theorem 3
Define the difference between the real state and the estimated statẽ x = x 0x:
Subtracting (8) from (7), we obtain
On the other hand, it follows from (8) that _ x = Ax + LCx + Lh(t):
Bearing this equation in mind, we take _ x = Ax as the normal system and L C x (t) as an external perturbation, along with L h(t).
By Theorem 2, we need only to prove thatx(t) is bounded/convergent/exponentially-convergent if the perturbations f(1) and h(1) are bounded/convergent/exponentially convergent.
Suppose that the switching time sequence is t 0 < t 1 < t 2 < 1 11 and the switching index sequence is j0 = (t0), j1 = (t1), j2 = (t 2 ); . . .. It follows from the switching strategy (10) From this, we can deduce thatx(t) is bounded/convergent/exponentially convergent for the corresponding perturbations (cf. [6] ). We omit the details for briefness.
