Rational approximation, II  by Erdös, Paul et al.
ADVANCES IN MATHEMATICS 29, 135-156 (1978) 
Rational Approximation, II 
PAUL ERD&,* DONALD J. NEWMAN,+ AND A. R. REDDY**@ 
* Hungarian Academy of Sciences, Budapest Hungary, 
t Temple University, Philadelphia, Pennsylvania 19122, 
* School of Mathematics, Institute for Advanced Study, Princeton, New Jersey 08540, and 
5 Rutgers University, New Brunswick, New Jemzy 08903 
INTRODUCTION 
Let f(z) = XT=, ask be an entire function. Denote M(Y) = maxlzl-, If(z)]; 
then the order p is defined thus: 
lim sup 1% 1% M(r) = p 
log Y  (0 < p B 00). r-am 
If 0 < p < co, then the type r and the lower type w are defined as 
lim suP log M(r) = T 
r+m inf P w (0 < OJ < T < co). 
Let V~ denote the class of all real polynomials of degree at most m, and v,,,, 
similarly denote the collection of all rational functions 
For convenience we use I, for t,,, , then let 
h m,n = X,,,(f-l) = inf ‘m.““=m.r II-$y m’n II ’ LJ0.m) (3) 
Throughout our work we use c, , c2 , cs ,... to denote some positive constants 
(which may be different on different occasions). T,(x) denotes the Chebyshev 
polynomial of degree n. S,(x) denotes the nth partial sum off(x). 
Recently it has been shown [14] that 
li+i(A&+))l/” = 3-r. 
In [7], it has been established that for all n > 2 
An,&-“) 2 (1280)~‘+l, 
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which clearly shows that the order of magnitude of the error obtained by 
rational functions of degree n in approximating e-x on the positive real axis is 
not better than the order of magnitude of the error obtained to e-5 by reciprocals 
of polynomials of degree n on the positive real axis. In [5], we have shown that 
e-l51 can be approximated by general rational functions of degree n with an error 
c, exp(-c, nllz) on (-co, +a), but by reciprocals of polynomials of degree n 
one cannot approximate e-+1 on (--CO, +co) with an error better than can-l, 
thereby showing that the rational functions of degree n are much better than the 
reciprocals of polynomials of degree n in approximating e+l on (-cc, +oo) 
under the uniform norm. In [8] we have discussed 1 x 1 e-lml. For related problems, 
cf. [5, s-121. 
In this paper we show for certain class functions the error obtained by rational 
functions of degree n in approximating on [0, co) under the uniform norm is 
much smaller than the error obtained by reciprocals of polynomiaIs of degree ti. 
Most of the methods developed in this paper are new and may be applied suc- 
cessfully to many of the related problems. 
LEMMAS 
LEMMA 1. [l, p. lo]. Let f(z) = Cm= k ,, ak.zk, be an entire function of order p 
(0’ < p < 03) and type 7 (0 < 7 < 03). Then 
T = lim sup n(pe)-l ] a, IpIn. 
n-+m (4) 
LEMMA 2 [15, p. 681. Let P(x) be any polynomial of degree at most n and 
satisfies 1 P(x)/ < M on the segment [a, b], then at any point outside the segment 
we have 
LEMMA 3 [6, pp. 450-4511. If 0 < K < 1, and 
max I m(t>l < M E-1 ,--Kl 
t$$, I mWl G M exp (+). 
LEMMA 4 [3, pp. 65-661. Let f (z) = eez = C,“,, ak.zk. Then 
(5) 
a* - Lexp (&I (27rk log k)-1’2 (log k)-K. 
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LEMMA 5. There exists a sequence {P,(x)},“,, of polynomials of degree n fbi 
which fm all n > 2, 
Proof. Choose n even and 
Q(x) = 
(-1)“-1(cos(42n) - cos(+)) 
x + cos(7T/2n) - cos(7T/n) 
Tn(x _ cos(,.+)) 
(9) 
This is a polynomial, since T,(-cos(42n)) = 0. It is easy to see that Q(0) = 1; 
so that 
1 - Q(x) 
P(x) = x (10) 
is a polynomial. 
Set 6 = cos(a/2n) - cos(r/n), then on [0, 1] 
1 
s+x--= 6 - (6 + 4 Q(x) 
1 - Q(x) 
1 + (-1)” T,,(x - cos(+)) 
= * 1 + ((-l)“/(l + x/6)) T,(x - cos(+)) 
1+t SM 
=I+st= ’ 
where t E [- 1, 11, s E [0, l] and so M is bounded by 2. Hence 
i.e., 
1 
o~~+x-~P(,)2~; 
II 
1 
x-p(x> /I 
<S<&. 
Hence the lemma is completely established. 
LEMMA 6. Let P(x) be a polynomial of degree at most n and 1 P(x)] < ez2 for 
O<x<L;then 
1 P(-l)l < e(n+2LmL-“* 
Proof. Observe that for 0 < x < L, 
(1 - x/L)= < e-22. 
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Hence, we have on [0, L], 
I(1 - x/L)“V(x)j < 1. 
Hence by Lemma 2 
/ p(--l)l < / (1 + ;)‘” P(-1) / < T,,, ,  (1 + +) < e(n+2~)2~-“ee 
THEOREMS 
THEOREM 1. Let f(z) = C,“=,, ukzk, u,,>O, a,>0 (k>l) be an entire 
function of order p (0 < p < a) type r and lower type w (0 < w ,< r < CO). Thm 
for all large n 
~&if (4) < Og n)1/pn-2. (11) 
Proof. Let S,(x) denote the nth partial sum off(x). Then 
where Q*(x) = (3w-l log n)-1/~P(x(3~-l log n)-l/o), P(x) is defined as in 
Lemma 5. Let 0 < x < (log ~)~/~(3~-l)l/p; then by Lemma 5, we have 
(13) 
On the other hand, for sufficiently large n, we get for x > (3~l log n)l/o, along 
with the definition of lower type and the fact that Q*(x) > (2x)-l, 
-lx-&i A < e-rpw(1-r)3x < +(log n)l’+r2. 
Similarly, we can show for 0 < x < (log n)1/~(3w-1)1/~, along with Lemmas 1 
and 5, that 
On the other hand, for all large n we get for x > (3w-l log n)+, along with the 
fact that Q*(x) > (2..~)-~, 
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Hence, result (ll), 
II 
--- 
f& 
1 
II Pn(4 LJ0.d 
< c, (1% wp 
79 ’ 
follows from (13x16). 
THEOREM 2. There is an entire function of order p (0 < p < 00) and type 
T = 00 for which, for all large n, 
&,n < cs(log n)%z-a(log log +-l/p. (17) 
Proof. Let f (z) = 1 + CrY,,((log k)/k)kW/p (0 < p < co). Clearly f (2) is an 
entire function of order p and type 7 = co. We consider here for simplicity 
P = 1 only. As earlier, we write 
1 1 -- 
f;, 8zw P*(x) I 
Q fL) I 1 I 1 I 1 
x-Q*o + Q*(x) f (4 --+ 
where 
4*(x) = Cl1 
p(x) defined as in Lemma 5. 
Now for 0 < x < cl1 (log n)(log log n)-l, 
ft) 
1 x - - 
Q*(x) I 
< crs(log n)(log log a)-%2-a. (19) 
On the other hand, for x > cu((log n)/log log n), we get by using the relation 
that 
f(x) - @lo=, 
fi4 1 
1 x-- Q- 
Q*(x) I fz, 
< 4xe-(~lOgS)12 < n-2. cw 
Similarly, we can show as in the case of Theorem 1 for x E [0, 03) that 
4*& ft, I 
1 --- 
&sx) I 
< crs(log ?z)(log log n)-k-2. (21) 
Hence, result (17) follows from (18x21). 
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THEOREM 3. Let f(z) = x& ak.zk, a,>O, al,>0 (h>,l) be an mtire 
function of order p (0 < p < 03) type T (0 < r < OD). Thenfor all large n 
Aosn > (log n)1~p(10n2(2~)1~p)-1 (f [ (*)l” re])-‘. (22) 
Proof. Let us assume, on the contrary, that 
A,,, ( (log n)1/D(10n2(2r)11p)-1 [f ((*)l” n-e)]-l, 
and assume that [PJx)]-l deviates least from x/f(x); then we get on 
[((2~)-l log n)1/%-2 = &n-z, S,], 
I.e., 
[6n~jyBal I P&)l < uw> n2K342 Y 
Now, by applying lemma 2 to (23), we get 
en = f(S@). (23) 
1 P%(O)] < (10/S) 8,S;%z28 < 9n28,S;1. (24) 
On the otherhand, we have 
(25) 
Therefore, from (24) and (25) we get 
A,,, > (log n)1i~(2~)-1111((9n2)-1~1), 
which contradicts our earlier assumption that 
ho,, -=c (10nz)-1((2r)-1 log n)W$ . 
Hence, the result is proved. 
THEOREM 4. There is an entire function of ordw p (0 < p < co) and type 
r = 0 for which for all large n, 
A,,, > (10n2)-l[(log n)(log log log n)lllO(f(log n(log log n)n-“))-l. (26) 
Proof. Let 
f(z) = 1 + f  zyk log k)-k-‘/p (0 < p < 03). 
k=2 
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This is an entire function of order p and type T = 0. We consider here only the 
case p = 1, and all the other values of p can be treated in the same way. As 
earlier, let us assume, on the contrary, that (26) is false; then 
l-i&- < (lon2)-l(log n)(log log ?z)(f[(log n)(log log n)n-21)-l, (27) 
for a sequence of values of n. 
Let us suppose that [Pn(x)]-l d eviates least from x/f(x) on [0, co); then by 
definition 
I/ 1 --- 4, Pn(4 I/ LJ0.d G h0,n * 
From (28), we get over the interval 
[(log n)(log log n)n-” = C&$-a, (Yn] 
along with (27) by using the fact that 
f(x) - exp ($&--), and lcr, = f@g n)(b 1% W2), 
1 -_ p&9 a4, ho,, b (%f2 - an( 1 o?zs)-l)$,’ 
I.e., 
, 9a,ne2Q 
/ 10 ’ 
Now by applying lemma 2 over the interval [0, a,], we get 
(28) 
(29) 
(30) 
On the otherhand, it is known that 
&,tI G I P9ml. 
Equations (30) and (31) flatly contradict (27); hence (26) is established. 
(31) 
THEOREM 5. Let f(z) = Cr=‘=, ugzK, a, > 0, uk >, 0 (k > 1) be 412 entire 
function of injinite order. Then for injinitely many n, 
ho., (*) < Cl2 (Jg I u, l-l/n. (32) 
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Proof. By assumption, f (z) is entire; hence 
lidi 1 a, 11’n = 0. 
Let t, = a;‘ln. Then t, -+ co. Now it is easy to note from the convergence of 
fi4 (1 + @ log k(log log k)2}-1) (34) 
that there exist arbitrarily large values of n for which for each I > 0, 
t %+z > t, 6 (1 + V(n + 413 
where 
A(n) = n log n(log log n)“. 
From (35) it follows, with I = n - 1, that 
t2n-l > t,(l + 2(log n)-l(log log n)-“). 
Let 
2n-1 
PI(X) = c a&, 
k=O 
p264 = 
a,~,,-,(1 + s - XB) 
Tz?z-1u + 6) ' 
8 = (i!iy2, B = (2 + 6) 1 a, llln (1 + (log n)-l--E)-l, 
xP(x) = PI(X) - 4(x). 
Now we consider the values of x E [0, SB-i]. It is easy to see that 
P(x) 3 [PI(X) - P,(x)]x-1 > Cl4 1 a, /l/n s-1. 
Hence, over [0, SB-11, x/f(x) and l/j P(x)/ are less than 
Now let 
c15(log n)2n-2 1 a, j-lln. 
m-1 < x < (2 + S)B-1. 
For these values of x, it is easy to verify that 
(35) 
(36) 
(37) 
1 Pz(x)I < a, 1 T,(l + S)l-’ < 2fzoe-(“/2)61’2 = 2aons2. 
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On the otherhand, we get from (34) and (35) for all k > 2n - 1, 
a* < t,“(l + [2 log n(log log rq]-l):k. 
Therefore, we get over [6B-l, (2 + 8)BM1], along with (38) 
Hence 
Finally we consider 
On this interval 
(39) 
A simple calculation gives us 
I f(x) - PI(x)I < exp(--n(log V). 
I 
1 --- 
f;, P(x) 
< clan-2 1 a, p. 
(2 + 6)B-1 < x < 00. 
PI(X) > a# > (1 + (log q-r-3 
2 exp (lo~$+E > n4. ( 1 
P2(x)’ < 0, since 2n - 1 is odd. Therefore ~/j(x) and I/[ P(z)1 are bounded by 
c,@ [ a, I-+. WI 
Result (32) follows from (37). (39), and (40). 
Remark. For f(z) = ~~=,, as* = exp(e*), 
&VI c*j 
< cl&log log n)n-2. (41) 
The proof of (41) is somewhat similar to the proof of Theorem 1 (except for the 
fact that here we use Lemma 4), that 
a, - b ~%-yl (2?TIr log n)-qog n)-n. 
The rest of the details are left to the reader. 
THEOREM 6. Let f(z) = Cr-,-, a~* , u,>O, a,>0 (k>l) ke un entire 
function of order p (0 < p < co) type T (0 < r < co). Then for all large n and 
ewery a (0 < a < ), 
)b.n(flf -w > czo(log +r2=. (42) 
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The proof of this theorem is very similar to the proof of Theorem 2; hence the 
details are omitted. 
THEOREM 7. Let f(z) = z:f, ubzk, u,>O, a,>0 (K>l) be an entire 
functionoforderp(~~p<Otyperandlowevtypeu(O<u~r<CO).Then 
for all large n, 
Ii 
1 -- 
f;) /I p&9 L.,[l.=') 
< exp(-c,,n1/2). 
Proof. Set PI(x) = I:=, ag+, 
P2(4 = 
a,T,(l + S - xS) 
T,(l + 6) ’ 
n odd, 
s = 4 ($qO, xP(x) = Pi(X) - P2(x). 
For x E [l , (2 + S)S-i], 
1 P2(x)I < a, 1 T,(l + S)l-l < 2a0e-(n/2)8”z 
< 2a, exp(-(n1-114D)(4p~)112D), 
and 
Hence 
1 ___-- 
f(G) PC4 
< exp( -c22n1-1’40). 
On [(2 + S)S-l, a> 
(43) 
Pi(x) > PI(6-1(2 + 6)) > 4-1f(2S-l) 
> 4-l exp 
( 
2W2w(1 - E) 
> 40(4p7) ’ W’) 
and P2(x) < 0. 
Similarly, we can show that on [S-l(2 + S), co) 
- < exp(-c,,n1/2). 
f c, 
(45) 
The required result (43) follows from (44), (44’), and (45). 
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THEOREM 8. Let f(z) = &, a&, a, > 0, ak 2 0 (k 2 1) be an entire 
function of order p (0 < p < i) type r and lower type w (0 < w < T < ~0). Then 
for all large n, 
Proof. Let 6 = n-l log zz, TZ odd, 
Pl(4 = f %sk, P&) = a0 
T,(l + 6 - XS) 
k-O T,(l + 6) ’ 
As usual, on [l, (2 + S)W], 
1 P,(x)1 < a, 1 T,(l + S)l-l < 2aoe-ns”’ 
< 2aoe-(nlom”*~ 
On the other hand, 
If@) -p&l G 2 %Tk 
k=n+l 
< k=z+l {peT(l + e) k-%e(log n)-~}~/p 
< cas(log n)--n. 
Therefore on [l, 632 + S)], we get 
II -- f;, & 1 < exp(--cd log V2). 
(46) 
(47) 
On [(2 + 6)6-l, oc)) ’ 
Pl(3) B PI@ + wl> 2 p,(2a-1) 2 few% W) 4 
3 exp (20 (-j&-)’ 41 - 4) 
P&) < 0, and hence on [(2 + S)F, co), l/P(x) and x/f(x) are bounded by 
exp (-c27 (*)J. (48) 
The required result (46) follows from (47) and (48). 
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THEOREM 9. Let f  (z) = ee’. Then for all large n, 
/I 
1 __- 
fc”s) Pn(4 I/ LJ1.m) 
< exp(--n(log n)-2). (49) 
ProOf. f(x) = eez = C& aGk, 
PI(x) = i akxk, P2(4 = 
eT,(l + s - XS) 
Tn(1 + S) ’ 
n odd. 
k=O 
xP(x) = PlW - P2(4 s = (2 + s> [log ( (lo;n)2 )]-I. 
Then for x E [l , (2 + S)S-l], 
I P&)I < e I Tn(l + 3-l -=c 2ee-(n12)d”a = c28 exp ( ,.10g~n1(1~~~~2~11,2 ) 
and by using Lemma 4, we get 
1 eee - PI(x)1 < $J 
k=n+1 
[elilOgk log ( (lo;n)2 ) (log 4-l! k 
G kxt+l [(I + 20 08 w (1 - 2 log logn log n )] k 
Hence 
< c20 exp(--n(log f2)-“). 
Ii 1 -- f;) P(x) II . L,[l.f2-b6w'I =G cso exp cIoi:,2 ( ) (50) 
On the otherhand, for 
x E [(2 + S)S-l, co), 
PI(x) > P,((2 + S)S-l) > 4-l exp(e’2+d)d-‘) 
b Gil exp (lo;n)2 ( > 9 (51) 
P2(x) < 0 and 
x/f(x) < c32 exp(n(log +")- (52) 
Hence the required result follows from (50), (51), and (52). 
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THEOREM 10. Letf(x) = C& a#, a, > 0, a, 2 0 (k 2 I), andf(- I) > 
c > 0 be an entire function of order p (1 < p < oo) type T (0 < T < co). Then 
fw every polynomial P,,(x) of degree n and all large ta, there exist positive constants 
cm and c, for which 
I/ 
x+1 1 --- 
f(x) P?z(x) II &Jo.=4 
> c,, exp( -c34n1-1/3p). (53) 
Proof. Let us assume that 
II 
x+1 1 --- 
f(x) 
pn(x) II L,[O,n(‘-l-(BZ~)-‘l~ % exP(--E36+1’500). tw 
From (54) along with the assumption that f  (z) is an entire function of order p 
(1 < p < co) and type T (0 < T < 03), we get 
L,[0,n”-1-8-1P-” 1 
< c3, exp(-ca,nl-lJsP). (55) 
Now by applying Lemma 2 to (55) over the interval [-1, n(~-‘~-‘~-*)] we get 
at x = -1, 
I f  (-111 < ca8 exp(-c3f11-1/39, 
which obviously is false for all large n; hence (53) is proved. 
THEOREM 11. Letf(z) =~~~oa~k,ao >O,a, >O(k >, l),unds,(-1) 2 
c > 0 be an entire function of order p (1 < p < 00). Then for every poZynomiaZ 
P,,(x) of degree n, we have for all large n 
II 
x+1 1 --- 
f(x) pnt4 /I qJ0.m) 
2 cd0 exp(-c&-1~3(~+E)). 
The proof of this theorem is very similar to the proof of Theorem 10; hence the 
details are omitted. 
THEOREM 12. Let f  (2) = Cr=‘=, akzk, a, > 0, a, 2 0 (k 2 1) be un entire 
function of order p (0 < p < l/5) and type ‘C (0 < 7 < DC)). Then for all large n 
ho.93 ($g) > ch2 exp(-c,nlla-Pla). (56) 
Proof. Let us assume (56) is false. Then for a sequence of values of n, 
&., -c c,, exp(-c43ft1/2-p12). 
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In other words, there exists a sequence of polynomials P,(X) for which 
II 
1+x 1 - - p,. 
f(x) ii L,[0,nl,2P-1,21 G c42 exP(-c43n1’2-p’2)e (57) 
From (57), we get 
I(1 + X) P,(X) - ~(x)(~,[~,~wP-wI G c44 exp(-c4,n1’2-P’2). (58) 
As earlier, we get from (58), by using the assumption that f(z) is an entire 
function of order p (0 < p < l/5) and type 7 (0 < 7 < co) for 0 < x < n1/20--1/2, 
I (1 + 4 p&4 - i akxk < c4s exp(-c4,n1J2-Pi2). 1 (59) k=O 
Now applying Lemma 2 to (59) we get at x = -1, 
1 S,( - l)/ < c4s exp( -c4sn1/2--p/2), 
which is false; hence (56) is established. 
THEOREM 13. Letf(z) =CrzoaW, a, >O, a, >,O(h >, l), and&-l) > 
c > 0 be an entirefunction of order p (0 < p < l/5). Then every E > 0, satisfying 
the further assumption that p + E < 1, there exist infinitely many n fw which 
> c50 exp( -cr,1n1/2-(P+r)12). (60) 
The proof of this theorem is very similar to the proof of Theorem 12 and hence 
is omitted. 
THEOREM 14. Let f  (z) = eez = Cm= k ,, akzk. Then for every polynomial P,(x) 
of degree at most n, we have for all large n 
I/ 
1+x 1 --- 
II ’ e@ p&4 L,[O.d (61) 
Proof. Let us assume 
II 
1+x 1 --- 
ee” Pn(4 I/ L,to.~-‘lognl 1 
- (62) 
From (62), we get 
ll(l + 4 P,(x) - eex lI~,kdl~~~~ G c54 ew ( (63) 
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A simple manipulation based on (63) gives us, along with Lemma 4, for 0 < x < 
2-l log 12, 
II (1 + qp) - i %Xk 1; =G cm exp ( (l;;:,a ). k-0 
Now by applying Lemma 2 to (64) over the interval [-I, log n/2], we get 
I %(-111 < C58 exp (l;*$,a ( 1 ’ 
(64) 
(65) 
(65) is obviously false, hence the result is proved. 
Remark. The method adopted in proving Theorem 2 of [2] may also be used 
to prove (61). 
THEOREM 15. Let f  (z) = eBE = Cz”=, ask. Tken for all large n, 
‘Ln (+$f) 2 exp(-12n(log log n)-l). (66) 
Proof. Let us assume (66) is faIse. Then there must exist an infinite sequence 
of natural numbers n for which 
A,,, < exp(-12n(log log fz)-l). (67) 
In other words, there is a sequence of rational functions {T&)} for which 
I/ -gf - rn(x) llL [* ) < exp(-12n(log log n)-l). m .m 63) 
Let g(x) = (1 + x)-l exp(e”). 
x = (1 + t) log n, -1 <t<l, 0 ,cx ,(2logn. 
Now set t = -k, k = (log log log n)(log n)-l. Then at 
x = x, = (1 - k) log n, 
&lf = 
en’-k 
l+(l-k)logn ‘e 
&--k 
( 
n 
= exp log log 71 1 ’ (6% 
It is easy to verify that 
f?i!% l&l <exp( 1og;ogn $-lo4 (70) 
607/29/z-2 
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If (70) were not true, then 
1 I I - It% r,(x) 2 exp(n(log log n)-l + log n). (71) 
Let us assume that the maximum is attained in (71) at x = x,; then from (69) 
and (71), we get at x = xa , by noting the fact that g(x,) < g(xJ, 
exp log log n ( 
-12n ) <exp( 
logirg n 1 - exp ( log2g 71 - log 4 
1 
G dx2> 
- - r&2). 
Equation (72) clearly contradicts (68); h ence (70) is valid. Now set t = K; then 
xs = (1 + k) log n and 
g(x2) > exp(2-1n1+k) > exp 
( 
’ log2’Og a ). (73) 
But according to Lemma 3, we have 
Let us suppose for xa E [x3 ,2 log n], that [r,(x)]-l attains minimum value. If 
[rJx)]-l assumes minimum value at more than one point (which is very unlikely), 
then we pick the one which is closest to 2 log n. Now we get from (73) and (74) 
1 
m(x4) - - 
f12n 
RW 
2 exp -’ 
( log log n 
-logn- 
W(log 4bg log 4 1 
- exp ( -n log log n 2 1 
> exp(- 12(log log n)-l). 
This contradicts (68); hence the theorem is proved. 
THEOREM 16. Let f(z) = x:,“=,, ugk, a, > 0, ak 3 0 (h > 1) be an entire 
function of order p (0 < p < co) type r and lower type w (0 < w < 7 < a). Then 
for all large n, thme is an ~(0 < OL < I), such that 
5,n@/f(4) G an* (75) 
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Proof. For 0 < x < (n/(pe~ + pw)) r/e, along with Lemma 1, we have for all 
large n, 
G a,2x f ( pe4 + + )“’ 
k-n+1 k(pe + Pw) 
< aln (0 < a1 < 1). (76) 
On the otherhand, for x >, (n(pTe + pw)-r)rl~, along with (2), we get for all 
large n 
Equation (75) follows from (76) and (77). 
< asn (0 < a2 < 1). (77) 
THEOREM 17. Let f(z) = CrWzh, agk, a,>0,al,>O(k>l)6eanentire 
function of o&r p (0 < p < m) type 7 and hm type W (0 < w < 7 < 00). 
The-n for all large n, there is a /3 (0 < /I < 1) such that 
The proof of (78) is very similar to the proof of Theorem 16; hence the details 
are omitted. 
THEOREM 18. Let f(z) = C& ask, a, > 0, ak >, 0 (k > 1) be an entire 
function of order p (0 < p < co) type 7 and bwer type w (0 < w < 7 < 00). Then 
for all large n, there is a ceO > 1, such that 
b&.&/f (4) 2 ci:* (7% 
If f (z) satisfies the assumptions of Theorem 18, tken with the kelp of Lemma 3, we 
have established in [12], for a 5 > 1, 
ALn(l/f(4) b P. (79’) 
The proof of (79) is very similar to (79’); hence we omit the details here. 
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THEOREM 19. Let f(z) = em. Then 
$n(&,( I + x)e-z)ll(zn)e’s = 1 /e. 
Proof. First we get a lower bound. Now suppose for an 6 > 0, 
I I  
1+x 
- -  
p t , ,  es 
I I  
L,lo,m) < exp(-(1 + 4W”‘“). 
(80) 
031) 
Hence it must be obviously true even for [0, (2n)“/“]. Thus on this interval 
1 > 1+x 
P,o’e” - exp(-(1 + •)(2n)~9 > (x + 1/2)e+ >, -&- , (82) 
Hence 
Set 
II ex - (1 + x) P(x)11 < 2 exp(2x - (1 + e)(2n)“j3). 
then we obtain on [0, (2n)“j3], 
11 S,(x) - (1 + x) P(x)11 < 3e2” exp(-(I + ~)(2n)~‘~). (84) 
Now by using Lemma 6 to (84), we get 
Q < j &(-1)l < 3 exp((2n)2/3 + 4(2n)rj3 - (1 + •)(272)~/~), 
which is false for each E > 0 and all large n. Hence for all large n, 
)b.J(l + x>e-5) > exp(-(1 + •)(2n)~‘~). 
Now we get an upper bound, Let us assume n odd and set 
We choose c such that P(x) is a polynomial, 
(83) 
(85) 
(86) 
&d--l) c = ~~(1 + 2/(2n~3/3) R5 exd-1 - (2n)2’3)* 
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Therefore, we have 
Ii 
1 (1 +4 
II = (* + l) I r(&; $x)) - 
44 -- 
P(x) e”: I W&) + 44) - 
For 0 Q x < (2n)2/3, 
For x > (2n)2/3, 
II 1 -- P(x) 
< (x + ‘) < 6~(2n)~‘~. 
‘sn(x)’ (8% 
Hence the result 
I/ 1 1+x --- P(x) II @ &JO.4 < 6 exp(-1 - (2n)2/3)(2n)2/3 (90) 
follows from (88) and (89). Our result (80) follows from (86) and (90). 
THEOREM 20. Let f(z) = Cz=‘=, a$?, a0 > 0, a, > 0 (h > 1) be an entiri 
function of zero order satisfying the further assumptions that 
1 < !i*z sup 
log log M(r) 
log log Y 
=Lt+1<al 
0 < lim suP log M(r) = rZ < co 
7-m inf (logr)“+l wI ’ (91) 
Then there exists a sequence of polynomials {Qn(x)}gzo for which for all large n, 
II 1 --- fC) II Q&4 LJO.~) < exp(c,,(log n)ll”+l - 2 log n). (92) 
Proof. As earlier, for 0 < x < co, 
G f (tx) - f(x) ‘p.(x) + H- II I 
--- 
fix) S.‘cx) -&* II 
(93) 
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Let 0 < x ,( exp(4w-r log n)liA+l; then by Lemma 5, we have 
II- f&l - f(x) L, G f& II -4 1 “-p,(x) G Ii 
ai1 exp(c,, log r~)l’~+r 
112 
(94) 
For all sufficiently large n and x > exp(&-l log n)lin+l we get by using (91) 
and the fact that {p,(x)>-’ < 2x, 
ft) 
1 
__ 11 x - - 
p&4 /I 
< exp(-(log x)*+lq(l - c)) 
< exp 
( 
- (log XYf’% < n-3 
2 ) (95) 
Similarly we can show very easily by using the known fact [13, p. 4991 that 
(A + l)n+r 
(1” * 
Ii LJ0.m) 
< exp(c,,(log r~)l/~+l - 2 log n). (96) 
Hence the result (92) follows from (94), (95) and (96). 
THEOREM 21. Let f(x) = Cz=‘=, ukxk, a, > 0, uk > 0 (k > 1) be un entire 
function satisfying the assumptions of Theorem 20. The-n for every polynomial 
Q*(x) of degree n, and all large n, 
II 1 -_ fl9 m II L m em lo ) > (16)-l exp ( (G)1’Af1 - 3 log n) = -$$- . 
(97) 
Proof. Let us assume, on the contrary, that 
II 1 Ye) --- f;, 0 QnW ~~0.a) +iGF' (98) 
Then for 
exp ( (*,l’A+l - 2 log n) < x < exp ((*)l’n+l) = 4(n), 
we get from (98) for all large n, 
I.e., 
Q;(x) ’ f  ;) 
tt(n> IfiW e-4 --- 
n3 a 7 - - 
> +W) 
16n3 ‘T’ 
max 
cn-%(n).&dl 
I QnW G 2~"U(~>l-'. (99) 
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By applying Lemma 2 to (99) we obtain 
1 Qn(0)l < 15ns[~(n)]-1 = 15ns exp (-(-+y+‘). (100) 
On the otherhand, we have by (98) 
16n3 exp (-(w)1’n’1) < 1 Qn(0)l. (101) 
Clearly (100) and (101) contradict (98); hence (97) is valid. 
THEOREM 22. Let f (2) satisfr the assumptions of Theorem 20. Then there 
exist a sequence of rationalfunctions r,(x) of degree at most nfor which for all large n, 
il - - ~744 f;) II LJ0.d 
< exp(-c,,ffl+llA). 
Proof. Choose 
where S,(x) as usual denotes the nth partial sum off(x). Then by adopting the 
proof used in [13, Theorem 7’1, we get the required result (102). 
CONCLUDING REMARKS 
It is interesting to note that 
him[~*n(xe-‘)]l’- = e-l = liim[)b,,((l + x)e-S)]1/(2n)“*. 
From a comparison of Theorems 3 and 16, it is obvious that rational functions of 
degree n approximate certain functions much better then reciprocals of poly- 
nomials of degree n. Similarly, Theorems 10 and 17 give us the same information. 
By comparing Theorems 9 and 15, one easily notes that for f(z) = exp(e”), 
there is little difference between the errors obtained by rational functions and the 
errors obtained by reciprocals of polynomials. 
One canseevery easily fromTheorems 20,21, and 22 that one can approximate 
certain class functions better by rational functions than by reciprocals of poly- 
nomials on [0, co). 
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