Abstract-We propose novel algorithms for distributed processing in applications constrained by available communication resources, using diffusion strategies that achieve up to three orders-of-magnitude reduction in communication load on the network, while delivering equal performance with respect to the state of the art. After computation of local estimates, the information is diffused among processing elements (or nodes) non-uniformly in time by conditioning the information transfer on level-crossings of the diffused parameter, resulting in a greatly reduced communication requirement. We provide the mean stability analysis of our algorithms, and illustrate the gain in communication efficiency compared to other reducedcommunication distributed estimation schemes.
Here, we propose novel event-triggered distributed estimation algorithms for communication-constrained applications that achieve up to three orders-of-magnitude reduction in the communication load over the network. We achieve this by leveraging the uneven distribution of the events over time to efficiently reduce the communication load in real life applications. In particular, we condition an information exchange between the neighboring nodes on the level-crossings of the diffused parameter [7] , unlike using a fixed rate of diffusion, cf. [1] , [5] . Furthermore, we show that it is sufficient to only diffuse the information indicating the direction of the change in the levels, which can be handled using only a single bit for a slowly-varying parameter.
Reduced communication diffusion is extensively studied in the signal processing literature [6] , [8] [9] [10] [11] . In [6] , [8] , [9] , the authors restrict the number of active links between neighbors using a probabilistic framework, or by adaptively choosing a single link of communication for each node. In [10] , local estimates are randomly projected, and the information transfer between the nodes is reduced to a single bit. In [11] , only certain dimensions of the parameter vector are transmitted. On the other hand, in this paper, we reduce the communication load down to only a single bit or a couple of bits, unlike [6] , [8] , [9] , [11] , in which authors diffuse parameters in full precision. Furthermore, we regulate the frequency of information exchange depending on the rate of change of the parameter, unlike [10] where the authors transfer information at each single time instant.
Our main contributions are as follows. We introduce algorithms for distributed estimation that i) significantly reduce the communication load on the network, ii) while continuing to provide equal performance with the state of the art. We also perform the mean-stability analysis of our algorithms. Through numerical examples, we show that our algorithms achieve up to three orders-of-magnitude reduction in the communication load over the network.
The paper is organized as follows: In Section II, we introduce the distributed estimation framework and discuss the adapt-then-combine (ATC) diffusion strategy. We further detail our algorithms in Section III, where we formulate the leveltriggered distributed estimation algorithm. In Section IV, we present the algorithmic description of the proposed scheme. In Section V, we provide the mean stability analysis of the proposed distributed adaptive filter and state the conditions for stability. We provide experimental verification of the algorithm in Section VI, and oncluding remarks in Section VII. and uses the estimated parameter value from the previous time instant:
We note that the set of levels S is known by all nodes in the network. Hence, as the diffused information, it is sufficient for the node i to only convey how ξ q i,t changes compared to the previously-crossed level ξ q i,t−1 . In particular, we note the following two cases: In the first case, the parameter ξ i,t changes slowly enough such that a crossing through multiple levels do not occur, so that the node i only needs to indicate the direction of the change in levels, which we represent using a single bit. In the second case, we may have multiple crossings where we directly code with a flag bit the full location information of the new level value ξ q i,t using ⌈log 2 (K)⌉ + 1 bits. As shown, this approach significantly lowers the amount of communication while maintaining estimation performance.
IV. ALGORITHM DESCRIPTION In this section, we present the full algorithmic description of the proposed diffusion scheme with the level-crossing quantization [7] . At time t, a given node i in the network makes the scalar observation d i,t through the linear model
, which is then used to update its intermediary local estimate using the LMS adaptation
Due to the quantized communication framework, a neighboring node j does not have access to the true value of the parameter ϕ i,t+1 , which has M entries. As such, based on the limited information it receives from the node i, the node j tries to estimate this parameter as the M -entry vector ϕ q i,t+1 . Specifically, in the LC quantization, the node j receives information about how the current values of the entries of the parameter ϕ i,t+1 have changed relative to the most recent estimate the node j has access to, namely ϕ q i,t . In order to provide this information, the node i also keeps a record of the past estimated parameter values {ϕ
that the neighboring nodes have related to its true {ϕ i (k)} t k=1 . The node i uses the most recent entry in this record, ϕ q i,t , as a reference and diffuses information to the neighboring nodes j indicating how the current estimate ϕ i,t+1 compares to this reference on a per-entry basis. In particular, the node i makes this comparison by checking for a level crossing between corresponding entries of the two vector quantities ϕ q i,t and ϕ i,t+1 . If there is a level crossing on an entry, the node i transmits information to its neighbors through a channel frequency allocated to this particular entry. If there is a single level-crossing, this information indicates the direction of the level crossing; otherwise, the transmitted information directly specifies the location of the new level. A neighboring node j then constructs the estimate ϕ q i,t+1 using (3) or (4) on a per-entry basis, depending on whether the node i diffuses information or not, respectively, at time t.
While diffusing information related to its own local estimate, the node i also receives information from the neighboring nodes j representing their local estimates ϕ j,t+1 . For each neighboring node j, the node i uses this diffused information to reconstruct ϕ q j,t+1 using (3) or (4). The final estimate w i,t+1 is then constructed using the combination
Remark: In order to keep the presentation clear, we illustrate the special case of M = 1 of the proposed algorithm in Algorithm 1, which can be generalized to arbitrary M in a straightforward manner.
Remark: We note that an alternative approach to dealing with the M > 1 case is to have the nodes in the network transmit only a certain entry of their intermediary estimates ϕ i,t . As an example, in this case, the nodes can cycle through different entries across time in a round-robin fashion. The non-communicated entries are replaced by the corresponding entries in the local intermediary estimate [11] . This approach is explored in the Experiments section.
V. MEAN STABILITY ANALYSIS
To continue with the stability analysis of the proposed scheme, we assume that the regressors u i,t are temporally and spatially independent, zero mean and white, with covariance matrix
The observation d i,t at node i is assumed to follow a linear model of the form
where {v i,t } t≥1 is a white Gaussian noise process with variance σ 2 v,i , independent of {u j,t } t≥1 ∀i, j. In our proposed level-triggered estimation framework, at each node i, the diffusion LMS update for the ATC strategy take the form
where the combination matrix P is taken to be stochastic, with its rows summing up to unity. We rewrite the expressions (6) and (7) as
by defining the quantization error for node j α j,t ϕ j,t − ϕ q j,t . We represent the diffusion update over the network N in state-space form by introducing the following global quantities: for i = 1 to N do Local adaptation:
6: 
if The crossing is to an adjacent level then 9: Diffuse the direction of the crossing 10:
Diffuse the location of the new level 12: end if
13:
Locally store ϕ 
26: end for 27: end for Using the above-defined quantities, the diffusion updates (8), (9) take the following global state-space form:
Similarly, the data model (5) can be expressed in terms of the global quantities as
To facilitate the mean stability analysis, we define the global deviation parametersw
After substituting (12) and subtracting both sides of (10), (11) from w o , the diffusion updates in terms of the deviation parameters take the following form:
where we have used the relation Gw o = w o , which results from the stochastic nature of P . The expressions (13), (14) can be expressed compactly as
Assumption: The quantization error over the network α t has zero mean. This is a reasonable assumption for the analysis of quantization effects [12] . The applicability of the assumption is verified by our experiments in Section VI.
Taking expectations of both sides of (15) yields
where
For mean stability and asymptotic unbiasedness of the distributed filter (6)- (7), we require that the spectral radius |G(I M N − M Λ)| < 1, which, noting that G is stochastic with nonnegative entries, is equivalent to requiring
by Lemma 1 of [1] . Noting that the eigenvalues of the block diagonal matrix I M N − M Λ is the union of the eigenvalues of its individual blocks
which provides the stability condition of the proposed algorithm.
VI. EXPERIMENTS In this section, we demonstrate the significant reduction in the communication load achieved by our algorithms while providing equal performance with respect to the state of the art. For the simulations, we consider a sample network consisting of N = 10 nodes, where each node makes a scalar observation via the linear model (1). The regressor standard deviations σ u,i are chosen randomly from the interval (0.1, 0.3). The observation noise is generated from a Normal distribution with variance σ 2 v = 0.01. The unknown vector parameter w o with M = 10 components is randomly chosen from a Normal distribution, and normalized to unit energy. This randomization is repeated one more time within the course of the simulation to observe how well the algorithm is able to track sudden changes in the unknown parameter. We use the Metropolis rule to generate the network matrix P using We configure the nodes such that they cycle through the entries of the intermediary estimates in a round-robin fashion, and exchange only one out of M components [11] . We compare the proposed algorithm with [11] and demonstrate that our algorithm significantly enhances the efficiency of the adaptive network in terms of the incurred communication cost. In Figure 4 , the mean-square deviation (MSD) performance, given by E w t 2 of the proposed algorithm is demonstrated, where as a reference, we have considered [11] with an adaptive Lloyd-Max quantizer, and the no-quantization (scalar) implementation of the system. The simulations use a value of µ = 0.05. Figure 5 demonstrates the substantial enhancement in the communication efficiency achieved by the proposed algorithm, in terms of the total number of bits exchanged between the nodes across the entire adaptive network. In particular, we see that the proposed algorithm provides three orders of magnitude improvement over the reference implementation in terms of the communication load on the network, while almost exactly matching it in terms of the steady-state global mean-square deviation, the speed of convergence and the tracking performance. We stress further that we achieve this improvement with relatively little complexity since we have shown that using a simple non-adaptive quantizer is sufficient to realize the improvements.
VII. CONCLUSION
We introduced an event-triggered distributed estimation algorithm with level-crossing quantization for distributed applications, where an unknown parameter is cooperatively learned by a group of nodes in an adaptive network. We proposed a diffusion-LMS algorithm where at each time instant, a node initiates communication with its neighbours only if the parameter to be communicated goes through a level crossing, which is signified by a single bit that indicates the direction of the level crossing. Consequently, the proposed algorithm required data transfers between the nodes that are much more sparse across time, as compared to a continuous stream of information at each instant. This translated into a much diminished load on available communication resources, which is of crucial importance in applications such as big data, where these resources are constrained, set against the sheer volume of the data. By theoretical analysis and simulations, we showed that the proposed algorithm is convergent in the mean sense, and we demonstrated that it achieves up to three orders-ofmagnitude improvement in the communication load imposed on the network. ACKNOWLEDGMENT This work is supported in part by TUBITAK, Contract no: 113E517.
