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Depuis la de´finition du proble`me de l’extraction des re`gles d’association et la proposition de l’algorithme
Apriori [1], beaucoup de travaux se sont focalise´s sur l’extraction et l’e´valuation des re`gles a` partir de mesures
objectives. Ces dernie`res sont essentiellement utilise´es pour filtrer les re`gles extraites. Ces travaux ont donne´ lieu
a` quelques ame´liorations algorithmiques, un nombre important d’ame´liorations techniques et de tre`s nombreuses
nouvelles mesures.
Cependant, peu d’entre eux se sont attache´ a` meˆler extraction et e´valuation. Nous introduisons ici un
cadre formel d’e´tude des re`gles d’association et des mesures d’inte´reˆt qui permet une e´tude analytique des
ces objets. Ce cadre s’appuie sur la notion de table de contingence d’une re`gle et via la mode´lisation par
une fonction de trois variable des mesures d’inte´reˆt, permet une e´tude mathe´matique des mesures et de leurs
proprie´te´s algorithmiques. Nous de´taillons le cas de trois de ces proprie´te´s : la all-confidence [6], la Universal
Existential Upward Closure [7], et la proprie´te´ d’e´lagage pour les re`gles optimales [5]. Chacune des ces proprie´te´s
est dans un premier temps ge´ne´ralise´e, puis nous proposons a` partir du cadre formel des conditions d’existence
ne´cessaire [4, 3], suffisante [4, 3], ou ne´cessaire et suffisante [2]. Ces conditions sont alors applique´es a` 42 mesures
et permettent pour chaque mesure de proposer un ensemble de proprie´te´s algorithmiques (et les algorithmes
sous-jacents) qu’elles ve´rifient. L’impact de ces proprie´te´s sera illustre´ a` partir d’expe´rimentations sur diffe´rents
jeux de donne´es.
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