i Cðaþ1Þ i!CðaÀiþ1Þ
, p) (see [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [20] [21] [22] ). Also, we investigate the topological structures and establish aÀ, bÀ and cÀ duals of the spaces X(C, D a , u, p). Furthermore, the matrix transformations between these spaces and the basic sequence spaces ' 1 (q), c 0 (q) and c(q) are characterized.
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Introduction, preliminaries, and definitions
Let C(m) be the Gamma function of a real number m and m R {0, À1, À2, À3, . . .}. By the definition, it can be expressed as an improper integral, i.e. Let w be the space all real valued sequences. Any subspace of w is called a sequence space. By ' 1 , c and c 0 , we denote the spaces of all bounded, convergent and null sequences, respectively, normed by ixi 1 = sup k OEx k OE. Also by ' 1 and ' p , we write the spaces of all absolutely and p-absolutely summable series, normed by
respectively. Let p = (p k ) be a bounded sequence of strictly positive real numbers with M = max(1, sup k p k ). The linear spaces ' 1 (p), c 0 (p), c(p) and '(p) defined by Maddox [1, 2] are as follows:
These are complete spaces paranormed by
respectively:
Let A = (a nk ) be an infinite matrix of real numbers a nk where n; k 2 N 0 . For the sequence spaces X and Y we write a matrix mapping A: X fi Y defined by
For every x = (x k ) 2 X, we call Ax as the A-transform of x if the series P k a nk x k converges for each n 2 N 0 . By (X,Y), we denote the class of all infinite matrices A such that A: X fi Y. Thus, A 2 (X,Y) if and only if the series in (1.2) converges for each n 2 N 0 .
By bs and cs, we write the spaces of all bounded and convergent series, respectively. Now with the help of matrix transformations, define the set S(X, Y) by
ð1:3Þ
With the notation of (1.3), we redefine the aÀ, bÀ and cÀ duals of a sequence space X, respectively, as follows:
csÞ and X c ¼ SðX; bsÞ:
In this section, we define the classes of new sequence spaces
, u, p) by using the difference operator D a . We also obtain certain results concerning their generalizations of other difference operators as well as their linear and topological properties.
Let U be the set of all sequences u = (u n ) such that u n " 0 for all n 2 N 0 . For u 2 U, let 1/u = (1/u n ). For a proper fraction a and X 2 {' 1 , c, c 0 }, we define the sequence spaces
where D a x j is defined as follows:
x jþi : ð2:2Þ
In particular, one can observe that
x kþ3 À 10 243
x kþ4 À 14 729
Throughout the text, we assume that the series defined in (2.2) is convergent for all x 2 X. Moreover, if a = m, a positive integer, then the infinite sum defined in (2.2) reduces to a finite sum, i.e., P m i¼0 ðÀ1Þ
i Cðmþ1Þ i!CðmÀiþ1Þ
x jþi . Subsequently, for a > 0,
i Cð1ÀaÞ i!Cð1ÀaÀiÞ
x jþi . In fact, this operator generalizes several difference operators introduced by Kızmaz [3] , Et [4] , Et and Ç olak [5] , Ahmad and Mursaleen [6] , Et and Basarir [7] and many others (see [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] ). Again under the suitable conditions, new classes defined in (2.1) generalize many known spaces defined by Mursaleen [20] , Asma and Ç olak [21] , Bektas [22] , Baliarsingh [23] and others (see [24] [25] [26] [27] [28] ). Now using notation (1.2), define the sequence y = (y k ), which can be frequently used as the C(D, a, u)-transform of a sequence x = (x k ), where CðD; a; uÞ ¼ ðc Throughout the text, we use the convention that any term with negative subscript is equal to zero. Now, we give some interesting results of these spaces concerning their topological structures. In order to avoid the repetition of the similar statements, we give the proof of only one from these three spaces. The proofs of other spaces may be obtained by using similar arguments. Proof. We prove the theorem for the space
, u, p) with respect to coordinate wise addition and scalar multiplication, we take any two sequences s, t 2 ' 1 (C, D a , u, p) and scalars a 0 ; b 0 2 R. Since the operator D a is linear and by Maddox [29] , we obtain that
This follows the subadditivity of g, i.e.,
Since {g(x n )} is bounded, therefore, the scalar multiplication for g is continuous and this follows from this inequality
Therefore, g is a paranorm on the sequence space ' 1 (C, D a , u, p). This completes the proof. h for all m, n P N 0 (e). By using the definition of g for each fixed k 2 N 0 , we have jfCðD; a; uÞx n g k À fCðD; a; uÞx m g k j
for all m, n P N 0 (e). This implies that {(C(D, a, u)x
. .} is a Cauchy sequence in R for each fixed k 2 N 0 . By completeness of R, the sequence {C(D, a, u)x n } k converges and suppose that fCðD; a; uÞx n g k ! fCðD; a; uÞxg k as n ! 1:
For each fixed k 2 N 0 ; m ! 1 and n P N 0 (e), it is clear that jfCðD; a; uÞx n g k À fCðD; a; uÞxg k j p k =M 6 e: ð2:7Þ
Therefore, by combining (2.7) and (2.8), we obtain that jfCðD; a; uÞxg k j p k =M 6 jfCðD; a; uÞx n g k À fCðD; a; uÞxg k j
This shows that the sequence {C(D, a, u)x} belongs to the space ' 1 (p). Since {x n } is taken as an arbitrary Cauchy sequence, the space ' 1 (C, D a , u, p) is complete. This completes the proof. h
Dual spaces and matrix transformations
In this section, we determine the a À ,bÀ and cÀ dual of the spaces X(C, D a , u, p) for X 2 {' 1 , c, c 0 }. The notation a used for alpha-dual has different meaning to that of the operator D a . In addition to that, we also characterize the matrix transformations between the spaces X(C, D a , u, p) and X(q) for X 2 {' 1 , c, c 0 }.
For our investigation, we need some Lemmas which are essential for proving next theorems. Let (q n ) be a nondecreasing bounded sequence of positive real numbers and K be a finite subset of N, the set of natural numbers. The set F denotes the collection of all finite subsets of N. 
Then, Proof. We prove the theorem for the space ' 1 (C, D a , u, p). Keeping in view (2.1) and for a sequence y 2 ' 1 (p), we define a sequence
Now for alpha-dual, we consider
where the infinite matrix C = (c nk ) via the sequence a = (a n ) 2 w is defined by
i Cð1ÀaÞ i!Cð1ÀaÀiÞ a n ; ðk P nÞ; 0; ð0 6 k < nÞ;
for all n; k 2 N 0 . Therefore, we obtain that ax = (a k x k ) 2 ' 1 whenever
, u, p) if and only if Cy 2 ' 1 whenever y 2 ' 1 (p). This implies that a = (a n ) 2 {' 1 (C, D a , u, p)} a if and only if C 2 (' 1 (p):' 1 ). By Lemma 4 (with q n = 1) we immediate obtain that
Now, we define an infinite matrix D = (d nk ) by
i Cð1ÀaÞ i!Cð1ÀaÀiÞ a j ; ðk P nÞ; 0; ð0 6 k < nÞ:
for all n; k 2 N 0 . Consider the equation,
Thus, we observe that ax = (a n x n ) 2 cs whenever x 2 ' 1 (C, D a , u, p) if and only if Dy 2 c whenever y 2 ' 1 (p). This implies that a = (a n ) 2 {' 1 (C, D a , u, p)} b if and only if D 2 (' 1 (p):c). As a consequence, by Lemma 2 (with q n = 1), we deduce that .7), (3.8), (3.9) and (3.13) hold with a nk ¼d nk .
