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Abstract
The problems of the construction of the asymptotically distribu-
tion free goodness-of-fit tests for three models of stochastic processes
are considered. The null hypothesis for all models is composite para-
metric. All tests are based on the score-function processes, where the
unknown parameter is replaced by the MLE. We show that a special
change of time transforms the limit score-function processes into the
Brownian bridge. This property allows us to construct the asymptot-
ically distribution free tests for the following three models of stochas-
tic processes : dynamical systems with small noise, ergodic diffusion
processes, inhomogeneous Poisson processes and nonlinear AR time
series.
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1 Introduction
We consider the problem of the construction of asymptotically distribution
free goodness-of-fit tests for the three models of stochastic processes ob-
served in continuous time: small noise diffusion, ergodic diffusion and inho-
mogeneous Poisson process. We assume that under the basic hypotheses the
models depend on some unknown one-dimensional parameter.
1
Let us recall what happens in the similar problem in the well-known
i.i.d. model. Suppose that we observe n i.i.d. r.v.’s (X1, . . . , Xn) = X
n
with continuous distribution function F (x) and the basic (null) hypothesis
is parametric
H0 : F (x) = F (ϑ, x) , ϑ ∈ Θ
where F (ϑ, x) is known smooth function of ϑ ∈ Θ = (a, b) and x.
We have to construct a goodness-of-fit (GoF) test ψˆn which belongs to
the class Kα of tests of asymptotic size α, i.e.,
Kα =
{
ψ¯n : Eϑψ¯n = α+ o (1)
}
for all ϑ ∈ Θ.
Introduce the Crame´r-von Mises type statistic
δn = n
∫ ∞
−∞
[
Fˆn (x)− F
(
ϑˆn, x
)]2
dF
(
ϑˆn, x
)
, Fˆn (x) =
1
n
n∑
j=1
1I{Xj<x},
where ϑˆn is the maximum likelihood estimator (MLE) and Fˆn (x) is the em-
pirical distribution function.
Note that if Θ = {ϑ0} (simple basic hypothesis), then
δn = n
∫ ∞
−∞
[
Fˆn (x)− F (ϑ0, x)
]2
dF (ϑ0, x)
=⇒
∫ ∞
−∞
B (F (ϑ0, x))
2 dF (ϑ0, x) =
∫ 1
0
B (s)2 ds ≡ ∆,
where s = F0 (ϑ, x) and B (s) , 0 ≤ s ≤ 1 is a Brownian bridge. Therefore
the test ψˆn = 1I{δn>cα} where cα is the solution of equation P (∆ > cα) = α
belongs to Kα. Moreover it is asymptotically distribution free (ADF), because
the limit distribution of the statistic δn does not depend on F (ϑ0, ·).
Let us return to the parametric basic hypothesis and suppose that the
model is sufficiently regular to satisfy the presented below expansion of the
MLE:
un (x) =
√
n
(
Fˆn (x)− F
(
ϑˆn, x
))
=
√
n
(
Fˆn (x)− F (ϑ, x)
)
+
√
n
(
F (ϑ, x)− F
(
ϑˆn, x
))
= Bn (x)−
√
n
(
ϑˆn − ϑ
)
F˙ (ϑ, x) + o (1) .
2
Here F˙ (ϑ, x) means the derivative of F (ϑ, x) w.r.t. ϑ. The first term
Bn (x) =
√
n
(
Fˆn (x)− F (ϑ, x)
)
as before converges to the Brownian bridge
B (F (ϑ, x)) and the MLE admits the representation
√
n
(
ϑˆn − ϑ
)
=
1√
n
n∑
j=1
ℓ˙ (ϑ,Xj)
I (ϑ)
+ o (1) =
∫
ℓ˙ (ϑ, y)
I (ϑ)
dBn (y) + o (1) .
Here ℓ (ϑ, x) = ln f (ϑ, x), f (ϑ, x) is the density function and I (ϑ) is the
Fisher information. It can be shown that
un (x) =⇒ B (F (ϑ, x))−
∫
ℓ˙ (ϑ, y)√
I (ϑ)
dB (F (ϑ, y))
∫ x
−∞
ℓ˙ (ϑ, y)√
I (ϑ)
dF (ϑ, y)
= B (s)−
∫ 1
0
h (ϑ, v) dB (v)
∫ s
0
h (ϑ, v) dv ≡ u (s) , (1)
where s = F (ϑ, x),
h (ϑ, s) =
ℓ˙
(
ϑ, F−1ϑ (s)
)
√
I (ϑ)
,
∫ 1
0
h (ϑ, v)2 dv = 1.
Therefore un (·) converges to the random function u (·) and this allows us to
prove (see Darling [2]) the convergence
δn =⇒
∫ 1
0
u (s)2 ds.
Hence the test based on δn is not ADF because the limit distribution of the
statistic δn depends on F (ϑ, x). This makes the choice of the threshld cα a
more difficult problem.
One possibility to obtain ADF test is to find a linear transformation of
u (·) into Wiener process: LW [u] (s) = w (s) . Then∫ ∞
−∞
(
LW [u] (F (ϑ, x))
)2
dF (ϑ, x) =
∫ 1
0
w (s)2 ds ≡ δˆ.
Therefore if we take the statistics
δˆn =
∫ ∞
−∞
(
LW [un]
(
F (ϑˆn, x)
))2
dF (ϑˆn, x)
and verify the convergence δˆn ⇒ δˆ, then the test ψˆn = 1I{δˆn>dα} with
P
(
δˆ > dα
)
= α is ADF and belongs to Kα. Note that such transforma-
tion LW [u] was proposed by Khmaladze [8] (see also the different proof of it
in [9]).
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In the present work we consider a similar problem of construction of
ADF GoF tests for stochastic processes, for which we suggest a much simpler
transformation of the corresponding limit statistics into the Brownian bridge.
The goal of this work is to study the GoF tests for three models of ob-
servations of continuous time stochastic processes: diffusion processes Xε =
(Xt, 0 ≤ t ≤ T ) with small diffusion coefficient (ε → 0), ergodic diffusion
processes XT = (Xt, 0 ≤ t ≤ T ), T → ∞ and τ∗-periodic Poisson processes
Xn = (Xt, 0 ≤ t ≤ T = τ∗n), n→∞. For all three models we introduce the
corresponding score-function processes (SFP) Uε (·) , UT (·) and Un (·) and
then we show that the Crame´r-von Mises type statistics based on these SFP
allow us to construct the ADF GoF tests as follows. We also discuss the
possibility of construction of similar tests in the case of i.i.d. observations
and in the case of nonlinear AR time series.
First we show that the corresponding SFP’s Uε (·) , UT (·) and Un (·) con-
verge to the processes (U (ϑ, t) , 0 ≤ t ≤ T ), (U (ϑ, x) , x ∈ R) and (U (ϑ, t) ,
0 ≤ t ≤ τ∗) respectively. Say, Uε (·) converges to
U (ϑ, t) =
∫ t
0
h (s) dWs −
∫ T
0
h (s) dWs
∫ t
0
h (s)2 ds,
∫ T
0
h (s)2 ds = 1,
where h (s) = h (ϑ, s) is some function and Ws, 0 ≤ s ≤ T is a Wiener
process. Therefore if we put
τ =
∫ t
0
h (ϑ, s)2 ds,
∫ t
0
h (s) dWs = W
(∫ t
0
h (ϑ, s)2 ds
)
= W (τ) ,
where W (·) is another Wiener process, then we can write
U (ϑ, t) =W (τ)−W (1) τ = B (τ) , 0 ≤ τ ≤ 1,
where B (·) is a Brownian bridge. Hence∫ T
0
U (ϑ, t)2 h (ϑ, t)2 dt =
∫ 1
0
B (τ)2 dτ = ∆.
This suggests the construction of tests with the help of “empirical ver-
sions” Uε,T,n (·) and hε,T,n (·) of U (·) and h (·) as follows. Introduce the
corresponding statistics (symbolic writing)
∆ε,T,n =
∫
Uε,T,n (s)
2 hε,T,n (s)
2 ds.
Then we show that for all three models we have the convergences to the same
limit
∆ε =⇒ ∆, ∆T =⇒ ∆, ∆n =⇒ ∆
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and therefore the tests
ψˆε = 1I{∆ε>cα}, ψˆT = 1I{∆T>cα}, ψˆn = 1I{∆n>cα}, P (∆ > cα) = α
are ADF. Below we realize this program. Moreover we show that this ap-
proach cannot be applied directly to the model of observations of i.i.d. ran-
dom variables, but in the case of nonlinear AR time series we have the similar
ADF GoF test, of course, under the strong regularity conditions.
This work is a continuation of the study of GoF tests for diffusion pro-
cesses observed in continuous time. The case of simple basic hypothesis was
treated for example in the works [4],[7], [12], [1], [20], [14]. The case of para-
metric basic hypothesis and ADF tests was studied in the works [21], [14],
[9], [15], [16].
For point processes there are many publications devoted to this subject,
see, e.g., [19] and the references therein.
2 Score-Function Processes
We have three stochastic processes observed in continuous time : small noise
diffusion, ergodic diffusion and inhomogeneous Poisson processes. First we
consider limits of the SFP’s, separately for these models of observations.
Then we show how these limits can be used for construction of the ADF
GoF tests.
2.1 Small Noise Diffusion Processes.
We observe a realization Xε = (Xt, 0 ≤ t ≤ T ) of diffusion process satisfying
the stochastic differential equation
dXt = S (t, Xt) dt + εσ (t, Xt) dWt, x0, 0 ≤ t ≤ T, (2)
where the trend coefficient S (t, Xt) is an unknown function and the diffusion
coefficient ε2σ (t, Xt)
2 is a known positive function. The initial value x0 is
deterministic and ε ∈ (0, 1].
We have to test the following parametric (basic) hypothesis:
H0 : The observed process has the stochastic differential
dXt = S (ϑ, t,Xt) dt+ εσ (t, Xt) dWt, x0, 0 ≤ t ≤ T, (3)
where the trend coefficient S (ϑ, t,Xt) is a known smooth function depending
on some unknown parameter ϑ ∈ Θ = (a, b).
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Our goal is to construct a GoF test ψˆε, which belongs to the class Kα
and is consistent in the asymptotics of small noise ε → 0. Note that this
stochastic model and the statistical inference for it has been considered in
many works. See, for example, [5], [10] [22] and the references therein.
Let us introduce the following regularity condition.
R. The functions S (ϑ, t, x) and σ (t, x) have two continuous bounded
derivatives with respect to ϑ and x and have continuous bounded derivatives
w.r.t. t.
Below the dot stands for the derivative w.r.t. ϑ and prime means the
derivative w.r.t. x or w.r.t. t. For example,
S¨ (ϑ, t, x) =
∂2S (ϑ, t, x)
∂ϑ2
, S ′x (ϑ, t, x) =
∂S (ϑ, t, x)
∂x
.
Let us denote by xT = (xt, 0 ≤ t ≤ T ) the solution of the equation (3) with
ε = 0, i.e. xT is solution of the ordinary differential equation
dxt
dt
= S (ϑ, t, xt) , x0, 0 ≤ t ≤ T.
Of course it is a function of ϑ, i.e. xt = xt (ϑ). It is known that as ε→ 0, the
process Xε converges to the deterministic function xT and this convergence
is uniform w.r.t. t ∈ [0, T ] (see [5]).
Further, assume that the following identifiability condition is fulfilled.
I. For any ν > 0
inf
ϑ0∈Θ
inf
|ϑ−ϑ0|>ν
∫ T
0
[
S (ϑ, t, x∗t )− S (ϑ0, t, x∗t )
σ (t, x∗t )
]2
dt > 0.
Here and below x∗t = xt (ϑ0).
The likelihood ratio function in the case of observations (3) is
L (ϑ,Xε) = exp
{∫ T
0
S (ϑ, t,Xt)
ε2σ (t, Xt)
2 dXt −
∫ T
0
S (ϑ, t,Xt)
2
2ε2σ (t, Xt)
2 dt
}
, ϑ ∈ Θ
and the MLE ϑˆε is defined by the equation
L
(
ϑˆε, X
ε
)
= sup
ϑ∈Θ
L (ϑ,Xε) . (4)
The MLE ϑˆε under the aforementioned regularity conditions admits the
representation
ε−1
(
ϑˆε − ϑ
)
= I (ϑ)−1
∫ T
0
S˙ (ϑ, t, xt)
σ (t, xt)
dWt + o (1) (5)
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see [10]. Here I (ϑ) is the Fisher information
I (ϑ) =
∫ T
0
(
S˙ (ϑ, t, xt)
σ (t, xt)
)2
dt > 0.
We define the score-function
∂ lnL (ϑ,Xε)
∂ϑ
=
∫ T
0
S˙ (ϑ, t,Xt)
ε2σ (t, Xt)
2 [dXt − S (ϑ, t,Xt) dt]
and the normalized score-function
Uε (ϑ,X
ε) =
∫ T
0
S˙ (ϑ, t,Xt)
ε I (ϑ)1/2 σ (t, Xt)
2
[dXt − S (ϑ, t,Xt) dt] .
If the true value is ϑ0, then we have the convergence
Uε (ϑ0, X
ε) =
∫ T
0
S˙ (ϑ0, t, Xt)
I (ϑ0)
1/2 σ (t, Xt)
dWt −→ ζ,
where
ζ =
∫ T
0
S˙ (ϑ0, t, x
∗
t )
I (ϑ0)
1/2 σ (t, x∗t )
dWt ∼ N (0, 1) .
The proof, which can be found in [10], follows from the uniform convergence
of Xt to x
∗
t .
Let us introduce the score-function process
Uε (t, ϑ,X
ε) = I (ϑ)−1/2
∫ t
0
S˙ (ϑ, s,Xs)
ε σ (s,Xs)
2 [dXs − S (ϑ, s,Xs) ds] , 0 ≤ t ≤ T,
and (formally) the statistic Uε (t) = Uε
(
t, ϑˆε, X
ε
)
, 0 ≤ t ≤ T. We say
“formally” because the MLE ϑˆε depends on the whole trajectory X
ε and the
corresponding Itoˆ integral
∫ t
0
S˙(ϑˆε, s, Xs)
σ (s,Xs)
2 dXs (6)
is not well defined. The correct definition will be given later and here we show
(as well formally) to which limit this process can be expected to converge.
Note that Uε (T, ϑ0, X
ε) = Uε (ϑ0, X
ε) with P
(ε)
ϑ0
probability 1.
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We have (ϑ0 is the true value)
Uε (t) =
∫ t
0
S˙(ϑˆε, s, Xs)
ε I(ϑˆε)1/2 σ (s,Xs)
2
[
dXs − S(ϑˆε, s, Xs) ds
]
=
∫ t
0
S˙(ϑˆε, s, Xs)
I(ϑˆε)1/2 σ (s,Xs)
dWs
+
∫ t
0
S˙(ϑˆε, s, Xs)
[
S(ϑ0, s, Xs)− S(ϑˆε, s, Xs)
]
ε I(ϑˆε)1/2 σ (s,Xs)
2
ds
=
∫ t
0
S˙(ϑˆε, s, Xs)
I(ϑˆε)1/2σ (s,Xs)
dWs
− ϑˆε − ϑ0
ε I(ϑˆε)−1/2
∫ t
0
S˙(ϑˆε, s, Xs)S˙(ϑ˜ε, s, Xs)
I(ϑˆε) σ (s,Xs)
2
ds
=
∫ t
0
S˙(ϑ0, s, x
∗
s)
I(ϑ0)1/2 σ (s, x∗s)
2 dWs
−
∫ T
0
S˙(ϑ0, s, x
∗
s)
I(ϑ0)1/2σ (s, x∗s)
dWs
∫ t
0
S˙(ϑ0, s, x
∗
s)
2
I(ϑ0) σ (s, x∗s)
2 ds + o (1) . (7)
Further, if we denote
τ =
∫ t
0
S˙(ϑ0, s, x
∗
s)
2
I(ϑ0)σ (s, x∗s)
2 ds, 0 ≤ τ ≤ 1,
then we can write ∫ t
0
S˙(ϑ0, s, x
∗
s)
I(ϑ0)1/2 σ (s, x∗s)
2 dWs =W (τ) ,
where W (·) is some Wiener process. Therefore we obtain the limit
Uε (t) =⇒ W (τ)−W (1) τ = B (τ) , 0 ≤ τ ≤ 1,
with a Brownian bridge B (·).
This convergence suggests the construction of the following test statistic
∆ε =
∫ T
0
Uε (t)
2 S˙(ϑˆε, t, Xt)
2
I(ϑˆε) σ (t, Xt)
2
dt (8)
and the test ψˆε = 1I{∆ε>cα},where P (∆ > cα) = α. If we verify that
∆ε =⇒ ∆ =
∫ 1
0
B (τ)2 dτ,
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then the test ψˆε ∈ Kα and is ADF.
To avoid the problem concerning the stochastic integral (6) we use two
possibilities: one is the well-known device which consists in the application
of the Itoˆ formula to the function
H (ϑ, s, x) =
∫ x
x0
S˙ (ϑ, s, y)
σ (s, y)2
dy
and the second is based on some preliminary estimator of the parameter ϑ.
The first approach was applied in the similar problem in [15] and here we
follow the same steps. The second approach was mentioned in [15] too but
here (below) we work out the details of the proof.
The first approach. The Itoˆ formula applied to the function H (ϑ, s,Xs)
gives us the stochastic differential∫ t
0
S˙ (ϑ, s,Xs)
σ (s,Xs)
2 dXs = H (ϑ, t,Xt)
−
∫ t
0
[
H ′s (ϑ, s,Xs) +
ε2 σ (s,Xs)
2
2
H ′′x,x (ϑ, s,Xs)
]
ds.
Note that the contribution of the term
ε2
∫ t
0
σ (s,Xs)
2H ′′x,x (ϑ, s,Xs) ds
is asymptotically negligible and we can omit it.
We have
Uˆε (t) =
H(ϑˆε, t, Xt)
εI(ϑˆε)1/2
−
∫ t
0
H ′s
(
ϑˆε, s, Xs
)
εI(ϑˆε)1/2
ds−
∫ t
0
S˙(ϑˆε, s, Xs)S(ϑ0, s, Xs)
εI(ϑˆε)1/2 σ (s,Xs)
2
ds
−
∫ t
0
S˙(ϑˆε, s, Xs)
[
S(ϑˆε, s, Xs)− S(ϑ0, s, Xs)
]
ε I(ϑˆε)1/2 σ (s,Xs)
2
ds +O (ε)
= J
(
ϑˆε, t, X
t
)
−K
(
ϑˆε, t, X
t
)
+O (ε) , (9)
where K (·) is the last integral. Its convergence is obtained directly (see (5)):
K
(
ϑˆε, t, X
t
)
=
ϑˆε − ϑ0
ε
∫ t
0
S˙(ϑˆε, s, Xs)S˙(ϑ˜ε, s, Xs)
I(ϑˆε)1/2 σ (s,Xs)
2
ds
−→
∫ T
0
S˙(ϑ0, s, x
∗
s)
I(ϑ0)1/2 σ (s, x∗s)
dWs
∫ t
0
S˙(ϑ0, s, x
∗
s)
2
I(ϑ0) σ (s, x∗s)
2 ds.
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Further, we verify that
J
(
ϑˆε, t, X
t
)
− J (ϑ0, t, X t) −→ 0
and that
J
(
ϑ0, t, X
t
) −→ ∫ t
0
S˙(ϑ0, s, x
∗
s)
I(ϑ0)1/2 σ (s, x∗s)
dWs
(see details in [15]).
Thus we obtained the convergence mentioned in (7) and the following
result.
Proposition 1 Suppose that the conditions of regularity are fulfilled, then
the test ψˆε = 1I{∆ε>cα} with
∆ε =
∫ T
0
Uˆε (t)
2 S˙(ϑˆε, t, Xt)
2
I(ϑˆε) σ (t, Xt)
2
dt
is ADF and belongs to Kα.
Second approach. Let us write Uˆε (t) as the difference of two integrals
Uˆε (t) =
∫ t
0
S˙(ϑˆε, s, Xs)
ε I(ϑˆε)1/2σ (s,Xs)
2
dXs −
∫ t
0
S˙(ϑˆε, s, Xs) S(ϑˆε, s, Xs)
ε I(ϑˆε)1/2σ (s,Xs)
2
ds.
Note that the properties of the estimator ϑˆε required in the study of the first
and the second integrals are different.
In the first integral it is sufficient that ϑˆε → ϑ0 and in the second integral
we need the asymptotic efficiency (full limit variance) of the MLE. Therefore
we can consider two different estimators in the calculation of these integrals.
For the first integral we introduce a preliminary (consistent) estimator ϑ¯νε
constructed by the first (Xt, 0 ≤ t ≤ νε) observations. Here νε → 0 but
slowely. Then we can use the estimator ϑ¯νε in the calculation of the integral∫ t
νε
S˙(ϑ¯νε , s, Xs)
ε I(ϑ¯νε)
1/2σ (s,Xs)
2 dXs, t ∈ [νε, T ] ,
which is now well defined. In the second integral we keep ϑˆε in the function
S(ϑˆε, s, Xs) only. Therefore we consider the statistic
Vε (t) =
∫ t
νε
S˙(ϑ¯νε , s, Xs)
ε I(ϑ¯νε)
1/2σ (s,Xs)
2 dXs −
∫ t
νε
S˙(ϑ¯νε, s, Xs) S(ϑˆε, s, Xs)
ε I(ϑ¯νε)
1/2σ (s,Xs)
2 ds,
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where t ∈ [νε, T ]. Now we can repeat the calculations similar to (7) for the
statistic Vε (t) , t ∈ [νε, T ], which is this time well defined, and obtain the
same limit expression.
Let us construct a consistent estimator ϑ¯νε by the “vanishing observa-
tions” Xt, 0 ≤ t ≤ νε, νε → 0. Introduce a minimum distance estimator
(MDE)
ϑ¯νε = arg inf
ϑ∈Θ
∫ νε
0
[Xt − xt (ϑ)]2 dt.
The consistency of this estimator is verified in the following lemma.
Lemma 1 Suppose that the regularity condition R is fulfilled and for all
ϑ ∈ Θ we have
∣∣∣S˙ (ϑ, 0, x0)∣∣∣ ≥ κ, where κ > 0. Then the MDE ϑ¯νε with
νε = ε
2 ln (ε−1) is consistent.
Proof. Below ‖·‖νε is L2 [0, νε] norm. Let us put
g (γ, νε) = inf|ϑ−ϑ0|>γ
‖xt (ϑ)− xt (ϑ0)‖νε .
Note that
g (γ, νε)
2 =
∫ νε
0
[xt (ϑ)− xt (ϑ0)]2 dt = (ϑ− ϑ0)2
∫ νε
0
x˙t(ϑ˜)
2dt.
with some ϑ˜. The derivative w.r.t. ϑ of xt (ϑ) satisfies the equation
dx˙t (ϑ)
dt
= S˙ (ϑ, t, xt (ϑ)) + S
′
x (ϑ, t, xt (ϑ)) x˙t (ϑ) , x˙0 (ϑ) = 0.
Its solution is the function
x˙t (ϑ) =
∫ t
0
S˙ (ϑ, s, xs (ϑ)) exp
{∫ t
s
S ′x (ϑ, v, xv (ϑ)) dv
}
ds.
Hence for the small values of t we have the estimate
x˙t (ϑ) = tS˙ (ϑ, 0, x0) (1 +O (t)) .
Therefore for all ε < ε∗, where ε∗ is some small value
‖xt (ϑ)− xt (ϑ0)‖2νε ≥
(ϑ− ϑ0)2 κ2ν3ε
6
.
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Further, for any γ > 0 we have
Pϑ0
(∣∣ϑ¯νε − ϑ0∣∣ > γ)
= Pϑ0
(
inf
|ϑ−ϑ0|≤γ
‖Xt − xt (ϑ)‖νε > inf|ϑ−ϑ0|>γ ‖Xt − xt (ϑ)‖νε
)
≤ Pϑ0
(
inf
|ϑ−ϑ0|≤γ
(‖Xt − xt (ϑ0)‖νε + ‖xt (ϑ)− xt (ϑ0)‖νε)
> inf
|ϑ−ϑ0|>γ
(‖xt (ϑ)− xt (ϑ0)‖νε − ‖Xt − xt (ϑ0)‖νε)
)
= Pϑ0
(
2 ‖Xt − xt (ϑ0)‖νε ≥ g (γ, νε)
)
≤ 4
g (γ, νε)
2Eϑ0
∫ νε
0
[Xt − xt (ϑ0)]2 dt ≤ Cε
2ν2ε
γ2κ2ν3ε
≤ C
ln 1
ε
−→ 0.
Here we used the estimate
sup
0≤s≤t
Eϑ0 |Xs − xs (ϑ0)|2 ≤ Ctε2,
which can be found, for example, in [10], Lemma 1.13.
Therefore the estimator ϑ¯νε is consistent and we have the following result.
Proposition 2 Suppose that the conditions of regularity are fulfilled and for
all ϑ ∈ Θ we have
∣∣∣S˙ (ϑ, 0, x0)∣∣∣ ≥ κ, where κ > 0, then the test ψ˜ε = 1I{∆˜ε>cα}
with
∆˜ε =
∫ T
νε
Vε (t)
2 S˙
(
ϑ¯νε , t, Xt
)2
I
(
ϑ¯νε
)
σ (t, Xt)
2 dt
is ADF and belongs to Kα.
Let us consider the problem of consisteny of this test. The observed
process under alternative is
dXt = S (t, Xt) dt+ εσ (t, Xt) dWt, X0 = x0, 0 ≤ t ≤ T,
where S (t, x) does not belong to the parametric family of trend coefficients
{S (ϑ, t, x) , ϑ ∈ Θ}. We obtain the following representation for the statistic
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Vε (·):
Vε (t) =
∫ t
νε
S˙(ϑ¯νε , s, Xs)
I(ϑ¯νε)
1/2 σ (s,Xs)
2 dWs
+
∫ t
νε
S˙(ϑ¯νε , s, Xs)
[
S(s,Xs)− S(ϑˆε, s, Xs)
]
ε I(ϑ¯νε)
1/2 σ (s,Xs)
2 ds
=
∫ t
νε
S˙(ϑ¯, s, xs)
I(ϑ¯)1/2 σ (s, xs)
2 dWs + o (1)
+
∫ t
νε
S˙(ϑ¯, s, xs)
[
S(s, xs)− S(ϑˆ, s, xs)
]
ε I(ϑ¯)1/2 σ (s, xs)
2 ds (1 + o (1)) .
Here xt is solution of the ordinary differential equation
dxt
dt
= S (t, xt) , x0, 0 ≤ t ≤ T
and ϑˆ, ϑ¯ are defined as follows
ϑˆ = arg inf
ϑ∈Θ
∫ T
0
(
S (ϑ, t, xt)− S (t, xt)
σ (t, xt)
)2
dt, (10)
ϑ¯ = arg inf
ϑ∈Θ
|S (ϑ, 0, x0)− S (0, x0)| . (11)
For the proof of (10) see [10], Section 2.6 and the equality (11) is obtained
as follows. We have
‖xt − xt (ϑ)‖2νε =
∫ νε
0
[xt − xt (ϑ)]2 dt
=
∫ νε
0
t2 [S (0, x0)− S (ϑ, 0, x0)]2 dt (1 + o (1)) .
Hence
ϑ¯νε = arg inf
ϑ∈Θ
‖xt − xt (ϑ)‖2νε
= arg inf
ϑ∈Θ
ν3ε
3
[S (0, x0)− S (ϑ, 0, x0)]2 (1 + o (1)) −→ ϑ¯,
which yields (11).
Introduce the condition
inf
ϑ¯,ϑˆ
sup
0≤t≤T
∣∣∣∣∣∣
∫ t
0
S˙
(
ϑ¯, s, xs
) [
S (s, xs)− S
(
ϑˆ, s, xs
)]
σ (s, xs)
2 ds
∣∣∣∣∣∣ > 0.
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It is easy to see that if this condition is fulfilled then ∆ε → ∞ and the test
is consistent. Note that if this condition is not fulfilled then for all t ∈ [0, T ]
we have ∫ t
0
S˙
(
ϑ¯, s, xs
) [
S (s, xs)− S
(
ϑˆ, s, xs
)]
σ (s, xs)
2 ds = 0
and this equality implies
S˙
(
ϑ¯, t, xt
) [
S (t, xt)− S
(
ϑˆ, t, xt
)]
= 0, 0 ≤ t ≤ T. (12)
If
∣∣∣S˙ (ϑ, t, x)∣∣∣ > 0 for all ϑ ∈ Θ and almost all t ∈ [0, T ] and almost all x ∈ K
for any bounded region K ⊂ R, then the proposed test is consistent against
any fixed alternative.
An example of alternative invisible by this test can be constructed as
follows. Suppose that the function S (ϑ, t, x) does not depend on ϑ for the
values t ∈ [0, T/2] and the trend coefficient S (t, xt) under alternative coin-
cides with the function S (ϑ∗, t, xt) for t ∈ [T/2, T ]. Then we have (12) in
the situation, where the trend coefficients of diffusion process on the inter-
val [0, T/2] can be different under alternative. Of course as we know that
the trend coefficient under hypothesis does not depend on ϑ on the interval
[0, T/2], then for this interval we can modify the test statistic.
Example. Suppose that the observed diffusion process under hypothesis
has the stochastic differential
dXt = ϑXt dt + ε dWt, X0 = x0 > 0, 0 ≤ t ≤ T,
where ϑ ∈ Θ and 0 6∈ Θ. Then we have
I (ϑ) =
x20(e
2ϑT − 1)
2ϑ
, ϑˆε =
∫ T
0
Xt dXt∫ T
0
X2t dt
and the statistic
Uˆε (t) =
1
εx0
√
2ϑˆεT
e2ϑˆεT − 1
∫ t
0
Xs
[
dXs − ϑˆεXt dt
]
.
Here we have no problem of the definition of stochastic integral and this
will always be the case for the models in which the trend coefficient depends
linearly on the unknown parameter.
The test ψˆε = 1I{∆ε>cα} with
∆ε =
∫ T
0
Uˆε (t) X
2
t
I(ϑˆε) σ2
dt =⇒
∫ 1
0
B (τ)2 dτ
is ADF.
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2.2 Ergodic Diffusion Processes
Suppose that the observed diffusion process XT = (Xt, 0 ≤ t ≤ T ) satisfies
the stochastic differential
dXt = S (Xt) dt + σ (Xt) dWt, X0, 0 ≤ t ≤ T, (13)
where the function σ (x) is known. The trend coefficient S (·) is an unknown
function and we have to test the following composite hypothesis:
H0 : The process X
T is the solution of equation
dXt = S (ϑ,Xt) dt + σ (Xt) dWt, X0, 0 ≤ t ≤ T, ϑ ∈ Θ, (14)
where S (ϑ, x) is a known smooth function depending on unknown parameter
ϑ ∈ Θ = (a, b).
Introduce the regularity conditions.
ES. The function S (ϑ, x) is locally bounded, the function σ (·)2 > 0 is
continuous and for some C > 0 the condition
xS (ϑ, x) + σ (x)2 ≤ C (1 + x2)
holds.
By this condition the stochastic differential equation has a unique weak
solution (see, e.g., [3]).
Let us denote by P the class of locally bounded functions with polynomial
majorants (p > 0)
P = {h (·) : |h (y)| ≤ C (1 + |y|p)} .
The next condition is
A0. The functions S (·) , σ (·)±1 ∈ P and
lim
|y|→∞
sup
ϑ∈Θ
sgn (y)
S (ϑ, y)
σ (y)2
< 0.
Note that if S (ϑ, x) and σ (x) satisfy A0, then we have
V (ϑ, x) =
∫ x
0
exp
{
−2
∫ y
0
S (ϑ, z)
σ (z)2
dz
}
dy −→ ±∞
as x→ ±∞ and supϑ∈ΘG (ϑ) <∞, where
G (ϑ) =
∫ ∞
−∞
σ (y)−2 exp
{
2
∫ x
0
S (ϑ, y)
σ (y)2
dy
}
dx
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is normalizing constant.
By these conditions the stochastic process XT is positive-recurrent (er-
godic) with the density of the invariant law
f (ϑ, x) =
1
G (ϑ) σ (x)2
exp
{
2
∫ x
0
S (ϑ, y)
σ (y)2
dy
}
.
Let us introduce further regularity conditions.
Re. The function S (ϑ, x) has two continuous derivatives
S˙ (ϑ, x) , S¨ (ϑ, x) ∈ P.
and
Ie. For any ν > 0
inf
ϑ0∈Θ
inf
|ϑ−ϑ0|>ν
∫ ∞
−∞
[
S (ϑ, x)− S (ϑ0, x)
σ (x)
]2
f (ϑ0, x) dx > 0.
The likelihood ratio function is
L
(
ϑ,XT
)
= exp
{∫ T
0
S (ϑ,Xt)
σ (Xt)
2 dXt −
∫ T
0
S (ϑ,Xt)
2
2 σ (Xt)
2 dt
}
.
Under the regularity conditions assumed above, the MLE ϑˆT admits the
representation
√
T
(
ϑˆT − ϑ
)
=
1
I (ϑ)
√
T
∫ T
0
S˙ (ϑ,Xt)
σ (Xt)
dWt + o (1) .
Here I (ϑ) is the Fisher information
I (ϑ) =
∫ ∞
−∞
(
S˙ (ϑ, x)
σ (x)
)2
f (ϑ, x) dx > 0.
The proof can be found in [12].
The score-function is
∂ lnL
(
ϑ,XT
)
∂ϑ
=
∫ T
0
S˙ (ϑ,Xt)
σ (Xt)
2 [dXt − S (ϑ,Xt) dt]
and we define the normalized score-function:
UT
(
ϑ,XT
)
= ϕT (ϑ)
∫ T
0
S˙ (ϑ,Xt)
σ (Xt)
2 [dXt − S (ϑ,Xt) dt] =⇒ ξ,
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where ϕT (ϑ) = [T I (ϑ)]
−1/2. The limit random variable ξ can be written as
the following integral
ξ =
∫ ∞
−∞
S˙ (ϑ, y)
√
f (ϑ, y)√
I (ϑ) σ (y)
dw (y) ∼ N (0, 1) ,
where w (·) is two-sided Wiener process.
Let us introduce the slightly modified score-function process
UT
(
x, ϑ,XT
)
= ϕT (ϑ)
∫ T
0
S˙ (ϑ,Xt)
σ (Xt)
2 1I{Xt<x} [dXt − S (ϑ,Xt) dt] , x ∈ R,
and (formally) the statistic
UˆT (x) = UT
(
x, ϑˆT , X
T
)
.
Note that with Pϑ0 probability 1 we have the equality UT
(∞, ϑ0, XT ) =
UT
(
ϑ0, X
T
)
. The asymptotic behaviour of this statistic can be explained as
follows (again, formally).
UˆT (x) = ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)
σ (Xt)
2 1I{Xt<x}
[
dXt − S(ϑˆT , Xt) dt
]
= ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)
σ (Xt)
1I{Xt<x}dWt
+ ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)
[
S(ϑ0, Xt)− S(ϑˆT , Xt)
]
σ (Xt)
2 1I{Xt<x} dt
= ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)
σ (Xt)
1I{Xt<x}dWt
− ϑˆT − ϑ0
ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)S˙(ϑ˜T , Xt)
T I
(
ϑˆT
)
σ (Xt)
2
1I{Xt<x} dt
= ϕT (ϑ0)
∫ T
0
S˙(ϑ0, Xt)
σ (Xt)
1I{Xt<x}dWt
−
∫ T
0
S˙(ϑ0, Xt)√
T I (ϑ0)σ (Xt)
dWt
∫ T
0
S˙(ϑ0, Xt)
2
T I (ϑ0)σ (Xt)
2 1I{Xt<x} dt + o (1) .
(15)
Here ϑ0 is the true value of the parameter. These integrals have the following
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limits
1√
T I (ϑ0)
∫ T
0
S˙(ϑ0, Xt)
σ (Xt)
1I{Xt<x}dWt =⇒
∫ x
−∞
S˙ (ϑ0, y)
√
f (ϑ0, y)√
I (ϑ0) σ (y)
dw (y) ,
1
T I (ϑ0)
∫ T
0
S˙(ϑ0, Xt)
2
σ (Xt)
2 1I{Xt<x} dt −→
∫ x
−∞
S˙(ϑ0, y)
2 f (ϑ0, y)
I (ϑ0) σ (y)
2 dy.
Let us denote
τ =
∫ x
−∞
S˙(ϑ0, y)
2 f (ϑ0, y)
I (ϑ0) σ (y)
2 dy, 0 ≤ τ ≤ 1.
Then we have the convergence
UˆT (x) =⇒ W (τ)−W (1) τ = B (τ) , 0 ≤ τ ≤ 1.
This limit suggests the construction of the statistic
∆T =
∫ ∞
−∞
UˆT (x)
2 S˙(ϑˆT , x)
2
I(ϑˆT ) σ (x)
2
dF (ϑˆT , x)
and the test
ψˆT = 1I{∆T>cα}, P (∆ > cα) = α.
Note that
τT =
∫ x
−∞
S˙(ϑˆT , x)
2
I(ϑˆT ) σ (x)
2
dF (ϑˆT , x) −→ τ.
Hence if we verify that ∆T ⇒ ∆, then the test ψˆT ∈ Kα and is ADF.
We have the same problem with the definition of the stochastic integral
∫ T
0
S˙(ϑˆt, Xt)
σ (Xt)
2 1I{Xt<x} dXt
as in (6) and we propose two approaches. In the first one we replace it by
the ordinary integral using the Itoˆ formula as it was done above and in the
second approach we propose using a preliminary consistent estimator of the
parameter ϑ.
First approach. Introduce the function,
HT (ϑ, x, z) =
∫ z
X0
S˙(ϑ, y)
σ (y)2
φT (x− y) dy, H (ϑ, x, z) =
∫ z
X0
S˙(ϑ, y)
σ (y)2
1I{y<x}dy
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where φT (x− y) is a “smooth approximation” of the indicator function
1I{y<x}. For example, φT (x− y) = φ
(
x−y
dT
)
, where
φ (z) = a−1
∫ z
−∞
e
v2
v2−1 1I{|v|<1} dv, a =
∫ 1
−1
e
v2
v2−11I{|v|<1} dv
and dT → 0.
We write∫ T
0
S˙(ϑ,Xt)
σ (Xt)
2 φT (x−Xt) dXt = HT (ϑ, x,XT )
− 1
2
∫ T
0
σ (Xs)
2 (HT )
′′
z,z (ϑ, x,Xs) ds.
Then we use the representation of the modified score-function process U˜T (x)
(we replaced the indicator function by its smooth approximation)
U˜T (x) = ϕT (ϑˆT )HT (ϑˆT , x,XT )− ϕT (ϑˆT )
2
∫ T
0
σ (Xs)
2 (HT )
′′
z,z (ϑˆT , x,Xs)ds
− ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)S(ϑ0, Xt)
σ (Xt)
2 φT (x−Xs) dt
+ ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)
[
S(ϑ0, Xt)− S(ϑˆT , Xt)
]
σ (Xt)
2 φT (x−Xs) dt
= JT
(
ϑˆT , x
)
−KT
(
ϑˆT , x
)
.
Direct but cumbersome calculations give the limits
JT
(
ϑˆT , x
)
=⇒
∫ x
−∞
S˙ (ϑ0, y)
√
f (ϑ0, y)√
I (ϑ0) σ (y)
dw (y) ,
KT
(
ϑˆT , x
)
=
(
ϑˆT − ϑ
)
ϕT (ϑˆT )
∫ T
0
S˙(ϑˆT , Xt)S˙(ϑ˜T , Xt)
T I
(
ϑˆT
)
σ (Xt)
2
1I{Xt<x}) dt (1 + o (1))
=⇒
∫ ∞
−∞
S˙ (ϑ0, y)
√
f (ϑ0, y)√
I (ϑ0) σ (y)
dw (y)
∫ x
−∞
S˙ (ϑ0, y)
√
f (ϑ0, y)√
I (ϑ0) σ (y)
dy.
Thus we have the following result.
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Proposition 3 Suppose that the conditions of regularity are fulfilled, then
the test ψ˜T = 1I{∆˜T>cα} with
∆˜T =
∫ ∞
−∞
U˜T (x)
2 S˙(ϑˆT , x)
2
I
(
ϑˆT
)
σ (x)2
dF (ϑˆT , x)
is ADF and belongs to Kα.
The second approach. Let us introduce a consistent preliminary estimator
ϑ¯√T constructed using the first Xt, 0 ≤ t ≤
√
T observations. For example,
the method of moments estimator can be used (see conditions of consistency
in [12], Section 2.4). The corresponding statistic is
VT (x) = ϕT (ϑ¯√T )
∫ T
√
T
S˙(ϑ¯√T , Xt)
σ (Xt)
2 1I{Xt<x}
[
dXt − S(ϑˆT , Xt) dt
]
.
The stochastic integral is well defined and its limit can be obtained calcula-
tions, similar to (15).
Proposition 4 Suppose that the conditions of regularity are fulfilled and the
preliminary estimator ϑ¯√T is consistent, then the test ψ˜T = 1I{∆˜T>cα} with
∆˜T =
∫ ∞
−∞
VT (x)
2 S˙(ϑ¯T , x)
2
I
(
ϑ¯T
)
σ (x)2
dF (ϑ¯T , x)
is ADF and belongs to Kα.
The condition of the consistency is
inf
ϑ¯,ϑˆ
∫ ∞
−∞
M(ϑ¯, ϑˆ, x)2 S˙
(
ϑ¯, x
)2
σ (x)2
f (x) dx > 0,
where
M(ϑ¯, ϑˆ, x) =
∫ x
−∞
S˙
(
ϑ¯, y
) [
S (y)− S
(
ϑˆ, y
)]
σ (y)2
f (y) dy.
2.3 Periodic Poisson Processes.
The last observations model is a periodic Poisson process
Xn = (Xt, 0 ≤ t ≤ T = nτ∗)
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of known period τ∗ > 0. For 0 ≤ s < t and k = 0, 1, 2, . . .
P (Xt −Xs = k) = [Λ (t)− Λ (s)]
k
k!
exp {−Λ (t) + Λ (s)} .
The mean Λ (t) and intensity function λ (t) satisfy the relations
Λ (t) = EXt, Λ (t) =
∫ t
0
λ (s) ds
and λ (t + kτ∗) = λ (t).
We observe a trajectory Xn of the Poisson process of intensity function
λ (·) and we have to test the hypothesis
H0 : The intensity function λ (t) = λ (ϑ, t) , ϑ ∈ Θ = (a, b).
Here λ (ϑ, ·) is some known function satisfying the following conditions of
regularity.
The intensity function λ (ϑ, ·) is twice continuously differentiable w.r.t.
ϑ, strictly positive and the identifiability condition holds: for any ν > 0
inf
ϑ0∈Θ
inf
|ϑ−ϑ0|>ν
∫ τ∗
0
[√
λ (ϑ, s)−
√
λ (ϑ0, s)
]2
ds > 0.
The likelihood ratio function is
L (ϑ,Xn) = exp
{
n∑
j=1
∫ τ∗
0
lnλ (ϑ, t) dXj (t)− n
∫ τ∗
0
[λ (ϑ, t)− 1] dt
}
and the MLE ϑˆn is defined by the equation like (4). Then the MLE admits
the representation
√
n
(
ϑˆT − ϑ
)
=
1
I (ϑ)
√
n
n∑
j=1
∫ τ∗
0
λ˙ (ϑ, s)
λ (ϑ, s)
d [Xj (s)− λ (ϑ, s) ds] + o (1) .
Here Xj (s) = X(j−1)τ∗+s − X(j−1)τ∗ , 0 ≤ s ≤ τ∗, j = 1, 2, . . . , n and I (ϑ) is
the Fisher information
I (ϑ) =
∫ τ∗
0
λ˙ (ϑ, s)2
λ (ϑ, s)
ds > 0.
The proof can be found in [11].
The score-function for this process is
∂ lnL (ϑ,Xn)
∂ϑ
=
n∑
j=1
∫ τ∗
0
λ˙ (ϑ, t)
λ (ϑ, t)
[dXj (t)− λ (ϑ, t) dt]
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and we define the normalized score-function process
Un (t, ϑ,X
n) =
1√
I (ϑ)n
n∑
j=1
∫ t
0
λ˙ (ϑ, s)
λ (ϑ, s)
[dXj (s)− λ (ϑ, s) ds] .
We construct the GoF test with the help of the statistic
Uˆn (t) = Un
(
t, ϑˆn, X
n
)
Its formal expansion provides us with the following expressions (we put below
πj (s) = Xj (s)− Λ (ϑ, s))
Uˆn (t) =
1√
I(ϑˆn)n
n∑
j=1
∫ t
0
λ˙(ϑˆn, s)
λ(ϑˆn, s)
[
dXj (s)− λ(ϑˆn, s) ds
]
=
1√
I(ϑˆn)n
n∑
j=1
∫ t
0
λ˙(ϑˆn, s)
λ(ϑˆn, s)
[dXj (s)− λ(ϑ, s) ds]
+
1√
I(ϑˆn)n
n∑
j=1
∫ t
0
λ˙(ϑˆn, s)
λ(ϑˆn, s)
[
λ(ϑ, s)− λ(ϑˆn, s)
]
ds
=
1√
I(ϑ)n
n∑
j=1
∫ t
0
λ˙(ϑ, s)
λ(ϑ, s)
dπj (s)−
√
n(ϑˆn − ϑ)√
I(ϑ)
∫ t
0
λ˙(ϑ, s)2
λ(ϑ, s)
ds + o (1)
=
1√
I(ϑ)n
n∑
j=1
∫ t
0
λ˙(ϑ, s)
λ(ϑ, s)
dπj (s)
− 1√
I(ϑ)n
n∑
j=1
∫ τ∗
0
λ˙(ϑ, s)
λ(ϑ, s)
dπj (s)
∫ t
0
λ˙(ϑ, s)2
I(ϑ) λ(ϑ, s)
ds+ o (1) .
By the central limit theorem we have the convergence in distribution
1√
I(ϑ)n
n∑
j=1
∫ t
0
λ˙(ϑ, s)
λ(ϑ, s)
dπj (s) =⇒ 1√
I(ϑ)
∫ t
0
λ˙(ϑ, s)√
λ(ϑ, s)
dWs,
1√
I(ϑ)n
n∑
j=1
∫ τ∗
0
λ˙(ϑ, s)
λ(ϑ, s)
dπj (s) =⇒ 1√
I(ϑ)
∫ τ∗
0
λ˙(ϑ, s)√
λ(ϑ, s)
dWs,
where Wt, 0 ≤ t ≤ τ∗ is some Wiener process. Therefore, if we put
τ =
∫ t
0
λ˙(ϑ, s)2
I(ϑ) λ(ϑ, s)
ds, 0 ≤ τ ≤ 1,
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then once again we obtain the convergence
Uˆn (t) =⇒ W (τ)−W (1) τ = B (τ) , 0 ≤ τ ≤ 1.
We can consider two approaches as before, but we present here the second
(more simple) construction of the test. Let us take any consistent estimator
ϑ¯N of the parameter ϑ constructed by the first N = [
√
n] observations XN =
(X1, . . . , XN). Then we set
Vn (t) =
1√
I(ϑ¯N )n
n∑
j=N+1
∫ t
0
λ˙(ϑ¯N , s)
λ(ϑ¯N , s)
[
dXj (s)− λ(ϑˆn, s) ds
]
.
The estimator ϑ¯N and the observations X
n
N+1 = (XN+1, . . . , Xn) are inde-
pendent and the stochastic integral with respect to the Poisson process is
well defined (see Liptser, Shiryayev [18], Section 18.4).
Proposition 5 Let the conditions of regularity be fulfilled, then the test ψ˜n =
1I{∆n>cα} with
∆n =
∫ τ∗
0
Vn (t)
2 λ˙(ϑ¯N , s)
2
I(ϑ¯N ) λ(ϑ¯N , s)
ds.
is ADF and belongs to Kα.
To prove this proposition we have to verify the convergence
∆n =⇒ ∆ =
∫ 1
0
B (τ)2 dτ
under hypothesis H0
Example. Suppose that the intensity function under hypothesis H0 is
λ (ϑ, t) = ϑh (t) + λ0, 0 ≤ t ≤ τ∗,
where ϑ ∈ Θ = (a, b) , a > 0 and the function h (t) > 0.
Then we can take as preliminary estimator the minimum distance esti-
mator
ϑ¯N = arg inf
ϑ∈Θ
∫ τ∗
0
[
ΛˆN (t)− ϑH (t)− λ0t
]2
dt
=
∫ τ∗
0
[
ΛˆN (t)− λ0t
]
H (t) dt∫ τ∗
0
H (t)2 dt
.
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Here
ΛˆN (t) =
1
N
N∑
j=1
Xj (t) , H (t) =
∫ t
0
h (s) ds.
This is an unbiased, consistent and asymptotically normal estimator of the
parameter ϑ.
The score-function process Vn (·) and the test statistics ∆˜n are
Vn (t) =
1√
I(ϑ¯N )n
n∑
j=N+1
∫ t
0
h (s)
ϑ¯Nh (s) + λ0
[
dXj (s)−
[
ϑ¯Nh (s) + λ0
]
ds
]
,
∆˜n =
∫ τ∗
0
Vn (t)
2 h (s)2
I(ϑ¯N )
[
ϑ¯Nh (s) + λ0
] ds, I (ϑ) = ∫ τ∗
0
h (t)2
ϑh (t) + λ0
dt,
respectively.
3 Other tests and models
3.1 Other tests
The statistics Uε (·) , UT (·) and Un (·) can be used for construction of the
ADF GoF tests of Kolmogorov-Smirnov type. For example, the following
convergence
∆∗ε = sup
νε≤t≤T
|Vε (t)| =⇒ sup
0≤τ≤1
|B (τ)| = ∆∗
can be easily proved. Hence the test
ψ∗ε = 1I{∆∗ε>dα}, P (∆
∗ > dα) = α
belongs to Kα and is ADF. Of course similar tests can be constructed in
the cases of observations of the ergodic diffusion and inhomogeneous Poisson
processes as well.
3.2 Nonlinear AR process
Suppose that the observations Xn = (X0, X1, . . . , Xn) satisfy the relation
Xj = S (Xj−1) + εj, j = 1, . . . , n
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and we have to test a parametric hypothesis
H0 : S (x) = S (ϑ, x) , ϑ ∈ Θ = (a, b) .
Here S (ϑ, x) is some known function and ϑ is the unknown parameter. The
random variables ε1, . . . , εj are i.i.d. with the known density function f (x).
The functions S (ϑ, x) and f (x) > 0 are such that the time series (Xj)j≥1
has ergodic properties with the density of invariant law ϕ (ϑ, x) for all ϑ ∈ Θ,
i.e., for any function h (·) such that Eϑ |h (ξ)| <∞ (here ξ ∼ ϕ (ϑ, ·)) we have
the law of large numbers
1
n
n∑
j=1
h (Xj) −→ Eϑh (ξ) .
Moreover we suppose that the tails of ϕ (ϑ, x) decrease sufficiently fast
ϕ (ϑ, x) ≤ C|x|1+γ (16)
with some positive constants γ and C, which do not depend on ϑ. The log-
density function ℓ (x) = ln f (x) has three continuous bounded derivatives
ℓ′ (x) , ℓ′′ (x) , ℓ′′′ (x) and the function S (ϑ, x) has two continuous bounded
derivatives S˙ (ϑ, x) , S¨ (ϑ, x) w.r.t. ϑ.
The log-likelihood function is
L (ϑ,Xn) = lnϕ (ϑ,X0) +
n∑
j=1
ln f (Xj − S (ϑ,Xj−1)) , ϑ ∈ (a, b) .
We suppose that the initial value X0 has invariant density function ϕ (ϑ, x)
and therefore the time series (Xj)j≥0 is stationary.
The Score-function is
Un (ϑ,X
n) = −
n∑
j=1
ℓ′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1) .
Also we assume that the regularity conditions are fulfilled so that the
MLE ϑˆn is consistent and admits the representation
√
n
(
ϑˆn − ϑ
)
=
−1
I (ϑ)
√
n
n∑
j=1
ℓ′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1) + o (1) , (17)
where the Fisher information
I (ϑ) = Eϑ
[
ℓ′ (ε1) S˙ (ϑ, ξ)
]2
= If Iϑ.
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Here we denoted Eϑ the expectation related to the couple of independent
random variables (ε, ξ), i.e.,
If = Eℓ
′ (ε)2 =
∫ ∞
−∞
f ′ (x)2
f (x)
dx, Iϑ = EϑS˙ (ϑ, ξ)
2 =
∫ ∞
−∞
S˙ (ϑ, x)2ϕ (ϑ, x)dx.
Note that from this representation and the central limit theorem it follows
that the MLE is asymptotically normal (see, e.g., [6])
uˆn =
√
n
(
ϑˆn − ϑ
)
=⇒ N (0, I (ϑ)−1) .
Introduce the normalized score-function process
Un (x, ϑ,X
n) =
−1√
I (ϑ)n
n∑
j=1
ℓ′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1) 1I{Xj−1<x}
and the corresponding statistics
Uˆn (x) =
−1√
I(ϑˆn)n
n∑
j=1
ℓ′
(
Xj − S(ϑˆn, Xj−1)
)
S˙(ϑˆn, Xj−1) 1I{Xj−1<x}.
Using the expansion at the vicinity of the true value ϑ we can write
Uˆn (x) =
−1√
I(ϑ)n
n∑
j=1
[ℓ′ (Xj − S (ϑ,Xj−1))
− uˆn√
n
ℓ′′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1)
]
S˙ (ϑ,Xj−1) 1I{Xj−1<x} + o (1)
=
−1√
I(ϑ)n
n∑
j=1
ℓ′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1) 1I{Xj−1<x}
+
uˆn
√
I(ϑ)
I(ϑ)n
n∑
j=1
ℓ′′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1)2 1I{Xj−1<x} + o (1) .
The standard arguments allow us to write
−1
I(ϑ)n
n∑
j=1
ℓ′′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1)2 1I{Xj−1<x}
=
−1
I(ϑ)n
n∑
j=1
ℓ′′ (εj) S˙ (ϑ,Xj−1)
2 1I{Xj−1<x} −→
1
Iϑ
∫ x
−∞
S˙ (ϑ, y)2ϕ (ϑ, y)dy.
26
Recall, that
Eℓ′′ (ε) = E
(
f ′′ (ε) f (ε)− f ′ (ε)2
f (ε)2
)
= −E
(
f ′ (ε)
f (ε)
)2
= −If
because
E
(
f ′′ (ε)
f (ε)
)
=
∫ ∞
−∞
f ′′ (y) dy = 0.
Let us denote
Wn (x) =
−1√
I(ϑ)n
n∑
j=1
ℓ′ (Xj − S (ϑ,Xj−1)) S˙ (ϑ,Xj−1) 1I{Xj−1<x}.
We have
EϑWn (x)Wn (y)
=
1
I(ϑ)n
n∑
j=1
n∑
i=1
Eϑℓ
′ (εj) ℓ′ (εi) S˙ (ϑ,Xj−1) S˙ (ϑ,Xi−1) 1I{Xj−1<x} 1I{Xi−1<x}
=
1
I(ϑ)
Eϑℓ
′ (ε1)
2 S˙ (ϑ, ξ)2 1I{ξ<x∧y}
= min
(
I−1ϑ
∫ x
−∞
S˙ (ϑ, z)2 ϕ (ϑ, z) dz, I−1ϑ
∫ y
−∞
S˙ (ϑ, z)2 ϕ (ϑ, z) dz
)
= min (τx, τy) , 0 ≤ τx = I−1ϑ
∫ x
−∞
S˙ (ϑ, z)2 ϕ (ϑ, z) dz ≤ 1.
It can be shown that by the central limit theorem the finite-dimensional
distributions of the random function Wn (x) , x ∈ R converge to the finite-
dimensional distributions of the Wiener process W (τx) , x ∈ R. Moreover
the following estimate holds
Eϑ |Wn (x)−Wn (x)|2 ≤ C |x− y| . (18)
We have similar convergence for the MLE due to the representation (17)√
nI(ϑ)
(
ϑˆn − ϑ
)
=Wn (∞) + o (1) =⇒W (1)
with the same Wiener process, i.e., we have the joint asymptotic normality of
Wn (·) and uˆn. Therefore the random functions Uˆn (x) have the corresponding
limit
Uˆn (x) =⇒ W (τx)−W (1) τx = B (τx)
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and again, we obtain the Brownian bridge B (τ) , 0 ≤ τ ≤ 1.
Let us introduce the statistics
∆n =
∫ ∞
−∞
Uˆn (x)
2 S˙(ϑˆn, x)
2
Iϑˆn
ϕ(ϑˆn, x) dx.
The convergence of finite-dimensional distributions, the estimate (18) and
the condition (16) allow us to verify the convergence
∆n =⇒
∫ ∞
−∞
B (τx)
2 S˙ (ϑ, x)2
Iϑ
ϕ (ϑ, x) dx =
∫ 1
0
B (τ)2 dτ.
Therefore we have the following result.
Proposition 6 The test ψˆn = 1I{∆n>cα} is ADF and belongs to the class Kα.
Example. Suppose that the observed time series (Xj)j≥1 under the hy-
pothesis H0 is linear AR
Xj = ϑXj−1 + εj, j = 1, . . . , n,
where ϑ ∈ Θ = (−1, 1) and (εj)j≥1 are i.i.d. N (0, σ2) r.v’s. Then the
aforementioned conditions are satisfied with the density of invariant law
ϕ (ϑ, x) ∼ N
(
0,
σ2
1− ϑ2
)
and we assume that X0 ∼ ϕ (ϑ, x).
The derivative S˙ (ϑ, x) = x is not bounded, but the tails of ϕ (ϑ, x) are ex-
ponentially decreasing and the proof of the convergence given above remains
valid.
The score-function process is
Un (x, ϑ,X
n) =
1√
n (1− ϑ2)
n∑
j=1
(Xj − ϑXj−1)Xj−11I{Xj−1<x},
because
I (ϑ) = If Iϑ =
1
σ2
σ2
1− ϑ2 =
1
1− ϑ2
and we put
Uˆn (x) = Un
(
x, ϑˆn, X
n
)
, ϑˆn =
∑n
j=1XjXj−1∑n
j=1X
2
j−1
.
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Introduce the statistic
∆n =
1− ϑˆ2n
σ2
∫ ∞
−∞
Uˆn (x)
2 x2ϕ(ϑˆn, x) dx.
As it follows from the Proposition 6
∆n =⇒
∫ 1
0
B (τ)2 dτ
and the test ψˆn = 1I{∆n>cα} is ADF and belongs to Kα.
3.3 The case of i.i.d. observations
Let us see what happens if we apply the same approach in the case of i.i.d.
observations Xn = (X1, . . . , Xn), where Xj has the density function f (x).
Suppose that we have a parametric hypothesis
H0, : f (x) = f (ϑ, x) , ϑ ∈ Θ = (a, b) .
Here f (ϑ, x) is some known density function satisfying the regularity condi-
tions, which validate the calculations below.
The normalized score-function statistic is
Un (ϑ,X
n) =
1√
I (ϑ)n
n∑
j=1
ℓ˙ (ϑ,Xj) =
√
n√
I (ϑ)
∫ ∞
−∞
ℓ˙ (ϑ, y) dFˆn (y)
=
√
n√
I (ϑ)
∫ ∞
−∞
ℓ˙ (ϑ, y)
[
dFˆn (y)− f (ϑ, y) dy
]
,
where ℓ (ϑ, y) = ln f (ϑ, y), I (ϑ) is the Fisher information and we used the
equality ∫ ∞
−∞
ℓ˙ (ϑ, y) f (ϑ, y) dy = 0.
Introduce the score-function process
Un (ϑ, x,X
n) =
√
n√
I (ϑ)
∫ x
−∞
ℓ˙ (ϑ, y)
[
dFˆn (y)− f (ϑ, y) dy
]
, x ∈ R
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and the corresponding statistic
Uˆn (x) =
√
n√
I(ϑˆn)
∫ x
−∞
ℓ˙(ϑˆn, y)
[
dFˆn (y)− f(ϑˆn, y)dy
]
=
1√
I(ϑˆn)
∫ x
−∞
ℓ˙(ϑˆn, y) d
√
n
[
Fˆn (y)− F (ϑ0, y)
]
+
√
n√
I(ϑˆn)
∫ x
−∞
ℓ˙(ϑˆn, y)
[
f (ϑ0, y)− f(ϑˆn, y)
]
dy
=
1√
I(ϑ0)
∫ x
−∞
ℓ˙(ϑ0, y) dBn (y)
−
√
n(ϑˆn − ϑ0)√
I(ϑ0)
∫ x
−∞
ℓ˙(ϑ0, y) f˙(ϑ0, y)dy + o (1)
=⇒ 1√
I(ϑ0)
∫ x
−∞
ℓ˙(ϑ0, y) dB (F (ϑ0, y))
− 1√
I(ϑ0)
∫ ∞
−∞
ℓ˙(ϑ0, y) dB (F (ϑ0, y))
∫ x
−∞
ℓ˙(ϑ0, y) f˙(ϑ0, y)
I(ϑ0)
dy.
Let us put F (ϑ0, x) = t, F (ϑ0, y) = s and h (ϑ0, s) = ℓ˙(ϑ0, y (s)), where
y (ϑ0, s) is solution y of this equation F (ϑ0, y) = s. Then the limit process
can be written as follows
U (t) =
∫ t
0
h (ϑ0, s) dB (s)−
∫ 1
0
h (ϑ0, s) dB (s)
∫ t
0
h (ϑ0, s)
2 ds
=
∫ t
0
h (ϑ0, s) dw (s)−
∫ 1
0
h (ϑ0, s) dw (s)
∫ t
0
h (ϑ0, s)
2 ds
− w (1)
∫ t
0
h (ϑ0, s) ds = W (τ)−W (1) τ − w (1)
∫ t
0
h (ϑ0, s) ds.
Therefore the limit statistic is not free of distribution and this approach does
not allow to construct the ADF GoF test.
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