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Resumen
En este art´ıculo se describe una implementacio´n del me´todo “Lo-
cal Discontinuous Galerkin” (LDG) aplicado a problemas el´ıpticos en
3D. Se discute la implementacio´n de los principales operadores. En
particular el uso de aproximaciones de alto orden y de mallas no es-
tructuradas. Estructuras de datos eficientes que permiten un ra´pido
ensamblado del sistema lineal en su formulacio´n mixta son descritas
en detalle.
Palabras clave: Me´todos de elemento finito discontinuos, aproxima-
ciones de alto orden, mallas no estructuradas, programacio´n orientada a
objetos.
Abstract
This paper describes an implementation of the Local Discontinu-
ous Galerkin method (LDG) applied to elliptic problems in 3D. The
implementation of the major operators is discussed. In particular the
use of higher-order approximations and unstructured meshes. Effi-
cient data structures that allow fast assembly of the linear system in
the mixed formulation are described in detail.
Keywords: Discontinuous finite element methods, high-order approxi-
mations, unstructured meshes, object-oriented programming.
Mathematics Subject Classification: 65K05, 65N30, 65N55.
1 Introduccio´n
En las u´ltimas de´cadas, se han propuesto me´todos de alto orden que com-
binan las ideas de las te´cnicas de elemento finito y de volumen finito. Con
el fin de preservar propiedades f´ısicas del problema, se han disen˜o una serie
de me´todos llamados “Discontinuous Galerkin” (DG). En [2] se desarrollo´
un marco teo´rico abstracto bajo el cual se presento´ un ana´lisis de conver-
gencia y de estabilidad de los me´todos ma´s importantes hasta esa fecha.
En [5] se realizo´ una comparacio´n de varios me´todos DG para un problema
modelo en 2D y se analizo´ el comportamiento del condicionamiento espec-
tral de la matriz de rigidez. En este art´ıculo trabajaremos con el me´todo
“Local Discontinuous Galerkin” (LDG), el cual fue´ propuesto en [9] para
problemas transcientes de conveccio´n-difusio´n, y analizado en [7] para un
problema modelo estacionario de difusio´n lineal. En [10] se presento´ un
ana´lisis hp de convergencia para problemas lineales. El caso de difusio´n no
lineal se discutio´ en [4].
Las implementaciones del me´todo LDG conocidas hasta la fecha se
restringen a mallas no estructuradas para dominios de R2. Para nuestro
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conocimiento existe solamente una librer´ıa que implementa el me´todo LDG
en 3D: Deal II desarrollada por W. Bangerth, R. Hartmann y G. Kanschat
en [3]. Sin embargo, esta librer´ıa utiliza u´nicamente mallas Cartesianas.
En este trabajo presentamos una implementacio´n del me´todo LDG para
dominios en 3D la cual utiliza mallas no estructuradas y polinomios de
alto orden.
El paradigma de programacio´n orientada a objetos provee de manera
natural los mecanismos necesarios para una implementacio´n desde un nivel
abstracto. Como resultado se obtiene un co´digo modular, fa´cil de mantener
y que puede ser extendido por el usuario. El co´digo se desarrollo´ utilizando
el lenguaje de programacio´n C++ y consiste de un conjunto de mo´dulos in-
dependientes los cuales proveen una interfaz abstracta. De esta forma el
co´digo no esta´ sujeto a clases concretas espec´ıficas como por ejemplo el uso
de cuadraturas con una distribucio´n de nodos sime´trica o de bases de poli-
nomios particulares. Las estructuras de datos relacionadas con el nu´cleo
de los ca´lculos no se basan en caracter´ısticas del paradigma orientado a
objetos, por lo que estas pueden ser adaptadas a co´digos de Fortran, por
medio de la librer´ıa LAPACK [1].
El art´ıculo esta´ organizado como sigue: en la Seccio´n 2 se presenta
brevemente la formulacio´n del me´todo aplicado a un problema modelo;
en la Seccio´n 3 se discuten los operadores ma´s importantes del me´todo
LDG. En la Seccio´n 4 se presentan algunos experimentos nume´ricos con el
propo´sito de validar el co´digo y finalmente, se presentan algunas conclu-
siones en la Seccio´n 5.
2 El me´todo “Local Discontinuous Galerkin”
A continuacio´n damos una breve descripcio´n del me´todo “Local Discontin-
uous Galerkin”, el cual utilizaremos para aproximar la solucio´n a proble-
mas el´ıpticos en 3D, con condiciones de frontera de Dirichlet, Neumann y
Robin:
−∇ · K∇u = f , en Ω,
u = gD, sobre ∂ΩD,
K∇u · ~n = gN , sobre ∂ΩN ,
au+K∇u · ~n = gR, sobre ∂ΩR,
donde K es un tensor a trozos sime´trico positivo definido, Ω un dominio
acotado de R3, y ∂Ω = ∂ΩD ∪ ∂ΩN ∪ ∂ΩR.
Introducimos una nueva variable q = K∇u, la cual en algunos casos,
como en medios porosos, representa la velocidad del fluido, o mejor cono-
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cida como la velocidad de Darcy, y la variable u representa la presio´n
hidrosta´tica. Al realizar el cambio de variable, obtenemos las ecuaciones
de primero orden:
K−1q = ∇u, en Ω, (1)
−∇ · q = f , en Ω, (2)
u = gD, sobre ∂ΩD,
q · ~n = gN , sobre ∂ΩN ,
au+ q · ~n = gR, sobre ∂ΩR.
Sea Th una particio´n del dominio Ω, la cual consiste de un conjunto de
tetrahedros. La formulacio´n de´bil del problema se obtiene multiplicando la
ecuacio´n (1) y (2) por funciones de prueba r y v respectivamente, donde r
es una funcio´n vectorial y v una funcio´n escalar. A diferencia del elemento
finito cla´sico integramos por partes en cada elemento T ∈ Th, de donde se
obtiene la siguiente formulacio´n de´bil:
∫
T
K−1q · r =
∮
∂T
ur · ~nT −
∫
T
u∇ · r, (3)∫
T
q · ∇v =
∮
∂T
vq · ~nT +
∫
T
f v, (4)
donde ~nT es un vector normal unitario exterior al elemento T . Esta
formulacio´n no se restringe a mallas conformes como las que se utilizan en
elemento finito cla´sico. La solucio´n exacta (u,q) se aproxima por el par
(uh,qh) que se encuentran en Vh ×Mh, donde
Vh = {u ∈ L2(Ω) : u|T ∈ PkT (T ),∀ T ∈ Th} ,
Mh =
{
q ∈ (L2(Ω))
3 : q|T ∈ PkT (T )
3,∀ T ∈ Th
}
.
El espacio PkT (T ) es el conjunto de polinomio de grado kT en la celda
T , donde kT ≤ k, para k fijo. Las definiciones de estos conjuntos permiten
que los grados de los polinomios puedan ser diferentes en cada elemento
T ∈ Th.
La solucio´n discreta (uh,qh) es definida usando la formulacio´n de´bil
anterior para cada T ∈ Th y (v, r) ∈ Vh(T ) × Mh(T ) de la siguiente
manera:
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∫
T
K−1qh · r −
∮
∂T
ûh{f,T}r · ~nT +
∫
T
uh∇ · r = 0, (5)∫
T
qh · ∇v −
∮
∂T
vq̂h{f,T} · ~nT +
∮
∂T
vαf (uh) · ~nT =
∫
T
f v, (6)
donde ûh{f,T} y q̂h{f,T} son llamados flujos nume´ricos, los cuales apro-
ximan las trazas de las funciones u y q, respectivamente, en la cara f del
elemento T . El te´rmino αf (u) juega el papel de para´metro de estabilidad,
el cual garantiza la existencia de la solucio´n del problema discreto bajo
ciertas condiciones.
Sea f una cara interior, la cual es compartida por los elementos T y K.
Los flujos nume´ricos para el LDG vienen dados de la siguiente manera:
ûh{f,T} = {uh}+ βf · [[uh]],
q̂h{f,T} = {qh} − βf · [[qh]],
αf (uh) = ηf [[uh]],
donde [[v]] y {v} denotan el salto y el promedio (respectivamente) de la
funcio´n v, es decir:
[[v]] = v|K~nK + v|T~nT y {v} =
1
2
(v|K + v|T ),
los para´metros βf y ηf dependen de la cara. La convergencia y la
estabilidad del me´todo LDG fueron probadas en [7] para ηf > 0. La
definicio´n de los flujos nume´ricos para una cara de frontera f , se muestra
en la siguiente cuadro:
Flujo Dirichlet Neumann Robin
ûh{f,T} gD uh uh
q̂h{f,T} · ~nT qh · ~nT gN gR − auh
αf (uh) ηf (uh − gD) ~nT 0 0
Tabla 1: Definicio´n de los flujos nume´ricos en la frontera.
3 Sistema lineal en su forma mixta
El sistema lineal generado por el me´todo LDG tiene la estructura de blo-
ques:
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(
D B
−BT S
)(
qh
uh
)
=
(
bq
bu
)
, (7)
donde las matrices D, B, −BT y S son las versiones discretas de la
difusio´n, gradiente, divergencia y estabilidad, respectivamente.
En la pra´ctica se resuelve para la variable primaria uh. Esto se puede
hacer mediante eliminacio´n Gaussiana por bloques, obteniendo el siguiente
sistema mejor conocido como el complemento de Schur A:
Auh = bu +B
TD−1bq, donde A = S +B
TD−1B.
En [7] se demostro´ que A es sime´trica definida positiva y en [5] se
demostro´ que su condicionamiento espectral κ(A) = O(h−2) donde h =
max{diam(T ) : T ∈ Th}. El comportamiento asinto´tico de κ(A) es igual
al del me´todo de elemento finito cla´sico. Como se vera´ en la Seccio´n
3.1 la matriz D puede ser invertida expl´ıcitamente, lo cual resulta muy
conveniente para la obtencio´n del complemento de Schur de manera directa.
En esta seccio´n describimos en detalle el ca´lculo de las matrices D, B y
S tanto para mallas estructuradas como no estructuradas. Por simplicidad,
se asume que el grado de aproximacio´n es el mismo en todas las celdas.
Se consideran u´nicamente aquellas mallas cuyas celdas son equivalentes
mediante una transformacio´n lineal o af´ın a una celda fija llamada celda
de referencia. En otras palabras, se denota por Tˆ la celda de referencia
entonces para cada celda Tk ∈ Th existe un mapeo af´ın φk(xˆ) = Jkxˆ + b
tal que φk(Tˆ ) = Tk, donde el Jacobiano Jk satisface |Jk| = detJk > 0.
Para cada Tk ∈ Th denotamos por Φ = {ϕ
k
i } una base para el espacio
local de polinomios Vh(Tk) (variable primaria o potencial) y por Ψ =
Φ×Φ×Φ una base para el espacio local de polinomios Mh(Tk) (variable
secundaria o gradiente). Obse´rvese que estas bases pueden ser construidas
a partir de bases en el elemento de referencia (ϕki = ϕˆi ◦φ
−1
k ). Finalmente,
se denota por N el nu´mero total de celdas en Th.
3.1 Operador de difusio´n
Sea Kk el tensor de difusio´n de la celda Tk, el cual se asume constante en
cada celda. Entonces la representacio´n matricial del operador discreto de
difusio´n relativo a la base Ψ es una matriz diagonal de N × N bloques.
Adema´s, como Ψ es un producto de bases escalares, cada bloque de la
diagonal puede ser factorizado mediante el producto Kronecker de dos
matrices como se muestra a continuacio´n
Dkk =
[∫
Tk
ψki · K
−1
k ψ
k
j
]
= |Jk|K
−1
k ⊗M,
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donde M =
[∫
Tˆ
ϕˆiϕˆj
]
es la matriz de masa asociada a la celda de
referencia Tˆ . Observe que siendo D una matriz diagonal por bloques esta
puede ser invertida fa´cilmente. Adema´s la inversa de cada bloque de la
diagonal es tambie´n un producto Kronecker:
D−1kk =
[∫
Tk
ψki · K
−1
k ψ
k
j
]−1
= |Jk|
−1Kk ⊗M
−1.
No´tese que las dimensiones globales de las matrices D y D−1 son
Ndim Mh(Tˆ )×Ndim Mh(Tˆ ) = 3Ndim Vh(Tˆ )× 3Ndim Vh(Tˆ ).
Gracias al producto Kronecker y a que las celdas son linealmente equi-
valentes no es necesario almacenar expl´ıcitamente ninguna de estas matri-
ces. Todo se reduce al ca´lculo de la matriz M−1.
3.2 Operador gradiente
La representacio´n discreta del gradiente esta´ dada por la matriz B, la cual
tiene una estructura esparcida de N × N bloques rectangulares cuyas di-
mensiones son dim Mh(Tk)×dim Vh(Tk). El operador gradiente asociado
a la celda Tk se obtiene a partir de la siguiente expresio´n:
∫
Tk
uh∇ ·ψ
k
m −
∮
∂Tk
ûh{f,Tk}ψ
k
m · ~nk. (8)
Como todas las celdas son linealmente equivalentes a la celda de re-
ferencia Tˆ , la contribucio´n al bloque Bkk por el te´rmino que involucra la
integral de volumen de la ecuacio´n (8) puede se calculado como sigue:[∫
Tk
ϕkn∇ · ψ
k
m
]
=
= |Jk|



 ∂xxˆ∂yxˆ
∂z xˆ

⊗DX +

 ∂xyˆ∂y yˆ
∂z yˆ

⊗DY +

 ∂xzˆ∂yzˆ
∂z zˆ

⊗DZ

 ,
donde
DX =
[∫
Tˆ
ϕˆn∂xˆϕˆm
]
, DY =
[∫
Tˆ
ϕˆn∂yˆϕˆm
]
y DZ =
[∫
Tˆ
ϕˆn∂zˆϕˆm
]
.
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Las matrices DX, DY y DZ se calculan so´lamente para la celda de
referencia. Los dema´s coeficientes pueden ser obtenidos de la informacio´n
geome´trica de la celda Tk,
J−1k =

 ∂xxˆ ∂yxˆ ∂zxˆ∂xyˆ ∂y yˆ ∂z yˆ
∂xzˆ ∂yzˆ ∂z zˆ

 .
Ahora, para la integral de superficie de la ecuacio´n (8), consideramos
f una cara interior, compartida por las celdas Tk y Ti. Sean u
k
h y u
i
h
las aproximaciones de la solucio´n en las celdas Tk y Ti respectivamente.
El flujo nume´rico ûh{f,Tk} se define como una combinacio´n lineal de estas
cantidades de la siguiente manera:
ûh{f,Tk} = αiu
k
h + ζiu
i
h,
donde (αi, ζi) = (1/2, 1/2), (αi, ζi) = (1, 0) o (αi, ζi) = (0, 1). Las
u´ltimas dos opciones para la seleccio´n de estos para´metros fueron utilizadas
en [6] en el disen˜o de heur´ısticas para la reduccio´n del nu´mero de bloques
no nulos en el complemento de Schur. Para una cara interior f se tiene∮
f
ûh{f,Tk}ψ
k
m · ~nk = αi
∮
f
ukhψ
k
m · ~nk + ζi
∮
f
uihψ
k
m · ~nk.
La primera integral involucra u´nicamente las trazas de uh dentro de
la celda Tk y contribuye al bloque Bkk. La segunda integral involucra las
trazas por ambos lados de la cara y contribuye exclusivamente al bloque
Bki que se encuentra fuera de la diagonal.
La representacio´n matricial correspondiente es:
[
αi
∮
f
ukhψ
k
m · ~nk
]
= αi~nk⊗[IF ]f y
[
ζi
∮
f
uihψ
k
m · ~nk
]
= ζi~nk⊗[EF ]f ,
donde [IF ]f , lo llamaremos operador interior de cara, y [EF ]f , opera-
dor exterior de cara. Estos son matrices de taman˜o dim Vh(Tk)×dim Vh(Tk)
y dim Vh(Tk) × dim Vh(Ti) respectivamente y, esta´n definidas de la sigu-
iente manera
([IF ]f )mn =
∮
f
ϕknϕ
k
m y ([EF ]f )mn =
∮
f
ϕinϕ
k
m. (9)
De acuerdo al Cuadro 1 se tiene ûh{f,Tk} = gD para cualquier cara
de borde f donde se imponen condiciones de Dirichlet. Por lo tanto f no
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afecta la matriz B. Por otro lado, si se tienen condiciones de tipo Neumann
o Robin en la cara f se tiene ûh{f,Tk} = uh, por lo que se puede fijar αi = 1
y ζi = 0.
Como la malla consiste de celdas linealmente equivalentes, las integrales
pueden ser todas precalculadas en la celda de referencia. Para el operador
[EF ]f , las funciones de la base son evaluadas en ambos lados de la cara, por
lo que se consideran todas las combinaciones posibles de pares de caras en
la celda de referencia, as´ı como sus rotaciones, para un total de 48 posibi-
lidades. En la Figura 1 se presentan todas las posibles rotaciones para la
cara sombreada. Dentro de la celda superior, la cara corresponde al lado
3, sin embargo dentro de la celda inferior esta cara puede ser etiquetada
de cuatro formas distintas.
Figura 1: Posibles rotaciones de una cara compartida.
3.3 Operador de estabilidad
De acuerdo con [7] el para´metro de estabilidad αf (·) se define como sigue
αf (uh) = ηf
(
ukh~nk + u
i
h~ni
)
= ηf
(
ukh − u
i
h
)
~nk.
De donde se tiene que la matriz de estabilidad S es una matriz esparcida
de N ×N bloques, donde los bloques Skk y Ski se leen
Skk =
∑
f∈∂Tk
ηf [IF ]f y Ski = −ηf [EF ]f ,
cuando f es una cara interior. Para una cara de borde f con condiciones
de Dirichlet, esta contribuye al bloque Skk de igual manera a la anterior.
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Cuando a f se le imponen condiciones de Neumann, f no afecta la matriz
S. Para f con condiciones de Robin, se tiene ηf = a y f contribuye al
bloque Skk ana´logamente a una cara interior.
3.4 Vector de la derecha
El vector global del sistema lineal (7) se descompone en dos vectores: el
primero, bq, se obtiene a partir de las condiciones de frontera de tipo
Dirichlet. Si f ∈ ∂Tk ∩ ∂ΩD, la contribucio´n de la cara f a este vector bq
se obtiene por el vector local[∮
f
gDψ
k
m · ~nk
]
= ~nk ⊗
[∮
f
ϕkmgD
]
.
El taman˜o de este vector es igual a 3dim Vh(Tk). La segunda compo-
nente es el vector bu que depende del te´rmino fuente f , as´ı como de los tres
tipos de condiciones de frontera. La contribucio´n final de la celda Tk al
vector bu es un vector de dimensio´n dim Vh(Tk) el cual puede ser calculado
de la siguiente manera:[∫
Tk
f ϕkm
]
+
∑
f∈∂Tk∩∂ΩD
[
ηf
∮
f
gDϕ
k
m
]
+
+
∑
f∈∂Tk∩∂ΩN
[∮
f
gNϕ
k
m
]
+
∑
f∈∂Tk∩∂ΩR
[∮
f
gRϕ
k
m
]
.
El primer te´rmino se debe a la fuente, funcio´n f , el segundo, tercer y
cuarto te´rmino corresponden a condiciones de frontera de tipo Dirichlet,
Neumann y Robin, respectivamente.
3.5 Estructura de datos
Para el manejo de matrices D, B S y A utilizamos una versio´n por blo-
ques del formato “Compressed Sparse Row ”, o CSR [11], el cual se utiliza
comu´nmente para el almacenamiento de matrices esparcidas. Esta versio´n
es ideal para la versio´n p del me´todo: por un lado se asume una estruc-
tura de bloques la cual es natural para aproximaciones de alto orden y
por otro, se almacena solamente los bloques no nulos de la matriz uti-
lizando una estrategia similar a la del formato CSR. En lugar de utilizar
librer´ıas existentes, como por ejemplo la librer´ıa BPKIT desarrollada en
[8], se implemento´ una versio´n ma´s modesta, enfocada a las necesidades
del me´todo.
Para la implementacio´n de los operadores nume´ricos se consideraron
dos estructuras. La clase Operator2D almacena exclusivamente los ope-
radores que requieren integrales de superficie, por ejemplo [IF ], [EF ] y los
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operadores para las condiciones de frontera. La clase Operator3D con-
tiene los operadores que se construyen a partir de integrales de volumen,
por ejemplo la matriz de masa local y su inversa, y los operadores dife-
renciales DX,DY y DZ. El me´todo setData inicializa las tablas internas
en ambas clases y requiere de un apuntador para la interfaz de bases de
polinomios Base3D; y de un apuntador para la interfaz de cuadraturas en
2D Quad2D o Quad3D en 3D. De esta forma el co´digo no depende ni de
las bases de polinomios ni de las cuadraturas.
En el siguiente fragmento de co´digo ilustramos ambas estructuras de
datos. Para obtener el operador [IF ] de una cara se utiliza el me´todo
Operador2D::setIF() este requiere como para´metro de entrada el ı´ndice
local de la cara. En cambio para obtener el operador [EF ] se utiliza el
me´todo Operador2D::setEF(). Este necesita tres pa´rametros de entrada:
los ı´ndices locales de la cara y el ı´ndice de la rotacio´n (ver anexo).
class Operator2D {
public:
Operator2D();
~Operator2D();
void setData(const Basis3D*,
const Quad2D*);
Block* getIF(uint);
Block* getEF(uint, uint, uint);
void getProjection(const Tetra*,
uint, uint,
Function3D,
double*);
private:
...
};
class Operator3D {
public:
Operator3D();
~Operator3D();
void setData(const Basis3D*,
const Quad3D*);
Block* getMassMatrixInv();
Block* getDX();
Block* getDY();
Block* getDZ();
void getProjection(const Tetra*,
Function3D,
double*);
private:
...
};
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 19(2): 141–156, July 2012
152 f.a. sequeira – p.e. castillo
4 Validacio´n del co´digo
4.1 Convergencia del me´todo LDG en 3D
A continuacio´n se presentan algunos experimentos nume´ricos para validar
la implementacio´n descrita previamente, en especial, las tasas de conver-
gencia y el comportamiento del condicionamiento espectral del comple-
mento de Schur para varios grados de aproximacio´n. En todos los ejem-
plos se utilizo´ el software TETGEN, desarrollado por H. Si, [12], para la
generacio´n de las mallas no estructuradas en 3D. En la siguiente figura
mostramos una de las mallas generadas por TETGEN utilizadas en los
experimentos nume´ricos.
z
y
x
z
y
x
Figura 2: Ejemplo de malla (izquierda) y frontera (derecha).
4.1.1 Problema anisotro´pico
En este ejemplo se considera el problema modelo (1) en el dominio Ω =
(0, 1)×(0, 1)×(0, 1) con condiciones de frontera de tipo Dirichlet y difusio´n
anisotro´pica. La matriz de difusio´n es
K =

 2 −1 0−1 2 −1
0 −1 2

 .
La funcio´n f se escoge de tal forma que la solucio´n exacta sea la funcio´n
u(x, y, z) = sin(pix) sin(piy) sin(piz).
En la Figura 3 mostramos la norma L2 de los errores u−uh y ∇u−∇uh
al utilizar aproximaciones de grado p = 1, 2, 3. Mediante regresio´n lineal se
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obtienen las pendientes 1.92, 3.00, 4.32 para ‖ u− uh ‖; y, 0.90, 1.92, 3.20
para ‖ ∇u − ∇uh ‖ con p = 1, 2, 3, respectivamente. Lo cual muestra un
comportamiento asinto´tico de orden O
(
hp+1
)
para el error en el potencial
y de orden O (hp) para el gradiente tal como lo predicen los estimados de
error a priori propuestos en [7, 10].
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Figura 3: Error del potencial (izquierda) y del gradiente (derecha).
4.1.2 Condiciones de Dirichlet no cero
En este ejemplo consideramos el problema modelo con difusio´n isotro´pica,
K = Id pero con condiciones de Dirichlet no cero. La funcio´n f se define
de tal forma que la solucio´n exacta sea la funcio´n
u(x, y, z) = ex+y+z.
En la figura 4 podemos apreciar que la norma L2 del error se comporta
de manera asinto´tica como lo indica el estimado de error a priori propuesto
en [7].
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Figura 4: Error del potencial (izquierda) y del gradiente (derecha).
Rev.Mate.Teor.Aplic. (ISSN 1409-2433) Vol. 19(2): 141–156, July 2012
154 f.a. sequeira – p.e. castillo
4.2 Condicionamiento espectral
En [5] se demostro´ que el condicionamiento espectral del complemento de
Schur para el me´todo LDG satisface la siguiente desigualdad
κ2(A) ≤ C1 (C2 + C3η)
(
C4max
{
1,
1
η
})
h−2, (10)
donde Ci, i = 1, . . . , 4 son constantes positivas que no dependen de h. Esta
cota fue´ comprobada nume´ricamente para discretizaciones con mallas no
estructuradas en 2D. En este experimento mostramos que dicho compor-
tamiento tambie´n se verifica para mallas no estructuradas en 3D. En la
Figura 5 (izquierda) se muestra el comportamiento del condicionamiento
con respecto al taman˜o de la malla. Mediante regresio´n lineal se obtienen
las siguientes pendientes −2.74, −2.27 y −2.11 para p = 1, 2, 3 respecti-
vamente, lo cual muestra el comportamiento asinto´tico de orden O
(
h−2
)
independientemente del grado de aproximacio´n utilizado.
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Figura 5: Condicionamiento espectral: κ(h) (izquierda) y κ(η) (derecha) para
p = 1, 2, 3.
En la Figura 5 (derecha) mostramos el condicionamiento espectral κ
como funcio´n del para´metro de estabilidad η. Se observa un compor-
tamiento de O (1/η) para η  1 y de O (η) para η  1, lo que muestra que
la cota propuesta en la desigualdad (10) tambie´n es precisa para mallas no
estructuradas en 3D.
5 Conclusiones
En este art´ıculo se han descrito algunas de las estructuras de datos ma´s
relevantes para una implementacio´n eficiente del me´todo LDG aplicada
a problemas lineales el´ıpticos, utilizando aproximaciones de alto orden y
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mallas no estructuradas en 3D. Finalmente los experimentos nume´ricos
presentados corroboran los estimados de error a priori y comportamiento
del condicionamiento espectral en mallas no estructuradas en 3D.
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Anexo: Estructuras de datos
En esta seccio´n se describen las estructuras de datos y algoritmos ma´s relevantes
para nuestra implementacio´n del me´todo LDG en mallas no estructuradas.
Matrices esparcidas por bloques
Los operadores discretos difusio´n (D), gradiente (B) y operador de estabilidad
(S) para el LDG, son matrices esparcidas por bloques, donde los bloques pueden
tambie´n ser esparcidos.
Para la implementacio´n de una estructura de matrices espacida por bloques,
recurrimos al formato CSR (Compressed Matrix Row), as´ı se puede construir la
matriz en formato CSR pero que en lugar de entradas en R, las entradas sean
bloques de taman˜o m× n densos o en formato CSR. El formato CSR optimiza el
tiempo en ca´lculos adema´s del uso de memoria para almacenar la matriz.
Supongamos que la matriz A es esparcida por bloques, que tiene M × N
bloques, y que las dimensiones del bloque Bij son mi × nj , es decir, los bloques
pueden ser de taman˜os no uniformes. Para construimos esta matriz en formato
CSR, se verifica que el bloque Bij no es el bloque nulo, a diferencia de antes, que
se verificaba que el elemento no fuera cero.
Figura 6: Estructura de datos para una matriz esparcida por bloques.
Para esta estructura definimos un arreglo iA de taman˜o M el cual representa
a las filas de la matriz A. Los campos de este arreglo apuntan a otro arreglo jAi
el cual contiene los bloques no nulos en la fila i.
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