Abstract: Fifth-generation (5G) mobile systems are a necessary step toward successfully achieving further increases in data rates. As the use of higher-order quadrature amplitude modulation (QAM) is expected to increase data rates within a limited bandwidth, we propose a method for orthogonal frequency division multiplexing (OFDM)-based 1024-and 4096-QAM transmission with soft-decision Viterbi decoding for use in 5G mobile systems. Through evaluation of the transmission performance of the proposed method over multipath fading channels using link-level simulations, we determine the bit error rate (BER) performance of OFDM-based 1024-and 4096-QAM as a function of coding rate under two multipath fading channel models: extended pedestrian A (EPA) and extended vehicular A (EVA). We also demonstrate the influence of phase error on OFDM-based 1024-and 4096-QAM and clarify the relationship between phase error and the signal-to-noise ratio (SNR) penalty required to achieve a BER of 1 × 10 −2 . This work provides an effective solution for introducing higher-order modulation schemes in 5G and beyond.
Introduction
Fifth-generation (5G) mobile systems are being developed worldwide with the objectives of increasing system capacity and data rates, achieving low latency, improving user throughput, and supporting "Internet of Things" services. These systems are expected to deliver peak data rates of up to 20 Gbps and 100 times higher typical data rates per user (user throughput) [1] [2] [3] [4] . Fourth-generation (4G) mobile systems such as long term evolution (LTE) and LTE-Advanced mobile systems apply quadrature phase shift keying (QPSK), 16-quadrature amplitude modulation (QAM), and 64-QAM for the symbol modulation of orthogonal frequency division multiplexing (OFDM), as defined by Release 8 of the Third Generation Partnership Project (3GPP) standards body. Although the highest modulation scheme under Release 8 was 64-QAM for LTE, 3GPP Release 12 discussed the implementation of 256-QAM, and more recently, 3GPP Release 15 introduced 1024-QAM support. Nevertheless, the application areas and/or conditions for these post-64-QAM schemes are currently very limited [5] [6] [7] .
One of the most noteworthy technological pathways toward implementing 5G is increasing infrastructure density, which can reduce the distance between the user equipment (UE) and evolved node B (eNB), thereby improving the link budget between UE and eNB. The small-cell strategy is one of a number of denser infrastructure approaches in which a macro-cell is divided into several with pico-cells operated by pico-eNB. In this case, the downlink SINR received at pico-eNB will be higher because the transmission link between the macro-eNB and pico-eNB is fixed and the antennas of pico-eNB are located higher than UE. Consequently, a higher-order modulation scheme can be implemented to the backhaul link between the macro-eNB and pico-eNB, as shown in Figure 1 . Figure 1 also includes a relay system operated by a relay node, where the relay node is installed around a macro-cell edge to recover, amplify and retransmit to the UE, a now strengthened but previously poor signal received from the macro-eNB. Similarly, a higher-order modulation scheme can be implemented to the backhaul link between the macro-eNB and relay node [26, 27] . It is also expected that higher-order modulation schemes will be used to directly link between eNBs and UE over limited areas, e.g., in small-cell systems with very little interference, in indoor environments, and so on. However, in the near future, higher-order modulation schemes will diffuse through the use of enhanced technologies such as powerful coding and highly precise 3D beamforming. pico-eNB is fixed and the antennas of pico-eNB are located higher than UE. Consequently, a higherorder modulation scheme can be implemented to the backhaul link between the macro-eNB and picoeNB, as shown in Figure 1 . Figure 1 also includes a relay system operated by a relay node, where the relay node is installed around a macro-cell edge to recover, amplify and retransmit to the UE, a now strengthened but previously poor signal received from the macro-eNB. Similarly, a higher-order modulation scheme can be implemented to the backhaul link between the macro-eNB and relay node [26, 27] . It is also expected that higher-order modulation schemes will be used to directly link between eNBs and UE over limited areas, e.g., in small-cell systems with very little interference, in indoor environments, and so on. However, in the near future, higher-order modulation schemes will diffuse through the use of enhanced technologies such as powerful coding and highly precise 3D beamforming. 
Transmission Model
Figure 2 shows a transmission model of an OFDM-based higher-order modulation schemes in downlink with a single antenna branch. The transmitter includes an encoder, a QAM mapper, a pilot insertion, an inverse fast Fourier transform (IFFT), and a cyclic prefix (CP) insertion. Input baseband signals are encoded via turbo coding which is typically used in 4G systems. The encoded signals are converted to QAM mapper to produce a 1024-or 4096-QAM signal. Then, the IFFT forms OFDM signals. Finally, a CP in the form of a copy of the tail of a symbol placed at its beginning is inserted to reduce inter symbol interference. Pilot insertion is used to estimate the channel response at the receiver side under multipath fading conditions. At the receiver side, first the CP is removed and the FFT then separates the individual subcarrier components and converts them to QAM format. Each component signal is then demodulated by the QAM de-mapper. Finally, the soft-decision Viterbi decoding is used to output the original baseband signals. Channel estimation and channel equalization are used to compensate received signals distorted by multipath fading. 
Figure 2 shows a transmission model of an OFDM-based higher-order modulation schemes in downlink with a single antenna branch. The transmitter includes an encoder, a QAM mapper, a pilot insertion, an inverse fast Fourier transform (IFFT), and a cyclic prefix (CP) insertion. Input baseband signals are encoded via turbo coding which is typically used in 4G systems. The encoded signals are converted to QAM mapper to produce a 1024-or 4096-QAM signal. Then, the IFFT forms OFDM signals. Finally, a CP in the form of a copy of the tail of a symbol placed at its beginning is inserted to reduce inter symbol interference. Pilot insertion is used to estimate the channel response at the receiver side under multipath fading conditions. At the receiver side, first the CP is removed and the FFT then separates the individual subcarrier components and converts them to QAM format. Each component signal is then demodulated by the QAM de-mapper. Finally, the soft-decision Viterbi decoding is used to output the original baseband signals. Channel estimation and channel equalization are used to compensate received signals distorted by multipath fading. Figure 3 shows a block diagram of the turbo encoder (coding rate = 1/3), which uses two identical convolutional encoders (1st and 2nd encoders) with a constraint length of four and one internal interleaver. Figure 4 shows a block diagram of the soft-decision Viterbi decoder, which comprises two single soft-in soft-out (SISO) decoders that work iteratively, with the output of the first decoder (SISO decoder 1) feeding into the second decoder (SISO decoder 2) to form a turbo decoding iteration. During this process, interleaver and de-interleaver blocks re-order the data [28, 29] . The computer simulation parameters are listed in Table 1 . The IFFT/FFT size is 2048 which corresponds to a transmission bandwidth of 20 MHz, and the subcarrier spacing of OFDM is 15 kHz. The coding rates of the turbo encoder are assumed to be 1/3, 1/2, 2/3, 3/4, and 1, and the constraint length is fixed at four. QAM signals are mapped by the rule of Gray-code. The CP is produced using Figure 3 shows a block diagram of the turbo encoder (coding rate = 1/3), which uses two identical convolutional encoders (1st and 2nd encoders) with a constraint length of four and one internal interleaver. Figure 4 shows a block diagram of the soft-decision Viterbi decoder, which comprises two single soft-in soft-out (SISO) decoders that work iteratively, with the output of the first decoder (SISO decoder 1) feeding into the second decoder (SISO decoder 2) to form a turbo decoding iteration. During this process, interleaver and de-interleaver blocks re-order the data [28, 29] . Figure 3 shows a block diagram of the turbo encoder (coding rate = 1/3), which uses two identical convolutional encoders (1st and 2nd encoders) with a constraint length of four and one internal interleaver. Figure 4 shows a block diagram of the soft-decision Viterbi decoder, which comprises two single soft-in soft-out (SISO) decoders that work iteratively, with the output of the first decoder (SISO decoder 1) feeding into the second decoder (SISO decoder 2) to form a turbo decoding iteration. During this process, interleaver and de-interleaver blocks re-order the data [28, 29] . The computer simulation parameters are listed in Table 1 . The IFFT/FFT size is 2048 which corresponds to a transmission bandwidth of 20 MHz, and the subcarrier spacing of OFDM is 15 kHz. The coding rates of the turbo encoder are assumed to be 1/3, 1/2, 2/3, 3/4, and 1, and the constraint length is fixed at four. QAM signals are mapped by the rule of Gray-code. The CP is produced using Figure 3 shows a block diagram of the turbo encoder (coding rate = 1/3), which uses two identical convolutional encoders (1st and 2nd encoders) with a constraint length of four and one internal interleaver. Figure 4 shows a block diagram of the soft-decision Viterbi decoder, which comprises two single soft-in soft-out (SISO) decoders that work iteratively, with the output of the first decoder (SISO decoder 1) feeding into the second decoder (SISO decoder 2) to form a turbo decoding iteration. During this process, interleaver and de-interleaver blocks re-order the data [28, 29] . The computer simulation parameters are listed in Table 1 . The IFFT/FFT size is 2048 which corresponds to a transmission bandwidth of 20 MHz, and the subcarrier spacing of OFDM is 15 kHz. The coding rates of the turbo encoder are assumed to be 1/3, 1/2, 2/3, 3/4, and 1, and the constraint length is fixed at four. QAM signals are mapped by the rule of Gray-code. The CP is produced using The computer simulation parameters are listed in Table 1 . The IFFT/FFT size is 2048 which corresponds to a transmission bandwidth of 20 MHz, and the subcarrier spacing of OFDM is 15 kHz. The coding rates of the turbo encoder are assumed to be 1/3, 1/2, 2/3, 3/4, and 1, and the constraint length is fixed at four. QAM signals are mapped by the rule of Gray-code. The CP is produced using 1024 samples for seven OFDM symbols, the first of which uses 160 samples as the CP, with the remaining six using 144 samples. This is referred to as normal CP in LTE mobile systems. Cyclic prefix length 144
The number of transmitter/receiver antennas 1/1
The multipath fading channels specify the following two profiles, extended pedestrian A (EPA) and extended vehicular A (EVA), whose delay profiles represent low and medium delay spreads, respectively, as listed in Table 2 [30] . Doppler frequency shift is an apparent change in the carrier frequency due to the relative motion of two objects (here, the eNB and UE). The maximum Doppler frequency shift is fixed at 5 Hz, assuming a UE velocity of 3 km/h for the carrier frequency band of 2 GHz. 
Simulation Results

Fundamental Bit Error Rate (BER) Performance under Additive White Gaussian Noise (AWGN)
Figure 5a,b shows the signal constellation for 1024-and 4096-QAM, respectively, at the transmitter side. As the multilevel (order) of QAM increases, the Euclidean distance among signal constellations naturally shortens, as shown in Figure 5 . Figure 6 shows the observed instantaneous OFDM spectrum for 1200 subcarriers containing 1024-or 4096-QAM symbol modulation signals. Figure 7 plots the fundamental BER against received SNR of 1024-QAM at various coding rates, R, under an AWGN channel condition. The BER is measured by comparing the demodulated serial bits with the original binary serial bits. In this work, we assume a benchmark BER of 1 × 10 −2 . When turbo coding and soft-decision Viterbi decoding are used, the SNRs needed to achieve a BER of 1 × 10 −2 at coding rates R of 1/3, 1/2, 2/3, and 3/4, which are approximately 14 dB, 19 dB, 23 dB, and 25 dB, respectively. The BER at a coding rate of one, i.e., without coding (w/o), is also plotted as a reference. Figure 8 plots the fundamental BER against received SNR of 4096-QAM at various coding rates under the condition of AWGN channels. The SNRs needed to achieve a BER of 1 × 10 −2 at coding rates of 1/3, 1/2, 2/3, and 3/4 are approximately 16 dB, 22 dB, 28 dB, and 30 dB, respectively. Relative to 1024-QAM, the SNRs needed to achieve the benchmark BER of 1 × 10 −2 for 4096-QAM are increased by approximately 2 dB, 3 dB, 5 dB, and 5 dB at coding rates of 1/3, 1/2, 2/3, and 3/4, respectively. Figure 9 shows an overall comparison of BERs for QPSK, 16-, 64-, 256-, 1024-, and 4096-QAM at coding rates of 1/3 (blue lines) and 3/4 (red lines). The SNRs required for 4096-QAM at these coding rates are, respectively, 17 dB and 26 dB higher than those required for QPSK. Current LTE mobile systems use a link adaptation technology that can choose a modulation scheme and coding rates depending on the channel quality, i.e., received SNR or SINR. The results in Figure 9 suggest that if 4096-QAM is used for the "modulation and coding sets (MCS)", 4096-QAM at coding rates of 1/3 or 3/4 can be assigned to a UE at received SINRs of more than 16 dB or 30 dB, respectively. Similarly, 1024-QAM at a coding rate of 1/3 can be assigned to a UE at received SINR of more than 14 dB. a link adaptation technology that can choose a modulation scheme and coding rates depending on the channel quality, i.e., received SNR or SINR. The results in Figure 9 suggest that if 4096-QAM is used for the "modulation and coding sets (MCS)", 4096-QAM at coding rates of 1/3 or 3/4 can be assigned to a UE at received SINRs of more than 16 dB or 30 dB, respectively. Similarly, 1024-QAM at a coding rate of 1/3 can be assigned to a UE at received SINR of more than 14 dB.
(a) (b) a link adaptation technology that can choose a modulation scheme and coding rates depending on the channel quality, i.e., received SNR or SINR. The results in Figure 9 suggest that if 4096-QAM is used for the "modulation and coding sets (MCS)", 4096-QAM at coding rates of 1/3 or 3/4 can be assigned to a UE at received SINRs of more than 16 dB or 30 dB, respectively. Similarly, 1024-QAM at a coding rate of 1/3 can be assigned to a UE at received SINR of more than 14 dB.
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SNR Penalty in the Presence of Phase Error
We then evaluate the influence of phase error which is measured in units of radians. Figure 10a ,b shows photos of signal constellations for 1024-and 4096-QAM, respectively, at a phase error of 0.08. In general, the BER worsens as the phase error increases, because higher-order QAM has a weakness for errors in amplitude and phase as a result of the shortening Euclidean distance. In some cases, the QAM can no longer meet a BER of 1 × 10 −2 even if SNR is increased. Figure 11 shows the BER of 1024-QAM as a function of phase error at a coding rate of 1/3. At phase errors of 0.10 and 0.15, the SNRs needed to achieve a BER of 1 × 10 −2 are increased by approximately 1.5 dB and 5 dB, respectively, relative to the no-phase-error case. When the phase error is increased to 0.20, 1024-QAM can no longer achieve a BER of 1 × 10 −2 even if the SNR is increased. Figure 12 shows the SNR penalty needed to achieve a BER of 1 × 10 −2 against phase error for 1024-QAM at various coding rates. It is clearly observed that the SNR penalty increases as the phase error increases. The SNR penalty is approximately 6 dB at a phase error of 0.05 and a coding rate of 
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To reduce the SNR penalty to below 3 dB, the phase error cannot exceed 0.04 at coding rates of 3/4 or below.
QAM at various coding rates. At a phase error of 0.03 and a coding rate of 2/3, the SNR penalty of 4096-QAM is approximately 6 dB. To reduce the SNR penalty to less than 3 dB, the phase error must be no greater than 0.024 at a coding rate of 3/4 or below. Figure 16 plots the SNR penalty required to achieve a BER of 1 × 10 −2 against phase error for QPSK, 16-, 64-, 256-, 1024-, and 4096-QAM at a coding rate of 1/3. Phase error severely impacts 1024-and 4096-QAM compared with existing QAM and QPSK schemes. To limit the SNR penalty to below 3 dB, the phase errors for 16-, 64-, 256-, 1024-, and 4096-QAM must be no greater than 0.39, 0.31, 0.18, 0.12, and 0.11, respectively. QAM at various coding rates. At a phase error of 0.03 and a coding rate of 2/3, the SNR penalty of 4096-QAM is approximately 6 dB. To reduce the SNR penalty to less than 3 dB, the phase error must be no greater than 0.024 at a coding rate of 3/4 or below. Figure 16 plots the SNR penalty required to achieve a BER of 1 × 10 −2 against phase error for QPSK, 16-, 64-, 256-, 1024-, and 4096-QAM at a coding rate of 1/3. Phase error severely impacts 1024-and 4096-QAM compared with existing QAM and QPSK schemes. To limit the SNR penalty to below 3 dB, the phase errors for 16-, 64-, 256-, 1024-, and 4096-QAM must be no greater than 0.39, 0.31, 0.18, 0.12, and 0.11, respectively. . Figure 12 . SNR penalty against phase error for 1024-QAM [26] . Figure 13 shows the BER of 4096-QAM as a function of phase error at a coding rate of 1/3. At phase errors of 0.08 and 0.12, the SNRs needed to achieve a BER of 1 × 10 −2 are increased by approximately 2 dB and 4 dB, respectively, relative to the no-phase-error case. When the phase error is increased 0.16, 4096-QAM can no longer achieve a BER of 1 × 10 −2 , even if the SNR is increased. Figure 14 shows the BER of 4096-QAM as a function of phase error at a coding rate of 3/4. Relative to the case for which the coding rate of 1/3, the BER is worse, and when the phase error is increased to 0.04, 4096-QAM can no longer achieve a BER of 1 × 10 −2 even if the SNR is increased. Figure 12 . SNR penalty against phase error for 1024-QAM [26] . Figure 15 plots the SNR penalty needed to achieve a BER of 1 × 10 −2 against phase error for 4096-QAM at various coding rates. At a phase error of 0.03 and a coding rate of 2/3, the SNR penalty of 4096-QAM is approximately 6 dB. To reduce the SNR penalty to less than 3 dB, the phase error must be no greater than 0.024 at a coding rate of 3/4 or below. Figure 16 plots the SNR penalty required to achieve a BER of 1 × 10 −2 against phase error for QPSK, 16-, 64-, 256-, 1024-, and 4096-QAM at a coding rate of 1/3. Phase error severely impacts 1024-and 4096-QAM compared with existing QAM and QPSK schemes. To limit the SNR penalty to below 3 dB, the phase errors for 16-, 64-, 256-, 1024-, and 4096-QAM must be no greater than 0.39, 0.31, 0.18, 0.12, and 0.11, respectively. 
BER Performance in Multipath Fading Channels
Next, we evaluate the BER performance of 1024-and 4096-QAM in the multipath fading channels listed in Table 2 . Figure 17a ,b show the signal constellations for 1024-and 4096-QAM, respectively, observed at a receiver side affected by EPA fading. Figure 18 shows the instantaneous OFDM spectrum observed at the receiver side. Channel estimation and channel equalization, as shown in Figure 2 , play an important role to compensate these distorted signals at the receiver side. If the channel estimation and channel equalization do not work sufficiently, the BER performance worsens. Figure 19 plots the BER of 1024-QAM against received SNR under EPA fading at coding rates of 1/3, 1/2, 2/3, and 3/4. The broken line indicates the BER obtained without fading (w/o fading), i.e., under static conditions. At a coding rate of 1/3, the SNR needed to achieve a BER of 1 × 10 −2 is approximately 20 dB, which is approximately 6 dB higher than what is required under the static condition. This behavior is similar to that observed at the other coding rates. The performance degradation is assumed to be affected by Doppler frequency shift and by imperfections in the channel estimation process. Figure 20 plots the BER of 1024-QAM against received SNR under the EVA fading model. Compared to the EPA fading case, the BER performance is significantly degraded. At a coding rate of 1/3, the SNR required to achieve a BER of 1 × 10 −2 is approximately 22 dB, which is approximately 
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the SNRs required to achieve a BER of 1 × 10 −2 at coding rates of 1/3, 1/2, 2/3, and 3/4 under EPA fading are increased by approximately 2-5 dB. Figure 22 plots the BER of 4096-QAM against received SNR under EVA fading. At a coding rate of 1/3, the SNR required to achieve a BER of 1 × 10 −2 is approximately 24 dB, which is approximately 9 dB higher than that is required under the static condition. At coding rates greater than 1/2, 4096-QAM can no longer achieve a BER of 1 × 10 −2 . Figure 22 plots the BER of 4096-QAM against received SNR under EVA fading. At a coding rate of 1/3, the SNR required to achieve a BER of 1 × 10 −2 is approximately 24 dB, which is approximately 9 dB higher than that is required under the static condition. At coding rates greater than 1/2, 4096-QAM can no longer achieve a BER of 1 × 10 −2 . Figure 20 plots the BER of 1024-QAM against received SNR under the EVA fading model. Compared to the EPA fading case, the BER performance is significantly degraded. At a coding rate of 1/3, the SNR required to achieve a BER of 1 × 10 −2 is approximately 22 dB, which is approximately 8 dB higher than that is required under the static condition. At coding rates above 2/3, 1024-QAM can no longer achieve a BER of 1 × 10 −2 . Figure 21 plots the BER of 4096-QAM against received SNR under EPA fading at coding rates of 1/3, 1/2, 2/3, and 3/4. At a coding rate of 1/3, the SNR required to achieve a BER of 1 × 10 −2 is approximately 22 dB, which is approximately 7 dB higher than that is required under the static condition. This behavior is similar to that observed at the other coding rates. Relative to 1024-QAM, the SNRs required to achieve a BER of 1 × 10 −2 at coding rates of 1/3, 1/2, 2/3, and 3/4 under EPA fading are increased by approximately 2-5 dB. Figure 22 plots the BER of 4096-QAM against received SNR under EVA fading. At a coding rate of 1/3, the SNR required to achieve a BER of 1 × 10 −2 is approximately 24 dB, which is approximately 9 dB higher than that is required under the static condition. At coding rates greater than 1/2, 4096-QAM can no longer achieve a BER of 1 × 10 −2 . 
Conclusions
In this paper, we proposed OFDM-based 1024-and 4096-QAM schemes that apply soft-decision Viterbi decoding for use in the 5G environment and beyond. Using link-level simulations, we presented the transmission performance of the proposed scheme under two multipath fading channel models, extended pedestrian A (EPA) and extended vehicular A (EVA), as functions of coding rate. Under EPA fading, the SNRs required to achieve a BER of 1 × 10 −2 were determined to be approximately 20 dB and 22 dB at a coding rate of 1/3 for 1024-and 4096-QAM, respectively, which are approximately 6 dB and 7 dB higher than what is required under the static condition. Similarly, under EVA fading, the SNRs required to achieve a BER of 1 × 10 −2 is approximately 22 dB and 24 dB at a coding rate of 1/3 for 1024-and 4096-QAM, respectively, which are approximately 8 dB and 9 dB higher than what is required under the static condition. We also found that, under EVA fading, 1024-and 4096-QAM can no longer achieve a BER of 1 × 10 −2 at coding rates greater than 2/3 and 1/2, respectively. We determined the relationship between phase error and the SNR penalty required to achieve a BER of 1 × 10 −2 for the proposed scheme as well as for the existing QAM and QPSK scheme. We found that 1024-QAM can no longer achieve a BER of 1 × 10 −2 , at phase errors of 0.20 or above even if the SNR is increased. Similarly, 4096-QAM can no longer achieve a BER of 1 × 10 −2 at phase errors of 0.16 or above. To limit the SNR penalty to below 3 dB, the phase errors for 16-, 64-, 256-, 1024-, and 4096-QAM cannot be higher than 0.39, 0.31, 0.18, 0.12, and 0.11, respectively. In our future work, we will use system-level computer simulation to clarify the user throughput performance of mobile systems in which 1024-and 4096-QAM are incorporated into the modulation and coding sets (MCS). 
