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ABSTRACT 
Infinite products of a class of matrices, the V-matrices, with some negative 
elements and row sums equal to one are studied. After a series of lemmas and 
propositions, a basic theorem is provided where it is shown that the limit of an infinite 
product of V-matrices under certain conditions exists. Finally a method for finding 
this limit, based on some properties of generalized inverses, is provided. 
1. INTRODUCTION 
Let {V( t > : t = 0,L. . . } be a sequence of matrices of the form 
where {Q(t): t =O,l,...} is a sequence of k, X k, stochastic matrices, 
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{Y(t): t = O,l,...} is a sequence of k 2 x k, stochastic matrices, and {X( t ): 
t=o,l,...} is a sequence of k, x k, matrices with the property X( t )1 = 0, 
where 1 is the column vector of l’s and 0 the column vector of 0’s. Thus the 
matrices V(t), t = 0, 1,. . . , have row sums equal to 1, but they are not 
stochastic matrices, since some of the elements of the matrices X( t ), t = 
O,l,..., are negative. The above class of matrices, the V-matrices, appear in 
the study of nonhomogeneous Markov population processes as variance- 
covariance matrices. 
In this paper attention is focused upon infinite products of the form 
V(t, t + n) when n + 00, where 
V(t,t+n)=V(t)V(t+l)...V(t+n). (1.1) 
Special cases of V-matrices have appeared in Wynn (1973), Bartlett 
(1949), and Derman (1955). The problem of finding the limit of powers of 
homogeneous V-matrices appeared for the first time in Bartholomew (1967, 
1973, 1982), where the variances and covariances of the grade sizes in 
manpower systems were studied. In those papers it was assumed that the 
powers of such matrices behave like those of the stochastic matrices. This 
intuitive result was first proved by Vassiliou and Gerontidis (1985). Other 
forms of special cases of V-matrices in the context of finding the variability of 
the class sizes in demographic problems were discussed by Pollard (1966, 
1967, 1973), Wynn (1973), and others. An analogous result was obtained in 
multitype Galton-Watson processes by Harris (1963, Section 4.3). Finally, 
other special forms of nonhomogeneous V-matrices, where the asymptotic 
variability of the class sizes in nonhomogeneous Markov systems (NHMS) 
was studied and the special forms of (1.1) were solved, were reported by 
Tsaklidis and Vassiliou (1988), Vassiliou (1986). 
2. INFINITE PRODUCTS OF V-MATRICES 
If F= {f;j>i,jcS is a real matrix, define the norm 1). 1) as follows 
In addition to being a norm, it also has the following properties: 
(a) If B is a real matrix, IIFB1I < (JF(1 (IBj(. 
(b) IIPJJ = 1 for any stochastic matrix P. 
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A stochastic matrix P is said to be regular (Gantmacher 1959) if it has no 
characteristic roots ( f 1) of modulus 1 and if 1 is a simple root of the 
characteristic equation of P. The following theorem by Huang, Isaacson, and 
Vinograde (1976) will be useful later: 
THEOREM 2.1. Let {Q(n): n=O,l,... } be a sequence of stochastic 
matrices and Q a regular stochastic matrix such that lim n _ JQ( n) - Q[I = 0. 
If Q” = lim n +,Q” and g(n) is an increasing function from Z+ to R+ such 
that 
then the sequence Q( t, t + n) converges (as n + m) for every t E N to the 
matrix Q*, and in addition 
lim sup { min( A”+‘, 
n-m 120 
g(n+l))IIQ(t,t+n)-Q”I(} =O (2.2) 
with 1~ X <m, where b is a constant for which [IQ” - Q”lj < cb” 
(c E R) for every n E N. 
The following useful proposition is now established. 
PROPOSITION 2.1. Forasequenceof V-matrices {V(t):t=O,l,...}, 
V(t,t+n)= [a]. (2.3) 
where Sn=Cy+Q(t,t+n-j-l)X(t+n-j)Y(t+n+l-j,t+n) with 
Q(n,n-1)=1 and Y(n,n-1)=1 foreverynEN. 
Proof. For n = 1 
Q(t,t +l) Q(t)X(t +l)+X(t)Y(t +l) 
= 
0 Y(t,t +1) 1 
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and S,=Q(t)X(t+l)+X(t)Y(t+l)=C:=,Q(t,t -j)x(t+l-j)~(t+2- 
j, t 4 1). Now suppose that 
withS,=Cr=,Q(t,t+n-j-l)X(t+n-j)Y(t+n+l-j,t+n).Then 
V(t,l+n+l) 
=V(t,t+n)V(t+n+l) 
Q(t,t+n+l) Q(t,t+n)X(t+n+l)+S,Y(t+n+l) 
= 
0 Y(t,t+n+l) 
thus 
S ntl =Q(t,t+n)X(t+n+l)+S,Y(t+n+l) 
=Q(t,t+n)X(t+n+l) 
II 
+ C Q(t,tfn- j-l)X(t+n-j) 
j = 0 
xY(t+n+1-j,t+n)Y(t+n+l) 
nil 
= C Q(t,t+n-j)X(t+n+l-j)Y(t+n+Z-j,t+n+l). w 
j=O 
The following useful lemma is now provided. 
LEMMA 2.1. Let (Q(n):n=O,l,...} b e a sequence of stochastic mutri- 
ces and Q a regular stochastic matrix such that lim, _llQQ(n) - Q/j = 0. If 
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the rate of convergence of the sequence Q(n) is geometric, then the rate of 
convergence of the sequence Q(t, t + n) (as n + co) to the matrix Q” = 
bm,+,Q n is geometric uniformly in t, i.e., there are constants c1 > 0 and 
O<b,<l such that 
IjQ(t,t+n)-Qmll~clb;+l for every n E N. 
Proof. Since the rate of convergence of the sequence Q(n) to the matrix 
Q is geometric, there are constants c > 0 and 0 < b < 1 such that 
[IQ(n)-QII<ccb” forevery nEN. (2.4) 
Let 1 < 0 < l/b and g(x) = 6n/2. Then using (2.4), 
lim g(2n))(Q(n)-Q/l= lim 6n/jQ(n)-QII< lim B”cb” 
n + 30 n-30 n-co 
= lim c(@b”) = 0. 
rl’cc 
From Theorem 2.1 it is evident that 
lim {min(X”+‘,B”t’)((Q(t,t+n)-Q”~~} =0 for every t E N 
ll+m 
for 1 < h < m, and in addition X < 0 (it is always possible to choose such 
a A). Hence for every E> 0, 3n, E N: A”“IIQ(t, t + n) - Q”lj < E for every 
n > no and t E N; thus for E = 1 there is n, E N such that 
Xn+‘JIQ(t,t+n)-QOOII<l forevery nan, and tEN, 
or 
IIQ(t,t+n)-QQM(I<(l/h)ntl for every n > n, and t EN. (2.5) 
Moreover 
forever-y n,<n, and t E N. (2.6) 
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From (2.5) and (2.6) it follows that 
/Q(t,t + n) -Q”))< 2P1(1/A)“+’ for every n E N and t E N, 
which proves (2.4) for c1 = 2h”l and b, = l/X. 
The following basic theorem is now provided. 
THEOREM 2.2. Let {Q(t):t=O,l,... }, {Y(t):t=O,l,... } be, respec- 
tively, sequences of k, X k, and k, X k, stochastic matrices for which 
,l~mliQ(t)-Qll=O and ttmm]Iy(t)-~~~=~ 
where Q,Y are regular stochastic matrices, and let the rate of convergence of 
the two sequences be geometric. Also let {X(t) : t = O,l,. . . } be a sequence 
of k, X k, real matrices and X a real k, X k, matrix such that X(t)1 = 0 for 
every t E N and lim, +,llX(t) - X(1 = 0. 
(i) The sequence 
S(t,n) = 2 D&t + n - 1- j)X(t + n - j)D,(t + n + 1- j, t + n), 
j=O 
where D&t,, tz> = Q(tl, tz) - Qoo, D&t,, tz) = Y(tl, tz) - Y” (fop t, G tz + 1, 
t,, t, E N), converges to the k, X k, zero matrix 0 geometrically fast uni- 
formly in t. 
(ii) The sequence V( t, t + n), given by (l.l), converges us n + cc fm 
every t E N. 
Proof. (i): Since the sequence {Y(t) : t = 0, 1, . . . } converges to the ma- 
trix Y with geometric rate, there are (according to Lemma 2.1) constants 
c1 > 0 and 0 < b, < 1 such that 
[jD,(t,t+n)l(<c,b;+’ for every n E N and t E N. (2.7) 
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Similarly, for the sequence (Q(t) : t = 0, 1,. . } are constants c2 > 0 
0 < < 1 (choose b, > b,) such that 
I(Dq(t,t+~)ll<c2b,“+’ for every n E N and t E N. (2.8) 
Now since the sequence I/X(t) - XII converges, it is bounded, so there is a 
d E R + such that //X(t) - XIJ d d for every t E N. Then 
thus 
Ilw)llQ4 for every t E N, (2.9) 
where d, = d + 11X(1. Now (2.7), (2.8), and (2.9) lead to 
IIS(tdI= i D ( II q t,t+n-l-j)X(t+n-j)D,(t+n+l-j,t+n) j=O 
x IlD,(t+n-I-j),t+n)II 
< c*b” 2 forevery t,nEN. 
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(ii): From Proposition 2.1 it is evident that 
where 
S,= $ Q(t,t+.-j-l)X(t+n-j)Y(t+n+l-j,t+n). (2.10) 
j=O 
According toLemma2.1,lim,,,Q(t,t +n)=Q” andlim,,,Y(t,t +n)= 
Y” for every t E A? Thus it is sufficient to prove the existence of lim S n4cC 7l* 
The relation (2.10) can be written as 
S,= 5 D,(t,t+n-j-l)X(t+n-j)D,(t+n+l-j,t+n) 
j=O 
+ f: D,(t,t+n-I-j)X(t+n-j)y” 
j=O 
+ 5 QWX(t+n-j)D,(t+n+l-j,t+n) 
j=O 
+ $ QmX(t+n-j)Y? (2.11) 
j=O 
From (i) it follows that the first sum in (2.11) goes to the k, x k, zero matrix 
as n -+ 00. Since Y is a regular stochastic matrix, Y” is a stable matrix 
(identical rows), and thus, since X(t)Y” = 0 for every t, the second and 
fourth sums in (2.11) are equal to the k, x k, zero matrix. Thus it is sufficient 
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to show that the sum 
S(m,n)=Q” i X(t+n-j)D,(t+n+l-j,t+n) (2.12) 
j=llJ 
converges for m = 0 as n -+ cc for every t E N, or equivalently, for every 
E > 0 there is an m, E N such that IlS(m, n)jl < E for every m > m, and 
n > m. 
The sum I3r,,b/ [b, from (2.7)] converges (since 0 < b, < l), and thus 
for every E > 0, there is an m, E N such that 
n 
c bf < E/cldl for every m>mO and n>m. (2.13) 
j = m 
Combine (2.12) (2.7), (2.9), and (2.13) to get 
n-j)D,(t+n+l--j,t+n) 
II 
GIIQ”II k llX(t+n-j)ll(lD,(t+n+1-j7t+n)l( 
j=m 
<E forevery m>m, and n>m. 
3. CALCULATION OF lim, _ ,V( t, t + n) 
n 
In Theorem 2.2 the existence of limV(t, t + n) as n + 00 was proved. In 
the present section a method for finding limV(t, t + n) as n --* co will be 
provided. Since as n -+ 00, limQ(t, t + n) = Q” and IimY(t, t + n) =Y”O, it 
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is sufficient to find IimS, as n + 00. The relation (2.10) leads to 
S,= t Q(t,t+ n - j - l)X(t + n - j)Y( t + n + 1 - j, t + n) 
j-0 
=Q(t,t+n-l)X(t+n)Y(t+n+l,t+n) 
n 
+ c Q(t,t+n-j-l)X(t+n-j)Y(t+n+l-j,t+n) 
j-l 
=Q(t,t+n-l)X(t+n) 
+jglQ(t,t+n-j-l)X(t+n-j) 
XY(t+n+l-j,t+n-l)Yjt+n) 
=Q(t,t+n-l)X(t+n) 
n-l 
c Q(t,t+n-j-2)X(t+n-j-1) 
j-1 
XY(t+n-j,t+n-1) Y(t+n) 
i 
=Q(t,t+n-l)X(t+n)+S,_;Y(t+n). 
ThUS 
lim S,= lim Q(t,t+n-l)X(t+n)+ lim S,_,Y(t+n). (3.1) 
n4.x n-+m n-+m 
Now let S = lim S “doe “’ The relation lim,,,lv(t) - XIJ = 0 implies 
lim t _ ,X(t) = X (Graybill 1983). Then from (3.1) it follows that 
S=Q”X+SY, 
or 
S(I- Y) = Q”X. (3.2) 
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Moreover, 
S,l= 2 Q(t,t+n-j-l)X(t+n-j)Y(t+n+l- j,t+n)l 
j=O 
= ,$Qt t, t + n - j - l)X(t + n - j)l= 0 
and 
Sl= ( lim S,)l= lim (S,l) =O. (3.3) “+CC *+a, 
Now since the matrix Y is a stochastic matrix, the solution of (3.2) for S is not 
straightforward, and therefore a method for its solution is provided below. 
Let si and q; be the i-rows of S and Q” respectively. Then equation (3.2) 
leads to 
s;(I -Y) = q;x. (3.4) 
Denote A = I - Y and c{ = q{X; then the previous relation becomes 
$A = c:. (3.5) 
The following definitions and theorems are due to Rao (1973). 
DEFINITION 3.1. Let A be an m X n matrix. A matrix A is a generalized 
inverse of A if and only if it satisfies the relation 
AA-A = A. 
THEOREM 3.1. Let A be an m X n matrix, A- a generalized inverse of 
A, and H = AA-. The general solution of a consistent system x’A = y’, 
where yr is an 1 x n vector, can be expressed in the form 
x’= y’A- +z’(I - H), 
where z’ is any 1 X n vector. 
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Hence the general solution of (3.5) can be written as 
s[ = c;A- +z’(I - H), (3.6) 
where A- is a generalized inverse of A, H = AA-, and z’ is an arbitrary 
1 X k, vector. 
Now from (3.3) 
sy = 0, i=1,2 ,..., k,. (3.7) 
DEFINITION 3.2. An n X n matrix H is said to be in (lower) Hermite 
canonical form if it satisfies the following conditions: 
(1) It is lower triangular. 
(2) The elements of the main diagonal are 0 or 1. 
(3) If some column has a 0 in the diagonal, then every element of this 
column is 0. 
(4) If some column has a 1 in the diagonal, then every other element of 
the row containing the 1 is 0. 
THEOREM 3.2. For every n X n matrix A there is a nonsingular matrix B 
such that AB = H, where H is in (lower) Hermite canonical form. The 
matrix B is a generalized inverse of A. 
DEFINITION 3.3. Let A be an n X n matrix and B a nonsingular matrix 
such that AB = H,. The matrix H, is called the (lower) Her-mite canonical 
form of A if and only if H, is in (lower) Her-mite canonical form. 
THEOREM 3.3. The Hermite canonical form H, of a square matrix A is 
unique and has the same rank as A. 
THEOREM 3.4. Let H, be the Hermite canonical form of A. We assume 
that the diagonal elements which are in the rows ii, i,, . . . , i, of H, are 1 and 
the rest are 0. Then: 
(i) Rows i,,i,,..., i, of A are linearly independent. 
(ii) If the t th row of H, has a 0 in the diagonal, then the t th row of A 
is a linear combination of rows i,, i,, . . . , i, of A, and the coefficients of the 
linear combination are the nonzero elements of the tth row. 
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In order to find from (3.6) the vector sl which also satisfies (3.7), choose 
as a generalized inverse of A the matrix K for which 
AK=H,, 
where H, is the Hermite canonical form of A. Now (3.6) can be written as 
s; = c;K+z’(I - HA). (3-S) 
Since Y is a regular stochastic matrix, it has 1 as an eigenvalue of multiplicity 
1. Consequently the matrix A = I - Y has 0 as an eigenvalue of multiplicity 1, 
and its rank is k, - 1. Thus according to Theorem 3.3, the rank of H, is 
k, - 1, and H, has exactly one column with all its elements equal to 0. Hence 
H, has the form 
jth row --) 
jth column 
-1 
1 0 0 . . . 0 0 0 . . . 0 
0 1 0 . . . 0 0 0 . . . 0 
0 0 1 . . . 0 0 0 . . . 0 
1 0 0 . . . 0 
. h,_l 0 0 . . . 0 
0 0 1 . . . 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
Lo 0 0 
and I - H, has the form 
0 0 0 
0 0 0 
0 0 0 
0 0 0 . . . 1 
0 0 0 0 0 0 . . 0 
-h, -h, -h, - hj_l 1 0 . . 0 
0 0 0 0 0 0 . . 0 
1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 . . . 0 oo...o 
. . 0 
. . 0 
. . 0 
. . . . . 
where h,, h,,..., hj_ I E R and j is some integer (1~ j < k,). 
> (3.10) 
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(i) Let 1 < j < k,. 
1,2,..., 
From (3.7), (3.8), and (3.10), setting zj = (zi), i = 
k,, it follows that 
i = 1,2 ,..., k,. (3.11) 
In order to solve (3.11) for z j it is necessary to prove that 
1 
“5 h,+1 and h,<O for k=1,2 ,..., j-l. 
k=l 
Letvi’ bethe ithrowofA, i=1,2 ,..., k,. From the form (3.9) of the matrix 
H, and Theorem 3.4 it is evident that 
j-l 
v;= c hkv;, 
k=l 
(3.12) 
where the coefficients h,, k = 1,2,. . . , j - 1, are uniquely determined. Since 
A=I-Y=(tiki-yki), k,i=1,2 ,..., k,, 
the relation (3.12) could be written as 
a,, - yji = jilhkpki - Yki), i=1,2 k,. ,-**, (3.13) 
k-l 
Assume without loss of generality that 
and 
h,>O for k=1,2,...,m 
h,<O for k=m+l,m+2 ,..., j-1 (j<k,). 
This could always be achieved by appropriate interchanging of the columns 
and also of the corresponding (first j - 1) rows of (3.13). From (3.13) it 
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follows that 
5 ( aji - Yji) = f ‘f’ hk(Ski - Yki) 
i=l i=l k=l 
jC1 hk(Ski - Yki)’ C3’14) 
i=l k=m+l 
Now 
2 pji-yji)= - f Yji<O 
i=l i=l 
(3.15) 
and 
n1 j-l 
igl k=~+Ihk(6ri-~ki)= ? ‘fl hk(-yki)aO. (3.16) 
i=l k=m+l 
Also 
fI f hk(SkimYki)=k~l’k fI (‘ki-yki)= 5 hk[I- f yki) >O. 
i=l k=l i=l k=l i=l 
(3.17) 
From (3.15), (3.16), (3.17), and (3.14) it is evident that (3.15), (3.16), (3.17) 
are equalities and thus (3.17) leads to 
nr 
C Yki = 1 for k=1,2 ,..., m. 
i=l 
(3.18) 
Also (3.15), since Y is a stochastic matrix, leads to 
yji = 0 for i=1,2 ,..., m. 
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From the last relation and (3.13) it follows that 
1 
O= ‘2 hk(‘ki-Yki)> i=1,2 m. ,...> (3.19) 
k=l 
Since Y is a stochastic matrix, (3.18) implies that qki = 0 for k = 1,2,. . . , m 
and i = m + 1,m +2 ,..., k,, and from (3.13) it is easily seen that 
6ji - yji = jcl h,& - yki), i=m+l,m+2 ,..., k,. (3.20) 
k = n, + 1 
Now since the coefficients hk are uniquely determined, the linear system 
(3.19)-(3.20) which is a consequence of (3.13) with the hypothesis that 
exactly rn coefficients (h,, h,, . . . , h,) are positive numbers, will have a 
unique solution in terms of h,, h,,. . . , hj_l. Assuming that h,, k = m + 1, 
m +2,..., j - 1, are known, then h, for k = 1,2,. . . , m can be found. It is 
noted that the coefficients h,, k = 1,2,. . . , m, are found only in (3.19). From 
(3.19) it is evident that 
nr 
C hk(‘ki-Yki)= - jfl hk(aki-Yki)> i=1,2 ,..., m. 
k=l k=m+l 
Denote by b, = - cl;!,,, Ihk(8ki - yki). Then 
Also let 
or 
111 
c hk(Ski-yki)=bi for i=1,2 ,..., m. 
k=l 
B=(‘ki-Yki)’ k,i=1,2 ,..., m, 
B = 1 ,,I - Y,,,~ where Ym=(yki), k,i=1,2 ,..., m 
(3.21) 
Since Y, is a stochastic matrix, it will have 1 as an eigenvalue, which means 
that the determinant of B is 0 and thus the solution is not unique for the 
system (3.21). Since there is at least one solution, there will be an infinite 
number of solutions, where at least one of the coefficients hi (i = 1,2,. . . , m) 
m < j - 1. 
Recursively the same reasoning leads to the fact that there is no h, > 0 for 
i=1,2 , . . . , j - 1, and thus from (3.11) 
- c,Kl 
xi = j-l ’ 
l- Chk 
k=l 
Then from (3.8) and the form (3.10) of I - H,, 
s; = c;K+ zjl(I - HA), i=1,2 k,. ,...> (3.22) 
(ii) If j = 1, the relation (3.11) becomes 
0 = c;Kl+ zi, 
and thus (3.22) holds (for j = 1) with 
Note that the vector c{ = q;X is the same for i = 1,2,. . . , k,, since the matrix 
Q” is stable and thus the vector qi is the same for i = 1,2,. . . , k,. Hence si is 
the same for i = 1,2,. . . , k,, and S is stable. 
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