Abstract-In previous work we have addressed the issue of frequent ad-hoc queries in deeply-structured databases. We wrote a library of functions AutodenormLib.py for issuing proper JOIN commands to denormalize an arbitrary subset of stored data for downstream processing. This may include statistical analysis, visualization or machine learning. Here, we visualize the content of the Thalamoss biomedical database as a correlation network. The network is created by calculating pairwise correlations through all pairs of variables, whether they be numerical, ordinal or nominal. We subsequently construct the network over the entire set of variables, clustering variables with similar effects to discover group relationships between the various biomedical characteristics. We use a semi-automatic procedure that makes the selection of all pairs possible and discuss issues of dealing with different types of variables. This is done either by limiting the analysis to numerical and ordinal ones, or by binning their values into intervals of values. Knowledge extracted from the data in this mode can be used to select variables for statistical models, or as markers of medically interesting conditions.
I. INTRODUCTION
In previous work we examined the possibilities for selecting an arbitrary subset of variables in a deeply structured PostgreSQL database of biomedical (molecular and clinical) data collected within the Thalamoss research project [1] . We extract the data in the form of meaningfully organized tables, effectively denormalizing any such subsets. This effort was described in detail in [2] , with all necessary calculations built into a Python library AutodenormLib.py. Briefly, the main function creates a graph from all primary key and foreign key relations in the database schema and searches paths between specified variables to create a corresponding SQL JOIN statement.
Work with the script and a database of beta-thalassemia patients revealed that the automatic approach described above is not entirely problem-free. We looked for ways to guide the denormalization library functions towards avoiding any pitfalls. To acheive this, we added commands to force or prevent paths that traverse certain tables.
II. THE PROPOSED SEMI-AUTOMATIC APPROACH

A. Identification of important relation hubs
Given the way the Thalamoss database was designed [3] , the step of identifying groups of variables that could be treated with one denormalization pattern turned out to be relatively easy. Figure 1 shows a simplified schema of the database, with related types of information already clustered together in the schema, connected to the rest of the database via specialized tables, needed to resolve multiple m : n relations in the data domain.
B. Dividing all relations into manageable subsets
Analysis of the database showed several logically integrated sets of relations that can be treated similarly in the joining process. As of today, 6 main clusters have been defined.
Clusters were defined to have no cycle within themselves. As shown in figure 1 , there are several connections between these clusters, but generally only some of them are sensible to use when creating correct path between relations. Other relations can be used only in a few specific cases or these relations are not suitable to connect another relations. After ruling out all improper relations, our final graph does not contain cycles. Therefore there is always only one path between any pair of clusters. The number of clusters results in 21 possible different pairs in total to specify a path between.
Each cluster contains one main relation (with identical name) and several other independent relations that either directly or indirectly refer to the main relation. When using any table from given cluster, the main relation has to be included in the JOIN statement, so that every table can be uniquely referenced from the main relation. We can imagine cluster as a tree with main relation as a root of the tree. Clusters can be connected only using roots of these trees.
There is an n : 1 relationhip between any auxilliary and the main table in the cluster, therefore every entry can be uniquely identified and treated as if it was from the main table. Proper SQL query is generated between the auxilliary and the main relation and any subsequent path is searched from the main relation itself.
By eliminating the necessity to look for proper paths between each and every pair of relations, we need to find connections just between these 6 clusters.
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C. Identification of problematic JOIN statements
Upon examination of each of the 21 statements, we eliminated errors generated when running the AutodenormLib.py functions with default settings. This mostly meant forcing the search to include some key tables or forbidding other tables.
When looking for the proper JOIN statement between any pair of clusters, we had to force the script to go via the main relation of any cluster. Main relations of different clusters were connected either directly, or there was a semantically relevant relation to join them (e.g. relation diagnosis complication). All the other different possible connections between relations had to be restricted, as the result would not be sensible. When joining two tables from the same cluster, the cluster could not be left and only relations from this cluster could be used. As there is no cycle inside the cluster, only one path is found.
D. Automated pairwise denormalization on identified subsets of relations
After all constraints are well defined, denormalization can be run automatically on given subsets. Each of the 21 cases is treated separately, running AutodenormLib.py on every possible pair of variables in that cluster.
III. CORRELATION NETWORK CONSTRUCTION
A practical way of discovering relationships in the actual data is to examine pairwise relations between variables. The number of such pairs grows quadratically with the increasing number of variables and quickly becomes unmanagable without some kind of automated method. We have shown above, how a semi-automated method can be used to extract all such pairs from the database with relatively little effort. Here, we subject the pairs to statistical evaluation of correlation to create a correlation network. With an appropriate graph layout algorithm, this method helps us to visualize the mutually interdependent variables.
We use a Perl script to iterate over all pairs of extracted variables and send a n × n matrix to an R script that calculates the following four measures of similarity: i) Pearson correlation coefficient; ii) Spearman correlation coefficient; iii) mutual information and iv) chi-square characteristic for joint variable distribution.
Such procedure has already been used succesfully in several areas, for example, lately [4] describe a correlation network analysis to study Huntington's disease patient data. To visualize the correlation network we use R functions that work on similarity matrices, such as im() of the spatstat package [5] (Figure 2 ).
There is a complicating factor present in the form of different formal variable types. While some variables are naturally numerical (e.g. measurements of size, time, concentration, etc.), other variables may be categorical. In such case it is important to determine whether the categories form a natural order. While Pearson correlation coefficient can be used for numerical variables, Spearman ranking correlation coefficient is ideal with ordinal data. Finally, nominal values can be inspected by correlation measures for discrete variables, namely mutual information. Some degree of data conversion (and loss) may be unavoidable before comparing data of different types.
IV. CONCLUSION
We have shown a way to rapidly visualize the correlational dependencies in a complex biomedical database using a set of scripts available upon request from the authors. The procedure is semi-automatic. We also check the variable types and use appropriate correlation measure for numeric, ordinal, nominal variables, or any mixture thereof.
