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Abstract
This paper focuses on mitigating the impact of stragglers in distributed learning system. Unlike the existing results
designed for a fixed number of stragglers, we developed a new scheme called Adaptive Gradient Coding(AGC) with
flexible tolerance of various number of stragglers. Our scheme gives an optimal tradeoff between computation load,
straggler tolerance and communication cost. In particular, it allows to minimize the communication cost according
to the real-time number of stragglers in the practical environments. Implementations on Amazon EC2 clusters using
Python with mpi4py package verify the flexibility in several situations.
I. INTRODUCTION
Nowadays, Large-scale machine learning and data analysis tasks are increasingly run on the modern distributed
computing platforms. Typically such platform is comprised of huge number of computing nodes (also called
workers), where the performance is significantly affected by the behavior of some unreliable workers. For example,
some workers can introduce a delay of up to 5× the typical performance, which are called stragglers in the literature.
As a result, the non-straggler workers should try to communicate with the server in an efficient way to proceed
the computation procedure. Then, the system designer has to consider both straggler tolerance and communication
cost.
To couple with stragglers, coding theory has been effectively introduced into distributed computing system
with techniques from distributed storage [3] and coded caching [11]. In [9], Lee et al. first proposed an erasure-
correcting code to mitigate the effects of stragglers by regarding them as erasures in machine learning tasks, such as
linear regression and matrix multiplication. Subsequently, many codes were proposed to facilitate various practical
situations. For instances, in oder to reduce the computation load, “ShortDot” [4] and “Sparse LT” [17] codes were
respectively presented in matrix multiplication; Polynomial codes were constructed to increase the tolerance ability
of stragglers in high-dimension matrix multiplication problems [5], [21], [22]; Placement delivery array (PDA)
based schemes were developed for map-reduce systems [14], [19]; The works in [2], [8], [12], [13] explored how
to utilize non-persistent stragglers, which can only finish part of works.
Among all the computation tasks, gradient based optimization algorithms are a class of most important ones
used in machine learning, which usually involves very large data sizes. Normally, in deep learning built on large-
scale distributed systems, the gradient consists of millions of real-valued coordinates, and then sometimes the
transmission of these high-dimensional vectors can amortize the savings of the computation load [10]. This has
driven researchers to employ particular gradient sparsification and gradient quantization to reduce the communication
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2cost [1], [18]. In [16], Tandon et al. first formalized a coding framework called gradient coding to combat with
stragglers while pursuing efficient communication for gradient calculation in distributed systems. By the technique
of adding redundant computing tasks at the distributed workers, the server only needs to wait for a subset of results
and thus can ignore the stragglers. It achieves a flexible tradeoff between computation load and straggler tolerance.
Several other codes were constructed to achieve the tradeoff [6], [15] as well. Additionally, instead of recovering
exact gradient, the works [7], [15], [17] considered recovering an approximate gradient in each iteration and showed
that one can still obtain a good approximation of the original solution by using certain coding. All these works
apply the same code to all coordinates of gradient vectors. Very recently, Ye et al. proposed to encode across
different coordinates of gradient vectors, which results in a flexible and optimal tradeoff between computation load,
straggler tolerance, and communication cost [20].
All the aforementioned codes, however, are designated for a fixed number of stragglers. In the most practical
environments, the real-time number of stragglers is not known in advance, while generally what one can do is
to estimate the maximal number of stragglers in the worst case. Moreover, the real-time number of stragglers
may vary over iterations. Then, the codes usually are designed for the worst case, which may deteriorate the
average performance in practical applications since many times there are less stragglers. Therefore, in this paper,
we investigate a more realistic gradient coding setup, where the server can decode with the least communication
cost for any tolerable number of stragglers less than a threshold, i.e., the maximum. Particularly, a new coding
scheme called Adaptive Gradient Coding (AGC) is proposed to meet the requirement of this setup, i.e., the proposed
code can achieve the minimal communication cost depending on the number of real-time stragglers even without its
knowledge in advance, which can then obtain a better average performance compared to the schemes in [16], [20].
It turns out that the tradeoff derived in [16], [20] are still achievable for some specific numbers of stragglers with
our unified code design. We support our theoretical findings by implementing AGC on Amazon EC2 clusters using
Python with mpi4py package. Experiment results show that the proposed scheme can be used to tackle varying
number of stragglers, while maintaining the same generalization error on the Amazon Employee Access dataset
from Kaggle, which was also used in [16] and [20] for state-of-the-art experiments.
Notations: We use N, N+ and R to denote the set of non-negative integers, positive integers and real numbers
respectively. For any a, b ∈ N such that a < b, we use [a : b] to denote the set {a, a + 1, . . . , b}, and [a : b) to
denote the set {a, a+ 1, . . . , b− 1}. The notation 1a×b and 0a×b is used to denote a matrix of size a× b with all
entries being 1 and 0 respectively. By convenience, we start all the coordinates of vectors and matrices with 0. For
a matrix M ∈ Ra×b and index sets H ⊆ [0 : a),P ⊆ [0 : b), we denote the sub-matrix MH,: formed by the rows
in H, M:,P formed by columns in P, and MH,P formed by rows in H and columns in P, where the orders of
rows/columns are consistent with those in M .
II. PROBLEM FORMULATION AND RELATED WORKS
A. Problem Setup
Consider a system with a sever and n distributed workers, which aims to train a model from a set of N data
points D =
∑N−1
i=0 {(xi, yi)}, where xi ∈ R
p is the i-th observation, and yi ∈ R is the i-th response. Typically, the
training is performed by solving an optimization problem
β∗ = argmin
β
N−1∑
i=0
ℓ(xi, yi;β)
3where ℓ(·) is a given per-sample loss function, and β ∈ Rp is the parameter to be optimized. In general, this
optimization problem can be handled by using a gradient-based algorithm. More precisely, given an initial estimation
β(0), the gradient-based algorithm produces a new estimation β(t) in each round t = 0, 1, 2, . . . , as
β(t+1) = h(β(t), g(t)),
for some optimization functions h, where
g(t) ,
N−1∑
i=0
∇ℓ(xi, yi;β
(t)) (1)
is the gradient of the loss function at the t-th estimate β(t), and g(t) ∈ Rp.
For large N , the bottleneck is the calculation of the gradient in (1), which will be accomplished across the n
workers. Assume that each worker can store up to µN data points for some µ ∈ [ 1
n
, 1] 1. Besides, the dimension p
is normally very large in the practical realizations, so we divide the p-dimensional vector into many L-dimensional
vectors with L ≪ p for easy of implementation. From now on, we assume xi ∈ R
L(i ∈ [0 : N)) and thus
g(t) ∈ RL(t ∈ N) by convenience. We call the above system as an (n, µ, L) distributed gradient computing system,
or (n, µ, L) system for short.
Firstly, the data points are stored at the n workers in the following way: Partition the data set D into k subsets
of equal sizes D0,D1, . . . ,Dk−1 for some k ∈ N
+. Each worker j ∈ [0 : n) stores d subsets {Dj0 ,Dj1 , . . . ,Djd−1}
for some d ∈ [1 : k]. The memory restriction at the workers imposes the constraint on the choice of k and d:
d
k
≤ µ. (2)
For any i ∈ [0 : k), let gi ∈ R
L be the partial gradient2 over data subset Di, i.e.,
gi :=
∑
(x,y)∈Di
∇ℓ(x, y;β). (3)
Clearly by (1) and the fact that D0, . . . ,Dk−1 form a partition of D, the gradient g can be expressed as
g =
k−1∑
i=0
gi. (4)
Next, each worker j ∈ [0 : n) computes their own d partial gradients gj0 , gj1 , . . . , gjd−1 respectively. Assume
that, in each iteration, within given time threshold only n − s workers are able to finish their computation and
communication tasks. We call these workers active workers and the remaining workers stragglers. To address this
stragglers scenario, once finishing the d partial gradients, each active worker j starts to calculate at most L coded
signals
fl,j(gj0 , gj1 , . . . , gjd−1), l ∈ [0 : L),
based on some linear functions fl,j : R
dL 7→ R. Meantime, it sends the encoded signals fl,j to the server from
l = 0 to l = L− 1 sequentially3.
1Here, we implicitly assume that µN ∈ N+. Notice that, for µ < 1
n
, the total memory of all the workers is insufficient to store all the
data points at least once; while for µ > 1, all the data points can be stored at any given worker.
2Since we focus on one round iteration, we will omit the superscript “(t)” for simplicity in the following.
3In practical implementation, workers can pack and send multiple symbols in one transmission if necessary, to save the communication
overhead like link connection, and reduce congestions
4Remark 1: Let ti be the number of workers storing the data subset Di. Since s is the number of stragglers, Di
has to be stored by at least s+ 1 workers. If s ≥ ⌊nµ⌋,
nd =
k−1∑
i=0
ti ≥ (s+ 1)k ≥ (⌊nµ⌋+ 1)k,
which together with (2) contradicts the fact ⌊nµ⌋ > nµ − 1. Therefore, we assume s ≤ ⌊nµ⌋ − 1 throughout this
paper.
Let F ⊆ [0 : n) be the set of active workers, then the server can decode the full gradient (4) from the (n− s)qs
signals:
{fl,j : l ∈ [0 : qs), j ∈ F}. (5)
where qs ∈ [0 : L) is the number of symbols (we call communication length in the following) that each active
worker sends to the server. It should be noted that our model works for any F ⊆ [0 : n) with |F| = n − s and
0 ≤ s < ⌊nµ⌋. In other words, our model can tolerate up to ⌊nµ⌋−1 stragglers. Although the sever does not know
the real-time number of stragglers in advance, it is able to successfully decode the desired full gradient g timely
once it receives the first qs(n − s) signals from n − s real-time active workers. After that, the sever broadcasts a
stop message and then all the workers stop encoding and transmission to save computation load and communication
cost.
The communication cost of the system is characterized by the communication vector c , 1
L
·(q0, q1, . . . , q⌊nµ⌋−1),
where qs ≥ 0 (s ∈ [0 : ⌊nµ⌋) is the least communication length that each worker has to send for the server decoding
the full gradient when there are s stragglers.
Definition 1: For any given (n, µ, L) system, the communication vector c = 1
L
· (q0, q1, . . . , q⌊nµ⌋−1) is said to
be achievable, if there exists k, d ∈ N+ satisfying (2) and a corresponding storage design as well as a set of linear
decoding functions {fl,j : l ∈ [0 : L), j ∈ [0 : n)} described above such that for any active set F of size no less
than n− ⌊nµ⌋+ 1, the server can decode the full gradient (4) from the signals (5).
The main objective of this paper is to characterize all the achievable communication costs for any (n, µ, L)
system.
B. Related Works
The most related works to ours are the ones in [16] and [20]. For an (n, µ, L) system, it was proved in [16] that,
with a fixed communication cost 1, the system can tolerate up to s stragglers, where s is bounded by
s+ 1
n
≤ µ. (6)
In [20], the result was extended to that, for a fixed communication cost q
L
such that q |L, the system can tackle up
to s stragglers, where s is bounded by
s+ L
q
n
≤ µ. (7)
Both the bounds in (6) and (7) are tight for µ (nµ ∈ [1 : n]). In this paper, we will refer to the codes in (6) and
(7) as Gradient Coding (GC) and Communication-efficient Gradient Coding (CGC) respectively.
In fact, GC and CGC tackle a fixed number of stragglers s. Consequently, they both maintain the same commu-
nication cost even when the real-time number of straggler is smaller than the maximum in the worst case. Whereas
5in our setup, we require that the communication cost can be adapted to any 0 ≤ s < ⌊nµ⌋ real-time stragglers. Most
important, in the practical environments our coding scheme minimizes the communication length qs depending on
the exact value of s.
III. MAIN RESULT
In this section, we present our main result. Before that, we begin with an illustrative example.
Example 1: Consider an (n, µ, L) =
(
3, 23 , 2
)
system with k = 3. We illustrate the codes of GC, CGC and AGC
in Fig. 1(a), 1(b) and 1(c) respectively. We can see that both CGC and AGC apply coding across the coordinates
of gradient vector to reduce communication cost, while GC does not. In the GC scheme, each worker transmits
a signal of length 2 to the server, the server decodes the full gradient as long as it receives the signals from any
two workers. In the CGC scheme, each worker transmits a signal of length 1 to the server, but the server needs to
collect the signals from all the three workers. Thus, the GC scheme can resist to s = 1 straggler but has higher
communication cost 1, whereas the CGC scheme has lower communication cost 12 but is fragile to any worker
failure. In our AGC scheme, the workers send the signals in at most two rounds depending on the real-time number
of stragglers: if there is no straggler (s = 0), after receiving the signals in first round from all three workers, the
server broadcast a stop message and then decode the full gradient; if there is one straggler (s = 1), the active
workers will need to transmit the signals in two rounds to the server. Therefore, the communication vector of AGC
is given by c = (12 , 1), which achieves the corresponding performance of GC or CGC depending on the exact value
of s.
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(a) GC [16]: it can tolerate at most 1 straggler.
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(b) CGC [20]: it can minimize the communication cost when there
is no straggler.
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(c) AGC: it can achieve the minimal communication cost according to the real-time number of stragglers with
each node transmitting at most two coded symbols.
Fig. 1: The basic idea of GC, CGC and AGC schemes
The main result of this paper is summarized in the following theorem.
6Theorem 1: For any (n, µ, L) distributed gradient computing system, with n,L ∈ N+, µ ∈ [ 1
n
, 1], a communication
vector c = 1
L
· (q0, q1, . . . , q⌊nµ⌋−1) is achievable if and only if
⌊nµ⌋ ≥ s+
⌈L
qs
⌉
, ∀ s ∈ {0, 1, . . . , ⌊nµ⌋ − 1}. (8)
To prove Theorem 1, we propose an achievability scheme named AGC in Section IV, and give a converse proof
in Section V, respectively.
Remark 2: With a careful choice of L (e.g., L = lcm{1, 2, . . . , ⌊nµ⌋}), ⌈ L
qs
⌉ can takes the value ⌊nµ⌋ − s for
all s ∈ [0 : ⌊nµ⌋) simultaneously. This implies that, the equality in (7) with different s can be achieved with one
unified code for the case nµ ∈ [1 : n], thus our code is robust to a varying number of stragglers. Specially, it
achieves (6) for qs = L and (7) for fixed qs |L.
Example 2: Consider an (n, µ, L) = (5, 45 , 12) system. We list in Table I to compare the communication cost for
different number of stragglers s = 0, 1, 2, 3 by using GC, CGC and AGC codes for such a system, where the cross
symbol ”×” indicates that the code fails in the corresponding case.
TABLE I: Communication cost of GC, CGC and AGC for an (n, µ, L) = (5, 45 , 12) system.
Number of Stragglers s GC (CGC with q = 12) CGC (q = 6) CGC (q = 4) CGC (q = 3) AGC
0 1 1/2 1/3 1/4 1/4
1 1 1/2 1/3 × 1/3
2 1 1/2 × × 1/2
3 1 × × × 1
It can be seen from Table I: AGC can achieve the best communication cost regardless real-time number of
stragglers; However for any of GC or CGC scheme, it either has higher communication cost, e.g., GC for s < 3
and CGC for q = 6 and s < 2, or fails to work, e.g., CGC for (q = 4 and s > 1) or (q = 3 and s > 0).
IV. ADAPTIVE GRADIENT CODING
In this section, we show the achievability of Theorem 1 by constructing the adaptive gradient coding. In particular,
we prove the equality in (8) with the smallest value of qs.
Note that the computation load at each worker is known as d
k
rather than the value k itself. Since we are interested
in achieving the optimal computation load in (8), the value of k does not matter. Therefore, we follow [16], [20]
to assume that k = n in this section.
For any fixed (n, µ, L) such that n,L ∈ N+ and µ ∈ [ 1
n
, 1], we set
d = ⌊nµ⌋.
Then, the data set D is equally split into n equal-size subsets D0,D1, . . . ,Dn−1, and each work j stores d subsets
{Dj0 ,Dj1 , . . . ,Djd−1}. The corresponding partial gradients g0, g1, · · · , gn−1 are defined in (3) and the full gradient
is given by (4).
A. Encoding
Recall that gi ∈ R
L. Denote gi by:
gi = (gi(0), gi(1), . . . , gi(L− 1))
⊤.
7By convenience, define a vector
g˜,(g0(0), . . . , gn−1(0), . . . , g0(L−1), . . . , gn−1(L−1))
⊤
. (9)
We describe the AGC by constructing an encoding matrix B of form:
B =

B(0)
B(1)
...
B(L−1)
 =

B0,0 B0,1 . . . B0,L−1
B1,0 B1,1 . . . B1,L−1
...
...
...
...
BL−1,0BL−1,1 . . .BL−1,L−1
 , (10)
where each Bl,m ∈ R
n×n for all l,m ∈ [0 : L). Based on B, the signal fl,j(l ∈ [0 : L), j ∈ [0 : n)) is given by
fl,j = B
(l)
j,: · g˜, ∀ l ∈ [0 : L), j ∈ [0 : n).
In the following, we focus on the construction of B. Specifically, the sub-matrix Bl,m has following form:
d︷ ︸︸ ︷
∗ ∗ . . . ∗ ∗ 0 0 . . . 0 0
0 ∗ . . . ∗ ∗ ∗ 0 . . . 0 0
...
...
...
...
...
...
. . .
. . .
...
...
0 0 · · · 0 0 ∗ ∗ . . . ∗ ∗
...
...
...
...
...
...
. . .
. . .
...
...
∗ ∗ . . . ∗ 0 0 0 . . . 0 ∗

, (11)
where a “ ∗ ” represent a non-zero entry. Note from (9) and (10) that the j-th row of Bl,m contains the coding
coefficients of the m-th gradient component (g0(m), g1(m), . . . , gn−1(m))
⊤
in the signal fl,j sent by worker j.
Therefore, (11) indicates that the worker j ∈ [0 : n) needs to store the data subsets {Dj ,D(j+1)(n) , . . . ,D(j+d−1)(n)},
where (·)(n) is the module n operation.
Such matrix B can be generated by a product of two matrices as
B = E ·M
where the matrices E ∈ RnL×(n−d+1)L,M ∈ R(n−d+1)L×nL are as follows.
• The matrix E
E =

E(0) 0n×(n−d)(L−1)
E(1) 0n×(n−d)(L−2)
...
E(L−2) 0n×(n−d)
E(L−1)

, (12)
where E(l) (l ∈ [0 : L)) is a n× (L+(l+1)(n− d)) matrix, with all the entries randomly and independently
drawn from a continuous probability distribution (e.g., Gaussian distribution).
• The matrix M
M =
[
MU
MD
]
, (13)
8where MU ∈ RL×nL are given by
MU =

11×n 01×n · · · 01×n
01×n 11×n . . . 01×n
...
...
. . .
...
01×n 01×n . . . 11×n
 , (14)
and MD ∈ RL(n−d)×nL is specified such that the sub-matrix Bl,m has the form (11).
In fact, MD can be determined uniquely. For each v ∈ [0 : nL), let
Qv , {u ∈ [0 : nL) : B(u, v) = 0},
i.e., a subset of coordinates in the v-th column of B. It is easily seen from (11) that |Qv| = (n − d)L. Then, the
v-th column of MD satisfies
[EQv ,[0:L) EQv ,[L:(n−d+1)L)]·
[
MU (:, v)
MD(:, v)
]
=0(n−d)L×1. (15)
Notice that EQv,[L:(n−d+1)L) is a square matrix obtained from the staircase matrix (12). Precisely, it has the form
(∗)(n−d)×(n−d) 0(n−d)×(n−d) . . . 0(n−d)×(n−d)
(∗)(n−d)×(n−d) (∗)(n−d)×(n−d) . . . 0(n−d)×(n−d)
...
...
. . .
...
(∗)(n−d)×(n−d) (∗)(n−d)×(n−d) . . . (∗)(n−d)×(n−d)
 ,
where (∗)(n−d)×(n−d) denotes a matrix of size (n−d)× (n−d) with all entries randomly drawn from a continuous
distribution. Obviously, det(EQv ,[L:(n−d+1)L)) is a non-zero polynomial of the entries of EQv,[L:(n−d+1)L), and thus
{EQv ,[L:(n−d+1)L)|det(EQv ,[L:(n−d+1)L) = 0} is a set measure zero (also referred to null set in measure theory).
Then, we have Pr{det(EQv,[L:(n−d+1)L)) = 0} = 0, i.e., the square matrix EQv,[L:(n−d+1)L) is invertible with
probability 1. Therefore, by (15), the v-th column is determined as
MD(:, v) = −(EQv,[L:(n−d+1)L))
−1 ·EQv,[0:L) ·M
U(:,v).
B. Decoding
Recall that d = ⌊nµ⌋. We present a decoding algorithm to achieve the communication vector c = 1
L
·(q0, q1, . . . , qd−1),
where qs , ⌈
L
d−s⌉ for any s ∈ [0 : d). Notice that qs = ⌈
L
d−s⌉ is the smallest integer satisfying (8).
For any fixed s ∈ [0 : d) and active workers set F ⊆ [n] such that |F| = n− s, the received signal at the server
is
E(F) ·M · g˜,
where E(F) has dimension of (n− s)qs × L(n− d+ 1) and
E(F) ,

E
(0)
F ,: 0(n−s)×(L−1)(n−d)
...
...
E
(qs−2)
F ,: 0(n−s)×(L−qs+1)(n−d)
E
(qs−1)
F ,: 0(n−s)×(L−qs)(n−d)
 . (16)
9Notice that all the entries of the (n− s)× (L+ (l+ 1)(n− d)) matrix E
(l)
F ,: are random and independent where
l ∈ [0 : qs).
Let H = [0 : L+ (n− d)qs). We would decode g with the first L+ (n− d)qs signals of E
(F). Then, since the
columns of E(F) in (16) except for the first L+ (n− d)qs are all zero vectors, we have:
E
(F)
H,: ·M · g˜ = E
(F)
H,H ·MH,: · g˜. (17)
Given that E
(F)
H,H is invertible, we could decode the vector MH,: · g˜ by pre-multiplying the matrix
(
E
(F)
H,H
)−1
to
(17). Notice from (13) and (14) that the first L rows of MH,: · g˜ is the vector
∑n−1
i=0 gi. That is, we are able to
decode the full gradient successfully.
In the following, we complete the proof by proving thatE
(F)
H,H is invertible with probability 1, i.e., Pr{det(E
(F)
H,H) 6=
0} = 1. We claim that:
All the diagonal entries of E
(F)
H,H are randomly drawn from a continuous distribution.
Let i = i1(n − s) + i2 with i ∈ [0 : L+ (n− d)qs), i1 ∈ [0 : qs) and i2 ∈ [0 : n− s). Then, the entry of E
(F)
H,H
at row i and column i is also included in the i1-th block matrix E
(i1)
F ,: given in (16) since
• If 0 ≤ i1 < qs − 1
i = i1(n− s) + i2
< (i1 + 1)(n − s)
< L+ (i1 + 1)(n − d)
where the last inequality holds because (i1+1)(d−s) ≤ (qs−1)(d−s) < L by qs = ⌈
L
d−s⌉, i.e.,
L
d−s > qs−1.
• If i1 = qs − 1, then i < L+ (n− d)qs.
Therefore, det(E
(F)
H,H) is a non-zero polynomial containing the product of the elements E
(F)
H,H(i, i) (i ∈ [0 : L +
(n−d)qs)) randomly and independently drawn from a continuous distribution. Then, {det(E
(F)
H,H)|det(E
(F)
H,H) = 0}
is a zero measure set and Pr{det(E
(F)
H,H) = 0} = 0. Thus, the achievability is guaranteed.
Example 3: Consider the encoding matrices in Example 1, the encoding matrix of AGC scheme can be constructed
by B = E ·M as 
3 2 1 0
3 1 1 0
1 3 2 0
2 1 3 3
2 3 2 3
2 1 1 3

·

1 1 1 0 0 0
0 0 0 1 1 1
−3 − 12 −3 −1 −
3
2 −2
4
3 −
1
2
7
3 −
1
3
1
6
5
3
 .
As for decoding, when there is no straggler, after receiving the first three messages, the server will broadcast a stop
message to the workers. Then by multiplying (E
({0,1,2})
[0:3),[0:3))
−1 with E
({0,1,2})
[0:3),[0:3) ·M · g˜ where E
({0,1,2})
[0:3),[0:3) = E[0:3),[0:3),
the server can decode:
 1 1 1 0 0 00 0 0 1 1 1
−3− 12−3−1−
3
2−2
 ·

g0(0)
g1(0)
g2(0)
g0(1)
g1(1)
g2(1)

=

∑2
j=0 gj(0)∑2
j=0 gj(1)
∗
 ,
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where the first two are the desired full gradients, and ∗ represents useless term. When there exists one straggler,
for example we assume worker 2 is straggler, after receiving four messages from the active workers, the server
broadcast stop message. Then by multiplying (E
({0,1,3,4})
{0,1,3,4},{0,1,3,4}
)−1 with E
({0,1,3,4})
{0,1,3,4},{0,1,3,4}
·M · g˜, the server can
decode the full gradients from the first two rows of the following

1 1 1 0 0 0
0 0 0 1 1 1
−3− 12−3−1−
3
2−2
4
3 −
1
2
7
3 −
1
3
1
6
5
3
 ·

g0(0)
g1(0)
g2(0)
g0(1)
g1(1)
g2(1)

=

∑2
j=0 gj(0)∑2
j=0 gj(1)
∗
 .
V. CONVERSE PROOF OF THEOREM 1
The proof can be obtained by a similar line as that in [20]. For the completeness, we present it herein.
Assume that the communication vector c = 1
L
· (q0, q1, . . . , q⌊nµ⌋−1) is achievable. Then by Definition 1, there
exists k, d ∈ N+ satisfying (2) such that the data set D is partitioned into equal-size subsets D0,D1, . . . ,Dk−1, and
an assignment such that each worker stores d data subsets, as well as a set of functions {fl,j : l ∈ [0 : L), j ∈ [0 : n)}
satisfying the required decoding conditions, i.e., the server can always decode the full gradient (4) from the signals
in (5) for any F ∈ [0 : n) with |F| = n− s where s ∈ [0 : ⌊nµ⌋).
For each data subset Di, i ∈ [0 : k), W.L.O.G. assume that it is stored at workers 0, 1, . . . , ti − 1, and the first s
workers 0, 1, . . . , s−1 are stragglers. By definition, the full gradient g =
∑k−1
i=0 gi can be decoded from the signals
{fl,j : l ∈ [0 : qs), j ∈ [s : n)}.
Since gi can only be computed from the data subset Di, which is stored only at the workers 0, 1, . . . , ti − 1, the
partial gradient gi can then be calculated from
{fl,j : l ∈ [0 : qs), j ∈ [s : ti)} ∪ {gi′ : i
′ ∈ [0 : k)\{i}}.
As the second part {gi′ : i
′ ∈ [0 : k)\{i}} do not contain any component of gi, the number of equations in the first
part {fl,j : l ∈ [0 : qs), j ∈ [s : ti)} is at least L to recover the L-dimensional vector gi, i.e.,
qs(ti − s) ≥ L,
together with ti being an integer which gives
ti ≥ s+
⌈L
qs
⌉
(18)
for any s ∈ [0 : ⌊nµ⌋).
Summing (18) over i ∈ [0 : k), we get
k
(
s+
⌈L
qs
⌉)
≤
k−1∑
i=0
ti = nd.
Thus, in view of the fact that s+
⌈
L
qs
⌉
is an integer, we have
s+
⌈L
qs
⌉
≤
⌊
n
d
k
⌋
≤ ⌊nµ⌋,
where the last inequality holds by the constraint (2).
11
VI. IMPLEMENTATION AND SIMULATION
In this section, we use AGC to train a logistic regression model on the Amazon Employee Access dataset from
Kaggle4. Since the ultimate purpose is to speed up the completion of tasks, we also use the running time, the
measurement adopted in [16], [20], to evaluate the influence of communication cost. Particularly, we compare the
running time and Generalization AUC5 of AGC and 1) the naive distributed gradient descent (GD) scheme, where
the data is uniformly distributed among all workers and the server waits to combines the results from all workers;
2) the GC scheme [16]; 3) the CGC scheme [20].
Similarly to [20], we use Python with mpi4py package to implement AGC scheme, with t2.micro instances on
Amazon EC2 as workers and a single c5.2xlarge instance as the server. As a common preprocessing step, we
encode the categorical features in the Amazon Employee Access dataset into binary features by one-hot encoding.
After one-hot encoding with interaction terms, the dimension of parameters in our model is p = 229018. For all
four schemes, we use N = 26220 training samples and adopt Nesterovs Accelerated Gradient (NAG) descent to
train the model. These experiments were run on n = 5, 10, 15 workers. In all the schemes, the training samples are
split into n data subsets, and each worker stores d = 3 data subsets. We choose L = 3, i.e., each gradient vector
is split into ⌈229018
L
⌉ = 76340 sub-vectors of length L = 3, where two zeros are padded to the last sub-vector.
According to (6) and (8), both GC and AGC can tolerate 2 stragglers. In CGC scheme, q = 1 in (7) is specifically
chosen to minimize the communication cost , but in this case s = 0 and thus it does not have straggler tolerance
ability. All the three codes need to compute two more data subsets compared to GD scheme, but GD can not
tolerate any straggler. In addition, GC and GD have the largest communication cost.
During our simulation, we observe that there is no straggler in most tests of ordinary Amazon environment since
the computing time of each worker is almost the same. Thus, to demonstrate the presence of stragglers, we perform
one more experiment, where delay is artificially added to one random worker in each iteration (using time.sleep()),
as did in [16]. Especially, for the randomly selected straggler, we add 0.1 second delay for processing each data
subset.
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(b) There is one random straggler in each iteration.
Fig. 2: Average running time per iteration for n = 5, 10, 15 workers.
In Fig. 2, we compare the average running time per iteration. When there is no straggler in most time shown
in Fig. 2(a), GC performs the worst because it is designed to combat up to s = 2 stragglers with the largest
4https://www.kaggle.com/c/amazon-employee-access-challenge
5AUC is short for area under the ROC-curve. The Generalization AUC can be easily calculated by using the sklearn.metrics.auc function
in Python.
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Fig. 3: AUC vs. Time for n = 5, 10, 15 workers.
communication cost and computation load; AGC performs a bit inferior to CGC especially when n becomes bigger
since the worker sometimes can not get the message to stop transmission after the first round due to the congestion
in the competitive channel. In the presence of one straggler shown in Fig. 2(b), the CGC and GD do not perform
well because they both can not tolerate any straggler; GD is better than CGC since it has less computation load;
Our AGC achieves the best performance.
We also plot generalization AUC vs. running time for these schemes in Fig.3, where we only show the situation
of n = 10 due to space limit. It is seen that AGC can achieve the target generalization error with good convergence
speed in both situations, while the convergence speed of GC and CGC is good only in one situation.
In summary, when the real-time number of stragglers does not match the CGC or GC, their performance will be
deteriorated. By contrast, AGC can achieve a better average performance in various implementation environments
since it is adaptive to the real-time number of stragglers.
VII. CONCLUSION
In this paper, we investigate the problem of computing gradient through distributed systems. Particularly, we
propose Adaptive Gradient Coding (AGC) which can achieve the optimal communication cost in the presence of
any tolerable number of stragglers. Thus, it is suitable for the practical applications where the real-time number of
stragglers is unclear and varying over iterations.
VIII. ACKNOWLEDGEMENTS
The authors would like to thank Dr. Min Ye for the help of CGC source code.
REFERENCES
[1] Dan Alistarh, Demjan Grubic, Jerry Li, Ryota Tomioka, and Milan Vojnovic. QSGD: communication-efficient SGD via gradient
quantization and encoding. In Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information
Processing Systems 2017, 4-9 December 2017, Long Beach, CA, USA, pages 1709–1720, 2017.
[2] Anindya Bijoy Das, Li Tang, and Aditya Ramamoorthy. C3les: Codes for coded computation that leverage stragglers. In IEEE
Information Theory Workshop, ITW 2018, Guangzhou, China, November 25-29, 2018, pages 1–5, 2018.
[3] Alexandros G. Dimakis, Brighten Godfrey, Yunnan Wu, Martin J. Wainwright, and Kannan Ramchandran. Network coding for distributed
storage systems. IEEE Trans. Information Theory, 56(9):4539–4551, 2010.
13
[4] Sanghamitra Dutta, Viveck R. Cadambe, and Pulkit Grover. ”short-dot”: Computing large linear transforms distributedly using coded
short dot products. IEEE Trans. Information Theory, 65(10):6171–6193, 2019.
[5] Sanghamitra Dutta, Mohammad Fahim, Farzin Haddadpour, Haewon Jeong, Viveck R. Cadambe, and Pulkit Grover. On the optimal
recovery threshold of coded matrix multiplication. CoRR, abs/1801.10292, 2018.
[6] Wael Halbawi, Navid Azizan Ruhi, Fariborz Salehi, and Babak Hassibi. Improving distributed gradient descent using reed-solomon
codes. In 2018 IEEE International Symposium on Information Theory, ISIT 2018, Vail, CO, USA, June 17-22, 2018, pages 2027–2031,
2018.
[7] Shunsuke Horii, Takahiro Yoshida, Manabu Kobayashi, and Toshiyasu Matsushima. Distributed stochastic gradient descent using LDGM
codes. In IEEE International Symposium on Information Theory, ISIT 2019, Paris, France, July 7-12, 2019, pages 1417–1421, 2019.
[8] Shahrzad Kiani, Nuwan S. Ferdinand, and Stark C. Draper. Exploitation of stragglers in coded computation. In 2018 IEEE International
Symposium on Information Theory, ISIT 2018, Vail, CO, USA, June 17-22, 2018, pages 1988–1992, 2018.
[9] Kangwook Lee, Maximilian Lam, Ramtin Pedarsani, Dimitris S. Papailiopoulos, and Kannan Ramchandran. Speeding up distributed
machine learning using codes. IEEE Trans. Information Theory, 64(3):1514–1529, 2018.
[10] Mu Li, David G. Andersen, Alexander J. Smola, and Kai Yu. Communication efficient distributed machine learning with the parameter
server. In Advances in Neural Information Processing Systems 27: Annual Conference on Neural Information Processing Systems 2014,
December 8-13 2014, Montreal, Quebec, Canada, pages 19–27, 2014.
[11] Mohammad Ali Maddah-Ali and Urs Niesen. Decentralized coded caching attains order-optimal memory-rate tradeoff. IEEE/ACM
Trans. Netw., 23(4):1029–1040, 2015.
[12] Emre Ozfatura, Deniz Gu¨ndu¨z, and Sennur Ulukus. Gradient coding with clustering and multi-message communication. In IEEE Data
Science Workshop, DSW 2019, Minneapolis, MN, USA, June 2-5, 2019, pages 42–46, 2019.
[13] Emre Ozfatura, Deniz Gu¨ndu¨z, and Sennur Ulukus. Speeding up distributed gradient descent by utilizing non-persistent stragglers. In
IEEE International Symposium on Information Theory, ISIT 2019, Paris, France, July 7-12, 2019, pages 2729–2733, 2019.
[14] Vinayak Ramkumar and P. Vijay Kumar. Coded mapreduce schemes based on placement delivery array. In IEEE International
Symposium on Information Theory, ISIT 2019, Paris, France, July 7-12, 2019, pages 3087–3091, 2019.
[15] Netanel Raviv, Rashish Tandon, Alex Dimakis, and Itzhak Tamo. Gradient coding from cyclic MDS codes and expander graphs.
In Proceedings of the 35th International Conference on Machine Learning, ICML 2018, Stockholmsma¨ssan, Stockholm, Sweden, July
10-15, 2018, pages 4302–4310, 2018.
[16] Rashish Tandon, Qi Lei, Alexandros G. Dimakis, and Nikos Karampatziakis. Gradient coding: Avoiding stragglers in distributed
learning. In Proceedings of the 34th International Conference on Machine Learning, ICML 2017, Sydney, NSW, Australia, 6-11 August
2017, pages 3368–3376, 2017.
[17] Sinong Wang, Jiashang Liu, and Ness B. Shroff. Fundamental limits of approximate gradient coding. CoRR, abs/1901.08166, 2019.
[18] Wei Wen, Cong Xu, Feng Yan, Chunpeng Wu, Yandan Wang, Yiran Chen, and Hai Li. Terngrad: Ternary gradients to reduce
communication in distributed deep learning. In Advances in Neural Information Processing Systems 30: Annual Conference on Neural
Information Processing Systems 2017, 4-9 December 2017, Long Beach, CA, USA, pages 1509–1519, 2017.
[19] Qifa Yan, Miche`le A. Wigger, Sheng Yang, and Xiaohu Tang. A fundamental storage-communication tradeoff in distributed computing
with straggling nodes. CoRR, abs/1901.07793, 2019.
[20] Min Ye and Emmanuel Abbe. Communication-computation efficient gradient coding. In Proceedings of the 35th International
Conference on Machine Learning, ICML 2018, Stockholmsma¨ssan, Stockholm, Sweden, July 10-15, 2018, pages 5606–5615, 2018.
[21] Qian Yu, Mohammad Ali Maddah-Ali, and Amir Salman Avestimehr. Straggler mitigation in distributed matrix multiplication:
Fundamental limits and optimal coding. In 2018 IEEE International Symposium on Information Theory, ISIT 2018, Vail, CO, USA,
June 17-22, 2018, pages 2022–2026, 2018.
[22] Qian Yu, Mohammad Ali Maddah-Ali, and Salman Avestimehr. Polynomial codes: an optimal design for high-dimensional coded matrix
multiplication. In Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems
2017, 4-9 December 2017, Long Beach, CA, USA, pages 4403–4413, 2017.
