variables within a simulation model, and many methodologies now exist for this purpose. However, many of the design decisions which confront a system's users involve policy alternatives.
INTRODUCTION
In general, simulation-optimization procedures require the variables in question to be quantitative; the number of machines of a certain type to employ, or the number of operators assigned to a machine cell. The values of the decision variables must be fully ordered. This must be true if there is to be any concept of directionof-improvement.
If the MACHINE_ RESOURCE decision variable has a value of 3 and the response is better than when the value was 2, it appears that increasing this variable is good. The simplest of these, complete enumeration, is also the most limited.
As the number of variables and their levels increases the number of points in the solution space increases exponentially. This method is completely unusable for all but the smallest problems.
Knowledge-based systems seek to embody a modeler's diagnostic abilities in a rule-base (Prakash 1991) (Chong, Sen, and de Souza 1994) . Given the results of a simulation run the expert system can diagnose the causes of poor performance and recommend changes in the system to eliminate them. Prakash (1991) developed a generalized rule base for diagnosis, and presented an implementation of the system which can recommend capacity changes for a system. The simulation models are constructed in SIMAN, and all changes are made to the experiment fde while the structure of the model is left unchanged. Random sampling is, perhaps, the most often used technique for this type of optimization.
The procedure is quite simple, and one can even determine the sample size required for a freed degree of certainty in the result (Wilde 1964) .
However, while information about the surface is generated as the sampling proceeds, the procedure makes no use of this information.
Genetic algorithms attempt to make use of the information generated by an initial random sample to guide the selection of future samples. The procedure's name stems from the fact the it is a simplified version of natural evolution.
The next section provides an overview of how genetic algorithms make use of the information developed in previous samples.
GENETIC ALGORITHMS
Genetic algorithms (GA's) are a family of randomized search procedures developed by John Holland (1975) . There are many variations, but this explanation is limited to a basic GA. The family takes its name from its analogy to biological evolution.
In biology it is believed an organism's structure, and thus much of its ability to survive in its environment, are largely determined by its DNA.
This ability to survive is termed an organism's "fitness". In sexual reproduction, offspring are a combination of both parents' DNA.
Thus the offspring inherit traits from both parents and, because of the recombination process, may exhibit traits not evidenced by either parent.
These new traits, or the combination of existing traits, may increase an offspring's fitness. Such highly fit individuals will survive more frequently than other individuals in the population, and have the opportunity to pass the traits which helped them survive to their offspring.
Thus, Over time, the average fitness of the population will improve. Note that evolution is not concerned with individuals, but the trend of the population as a whole.
GA's are a computer simulation of a simplified and idealized evolution. DNA is represented as a string where each position in the string may take on one of a ftite set of values.
In this work each position in the string represents a variable from the user's system.
The fitness of the organism is determined by a fitness (or objective) function; the function decodes the string and returns a real scalar value greater than O. The larger the value the more fit the individual is, A group of strings taken together forms a population.
GA Operators
A GA has 3 basic operators; selection, crossover, and mutation. The selection operator embodies survival of the fittest. Individuals with higher fitness evaluations are more likely, but not guaranteed, to survive.
Lkewise, some poorly fit individuals survive in spite of their low fitness value. In short, the selection operator uses the fitness information to adjust the survival probability of each member of the population. These probabilities are then used to randomly select survivors.
The crossover and mutation operators act on the "DNA" of the survivors. Crossover models the combining of parent's DNA to form offspring. The crossover operator selects 2 survivors to act as parents. A position in the strings is chosen randomly, the strings are broken at this position, and the fragments are recombined to create 2 new offsprings. The mutation operator simply chooses a random position in a string, and changes the value to a new randomly selected value. In general, the selection operator selects individuals from the current generation of the population who will survive. These survivors undergo crossover and mutation and their offspring form the next generation.
As this process repeats the average fitness of the population increases.
The selection and crossover operators serve to direct the GA's sampling toward fruitful regions of the sampling space. observations, such as will be generated by a simulation (Goldberg 1989 
Model Components
Each model has 4 components: the part object, the generator object, the processor objects, and a repeater object. For each part type produced by the manufacturing system there is a corresponding part object. There also exists a generator for each part type, it creates instances of its part type at random intervals and sends them to the processors. The processor objects receive part objects, place them in a~E problems contained a known solution, the random routings and process times were modified to create a unique optim~in each problem. 
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Test Problems
The small test problem is comprised of 4 operations and 4 part types. There are 3 possible types of equipment which may be used to perform each operation. In addhion, there are 2 alternative process plans, or routes, for each part type. Finally, the physical equipment may be arranged in 3 possible layouts on the shop floor. Figure 2 shows a possible configuration for the system. The goal is to fmd the combination of equipment types, routes, and layouts which minimize the work-in-process. The other problems are larger versions of this same structure.
The medium problem also has 4 operation and 4 part types, but there are 10 alternatives for each of these variables. There are 10 alternative layouts as well, for a total of 9 variable and 109 system configurations.
In the large problem there are 6 operations and 6 part types with 6 alternatives each (and 6 layouts).
It has a total of 613 possible configurations.
The data required by the model generator was selected at random from various probability distributions.
To ensure these randomly generated
The goal of this study is to provide empirical evidence that the proposed methodology is effective in finding good solutions for this class of problems, A comparison of the results with those of random sampling is also presented. The objective function used for this study is work-in-process, i.e. the stun of the average queue lengths across all operations. The goal of the optimization is minimization.
To obtain a more reliable picture of a method's performance, seven repetitions (with unique random variate sequences in each repetition) were made. Thus the final measure of a method's performance on a problem is the average of the fitness values reported in each repetition.
The GA to be tested in the study uses roulette wheel selection, single point crossover, no mutation, and population seeding (Davis 199 1) . To create an initial population this GA selects a random sample of size 2N, where N is the population size. The strings are evaluated and the N best are used as the initial population.
Before proceeding, the GA was evaluated at several population sizes on each problem. This provided information on the trade off between population size and solution qurdity and allowed an effective population size to be selected (Table 1) .
Because of the size difference between the smaller and larger problems (3888 alternatives compared to a billion or more), the larger populations were only used on the larger problems.
The first number is the average performance measure and the second is the average number of alternatives evaluated. Based on thk information a population of size 70 was used for each problem.
TMs population size strikes a balance between performance and cost.
The results of the new methodology are compared to those of a simple random sample.
In random sampling a fixed number of alternatives, selected at random, are evaluated and the alternative with the best response is reported as the solution. The sample size for the prccedure was the same used for the GA. This is calculated as the average number of evaluations used by the GA at the selected population sizes. Seven unique samples were drawn for each problem.
Results
It is evident from Table 2 that the GA is quite effective on these test problems.
Compared to the random sampling procedure, the GA produced a 63.7, a 62.5, and a 19.7 percent improvement in the solutions for problems 1, 2, and 3 respectively. The procedures may also be compared on the amount of improvement that takes place between an initial solution and the final solution.
For the GA, the contlguration in the initial population with the best objective function value will be the initial solution. In the case of random sampling the best objective function value from the first N values of the sample will be taken as the initial solution.
Recall that N is the population size. The average percent difference in the objective function values of these solutions is shown in Table 3 . This data indicates that given the same average number of evaluations, the GA consistently produces greater average improvement than random sampling. It also shows that this average improvement decreases as the problem size increases.
Thk is most likely due to the fact that the population to problem-size ratio did not remain constant in this testing.
Conclusions
This study has shown that the proposed methodology performed well on each of the 3 test problems, and outperformed random sampling by a significant margin.
In addhion, the data indicated that the GA was consistently capable of producing much greater improvements than random sampling could achieve.
Further, experience shows that with a given budget, in terms of simulation runs, the GA shows more advantage as the ratio of the number of affordable runs to the total number of alternative configurations increases.
If only a few simulation runs can be made, random sampling might be the preferred method. But, if more runs can be used,, the GA witl tend to give better results than those produced by an equal number of runs using random sampling. 
