Abstract-The Internet of Things (IoT) is anticipated to participate in performing diverse and complex tasks in the near future. IoT objects capable of handling multiple sensing and actuating functions will be the corner stone of future IoT systems in smart cities.
INTRODUCTION
In the near future, the majority of physical objects will be incorporated into sensors and actuators that have the ability to communicate, forming the basis for the Internet of Things (IoT) [1] . IoT attracted many global establishments to research and invest in this area and its promising applications in healthcare, transportation, and other smart city applications [2] . However, these promises of IoT come with great challenges. One of these challenges is the energy efficiency due to its impact on the environment and expenditure [3] , [4] . Although each IoT device consumes low power, it is predicted that the number of IoT nodes will reach approximately 50 billion by the year 2020 [5] , a massive number that can cause a high aggregate power consumption. Smart city applications [6] are expected to use a large number of IoT devices across cities, therefore, minimizing the energy consumed by such applications can play a significant role in reducing IoT total energy consumption. This paper investigates the solutions that IoT nodes can introduce to enhance real world applications in the smart city. The smart city consists of a system for monitoring and controlling the applications of interest in the public areas of the city. The monitoring and controlling system consists of different types of sensors and actuators such as motion detectors, sound detectors, light detectors, smoke detectors, alarms, gates controllers among others. These sensors and actuators are connected by means of wireless nodes, and are placed on the city streets and buildings forming typically a mesh topology. In the smart city, there are distinct applications employing the same resources in the monitoring and controlling system. For example, security applications and energy saving applications employ motion detectors, RFID, and light detectors for data monitoring simultaneously. Furthermore, the Smart City concept will serve various applications, industries, service providers, or administrations, and will be applied in a mutual pattern for these sectors efficiently [7] . An essential phase towards the realization of the Smart City concept involves the improvement of the communication infrastructure. The IoT infrastructure provides the capability of collecting data from a massive assortment of distinct devices uniformly and seamlessly. The decentralized and heterogeneous properties of IoT devices that are capable of providing multiple functions require an efficient architecture that hides such heterogeneity from higher level applications and provides interoperability for information exchange with other IoT devices [8] . SOA is considered as a viable middleware between user's applications and the IoT physical layer and can support the interoperability between those heterogeneous IoT devices [9] . SOA enables the abstraction of IoT devices' functions that can then be translated into basic services which in turn can be composed into complex services and exploited by the upper application layer. Fig.1 depicts the SOA middleware for IoT which is composed of three sub-layers [1] , [2] , [10] : (i) Objects abstraction layer that enables IoT devices to provide their functions to the upper layers, (ii) Service management layer to enable dynamic object discovery, status monitoring and mapping of available services to the IoT devices' abstracted functions, (iii) Service composition layer where complex services; referred to as business process (BP) workflow; are created from basic services provided by the service management layer. Employing SOA, devices can be reused or upgraded individually; leading to several SOA advantages such as extensibility, scalability, and modularity plus the aforementioned interoperability among IoT devices [11] . Such features are essential for large-scale implementations such as smart city applications. The Authors in [6] summarized the main aspects of a 2020smart city vision. Due to the advantages of SOA, the authors in [12] presented an energy-centered and QoS-aware services selection algorithm (EQSA) for IoT services composition. They proposed a framework that selects the services by using a lexicographic optimization strategy and QoS constraints relaxation technique. The authors in [13] surveyed the recent development of SOA models for IoT and reviewed their fundamental technologies. The authors in [14] proposed a reference architecture for the smart city based on SOA concepts by integrating IoT, Cloud and Edge technologies with existing city infrastructure. The authors in [15] surveyed the recent development of energy-efficient solutions for wireless sensors networks and reviewed some existing topologies that allow trade-offs between multiple requirements to be achieved for efficient and sustainable sensor networks. The authors in [16] presented a QoS message scheduling algorithm in IoT network based SOA, which is more targeted towards service provisioning with the idea of service differentiation and classification into high priority and best effort messages. The aim of this paper is to evaluate the energy efficiency of embedding high-level application requests in the lower level IoT nodes in a smart city setting. These requests are implemented following the SOA in the form of business processes (BP). A BP is considered to be a virtual topology that consists of virtual nodes and virtual links where the virtual nodes encapsulate the request processing and location requirements, such as the requested sensing/actuating functions. The virtual links encapsulate the requests communication requirements such as traffic demands. The embedding operation maps the virtual nodes and links of each BP into the IoT layer. The goal is to find the optimal set of IoT nodes and links to embed the BPs virtual topology so that the IoT total power consumption (network plus processing) is minimized. This problem is formulated and analyzed using MILP. This paper is organized as follows: In Section II, we introduce our framework of service embedding in IoT networks. Section III discusses the energy efficient service embedding evaluation and results. Finally, Section IV concludes the paper.
THE FRAMEWORK OF SERVICE EMBEDDING IN IOT NETWORKS
In this section we introduce the framework developed to embed services in IoT networks. The framework is based on a Mixed Integer Linear Programing (MILP) optimization model with the objective of minimizing the power consumption of service embedding in IoT networks. We benefit from our track record in virtual network embedding in core networks [17] . We model two layers, a physical layer that consists of IoT nodes, and a virtual layer that consists of several BPs. Fig. 2 shows a schematic where each IoT node is characterized by:
• A processing module hosting a CPU and RAM. We only take into account the power consumption of the CPU considering both idle and proportional power components.
• A network module hosting a Tx/Rx circuit and a Tx power amplifier. We consider the power consumption of all these elements while accounting for both idle and proportional power components.
• A function module that provides interfaces to a set of supported sensors and actuators. Furthermore, each IoT node can work as a control node, i.e. providing control functions through the CPU. We do not take into account the power consumption of the function module and its attached sensors and actuators. We only consider the processing and network power consumption as they dominate the IoT node power consumption. In addition, compared to the function module, and high power consuming actuators are usually externally powered by an independent power source.
Our virtualization framework is represented by a set of BP's, each BP is characterized by:
• Set of virtual nodes and links.
• A function for each virtual node.
• Virtual nodes processing and memory requirements.
• Virtual nodes geographical zone to be allocated.
• Virtual links traffic demands.
Given the above information, the framework responds by selecting the optimal IoT nodes and end to end routes to embed the BPs in the IoT network so that the total power consumption (network plus processing) of the IoT network is minimized. This is done by exploiting the selecting, virtualization and heterogeneity in IoT nodes resources and power consumption. Fig. 3 gives an example of embedding two BPs. The framework embeds the virtual nodes of BP1 (X1-X2-X3) in the physical IoT nodes (6-2-4), respectively; and chooses the optimal path (6-7-2-3-4). Each virtual node, e.g. X1 in BP1, is embedded into an IoT node that satisfies the virtual node's requirements (e.g. IoT node 6 to embed X1 in BP1). Each IoT node has been located on geographical zone and connected with subset of neighbors, e.g. IoT nodes 2, 6, and 7 are considered as neighbor's subset to node 1. Note that it is not necessary that neighboring node pairs in the virtual layer are embedded in neighboring node pairs in the physical later. For example, the neighboring virtual nodes X1 and X2 from BP1 are embedded in IoT nodes 6 and 2 which are not physical neighbors. This is acceptable as IoT nodes 6 and 2 can still communicate, and therefore preserve X1 to X2 communication, through IoT node 7 which works in this case as a wireless relay between IoT nodes 6 and 2. An IoT node that embeds a certain virtual node of a certain BP can at the same time work as a relay node for the traffic associated with another BP. This is shown in the second embedding example where IoT node 4 which is an embedding node for BP1 is working as a relay node for the traffic associated with BP2.
Due to the heterogeneous property exhibited by IoT nodes, various power consumption properties characterize IoT networks. Our framework optimizes the selection of IoT nodes in a manner that reduces the total power consumption. As discussed, the framework exploits the heterogeneous characteristics of the power consumption of each module in the selection of the IoT nodes as shown in Fig. 2 . The power consumption of IoT nodes is mainly attributed to the processing and network modules because the sensing power is significantly lower than the processing power consumption and network power consumption [4] , [18] . The framework performs the embedding operation through two parts as follows:
A. Embedding of virtual nodes:
∀ ∈ , ∀ ∈ where is set of IoT nodes, is set of BP's, is set of virtual nodes, is binary variable indicate that virtual node in BP has been embedded in IoT node .Constraints (1) and (2) ensure that each virtual node in a BP is embedded in a single IoT node only and states that each IoT node is not allowed to host more than one virtual node in each BP.
The framework selects the IoT nodes: i) by processing module, based on CPU and memory capacity constraints. The framework ensures that the embedded CPU and memory workloads in an IoT node do not exceed the CPU and memory capacities. ii) by function module, which ensures that the required function of each virtual node in BP is provided by its hosting IoT node. Finally iii) by the zone, so that the required zone of each virtual node in BP is matched to the zone of the hosting IoT node.
B. Embedding of virtual links:
where is the subset of virtual node's neighbors. Constraint (3) generates a binary variable that indicate each neighboring virtual nodes pair ( and ) in any BP are also connected in the embedding IoT nodes ( and ), is neglected variable
Constraint (4) generates the path's traffic matrix , where is the traffic demand between the virtual node pair ( , ) in in kb/s. Using flow conservation constraints, the framework applies the flow conservation constraints to the traffic flows in the IoT network then generates the link's traffic matrix that describes the traffic between the neighboring IoT nodes and . The framework has constraints that state that the total traffic flows of the IoT node should not exceed the node capacity. Other constraints ensure that traffic splitting is prevented for each path between the embedding IoT nodes and , such that the maximum number of physical links between neighboring IoT nodes and is one.
ENERGY EFFICIENT SERVICE EMBEDDING IN IOT

NETWORKS
The framework considers a smart city scenario where the physical layer is composed of 30 IoT nodes connected by 89 bidirectional wireless links, these IoT nodes are distributed across a city section of an area 500m × 600m, where the IoT nodes can carry various functions. The following assumptions are made:
• There is a set of 9 different functions, 4 sensing functions, one control function and 4 actuation functions. Each IoT node is capable of providing four functions only from this set while the virtual node requests are for one function only.
• The IoT nodes processing capability is uniformly distributed among CPU frequencies (4, • The processing demand of virtual nodes is random and uniformly distributed. It varies between 4 and 48 MHz.
• The IoT nodes are connected with neighboring nodes according to a mesh topology via HPZB01, HPZB01P or CC3100 RF transceiver modules [20] . These modules are low cost, low power, and are compatible with the ZigBee protocol stack for IoT networks according to the standard of IEEE 802.15.4. The network demands of the virtual links vary from 50 to 250 kbps, random, uniform.
• There is a set of five geographical zones that represent the sub-districts of the smart city. The IoT nodes are distributed randomly and uniformly over these zones and each virtual node requests a location in one of these five zones.
• The virtual demands in the IoT network arrive at a single time point.
We evaluated the power consumption of two different scenarios. In the first scenario, dubbed energy unaware scenario, the framework embeds the virtual nodes of each BP into available IoT nodes that satisfy the virtual nodes and links requirements only without asserting a particular objective. While in the second scenario, dubbed energy aware scenario, the framework embeds the virtual nodes and links of each BP into available IoT nodes that satisfy the objective of power consumption minimization. The objective function of the energy aware framework is given as:
where is the processing power consumption in the IoT network and given as:
where is binary variable that indicate active processing module in IoT node , is idle processing power parameter of IoT node in mW, is binary variable indicates that virtual node in BP has been embedded in IoT node , is parameter of maximum CPU power consumption in each IoT node in mW, is parameter of processing requirement of the virtual node in BP in MHz, and is parameter of processing capability of the IoT node in MHz.
While is the network power consumption in the IoT network and given as:
where is neighbor IoT node of and included in , is neighbors subset of IoT node , is binary variable that indicate active network module in IoT node, is idle network power parameter of IoT node , is variable of traffic between neighbouring IoT nodes , in kbps, is parameter of energy per bit for each IoT link , in mW/kbps, is parameter of distance between the neighbouring IoT nodes pair ( , ) in meters, and is parameter of transmit amplifier factor [18] for each IoT link , in mW/kbps/ .
We run our framework at different number of BPs, varying from 2 to 10 BPs in step of two for both scenarios. We have assumed that each BP is composed of three virtual nodes with the sequential workflow of a sensor, a controller, and an actuator. The framework results are given for both scenarios. Fig. 4 shows respectively the processing and network power consumption of the energy unaware embedding and energy aware embedding scenarios evaluated under a different number of BPs. The results show that for both scenarios, most of the power is consumed by the network module in IoT nodes. The power consumed by the network modules contributes about 86% (on average) of the total power consumption of the IoT network. We note also that the network power consumption increases at a rate higher than the processing power consumption (118.5 mW/BP compared to 15.25 mW/BP, respectively) as the network module has a steeper power curve compared to the processing module.
The processing power consumption of the energy unaware scenario was evaluated and compared with the processing power consumption of the energy aware scenario at different number of BPs. The results show that the energy aware scenario has an average saving 27% of processing power consumption compared with the energy unaware scenario. This is due to the ability to embed the highest number of virtual nodes in the minimal number of IoT nodes. Unlike the network power consumption results, the processing power consumption results show that the highest power saving (54.7%) was observed at two BPs, and the lowest power saving (16.4%) was observed at 10 BPs. This is because of the multiple requirements of virtual nodes that decrease the degrees of freedom in the choice space of IoT nodes, resulting in the IoT nodes being less capable of hosting more BPs virtual nodes (and thus conserving power) due to the lack of suitable resources matching all the requirements of each virtual node.
The framework results show that the energy aware scenario has saved 36% on average network power consumption compared with the energy unaware scenario. This saving is due to: firstly, selecting the shortest distance links in order to reduce Tx-amplifier power consumption (distance is reduced by 46% compared to the energy unaware embedding). Secondly, reducing the number of hops in order to reduce the number of relay IoT nodes (reduced by 35% compared to energy unaware embedding). Thirdly, efficiently utilizing the capacity of the links selected for the energy efficient routes in the IoT network. The lowest power saving is observed at 2 BPs case with power saving of 26%, while the highest power saving was observed at 10BPs with power saving of 48%. This is because with more BPs, the corresponding traffic
• ∈ ∈ ∈ 6 demands can be consolidated more efficiently in a fewer number of paths in the IoT network.
CONCLUSIONS
This paper has investigated the energy efficiency of service embedding in IoT networks of a smart city scenario. The services to be embedded are represented by a virtual topology (virtual nodes and links) which meets the demands of a business process workflow. We have developed a framework for optimizing the selection of IoT nodes and routes in the IoT network to meet the demands of the BPs virtual nodes and links with the goal of minimizing the IoT system total power consumption. The results show that we can save an average of 27% of the processing power consumption, and 36% of the network power consumption compared to energy unaware embedding. The results also show that the network power saving is proportional to the number of embedded BPs as increasing the number of BPs allows further consolidation of virtual links into physical links. On the other hand the processing power savings is inversely proportional to the number of embedded BPs as embedding multiple virtual nodes decreases the degrees of freedom in selecting the IoT nodes resulting in less efficient selection.
