The best known upper bound on the permanent of a 0-1 matrix relies on the knowledge of the number of nonzero entries per row. In certain applications only the total number of nonzero entries is known. In order to derive bounds in this situation we prove that the function f : (?1; 1) ! R, de ned by f(x) := log ?(x+1) x , is concave, strictly increasing and satis es an analogue of the famous Bohr-Mollerup theorem. For further discussion of such bounds we derive some inequalities for this function.
f : C n Z ? ! C, de ned by f(z) := log ?(z+1) z , and its derivatives from the following well-known expansions ( 2] shows that all terms in the expansions of the derivatives (cf. equations (2), (3) 
Together with equation (4) the functional equation ( 5) implies
Obviously we have (ii) f(1) = 0; and by Theorem 1 (iii) f(x) is concave. The following theorem is an analogue of the well-known Bohr-Mollerup theorem.
Theorem 2 The function f(x) is uniquely determined by the properties (i), (ii), (iii).
Proof. For 0 < x 1 let us consider the four points n ? 1 < n < x + n n + 1. Let g denote another function satisfying (i), (ii), and (iii). (i) yields g(x + n) = x x + n g(x) + 1 x + n (log(x + 1) + + log(x + n)) = x x + n (g(x) ? f(x)) + f(x + n):
(7) For x = 0 this equation shows g(n) = f(n) for all natural numbers n. Due to concavity (iii) we have g(n) ? g(n ? 1) n ? (n ? 1) g(x + n) ? g(n) (x + n) ? n g(n + 1) ? g(n) (n + 1) ? n :
Using equation (7) yields
Dividing by x x+n and using equation 6, we obtain 1 + O( logn
For n ! 1 we get the claimed result. 2 
Inequalities
We will give solutions t(x) and s(x) to the inequalities
Due to the functional equation (i) we can replace the middle term by f(x) ? log x
x . By concavity, we have f(x ? t(x)) f(x) ? f 0 (x)t(x). Therefore, any function t(x) with t(x) log x xf 0 (x) solves the inequality (8) which proves the following lemma.
Lemma 1 The following inequality holds for all x > 1: f(x ? logx xf 0 (x) ) (1 ? 1 x )f(x ? 1): Using ( 4) and the well-known asymptotic expansion ( 3] Applying the asymptotic expansion (4) to both sides of the inequality, using the monotonicity of #(x), and cancelling some terms we observe that it su ces to prove log2 2x ? 1 2 y log(1 ? y) + log(2 x(1 ? y)) 2x(1 ? y) : We expand both terms log(1 ? y) using log(1 ? y) = ?y ? 1 2 y 2 ? y 3 for 0 < y < 4 5 ; Using the above bounds on y and xy 2 , this inequality can be veri ed by easy computations for x > 1. 2 Since the denominator in the argument of the lower bound in theorem 3 tends to 1 for x ! 1, theorem 3 leads to the asymptotic formula:
An explicit bound on the remainder is given in the following theorem.
Theorem 4 For x > 1 the following asymptotic expansion is valid:
where the remainder R(x) is bounded by 0 R(x) log x x (1 ? xf 0 (x)) = logx log( 2 x e ) 2x 2 + log x x 3 ; and where 0 < < 1 6 .
Proof. By concavity f(x ? logx) f(x) ? f 0 (x) logx: Now, the functional equation ( 5) Proof. We proceed as in the proof of theorem 3 using the logarithmic and the geometric expansion. Inserting these into the claimed inequality yields the asymptotic main term (c ? log2 ? 1
2 ) log x x 2 : From this the conclusion is obvious. 2 
Applications to Permanents
The permanent per A of a quadratic n by n 0 ? 1-matrix A = (a ij ) is de ned by A short proof is given in 6]. The best known lower bound seems to be due to Minc who improved a result of Jurkat and Ryser (cf. in 5]). For its formulation we introduce some notation.
For two vectors x and y of same dimension n, x y is de ned by x i y i for all i = 1 : : :n. A matrix A with rows a i , i = 1 : : :n, satisfying a 1 a 2 : : : a n , is called row-monotone. Let z + := max(0; z), for z 2 Z. The best lower bound in theorem 7 is obtained when the rows of A are ordered such that r 1 r 2 : : : r n (cf. in 5]), which is satis ed for row-monotone matrices. For a row-monotone matrix, we observe the simpli ed formula per A = r 1 (r 2 ? 1) (r n ? (n ? 1)):
(13) In particular, if r i < i for some i, then per A = 0.
In order to apply the above bounds, we have to know the row sums of A. However, in some applications, we may have less information. For example, only the sum (A) = P i r i of all entries in A may be known. In 5], the lower bound ? 2(n ? 1) is given for fully indecomposable (0 ? 1)-matrices. In the following, we derive some upper bounds in terms of .
In the rst part of the paper, we proved that the function f, de ned by f(x) = log ? (x+1) x , is concave (cf. theorem 1). This result leads to an easy proof of the following theorem.
Theorem 8 Let A = (a ij ) be a 0 ? 1-matrix of size n with total sum of entries := P a ij . Then per A ?( n + 1)
Proof. Let r i , i = 1; : : :; n denote the row sums of A. Then = P i r i . By concavity of f and isotonicity of the exponentiell function, the upper bound in theorem 6 can be bounded from above, i.e.
per A e f(r1) e f(rn) e n f( n ) : 2
In fact, this result was the main motivation for the discussion of the function f in the rst part of the paper. At the end of this section, we mention some results on the upper bound in theorem 8 which are easy implications of further properties of the function f.
For row-monotone matrices, which appear in a particular application discussed below, we need a sharper upper bound depending on . Since the concavity of log x is well-known, such bounds are easily derived. Using concavity of logx and the well-known inequality 1?x e ?x , we derive the bounds in (16). 2 Since the asymptotic expansion (4) implies
for all 1 r n, we observe that the general bound (14), i.e. log(per A) nf( n ), is weaker than the rst bound in (16), i.e. log(per A) n(f(n)+log( n 2 )). Asymptotically, these bounds are the same. However, the strength of the bounds (15) and (16) depends on . The smaller , the better is the bound in (15), the larger , the better is the bound in (16).
Maximum Convolutions. for all i; j. By de nition of A, the sum of all entries is = n 2 ? .
Under the assumption that for all sequences a and b all permutations of a and b occur with equal probability as input data we observe the equation k( ) n = per A n! =: p( ): In fact, for xed index k, the entries (i; j) in A which correspond to a component c k form a permutation i 7 ! j. Due to the made assumption on the input data all permutations appear with equal probability. Hence, with probability per A n! , c k will not be changed by the loop. This implies that, on the average, n per A n! of the n components of c are unchanged by the loop. With = n log n, in 1] the bound k( ) 1 is proved and leads to the overall average performance O(n logn) for some algorithm described in detail in 1]. This result easily follows from (16) in proposition 1 which yields k( ) = np( ) n 1 ? n 2 n ne ? n :
for 1 2 n(n + 1) > 1. For larger , k( ) = 0. Here, for = n logn, the bound from (15) is too weak.
Random permutations in A. In general, p( ) := per A n! denotes the probability that a random permutation occurs as a submatrix in an arbitrary 0-1 matrix A with zero entries. The general bound from theorem 8 may be written as log(np( )) n f(n ? n ) ? (1 ? 1 n )f(n ? 1)
for all = 1; : : :; n 2 . As above, the bound for row-monotone matrices in (19) and the general bound in (20) are asymptotically the same. For small number of zero entries, say for n logn, theorems 3, 4 and 5 describe p( ) and the di erences of the above bounds quite precisely. For example, we have already observed that p( ) 1 n for all row-monotone matrices with n logn. In the general case, this is not true, but theorem 4 and theorem 5 imply the following corresponding results:
Theorem 9 Let A be a 0 ? 1-matrix of size n with zero entries, and let > 0. If n log n then per A n! 1 + n for su ciently large n. If n logn + n then per A n! 1 n for su ciently large n.
