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Abstract
The purpose of this dissertation is to improve image reconstruction in Diffuse Optical
Tomography (DOT), a high contrast imaging modality that uses a near infrared light source.
Because the scattering and absorption of a tumor varies significantly from healthy tissue,
a reconstructed spatial representation of these parameters serves as tomographic image of
a medium. However, the high scatter and absorption of the optical source also causes the
inverse problem to be severely ill posed, and currently only low resolution reconstructions
are possible, particularly when using an unmodulated direct current (DC) source.
In this work, the well posedness of the forward problem and possible function space
choices are evaluated, and the ill posed nature of the inverse problem is investigated along
with the uniqueness issues stemming from using a DC source. Then, to combat the ill posed
nature of the problem, a physically motivated additional assumption is made that the target
reconstructions have sparse solutions away from simple backgrounds. Because of this, and
success with a similar implementation in Electrical Impedance Tomography [45], a sparsity
regularization framework is applied to the DOT inverse problem. The well posedness of this
set up is rigorously proved through new regularization theory results and the application of
a Hilbert space framework similar to recent work [22].
With the sparsity framework justified in the DOT setting, the inverse problem is
solved through a novel smoothed gradient and soft shrinkage algorithm. The effective-
ness of the algorithm, and the sparsity regularization of DOT, is evaluated through several
numerical simulations using a DC source with comparison to a Levenberg Marquardt im-
plementation and published error results from [42].
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Chapter 1
Introduction
Development of theory and applications for inverse problems in partial differential
equations has advanced quickly in recent years, particularly in the context of medical imag-
ing. New and improved tomographic imaging methods have come from these advancements,
such as Computed Axial Tomography (CAT), Positron Emission Tomography (PET), and
Electrical Impedance Tomography (EIT), but the fact remains that there is massive room
for improvement. Much work remains to be done to improve existing imaging methods and
validate new ones both experimentally and theoretically, and any incremental improvements
in imaging technologies that can help cancer screening effectiveness must be sought.
The primary focus of this dissertation is to improve image reconstruction in the
emerging technology of Diffuse Optical Tomography (DOT), making use of a solid mathe-
matical framework and validating the proposed techniques through simulations. This work
covers the basics of DOT, deriving the diffusion approximation as a model in Chapter 2 and
evaluating possible function space choices and the well posedness of the forward problem
in Chapter 3. The ill posed nature of the inverse problem, uniqueness considerations from
using a direct current (DC) source, application of a Hilbert space framework similar to
recent work [22], and need for regularization are discussed with appropriate proofs in Chap-
ter 4. The particular sparsity regularization choice is motivated by work in related imaging
modalities [45] and rigorously justified in Chapter 5. An algorithm to solve this set up is
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introduced with necessary gradient and adjoint proofs in Chapter 6 and its effectiveness is
evaluated through simulation and comparisons to other work in the DOT community [42]
in Chapter 7.
1.1 Diffuse Optical Tomography
DOT is an imaging modality for probing highly scattering media by using low-energy
visible (wavelength from 380nm to 750 nm) or near-infrared light (wavelength from 700 to
1200 nm). This light penetrates the media to interact with tissue and the predominant
effects are absorption and scattering [29, 15, 20, 34]. The inverse problem consists of re-
constructing an image of the optical properties (absorption and diffusion coefficients) of the
tissue from measurements of some function of the photon density on the boundary. The
optical properties will vary significantly between background tissue and potential tumors,
making DOT an attractive high contrast imaging technique. The reconstructed spatial rep-
resentation of the scattering and absorption parameters serves as the desired image, and
from this picture one can detect inhomogeneities or tumors. This concept is shown in Figure
1.1.
Figure 1.1: An optical source is sent in at some point around the 3D medium, the detectors
collect the information around the whole boundary, and the information is used to create a
2D slice image of scattering and absorption.
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1.1.1 Advantages
The first major advantage of DOT compared with standard x-ray tomography is
that the source does not pose a radiation risk. With x-ray mammography, women are
often discouraged from having mammograms at a young age because of the health risks
associated with increased radiation exposure and high false positive rate, which outweigh
the value of early detection [27]. Secondly, many soft tissues are indistinguishable by other
imaging modalities, but because DOT seeks to recover scattering and absorption profiles
which differ significantly between tumors and healthy tissue there is potential for distin-
guishability. Another advantage is the scattering and absorption parameters are functional
information, which are not acquired by standard x-ray attenuation type techniques, that
can give information such as hemoglobin, water content, and lipid concentration [8]. And
finally, while x-ray mammography often involves painful manipulation of the breast, DOT
requires no such compression.
1.1.2 Disadvantages
The main challenge in DOT is that the light is highly scattered through the medium,
as shown in Figure 1.2. In x-ray tomography this is not the case, and as such, Radon
transform and back projection techniques are available for reconstruction. With DOT
however, for each source excitation, detectors must be placed around the full medium.
Because of this it is well known that the diffuse optical tomography inverse problem is ill
posed [2, 54]. While it has potential due to the high contrast of the scattering and absorption
parameters between healthy tissue and tumors, it is limited by this ill posed nature and low
source wavelength to low resolution reconstructions. Improving these reconstructions is the
focus of this dissertation.
3
Figure 1.2: The optical source is highly subject to scattering and absorption as opposed to x-
ray tomography in which there is direct transmission. This makes the task of reconstruction
ill posed.
1.2 Model
For the sake of developing theory and methods for DOT, the forward problem must
be properly modeled. The widely accepted photon transport model is the Radiative Transfer
Equation (RTE) [17, 39], an integro-differential equation for the radiance, involving spatially
varying diffusion and absorption parameters. It is given as (1.1),
(
1
c
∂
∂t
+ sˆ · ∇+ (µa + µs)(x)
)
φ(x, sˆ, t) = µs(x)
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′ + q(x, sˆ, t) (1.1)
where the particular elements of this equation are given in Chapter 2.
In practice however, a low order diffusion approximation to the RTE is often adopted.
The approximation is a parabolic and an elliptic differential equation in the time-dependent
case and in the steady-state case or the frequency domain, respectively [2, 5]. Most existing
computational methods for the forward problems, as well as inverse problems, of photon
migration in biological tissues are based on the approximation because of its simplicity
compared to the full radiative transfer equation [16, 35]. The diffusion approximation is
4
given as (1.2),
−∇ · (D∇u) + (µ+ ik)u = h (1.2)
where u represents the photon density, h is the interior source, k is the wavenumber of the
modulating frequency, µ is the absorption parameter (the subscript is dropped from µa since
µs is no longer directly present in the approximation), and D is the diffusion coefficient.
While the optical properties of interest are the scattering and absorption represented by µa
and µ′s in (1.1), once this diffusion approximation is implemented the quantities of interest
are q = (D,µ). This is because,
D =
1
3(µ′s + µa)
(1.3)
in the approximation (1.2), so recapturing D and µ will be equivalent to finding the optical
and absorption parameters.
While the RTE and the Diffusion Approximation model the photon interaction with
the medium, the source and measurements only exist on the boundary. So we consider trace
functions for Dirichlet, Neumann, and Robin boundary conditions
γd(u) = u|∂Ω (1.4)
γn(u) = D
∂u
∂ν
∣∣∣∣
∂Ω
(1.5)
γr(u) = u+ 2D
∂u
∂ν
∣∣∣∣
∂Ω
(1.6)
where Ω ⊂ Rn is the medium and ∂Ω is the boundary. The boundary Ω is assumed to be
appropriately smooth. In the case of the well posedness of the forward problem, the work
of Chapter 3, this will be Ω as a Lipschitz domain. To obtain regularity estimates in the
algorithm development of Chapter 6, the boundary will be assumed to also have a Lipschitz
continuous derivative. Then the source and measurement techniques are integrated into
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boundary conditions to give a full Robin-to-Neumann map that models a full experiment
from application of a source excitation to measuring the outward flux on the boundary and
is given as (1.7),
−∇ · (D∇u) + (µ+ ik)u = 0 in Ω
γr(u) = f on ∂Ω
−γn(u) = g on ∂Ω.
(1.7)
The full development of this diffusion approximation, discussion of the its validity,
application to boundary and source conditions, and all modeling considerations are handled
in Chapter 2.
1.3 Forward Problem
The photon density u that solves the forward problem (1.2) for parameter set
q = (D,µ), source f , interior forcing function h, wave number of the modulating fre-
quency k, and Dirichlet boundary conditions is considered as F
(k,q)
d (h, f). For Neumann
boundary conditions and Robin boundary conditions the forward solution is F
(k,q)
n (h, f) and
F
(k,q)
r (h, f) respectively. This forward solution is sought by solving the weak formulation
for appropriate function spaces considering H−1/2(∂Ω) and H1/2(∂Ω) for boundary spaces
and instead of the standard H1(Ω) space for u, the space H1q (Ω) defined as
〈u, v〉H1q (Ω) =
∫
Ω
D∇u · ∇v¯ + µuv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds (1.8)
is used.
Chapter 3 introduces the Sobolev spaces used, proves the equivalence of H1(Ω) and
H1q (Ω), and uses this framework to prove well posedness of the forward problem in that a
solution to the forward problem exists, is unique, and depends continuously on the data.
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1.4 Inverse Problem
Modeling the forward problem uses knowledge of the absorption, µa, and the scat-
tering, µ′s, parameters to find the boundary data associated with a given source. The inverse
problem instead uses knowledge of the source and boundary data, and seeks to uncover the
absorption and scattering parameters. In a theoretical context, this means recovering the
parameters from full knowledge of the Robin-to-Neumann map, and experimentally, where
only finite number of source and measurements are possible, this means recovering the pa-
rameters by minimizing over some cost functional. Our stated goal is to recover µa, and
µ′s, but with the proposed model for optical tomography here, the recovery of q = (D,µ) is
equivalent. These parameters will have a high contrast between a tumor and the background
and consequently acquiring an accurate representation of these parameters will allow for
the detection of inhomogeneities.
Unlike the forward problem the inverse problem is ill posed and small perturbations
in the measurements can give highly varied parameter solutions. Because of this each
decision in the formulation of the inverse problem is important to counter this instability,
and the work of Chapter 4 covers these decisions. Theoretical existence and uniqueness
of the solution to the inverse problem is proved for certain smoothness assumptions in the
parameters. This theoretical uniqueness is lost however, when considering a continuous
wave (CW) or direct current (DC) source. In this setup, the source is applied with a
constant frequency and no modulation, and the measurements are taken at an equilibrium
state. In spite of the loss of theoretical uniqueness, the successful experimental work of
[44, 43, 38, 64] motivates continued study of this case, and this type of source is applied
during this dissertation.
The parameter space is chosen as
(D,µ) ∈ Q = {L∞(Ω)× L∞(Ω) : 0 < D0 ≤ D ≤ D1 and 0 < µ0 ≤ µ ≤ µ1}, (1.9)
but smoothness considerations are required for existence, uniqueness, and algorithm con-
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vergence so a Hilbert space relative topology is chosen as H1(Ω) × L2(Ω). Then when
considering M source and measurement pairs (fi, gi) a least squares cost functional is cho-
sen,
min
q∈QH
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gi‖2H−1/2 . (1.10)
However, because of the ill posed nature of the problem, regularization is needed to move
the ill posed problem to a neighboring well posed problem, balancing the fit to noisy mea-
surement data with a regularizing term, and the cost functional becomes,
min
q∈QH
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gi‖2H−1/2(∂Ω) + αΦ(q) (1.11)
for a regularization parameter α that controls this balance.
Under this formulation the work in Chapter 4 shows the continuity, compactness,
and weak sequential closedness of the forward operator, which allows the implementation
of regularization theory to get the existence, stability, and convergence of the regularized
problem (1.11) if certain conditions are met on the regularization functional.
1.5 Sparsity
The idea of the DOT inverse problem is to find and isolate inhomogeneities or tumors
away from healthy tissue. Considering the healthy tissue to be a known background, instead
of attempting to find q = (D,µ), we seek δq = (δD, δµ) where q = δq−q∗ and q∗ = (D∗, µ∗)
is the known background parameter vector. The background values of healthy tissue are
made based on standard values for the type of tissue being tested. Motivated by [18] we
add the assumption to our model that we are seeking solutions with simple descriptions
away from the background, because we want tumors that cover a small area of the medium,
and consequently the desired solutions have a predominantly zero δq. Considering a Finite
Element mesh over a medium, an example of a desired sparse solution can be seen in Figure
8
1.3. Notice, most of the elements will be zero in the reconstruction.
Figure 1.3: An example of a discretized solution. The solution only makes use of a few of
the elements, so this added knowledge is brought into the reconstruction formulation by
adding a sparsity regularization functional.
Making use of this a priori information, it motivates a sparsity promoting regular-
ization term
Φ(q) = αD
∑
i∈N
|〈δD, φi〉H1(Ω)|+ αµ
∑
i∈N
|〈δµ, φi〉L2(Ω)|. (1.12)
Applying this to (1.11), the full functional to minimize becomes,
min
q∈QH
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gi‖2H−1/2(∂Ω) + αD
∑
i∈N
|〈δD, φi〉H1(Ω)|+ αµ
∑
i∈N
|〈δµ, φi〉L2(Ω)|.
(1.13)
To apply the existing theory to guarantee existence and stability of (1.13), the re-
quired conditions on Φ are proved in Chapter 5. Further, noticing that this regularization
term is convex but not differentiable, it must be minimized by applying iterative soft shrink-
age techniques, which are discussed along with existing sparsity regularization theory results
in Chapter 5.
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1.6 Algorithm Development
With the full mathematical framework applied resulting in a well posed minimization
problem (1.13), an algorithm is needed to solve it. Our algorithm uses a novel gradient
descent approach, making use of a smoother Sobolev gradient, instead of the standard
gradient of the least squares cost functional, and soft shrinkage steps. A similar technique
was developed for EIT in [45]. The gradient is calculated as
∇J(q)[q˜] =
∫
Ω
((γnF
(k,q)
r (0, f))
′)∗(γnF (k,q)r (0, f)− gδ)q˜dx. (1.14)
So this formulation requires the linearized adjoint which is shown to be
((γnF
(k,q)
r (0, f))
′)∗g : L2(∂Ω)→ H1(Ω)× L2(Ω),
g →
 −∇w · ∇F (k,q)r (0, f)
−w · F (k,q)r (0, f)

where w ∈ H1q (Ω) solves the adjoint problem
−∇ · (D∇w) + (µ− ik)w = 0 in Ω
w + 2D
∂w
∂ν
= g on ∂Ω. (1.15)
Then, the Sobolev gradient is invoked to maintain sufficient regularity on the D parameter
giving,
∇Js(q) =
 T (−∇w · ∇F (k,qj)r (0, f))
−w · F (k,qj)r (0, f)

where
T (h) = h˜ for −∆h˜+ h˜ = h (1.16)
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with a homogeneous Dirichlet boundary condition. This gradient minimizes the least
squares part of the cost functional, but to handle the regularization term, soft shrinkage is
needed. The function Sα is the soft shrinkage functional defined as
Sα(x) =

x− α : x ≥ α
0 : |x| < α
x+ α : x ≤ α
and one shrinkage step on the D term and one on the µ term will take small values to zero
and shrink the other values down, enforcing the goal of a sparse solution with primarily zero
values in the spatial representation. The proofs of the gradient and linearized adjoint, with
discussions on maintaining a solution in the appropriate parameter space, are in Chapter 6
along with further elaboration on our algorithm.
This sparsity regularization approach, and corresponding algorithm, is evaluated
through simulations in Chapter 7. The results are compared with a Levenberg Marquardt
algorithm and also with published data from [42].
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Chapter 2
Model
The appropriate manner in which to model photon transport through a highly scat-
tering medium has been thoroughly treated in [17], and the extension to Optical Tomog-
raphy is detailed in [54] and [2]. Here we will make use of their analysis to discuss the
Radiative Transport Equation (RTE) and the diffusion approximation within the scope of
our problem and notation.
2.1 Radiative Transport Equation
The Radiative Transport Equation in the time domain is given by in Table 2.1. The
RTE is a one-speed approximation of the transport equation, assuming the speed of particles
does not change with collisions and the refractive index is constant. While widely used for
photon transport in tissue, the RTE is still computationally intractable for the purposes
of Optical Tomography. As such, an approximation is required. Some approximations are
stochastic in nature, often involving Monte Carlo Methods, but here we seek a deterministic
approximation. To that end, we formulate the diffusion approximation of the RTE which
has become the standard for Diffuse Optical Tomography (DOT).
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(
1
c
∂
∂t
+ sˆ · ∇+ (µa + µs)(x)
)
φ(x, sˆ, t) = µs(x)
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′ + q(x, sˆ, t) (2.1)
Variable Definition
t time
x position
ω frequency
c velocity of light in the medium
k ω/c
S2 unit sphere in R3
sˆ unit vector in Sn−1
µs scattering coefficient
µa, also µ absorption coefficient
φ(x, sˆ, t) number of photons/unit volume at position x at time t in direction sˆ
Θ(sˆ · sˆ′) normalized phase function; probability of scattering from sˆ to sˆ′
q(x, sˆ, t) a source at position x in direction sˆ at time t
Table 2.1: This table gives the Radiative Transfer Equation and lists the definitions of all
varibles that comprise it.
2.1.1 Radiance, Source, and Phase Approximations
The derivation of the diffusion approximation involves expanding the radiance,
source, and phase function using spherical harmonics and truncating the series to find
the P1 approximation. To that end, we define the following integrals over S
2, the unit
sphere in R3, as follows:
∫
S2
1dsˆ = 4pi (2.2)∫
S2
sˆ · vdsˆ = 0 (2.3)∫
S2
sˆ(sˆ · v)dsˆ = 4pi
3
v (2.4)∫
S2
sˆ(sˆ · ∇(v · sˆ))dsˆ = 0 (2.5)
ν(x) ·
∫
ν(x)·sˆ≤0
sˆdsˆ = −pi (2.6)
ν(x) ·
∫
ν(x)·sˆ≤0
sˆ(sˆ · v)dsˆ = 2pi
3
ν(x) · v (2.7)
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for a vector v that does not depend on sˆ, and ν the outward normal. The proofs for
these identities which will be used repeatedly are found in Appendix A. We could also
use asymptotic methods to find this approximation as done in [5], but the more prevelent
approach is what we mimic here.
For the tissues of interest in DOT, it is usually the case that µ′s  µa, and so
scattering is the predominant phenomenon. Focusing on scatter instead of transport allows
for the assumption that the radiance is essentially isotropic and depends only linearly on
the direction sˆ, and so φ can be described as,
φ(x, sˆ, t) = αφ0(x, t) + βsˆ · φ1(x, t). (2.8)
where,
φ0(x, t) =
∫
S2
φ(x, sˆ, t)dsˆ
φ1(x, t) =
∫
S2
sˆφ(x, sˆ, t)dsˆ.
(2.9)
Plugging the approximation (2.8) into the moments (2.9) and making use of (2.2), (2.3),
and (2.4) gives,
φ0(x, t) =
∫
S2
αφ0(x, t) + βsˆ · φ1(x, t)dsˆ
φ0(x, t) = αφ0(x, t)
∫
S2
dsˆ+ βφ1(x, t) ·
∫
S2
sˆdsˆ
φ0(x, t) = 4piαφ0(x, t)
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and
φ1(x, t) =
∫
S2
sˆ(αφ0(x, t) + βsˆ · φ1(x, t))dsˆ
φ1(x, t) = αφ0(x, t)
∫
S2
sˆdsˆ+
1
4pi
β
∫
S2
sˆ(sˆ · φ1(x, t))dsˆ
φ1(x, t) = β
(
4pi
3
)
φ1(x, t)
φ1(x, t) =
4pi
3
βφ1(x, t)
which results in α =
1
4pi
, β =
3
4pi
and consequently
φ(x, sˆ, t) =
1
4pi
φ0(x, t) +
3
4pi
sˆ · φ1(x, t). (2.10)
Similarly, we make use of a linear approximation for the source using two angular moments
of q,
q0(x, t) =
∫
S2
q(x, sˆ, t)dsˆ
q1(x, t) =
∫
S2
sˆq(x, sˆ, t)dsˆ
to get
q(x, sˆ, t) =
1
4pi
q0(x, t) +
3
4pi
sˆ · q1(x, t). (2.11)
Further, the phase function is approximated using
Θ0(sˆ · sˆ′) =
∫
S2
Θ(sˆ · sˆ′)dsˆ = 1
Θ1(sˆ · sˆ′) =
∫
S2
(sˆ · sˆ′)Θ(sˆ · sˆ′)dsˆ
15
to get
Θ(sˆ · sˆ′) = 1
4pi
Θ0(sˆ · sˆ′) + 3
4pi
(sˆ · sˆ′)Θ1(sˆ · sˆ′). (2.12)
2.1.2 Scalar Equation
Next, the transport equation (2.1) is integrated over S2 to get a scalar component
and then it is multiplied by sˆ and integrated over S2 to get a vector component which when
combined will give the diffusion approximation to the RTE. First, integrating the transport
equation over S2 we get,
∫
S2
1
c
∂
∂t
φ(x, sˆ, t)dsˆ+
∫
S2
sˆ · ∇φ(x, sˆ, t)dsˆ+
∫
S2
(µa + µs)(x)φ(x, sˆ, t)dsˆ =∫
S2
µs(x)
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′dsˆ+
∫
S2
q(x, sˆ, t)dsˆ
(2.13)
and from the normalization of the phase function
∫
S2
Θ(sˆ · sˆ′)dsˆ′ =
∫
S2
Θ(sˆ · sˆ′)dsˆ = 1,
∫
S2
µs(x)
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′dsˆ = µs(x)
∫
S2
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′dsˆ
= µs(x)
∫
S2
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆdsˆ′
= µs(x)
∫
S2
φ(x, sˆ′, t)
∫
S2
Θ(sˆ · sˆ′)dsˆdsˆ′
= µs(x)
∫
S2
φ(x, sˆ′, t)dsˆ′
= µs(x)
∫
S2
φ(x, sˆ, t)dsˆ. (2.14)
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Making use of the approximation (2.10) and the identities (2.3) and (2.4) ,
∫
S2
sˆ · ∇φ(x, sˆ, t)dsˆ =
∫
S2
sˆ · ∇( 1
4pi
φ0(x, t) +
3
4pi
sˆ · φ1(x, t))dsˆ
=
1
4pi
∫
S2
sˆ · ∇φ0(x, t)dsˆ+ 3
4pi
∫
S2
sˆ · ∇(sˆ · φ1(x, t))dsˆ
=
3
4pi
∫
S2
∇ · (sˆ(sˆ · φ1))− (sˆ · φ1)(∇ · sˆ)dsˆ
=
3
4pi
∫
S2
∇ · (sˆ(sˆ · φ1))dsˆ− 3
4pi
(∇ · sˆ)
∫
S2
(sˆ · φ1)dsˆ
=
3
4pi
∇ ·
∫
S2
(sˆ(sˆ · φ1))dsˆ
=
3
4pi
∇ ·
(
4pi
3
φ1
)
= ∇ ·
∫
S2
sˆφ(x, sˆ, t)dsˆ. (2.15)
So rearranging (2.13) and inserting (2.14) and (2.15) we get,
1
c
∂
∂t
∫
S2
φ(x, sˆ, t)dsˆ+∇ ·
∫
S2
sˆφ(x, sˆ, t)dsˆ+ µa(x)
∫
S2
φ(x, sˆ, t)dsˆ+ µs(x)
∫
S2
φ(x, sˆ, t)dsˆ =
µs(x)
∫
S2
φ(x, sˆ, t)dsˆ+
∫
S2
q(x, sˆ, t)dsˆ. (2.16)
Then, simplifying and plugging in the angular moments of φ and q yields,
1
c
∂
∂t
φ0(x, t) +∇ · φ1(x, t) + µa(x)φ0(x, t) = q0(x, t). (2.17)
2.1.3 Vector Equation
Similar to the construction of the scalar equation (2.17), if we first multiply (2.1)
by sˆ then integrate over S2, we get,
∫
S2
sˆ
1
c
∂
∂t
φ(x, sˆ, t)dsˆ+
∫
S2
sˆ(sˆ · ∇φ(x, sˆ, t))dsˆ+
∫
S2
sˆ(µa + µs)(x)φ(x, sˆ, t)dsˆ =∫
S2
sˆµs(x)
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′dsˆ+
∫
S2
sˆq(x, sˆ, t)dsˆ.
(2.18)
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Simplifying the right hand side double integral,
∫
S2
sˆµs(x)
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′dsˆ = µs(x)
∫
S2
∫
S2
sˆΘ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′dsˆ
= µs(x)
∫
S2
∫
S2
sˆΘ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆdsˆ′
= µs(x)
∫
S2
φ(x, sˆ′, t)
∫
S2
sˆΘ(sˆ · sˆ′)dsˆdsˆ′
where,
∫
S2
sˆΘ(sˆ · sˆ′)dsˆ =
∫
S2
sˆ
(
1
4pi
Θ0(sˆ · sˆ′) + 3
4pi
(sˆ · sˆ′)Θ1(sˆ · sˆ′)
)
dsˆ
=
1
4pi
∫
S2
sˆΘ0(sˆ · sˆ′)dsˆ+ 3
4pi
∫
S2
sˆ(sˆ · sˆ′)Θ1(sˆ · sˆ′)dsˆ
=
1
4pi
∫
S2
sˆdsˆ+
3
4pi
sˆ′
4pi
3
Θ1(sˆ · sˆ′)dsˆ
= sˆ′Θ1(sˆ · sˆ′)
from making use of (2.3) and (2.4) and letting Θ1(sˆ · sˆ′) be the mean scattering cosine. So,
∫
S2
sˆµs(x)
∫
S2
Θ(sˆ · sˆ′)φ(x, sˆ′, t)dsˆ′dsˆ = µs(x)
∫
S2
φ(x, sˆ′, t)
∫
S2
sˆΘ(sˆ · sˆ′)dsˆdsˆ′
= µs(x)
∫
S2
φ(x, sˆ′, t)sˆ′Θ1(sˆ · sˆ′)dsˆ′
= µs(x)Θ1(sˆ · sˆ′)
∫
S2
sˆ′φ(x, sˆ′, t)dsˆ′
= µs(x)Θ1(sˆ · sˆ′)φ1(x, t). (2.19)
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Further applying the approximation of φ(x, sˆ, t) and identities (2.4) and (2.5),
∫
S2
sˆ(sˆ · ∇φ(x, sˆ, t))dsˆ =
∫
S2
sˆ(sˆ · ∇( 1
4pi
φ0(x, t) +
3
4pi
sˆ · φ1(x, t))dsˆ
=
1
4pi
∫
S2
sˆ(sˆ · ∇(φ0(x, t)))dsˆ+ 3
4pi
∫
S2
sˆ(sˆ · ∇(sˆ · φ1(x, t))dsˆ)
=
1
4pi
4pi
3
∇φ0(x, t)
=
1
3
∇φ0(x, t). (2.20)
By substituting in (2.19), (2.20), and plugging angular moments into (2.18) we get,
1
c
∂
∂t
φ1(x, t) +
1
3
∇φ0(x, t) + µa(x)φ1(x, t) + µs(x)φ1(x, t) = Θ¯µs(x)φ1(x, t) + q1(x, t).
(2.21)
2.1.4 P1 Approximation
To simplify the formulas, let the reduced scattering coefficient be
µ′s = (1− Θ¯)µs.
Plugging this in and dropping the arguments on the functions we can rewrite (2.17) and
(2.21) in a more concise form
1
c
∂
∂t
φ0 +∇ · φ1 + µaφ0 = q0
1
c
∂
∂t
φ1 +
1
3
∇φ0 + (µa + µ′s)φ1 = q1
(2.22)
which is the P1 approximation. This is the same approximation arrived to in [2], but
formulates the P1 approximation directly by making early assumption on the radiance,
source, and phase instead of formulating the PN approximation and shortening it.
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2.2 Diffusion Approximation
The next assumption made to reduce the model to the diffusion approximation
used in practice is to assume that φ is almost stationary in the sense that
1
c
∂
∂t
φ1 is neg-
ligible. This is usually justified by the fact that µa  µ′s, and for the purposes of this
manuscript we will make this assumption. It is however also possible to consider that
φ1 is dominated by an exponentially decaying term instead. Further it is considered that
q1 =
1
4pi
∫
S2
sˆq(x, sˆ, t)dsˆ = 0. The system then becomes,
1
c
∂
∂t
φ0 +∇ · φ1 + µaφ0 = q0
1
3
∇φ0 + (µa + µs)φ1 = 0.
(2.23)
Solving the second equation for φ1 we have,
φ1 = − 1
3(µa + µ′s)
∇φ0. (2.24)
Setting D =
1
3(µa + µ′s)
, and plugging in (2.24) for φ1 in the first equation of (2.23), yields
the diffusion approximation of the Radiative Transport Equation (2.1) we seek,
1
c
∂
∂t
φ0 −∇ · (D∇φ0) + µaφ0 = q0. (2.25)
This time domain diffusion approximation can be viewed in the frequency domain as well.
We will conduct our analysis in the frequency domain so that we can work with an elliptic
as opposed to parabolic PDE. Switching to the frequency domain involves the relation
∂
∂t
⇔ iω.
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Then our diffusion approximation, now in the frequency domain, becomes,
iω
c
φ0 −∇ · (D∇φ0) + µaφ0 = q0. (2.26)
Now for a final, concise, diffusion approximation consider
ω
c
= k, let u =
1
4pi
φ0(x, t) =
1
4pi
∫
S2
φ(x, sˆ, t)dsˆ, let h =
1
4pi
q0(x, t) =
1
4pi
∫
S2
q(x, sˆ, t)dsˆ, and let µa = µ. Then, the
model with which we will conduct our analysis for the purposes of this manuscript is finally
given in Table 2.2.
−∇ · (D∇u) + (µ+ ik)u = h. (2.27)
Variable Definition
x position
ω frequency
c velocity of light in the medium
k ω/c
µ′s(x) reduced scattering coefficient
µ(x) = µa(x) absorption coefficient
D(x) = 13(µa(x)+µ′s(x))
diffusion coefficient
u(x, ω) photon density at position x and frequency ω
h(x, ω) source at position x and frequency ω
Table 2.2: This table gives the diffusion approximation to the RTE and defines all the
associated variables.
2.2.1 Validity of the Diffusion Approximation
The primary assumption to make this diffusion approximation valid is that the
angular distribution of the radiance is almost uniform [39]. This allowed us to expand φ
in spherical harmonics but truncate to the P1 approximation, only keeping the linear term.
We also concluded that the
∂
∂t
φ1 was negligible for this same reason, because the scatter
phenomenon is far more prevalent than transport. This assumption makes sense in most
applications of DOT, but in a case of low-scattering tissue it will be a poor approximation.
An oft cited example of this is when imaging a tissue involving cerebrospinal fluid which
surrounds the brain and fills the brain ventricles [19]. In addition to this, if collimated
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light sources are used the approximation will not be valid near the source, because the
angular distribution of the radiance will not be uniform there as the location of the source
will be influencing the photons instead of the usually predominant scatter. These caveats
being stated, for most applications of DOT, these assumptions are valid and the diffusion
approximation is accurate enough for imaging purposes.
2.2.2 Source
The physical action of an incoming photon flux, its diffusion, and its reflection along
the edge of the medium needs to be modeled. There are two primary method by which this
behavior can be incorporated as we can make use of the interior source function h in our
diffusion approximation (2.27), or it can be incorporated into the boundary conditions, the
differences in which were explored in [59, 36]. An interior source is not physically feasible,
as all measurements and source excitations occur outside of the medium, but for modeling
and computational purposes some have found improved parameter reconstructions with this
method in [5, 42]. In this scenario h is set as a point source at boundary points located
1/µ′s away from the boundary, on what is referred to as an extrapolated boundary. The
reflection of this interior source is captured with a homogeneous Robin boundary condition.
For the purposes of our analysis, we will follow the more physically accurate model in
which there is no interior source, and subsequently h = 0, but instead the source is modeled
using an inhomogeneous Robin boundary condition, similar to [54]. In addition to being
more physically representative of the actual experiment, this setup allows for more control
over the source. Considering a function on the boundary instead of a delta source on the
interior adds another layer of control to improve image reconstruction. While an experiment
can only incorporate a finite number of boundary nodes and laser sources, as technology
improves and costs decrease, the number of available lasers to fine tune a boundary source
is ever increasing. Because of this, the optimal choice for a boundary function, and the
appropriate function space to choice from, was investigated in [41].
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2.2.3 Boundary Conditions
Following our claim that the Robin boundary condition is the most physically ac-
curate, we derive it here from the diffusion approximation. The incoming flux in the time
domain is modeled as
φ(x, sˆ, t) = g(x, sˆ, t), x ∈ ∂Ω, ν(x) · sˆ ≤ 0, t ≥ 0 (2.28)
where ν(x) is the exterior normal on ∂Ω. Now multiplying by sˆ, integrating over the
condition that ν(x) · sˆ ≤ 0, and multiplying by the outward normal we get
ν(x) ·
∫
ν(x)·sˆ≤0
sˆφ(x, sˆ, t)dsˆ = ν(x) ·
∫
ν(x)·sˆ≤0
sˆg(x, sˆ, t)dsˆ. (2.29)
From (2.10) giving an approximation for φ(x, sˆ, t) and (2.24) expressing φ1 in terms of φ0
we get that,
φ(x, sˆ, t) =
1
4pi
φ0(x, t) +
3
4pi
sˆ · (−D∇φ0(x, t)). (2.30)
Plugging this into (2.29) and noting that in our final model we renamed
1
4pi
φ0 = u we
obtain,
ν ·
∫
ν(x)·sˆ≤0
sˆ (u(x, t) + 3sˆ · (−D∇u(x, t))) dsˆ = ν ·
∫
ν(x)·sˆ≤0
sˆg(x, sˆ, t)dsˆ. (2.31)
Noting that now with this linear approximation applied u does not depend on sˆ and assum-
ing an isotropic g (implying g(x, sˆ, t) = g(x, t)), then
ν ·
(
u(x, t)
∫
ν(x)·sˆ≤0
sˆdsˆ− 3
∫
ν(x)·sˆ≤0
sˆ(sˆ ·D∇u(x, t))dsˆ
)
=
ν ·
(
g(x, t)
∫
ν(x)·sˆ≤0
sˆdsˆ
)
. (2.32)
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From (2.6) and (2.7) this simplifies to
−piu(x, t)− 2pi(Dν(x) · ∇u(x, t)) = −pig(x, t)
u(x, t) + 2Dν(x) · ∇u(x, t) = g(x, t)
which can be simply written as
u+ 2D
∂u
∂ν
= g. (2.33)
So combining our diffusion approximation model (2.27) with this derived Robin boundary
condition (2.33) we get
−∇ · (D∇u) + (µ+ ik)u = 0 in Ω
u+ 2D
∂u
∂ν
= g on ∂Ω.
(2.34)
The solution u to this final model as given here is referred to as F
(k,q)
r (h, g).
2.2.4 Measurement
With the model given as (2.34) we have an approximation that captures the physical
nature of performing a DOT experiment, but we also need to represent the measurement
process. The Robin boundary condition incorporates our source, and a Neumann type
boundary will model taking the measurements. The reason for this is the measured quantity
is the exitance on the boundary as in [3, 29],
g+(x, t) =
1
4pi
∫
S2
ν(x) · sˆu(x, sˆ, t)dsˆ, x ∈ ∂Ω.
This is equivalent to
1
4pi
ν(x) ·φ1(x, t) and then from (2.24) and our naming convention that
1
4piφ0 = u we get,
g+(x, t) = −Dν(x) · ∇u(x, t)
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which is equivalent to
g+(x, t) = −D∂u
∂ν
.
Now we have fully modeled a DOT experiment, taking a source and incorporating
into the PDE as a Robin boundary condition, solving the forward problem, and reading
out Neumann data. These together form our Robin-to-Neumann Map, which we denote
Λ(D,µ). All together, we can consider f to be the source and g to be the measurement,
then we have
−∇ · (D∇u) + (µ+ ik)u = 0 in Ω
u+ 2D
∂u
∂ν
= f on ∂Ω
−D∂u
∂ν
= g on ∂Ω
(2.35)
representing this Robin-to-Neumann map, and experimentally (or via simulations) know
this map Λ(D,µ)f = g for any input source f .
25
Chapter 3
Forward Problem
So based on the conclusions of the previous chapter the forward problem model we
conduct our analysis on is
−∇ · (D∇u) + (µ+ ik)u = 0 in Ω (3.1)
u+ 2D
∂u
∂ν
= g on ∂Ω. (3.2)
To get the well posedness of this forward problem we also need the conditions on D ∈ L∞(Ω)
and µ ∈ L∞(Ω) that,
0 < D0 < D < D1 (3.3)
0 < µ0 < µ < µ1 (3.4)
for constants D0, µ0, D1, µ1 > 0 and a Ω is an open subset of R
n for n ≥ 2, and also a
Lipschitz domain. We do not however look for solutions to this partial differential equation
(PDE) in the classical strong sense, instead we seek a weak solution. Because we cannot
guarantee the appropriate smoothness of our solution, we apply the variational formulation
[26, 60]. For this elliptic PDE to have a strong solution, not only must ∇u exist, but
also ∇ · (D∇u). In practice however, we hope for a solution in H1(Ω), and apply a weak
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formulation to allow ourselves solutions that hold against all “test” functions v.
3.1 Weak Formulation
The weak formulation of (3.1) is found by multiplying both sides by a test function
v ∈ V , and its complex conjugate v¯, and integrating over the spatial domain Ω:
−
∫
Ω
∇ · (D∇u)v¯dx+
∫
Ω
(µ+ ik)uv¯dx = 0, ∀v¯ ∈ V. (3.5)
Integrating by parts and applying the boundary condition (3.2) gives
∫
Ω
(D∇u) · ∇v¯dx−
∫
∂Ω
∂
∂ν
(D∇u)γdv¯ds+
∫
Ω
(µ+ ik)uv¯dx = 0 (3.6)∫
Ω
(D∇u) · ∇v¯dx− 1
2
∫
∂Ω
(g − γdu)γdv¯ds+
∫
Ω
(µ+ ik)uv¯dx = 0 (3.7)
Then our final weak formulation is
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds =
1
2
∫
∂Ω
gγdv¯ds, ∀v¯ ∈ V (3.8)
or,
a(k,q)[u, v] =
1
2
〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω) , ∀v¯ ∈ V (3.9)
where a(k,q)[u, v] : H1(Ω) × H1(Ω) → C defines our sesquilinear form to analyze. This
sesquilinear form is representative of our PDE, but doesn’t not form an inner product
because
a(k,q)[u, v] 6= a(k,q)[v, u].
This can be shown by a simple example with u = v = k = 1 giving
a(k,q)[u, v] =
∫
Ω
(µ+ i)dx,
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but
a(k,q)[v, u] =
∫
Ω
(µ+ i)dx
=
∫
Ω
µdx+
∫
Ω
idx
=
∫
Ω
µdx−
∫
Ω
idx
6= a(k,q)[u, v].
As such we must choose an appropriate inner product to give structure to our analysis.
This inner product selection will also give rise to our solution space V .
3.2 Sobolev Spaces
The natural spaces to work with in the case of this governing PDE are Sobolev
spaces because we need to enforce a minimum amount of smoothness on our solution u (the
photon density inside the medium). If u does not have a derivative in Lp(Ω) then our weak
formulation will have the component
∫
Ω
D∇u · ∇v¯ =∞
and we will not have a solution. The Sobolev space W kp (Ω) is defined as the set of all
functions u ∈ Lp(Ω) such that for every |α| ≤ m the weak partial derivative Dαu ∈ Lp(Ω).
Formally,
Wmp (Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), ∀|α| ≤ m}.
Restricting to this type of space gives us the smoothness we need for solutions to our weak
formulation.
In our case, we consider p = 2 for all of our Sobolev spaces, and use the convention
to rename Wm2 (Ω) = H
m(Ω). Because of our weak formulation and the nature of our second
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order elliptic PDE, the most straightforward space to consider for our solutions is
H1(Ω) = {u :
(∫
Ω
|∇u|2 + |u|2dx
) 1
2
≤ ∞}.
Once we have chosen an appropriate Sobolev space we can give varying structure
to this space by selecting a variety of different norms and inner products to act on the
elements. So long as the norms are equivalent they will bring the same elements into the
space. In the analysis that follows we do just that, selecting a particular norm and inner
product that closely matches our sesquilinear form and therefore our governing PDE.
3.2.1 Boundary Spaces
First, we consider the spaces that govern the boundary of our medium. The Sobolev
spaces for the photon density emit natural boundary spaces. If the value of u is zero on
the boundary we consider it to be an element of H10 (Ω), but this is not the case for our
PDE which has a Robin boundary condition. Instead, we need to consider functions on the
boundary of Ω, which is denoted ∂Ω. The Sobolev Trace theorem gives us the existence
of the trace function γd which takes a function on Ω to ∂Ω by its Dirichlet trace. The
boundary space where this trace exists is considered to be H1/2(∂Ω), in that taking the
trace has cost half of a derivative. The boundary space from taking Neumann traces via γn
is H−1/2(∂Ω). Because the Neumann trace involves the normal derivatives on the boundary
and taking the trace, it takes one and a half derivatives away from H1(Ω), hence resulting
in H−1/2(∂Ω). These two spaces are related in that they are duals. In fact,
H1/2(∂Ω) ↪→ L2(∂Ω) ↪→ H−1/2(∂Ω)
meaning the two boundary spaces H1/2(∂Ω) and H−1/2(∂Ω) along with L2(∂Ω) form a
Gelfand Triple and are closely related by this compact embedding relationship [62]. This
relationship between these boundary spaces often gives rise to the usage of L2(∂Ω) instead
of the natural boundary spaces we deal with here.
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In our weak formulation the right hand side consists of this duality pairing
1
2
〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω)
and to treat this properly we will want to associate this duality pairing with an actual inner
product for our analysis and computations. We will approach this when discussing the well
posedness of our forward problem in a subsequent section.
3.3 Inner Product and Norm Selection
We must select a particular space with which to conduct our analysis and ensure
the existence of a unique solution to the forward problem. The most natural space falls out
from our particular sesquilinear form. So instead of the standard H1 space, with its inner
product,
〈u, v〉H1(Ω) =
∫
Ω
∇u · ∇v¯ + uv¯dx (3.10)
and its induced norm
‖u‖2H1(Ω) =
∫
Ω
|∇u|2 + |u|2dx (3.11)
we use an inner product
〈u, v〉H1q (Ω) =
∫
Ω
D∇u · ∇v¯ + µuv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds (3.12)
and its induced norm
‖u‖2H1q (Ω) =
∫
Ω
D|∇u|2 + µ|u|2dx+ 1
2
∫
∂Ω
|γdu|2ds (3.13)
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that incorporates the parameters and the boundary condition term present in our sesquilin-
ear form. Using this space H1q (Ω) and mimicking the sesquilinear form closely will give us
maximum control and accuracy in our adjoint calculations, and subsequently our inverse
problem solver. Other works in Diffuse Optical Tomography have used similar variations
of this inner product choice, some omitting the zero-order term, and others omitting the
boundary component [48, 41]. However, this choice is the most natural for us, even if it is
not the most often used. Still we must first ensure that this is a valid inner product.
Lemma 1. 〈u, v〉H1q (Ω) =
∫
Ω
D∇u ·∇v¯+µuv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds defines an inner product.
Proof. (a)
〈u, v〉H1q (Ω) =
∫
Ω
D∇u · ∇v¯ + µuv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds
=
∫
Ω
D∇u¯ · ∇v + µu¯vdx+ 1
2
∫
∂Ω
γdu¯γdvds
=
∫
Ω
D∇v · ∇u¯+ µvu¯dx+ 1
2
∫
∂Ω
γdvγdu¯ds
= 〈v, u〉H1q (Ω)
(b)
〈cu, v〉H1q (Ω) =
∫
Ω
D∇(cu) · ∇v¯ + µcuv¯dx+ 1
2
∫
∂Ω
γd(cu)γdv¯ds
= c
∫
Ω
D∇u · ∇v¯ + µuv¯dx+ 1
2
c
∫
∂Ω
γd(u)γdv¯ds
= c〈u, v〉H1q (Ω)
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and,
〈u+ w, v〉H1q (Ω) =
∫
Ω
D∇(u+ w) · ∇v¯ + µ(u+ w)v¯dx+ 1
2
∫
∂Ω
γd(u+ w)γdv¯ds
=
∫
Ω
D∇u · ∇v¯ + µuv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds
+
∫
Ω
D∇w · ∇v¯ + µwv¯dx+ 1
2
∫
∂Ω
γdwγdv¯ds
=〈u, v〉H1q (Ω) + 〈w, v〉H1q (Ω)
(c)
〈0, 0〉H1q (Ω) =
∫
Ω
D|∇0|2 + µ|0|2dx+ 1
2
∫
∂Ω
|γd0|2ds
= 0
and,
〈u, u〉H1q (Ω) =
∫
Ω
D|∇u|2 + µ|u|2dx+ 1
2
∫
∂Ω
|γdu|2ds
≥ min{D0, µ0}
∫
Ω
|∇u|2 + |u|2dx+ 1
2
∫
∂Ω
|γdu|2ds
= min{D0, µ0}〈u, u〉H1(Ω) +
1
2
∫
∂Ω
|γdu|2ds
and since D0 and µ0 are bounded away from zero, 〈u, u〉H1(Ω) > 0 unless u = 0 almost
everywhere since we know that it is an inner product, and
1
2
∫
∂Ω
|γdu|2ds > 0 unless
u = 0 almost everywhere on ∂Ω, then we can conclude 〈u, u〉H1q (Ω) > 0 unless u = 0
almost everywhere. So 〈u, u〉H1q (Ω) = 0 if and only if u = 0 almost everywhere, and is
positive otherwise.
These facts of conjugate symmetry, linearity in the first argument, and positive
definiteness give that 〈·, ·〉H1q (Ω) forms an inner product.
We note in this proof that elements of H1q (Ω) are considered as equivalent classes
and if u1 = u2 almost everywhere then they are considered to be the same element. This
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is consistent with how we consider elements of H1(Ω) and L2(Ω), and is required for the
given inner product to satisfy the positive definiteness condition.
3.3.1 Norm Equivalence
Next, the equivalence of the two induced norms as shown here ensures conducting
the analysis in H1q (Ω) instead of H
1(Ω) is valid.
Lemma 2 (Norm Equivalence). The given norms for H1(Ω) and H1q (Ω) are equivalent.
Proof.
‖u‖2H1(Ω) =
∫
Ω
|∇u|2 + |u|2dx
=
∫
Ω
1
D
D|∇u|2dx+
∫
Ω
1
µ
µ|u|2dx
≤ 1
D0
∫
Ω
D|∇u|2dx+ 1
µ0
∫
Ω
µ|u|2dx
≤ max{ 1
D0
,
1
µ0
}
∫
Ω
D|∇u|2 + µ|u|2dx
≤ max{ 1
D0
,
1
µ0
}
(∫
Ω
D|∇u|2 + µ|u|2dx+ 1
2
∫
∂Ω
|γdu|2ds
)
= max{ 1
D0
,
1
µ0
}‖u‖2H1q (Ω).
So, ‖u‖H1(Ω) ≤ C‖u‖H1q (Ω) for a constant C = max{ 1D0 , 1µ0 }. Now for equivalence the other
direction must be shown as well.
‖u‖2H1q (Ω) =
∫
Ω
D|∇u|2 + µ|u|2dx+ 1
2
∫
∂Ω
|γdu|2ds
≤
∫
Ω
D1|∇u|2 + µ1|u|2dx+ 1
2
∫
∂Ω
|γdu|2ds
≤ C
∫
Ω
|∇u|2 + |u|2dx+ 1
2
∫
∂Ω
|γdu|2ds
33
where C = max{D1, µ1}. To finish we make use of the Sobolev Trace Theorem, assuming
Ω is a Lipschitz Domain and C(Ω) is some constant depending on Ω.
‖u‖2H1q (Ω) ≤ C
∫
Ω
|∇u|2 + |u|2dx+ C(Ω)
∫
Ω
|∇u|2 + |u|2dx
≤ C¯
∫
Ω
|∇u|2 + |u|2dx
= C¯‖u‖H1(Ω)
for some positive constant C¯ = max{D1, µ1} + C(Ω). Now with both directions satisfied
we can conclude that the norms for H1(Ω) and H1q (Ω) are equivalent.
Remark 1. This proof made use of Ω to be Lipschitz Domain, and we consider this to be
an acceptable assumption for problems DOT. Ω as a Lipschitz Domain will be assumed for
the rest of this work.
3.4 Boundary Space Inner Products
To define inner products on our boundary spaces we will need some background
theorems. First, the Reisz Theorem is given as in [50].
Theorem 1 (Riesz Theorem). Let H be a Hilbert space, and let f be a bounded linear
functional on H. Then there exists z ∈ H with z uniquely determined by f such that
f(x) = 〈x, z〉
for all x ∈ H. Furthermore,
‖z‖ = ‖f‖.
Then, the Reisz Representation Theorem as in [50].
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Theorem 2. Let H1 and H2 be Hilbert Spaces and
a : H1 ×H2 → K
a bounded sesquilinear form. Then a has a representation
a(x, y) = 〈Sx, y〉
where S : H1 → H2 is a bounded linear operator. S is uniquely determined by a and has
norm
‖S‖ = ‖a‖.
Now, we will define an inner product on H1/2(∂Ω) in terms of the inner product
we are already using on H1q (Ω) and then connect our boundary spaces H
−1/2(∂Ω) and
H1/2(∂Ω) by a Riesz map. First define an inner product for H1/2(∂Ω),
〈f, g〉H1/2(∂Ω) = 〈F (0,q)d (0, f), F (0,q)d (0, g)〉H1q (Ω)
=
∫
Ω
D∇F (0,q)d (0, f) · ∇F (0,q)d (0, g) + µF (0,q)d (0, f)F (0,q)d (0, g)dx
+
1
2
∫
∂Ω
γd(F
(0,q)
d (0, f))γd(F
(0,q)
d (0, g))ds
=
∫
Ω
(−∇ · (D∇F (0,q)d (0, f)) + µF (0,q)d (0, f))F (0,q)d (0, g)dx
+
∫
∂Ω
γn(F
(0,q)
d (0, f))γd(F
(0,q)
d (0, g))ds+
1
2
∫
∂Ω
γd(F
(0,q)
d (0, f))γd(F
(0,q)
d (0, g))ds
=
∫
Ω
(0)F
(0,q)
d (0, g)dx+
1
2
∫
∂Ω
γr(F
(0,q)
d (0, f))γd(F
(0,q)
d (0, g))ds
=
1
2
∫
∂Ω
γr(F
(0,q)
d (0, f))g¯ds
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or by another formulation,
〈f, g〉H1/2(∂Ω) = 〈F (0,q)d (0, f), F (0,q)d (0, g)〉H1q (Ω)
=
∫
Ω
D∇F (0,q)d (0, f) · ∇F (0,q)d (0, g) + µF (0,q)d (0, f)F (0,q)d (0, g)dx
+
1
2
∫
∂Ω
γd(F
(0,q)
d (0, f))γd(F
(0,q)
d (0, g))ds
=
∫
Ω
(−∇ · (D∇F (0,q)d (0, g)) + µF (0,q)d (0, g))F (0,q)d (0, f)dx
+
∫
∂Ω
γn(F
(0,q)
d (0, g))γd(F
(0,q)
d (0, f))ds+
1
2
∫
∂Ω
γd(F
(0,q)
d (0, f))γd(F
(0,q)
d (0, g))ds
=
∫
Ω
(0)F
(0,q)
d (0, f)dx+
1
2
∫
∂Ω
γd(F
(0,q)
d (0, f))γr(F
(0,q)
d (0, g))ds
=
1
2
∫
∂Ω
fγr(F
(0,q)
d (0, g))ds.
So we have three equivalent inner product definitions for H1/2(Ω) in that
〈f, g〉H1/2(∂Ω) = 〈F (0,q)d (0, f), F (0,q)d (0, g)〉H1q (Ω)
=
1
2
∫
∂Ω
γr(F
(0,q)
d (0, f))g¯ds
=
1
2
∫
∂Ω
fγr(F
(0,q)
d (0, g))ds.
This mapping satisfies conjugate symmetry and linearity in the first term because it is
defined using the H1q (Ω) inner product. To show it is positive definite, consider f ∈ H1/2(Ω)
with f = 0. Then, F
(0,q)
d (0, f) = 0 and consequently,
〈f, f〉H1/2(∂Ω) = 〈F (0,q)d (0, f), F (0,q)d (0, f)〉H1q (Ω) = 0.
And if f 6= 0 then F (0,q)d (0, f) 6= 0 so 〈F (0,q)d (0, f), F (0,q)d (0, f)〉H1q (Ω) cannot be zero because
of the properties ofH1q (Ω) being an inner product. These together give us that this definition
for an inner product on H1/2(∂Ω) is valid.
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We need to be able to handle the duality pairing from the weak formulation
〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω) .
We will discuss how to connect this with our inner product via Riesz maps here. We use
the fact that H−1/2(∂Ω) and H1/2(∂Ω) are duals and by the Sobolev Embedding Theorem,
H1/2(∂Ω) is compactly embedded in L2(∂Ω) which is embedded in the H−1/2(∂Ω). So by
the Riesz Representation Theorem there exists an isomorphism R, which we call the Riesz
map, such that
〈f, g〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈Rf, g〉H1/2(∂Ω)
for any f ∈ H−1/2(∂Ω) and g ∈ H1/2(∂Ω).
The duality pairing 〈·, ·〉H−1/2(∂Ω)×H1/2(∂Ω) coincides with the L2(∂Ω) inner product
for all f ∈ L2(∂Ω) since L2(∂Ω) is a subset of H−1/2(∂Ω) and g ∈ H1/2(∂Ω) which is a
subset of L2(∂Ω). Therefore, we must have for f ∈ L2(∂Ω)
〈f, g〉L2(∂Ω) = 〈Rf, g〉H1/2(∂Ω)
and consequently, ∫
∂Ω
fg¯ds =
1
2
∫
∂Ω
γr(F
(0,q)
d (0, Rf))g¯ds.
This gives that 12γr(F
(0,q)
d (0, Rf)) = f , which implies Rf = γdF
(0,q)
r (0, f) since,
1
2
γr(F
(0,q)
d (0, Rf)) =
1
2
γr(F
(0,q)
d (0, γd(F
(0,q)
r (0, f))))
=
1
2
γr(F
(0,q)
r (0, f))
= f.
This will hold for any f ∈ L2(∂Ω), but because L2(∂Ω) is dense in H−1/2(∂Ω) we can
conclude this result for all f ∈ H−1/2(∂Ω). This Riesz map is an isomorphism so must
have an inverse. We can see that inverse is defined as R−1f = γr(F
(0,q)
d (0, f)) for any
37
f ∈ H−1/2(∂Ω) since,
R(R−1f) = γdF (0,q)r (0, R
−1f)
= γdF
(0,q)
r (0, γr(F
(0,q)
d (0, f)))
= γdF
(0,q)
d (0, f)
= f.
So with the Riesz map R and its inverse R−1 we can move between H1/2(∂Ω) and H−1/2(∂Ω)
in a norm preserving way. We can use R to define an inner product on H−1/2(∂Ω) since we
can map all of the elements to H1/2(∂Ω) in a one to one fashion first and then use its inner
product. We define,
〈f, g〉H−1/2(∂Ω) = 〈F (0,q)d (0, Rf), F (0,q)d (0, Rg)〉H1q (Ω)
3.5 Well Posedness
Equipped with our particular space and inner products on the solution space as well
as the boundary spaces, we move to show that the forward problem is well posed.
3.5.1 Background
First, we give Hadamard’s definition of a well posed problem.
Definition 1 (Well Posedness). A problem is considered well posed if
1. A solution exists
2. The solution is unique
3. The solution depends continuously on the data
To achieve the requisite three conditions for a well posed problem we will need the
some background including the Riesz Representation and Lax-Milgram Theorems. We have
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to take special care in invoking the appropriate version of these theorems for our analytical
framework including our choice of a sesquilinear form instead of more simple symmetric
bilinear case, and our particular Hilbert space.
Now we introduce Lax-Milgram as given in [62]. Note simpler versions of Lax-
Milgram exist, jumping to the conclusion of the existence and uniqueness of solutions, but
these are usually for bilinear forms. Here we use the existence of a unique representation
operator to pair with the weak formulation we developed. This gives us something similar
to that of the Riesz Representation Theorem, but the operator is bijective and hence has
an inverse.
Theorem 3 (Lax-Milgram). Let H be a Hilbert space and a : H ×H → C a sesquilinear
map for which
|a(u, v)| ≤ c1‖u‖‖v‖ (continuity)
and
|a(u, u)| ≥ c2‖u‖2 (coercivity)
for u, v ∈ H and c1, c2 > 0. Then there exists a unique bijective linear map A : H → H,
continuous in both directions and uniquely determined by a, with
a(u, v) = 〈Au, v〉 and a(A−1u, v) = 〈u, v〉 for u, v ∈ H,
and for the norms ‖A‖ ≤ c1 and ‖A−1‖ ≤ 1/c2.
If we can frame our problem with this setup and show that our sesquilinear form
satisfies these conditions, then the existence of such an operator A, and consequently it’s
inverse A−1, gives us the existence and uniqueness of a solution.
3.5.2 Application to Sesquilinear Form
So, to make use of this we need to show that our sesquilinear form a(k,q)[u, v] is
continuous and coercive with respect to H1q (Ω).
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Lemma 3 (Continuity). The sesquilinear form a(k,q)[u, v] is continuous with respect to
H1q (Ω).
Proof.
|a(k,q)[u, v]| =
∣∣∣∣∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds
∣∣∣∣
≤ D1
∫
Ω
|∇u · ∇v¯|dx+ |µ1|
∫
Ω
|uv¯|dx+ |ik|
∫
Ω
|uv¯|dx+ 1
2
∫
∂Ω
|γduγdv¯|ds.
Then applying Ho¨lder’s Inequality,
|a(k,q)[u, v]| ≤D1
(∫
Ω
|∇u|2dx
)1/2(∫
Ω
|∇v¯|2dx
)1/2
+ µ1
(∫
Ω
|u|2dx
)1/2(∫
Ω
|v¯|2dx
)1/2
+ k
(∫
Ω
|u|2dx
)1/2(∫
Ω
|v¯|2dx
)1/2
+
1
2
(∫
∂Ω
|γdu|2ds
)1/2(∫
∂Ω
|γdv¯|2ds
)1/2
≤D1
(∫
Ω
|∇u|2 + |u|2dx
)1/2(∫
Ω
|∇v¯|2 + |v¯|2dx
)1/2
+ µ1
(∫
Ω
|∇u|2 + |u|2dx
)1/2(∫
Ω
|∇v¯|2 + |v¯|2dx
)1/2
+ k
(∫
Ω
|∇u|2 + |u|2dx
)1/2(∫
Ω
|∇v¯|2 + |v¯|2dx
)1/2
+
1
2
(∫
∂Ω
|γdu|2ds
)1/2(∫
∂Ω
|γdv¯|2ds
)1/2
=(D1 + µ1 + k)‖u‖H1(Ω)‖v‖H1(Ω) +
1
2
(∫
∂Ω
|γdu|2ds
)1/2(∫
∂Ω
|γdv¯|2ds
)1/2
.
Assuming once again that Ω is a Lipschitz Domain, we invoke the Sobolev Trace Theorem.
Then,
|a(k,q)[u, v]| ≤(D1 + µ1 + k)‖u‖H1(Ω)‖v‖H1(Ω) +
1
2
C(Ω)
(∫
Ω
|∇u|2 + |u|2ds
)1/2(∫
Ω
|∇v¯|2 + |v¯|2ds
)1/2
≤(D1 + µ1 + k + 2C(Ω))‖u‖H1(Ω)‖v‖H1(Ω).
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And since the norm for H1(Ω) is equivalent to that of H1q (Ω),
|a(k,q)[u, v]| ≤C¯‖u‖H1q (Ω)‖v‖H1q (Ω)
for a constant C¯ = (D1 +µ1 +k+2C(Ω)) max{ 1D0 , 1µ0 }2, and hence a(k,q)[u, v] is continuous
with respect to H1q (Ω).
We can also show that a(k,q)[u, v] is coercive.
Lemma 4 (Coercivity). The sesquilinear form a(k,q)[u, v] is coercive with respect to H1q (Ω).
Proof.
|a(k,q)[u, u]| ≥ |Re(a(k,q)[u, u])|
=
∫
Ω
D|∇u|2 + µ|u|2dx+ 1
2
∫
∂Ω
|γdu|2ds
= ‖u‖2H1q (Ω)
and hence a(k,q)[u, v] is coercive.
Thus, with both continuity and coercivity in hand we may invoke Lax-Milgram and
conclude a(k,q)[u, v] = 〈Au, v〉H1q (Ω) for u, v ∈ H1q (Ω) for a unique bijective A. So if we are
to tackle the problem of setting the sesquilinear form equal to a bounded linear functional
on H1q (Ω) (or equivalently an element of (H
1
q (Ω))
∗,
a(k,q)[u, v] = F (v), ∀v ∈ H1q (Ω)
then we also have
a(k,q)[u, v] = 〈Au, v〉H1q (Ω) = F (v), ∀v ∈ H
1
q (Ω)
from Lax-Milgram. By Riesz Representation Theorem we can describe any element of
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(H1q (Ω))
∗ as an inner product so,
F (v) = 〈z, v〉H1q (Ω), ∀v ∈ H1q (Ω).
Then, together
a(k,q)[u, v] = 〈Au, v〉H1q (Ω) = F (v) = 〈z, v〉H1q (Ω), ∀v ∈ H
1
q (Ω)
and,
〈Au, v〉H1q (Ω) = 〈z, v〉H1q (Ω), ∀v ∈ H
1
q (Ω).
And since this hold for all v ∈ H1q (Ω), then we have Au = z, and since A is invertible we
also have u = A−1z. A was unique from the conclusions of Lax-Milgram so this is in fact
the only such solution to setting our sesquilinear form equal to a particular linear functional
on H1q (Ω). We also have bounds on A from Lax-Milgram, namely,
‖A‖H1q (Ω) ≤ c1 and ‖A−1‖H1q (Ω) ≤
1
c2
.
As shown in our proofs of continuity and coercivity,
c1 = (D1 + µ1 + k + 2C(Ω)) max{ 1
D0
,
1
µ0
}2 and 1
c2
= 1
So,
‖A‖H1q (Ω) ≤ (D1 + µ1 + k + 2C(Ω)) max{
1
D0
,
1
µ0
}2 and ‖A−1‖H1q (Ω) ≤ 1.
Then considering u = A−1z where z is the associated representation of F from Riesz (which
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gives ‖z‖ = ‖f‖), our solution u has a bound
‖u‖H1q (Ω) = ‖A−1z‖H1q (Ω)
≤ ‖A−1‖‖z‖H1q (Ω)
= ‖f‖H1q (Ω).
3.5.3 Application to Weak Formulation
This particular situation arises from our weak formulation. Recall our final formu-
lation was
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds =
1
2
∫
∂Ω
gγdv¯ds, ∀v ∈ H1q (Ω)
or,
a(k,q)[u, v] =
1
2
〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω) , ∀v ∈ H1q (Ω).
So from the framework we have established, if 12 〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω) can be considered
a bounded linear functional on H1q (Ω) we will have the existence of a unique solution. Of
course, this is merely a duality pairing and not exactly an element of (H1q (Ω))
∗ as we are
looking for. To connect this to an inner product in H1q (Ω) and consequently to connect it
to a bounded linear functional we use our inner product on H1/2(∂Ω)
〈f, g〉H1/2(∂Ω) = 〈F (0,q)d (0, f), F (0,q)d (0, g)〉H1q (Ω)
and our Riesz map, R, that takes us from H−1/2(∂Ω) to H1/2(∂Ω)
Rf = γdF
(0,q)
r (0, f)
as defined earlier.
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Using the Riesz map we can ensure
〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈Rg, γdv〉H1/2(∂Ω)
in our weak formulation. And using the inner product on H1/2(∂Ω) we have (giving R
explicitly)
〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈F (0,q)d (0, γdF (0,q)r (0, g)), F (0,q)d (0, γdv)〉H1q (Ω)
= 〈F (0,q)d (0, γdF (0,q)r (0, g)), v〉H1q (Ω).
For notational sake we will define pi : H1/2(∂Ω)→ H1q (Ω) as pif = F (0,q)d (0, f) and use our
Riesz map R to get a right hand side of
〈g, γdv〉H−1/2(∂Ω)×H1/2(∂Ω) = 〈piRg, v〉H1q (Ω)
and we can consider this as a linear functional in (H1q (Ω))
∗, and if it is bounded then it
valid right hand side for the weak formulation existence and uniqueness framework presented
earlier. This is not a problem because
1
2
〈piRg, v〉H1q (Ω) ≤ ‖piRg‖H1q (Ω)‖v‖H1q (Ω)
from Cauchy Schwarz and both piRg and v are elements of H1q (Ω), meaning they have finite
norms. Now with this association we consider our specific weak formulation as
a(k,q)[u, v] = 〈Au, v〉H1q (Ω) =
1
2
〈piRg, v〉H1q (Ω) ∀v ∈ H
1
q (Ω)
then we can conclude from Lax-Milgram and the associated analysis that an element in
H1q (Ω) solves this equation, and that Au =
1
2piRg which gives u = A
−1 1
2piRg as a unique
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solution. Furthermore from our analysis,
‖u‖H1q (Ω) = ‖A−1
1
2
piRg‖H1q (Ω)
≤ 1
2
‖A−1‖‖piRg‖H1q (Ω)
=
1
2
‖piRg‖H1q (Ω)
and this is a finite bound because piRg ∈ H1q (Ω) by the way we constructed it. To see the
solution depends continuously on the data g we can further rewrite this as
‖u‖H1q (Ω) ≤
1
2
‖piRg‖H1q (Ω)
≤ ‖pi‖‖R‖‖g‖H−1/2(∂Ω)
= C‖g‖H−1/2(∂Ω) (3.14)
for some constant C. Now that we have this bound we can conclude that the solution not
only exists and is unique, but also depends continuously on the data, which makes up all
three components of a well posed problem. Hence, our forward problem is well posed.
3.6 Representation Operator
So with the knowledge of existence and uniqueness of a solution based on our rep-
resentation of
a(k,q)[u, v] = 〈Au, v〉H1q (Ω)
the question remains to what exactly this operator A is. While its existence is given by
Lax-Milgram, we do not know exactly what it is. Explicitly finding A will give us a relation
between our sesquilinear form (which is not an inner product) and the H1q (Ω) inner product.
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Claim 1. Au = F (0,q)r (−∇ · (D∇u) + (µ+ ik)u, γru). That is, Au = w where
−∇ · (D∇w) + µw = −∇ · (D∇u) + (µ+ ik)u
γrw = γru.
Proof. Let w = F (0,q)(−∇ · (D∇u) + (µ+ ik)u, γru). Then,
a(k,q)[u, v] =
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds
=
∫
Ω
−∇ · (D∇u)v¯ + (µ+ ik)uv¯dx+
∫
∂Ω
γnuγdv¯ds+
1
2
∫
∂Ω
γduγdv¯ds
=
∫
Ω
(−∇ · (D∇u) + (µ+ ik)u)v¯dx+ 1
2
∫
∂Ω
γruγdv¯ds
=
∫
Ω
(−∇ · (D∇w) + µw)v¯dx+ 1
2
∫
∂Ω
γrwγdv¯ds
=
∫
Ω
−∇ · (D∇w)v¯ + µwv¯dx+ 1
2
∫
∂Ω
γrwγdv¯ds
=
∫
Ω
D∇w · ∇v¯ + µwv¯dx−
∫
∂Ω
γnwγ0v¯ds+
1
2
∫
∂Ω
γrwγdv¯ds
=
∫
Ω
D∇w · ∇v¯ + µwv¯dx+ 1
2
∫
∂Ω
γdwγdv¯ds
= 〈w, v〉H1q (Ω).
Then, Au = w = F
(0,q)
r (−∇ · (D∇u) + (µ+ ik)u, γru).
So now we have established exactly what this operator is that coincides with our
sesquilinear form. We also seek the adjoint, A∗. For a bounded, linear operator A : H1 → H2
between Hilbert spaces H1 and H2 the adjoint is a unique operator such that for all v ∈ H1
and u ∈ H2,
〈Au, v〉H1 = 〈u,A∗v〉H2
and A∗ is bounded and linear as well.
Corollary 1. The adjoint of A is given by A∗u = F (0,q)r (−∇ · (D∇u) + (µ− ik)u, γru).
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Proof. Let w¯ = F (0,q)(−∇ · (D∇v) + (µ− ik)v, γrv). That is, A∗v = w¯ where
−∇ · (D∇w¯) + µw¯ = −∇ · (D∇v) + (µ− ik)v
γrw¯ = γrv.
Then,
a(k,q)[u, v] =
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds
=
∫
Ω
−∇ · (D∇v¯)u+ (µ+ ik)v¯udx+
∫
∂Ω
γnv¯γduds+
1
2
∫
∂Ω
γduγdv¯ds
=
∫
Ω
(−∇ · (D∇v¯) + (µ+ ik)v¯)udx+ 1
2
∫
∂Ω
γrv¯γduds
=
∫
Ω
(−∇ · (D∇v) + (µ− ik)v)udx+ 1
2
∫
∂Ω
γrv¯γduds
=
∫
Ω
(−∇ · (D∇w¯) + µw¯)udx+ 1
2
∫
∂Ω
γrw¯γduds
=
∫
Ω
(−∇ · (D∇w¯) + µw¯)udx+ 1
2
∫
∂Ω
γrw¯γduds
=
∫
Ω
D∇w¯ · ∇u+ µw¯udx−
∫
∂Ω
γnw¯γ0uds+
1
2
∫
∂Ω
γrw¯γduds
=
∫
Ω
D∇u · ∇w¯ + µuw¯dx+ 1
2
∫
∂Ω
γduγdw¯ds
= 〈u, w¯〉H1q (Ω)
So, a(k,q)[u, v] = 〈Au, v〉H1q (Ω) = 〈u,A∗v〉H1q (Ω).
So if we embrace a simplier notation that
Lku = −∇ · (D∇u) + (µ+ ik)u
and consequently
L−ku = −∇ · (D∇u) + (µ− ik)u
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we can conclude that a(k,q)[u, v] = 〈Au, v〉H1q (Ω) = 〈u,A∗v〉H1q (Ω) with
Au = F (0,q)r (Lku, γru)
and
A∗u = F (0,q)r (L−ku, γru).
So now we have a full handle on the well posedness of our weak formulation and the specific
representation operator that falls from it. We can now guarantee ourselves a unique solution
will exist in the forward problem and it behaves well enough in that it depends continuously
on the data as we move forward to considering the inverse problem.
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Chapter 4
Inverse Problem
With the forward problem fully covered in the previous chapter, we can now guar-
antee existence and uniqueness of a solution to the forward problem for any input source
that represents the Robin boundary condition. Theoretically, the inverse problem will be to
capture the parameters q = (D,µ) knowing the complete Robin-to-Neumann map Λ(D,µ)
given by (2.35). Experimentally because only a finite number of discrete sources can be
tested and measured, so only part of the Robin-to-Neumann map will be known, and the
inverse problem will be to reconstruct the parameters D and µ using the knowledge of these
source and measurement pairs.
However, unlike the forward problem which we showed was well-posed, the inverse
problem is extremely ill posed, as discussed in Section 4.5. Small perturbations in the
measurements can give highly varied solutions in the parameter space. For this reason, the
DOT inverse problem requires great care and we present our approach here. The existence
of a unique solution is discussed in Section 4.1. Then, considering a finite number of
sources instead of complete knowledge of the Robin-To-Neumann map, the inverse problem
is formulated as an optimization over some cost functional. The choice of cost functional is
evaluated in Section 4.2. We will also have to select a parameter space from which to search
for our solution q that makes both physical and mathematical sense, which is covered in
Section 4.4. And finally as discussed in Section 4.6, the problem must also be regularized
49
to go from an ill posed problem to a nearby well posed one, and this regularization must be
appropriate in terms of the existence of a minimizer to the regularized problem, stability,
and convergence.
4.1 Uniqueness
For the well posed nature of the forward problem we considered
q = (D,µ) ∈ {L∞(Ω)× L∞(Ω : 0 < D0 < D < D1 and 0 < µ0 < µ < µ1}.
For the inverse problem to be sound we want a unique q to exist in this space for each
complete Robin-to-Neumann map. However, standard arguments for uniqueness end up
requiring more smoothness for the D parameter. For investigating theoretical uniqueness
in the inverse problem, consider a relative topology on this space. Namely, we consider
the relative topology of the parameter space to be Hm(Ω) × L∞(Ω) where m depends on
how much smoothness is required. Some desirable properties in the inverse problem require
m = 1, but for the standard uniqueness proof, we require m = 2.
First, consider our final Robin-to-Neumann map that encompasses our model:
−∇ · (D∇u) + (µ+ ik)u = 0 in Ω (4.1)
u+ 2D
∂u
∂ν
= f on ∂Ω (4.2)
−D∂u
∂ν
= g on ∂Ω. (4.3)
The trick will be to turn the PDE into a Schro¨dinger type equation with knowledge of
Dirichlet to Neumann pairs instead of Robin to Neumann pairs. From this point we can
involve the classical results of Sylvester and Uhlmann [61]. To start, utilize the Liouville
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transformation w =
√
Du to manipulate (4.1) into
−∇ · (D∇ w√
D
) + (µ+ ik)
w√
D
= 0
−D(∇ · ∇ w√
D
)− (∇D) · ∇ w√
D
+ (µ+ ik)
w√
D
= 0
−D(∆ w√
D
)− (∇(
√
D
√
D)) · ∇ w√
D
+ (µ+ ik)
w√
D
= 0
−D(∆ w√
D
)− 2
√
D∇
√
D · ∇ w√
D
+ (µ+ ik)
w√
D
= 0
−
√
D∆u− 2∇
√
D · ∇u+ (µ+ ik) u√
D
= 0.
And notice
∆w = ∆(
√
Du)
= ∇ · (
√
D∇u+ u∇
√
D)
=
√
D∆u+ 2∇
√
D · ∇u+ u∆
√
D.
So we can replace −√D∆u− 2∇√D · ∇u with −∆w + u∆√D to get
−∆w + u∆
√
D + (µ+ ik)
u√
D
= 0
−∆w + w√
D
∆
√
D + (µ+ ik)
w
D
= 0
−∆w + (∆
√
D√
D
+
µ+ ik
D
)w = 0
or,
−∆w + bw = 0 (4.4)
where b = (
∆
√
D√
D
+
µ+ ik
D
). This is now a Schro¨dinger type equation, and if we can turn
our knowledge of the Robin-to-Neumann map into a Dirichlet-to-Neumann map then we
can invoke the classical theory on uniqueness in inverse scatter problems of this type.
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Remark 2. Noting this equation has the term ∆w = ∆(
√
Du) requires that D be in H2(Ω)
so that ∆w will exist. As mentioned previously, this is a stronger condition than the phys-
ical setting required for modeling the forward problem, but necessary for this method of
guaranteeing the uniqueness of the inverse problem.
Our boundary conditions for the source and for the measurement are given by (4.2)
and (4.3), but now we want a Dirichlet source and a Neumann measurement for the new
Schro¨dinger type PDE from (4.4). The boundary conditions we are interested in are
w = fˆ on ∂Ω (4.5)
∂w
∂ν
= gˆ on ∂Ω. (4.6)
We can find a linear relation between (f, g) from (4.2) (4.3) and (fˆ , gˆ) from (4.5) and (4.6).
Since the transformation was w =
√
Du, we have
u =
w√
D
on ∂Ω
∂u
∂ν
=
∂(D−1/2w)
∂ν
on ∂Ω.
Manipulating this we get,
u =
fˆ√
D
on ∂Ω
∂u
∂ν
=
∂D−1/2
∂ν
w +
∂w
∂ν
1√
D
on ∂Ω.
And finally,
u =
fˆ√
D
on ∂Ω
∂u
∂ν
=
∂D−1/2
∂ν
fˆ +
1√
D
gˆ on ∂Ω.
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Then plugging these in for u and ∂u∂ν into (4.2) (4.3) we see
fˆ√
D
+ 2D(
∂D−1/2
∂ν
fˆ +
1√
D
gˆ) = f on ∂Ω (4.7)
−D(∂D
−1/2
∂ν
fˆ +
1√
D
gˆ) = g on ∂Ω. (4.8)
Equations (4.7) and (4.8) can be expressed as a linear relation,
f
g
 =
 1√D + 2D ∂D−1/2∂ν 2√D
−D ∂D−1/2∂ν −
√
D

fˆ
gˆ
 . (4.9)
The determinant of the above matrix is −1 + −2D3/2∂D
−1/2
∂ν
+ 2D3/2
∂D−1/2
∂ν
= −1 6= 0
so it is invertible. This means we can go both directions between our boundary conditions
(f, g) and (fˆ , gˆ). Therefore our knowledge of the full Robin-to-Neumann map gives us full
knowledge of the Dirichlet-to-Neumann map. We do however have to have knowledge of D
on the boundary to calculate the transition. We summarize this as Theorem 4.
Theorem 4. Assuming D is known on the boundary, then the frequency domain inverse
problem with a Robin-to-Neumann setting is equivalent to determining q = (D,µ) ∈ H2(Ω)×
L∞(Ω) from all possible Dirichlet-to-Neumann pairs (fˆ , gˆ) ∈ H1/2(∂Ω)×H−1/2(∂Ω) which
are related by the following Schro¨dinger type boundary value problem:
−∆w +
(
∆
√
D√
D
+
µ+ ik
D
)
w = 0 in Ω
w = fˆ on ∂Ω
∂w
∂ν
= gˆ on ∂Ω.
Now we can conclude about uniqueness in the case that k 6= 0.
Corollary 2. Assuming D is known on ∂Ω and consider the non-DC case (k 6= 0). In 2D,
we need additional assumptions that (D,µ) are close to constants. Then from the complete
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Dirichlet-to-Neumann data we can uniquely determine
1
D
=: α and
µa
D
+
∆
√
D√
D
=: β in Ω. (4.10)
Proof. From the work of Sylvester and Uhlmann [61] and the 2D case from Grinberg [30],
we have the potential of the Schro¨dinger equation (the coefficient on the zero order term)
is uniquely determined by the complete Dirichlet-to-Neumann map. Since the uniquely
determined potential is
(
∆
√
D√
D
+
µ+ ik
D
)
and since it is complex for k 6= 0, the individual
real and imaginary parts must be unique. So the real part β and the imaginary part α are
uniquely determined.
And the final uniqueness theorem,
Theorem 5. Let q = (D,µ) ∈ H2(Ω)×L∞(Ω). Assuming D is known on ∂Ω and consider
the non-DC case (k 6= 0). In 2D, we need additional assumptions that (D,µ) are close to
constants. Then in the inverse problem for DOT, q = (D,µ) is uniquely determined as
D =
1
α
and µ =
β
α
− ∆(α
−1/2)√
α
(4.11)
where α and β are determined from Corollary 2.
Proof. The proof follows from manipulating (4.10) to solve for D and µ in terms of α and
β.
We have now shown uniqueness for appropriate smoothness (using H2(Ω)×L∞(Ω))
in the parameter space. The uniqueness has not been shown for the least restrictive param-
eter space L∞(Ω)× L∞(Ω), but much work has been done in varying levels of smoothness
in the parameter space in both Optical Tomography [22, 21] and the very similar Electrical
Impedance Tomography[13, 56] . However, we also had to make the assumption that k 6= 0
to achieve the uniqueness. The next subsection investigates the k = 0 case.
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4.1.1 Using a DC Source
When considering a Direct Current (DC) or Continuous Wave (CW) source instead
of manipulating the frequency of the source, the parameter k = 0. In this case, a constant
frequency is used for the source and the measurements are taken at an equilibrium state.
This is physically an easier (and cheaper) way to conduct DOT tests, so it is of high value
to investigate. In fact, the simulations in this manuscript focus on the use of a DC source.
Simultaneous reconstruction of D and µ with a DC source is a fairly controversial task in
the DOT community, because the uniqueness argument presented above no longer holds. In
fact, not only does the proof not hold for this case, but Arridge and Lionhart showed in [4]
that simultaneous reconstruction of these two parameters with a DC source is impossible.
With the influence of this result, many algorithms using a DC source moving forward
assumed that either D or µ is known (a rather large assumption) and attempted to recapture
the other. This is not ideal as usually we do not know one of the parameters, and need
to recapture both. Interestingly enough, in spite of this theoretical result, experimental
work showed promising results [64, 42]. This discrepancy is likely due to the fact that every
reconstruction algorithm incorporates some prior information, often from regularization
of the ill posed problem. And theoretically, Bastion Harrach showed that with different
restrictions on the parameter space uniqueness can be shown in [33]. Namely, assuming an
appropriately smooth boundary, if D is piecewise constant and µ is piecewise analytic in
 L∞(Ω)×  L∞(Ω) then we get uniqueness in the DC source case.
The debate on whether or not reconstructing both parameters simultaneously using
a DC source is a valid approach is ongoing, but with these results, both experimental success
and the theoretical work of Harrach, our goal will be to simultaneously reconstruct both D
and µ using only the DC source, as seen in our algorithm development and simulations in
the following chapters.
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4.2 Cost Functional
We have shown that with complete knowledge of the Robin-to-Neumann map and
appropriate restrictions to the parameter space, a uniqueness of the solution to the in-
verse problem follows. However, in practice we do not have complete knowledge of the
Robin-to-Neumann map, instead only have access to finitely many source configurations
and experiments. To solve the inverse problem for a finite number of source and measure-
ment pairs (fi, gi) we frame the inverse problem as an optimization. Because we will not
be able to directly calculate an inverse to the forward problem, we instead will iteratively
minimize a cost functional that reflects how close our current guess at the true parameters
is. If we have the exact parameters than the solution to the forward problem with these
parameters should match our boundary measurements. The most natural cost functional is
simply output least squares
J(q) =
1
2
‖γnF (k,q)r (0, f)− g‖2H−1/2(∂Ω) (4.12)
where f is a fixed source and g represents the true Neumann measurement data (often a
noisy measurement gδ). Formulating this as a minimization,
min
q∈Q
J(q) = min
q∈Q
1
2
‖γnF (k,q)r (0, f)− g‖2H−1/2(∂Ω) (4.13)
for some parameter space Q. Considering M source and measurement pairs, the functional
can be minimized over all of them as,
min
q∈Q
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gi‖2H−1/2(∂Ω). (4.14)
This cost functional has desirable properties required when optimizing over this functional
such as continuity and convexity. However, it is not the only functional that can be used
to optimize. In essence, we must choose a functional that defines some metric by which we
grade how close a certain parameter choice q is to the true solution. Consider the variational
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form suggested by Knowles for Electrical Impedance Tomography [49],
J(q) =
∫
Ω
σ |∇(F σn (0, f)− F σd (0, g))|2 dx (4.15)
where σ is the conductivity and F σn (0, f) solves the Neumann forward problem with f as
the source and F σd (0, g) solves the Dirichlet forward problem with the measurement data
as the source. We can extend this form to the DOT case as,
J(q) =
∫
Ω
D
∣∣∣∇(F (k,q)n (0, f)− F (k,q)d (0, g))∣∣∣2 + µ ∣∣∣F (k,q)n (0, f)− F (k,q)d (0, g))∣∣∣2 dx. (4.16)
This alternative cost function will approach zero as the parameter guess approaches the
true parameters that created the measurement g.
Both of these functionals are continuous and convex, and if we have an appropriate
parameter set and smoothness in the gradient we can find a sequence of parameters that
minimizes them. The minimal conditions on the parameter set will change based on the
chosen cost functional. Since our measurement g will have some inherent noise, matching
the measurements in the least squares sense is most practical. The other cost functional
takes the data to the interior before comparing to the measurements and this may have an
adverse affect on noisy data. With this considered, we will use the least squares comparison
(4.14) as the basis for our analysis and algorithm development.
4.3 Continuity and Compactness of Forward Operator
We need a parameter space from which to search for possible minimizers. The
conditions we established on the parameters to give the well posed nature of the forward
problem where
0 < D0 ≤ D ≤ D1 and 0 < µ0 ≤ µ ≤ µ1. (4.17)
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So consider the space
Q = {L∞(Ω)× L∞(Ω) : (4.17) is satisfied }. (4.18)
To formulate an algorithm with which to solve the optimization of the cost functional we
will need certain properties of the forward operator, particularly Fre´chet differentiability,
but before differentiability we look at continuity. Continuity will be a key piece in the
existence of a minimizer to our cost functional. This choice of parameter space for Q will
be sufficient for continuity.
Theorem 6. The operator F
(k,q)
r (0, f) is weakly continuous with respect to the parameter
space Q = {L∞(Ω)× L∞(Ω) : (4.17) is satisfied } .
Proof. Fix the source f . Let qn = (Dn, µn) ∈ Q be a sequence such that qn → q = (D,µ).
Since Q is closed it is clear that q ∈ Q. Let F (k,qn)r (0, f) = un and F (k,q)r (0, f) = u From
(3.14) we know that the solution depends continuously on the data meaning,
‖un‖H1q (Ω) ≤ C‖f‖H−1/2(∂Ω) and ‖u‖H1q (Ω) ≤ C‖f‖H−1/2(∂Ω).
Because of this uniform boundedness, there exists a weakly convergent subsequence of un,
call it un as well, where un ⇀ y ∈ H1q (Ω). Since un and u solve our weak form for the same
source a(k,qn)[un, v] = a
(k,q)[u, v] so,
∫
Ω
Dn∇un · ∇v¯ + (µn + ik)unv¯dx+ 1
2
∫
∂Ω
γdunγdv¯ds
=
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds
and,
∫
Ω
Dn∇un · ∇v¯ −Dn∇u · ∇v¯ + (µn + ik)unv¯ − (µn + ik)uv¯dx+ 1
2
∫
∂Ω
γdunγdv¯ds
=
∫
Ω
D∇u · ∇v¯ −Dn∇u · ∇v¯ + (µ+ ik)uv¯ − (µn + ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds
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which simplifies to
∫
Ω
Dn∇(un − u) · ∇v¯ + (µn + ik)(un − u)v¯dx+ 1
2
∫
∂Ω
γd(un − u)γdv¯ds
= −
∫
Ω
(Dn −D)∇u · ∇v¯ + (µn − µ)uv¯dx
or,
−
∫
Ω
Dn∇wn · ∇v¯ + (µn + ik)wnv¯dx− 1
2
∫
∂Ω
γdwnγdv¯ds
=
∫
Ω
(Dn −D)∇u · ∇v¯ + (µn − µ)uv¯dx. (4.19)
So, wn solves the PDE given by (4.19) with boundary condition
γrwn = 0. (4.20)
Since un and u have the same boundary condition from having the same source term,
wn = un − u will have a homogeneous Robin condition. The right hand side of (4.19) can
be manipulated to show
∫
Ω
(Dn −D)∇u · ∇v¯ + (µn − µ)uv¯dx ≤ ‖Dn −D‖∞
∫
Ω
∇u · ∇v¯ + ‖µn − µ‖∞
∫
Ω
uv¯dx.
(4.21)
And since we assumed qn → q, we know ≤ ‖Dn −D‖∞ → 0 and ‖µn − µ‖∞ → 0, so this
right hand side converges to zero. Letting wn → w = y − u and qn → q gives,
−
∫
Ω
D∇w · ∇v¯ + (µ+ ik)wv¯dx− 1
2
∫
∂Ω
γdwγdv¯ds = 0
which is simply,
a(k,q)[w, v] = 0
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which allows us to conclude that w = 0. This gives y = u or un ⇀ u and consequently
F
(k,qn)
r (0, f) ⇀ F
(k,q)
r (0, f) in H1q (Ω) if qn → q in L∞(Ω) × L∞(Ω), meaning the forward
operator is weakly sequentially continuous with respect to the parameters. Since this was
true for an arbitrary subsequence un it holds for any subsequence and gives the desired
result.
Corollary 3. The operator γnF
(k,q)
r (0, f), or equivalently the Robin to Neumann map for
a fixed source Λ(D,µ)f = g, is strongly continuous with respect to the parameter space
Q = {L∞(Ω)× L∞(Ω) : (4.17) is satisfied }.
Proof. γn is a compact operator [26], and compact operators take weakly convergent se-
quences to strong ones. Since we had qn → q =⇒ F (k,qn)r (0, f) ⇀ F (k,q)r (0, f), this gives
γnF
(k,qn)
r (0, f)→ γnF (k,q)r (0, f), and hence strong continuity.
We can also show that the forward operator taken to the boundary measurements
for one fixed source is compact, which will be important in our discussion of the ill posed
nature of the problem.
Corollary 4. The operator γnF
(k,q)
r (0, f) is compact.
Proof. Since γn is a compact operator so it takes bounded subsets of H
1
q (Ω) to relatively
compact sets in H−1/2(∂Ω). Since F (k,q)r (0, f) is continuous it takes a subset of L∞(Ω) ×
L∞(Ω) to a bounded subset in H1q (Ω). Connecting this map to take bounded sets from
L∞(Ω)×L∞(Ω) to relatively compact sets in H−1/2(∂Ω), giving γnF (k,q)r (0, f) is compact.
Remark 3. To show continuity and the compactness of the operator we only had to deal
with Q = {L∞(Ω) × L∞(Ω) : (4.17) is satisfied }. For future properties in regularization
theory, and also algorithm development, we will have to change the relative topology to one
with more smoothness in the D parameter. This is because we will need a certain smoothness
on the gradient of the output least squares J(q).
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4.4 Parameter Space
We need a parameter space from which to search for possible minimizers, and thus
far have considered Q as given by (4.18). This space followed from the conditions on the
parameters used to model the forward problem, and has certain inherent properties.
Lemma 5. The space Q is closed.
Proof. This follows from the inequalities in the bounds of D and µ allowing equality. If any
convergent sequence qn → q = (D,µ) converges to a q outside of the conditions given by
(4.17) then ‖qn − q‖L∞(Ω)×L∞(Ω) >  for some  and all n.  is determined by the distance
between D or µ and the bound they violate.
To guarantee a solution exists in our optimization problem (4.13) over our parameter
space, we cannot simply look at Q being closed, because we need it to be compact (although
this is stronger than actually required, see the following remark).
Remark 4. Since J(q) is bounded below for any reasonable cost functional, and in this case
is sequentially lower semi-continuous from the continuity of the forward operator (in fact it
is continuous), a standard proof of existence of a minimizer would follow if the minimizing
sequence (which exists from J(q) being bounded below), had a convergent subsequence. A
compactness property would ensure this convergent subsequence, but any other argument
that gives this particular subsequence of the minimizing sequence is also valid to give the
existence of a minimizer in the set. That could be from weak topologies as below, or from
more properties of J(q).
This compactness is not going to follow with a strong topology on Q. However, if we
follow the arguments of Banks and Kunisch [6] (cf p.223) and endow the parameter space
with the relative topology
H1weak(Ω)× L∞weak∗(Ω) (4.22)
we can get the following theorem.
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Theorem 7. The set Q is compact set endowed with the H1weak(Ω)× L∞weak∗(Ω) topology.
Proof. See [6] Lemma 1.3. The proof invokes the Banach-Alaoglu theorem to get the weak∗
compactness on L∞(Ω).
This compactness along with the continuity of the forward operator will give the
existence of a solution to (4.13). Our continuity proof was based in the strong topology on
Q, but the proof of continuity in the weak topology (4.22) can be found in [6] also.
4.4.1 Hilbert Space Framework
For the remaining analysis we will now switch to a Hilbert space setting to invoke
existing results in inverse problem and regularization theory as well as to enforce more
smoothness that will give desired qualities of the Fre´chet derivative. Define
QH = {H1(Ω)× L2(Ω) : (4.17) is satisfied } (4.23)
so that QH is now a subset of a Hilbert space, unlike the original Q. While we proved
continuity and compactness with respect to the original parameter space in a Banach space
setting, this Hilbert space formulation also gives continuity and compactness of the operator
as seen in [22]. QH is also closed similarly to Q. QH is also weakly closed.
Lemma 6. QH is closed and convex, and hence weakly closed.
Proof. QH is closed similarly to the proof for Q. It is also convex because if any q = (D,µ)
is in QH then it satisfies the bounds from (4.17), 0 < D0 ≤ D ≤ D1 and 0 < µ0 ≤ µ ≤ µ1
and for all t ∈ [0, 1] and any qn = (µn, Dn), qm = (µm, Dm) ∈ QH
(1− t)µm + tµn ≤ (1− t)µ1 + tµ1 = µ1
(1− t)µm + tµn ≥ (1− t)µ0 + tµ0 = µ0
(1− t)Dm + tDn ≤ (1− t)D1 + tD1 = D1
(1− t)Dm + tDn ≥ (1− t)D0 + tD0 = D0.
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This gives (1 − t)qn + tqm ∈ QH for all t ∈ [0, 1], and hence QH is convex. Convexity and
closedness give weak closedness.
Another important property this setting gives us is that γnF
(k,q)
r (0, f) is weakly
sequentially closed.
Theorem 8. The operator γnF
(k,q)
r (0, f) is weakly sequentially closed, meaning if qn ⇀ q
then q ∈ QH and γnF (k,qn)r (0, f) ⇀ γnF (k,q)r (0, f).
Proof. The proof is given in full by [22], but using things we have already proved, γnF
(k,q)
r (0, f)
is weakly closed because QH is weakly closed and γnF
(k,q)
r (0, f) is continuous.
Now armed with this Hilbert space setting and the weakly sequentially closed op-
erator we can give existence of a minimizer without invoking weak topologies. In this new
Hilbert space setting, the optimization problem becomes
min
q∈QH
J(q) = min
q∈QH
M∑
i=1
1
2
‖γnF (k,q)r (0, fi)− gi‖2H−1/2(∂Ω). (4.24)
And we can guarantee the existence of a minimizer without making use of weak topologies
(and not enforcing compactness of the parameter space).
Theorem 9. There exists a minimizer to (4.24).
Proof. The functional J(q) is bounded below by 0, so there exists a minimizing sequence that
converges monotonically to the infimum of J(q). This sequence has a weakly convergent
subsequence qn ⇀ q because it is uniformly bounded by the conditions (4.17), and in a
separable Hilbert space. Since QH is weakly closed, q ∈ QH . Similarly γnF (k,qn)r (0, f) ⇀ y,
and the weak sequential closedness gives γnF
(k,q)
r (0, f) = y. Then J(q) is weakly lower
semicontinuous which means lim inf
n→∞ J(q¯n) ≥ J(q¯) for any q¯n ⇀ q¯ . And this gives J(q) ≤
lim inf
n→∞ J(qn) = inf{J(q) : q ∈ QH}. Clearly, J(q) ≥ inf{J(q) : q ∈ QH} as well, which gives
J(q) = inf{J(q) : q ∈ QH}
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and implies that q is the minimizer of J(q) over QH , and it exists in QH .
We have shown this optimization problem has a solution, but the next section shows
why the inverse problem is ill posed. We will not be able to easily find the appropriate solu-
tion in practice because a small amount of noise in the measurement can give an unbounded
amount of error in the parameter reconstruction.
4.5 Ill Posedness
The compactness of the operator as given in Corollary 4 (and from [22] for the
operator taking values from QH) is a key to seeing that the inverse problem is ill-posed.
This can be seen by making use of the singular values. The singular values of γnF
(k,q)
r (0, f)
will be the square roots of the eigenvalues of (γnF
(k,q)
r (0, f))∗γnF
(k,q)
r (0, f). We can make
use of the following theorem attributed to Picard.
Theorem 10. Let A : X → Y be a compact operator with singular system (σj , xj , yj),
meaning
Axj = σjyj and A
∗yj = σjxj ,
where σj are the square root of the eigenvalues of A
∗A. Then for y ∈ N (A)⊥ the equation
Ax = y is solvable if and only if
∑
j∈N
1
σ2j
|〈y, yj〉| <∞
in which case the solution is given by
x = A−1y =
∑
j∈N
1
σj
〈y, yj〉xj .
Proof. The proof is attributed to Picard. See [14] for an example.
Since we showed γnF
(k,q)
r (0, f) was compact in Corollary 4, we can invoke this
theorem. So if we have the existence of the inverse it can be expressed as an infinite sum
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involving the singular values. Since q is in an infinite dimensional Hilbert space, the operator
has infinite singular values, it must be the case that µn → 0 [52]. This means that 1
σn
→∞,
and consequently the inverse is unbounded. If we consider γnF
(k,q)
r (0, f) = g and take the
measurement g to be perturbed by some noise δg, then gδ = g+ δg and from this theorem,
the solution qδ would be
qδ =
∑
j∈N
1
σj
〈gδ, yj〉xj
qδ =
∑
j∈N
1
σj
〈g + δg, yj〉xj
qδ =
∑
j∈N
1
σj
〈g, yj〉xj +
∑
j∈N
1
σj
〈δg, yj〉xj
if (σj , xj , yj) is the singular system for γnF
(k,q)
r (0, f). So no matter how small and bounded
the perturbation δg is, we can still not bound the inverse since the
1
σj
component trends
toward infinity. The quicker the sequence of singular values tends toward zero (and con-
sequently the inverse tends toward infinity) the more ill-posed the problem is considered
to be. Since we have an ill posed inverse problem, we must regularize it so that we can
solve it. Similar to our approach of the unregularized problem we will seek to show that
the regularization is well posed.
4.6 Regularization
While we explored theoretical uniqueness in the inverse problem with knowledge of
the full Robin-to-Neumann map in Section 4.1, but with a single (or finitely many) sources
and the nonlinearity of γnF
(k,q)
r (0, f), there may be multiple elements in QH such that
γnF
(k,q)
r (0, f) = g. We reduce this indeterminacy by seeking an x∗ minimum norm solution.
Definition 2. Let F : X → Y , x∗ ∈ X and y ∈ range(F ) ⊂ Y . A x† ∈ X is called a
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x∗-minimum norm solution with respect to a functional Φ if
F (x†) = y
and
Φ(x† − x∗) = min{Φ(x− x∗)|F (x) = y}.
This extends the linear concept of searching for a minimum norm solution. In the
case of DOT, and also in EIT, we consider our parameters to have some known background
q∗ = (D∗, µ∗). These background values of healthy tissue are made based on standard values
for the type of tissue being tested, and can vary in space if physically accurate. This will be
important when searching for sparse solutions, as there will be tumors and inhomogeneities
that are sparse away from the background, and we desire them to be sparse away from zero,
so we subtract off the known background parameters. So the parameter to minimize over
becomes
δq = q − q∗ = (D −D∗, µ− µ∗) = (δD, δµ),
and we seek a q∗ minimum norm solution.
4.6.1 Well Posedness of Regularization
Now, we address regularizing the cost functional with Tikhonov penalty terms.
The idea behind regularizing an ill posed problem is to move to a neighboring well posed
problem to avoid small noise in measurements turning into large errors in the solution. It
becomes a balancing act between the accuracy of the least squares cost functional and the
regularization which makes the problem more well posed and solvable. However, certain
properties of regularization are desired to consider the new optimization problem well posed.
We will seek the existence of a minimizer, and the convergence of the regularization to the
true solution as the noise and regularization parameter go to zero.
Since this analysis is warranted by the ill posed nature of the problem, and the
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difficulties that causes when there is slight noise in g, we consider our measurements to be
a noisy gδ such that ‖gδ − g‖ < δ. We slightly perturb the the cost functional by recasting
it as a Tikhonov type functional [24]
Jα(q) =
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gδi ‖2 + αΦ(δq) (4.25)
where the regularization parameter α is how the balance between combating the ill posed
nature and ensuring a good fit is obtained. Many choices for the penalty functional Φ(δq)
are available such as total variation [1], Mumford-Shah [58], standard Tikhonov l2 penalty
[25, 42, 64], and sparsity penalties [18]. The choice of the particular penalty functional is
usually motivated by some a priori assumption about the solution you seek, whether it be
a sparse solution or a smooth one. Regardless of whether or not that assumption is correct
and the application of a particular penalty over another one is a good idea, there are certain
properties of these functionals that are required for the well posedness of the regularized
inverse problem. The first being existence. The conditions for the existence of a minimizer
of Jα are given in Theorem 11.
Remark 5. The theory presented here is with nonlinear operators F in mind. The theory
for linear operators is very well developed, and will vary some from what is presented here,
but we are considering the full nonlinear DOT case as our motivation for this analysis.
Theorem 11 (Existence of Minimizer). Let X and Y be Hilbert Spaces. If F : X → Y is
continuous and weakly sequentially closed and Φ : X → R is weakly lower semicontinuous
with bounded level sets. Further, α > 0,Φ > 0 and Φ is proper. Then there exists a
minimizer of Jα(x).
Proof. This proof is classical, see [24].
The framework here considers X and Y as Hilbert Spaces, and this is applicable
for our problem because we are considering a parameter set QH , a Hilbert space. However
we remarked earlier that our Hilbert space assumption was motivated by the available
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regularization theory results, so it is worth noting that there are conditions for the existence
of the solution to a Tikhonov type regularization minimization problem for Banach spaces
as well. These conditions fall in line with the weak topologies used for Banach space
compactness of the parameter space as shown as (4.22), and the paper [37] discusses them
in depth.
To invoke Theorem 11, we have continuity of γnF
(k,q)
r (0, f) from Theorem 3 and
weak sequential closedness from Theorem 8. So if we choose an appropriate Φ will we have
the existence of a solution to (4.25). Similarly we have machinery for the stability and
convergence of the regularization method.
Theorem 12 (Convergence of Minimizers for δ → 0). Let X and Y be Hilbert Spaces.
Assume F : X → Y is continuous and weakly sequentially closed and that Φ : X → R
is weakly lower semicontinuous with bounded level sets. Furthermore we assume that F ≥
0,Φ ≥ 0 and Jα = F +αΦ is proper. Finally we assume that a x∗-minimum norm solution
exists which is denoted by x†. Let (δk)k∈N ⊂ RN with δk → 0 and assume that {yδ}δ>0 ⊂ Y
satisfies ‖y − yδ‖ ≤ δ. Choose α(δ) > 0 such that
α(δ)→ 0 and δ
2
α(δ)
→ 0 as δ → 0.
Let xδkα(δk) ∈ arg minx∈D(F ) Jαk(x, yδk) denote a minimizer of Jαk . Then {x
δk
α(δk)
}k∈N has a
weakly convergent subsequence. The weak limit of every weakly convergent subsequence is a
x∗-minimum norm solution.
Proof. This is an extension of the classic results of [24].
To use this on (4.25), notice we again have continuity of γnF
(k,q)
r (0, f) from Theorem
3 and weak sequential closedness from Theorem 8. We also have that γnF
(k,q)
r (0, f) > 0
because we are considering the outward flux as measurements. We have the existence of the
minimizer of Jα from invoking Theorem 11. So if the regularization functional Φ meets the
requirements of Theorem 11 and Theorem 12, the existence, stability, and convergence of
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the regularization method can be concluded. So combining these requirements, the inverse
problem we have formulated will be well posed if, in addition to what we have already
shown for γnF
(k,q)
r (0, f), Φ satisfies the following conditions.
Lemma 7. The conditions on Φ we require for successful regularization in our framework
are:
1. Φ is weakly lower semicontinuous.
2. Φ ≥ 0.
3. Φ is proper.
4. Φ has bounded level sets.
4.6.2 Sparsity Promoting Penalty Functionals
With existence, stability, and convergence of the regularization method we can con-
clude the well posedness of our regularization method, and that our formulation of the
inverse problem is well founded. These results all depend on the choice of the regularization
functional Φ and we will consider `p penalty functionals of the form
Φp(δq) =
∑
i∈N
|〈δq, φi〉|p (4.26)
where {φi} is a frame or basis of QH and 1 ≤ p ≤ 2. In the case where p = 2 this is a
classic Tikhonov penalty. This penalty promotes smooth solutions, and is popular in many
applications because it emits a closed form minimizer [24].
However, much recent interest in inverse problems is using a sparsity promoting
penalty term in which 1 ≤ p < 2 since the seminal work of Daubechies [18]. Their analysis
was conducted on linear operators so while it motivates using sparsity promoting penalty
functionals, the analysis does not directly apply to this DOT application. We will consider
the case that p = 1 primarily. Also motivating this sparsity promoting penalty choice is
similar work of Jin and Maass for Electrical Impedance Tomography [46].
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In our DOT case, the penalty must be defined as
αΦ(δq) = α
∑
i∈N
|〈δq, φi〉H1(Ω)×L2(Ω)| (4.27)
= αD
∑
i∈N
|〈δD, φi〉H1(Ω)|+ αµ
∑
i∈N
|〈δµ, φi〉L2(Ω)|. (4.28)
We have a vector of regularization parameters α = (αD, αµ), one for D and one for µ in the
parameter vector q. Using multiple penalty functionals is discussed in [40].
So the final minimization formulation of our inverse problem will be
min
q∈QH
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gi‖2H−1/2(∂Ω) + αD
∑
i∈N
|〈δD, φi〉H1(Ω)|+ αµ
∑
i∈N
|〈δµ, φi〉L2(Ω)|
(4.29)
and we call the function being minimized over Jα(q). We have shown that if this particular
sparsity promoting functional Φ satisfies Lemma 7 then regularizing the problem in this
manner is well founded by classical regularization theory can be invoked to guarantee the
existence of a minimizer and the stability and convergence of the regularization scheme in
(4.29). In the next chapter we discuss sparsity regularization in much greater detail. The
sparsity promoting penalty functional will be shown to fulfill the requirements of Lemma
7, giving the well posedness of our regularized inverse problem.
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Chapter 5
Sparsity
The previous chapter developed the framework required for making use of sparsity
promoting regularization terms, particularly where p = 1. This chapter will motivate and
progress the usage of sparsity regularization in Diffuse Optical Tomography. As discussed,
the ill posed inverse problem in DOT requires regularization to slightly adjust the problem
to a neighboring well posed problem. And since there is a need for regularization, the choice
of specifically how the problem is regularized should be made with regard to the properties
of the problem at hand.
The goal of DOT is to find spatial representations of the scattering and absorption
parameters which have a high contrast in places of inhomogeneities or tumors versus healthy
background tissue [29]. Because these inhomogeneities are isolated spots amongst a pre-
dominantly simple background, a solution in some spatial basis should require few elements,
and consequently be a sparse solution. Then considering the need for regularization, we
should make use of this extra a priori assumption on the problem and incorporate seeking a
sparse solution into the regularization. First, sparsity regularization is introduced formally.
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5.1 Sparsity in Infinite Dimensions
With regards to DOT, we consider sparsity regularization of a minimization problem
in which the solution space is infinite dimensional. The famous work [18] has inspired
sparsity regularization in many applications. That work dealt with linear forward operators,
and the results were subsequently extended to nonlinear operators [57].
The idea behind sparsity regularization is to minimize a sparsity promoting func-
tional such as
J(f) = ‖Kf − g‖2 + α
∑
i∈N
|〈f, φi〉|p (5.1)
for some orthonormal basis {φi} and operator K. If p = 2 this functional is convex and
differentiable and Tikhonov regularization theory applies. In this case, an explicit minimizer
exists
f = (K∗K + αI)−1K∗g. (5.2)
Unfortunately, this minimizer will not hold for other ranges of p, but these ranges have
desirable properties related to sparsity. We primarily consider the case of p = 1,
J(f) = ‖Kf − g‖2 + α
∑
i∈N
|〈f, φi〉| . (5.3)
For this case, and the range 1 ≤ p < 2, the penalty willl promote sparse solutions and
the functional will still be convex. This type of functional increases the penalization of small
coefficients (meaning |〈f, φi〉| < 1) while decreasing the penalization on large coefficients,
in contrast to the p = 2 case which in which the regularization term stays small for small
values (because the value is squared). Since these cases of having a large number of small
coefficients result in a higher penalty term, the solution to the minimization will favor those
with a few predominantly large coefficients, and hence a sparse solution.
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Of course, for 0 < p < 1, even more weight is placed on sparse solutions, but the
functional is no longer convex and significantly harder to solve. See [12, 65] for a treatment
of this condition. In the case of p = 1 which we focus on here, this function is convex, but
no longer differentiable, so the minimizer of (5.1) is not initially clear. However, as shown
in [18] for the linear case, a minimizer for (5.3) can be found iteratively through a surrogate
functional approach. Following that work and assuming appropriate conditions on K, it
can be shown that the surrogate functional
JSUR(f ; a) = ‖Kf − g‖2 + α
∑
i∈N
|〈f, φi〉|+ ‖f − a‖2 − ‖K(f − a)‖2 (5.4)
has a minimizer given by
f = Sα(a+K
∗(g −Ka)) (5.5)
where Sα(x) =
∑
i∈N Sα(x)φi and Sα is the soft shrinkage functional
Sα(x) =

x− α : x ≥ α
0 : |x| < α
x+ α : x ≤ α.
(5.6)
This functional takes small coefficient values to zero, and shrinks the rest, enforcing the
sparsity constraints. Choosing a to be f in (5.5), this surrogate functional matches the
functional of interest (5.3). Then, using an iterative scheme of
fn = Sα(x)(f
n−1 +K∗(g −Kfn−1)) (5.7)
for some starting guess f0 will result in convergence to the minimizer of (5.3). So this soft
shrinkage iterative process can minimize the sparsity regularized problem in the linear case.
A hard shrinkage thresholding scheme can also be used [11].
For the purposes of applying this to DOT, the theory must be extended to nonlinear
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operators, and this is done in [57] and the connection with the surrogate functional approach
and soft shrinkage was established in [10]. In the end, the soft shrinkage operator will be
invaluable in the development of an algorithm to solve the sparsity regularized DOT inverse
problem, which is handled in the next chapter.
5.2 Sparsity in DOT
Now we have all the tools required to apply the regularization framework of Chapter
4 with the sparsity regularization theory of this chapter. Recall the minimization at hand
for the DOT inverse problem
min
q∈QH
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gi‖2H−1/2(∂Ω) + αD
∑
i∈N
|〈δD, φi〉H1(Ω)|+ αµ
∑
i∈N
|〈δµ, φi〉L2(Ω)|
(5.8)
where the functional to be minimized is defined as Jα(δq). In the previous chapter we
showed the necessary conditions on the forward operator γnF
(k,q)
r (0, f) to apply the sparsity
regularization framework. The remaining conditions on the regularization penalty were
given in Lemma 7. Considering,
Φ(δq) =
∑
i∈N
|〈δD, φi〉|+
∑
i∈N
|〈δµ, φi〉| (5.9)
the conditions on Φ required to validate the sparsity framework are proven in Theorem 13.
Theorem 13. The following conditions
1. Φ is weakly lower semicontinuous.
2. Φ ≥ 0.
3. Φ is proper.
4. Φ has bounded level sets.
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hold with the sparsity promoting regularization term
Φ(δq) =
∑
i∈N
|〈δD, φi〉|+
∑
i∈N
|〈δµ, φi〉|.
Proof. 1. Φ is weakly lower semicontinuous.
Let qn = (Dn, µn) ⇀ q = (D,µ) then,
Φ(δq) =
∑
i∈N
|〈δD, φi〉|+
∑
i∈N
|〈δµ, φi〉|
=
∑
i∈N
lim
n→∞ |〈δDn, φi〉|+
∑
i∈N
lim
n→∞ |〈δµn, φi〉|
and Fatou’s Lemma gives,
Φ(δq) ≤ lim inf
n→∞
∑
i∈N
|〈δDn, φi〉|+ lim inf
n→∞
∑
i∈N
|〈δµn, φi〉|
≤ lim inf
n→∞
(∑
i∈N
|〈δDn, φi〉|+
∑
i∈N
|〈δµn, φi〉|
)
= lim inf
n→∞ Φ(δqn)
which gives that Φ is weakly lower semicontinuous.
2. Φ ≥ 0.
This is clear from the definition of Φ using absolute value.
3. Φ is proper.
Φ is proper as long as there is an element q ∈ QH such that Φ(δq) < ∞. This is
satisfied by Φ(0) = 0.
4. Φ has bounded level sets.
If {δq|Φ(δq) = a} is unbounded for some a then there is a sequence δqn such that
‖δqn‖H1(Ω)×L2(Ω) →∞, which gives either 〈δDn, δDn〉H1(Ω) →∞ or 〈δµn, δµn〉L2(Ω) →
∞. But Φ(δqn) = a < ∞. So, lim
n→∞Φ(δqn) = a. Letting δDn =
∑
i∈N
δDinφi and
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δµn =
∑
i∈N
δµinφi, if lim
i→∞
δDin = ∞ or lim
i→∞
δµin = ∞ then δDn = ∞ or δµn = ∞ and
clearly from plugging into the definition of Φ, lim
n→∞Φ(δqn) = ∞ which is a contra-
diction and no such unbounded sequence could exist. Otherwise while dropping the
inner product spaces for notational convenience,
〈δDn, δDn〉 = 〈
∑
i∈N
δDinφi, δDn〉
=
∑
i∈N
δDin〈φi, δDn〉
≤ sup
i
{Din}
∑
i∈N
〈δDn, φi〉
where supi{Din} is finite by the assumption above. Then,
〈δDn, δDn〉 → ∞ =⇒
∑
i∈N
〈δDn, φi〉 → ∞.
By the same argument,
〈δµn, δµn〉 → ∞ =⇒
∑
i∈N
〈δµn, φi〉 → ∞.
Then, since ‖δqn‖ → ∞ either 〈δDn, δDn〉 → ∞ or 〈δµn, δµn〉 → ∞ which gives
lim
n→∞
∑
i∈N
|〈δDn, φi〉|+
∑
i∈N
|〈δµn, φi〉| =∞
or, lim
n→∞Φ(δqn) = ∞ 6= a which is a contradiction, and hence such an unbounded
sequence cannot exist and the the level sets must be bounded.
Now everything has been shown to conclude the well posedness of the sparsity
regularization for DOT.
Lemma 8. Jα(δq) has a minimizer in QH .
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Proof. Since we have continuity of γnF
(k,q)
r (0, f) from Theorem 3 and weak sequential
closedness from Theorem 8, combining this with the conditions just shown on Φ in Theorem
13, we can invoke Theorem 11 to conclude the existence of a minimizer.
Lemma 9. The sequence of minimizers of Jα(δq) achieved by δ → 0 and α → 0 appro-
priately, has a weakly convergent subsequence that has a weak limit of a q∗-minimum norm
solution.
Proof. Similar to the previous proof the conditions on the forward operator have been met
in Theorem 3 and Theorem 8 while the conditions on Φ are shown in Theorem 13, and
there exists a minimizer from Lemma 8, so we can invoke Theorem 12 to conclude there is
a weakly convergent subsequence to a q∗-minimum norm solution.
Theorem 14 (Well posedness of sparsity regularization for the DOT Inverse Problem).
Jα(δq) has a minimizer and the sequence of minimizers {qn} from δ → 0 and α → 0
appropriately, converges in norm to a q∗-minimum norm solution.
Proof. Lemma 8 covers the existence of a minimizer and the weak convergence to a q∗-
minimum norm solution is given by Lemma 9. All that is left is to show that this weak
convergence can be strengthened to a convergence in norm. With δqn ⇀ δq, 〈δDn, φi〉 →
〈δD, φi〉 and 〈δµn, φi〉 → 〈δµ, φi〉. This gives
lim
n→∞Φ(δqn) = limn→∞
(∑
i∈N
|〈δDn, φi〉|+
∑
i∈N
|〈δµn, φi〉|
)
=
∑
i∈N
| lim
n→∞〈δDn, φi〉|+
∑
i∈N
| lim
n→∞〈δµn, φi〉|
=
∑
i∈N
|〈δD, φi〉|+
∑
i∈N
|〈δµ, φi〉|
= Φ(δq).
The next part of the proof is handled in [18] (cf. Lemma 4.3) which uses the fact that
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δqn ⇀ δq and Φ(δqn)→ Φ(δq) (which we just showed) to conclude
lim
n→∞ ‖δqn − δq‖H1(Ω)×L2(Ω) = 0
which gives convergence in norm to the q∗-minimum norm solution. So now we have the
existence of a minimizer and the convergence of a subsequence to this minimizer, and
conclude that the regularization with sparsity constraints of the DOT inverse problem is
well posed.
This concludes the discussion of the theoretical soundness of sparsity regularization
in the DOT inverse problem. We have shown that it is well posed, and will move forward
to algorithm development and simulation. Convergence rates and source conditions of the
regularization are not offered here, but see [37, 51] for general sparsity theory including
Banach space analysis and [22] for the DOT application without sparsity penalties.
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Chapter 6
Algorithm Development
Now that the sparsity regularization has been fully developed in the previous chap-
ter, we seek a minimizer of
Jα(δq) =
1
2
M∑
i=1
‖γnF (k,q)r (0, fi)− gδi ‖2L2(∂Ω) + αD
∑
i∈N
|〈δD, φi〉H1(Ω)|+ αµ
∑
i∈N
|〈δµ, φi〉L2(Ω)|
(6.1)
for M source and noisy measurement pairs (fi, g
δ
i ). We have guaranteed its existence and
the existence of a converging subsequence as the noise level and regularization go to 0 ap-
propriately. With this solid footing, we investigate the best way to solve this minimization,
and obtain an estimation of the true parameters q† = (D†, µ†). This is commonly done
with iterative methods. Invoking an iterative method usually involves just repeated calcu-
lations of easily solved forward problems, and in fact serves to self-regularize the problem by
early termination using a stopping criteria of some kind. These iterative methods can be of
Landweber form [24], Conditional Gradient [10], Gauss-Newton type [23], use a Levenberg-
Marquart scheme [42], or apply some other projected iteration form [57]. Here we consider
a novel type of iterative method mixing a smoothed Sobolev gradient descent with iterative
soft shrinkage, similar to the algorithm implemented in Electrical Impedance Tomography
theoretically in [45] and tested experimentally in [28].
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Remark 6. The measurement space is taken to be L2(∂Ω) instead of H−1/2(∂Ω) for the
purposes of this chapter, and the following simulations chapter. This is because of regularity
that will be needed on the gradient to ensure an iterative method will converges to a solution
within the parameter space. This necessity will become clear in the development of the
linearized adjoint, and further the compact embedding of H−1/2(∂Ω) in L2(∂Ω) suggests
that this is not an extreme assumption for the source.
Remark 7. Thus far we have assumed the boundary to be a Lipschitz domain. For some
of the regularity conditions used in this chapter the boundary will be required to also have
a Lipschitz continuous first derivative and be in C1,1 [31], although it is suggested that a
C1 is likely sufficient [22]. These smoothness assumptions are fairly natural, and in any
implementation this condition will not affect the outcome because the source will be discrete.
6.1 Gradient of Cost Functional
While the regularization part of (6.1) is not differentiable, we can make use of the
gradient of the least squares portion. So, considering just the discrepancy part of our
minimization task, the α = 0 case, we want the gradient of this functional so it can be
iteratively minimized by a sequence of steps in the negative gradient direction. Considering
a general least squares cost functional and operator K : X → Y we are interested in finding,
∇J(f) = ∇‖Kf − g‖2Y .
By standard theory J has a directional derivative in direction f˜ of
J ′(f)[f˜ ] = 〈K ′(f)[f˜ ],Kf − g〉Y .
Then the gradient can be defined by a Riesz map to get
〈f˜ ,∇J(f)〉Y = J ′(f)[f˜ ].
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Which in the end gives,
〈f˜ ,∇J(f)〉Y = 〈K ′(f)[f˜ ],Kf − g〉Y
= 〈f˜ , (K ′(f)[f˜ ])∗(Kf − g)〉X .
So, ∇J(f) = (K ′(f)[f˜ ])∗(Kf − g). Applying this framework to the discrepancy piece of 6.1
and making use of the linearity of the gradient we get,
∇J(q) =
M∑
i=1
((γnF
(k,q)
r (0, fi))
′)∗(γnF (k,q)r (0, fi)− gδi ). (6.2)
So to make use of this gradient we need to first find the linearized adjoint of the forward
operator.
6.1.1 Linearized Adjoint
First we need the linearized operator (γnF
(k,q)
r (0, f))′. Let δq be an arbitrary direc-
tion for the variation of q that vanishes on ∂Ω and subtract the governing equations for the
weak formulation of F
(k,q)
r (0, f) = u and F
(k,q+δq)
r (0, f) = u+ δu to get,
∫
Ω
(D + δD)∇(u+ δu) · ∇v¯ + (µ+ δµ+ ik)(u+ δu)v¯dx+ 1
2
∫
∂Ω
γd(u+ δu)γdv¯ds
−
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+ 1
2
∫
∂Ω
γduγdv¯ds = 0
When dropping higher order terms and simplifying this becomes,
∫
Ω
D∇δu · ∇v¯ + (µ+ ik)δuv¯dx+ 1
2
∫
∂Ω
γdδuγdv¯ds = −
∫
Ω
δD∇u · ∇v¯ + δµuv¯dx (6.3)
for all v ∈ H1q (Ω). Then from considering the boundary conditions the cancellation of the
Robin conditions ends up with (γnF
(k,q)
r (0, f))′δq = γdδu where δu solves (6.3).
Remark 8. It can be shown that this represents the derivative in the δq direction, it can
be continuously extended to all directions, and that because of our Hilbert space setting the
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derivative will be Lipschitz continuous, which is crucial for analysis of iterative methods
[22].
Then, we need the adjoint of (γnF
(k,q)
r (0, f))′ to apply to the gradient formula for
the discrepancy functional (6.2). First, we need a theorem from Meyers [53] that will
assist in ensuring the adjoint operator takes elements from the boundary to the appropriate
parameter space. The significance of this is discussed in Remark 9.
Theorem 15 (Meyers estimate). There exists a constant p0 > 2 depending only on the
domain and the bounds for the coefficients, such that the solution u of
∫
Ω
D∇u · ∇v¯ + (µ+ ik)uv¯dx+
∫
∂Ω
γduγdv¯ds =
∫
Ω
h∇v¯ + jv¯dx+
∫
∂Ω
γdfγdv¯ds (6.4)
lies in W 1,p(Ω) whenever h ∈ Lp(Ω), j ∈ Lp¯(Ω), and f ∈ Lpˆ(∂Ω) for some p0
p0 − 1 ≤ p ≤ p0.
Moreover, there holds the a-priori estimate
‖u‖W 1,p(Ω) ≤ C(‖h‖Lp(Ω) + ‖j‖Lp¯(Ω) + ‖f‖Lpˆ(∂Ω))
with a constant C that depends only on Ω and the bounds for the coefficients. If the domain
Ω has a smooth boundary and D1/D0 approaches one then the maximal p0 such that the
theorem holds tends toward infinity. For dimension d = 2 and p > 2, p¯ = 2p/(2 + p) and
pˆ = p/2. For d = 3 and p > 3/2, p¯ = 3p/(3 + p) and pˆ = 2p/3.
Proof. This is due to Meyers, see [53].
This applies to the DOT case by letting h = j = 0 and recalling the definition of
W 1,p(Ω) as a Sobolev space from Section 3.2. Then, we have the following corollary.
Corollary 5. If u = F
(k,q)
r (0, f) in our standard framework then,
‖u‖W 1,4(Ω) ≤ C‖f‖L2(∂Ω). (6.5)
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Proof. This follows from Theorem 15. The choice of pˆ = 2 comes from the desire to have
u ∈ W 1,4(Ω). For d = 2 this choice of pˆ is necessary, and for d = 3 to achieve u ∈ W 1,4(Ω)
then pˆ = 8/3 so considering for a finite measure space Ω,
‖f‖L8/3(∂Ω) ≤ CΩ‖f‖L2(∂Ω)
and then the inequality (6.5) holds for pˆ = 2 as well.
So, from this corollary, and the Meyers estimates for a more general type of problem,
we get that if the source f ∈ L2(∂Ω), the solution F (k,q)r (0, f) is in W 1,4(Ω). Now, we can
determine the adjoint.
Theorem 16. The adjoint of (γnF
(k,q)
r (0, f))′ : H1(Ω)× L2(Ω)→ L2(∂Ω) is
((γnF
(k,q)
r (0, f))
′)∗g : L2(∂Ω)→ H1(Ω)× L2(Ω),
g →
 T (−∇w · ∇F (k,q)r (0, f))
−w · F (k,q)r (0, f)

where w ∈ H1q (Ω) solves the adjoint problem
−∇ · (D∇w) + (µ− ik)w = 0 in Ω
w + 2D
∂w
∂ν
= g on ∂Ω. (6.6)
and
T (h) = h˜ for −∆h˜+ h˜ = h (6.7)
with a homogeneous Dirichlet boundary condition.
Proof. For any q˜ = (D˜, µ˜) ∈ H1(Ω) × L2(Ω) the weak formulation for F (k,q)′r (0, f)q˜ = δu
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from (6.3) is
∫
Ω
D∇F (k,q)′r (0, f)q˜ · ∇v¯ + (µ+ ik)F (k,q)′r (0, f)q˜v¯dx+
1
2
∫
∂Ω
γd(F
(k,q)′
r (0, f)q˜)γdv¯ds =
−
∫
Ω
D˜∇F (k,q)′r (0, f) · ∇v¯ + µ˜F (k,q)′r (0, f)v¯dx (6.8)
and the weak formulation for the adjoint problem (6.6) is
∫
Ω
D∇w · ∇v¯ + (µ− ik)wv¯dx+ 1
2
∫
∂Ω
γdwγdv¯ds =
1
2
∫
∂Ω
gγdv¯ds. (6.9)
Both of these weak formulations hold for all v ∈ H1q (Ω), so we can choose v = w (the
solution to the adjoint problem) in (6.8) and v = F
(k,q)′
r (0, f)q˜ in (6.9). Then we have,
∫
Ω
D∇F (k,q)′r (0, f)q˜ · ∇w¯ + (µ+ ik)F (k,q)′r (0, f)q˜w¯dx+
1
2
∫
∂Ω
γd(F
(k,q)′
r (0, f)q˜)γdw¯ds =
−
∫
Ω
D˜∇F (k,q)r (0, f) · ∇w¯ + (µ˜+ ik)F (k,q)r (0, f)w¯dx (6.10)
and
∫
Ω
D∇w · ∇F (k,q)′r (0, f)q˜ + (µ− ik)wF (k,q)′r (0, f)q˜dx+ 1
2
∫
∂Ω
γdwγd(F
(k,q)′
r (0, f)q˜)ds
=
1
2
∫
∂Ω
gγd(F
(k,q)′
r (0, f)q˜)ds
which can be rearranged by taking conjugation to,
∫
Ω
D∇w¯ · ∇F (k,q)′r (0, f)q˜ + (µ+ ik)w¯F (k,q)′r (0, f)q˜dx+
1
2
∫
∂Ω
γdw¯γd(F
(k,q)′
r (0, f)q˜)ds
=
1
2
∫
∂Ω
g¯γd(F
(k,q)′
r (0, f)q˜)ds. (6.11)
Then combining (6.10) and (6.11) we get
−
∫
Ω
D˜∇F (k,q)r (0, f) · ∇w¯ + µ˜F (k,q)r (0, f)w¯dx =
1
2
∫
∂Ω
g¯γd(F
(k,q)′
r (0, f)q˜)ds.
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which is
〈(γnF (k,q)r (0, f))′q˜, g〉L2(∂Ω) = 〈D˜,−∇F (k,q)r (0, f) · ∇w〉L2(Ω) + 〈µ˜,−F (k,q)r (0, f)w〉L2(Ω)
Now making use of the condition (6.7) that enforces required H1(Ω) smoothness on D˜,
〈(γnF (k,q)r (0, f))′q˜, g〉L2(∂Ω) =
〈D˜,−∆T (∇F (k,q)r (0, f) · ∇w) + T (∇F (k,q)r (0, f) · ∇w)〉L2(Ω) + 〈µ˜, F (k,q)r (0, f)w〉L2(Ω)
and we can manipulate this to
〈(γnF (k,q)r (0, f))′q˜, g〉L2(∂Ω) = 〈D˜, T (∇F (k,q)r (0, f) · ∇w)〉H1(Ω) + 〈µ˜, F (k,q)r (0, f)w〉L2(Ω)
= 〈q˜, ((γnF (k,q)r (0, f))′)∗g〉H1(Ω)×L2(Ω)
for all q˜ ∈ QH and thus the proposed characterization of ((γnF (k,q)r (0, f))′)∗g as
g →
 T (−∇w · ∇F (k,q)r (0, f))
−w · F (k,q)r (0, f)

holds true.
Remark 9. Close inspection of this proof reveals that we assume F
(k,q)
r (0, f)w ∈ L2(Ω) for
the integrals to be valid. This is valid because f ∈ L2(∂Ω) so by Theorem 5 (and a natural
extension to the adjoint problem in which only the sign of k is switched) there is enough
regularity to get F
(k,q)
r (0, f) ∈ W 1,4(Ω) ⊂ L4(Ω) and w ∈ W 1,4(Ω) ⊂ L4(Ω). Then, by the
generalized Ho¨lder’s inequality
‖F (k,q)r (0, f)w‖L2(Ω) ≤ ‖F (k,q)r (0, f)‖L4(Ω)‖w‖L4(Ω) <∞
so F
(k,q)
r (0, f)w ∈ L2(Ω). Similarly, the assumption is made that ∇F (k,q)r (0, f)·∇w ∈ L2(Ω).
This also works as F
(k,q)
r (0, f) ∈ W 1,4(Ω) and w ∈ W 1,4(Ω) gives ∇F (k,q)r (0, f) ∈ L4(Ω)
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and ∇w ∈ L4(Ω), and the generalized Ho¨lder’s inequality gives ∇F (k,q)r (0, f) · ∇w ∈ L2(Ω).
Then the smoothing using (6.7) takes this element to H1(Ω).
Remark 10. To make use of this adjoint calculation as part of a gradient step it will also
be necessary to keep the iterations within the parameter space requiring the elements (D,µ)
exist in not only H1(Ω)×L2(Ω) but also in L∞(Ω)×L∞(Ω) with the bounds D0 < D < D1
and µ0 < µ < µ1. The adjoint calculation cannot guarantee these bounds will be satisfied by
the terms F
(k,q)
r (0, f)w and T (∇F (k,q)r (0, f) ·∇w), so a projection P : H1(Ω)×L2(Ω)→ QH
must be made to enforce these bounds where,
‖PD(D)−D‖H1(Ω) = inf
(D˜,µ0)∈QH
‖D˜ −D‖H1(Ω)
‖Pµ(µ)− µ‖L2(Ω) = inf
(D0,µ˜)∈QH
‖µ˜− µ‖L2(Ω)
or the step size must be chosen small enough that the bounds are not violated. For the
case of our algorithm, the step size is chosen to enforce these bounds instead of solving the
projections.
Now with the ingredients to calculate the gradient of the discrepancy functional
(6.2) we can minimize by a gradient descent type method.
6.2 Our Algorithm
With the gradient of the least squares cost functional in hand, a gradient descent
type method is attempted, in a way quite similar to the EIT algorithm developed in [45] and
tested experimentally in [28]. It is crucial to notice however, that we only have the gradient
of the least squares portion of the cost functional and not the sparsity regularization. This is
because the sparsity regularization while it is convex, it is not differentiable. For this reason
our techniques must deviate from straight forward gradient descent, and mix a decent step
to minimize the least squares distance to measurements with techniques to minimize the
sparsity regularization penalty functional. This will be accomplished by a soft shrinkage
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step.
The easier problem to tackle is when one of the optical parameters is known, usually
assumed to be the scattering. In the case of a DC source the theoretical nonuniqueness (see
[4] and Section 4.1.1) often motivates this assumption. This case will serve as the starting
point for our sparsity regularization technique and algorithm testing in the next chapter.
Algorithm 1: Absorption parameter only reconstruction algorithm
Give α, µ∗ and let δµ∗ = 0;
foreach Source i do
Simulate experimental data using source i;
end
for j = 1 to N do
Compute µj = µ∗ + δµj ;
foreach Source i do
Compute the gradient ∇J ′(i)(µj);
end
Let ∇J(µj) =
∑
i
∇J (i)(µj);
Compute the smoothed gradient ∇Js(µj);
Determine step size sj ;
Update inhomogeneity by δµj+1 = δµj − sj∇Js(µj);
Threshold δµj+1 by Ssjα(δµ
j+1);
Check Stopping Criterion;
end
Output: appropriate minimizer δµN
This single parameter algorithm is given in Algorithm 1, and the simultaneous
reconstruction algorithm is given in Algorithm 2. The crucial pieces of the algorithms are
explaining in the following sections.
6.2.1 Gradient Descent
In main part of the algorithm is a gradient descent step. The gradient was found
as (6.2), considered to be over L2(∂Ω) for regularity purposes, with the pieces of this
formulation given in the linearized adjoint calculation above. To make use of this formula,
only a simple adjoint problem must be solved using the current residual as the boundary
condition along with solving the forward problem with the current guess of the parameters
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Algorithm 2: Simultaneous reconstruction algorithm
Give α =
[
αD
αµ
]
, q∗ =
[
D∗
µ∗
]
, and Set δq0 =
[
0
0
]
;
foreach Source i do
Simulate experimental data using source i;
end
for j = 1 to N do
Compute qj = q∗ + δqj ;
foreach Source i do
Compute the gradient ∇J ′(i)(qj);
end
Let ∇J(qj) =
∑
i
∇J (i)(qj);
Compute the smoothed gradient ∇Js(qj);
Determine step size sj = [sjD, s
j
µ];
Update inhomogeneity by δqj+1 = δqj − sj∇Js(qj);
Threshold δqj+1 by Ssjα(δq
j+1);
Check Stopping Criterion;
end
Output: appropriate minimizer δqN
qj . Explicitly, the gradient is the sum over all source measurement pairs (fi, g
δ
i ) of T (−∇w · ∇F (k,qj)r (0, fi))
−w · F (k,qj)r (0, fi)

where w solves
−∇ · (D∇w) + (µ− ik)w = 0 in Ω
w + 2D
∂w
∂ν
= F (k,q
j)
r (0, fi)− gδi on ∂Ω. (6.12)
and T is defined as (6.7) from Theorem 16. The significance of this T will be detailed in
the next section.
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6.2.2 Sobolev Smoothing
Considering a single source and measurement pair (f, g), taking a gradient step in
the direction of  −∇w · ∇F (k,qj)r (0, f)
−w · F (k,qj)r (0, f)

coincides with with the appropriate step if q = (D,µ) ∈ L2(Ω) × L2(Ω) but this may not
have the appropriate regularity because without the extra H1(Ω) smoothness on D it may
have an unbounded gradient, and the iterations will not converge. Essentially, the gradient
is defined by a duality map and if it is considered as
∇J(q)[q˜] =
∫
Ω
((γnF
(k,q)
r (0, f))
′)∗(γnF (k,q)r (0, f)− gδ)q˜dx
then this is actually in L2(Ω)× L2(Ω),
∇J(q)[q˜] = 〈q˜, ((γnF (k,q)r (0, f))′)∗(γnF (k,q)r (0, f)− gδ)〉L2(Ω)×L2(Ω)
which is not enough regularity enforced on D. So the gradient will depend on the underlying
space for q. If instead of using L2(Ω) × L2(Ω) we consider H10 (Ω) × L2(Ω) then we define
the Sobolev gradient [55] ∇Js(q) = (∇JsD(q),∇Jsµ(µ)) by,
∇J(q)[q˜] =

〈
D˜,∇JsD(q)
〉
H10 (Ω)
〈µ˜,∇Jµ(q)〉L2(Ω)
 .
Then using integration by parts on the D component gives,
−∆(∇JsD(q)) +∇JsD(q) = ∇JD(q) in Ω
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with homogeneous Dirichlet conditions. This simply adds solving a well posed forward prob-
lem to the algorithm, not significantly increasing its complexity, and ensures the appropriate
regularity for gradient steps in D. This matches the definition we gave for the adjoint that
made use of the operator T when we formally derived the adjoint with the appropriate
smoothness using (6.7), concluding the gradient step with the appropriate smoothness will
be
∇Js(q) =
 T (−∇w · ∇F (k,qj)r (0, f))
−w · F (k,qj)r (0, f)

with the components defined as before. Then the smoothed gradient in the multiple source
framework is simply the sum of these smoothed gradients.
Remark 11. Involved with the Sobolev gradient was enforcing D ∈ H10 (Ω) and not just
H1(Ω). This assumption is reasonable as for the sake of the well posedness of the inverse
problem many conditions on uniqueness required knowledge of D on the boundary. We are
simply assuming that D is equal to the homogeneous background on the boundary, because
when applying the algorithm we are looking for solutions δD = D−D∗. Physically this also
makes sense, as we do not seek inclusions that protrude through the medium, we are seeking
inclusions that are localized within the medium.
6.2.3 Soft Shrinkage
The gradient step only helps to minimize the least squares cost functional. The
sparsity promoting regularization terms are convex, but not differentiable because p = 1.
So this cannot be a part of the gradient step. Instead this is minimized by applying the
function introduced in [18],
Sα(x) =
∑
i∈N
Sα(x)φi
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where {φi} is the basis for x and Sα is the soft shrinkage functional
Sα(x) =

x− α : x ≥ α
0 : |x| < α
x+ α : x ≤ α
which was explored further in Chapter 5. It can also be expressed as,
Sα(x) = sign(x) max{|x| − α, 0}. (6.13)
This function takes small basis or frame coefficients in a representation to zero and shrinks
the others. It serves to promote sparse solutions that have only a few nonzero basis coeffi-
cients. In a spatial basis these few coefficients should cover the simple inhomogeneities or
tumors localized away from some background. With regards to the algorithm, two shrinkage
steps are made in each iteration, one for D and one for µ,
S
sjDαD
(δD) = sign(δD) max{|δD| − sjDαD, 0}
and
S
sjµαµ
(δµ) = sign(δµ) max{|δµ| − sjµαµ, 0}
where α is the regularization parameter and sj is the step size for either D or µ. It can be
shown that these shrinkage steps minimize a convex surrogate functional used as a separable
proxy, whose solution is equivalent up to an unimportant constant to the minimization of
the full functional (6.1) with both regularization and discrepancy. See [63, 45, 18] for details
on this separable proxy approach to proving the utility of soft shrinkage in this case.
6.2.4 Convergence
Rigorous convergence analysis of this algorithm is beyond the scope of this disser-
tation, and several numerical simulations in the following section are relied upon to suggest
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the algorithm’s convergence properties. However, we do note that while certain source con-
ditions will be required, our selection of the H1(Ω) × L2(Ω) topology gives many of the
required convergence properties such as the Lipschitz continuity of the Fre´chet derivative.
With appropriate source conditions on top of our framework, most iterative algorithms such
as gradient descent and iteratively regularized Gauss-Newton will converge. Many of the
iterative algorithms involve projecting the current guess back into the admissible set to
ensure this convergence. See [57, 24, 25, 23] for examples of other iterative algorithms and
more rigid convergence analysis, and consult the discussion of convergence for the similar
EIT algorithm [45].
6.2.5 Source Selection and Simultaneous Reconstruction
Since each source and measurement pair (fi, g
δ
i ) gives partial information to the true
parameter q† we use multiple sources to improve accuracy. The gradients and smoothed
gradients can be taken individually and summed.
The choice of source will affect the ability to make a successful reconstruction.
Recent work has looked at optimal source selection in EIT and DOT, which reformulates the
inverse problem as a max-min problem that involves maximizing a distinguishability criteria
in outer iterations [41, 47]. However for the purposes of this dissertation, we use simple
Gaussian sources to emphasize the affects of the reconstruction algorithm and sparsity
regularization instead of the effects of optimal source selection.
Our research uses the steady-state case with a DC source, and hence k = 0. Unique,
simultaneous recovery of both scattering and absorption parameters in the DC case was
shown to be impossible in [4], and consequently often only either the scattering or the
absorption property is sought. However, it has since been shown that it is theoretically
possible to recover both with increased restrictions to the solution space in [33] and some
experimental successes were shown in [64]. This issue was covered in detail in Section 4.1.1,
and for the purposes of algorithm development we seek to tackle this most difficult case of
a DC source.
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6.2.6 Heuristics
Dealing with such an ill posed problem, great care must be taken in the algorithm
to ensure the convergence to an appropriate solution, particularly in the presence of noise.
Much of the analysis covered here serves to prove a solid mathematical foundation for
the ideas of this algorithm, but in practice noisy measurements and discretization take the
problem out of infinite dimensional space, and these results will not directly apply. However,
many heuristic tweaks can be done to help ensure promising solutions, and their effect on
the previous analysis is not proved here, merely suggested.
6.2.6.1 Weighted Metric
When dealing with the Sobolev smoothing, and the H1(Ω) topology on the D pa-
rameter in general, the inner product can be recast as a weighted H1(Ω) metric,
〈·, ·〉H1(Ω) = κ〈∇·,∇·〉L2(Ω) + 〈·, ·〉L2(Ω) (6.14)
where κ controls the amount of smoothness. This gives more flexibility in the reconstruction,
but adds another parameter to be chosen.
6.2.6.2 Scaling
The experimental set up of the position and sizes of detectors and sources results in
intensities much higher at detectors closer to the source. Nearly all of the intensity of the
source has faded before reaching the other end of any reasonably sized medium. As such,
without scaling these measurements there is a higher weight placed on detectors near the
source even though much of the essential data is further away from the source. Essentially,
the detectors by the sources are primarily influenced by the location of the source, while
the detectors away from the source are influenced by the diffusion and interaction with
the tissue and possibly the sought inclusions. To equalize this influence the measurement
operator is scaled by 1/|gδ|. The size of the true measurements give an excellent estimate to
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how much the location of the source affects the intensity in the measurement. Scaling could
also be done by the measurements of a forward solution with homogeneous background only
parameters, but this may not be available in experiments like 1/|gδ| will be. In general this
scaling will not affect the previous analysis of the problem [23].
6.2.6.3 Step Size
At the simpliest level of the algorithm, the step size can simply be kept constant.
However, following the EIT algorithm from [45], one could use a Barzilai-Borwein (BB) step
size guess
sjD =
〈δDj − δDj−1,∇Js(qj)−∇Js(qj−1)〉H1(Ω)
〈δDj − δDj−1, δDj − δDj−1〉H1(Ω)
(6.15)
and
sjµ =
〈δµj − δµj−1,∇Js(qj)−∇Js(qj−1)〉L2(Ω)
〈δµj − δµj−1, δµj − δµj−1〉L2(Ω)
(6.16)
which attempts to maximize step size when the gradient is the most well posed. Then instead
of simple monotone convergence of the functional being minimized, a weak monotonicity is
enforced on this BB step size guess where
Jα(q
∗ + Ssjα(δq
j − sj∇Js(qj)) ≤ max
j−M≤i≤j
Jα(q
i)− τ s
j
2
∥∥Ssjα(δqj − sj∇Js(qj)− δqj∥∥2H1(Ω)
(6.17)
where τ is a small number, M ≥ 1 is an integer, j is the iteration, qj represents the
current guess of the parameters and is understood in as a vector of Dj and µj , and α is
the corresponding regularization parameter vector. Further, the step size guess is bracketed
in [smax, smin]. Then if the step size falls under smin the algorithm is deemed to have
stagnated, and the iterations terminate. This weak monotonicity condition can also be
applied without the initial Barzilai-Borwein step size, taking an initial step size guess of
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some multiple of the previous step size and then enforcing (6.17).
6.2.6.4 Regularization Parameter Selection
There is also a need to select the regularization parameter α to balance the least
squares fit with the sparsity enforcing penalty term. This parameter can stay constant
or decrease as is appropriate. Generally, this parameter should be chosen on the order of
the noise, because most source conditions on convergence require this relationship [23]. In
the discussion of the well posedness of sparsity regularization in Chapter 5, particularly
Theorem 12, it was required that these be related in their speed approaching zero when
looking for convergence of minimizers as the noise goes to zero furthering this connection.
More specifically however, many principles for choosing this parameter exist. For our
purposes we will evaluate our algorithm using simulation results where the parameter was
selected a posteriori to give the best regularization. The point is to show that if the proper
regularization parameter is selected then there can be successful results, and choosing this
parameter would be the subject of other research. However, we note that popular methods
to choose the regularization parameter in non arbitrary fashion include L-curve methods
[32], Morozov’s Discrepancy Principle (extended to sparsity promoting penalties) [9], or the
Lepskij principle [7].
Now we have a full handle on the algorithm developed for the purpose of solving the
DOT inverse problem with sparsity constraints. We have shown its mathematical soundness
in general, and heuristically motivated some particular tweaks. The next chapter will
evaluate this algorithm, and this sparsity regularization formulation as a whole, by means
of simulation.
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Chapter 7
Simulations
The effectiveness of the algorithm presented in Chapter 6 is evaluated by its perfor-
mace in simulations in this chapter. The effect of sparsity regularization, and the proposed
algorithm, is compared to a Levenberg Marquardt (LM) type algorithm, given in Appendix
B, similar to the sequence of works [44, 43, 38, 64]. Like the proposed work here, these
results involve using a DC source (k = 0 in the model), which although it has uniqueness
concerns (see [4] and Section 4.1.1), is cheaper, faster, and the most ill-posed case. If these
algorithmic developments are successful in the DC case, they should extend further to other
cases.
First, the setup is tested for a known scattering parameter using Algorithm 1 and
then simultaneous reconstruction is attempted using the full algorithm, Algorithm 2. The
results are compared not only against the LM algorithm, but also directly against the results
from [44].
7.1 Set up
To apply the sparsity framework and proposed algorithm in practice, the standard
Galerkin approximation finite element method is used to solve the discretized weak formu-
lation. Linear finite elements are used on a triangularization of a circular medium. The
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problems are solved on a mesh of 1008 triangle elements, and a finer mesh of 4032 triangles
was used to simulate the data to avoid any inverse crimes. The meshes can be seen in Figure
7.1.
Figure 7.1: The fine FEM mesh for simulations is on the left, with the more coarse FEM
mesh on the right for solving the weak formulation
The procedure for conducting a DOT experiment is to gather the data on each de-
tector around the boundary for each source excitation. We use 16 sources and 16 detectors
as shown in Figure 7.2, which results in 256 measurements. The sources were chosen as
Gaussian intensities along the boundary centered at the source position, and were normal-
ized to have an `2(∂Ω) norm of one. The regularization parameters were chosen based on a
posteriori evaluations, and this is discussed further in Section 7.2.4.
Then medium itself is subject to certain geometric constraints. It can include one or
multiple inhomogeneities each with varying sizes and parameter contrasts. For the purposes
of these simulations we consider geometries similar to Figure 7.3, and the notation will
extend naturally to multiple inclusions.
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Figure 7.2: A depiction of the 16x16 source and detector configuration around the medium
Figure 7.3: The one inclusion geometry. R represents the radius of the medium, r the radius
of the inclusion, X the offset in the x-axis, and Y the offset in the y-axis.
7.2 Results
7.2.1 Known Scattering
As mentioned, with basic assumptions on D and µ, the DC source case does not
theoretically have a unique solution (although varied assumptions will allow unique re-
construction and experiments have been successful). Because of this, often DC source
algorithms assume one of µ′s or µ is already known and attempt to reconstruct the other.
Usually the scattering is assumed known in this framework. We test a simplified version of
our algorithm, given in the previous chapter as Algorithm 1, in this context. The geometry
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of our phantom is a 25mm circular medium with a background scattering of µ′s = 1mm−1
and background absorption µ = .007mm−1.
7.2.1.1 One Inclusion
One inclusion of 4mm radius was placed 13mm off center on the x-axis, with a 2:1
contrast ratio in both scattering and absorption, with scattering assumed to be known.
Figure 7.4 shows the successful reconstruction with both exact conditions and with 3%
noise.
Figure 7.4: Reconstruction of µ with µ′s known. The left column is the true solution,
the middle a noiseless reconstruction, and the third column is reconstruction under 3%
noise. The targets were at a 2:1 contrast ratio against a background of µ′s = 1mm−1 and
background absorption µ = .007mm−1.
7.2.1.2 Two Inclusions
One inclusion of 4mm radius was placed 13mm off center on the x-axis, with a
2:1 contrast ratio in both scattering and absorption, with the scattering assumed known.
A second 4mm radius inclusion was placed -10mm off center on the x-axis and -7mm off
center on the y-axis with a 3:1 contrast ratio in both scattering and absorption, again
with scattering known. Figure 7.11 shows the successful reconstruction with both exact
conditions and with 3% noise.
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Figure 7.5: Reconstruction of µ with µ′s known. The left column is the true solution, the
middle a noiseless reconstruction, and the third column is reconstruction under 3% noise.
The target on the right has a 2:1 contrast ratio against a background of µ′s = 1mm−1 and
background absorption µ = .007mm−1 and the other target on the bottom left has a 3:1
contrast ratio.
7.2.1.3 Three Inclusions
One inclusion of 4mm radius was placed 13mm off center on the x-axis, with a 2:1
contrast ratio in both scattering and absorption. A second 4mm radius inclusion was placed
-10mm off center on the x-axis and -7mm off center on the y-axis with a 3:1 contrast ratio in
both scattering and absorption. A third 3mm radius inclusion was placed -2mm off center
on the x-axis and 13mm off center on the y-axis. In each case the scattering is assumed to
be known. Figure 7.5 shows the successful reconstruction with both exact conditions and
with 3% noise.
Figure 7.6: Reconstruction of µ with µ′s known. The left column is the true solution, the
middle a noiseless reconstruction, and the third column is reconstruction under 3% noise.
The target on the right has a 2:1 contrast ratio against a background of µ′s = 1mm−1 and
background absorption µ = .007mm−1 and the other target on the bottom left has a 3:1
contrast ratio. The target towards the top also has a 3:1 ratio, but is only 3mm in radius.
Visually these appear to be successful reconstructions. This method for solving for
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one parameter is compared with a version of Levenberg-Marquardt (LM). The simulations
were conducted using the MATLAB Optimization Toolbox implementation of LM, but with
the edit that the Jacobian was scaled as in [44, 43, 38, 64]. This serves to compare our
algorithm with the work already in place for DOT. This algorithm is detailed in Appendix
B.
7.2.1.4 Comparison with standard LM techniques
Each of the three test cases were evaluated with an implementation of the Levenberg
Marquardt algorithm, detailed in Appendix B, with a 3% noise considered. The results are
presented adjacent to the corresponding results from our algorithm in Figures 7.7, 7.8, and
7.9. Visually, the advantage of our algorithm is clear in noisy cases because of the sharper
localization of the inclusions away from the background.
Figure 7.7: Reconstruction of µ with µ′s known for one inclusion in the 3% noise case. The
left column is the true solution, the middle is the reconstruction with our algorithm, and
the third column is reconstruction with LM.
7.2.2 Simultaneous Reconstruction
Now we attempt to reconstruct both optical parameters using the full algorithm
from Chapter 6 with the same three test cases, one inclusion, two inclusions, and three
inclusions from the previous section.
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Figure 7.8: Reconstruction of µ with µ′s known for two inclusions in the 3% noise case. The
left column is the true solution, the middle is the reconstruction with our algorithm, and
the third column is reconstruction with LM.
Figure 7.9: Reconstruction of µ with µ′s known for three inclusions in the 3% noise case.
The left column is the true solution, the middle is the reconstruction with our algorithm,
and the third column is reconstruction with LM.
7.2.2.1 One Inclusion
The geometry is the same here as in Section 7.2.1.1 but without the scattering
assumed known. Meaning R=25mm, r=4mm, X=13mm, Y=0mm with contrast of 2:1
for the target inclusion. Figure 7.10 shows the successful reconstruction with both exact
conditions and with 3% noise.
7.2.2.2 Two Inclusions
Using the same geometry as Section 7.2.1.2: R=25mm, r1=4mm, X1=13mm, Y1=0mm,
r2=4mm, X2=-10mm, Y2=-7mm with contrast 2:1 for inclusion one and 3:1 for inclusion
two. Figure 7.11 shows the successful reconstruction with both exact conditions and with
3% noise.
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Figure 7.10: Simulataneous reconstruction of µ′s and µ. The top row reflects the absorption
µ and the bottom row contains the scattering µ′s. The left column is the true solution,
the middle a noiseless reconstruction, and the third column is reconstruction under 3%
noise. The targets were at a 2:1 contrast ratio against a background of µ′s = 1mm−1 and
background absorption µ = .007mm−1.
7.2.2.3 Three Inclusions
Using the same geometry as Section 7.2.1.3: R=25mm, r1=4mm, X1=13mm, Y1=0mm,
r2=4mm, X2=-10mm, Y2=-7mm, r3=3mm, X3=-2mm, Y3=13mm, with contrast 2:1 for
inclusion one, 3:1 for inclusion two, and 3:1 for inclusion three. Figure 7.11 shows the
successful reconstruction with both exact conditions and with 3% noise.
These test cases all show success, particularly in localizing the inclusions away from
noise in a sparse representation, as is expected. Next these cases are compared with the
LM Algorithm.
7.2.2.4 Comparison with LM for Simultaneous Reconstruction
Once again, the same three test cases are used and the results are given in Figures
7.13, 7.14, and 7.15, with 3% noise added. Visually, our algorithm seems to outperform the
LM method, particularly with regards to sharp localization of the inclusions. In fact, the
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Figure 7.11: Simultaneous reconstruction of µ′s and µ. The top row reflects the absorption
µ and the bottom row contains the scattering µ′s. The left column is the true solution, the
middle a noiseless reconstruction, and the third column is reconstruction under 3% noise.
The target on the right has a 2:1 contrast ratio against a background of µ′s = 1mm−1 and
background absorption µ = .007mm−1 and the other target on the bottom left has a 3:1
contrast ratio.
scattering parameter is not reconstructed at all in the two and three inclusion geometry
cases.
7.2.3 Comparison with Published Results
To futher show the validity of the algorithm we compare it with the test case from
[44], where the algorithm from Appendix B is used with a constant λ value. Their set
up uses 16 sources and 16 detectors around the boundary and a DC source, the same as
our setup. They use simulated measurement data in this case as well. The geometry is
R=43mm, r=12.5mm, X=10mm, Y=0mm, µ′s=.6mm−1, µa=.006 mm−1, and the target
inclusion has a contrast of 2:1 in both parameters. To compare to their simulation fully, a
noiseless case, a 1% noise, and a 5% noise level are tested. The image errors are compared
with the published data in Table 7.1. This table compares the absolute error values in terms
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Figure 7.12: Simultaneous reconstruction of µ′s and µ. The top row reflects the absorption
µ and the bottom row contains the scattering µ′s. The left column is the true solution, the
middle a noiseless reconstruction, and the third column is reconstruction under 3% noise.
The target on the right has a 2:1 contrast ratio against a background of µ′s = 1mm−1 and
background absorption µ = .007mm−1 and the other target on the bottom left has a 3:1
contrast ratio. The target towards the top also has a 3:1 ratio, but is only 3mm in radius.
Figure 7.13: Reconstruction of µ and µ′s for one inclusion in the 3% noise case. The left
column is the true solution, the middle is the reconstruction with our algorithm, and the
third column is reconstruction with LM.
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Figure 7.14: Reconstruction of µ and µ′s for two inclusions in the 3% noise case. The left
column is the true solution, the middle is the reconstruction with our algorithm, and the
third column is reconstruction with LM.
Figure 7.15: Reconstruction of µ and µ′s for three inclusions in the 3% noise case. The left
column is the true solution, the middle is the reconstruction with our algorithm, and the
third column is reconstruction with LM.
of maximums and averages for both parameters. Our algorithm shows a marked advantage,
particularly in the average values. In fact the average error was more than halved for each
106
parameter in each noise level. The effect of the increasing noise is also much less significant
than in the their set up, likely due to the denoising nature of the sparsity regularization.
Table 7.1: This table compares the absolute and average image errors between our algorithm
and previously published data. Our algorithm, and sparsity regularization framework, seems
to outperform their work in this example, at least halving the average error in each case,
and doing much better in a noisy test.
Diffusion Coefficient Absorption Coefficient
Noise Level Maximum Average Maximum Average
Noiseless
Our Algorithm .1876 .0098 .0033 .0002188
Published Data .1338 .0193 .0049 .0006393
1% Noise
Our Algorithm .1874 .0097 .0032 .0002218
Published Data .2041 .0263 .0078 .0008466
5% Noise
Our Algorithm .1863 .0112 .0036 .0002315
Published Data .2269 .0498 .0111 .0022150
7.2.4 Regularization Parameter Selection
In the simulations presented here, the regularization parameter was chosen a posteri-
ori to give the best results to suggest the success of our algorithm and the sparsity regulariza-
tion techniques if the appropriate parameter is chosen. The parameter was set as constant,
although many implementations of iterative Tikhonov type regularization with a changing
parameter exist. Here the parameter was chosen and then used for each test case with that
size medium and background parameters. For the 25mm geometry seeking only the absorp-
tion parameter the reconstruction parameter was .00008, for the 25mm geometry seeking si-
multaneous reconstruction the regularization parameter was (αD, αµ) = (.00075, .00001875),
and for the 43mm geometry the regularization parameter was (.0003, .00015). Different
choices for this parameter would give different results, but explicit rules for the choice of
this parameter are outside the scope of this dissertation, see the comments of Section 6.2.6.4
and [32, 9, 7] for further discussion.
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Chapter 8
Conclusions
8.1 Discussion of Results
The goal of this dissertation was to improve upon current image reconstruction
techniques in Diffuse Optical Tomography. To accomplish this a sparsity regularization
framework was applied to the DOT inverse problem.
8.1.1 Problem Formulation
First, the physical properties of the photon transport in a DOT experiment are
modeled by the Radiative Transport Equation, and then this is approximated by a frequency
domain diffusion approximation. This approximation is derived, and its validity is discussed,
in Chapter 2. Second, the photon density space is equipped with a nontraditional inner
product, which is shown to be equivalent to the standard H1(Ω) inner product. Using
that result with classical theory, the well posedness of the forward problem was shown in
Chapter 3. Then, the inverse problem was developed in Chapter 4, with a discussion of
uniqueness concerns when using a DC source. The appropriate parameter space is picked
and a Hilbert space framework is applied. This decision allows for the necessary proofs
of continuity and weak closedness of the forward operator. It also provided the minimum
regularity needed for desired smoothness conditions in the derivative of the forward operator.
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These characteristics are needed to invoke theorems about the existence and stability of the
sparsity regularization, assuming the regularization functional meets certain conditions.
Those conditions were proved for the sparsity promoting penalty functional in Chapter 5.
We feel that after the proofs in this work, sparsity regularization in DOT has been rigorously
justified.
8.1.2 Algorithm Development and Evaluation
Once the framework was mathematically justified, the minimization was solved with
a smoothed gradient method and iterative shrinkage. The development and discussion of
the algorithm was given in Chapter 6. The required elements of the gradient, the linearizion
and adjoint of the forward operator, are proved there as well. The algorithm is evaluated
through simulations and comparison to a Levenberg Marquardt (LM) type method, similar
to other works for DC source DOT image reconstruction.
In the case of assuming scattering is known and recovering the absorption parameter,
the algorithm and sparsity regularization framework significantly outperformed the LM
method in sharply localizing the inclusions. Similarly, in the simultaneous reconstruction
case the algorithm well outperformed the LM method. In fact, the LM method could not
reconstruct the D parameter at all in the two and three inclusion cases. This is likely
due to the insufficient regularity, which was the reason Sobolev gradients were used in our
algorithm instead of the standard gradient. When comparing to published results, the image
error using our algorithm was better, and significantly less affected by noise in the boundary
measurements. The denoising nature of the sparsity regularization, forcing out small valued
artifacts away from the inclusions, helped easily deal with the boundary perturbations. In
general, it seems the sparsity regularization framework and our associated algorithm work
quite well to recapture the shape and localization of the inclusions. However, the maximum
contrast of the inclusions are not always reached, particularly when noise is added, and
more research is needed to improve this. Still, we think it is safe to conclude the success
of this framework and algorithm, particularly when the goal is sharp reconstruction away
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from a simple background.
8.2 Future Work
In the application of our algorithm, and in the regularization in general, the regu-
larization parameter was chosen a posteriori to give the best results. An explicit rule for
choosing the regularization parameter should be implemented, and several different methods
could be considered [32, 9, 7]. Further, this parameter can be changed iteratively, instead
of staying fixed.
Our algorithm also uses soft shrinkage to minimize the sparsity penalty, but another
option is hard shrinkage [11]. This may assist in recapturing the full contrast of the inclu-
sions, as the hard shrinkage functional would only set small values to zero and not decrease
the other basis function coefficients. The theory of this method would have to be further
developed for a justified implementation in the DOT case.
Our simulations used Gaussian source functions along the boundary, but optimal
source selection could be implemented to turn the problem from minimization to a max-min
set up as suggested in [41]. Here the outer iterations maximize the “distinguishability” and
choose the proper source, while the inside iterations minimize the functional as we have
focused on here. This dissertation also uses a DC source, and the use of other sources will
allow for better reconstructions due to the extra phase information.
Many of the DOT communities are using these techniques as a part of hybrid imaging
methodologies such as Photoacoustic Tomography (PAT). These hybrid imaging techniques
attempt to combine the high contrast but low resolution of a method like DOT with a
high resolution but low contrast imaging technology such as Magnetic Resonance Imaging
(MRI). Sparsity regularization should be evaluated in the context of these hybrid imaging
techniques.
Finally, the sparsity regularization set up and algorithm should also be tested on
experimental data, to better place it within the context of current research.
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Appendix A Spherical Integral Proofs
In the derivation of our model, we made frequent use of the following six integral
identities which will will prove in this appendix:
∫
S2
1dsˆ = 4pi∫
S2
sˆ · vdsˆ = 0∫
S2
sˆ(sˆ · v)dsˆ = 4pi
3
v∫
S2
sˆ(sˆ · ∇(v · sˆ))dsˆ = 0
ν(x) ·
∫
ν(x)·sˆ≤0
sˆdsˆ = −pi
ν(x) ·
∫
ν(x)·sˆ≤0
sˆ(sˆ · v)dsˆ = 2pi
3
ν(x) · v
for some vector v = [v1, v2, v3] that does not depend on sˆ and ν(x) the outward normal.
First note that sˆ represents a unit vector in R3 in spherical coordinates, so
sˆ =

cos(φ) sin(θ)
sin(φ) sin(θ)
cos(θ)
 .
Now, for the proofs:
1.
∫
S2
1dsˆ =
∫ 2pi
0
∫ pi
0
1 sin(θ)dθdφ
=
∫ 2pi
0
− cos(θ)|pi0 dφ
=
∫ 2pi
0
2dφ
= 4pi
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2.
∫
S2
sˆ · vdsˆ =
∫ 2pi
0
∫ pi
0
(sˆ · v) sin(θ)dθdφ
=
∫ 2pi
0
∫ pi
0
(v1 cos(φ) sin(θ) + v2 sin(φ) sin(θ) + v3 cos(θ)) sin(θ)dθdφ
=
∫ 2pi
0
∫ pi
0
(v1 cos(φ) sin
2(θ) + v2 sin(φ) sin
2(θ) + v3 cos(θ) sin(θ))dθdφ
=
∫ 2pi
0
(v1 cos(φ)
pi
2
+ v2 sin(φ)
pi
2
)dφ
= 0
3.
∫
S2
sˆ(sˆ · v)dsˆ
=
∫ 2pi
0
∫ pi
0
sˆ(sˆ · v) sin(θ)dθdφ
=
∫ 2pi
0
∫ pi
0
sˆ(v1 cos(φ) sin(θ) + v2 sin(φ) sin(θ) + v3 cos(θ)) sin(θ)dθdφ
=
∫ 2pi
0
∫ pi
0
sˆ(v1 cos(φ) sin
2(θ) + v2 sin(φ) sin
2(θ) + v3 cos(θ) sin(θ))dθdφ
=
∫ 2pi
0
∫ pi
0

cos(φ) sin(θ)(v1 cos(φ) sin
2(θ) + v2 sin(φ) sin
2(θ) + v3 cos(θ) sin(θ))
sin(φ) sin(θ)(v1 cos(φ) sin
2(θ) + v2 sin(φ) sin
2(θ) + v3 cos(θ) sin(θ))
cos(θ)(v1 cos(φ) sin
2(θ) + v2 sin(φ) sin
2(θ) + v3 cos(θ) sin(θ))
 dθdφ
=
∫ 2pi
0
∫ pi
0

cos(φ)(v1 cos(φ) sin
3(θ) + v2 sin(φ) sin
3(θ) + v3 cos(θ) sin
2(θ))
sin(φ)(v1 cos(φ) sin
3(θ) + v2 sin(φ) sin
3(θ) + v3 cos(θ) sin
2(θ))
v1 cos(φ) sin
2(θ) cos(θ) + v2 sin(φ) sin
2(θ) cos(θ) + v3 cos
2(θ) sin(θ)
 dθdφ
=
∫ 2pi
0

v1 cos
2(φ)43 + v2 sin(φ) cos(φ)
4
3
v1 cos(φ) sin(φ)
4
3 + v2 sin
2(φ)43
2
3v3
 dφ
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=
v1pi
4
3
v2pi
4
3
2pi 23v3

=
4pi
3
v
4.
∫
S2
sˆ(sˆ · ∇(v · sˆ))dsˆ
=
∫ 2pi
0
∫ pi
0
sˆ(sˆ · ∇(v · sˆ)) sin(θ)dθdφ
=
∫ 2pi
0
∫ pi
0
sˆ(sˆ · ∇(v1 cos(φ) sin(θ) + v2 sin(φ) sin(θ) + v3 cos(θ)) sin(θ)dθdφ
=
∫ 2pi
0
∫ pi
0
sˆ(sˆ · ((v2 cos(φ) sin(θ)− v1 sin(φ) sin(θ))Θˆ+
1
sin(θ)
(v2 cos(φ) sin(θ)− v1 sin(φ) sin(θ))Φˆ)) sin(θ)dθdφ
where Θˆ =

cos(θ) cos(φ)
cos(θ) sin(φ)
− sin(θ)
 and Φˆ =

− sin(φ)
cos(φ)
0

And,
sˆ · ((v2 cos(φ) sin(θ)− v1 sin(φ) sin(θ))Θˆ + 1
sin(θ)
(v2 cos(φ) sin(θ)− v1 sin(φ) sin(θ))Φˆ)
= cos(φ) sin(θ)
(
cos(φ) cos(θ)(v2 cos(φ) sin(θ)− v1 sin(φ) sin(θ))
− sin(φ)(v1 cos(φ) cos(θ)− v3 sin(θ) + v2 cos(θ) sin(φ))
sin(θ)
)
− cos(θ) sin(θ)(v2 cos(φ) sin(θ)− v1 sin(φ) sin(θ))
+ sin(φ) sin(θ)
(
cos(φ)(v1 cos(φ) cos(θ)− v3 sin(θ) + v2 cos(θ) sin(φ))
sin(θ)
+ cos(θ) sin(φ)(v2 cos(φ) sin(θ)− v1 sin(φ) sin(θ))
)
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=v1
(
− cos2(φ) sin2(θ) cos(θ) sin(φ)− cos2(φ) sin(φ) cos(θ) + cos(θ) sin2(θ) sin(φ)
+ sin(φ) cos2(φ) cos(θ)− sin3(φ) sin2(θ) cos(θ)
)
+
v2
(
cos3(φ) sin2(θ) cos(θ)− cos(φ) sin2(φ) cos(θ)− cos(θ) sin2(θ) cos(φ)
+ sin2(φ) cos(φ) cos(θ) + sin2(φ) sin2(θ) cos(θ) cos(φ)
)
+ v3
(
cos(φ) sin(φ) sin(θ)− sin(φ) cos(φ) sin(θ)
)
=v1 sin(φ) cos(θ)
(
− cos2(φ) sin2(θ)− cos2(φ) + sin2(θ) + cos2(φ)− sin2(φ) sin2(θ)
)
+ v2 cos(θ) cos(φ)
(
cos2(φ) sin2(θ)− sin2(φ)− sin2(θ) + sin2(φ) + sin2(φ) sin2(θ)
)
+ v3(0)
=v1 sin
2(θ) sin(φ) cos(θ)
(
− cos2(φ)− sin2(φ) + 1
)
+ v2 sin
2(θ) cos(θ) cos(φ)
(
cos2(φ) + sin2(φ)− 1
)
=v1 sin
2(θ) sin(φ) cos(θ)(0) + v2 sin
2(θ) cos(θ) cos(φ)(0)
=0
So,
sˆ · ∇(v · sˆ) = 0
Which means,
∫
S2
sˆ(sˆ · ∇(v · sˆ))dsˆ =
∫
S2
sˆ(0)dsˆ
= 0
5. ν(x) = ν is a fixed exterior normal at some point on the sphere x. Since we are on a
sphere this can be represented as a unit vector similar to sˆ. We get for fixed θ1 and
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φ1,
ν =

cos(φ1) sin(θ1)
sin(φ1) sin(θ1)
cos(θ1)
 .
Then, since this vector is fixed and the sphere is symmetrical, we can rotate our frame
of reference so that θ1 = 0 (the exterior normal pointing straight up). In this case,
ν =

0
0
1

and ν · sˆ = cos(θ). Since the limit of integration is ν(x) · sˆ ≤ 0, this will happen for
pi
2
≤ θ ≤ pi. Then,
ν(x) ·
∫
ν(x)·sˆ≤0
sˆdsˆ =
∫
ν(x)·sˆ≤0
ν(x) · sˆdsˆ
=
∫ 2pi
0
∫ pi
pi/2
cos(θ) sin(θ)dθdφ
=
∫ 2pi
0
−1
2
dφ
= −pi
6. We have ∫
S2
sˆ(sˆ · v)dsˆ = 4pi
3
v
from before. Using the fact that sˆ(sˆ · v) = −sˆ(−sˆ · v) meaning the integrand is even,
and the fact that ν(x) · sˆ ≤ 0 represents half of the surface of S2 we use a symmetry
argument to conclude that
ν(x) ·
∫
ν(x)·sˆ≤0
sˆ(sˆ · v)dsˆ = 1
2
ν(x) ·
∫
S2
sˆ(sˆ · v)dsˆ
=
1
2
ν(x) · 4pi
3
v
116
=
2pi
3
ν · v.
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Appendix B Levenberg Marquardt Comparison Algorithm
The algorithm used for the basis of comparison is an implementation of Levenberg
Marquardt, implemented through MATLAB’s lsqnonlin function. The algorithm attempts
to minimize
M∑
i=1
‖γnF (k,q)r (0, fi)− gi‖2
over M source measurement configurations (fi, gi). The Jacobian
J(q) =

∂u1
∂D1
∂u1
∂D2
. . . ∂u1∂DK
∂u1
∂µ1
∂u1
∂µ2
. . . ∂u1∂µK
∂u2
∂D1
∂u2
∂D2
. . . ∂u2∂DK
∂u1
∂µ1
∂u2
∂µ2
. . . ∂u2∂µK
...
...
. . .
...
...
...
. . .
...
∂uL
∂D1
∂uL
∂D2
. . . ∂uL∂DK
∂uL
∂µ1
∂uL
∂µ2
. . . ∂uL∂µK

is calculated first where K is the number of basis elements in the discretization, L is the
number of measurement locations, and summed over all sources. Then, to accomplish this
a search direction is set as the solution dk of
(J(qk)
TJ(qk) + λkI)dk = −J(qk)T (γnF (k,q)r (0, fi)− gi).
When λk is zero the direction is the same as Gauss-Newton, and as λk grows larger the
direction tends toward a steepest descent. This parameter changes iteratively according to
the MATLAB implementation.
A key tweak to this algorithm mimicks the work of [44, 43, 38, 64] in that the
Jacobian is scaled. Letting
mD = max
{
∂u1
∂D1
,
∂u1
∂D2
, . . . ,
∂u1
∂DK
,
∂u2
∂D1
,
∂u2
∂D2
, . . . ,
∂u2
∂DK
, . . . ,
∂uL
∂D1
,
∂uL
∂D2
, . . . ,
∂uL
∂DK
}
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and
mµ = max
{
∂u1
∂µ1
,
∂u1
∂µ2
, . . . ,
∂u1
∂µK
,
∂u2
∂µ1
,
∂u2
∂µ2
, . . . ,
∂u2
∂µK
, . . . ,
∂uL
∂µ1
,
∂uL
∂µ2
, . . . ,
∂uL
∂µK
}
,
then the Jacobian is rescaled to
J(q) =

1
mD
∂u1
∂D1
1
mD
∂u1
∂D2
. . . 1mD
∂u1
∂DK
1
mµ
∂u1
∂µ1
1
mµ
∂u1
∂µ2
. . . 1mµ
∂u1
∂µK
1
mD
∂u2
∂D1
1
mD
∂u2
∂D2
. . . 1mD
∂u2
∂DK
1
mµ
∂u1
∂µ1
1
mµ
∂u2
∂µ2
. . . 1mµ
∂u2
∂µK
...
...
. . .
...
...
...
. . .
...
1
mD
∂uL
∂D1
1
mD
∂uL
∂D2
. . . 1mD
∂uL
∂DK
1
mµ
∂uL
∂µ1
1
mµ
∂uL
∂µ2
. . . 1mµ
∂uL
∂µK

and the algorithm proceeds in the step direction as given previously. This serves to balance
the step direction equally between updating D and updating µ.
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