In this paper we examine a variety of algebraic contexts in which the quantum Yang-Baxter equation arises, and derive methods for generating new solutions from given ones. The solutions we describe are encoded in objects which have a module and a comodule structure over a bialgebra. Our work here is based in part on the ideas of [DR1, DR2] .
§1. Introduction
In this paper we examine a variety of algebraic contexts in which the quantum Yang-Baxter equation arises, and derive methods for generating new solutions from given ones. The solutions we describe are encoded in objects which have a module and a comodule structure over a bialgebra. Our work here is based in part on the ideas of [DR1, DR2] .
Suppose that R : M ⊗ M −→ M ⊗ M is a solution to the quantum Yang-Baxter equation, where M is a finite-dimensional vector space over a field k. In [DR2] it was shown that R can be derived from a left H-module structure and a right H-comodule structure on M for some bialgebra H over k (also see [Yet] , [Maj1] , [Maj2] , [FRT2] ). The module and comodule structure satisfy a natural compatibility condition. M together with these structures is called a left quantum YangBaxter H-module. Every left quantum Yang-Baxter module gives rise to a solution to the quantum Yang-Baxter equation in a natural way.
We study the category H YB of left quantum Yang-Baxter H-modules, and show that many of the familiar constructions in the module category H M can be made in H YB. Through these constructions solutions to the quantum Yang-Baxter equation can be combined in various ways to generate new ones. We place particular emphasis on the tensor product of objects of H YB, and ways in which the tensor algebra T (M ) of an object M of H YB can be viewed as an object of H YB. Using the tensor algebra we are able to extend certain solutions when dim M = 2 to the quantum plane.
We turn the tensor algebra T (M ) of an object M of H YB into an object of H YB by giving it a module algebra and a comodule algebra structure. Module algebra and comodule algebra structures play a very important role in this paper. In Section 9 we develop a calculus for U q (sl 2 ) starting with a right k[SL q (2)]-comodule algebra structure on the quantum plane k[x, y] q , where k[SL q (2)] is the coordinate ring of quantum SL q (2) over k. This calculus has been described in other ways [M-S,Sud] . The right comodule algebra structure on k[x, y] q accounts for the left U q (sl 2 )-module algebra structure on k[x, y] q described in [M-S] . We show how the basic irreducible representations of [Tak] follow by the calculus.
A module algebra action, or comodule algebra action, is a natural vehicle for extending structure on a submodule, or subcomodule, respectively to the subalgebra it generates. The calculus, and the solutions to the quantum Yang-Baxter equation we describe in this paper, are determined in this manner on small structures, two-dimensional in this case. We believe that many more results will follow from this circle of ideas.
In Section 2 we discuss basic aspects of coalgebra and bialgebras used in the sequel. A good general reference for this is Sweedler's book [SB] on Hopf algebras.
In Section 3 we review the quantum Yang-Baxter equation in connection with quantum YangBaxter modules. The A(R) construction of Faddeev, Reshetikhin and Takhtajan [FRT] is considered in this light, and examined in detail in when R arises from two commuting operators. Even though this particular R is rather simple, the algebra structure of A(R) is surprisingly complex. Using the Scratchpad computer algebra system, we determine the algebra structure of A(R) in an interesting specific case, showing that our particular example has a finite (non-commutative) Groeb-ner basis. We feel these calculations point to area worth investigating, and are suggesting a very effective tool as an aid. Also in Section 3 we describe a natural notion of congruence of quantum Yang-Baxter solutions, and show that it is a reflection of isomorphism of quantum Yang-Baxter modules.
General constructions in the category H YB are made in Section 4, where H is any bialgebra over k. We show that the tensor product of objects in H YB can be regarded as object in H YB in two different ways. We show that there is a duality between finite-dimensional left and right quantum Yang-Baxter modules. In Section 5 we consider H YB in the special case when H op is a Hopf algebra with antipode s .
In Section 6, solutions to the quantum Yang-Baxter equation encoded in a module/comodule structure M are factored through the induced representations. This factorization works when M is graded, or graded differential as well. We give a definition of graded Yang-Baxter equation and discuss some natural examples which arise from homological algebra. These graded solutions give rise to infinite families of solutions to the ordinary quantum Yang-Baxter equation.
Section 7 is very short and concerns the relationship between the categories H YB and H o YB. In Section 8 we consider H itself as an object of H YB when H op is a Hopf algebra with antipode s . We suppose that the module structure is multiplication, or that the comodule structure is comultiplication, and determine all such left quantum Yang-Baxter module structures on H. Also we show there is a connection between integrals for the Hopf algebra H and solutions to the quantum Yang-Baxter equation when H is finite-dimensional.
In Section 9 the calculus for U q (sl 2 ) mentioned earlier is developed. In Section 10 we construct, and describe in detail, certain interesting solutions to the quantum Yang-Baxter equation for the quantum plane. We describe how to "patch" solutions to the quantum Yang-Baxter equation to obtain new ones. A generalization of the quantum Yang-Baxter
e ii ⊗ e ii ) + i =j (e ii ⊗ e jj ) + (q − q −1 )(
is determined by this method, namely:
e ii ⊗ e ii ) + b( i>j e ii ⊗ e jj ) + c( i<j e ii ⊗ e jj ) + (qb − q −1 c)(
where b, c = 0. Although most results are stated for a field, in many cases much less is required, sometimes no more than k be a commutative ring with unity, which k is at the very least in this paper. The objects in this paper are k-modules. Some results hold when they are graded or graded differential. Much of what we do will remain valid over a principal domain, provided the underlying (co)modules are free over k. It should be clear from the context when this is the case.
There are connections between this paper and [Yet] which we would like to note. Our left quantum Yang-Baxter H-modules are the left crossed H cop -modules of [Yet] (also see [Maj2] ). The prebraiding structure on the category of left crossed H cop -modules described in [Yet] determines a solution to the quantum Yang-Baxter solution R M : M ⊗ M −→ M ⊗ M for left crossed H copmodules M , or equivalently left quantum Yang-Baxter H-modules M . Let R : M ⊗ M −→ M ⊗ M be any solution to the quantum Yang-Baxter equation, where M is a finite-dimensional vector space over a field k. Since there is well established and extensive use of the terminology "crossed module" for something different than what is referred to here [JHC] , [BH] , we will use the terminology "quantum Yang-Baxter H-module" or simply "quantum Yang-Baxter module" when the underlying bialgebra is clear from context. Our work in this paper is focused on the quantum Yang-Baxter equation and has very little overlap, beyond formal connections, with [Yet] , which concentrates on prebraiding and braiding structures. Also see (6.2). §2 Preliminaries This section contains a review of some background material that will be used freely in the sequel.
Algebras and Modules, Coalgebras and Comodules
Let (C, ∆, ) be a coalgebra over k, which we will usually denote by C. An element g ∈ C is said to be grouplike if ∆(g) = g ⊗ g and (g) = 1. The set of grouplike elements of C is denoted by G(C). By Proposition 3.2.1 of [SB] distinct grouplike elements of C are linearly independent. Let g, g ∈ G(C). Then c ∈ C is said to be a g:g nearly primitive if ∆(c) = c ⊗ g + g ⊗ c.
For c ∈ C we denote the coproduct ∆(c) = n i=1 c i ⊗ d i ∈ C ⊗ C of c symbolically by ∆(c) = c (1) ⊗ c (2) , a notatation which goes back at least to [HS1, SB] . Thus we write (∆ ⊗ I) • ∆(c) = c (1)(1) ⊗ c (1)(2) ⊗ c (2) and (I ⊗ ∆) • ∆(c) = c (1) ⊗ c (2)(1) ⊗ c (2)(2) . Since these are the same by coassociativity, the expression c (1) ⊗ c (2) ⊗ c (3) is used to represent either one. Generally c (1) ⊗ c (2) ⊗ · · · ⊗ c (n) denotes the result of n − 1 applications of ∆; the first application is to c, the second to one of the two resulting tensorands, the third to one of the three resulting tensorands, and so on. The result of any such sequence of n − 1 iterations is the same by coassociativity, and thus c (1) ⊗ · · · ⊗ c (n) is unambiguous. We will use the same type of notation for comodules. For example, if (M, ρ) is a right C-comodule, we write ρ(m) = m (1) ⊗ m (2) ∈ M ⊗ C for m ∈ M . This notation makes it easier to discover and derive formulas.
"Twisting" the comultiplication of C gives rise to a coalgebra C cop . As a vector space C cop = C, and comultiplication for C cop is defined by ∆ cop (c) = c (2) ⊗ c (1) , where c ∈ C and ∆(c) = c (1) ⊗ c (2) .
The linear dual C * of C is an algebra with unit , where multiplication is defined by <c * * d * , c> = <c * , c (1) ><d * , c (2) > for c * , d * ∈ C * and c ∈ C. Observe that C * * is a C-bimodule under the transpose actions of right and left multiplication in C * . Regarding C as a subspace of C * * in the usual way, it is easy to see that c * · c = c (1) <c * , c (2) > and c · c * = <c * , c (1) >c (2) for c * ∈ C * and c ∈ C. We will not emphasize the fact that C could be a differential graded coalgebra in this paper, but will bring it to the reader's attention. A graded module for us is a k-module M = ⊕ i M i which is graded by the integers. Usually either M i = 0 for i < 0, or M i = 0 for i > 0. Following standard conventions we write M −i = M i . A graded (right) C-comodule for us is a graded k-module M with a comodule map structure map ρ satisfying ρ(M i ) ⊆ j M i−j ⊗ C j . Generally a map of graded modules F : N −→ M is said to be of degree k if F (N n ) ⊆ M n+k for ∈ Z. If a coalgebra C posesses a differential, i.e., a degree −1 map d : C → C such that d 2 = 0, we assume that d is a coderivation. For further information of graded differential objects, we refer the reader to [CE] , [Mac] , [GMu] . We may think of an ordinary ungraded coalgebra as a differential graded coalgebra which is concentrated in degree 0 and which has the zero differential. We will denote the category of left (respectively right) comodules over a coalgebra C by C M (respectively M C ). Dual remarks apply for graded differential algebras. Again we refer the reader to the cited references for details.
Let (A, m, η) be an algebra over k, which we usually denote by A in the sequel, and regard A * ⊗ A * as a subspace of (A ⊗ A) * in the customary way. The linear dual A * is generally not a coalgebra with coproduct m * since it is not always the case that m
. Then A o is the subspace of those f ∈ A * which vanish on a cofinite ideal of A and m
for a, b ∈ A. By virtue of these equations G(A o ) = Alg k (A, k). See Section 6.0 of [SB] for details. "Twisting" the multiplication of A defines an algebra A op as follows. As a vector space A op = A, and multiplication in A op is defined by a · b = ba for a, b ∈ A. Assume that H is a bialgebra over k. Then H cop , H op and hence H op cop , are bialgebras. We regard H * a H-bimodule under the transpose of right and left multiplication in H. These actions are defined by <h · h * , a> = <h * , ah> and <h * · h, a> = <h * , ha> for h, a ∈ H and h * ∈ H * . The reader has probabily noticed that h · h * is unfortunately an ambiguous notation for module multiplication. This seems to be a problem more often than not for structures related to bialgebras. For this and other reasons we tend to use symbols such as and to denote left and right module actions respectively when there is the real possibility of ambiguity.
Suppose that M, N are left H-modules.
· n for m ∈ M and n ∈ N . We regard k as a left H-module by h · 1 = (h)1 for h ∈ H. A left H-module algebra is an algebra in this module category. That is, A is a left H-module algebra if (A, m, η) is an algebra over k which has a left H-module structure such that m and η are module maps, which is the same as saying that
for all h ∈ H and a, b ∈ A. The tensor algebra T (M ) of a left H-module M has a unique left H-module algebra structure such that M is a submodule of T (M ). Suppose that M, N are right H-comodules. We turn the tensor product M ⊗ N into a right
2) for m ∈ M and n ∈ N . Regard k as a right H-comodule by ρ(1) = 1 ⊗ 1. A right H-comodule algebra is an algebra in this comodule category. Thus a right H-comodule algebra is an algebra (A, m, η) over k which has a right H-comodule structure (A, ρ) such that m and η are comodule maps; that is
and ρ(1) = 1 ⊗ 1 for a, b ∈ A. The tensor algebra T (M ) of a right H-comodule M has a unique right H-comodule algebra structure such that M is a subcomodule of T (M ). Module algebra structures and comodule algebra structures play a central role in this paper. Assume further that H is a Hopf algebra with antipode s. By Proposition 4.0.1 of [SB] it follows that s is an algebra and coalgebra antiendomorphism of H. If H op or H cop is a Hopf algebra, then s is bijective. Conversely, if s is bijective, then both H op and H cop are both Hopf algebras with antipode s −1 . When H is finite-dimensional, the antipode s of H is bijective by Corollary 5.1.6 of [SB] .
Suppose that C is a coalgebra over k, and let (M, ·) be a left C * -module. Then (M, ·) is rational if there is a right C-comodule structure (M, ρ) on M such that c
There is at most one right C-comodule structure on M satisfying this equation, and when (M, ·) is rational this comodule structure is referred to as the underlying comodule structure for (M, ·). When (M, ·) is rational, we will frequently write · ρ for · and ρ · for ρ to indicate the relationship between structures.
Regard C as a subspace of C * * in the natural way, and thus think of M ⊗ C as a subspace of Hom k (C * , M ). We give two equivalent formulations of rationality in the finite-dimensional case, and generalize one of them to graded modules for application in Section 6.
2.1.1. Proposition: Suppose that C is a coalgebra over a field k, and let (M, ·) be a finitedimensional left C * -module. Let ρ M : M −→ Hom k (C * , M ) and π : C * −→ End k (M ) be defined as above. Then the following are equivalent:
Proof: Let m, n ∈ M and m * , n * ∈ M * . Since M is finite-dimensional, we have an identification
It is easy to see that (M, ρ M ) is a right comodule structure on M which is an underlying comodule structure for (M, ·).
To show that part b) implies part c), assume that (M, ·) rational with underlying right Ccomodule structure (M, ρ). Then ρ = ρ M , and the relation <π
Assume that part c) holds, let m 1 , ..., m n be a basis for M , and write
* > for all c * ∈ C * , from which it follows that c * * i = c m,m * ∈ C. This completes the proof.
A i be a graded coalgebra and a graded algebra respectively over k. Then by definition ∆(C i ) ⊆ i j=0 C i−j ⊗ C j for i ≥ 0 and (C i ) = (0) unless i = 0, and by definition A i A j ⊆ A i+j for all i, j ≥ 0 and 1 ∈ A 0 . The graded dual algebra of C is the (graded) subalgebra
to be important in Section 6 when M is of finite type, that is to say M i is finite-dimensional for all i ≥ 0. The condition just cited is a generalization of part c) of the previous proposition. For any coalgebra C is graded by setting C 0 = C, and any left C * = C gr * -module is graded by setting M 0 = M .
q-Binomial Coefficients
In Sections 9 and 10 we will need some combinatorial identities which hold in an algebra over k generated by two non-commuting elements p, q satisfying pq = tqp, where t ∈ k is invertible and not a root of unity. For n ≥ 0 define {n} t = 1 + t + t 2 + · · · t n−1 . Set
Basically as a special case of (2.1) of [Koo1] : 2.2.1. Lemma: Let p and q be elements of a k-algebra satisfying pq = tqp, where t ∈ k is invertible and not a root of unity. Then for all non-negative integers n
Quantum Yang-Baxter Equation and Congruence
In this section we review the connection between the quantum Yang-Baxter equation and certain module/comodule structures described in [DR2] and [Yet] . The A(R) construction of Faddeev, Reshetikhin and Takhtajan [FRT1, 2] is considered in this light. Let f, g : M ⊗ M → M ⊗ M be commuting endomorphisms of a k-module M . Then R = f ⊗ g is a solution to the quantum Yang-Baxter equation for M ; perhaps the simplist in form. We consider the structure of A(R) when k is a field and dim M = 2. Even in this case the analysis of A(R) is far from trivial. We conclude the section with a discussion of the Drinfel'd double of a finite-dimensional Hopf algebra in connection with the quantum Yang-Baxter equation, and discuss the notion of congruence of quantum Yang-Baxter solutions.
The Quantum Yang-Baxter Equation
Let M be a k-module and R : M ⊗ M → M ⊗ M be a k-linear map. For m, n ∈ M we write the finite sum R(m ⊗ n) ∈ M ⊗ M formally as
extending the Heyneman-Sweedler notation of (2.1) for comultiplication. By the quantum YangBaxter equation we mean
where
When R is a solution to the quantum Yang-Baxter equation, we will also refer to it as a quantum Yang-Baxter solution for M .
Using the notation R(m ⊗ n) = m (1) ⊗ n (2) observe that (3.1.1) has the unambiguous formulation
for , m, n ∈ M , where the subscript (0) in the i th position means that the tensorand was unaffected by the application of the the i th operator R ( ) .
Notice that For certain algebras there exists a quantum Yang-Baxter solution for all representations. Suppose that A is an algebra over k and that 
and
. This is the case if (A, R) is a finite-dimensional quasitriangular Hopf algebra over a field. For a discussion of quasitriangular Hopf algebras the reader is referred to [Drin] , [DR1] , [DR2] , [Maj1] .
One of the goals of this paper is to show that quantum Yang-Baxter solutions occur in many natural algebraic contexts.
The Category of Left Quantum Yang-Baxter H-Modules
Let H be a bialgebra over k. A left quantum Yang-Baxter H-module is a left crossed H copmodule [Yet] . Thus a left quantum Yang-Baxter module over H is a k-module M with a left H-module structure H ⊗ M → M and a right H-comodule structure M → M ⊗ H which satisfy the compatibility condition (3.2.1)
for h ∈ H and m ∈ M . Sometimes we think of a left quantum Yang-Baxter H-module more formally as a triple (M, ·, ρ), where (M, ·) and (M, ρ) are the module and comodule structures respectively. The compatibility condition can be thought of as
A morphism of two quantum Yang-Baxter modules M and N is simply map f : M → N which is both a module and comodule map. The class of left quantum Yang-Baxter H-modules together with morphisms form a category H YB, which we call the category of left quantum Yang-Baxter H-modules. We will consider some functors on this category in Section 4. To each object M of H YB we associate a solution R M to the quantum Yang-Baxter equation for M . This is done by noting that part b) of Proposition 2 [DR2] holds for any module over a commutative ring k. (See also [Yet] .) 3.2.2. Proposition: Suppose that H is a bialgebra over a commutative ring k. Let M be an object of H YB and define
for m, n ∈ M . Then R is a quantum Yang-Baxter solution for M .
The Bialgebra A(R)
Our treatment of the bialgebra A(R) follows [DR2] . We will review the construction in a new context in (6.1). Suppose that M is a finite-dimensional free k-module with basis {m 1 , . . . , m n }. Let C = coEnd k (M ) be the coalgebra over k with basis {c i,j } 1≤i,j≤n whose coproduct is given by c i,j = n k=1 c i,k ⊗ c k,j and whose counit is given by (c i,j ) = δ ij . The right regular corepresen-
i,j . The coalgebra structure on C extends uniquely to a bialgebra structure on the tensor algebra T (C) of the k-module C. (As is well-known to those familiar with the cobar construction, there are problems with the differential setting since C is generally not cocommutative). Now assume that R : M ⊗ M → M ⊗ M is a k-linear map and write
By the universal mapping property of the tensor algebra, π extends uniquely to an algebra map
Now the compatibility condition (3.2.1) might not hold for these structures, so following [DR2] , we define the obstructions
for 1 ≤ i, j, k, ≤ n. These simply come from the compatibility obstructions
The argument that the ideal
is a coideal made in [DR2] when k is a field works in this generality; therefore A(R) = T (C)/I is a bialgebra over k. What is important is that M is an object of A(R) YB and that R = R M , where R M is defined by (3.2.3). Thus R is encoded in a quantum Yang-Baxter structure on M . We have the following generalization of Proposition 3 of [DR2] .
3.3.1. Proposition: Suppose that M is a finite-dimensional free k-module of dimension n. Let R : M ⊗ M → M ⊗ M be a quantum Yang-Baxter solution, and let (M, ·) and (M, ρ) be the left T (C)-module and right T (C)-comodule structures respectively on M defined above. Let
Then the ideal
of T (C) is a coideal. Thus A(R) = T (C)/I is a bialgebra with the induced quotient structures. Furthermore, the module and comodule structures on M pass to module and comodule structures on M over A(R) = T (C)/I and, in fact, give M the structure of a quantum Yang-Baxter module over A(R) such that R = R M .
The reader is referred to [DR2] for further details; in particular for a universal property for A(R).
A(R) for a Class of 2-dimensional Quantum Yang-Baxter Solutions
The examples in this section were generated and investigated using the Scratchpad computer algebra system [LL] . Details about the use of this system for the purposes of investigating quantum Yang-Baxter solutions will appear elsewhere.
Suppose that k is a field and that f, g : M → M are two endomorphisms of a vector space M over k.
which is true if and only if f g = gf .
Consider the case when M is two-dimensional with basis {m 1 , m 2 }. Suppose that
for some a ∈ k, where we identify f and its matrix with respect to this basis. An easy computation shows that g commutes with f if and only
Using the indexing conventions from the section above, viz.,
2,2 = ab and all other entires of R are 0. Thus, in this case, A(R) is generated as an algebra by four generators {x, y, z, w} subject to 16 quadratic relations given by the quantum Yang-Baxter obstructions yb(i, j, k, l), for 1 ≤, i, j, k, l ≤ 2. These relations are not all linearly independent over k. We replace them by an equivalent linearly independent set. To do this, set c 1,1 = x,c 1,2 = y,c 2,1 = z, and c 2,2 = w. Order the variables by z > y > x > w and give the homogeneous degree 2 terms the lexicographical order. We have the ordered basis for the degree 2 component of T (C):
The 16 relations given by the quantum Yang-Baxter obstructions are
The corresponding matrix of coefficients with respect to the ordered basis of degree 2 monomials described above is
The row echelon form of this matrix depends on the relationship between a, b and c. When ab = 0 and ac + b = 0, the row reduced echelon form of this matrix is 
These conditions on the entries a, b, c were determined by an examination of the invertible matrix P which puts the matrix of coefficients into row reduced echelon form by multiplication on the left (and which was also generated symbolically in Scratchpad).
Under the assumption that ab = 0 and ac + b = 0, the algebra A(R) is generated by {x, y, z, w} modulo the quadratic relations
where r = ac−b ab . Similiar calculations were made for the other cases such as ac = 0 and b = 0, and while the results are interesting, they will not be reported here. Teo Mora has shown us [TM] that a finite G-basis (or non-commutative Groebner-basis, see [FM] ) exists and is given by the quadratic relations
and the cubic relation
The topic of the existence of finite (non-commutative) Groebner bases for A(R) will be taken up in detail elsewhere.
The Double and a Category Equivalence
Suppose that H is a finite-dimensional Hopf algebra over a field k with antipode s. The Drinfel'd double (D(H), R) of H is a finite-dimensional quasitriangular Hopf algebra over k which is described in [Drin] , [Maj1] , [DR1] . We follow the description of [DR1] here. As a coalgebra,
The algebra structure of D(H) is a twisted tensor product structure in the sense of [Gug] . The maps
defined by h → ⊗ h and h * → h * ⊗ 1 are Hopf algebra maps. Suppose that M is a left D(H)-module. Then pullback along these maps gives a left H-module and a left H * -module structure on M . Since H is finite-dimensional, the H * -module structure is rational; thus it has an underlying right H-comodule structure. By part a) of Theorem 1 of [DR2] it follows that M with its left H-module and right H-comodule structure is a left quantum YangBaxter H-module. By part b) of the same we have the important relationship
where R M is defined in Section 3.1 for the representation of D(H) afforded by the left D(H)-module M , and R M is defined by (3.2.3) for the object M of H YB. Moreover: 3.5.1. Proposition Suppose that H is a finite-dimensional Hopf algebra over a field k. Then there is a category equivalence
An equivalent formulation of (3.5.1) appears in [Maj2] . If H is a finite-dimensional Hopf algebra, we can use the category equivalence of (3.5.1) to transfer all of the usual constructions such as direct sums, direct products and tensor products in D(H) M over to H YB. In Section 5 we consider these constructions in H YB, where H more generally is any bialgebra.
Congruence of quantum Yang-Baxter Solutions
To classify solutions to the quantum Yang-Baxter equation, one needs a notion of similar, or conguent, solutions. We define congruence to reflect isomorphism of quantum Yang-Baxter modules.
3.6.1. Proposition: Suppose that H is a bialgebra over a field k and assume that (M, ·, ρ) and (M, · , ρ ) are left quantum Yang-Baxter H-modules. Let R = R (M,·,ρ) and R = R (M ,· ,ρ ) , and suppose that
To this end we let m, n ∈ M and use the fact that U is a right comodule map and a left module map to compute
−1 is a solution as well. We say that R and R are congruent, and write R ≈ R or R ≈ U R . Clearly congruence is an equivalence relation. By the proposition below congruence in the finite-dimensional case is no more than the situation described in (3.6.1).
Proposition:
Suppose that M and M are finite-dimensional vector spaces over a field k, and that R : M ⊗M −→ M ⊗M and R : M ⊗M −→ M ⊗M are solutions to the quantum YangBaxter equation. Suppose that U : M −→ M is a linear isomorphism and assume that R ≈ U R. Then M and M have the structure of a left quantum Yang-Baxter A(R)-module (M, ·, ρ) and (M , · , ρ ) respectively such that:
Proof:
M has a left quantum Yang-Baxter A(R)-module structure (M, ·, ρ) such that R = R (M,·,ρ) by (3.3.1). Endow M with the unique left A(R)-module structure (M , · ) so that U is an isomorphism of left A(R)-modules. Endow M with the unique right
In this section we consider general constructions in the category H YB, placing particular emphasis on the tensor product. We show that the tensor algebra T (M ) of an object M of H YB can be viewed as an object of H YB naturally in two ways. We consider duality between left and right quantum Yang-Baxter modules, and show that a bialgebra automorphism of H can be used to induce other Yang-Baxter structures in two ways.
Subobject, Quotient Object
Let H be a bialgebra over a field k, and suppose that (M, ·, ρ) is a left quantum Yang-Baxter H-module. Suppose that N is a subspace of M which is both a submodule and a subcomodule. Then N inherits a left quantum Yang-Baxter H-module structure from M and is called a quantum Yang-Baxter submodule of M . If N is a quantum Yang-Baxter submodule of M , then M/N with its quotient module and comodule structures is a left quantum Yang-Baxter H-module.
Direct Sum
Let {M i } i∈I be an indexed family of objects of H YB. Then the vector space sum M = ⊕ i∈I M i is a left quantum Yang-Baxter H-module with the direct sum module and comodule structures. M is the coproduct of the family {M i } i∈I in the category H YB. When I = {1, . . . , n} the quantum Yang-Baxter solution R = R M is the result of "fusion" of the solutions R M 1 , . . . , R M n .
Tensor Product
The tensor product of quantum Yang-Baxter modules can be given the structure of a quantum Yang-Baxter module in two natural ways. Let H be a bialgebra over k, and let M and N be left H-modules. Then M ⊗ N is a left H-module with the tensor product module structure defined by
For H cop the tensor product module structure is h·(m⊗n) = h (2) ·m⊗h (1) ·n when expressed in terms of H. Now suppose that M and N are right H-comodules. Then the tensor product M ⊗ N is a right H-comodule with the tensor product comodule structure defined by
in terms of H. Now suppose that M and N are left quantum Yang-Baxter H-modules. Then M ⊗ N has a left quantum Yang-Baxter H-module structure with either the tensor product module structure over H and tensor product comodule structure over H op , or these structures over H cop and H respectively.
Proposition:
Suppose that H is a bialgebra over a field k, and let M and N be left quantum Yang-Baxter H-modules. Then M ⊗ N is a left quantum Yang-Baxter H-module, where
Proof: We show part a). The proof of part b) is similar and is left to the reader. The need for "twisting" comultiplication or multiplication will become apparent.
Let h ∈ H, m ∈ M and n ∈ N . Then
and we are done.
Note that the solutions R M ⊗N to the quantum Yang-Baxter equation for M ⊗ N resulting from parts a) and b) of the proposition are formally different. In the first case
and in the second observe that
Also notice that the two ways of turning the tensor product of quantum Yang-Baxter modules into a quantum Yang-Baxter module described in (4.3.1) determine 2 n−1 ways of turning an n-fold tensor product into a quantum Yang-Baxter module.
The tensor algebra T (M ) of a left quantum Yang-Baxter module M has two natural quantum Yang-Baxter structures. When H is commutative and cocommutative the symmetric algebra S(M ) of M has the quotient quantum Yang-Baxter structure. For certain M other quotients of T (M ), such as the exterior algebra and the quantum plane, have the quotient quantum Yang-Baxter structure. The quantum plane in considered in this light in Section 10.
To make T (M ) a left quantum Yang-Baxter module we give it the structure of a module algebra and a module coalgebra.
Suppose that H is a bialgebra and that A is an algebra over a field k. Assume further that A has a left H-module algebra structure and a right H op -comodule algebra structure. Suppose that A is generated as an algebra by a subspace M which is a submodule and a subcomodule of A. If M is a left quantum Yang-Baxter H-module, then A is a left quantum Yang-Baxter H-module.
Proof: Since A is a left H-module algebra and a right H op -comodule algebra, the set of all a ∈ A such that
(2) h (1) for all h ∈ H is a subalgebra of A, and hence the proposition follows.
We let the reader formulate and prove the version of (4.3.2) when A is a left H cop -module algebra and A is a right H-comodule algebra.
Let (M, ·) be a left H-module. Then the tensor algebra T (M ) of M has a unique left Hmodule structure (T (M ), · T ) such that M is a submodule and T (M ) is an H-module algebra. Suppose that (M, ρ) is a right H-comodule. The structure map ρ :
It is easy to see that (T (M ), ρ T ) is a right H op -comodule algebra. As a corollary to (4.3.2):
4.3.3. Corollary: Suppose that H is a bialgebra over a field k and let (M, ·, ρ) be a left quantum
Apropos of the corollary, the subspace I of differences m ⊗ n − n ⊗ m form a subcomodule when H is commutative. When H is cocommutative I is a submodule. Any subspace of T (M ) which is a submodule and a subcomodule generates an ideal which is a submodule and a subcomodule since T (M ) is an H-module algebra and H op -comodule algebra. Therefore the symmetric algebra S(M ) = T (M )/(I) of M has a quotient quantum Yang-Baxter module structure when H is commutative and cocommutative.
The Linear Dual in the Finite-Dimensional Case
In this section we establish a duality between right and left quantum Yang-Baxter modules in the finite-dimensional case. We define a right quantum Yang-Baxter H-module to be a triple (M, ·, ρ) where (M, ·) is a right H-module and (M, ρ) is a left H-comodule which are related by the compatibility condition
for m ∈ M and h ∈ H. The notions of left and right quantum Yang-Baxter module are "opposite" in the following sense. Let A be an algebra over k. Then a right A-module (M, ·) may be regarded as a left A op -module (M, · op ), where a · op m = m · a for a ∈ A and m ∈ M . If C is a coalgebra over k, then a left C-comodule (M, ρ) may be regarded as a right C cop -comodule (M, ρ cop ), where
for m, n ∈ M . Let A be an algebra over k, and suppose that (M, ·) is a right A-module. Then the linear dual M * of M has a left A-module structure (M * , · t ) under the transpose action which is defined by <a · t m * , m> = <m * , m · a> for a ∈ A, m * ∈ M * and m ∈ M . Now let C be a coalgebra over k and suppose that (M, ρ) is a left C-comodule.
for m ∈ M and c * ∈ C * . Suppose further that M is finite-dimensional. Then the transpose action derived from · ρ is rational by part d) of Theorem 2.1.3 of [SB] . Let (M * , ρ t ) be the underlying left C-comodule structure. The comodule actions are related by
for m * ∈ M * and m ∈ M . At this point it is easy to establish a duality between left and right quantum Yang-Baxter modules.
Proposition:
Suppose that H is a bialgebra over a field k and let (M, ·, ρ) be a finitedimensional right quantum Yang-Baxter H-module. Then:
Proof: Let h ∈ H, m, n ∈ M and m * , n * ∈ M * . The equation
follows with two application of (4.4.1). To show part b), we note that
by (4.4.1), and hence the proposition follows.
Induced Structure
The "pullback" action is defined for quantum Yang-Baxter modules in certain instances.
Proposition:
Suppose that H is a bialgebra over a field k.
a) Let (M, ·, ρ) be a left quantum Yang-Baxter H-module, and suppose that f :
be a right quantum Yang-Baxter H-module, and suppose that f :
Throughout this section H is a bialgebra over a field k such that H op has an antipode s . We show that the objects of H YB can be described completely in terms of left H and H * -module structures. It follows that products exist in H YB, and that Hom k (M, N ) can be regarded as an object of H YB in several different ways, where M, N are objects of H YB and M is finite-dimensional.
Equivalent Formulations of the Yang-Baxter Condition when H op Has an Antipode
Parts c) and d) of (5.1.1) below express the quantum Yang-Baxter compatibility condition in terms of left H and H * module actions. These equivalent formulations are rules for exchanging order of module multiplications.
Let C be a coalgebra over k, and suppose that (M, ρ) is a right C-comodule.
5.1.1. Lemma: Suppose that H is a bialgebra over a field k such that H op is a Hopf algebra with antipode s . Let M be a vector space over k with left H-module structure (M, ·) and right H-comodule structure (M, ρ). Then the following are equivalent:
Proof: We first show that part a) implies part b). Assuming part a) we have
To show that part c) follows from part b), we note that
holds for all h * ∈ H * , h ∈ H and m ∈ M whenever part b) is true. Suppose that part c) holds. Then for h ∈ H, h * ∈ H * and m ∈ M we see that
To complete the proof we need only show that part d) implies part a). Assume that part d) holds. Then we calculate
Let M be a vector space over k which has a left H-module structure (M, ·) and a left H * -module structure (M, ). We note that parts c) and d) of (5.1.1) are equivalent in this generality; that is
for all h * ∈ H * , h ∈ H and m ∈ M if and only if
holds for all h ∈ H, h * ∈ H * and m ∈ M .
The Rational Part of a Left
. Then by definition m ∈ M r if and only if there exists an element
From the module axioms it follows that ρ M (M r ) ⊆ M r ⊗ C, and that (M r , ρ M ) is a right C-comodule. Furthermore, M r is the unique maximal submodule of M which is rational. See Theorem 2.1.3 of [SB] for details.
Thus a left quantum Yang-Baxter H-module, when H op is a Hopf algebra, can be described as a vector space M which has a left H module structure (M, ·) and a left rational H * -module structure (M, ) such that (5.1.2) is satisfied, or equivalently (5.1.3) is satisfied. More generally:
5.2.1. Proposition: Suppose that H is a bialgebra over a field k such that H op is a Hopf algebra with antipode s . Let M be a vector space over k with a left H-module structure (M, ·) and a left H * -module structure (M, ) such that (5.1.2) or (5.1.3) holds for all h * ∈ H * , h ∈ H and m ∈ M . Then (M r , ·, ρ M ) is a left quantum Yang-Baxter H-module.
Proof:
Let m ∈ M r and h ∈ H. By (5.1.1) it suffices to show that h · m ∈ M r . Write
). This concludes the proof of the corollary.
The rational part of the linear dual of a right quantum Yang-Baxter H-module is a left quantum Yang-Baxter H-module when H op is a Hopf algebra.
Corollary:
Suppose that H is a bialgebra over a field k such that H op is a Hopf algebra with antipode s . Let (M, ·, ρ) be a right quantum Yang-Baxter H-module. Regard M * as a left H-module (M * , · t ) and as a left H * -module (M * , · ρ t ) under the transpose actions. Then
by assumption; hence
for h ∈ H, h * ∈ H * and m * ∈ M * . The corollary follows by (5.1.1). Suppose that M, N have the structure of left quantum Yang-Baxter H-modules, where M is finite-dimensional. By the dual version of (5.2.2) it follows that M * = (M * ) r has the structure of a right quantum Yang-Baxter H-module. Suppose further that H op is a Hopf algebra with antipode s . Then by part b) of (4.5.1) we can put a left quantum Yang-Baxter H-module structure on M * with t = s . Therefore Hom k (M, N ) = M * ⊗ N has the structure of a left quantum YangBaxter H-module by part a) of (4.3.1). When H is a Hopf algebra with bijective antipode (4.5.1) and (4.3.1) give us four formally different ways of putting a left quantum Yang-Baxter H-module structure on Hom k (M, N ). Let M be a left H-Hopf module, where H is a Hopf algebra. Then the subcomodule generated by a submodule of M is a sub-Hopf module, and the submodule generated by a subcomodule of M is a sub-Hopf module. See pages 106-107 of [SB] for details. There is an analogous result for quantum Yang-Baxter H-modules, using the same kind of formalism which applies to Hopf modules.
Direct Products when

Proposition:
Suppose that H is a bialgebra over a field k such that H op is a Hopf algebra with antipode s . Let (M, ·, ρ) be a left quantum Yang-Baxter H-module. Then:
Proof: The subcomodules of M are precisely the H * -submodules of (M, · ρ ) by part a) of Theorem 2.1.3 of [SB] . Thus part a) follows by part c) of (5.1.1), and part b) follows by part d) of the same. §6.
Rep and Corep
In this section we assume that M is a k-module and that H is a k-bialgebra.
The Composite of Rep and Corep
Roughly speaking, if M is an object in the category of left H-modules and right H-comodules H M H , then under certain conditions we have a representation H → End k (M ) and a corepresentation End k (M ) * → H which may then be composed to obtain a map End(M ) * → End(M ). For M of finite type, such maps correspond to maps M ⊗ M → M ⊗ M . We will now make this precise.
Let X, Y be of finite type over k and consider the four well-known maps
for m ∈ M and n ∈ N . In (6.1.7) we have used the fact that X is of finite type and have chosen a basis {x i } for X. With this choice, {x i } is the dual basis. Observe that τ is invertible and τ −1 has a basis free description.
It is a straightforward exersise to show that each of these maps is an isomorphism of k-modules. In addition, each map is a chain map. By taking X = Y = End k (M ) in (6.1.3) and X = Y = M in (6.1.4), we have 6.1.9. Lemma: Let M be an object of H M H of finite type with structure maps
* of the map from (6.1.5) takes values in H → H * * . Let ξ(ρ) * denote the corresponding map with values in H. Define a k-module map R :
Suppose that M is a left quantum Yang-Baxter H-module. Then R = R M as defined by (3.2.3).
In particular R satisfies quantum Yang-Baxter equation.
Proof: 
The remainder follows by (3.2.2).
It is pointed out in [DR2] that when H has an antipode s : H → H, and M is an object of H YB, then the quantum Yang-Baxter solution R :
for m, n ∈ M . This is actually more general.
6.1.10 Proposition: Let H be a Hopf algebra over k with antipode s. Suppose that M is an object of H M H and let R : M ⊗ M −→ M ⊗ M be defined as in (6.1.9). Then R has a linear inverse
Proof: That R is an inverse of R follows by the proof of Proposition 2 of [DR2] .
More generally, we can form the composition of the corresponding representation and corepresentation for any two M, N ∈ H YB (not just for M = N as above). If M, N ∈ H YB are rational then we define
Given what we have already said, we clearly have
(1) M and if we form the composite
then just as above, the proof of Proposition 2 of [DR2] can be seen to apply and we have have
M,N . We will not investigate any further properties of R M,N , but point out an analogous situation in [Man] , [YK-S] and [Yet] .
The composite of rep and corep and the FRT construction revisited
In light of the results of the previous section, we may view the FRT construction A(R) as follows. Given a k-linear map R :
* → End k (M ) be the corresponding k-linear map (see (6.1.1)-(6.1.4)). Let T = T (C) be the tensor algebra of C = End k (M )
* . Give C the usual coalgebra structure dual to the endomorphism ring, and give T the bialgebra structure obtained by extending the map C → C ⊗ C → T ⊗ T to T multiplicatively. Extend the coscalars for M : M → M ⊗ C → M ⊗ T where the comodule structure on M over C is just the right-regular corepresentation. For module structure, extendR : C → End k (M ) to a multiplicative map, T → End k (M ). We now have M ∈ T M T ; hovever, there is no reason that the compatibility condition (3.2.1) should hold. In fact, these conditions are equivalent to the vanishing of the Yang-Baxter obstructions when R is a quantum Yang-Baxter solution. This gives A(R) = T /I as in (3.3). Diagramatically, one has
where ρ is the right regular representation. The representation and corepresentation of T (End(M ) * ) are obtained by freeness, and A(R) = T (End(M ) * )/I is a quotient by quantum Yang-Baxter obstructions. See also the proof of (6.1) in [Yet] for a generalization of this construction.
We now want to make some remarks about generalizations of the ordinary setting for the quantum Yang-Baxter equation towards which our approach in this section naturally points.
Continuous and Graded Differential Quantum Yang-Baxter Solutions
It is quite natural to encounter graded modules M . We recall that, in this paper, that will usually mean that M i = 0, for i < 0, or M i = 0, for i > 0, in which case, we write M −i = M i . We will explore several generalizations of the quantum Yang-Baxter equation in this section. These generalizations point to one in which equality in the classic quantum Yang-Baxter equation is replaced by homotopy. We first examine a possible definition for non-differential graded quantum Yang-Baxter equations.
Assume that a quantum Yang-Baxter solution R is a degree 0 map of
We can make the further assumption that R = i,j R i,j where R i,j :
If all these things are satisfied, we call the quantum Yang-Baxter solution R a graded quantum Yang-Baxter solution. In this situation, the quantum Yang-Baxter equation breaks up in the following way: for each i, j, k, we have maps R
i,j,k , etc. The fact that R satisfies the quantum Yang-Baxter equation translates into a condition for the graded pieces and leads us to consider the following generalized quantum Yang-Baxter equation: given objects M, N, P and linear maps
where τ is the twist map. The generalized quantum Yang-Baxter equation is:
Clearly, when M = N = P , and A = B = C = R, we obtain the ordinary quantum YangBaxter equation. Furthermore, if R is a graded quantum Yang-Baxter solution, then we have that R i,j , R i,k , R j,k satisfy the generalized quantum Yang-Baxter equation for all i, j, k. In particular we have infinitely many solutions R i,i to the ordinary quantum Yang-Baxter equation. For example, consider two graded maps f * , g * : M → M both of degree 0, and set R = f * ⊗ g * :
As we mentioned in (3.4), if f * and g * commute as endomorphisms of M , then R is a quantum Yang-Baxter solution. In this case, R is clearly a graded quantum Yang-Baxter solution. Consider the special case (see 3.4) of two maps f, g : M → M , where M = Z Z 2 and
As is well-known [Whi] , these maps are the induced maps on the cohomology group H 1 (T ; Z Z) of the smooth maps of the torus T = S 1 × S 1 given bŷ
One could as well consider the group homomorphisms of the multiplicatively written free abelian group Z 2 on two generators t 1 , t 2 given by the transpose matrices of f , and g, and recover f and g as the induced maps on group cohomology H 1 (Z 2 ; Z Z). Notice that the smooth mapsf andĝ commute. Notice also that the cohomology ring H * (T ; Z Z) of the torus is torsion free and we have H
where E[x, y] is the exterior algebra on two one dimensional elements x, and y. The maps induced byf , andĝ are given by f i = H i (f ) where
Sincef andĝ commute, so do H * (f ) and H * (ĝ). Thus we have a graded quantum Yang-Baxter solution R = H * (f )⊗H * (ĝ). This simple example has an obvious generalization to the n-dimensional torus S 1 × · · · × S 1 or equivalently to the free abelian group on n-generators. Now notice that the mapsf andĝ induce a map F : T × T → T × T . This smooth map induces the map H 2 (F ) which has the summand R 1,1 : H 1 (T ; Z Z) ⊗ H 1 (T ; Z Z) which is exactly the quantum Yang-Baxter solution which we analyzed in (3.4). While such examples involving commuting maps may seem artificial, they do nonetheless point to a possible non-trivial situation. We have defined the quantum Yang-Baxter equation in terms of the twist map, tensor products and compositions. This makes it possible to give a consistant definition of a "quantum Yang-Baxter equation" whenever we have a "tensor product", and a twist map in a given category. We will consider this notion for topological spaces.
6.3.1 Definition: The map F : X × X → X × X is a continuous quantum Yang-Baxter solution, where X is any topological space, if
and τ : X × Y → Y × X is the twist map τ (x, y) = (y, x). Now in general, F might not be a product of two maps although an easy calculation shows that if f and g are two commuting continuous maps on X then f × g is a continuous quantum Yang-Baxter solution. However, non-trivial solutions may arise. Now if F : X × X → X × X is a continuous quantum Yang-Baxter equation, then we may consider the induced map on chain (singular) chain complexes (with coefficients in a field) C * (X × X) → C * (X × X). As is well known, there are natural chain equivalences (the EilenbergZilber theorem)
and so we may define a chain level "twist", T = (f Y,X )C * (τ )(∇ X,Y ) where τ is the geometric twist. Now T is only chain homotopic to the algebraic twist map. In fact, notice that
and in general, T T is not equal to the identity. We can however still form a quantum Yang-Baxter equation using this map T as our "twist". Of course, if X is a smooth manifold without boundry and one takes the the deRham complex of X in place of the singular chain complex then there is a completly analogous definition. A solution to this equation will be called a homotopy quantum Yang-Baxter solution. Notice that if F is a continuous quantum Yang-Baxter solution, then we get such a homotopy quantum Yang-Baxter solution by using either the singular chain or deRham functors. Notice also that our torus example above shows that ordinary quantum YangBaxter solutions can arise from such continuous or homotopy quantum Yang-Baxter equations. Furthermore, notice that all of what we have said for spaces and continuous maps applies to groups and homomorphisms by taking a K(G, 1) space for a group G. In fact, our torus example is in this intersection and, for more general groups, one can replace the chain functors above by using resolutions. For example, in our Z Z n (or torus) example, we get maps on well-known [Tate] , [HC] , [EM] 
and is completly determined by the fact that it is Z Z[t −1 n , . . . , t −1 1 , t 1 , . . . , t n ]-linear and a derivation of the exterior algebra. Note the possibility of replacing the torus above by a finite p-group for example.
In any of these cases, if we pass to cohomology then since there is a ring structure in cohomology, the various component ordinary quantum Yang-Baxter equation solutions are are related in some interesting way. Furthermore, in the case of finite field coefficients, the Steenrod algebra and other operations may create some interesting interplay. We will not pursue the analysis here. §7. The Relationship Between Quantum Yang-Baxter Solutions R and R
•
Let M be a finite-dimensional vector space over a field k, and suppose that R : M ⊗ M −→ M ⊗ M is a solution to the quantum Yang-Baxter equation. Let T : M ⊗ M −→ M ⊗ M be the "twist " map defined by T (m ⊗ n) = n ⊗ m for m, n ∈ M . The purpose of this section is to show that the solutions R and R • = T • R • T are manifestations of the same formula. In order to do this, we use the fact that finite-dimensional modules over a k-algebra A are comodules over the dual coalgebra A o . Let (A, m, η) be an algebra over k and let (A • , m • , η • ) be the dual coalgebra of A. Recall that as a set A
• consists of all f ∈ A * which vanish on a cofinite ideal of A. 
Now suppose that (M, ·) is a finite-dimensional left
Since M is finite-dimensional, the annihilator I of M is a cofinite ideal of A. By the last equation it follows that a * 1 (I) = · · · = a * n (I) = (0). Therefore a * 1 , . . . , a * n ∈ A
• . It is easy to see that (M, ρ · ) is in fact a right A
• -comodule. We will use the notation
, a> for a ∈ A and m ∈ M . Now suppose that A is a coalgebra over k, and let (M, ρ) be a right A-comodule. We write
Suppose further that A is a bialgebra. We have noted that A • is a bialgebra as well. By abuse of notation we also let · ρ denote the restriction of the rational left A * -module action to the subalgebra A
• . For f, g ∈ A • recall that the product f * g is defined by <f * g, a> = <f, a (1) ><g, a (2) > for a ∈ A.
We are now at the point where we can state and prove the result of this section.
Theorem:
Suppose that H is a bialgebra over a field k, and let (M, ·, ρ) be a finitedimensional left quantum Yang-Baxter H-module. Then:
To show part a) we need only show that
To do this we let h ∈ H and use (7.1) and (7.2) to calculate
Thus it follows that (M, · ρ , ρ · ) is a left quantum Yang-Baxter H • -module. Part b) follows from the calculation
This concludes the proof of the theorem.
Suppose that M is a finite-dimensional vector space over k, and let R : M ⊗ M −→ M ⊗ M be a solution to the quantum Yang-Baxter equation. By (3.3.1) there is a bialgebra H over k and a left quantum Yang-Baxter H-module structure (M, ·, ρ) on M such that R = R (M,·,ρ) . Part b) of the theorem says that R and R
• are two expressions of the same equation. Notice that passing from (M, ·, ρ) to (M, · ρ , ρ · ) transforms questions about the module structure of (M, · ρ ) to questions about the comodule structure of (M, ρ · ), and transforms questions about the comodule structure of (M, ρ) to questions about the module structure of (M, · ρ ). This is a technique used in [DR3] to classify solutions to the quantum Yang-Baxter equation. §8. Quantum Yang-Baxter Structures on H when H op is a Hopf Algebra
Throughout this section H is a bialgebra over a field k such that H op has an antipode s . Finite-dimensional Hopf algebras over k have this property by Corollary 5.1.6 of [SB] .
In this section we consider two ways in which H itself can be given the structure of a left quantum Yang-Baxter H-module; one in which the module action is the multiplication of H, and the other in which the comodule action is the comultiplication of H. We show there are such structures, and describe all of them.
Suppose that H is infinite-dimensional, and let m be the multiplication of H. In this case the left quantum Yang-Baxter H-module structures on H of the form (H, m, ρ) have a property of theoretical interest. The only finite-dimensional left ideal of H is (0) by Exercise 4 on page 108 of [SB] . Thus the non-zero quantum Yang-Baxter submodules of H are infinite-dimensional.
What may be interesting in its own right is the fact that more general adjoint actions and coadjoint actions arise in connection with quantum Yang-Baxter structures on H.
When H is finite-dimensional, integrals for H are related to the quantum Yang-Baxter equation under cetain conditions. Perhaps this not too surprising since integrals are at the foundation of the structure theory for finite-dimensional Hopf algebras. Suppose that H is unimodular and that s 2 = I, where s is the antipode of H. This is the case, for example, when H is a semisimple as an algebra and the characteristic of k is 0. Let Λ ∈ H be a two-sided integral. We show that R H defined in Section 3.1 is a solution to the quantum Yang-Baxter equation, where
It is interesting that there is a connection between integrals and the quantum Yang-Baxter equation.
Generalized Coadjoint Action
Let m be the multiplication of H. In this section we find all left quantum Yang-Baxter H-module structures of the type (H, m, ρ) on H. We shall see that ρ is a generalized coadjoint action.
Lemma:
Suppose that H is a bialgebra over a field k such that H op is a Hopf algebra with antipode s . Let m denote the multiplication of H. Assume that (H, m, ρ) is a left quantum Yang-Baxter H-module. Then:
for all h ∈ H, where
Proof: The compatibility condition for the module and comodule structures in this case is
for h, a ∈ H, where we write ρ(a) = a (1) ⊗ a (2) . Thus
for all h ∈ H, so the lemma follows.
We determine all left quantum Yang-Baxter H-module structures of the type (H, m, ρ) in the next proposition. These structure are in one-one correspondence with certain sums
Proposition:
Suppose that H is a bialgebra with over a field k such that H op is a Hopf algebra with antipode s . field k. Let
is a left quantum Yang-Baxter H-module, where m is the multiplication of H.
Proof: We first show part b). For h, a ∈ H we see that
Thus the compatibility condition holds. Observe we have not used properties of the sum x i ⊗y i in the calculation. We have shown that (H, m, ρ) is a left quantum Yang-Baxter H-module, provided that (H, ρ) is a right H-comodule.
To show part a), we first suppose that (H, ρ) is a right H-comodule. Now ρ(1) =
and ii) hold. Conversely, suppose that i) and ii) hold, and let h ∈ H. By i) we have
is a straighforward calculation based on ii). This concludes our proof.
Suppose that g ∈ H is a grouplike element. Then x i ⊗ y i = 1 ⊗ g satisfies conditions i) and ii) of (8.1.2). Different grouplike elements determine different quantum Yang-Baxter module structures on H. When g = 1, the formula of (8.1.1) is ρ(h) = h (2) ⊗h (3) s (h (1) ), which describes a fundamental right coadjoint action of H on itself. Suppose further that g 2 = 1, g = 1 and a, b are also grouplike elements of H which commute with g. Suppose further that the characteristic of k is not 2. Then
satisfies conditions i) and ii) of (8.1.2) as well. Generally, there are interesting left quantum Yang-Baxter H-module structures of the type (H, m, ρ) on H, even when H is commutative and cocomutative.
There are very simple solutions R : M ⊗ M −→ M ⊗ M to the quantum Yang-Baxter equation in the infinite-dimensional case where the only subspace
Suppose that G is an infinite abelian group, and let H = k[G] be the group algebra of G over k. Choose g ∈ G. We have noted that (H, m, ρ) is a left quantum Yang-Baxter H-module, where
Since H is commutative and cocommutative it follows that ρ(h) = h ⊗ g for h ∈ H. Let R = R (H,m,ρ) . Then R : H ⊗ H −→ H ⊗ H is an invertible solution to the quantum Yang-Baxter equation which is given by R(a ⊗ h) = ga ⊗ h for a, h ∈ H. Now suppose that V is a non-zero finite-dimensional subspace of H such that R(V ⊗V ) ⊆ V ⊗V . Let S ⊂ G be the smallest subset such that V ⊆ sp(S). Since R(V ⊗ V ) = gV ⊗ V , it follows that gV = V . Therefore gS = S. Since V is finite-dimensional, it follows that S is finite. Since V = (0), it follows that S = ∅. Choose some a ∈ S. Since a, ga, g 2 a, · · · ∈ S we conclude that g has finite order. Therefore, if g has infinite order,
Generalized Adjoint Action
We now consider the "dual" problem of finding left H-module structures (H, ·) on H such that (H, ·, ∆) is a left quantum Yang-Baxter H-module, where ∆ is the comultiplication of H. These module actions are generalizations of a fundamental adjoint action of H on itself.
Lemma:
Suppose that H is a bialgebra over a field k such that H op is a Hopf algebra with antipode s . Let ∆ be the comultiplication of H. Assume that (H, ·, ∆) is a left quantum Yang-Baxter H-module. Then
Proof:
The compatibility condition for the module and comodule structure is
establishes the lemma.
The equation in (8.2.1) can be expressed in terms of a functional p :
It is not too hard to describe those functionals p which determine quantum Yang-Baxter H-module structures of the type (H, ·, ∆).
Proposition:
Suppose that H is a bialgebra over a field k such that H op has an antipode s . Let p :
is a left quantum Yang-Baxter H-module, where ∆ is the comultiplication of H.
Proof: First we show part a). Suppose that (H, ·) is a left H-module, and let h, a ∈ H. Then
we have that
and part b) follows. Note we have not used properties of the functional p in the calculation. To show part a), we assume that (H, ·) is a left H-module and let h, h , a ∈ H. Since (h · a) = p(h ⊗ a), condition i) follows from (a) = (1 · a), and condition ii) follows from the relation (h h · a) = (h · (h · a)). The reader is left with the exercise of showing that conditions i) and ii) imply that (H, ·) is a left H-module structure on H. This concludes our proof.
Let η : H −→ k be an algebra homomorphism; that is a grouplike element of the coalgebra
and ii) of (8.2.2). When ρ = we have h · a = h (2) as (h (1) ), which describes a basic left adjoint action of H on itself.
Integrals and Quantum Yang-Baxter Solutions
We now turn our attention to the connection between integrals and the quantum Yang-Baxter equation when H is finite-dimensional. To begin our discussion we recall some basic facts about integrals.
Suppose that H is a finite-dimensional Hopf algebra with antipode s over a field k. A left (respectively right) integral for H is an element Λ ∈ H such that hΛ = (h)Λ (respectively Λh = (h)Λ) for all h ∈ H. Left integrals (and also right integrals) form an ideal of H, which is onedimensional by Corollary 5.1.6 of [SB] . H is said to be unimodular if the ideal of left integrals for H and the ideal of right integrals for H are the same. In this case left, and hence right, integrals are called two-sided integrals. Let Λ be a non-zero left or right integral for H. Then H is semisimple as an algebra if and only if (Λ) = 0 by Theorem 5.1.8 of [SB] . It is easy to see that H is unimodular when H is semisimple.
Suppose that Λ ∈ H is a left integral for H and let h ∈ H. Then
To see this we calculate
Likewise it follows that
whenever Λ is a right integral for H. The hypothesis of the following theorem holds when H is semisimple as an algebra and the characteristic of k is 0 by Theorem 4 of [L-R].
Theorem:
Suppose that H is a finite-dimensional Hopf algebra with antipode s over a field k. Assume further that H is unimodular and that s 2 = I. Let Λ be a non-zero two-sided integral for H and set R = Λ (1) ⊗ s(Λ (2) ). Then: a) R H is a solution to the quantum Yang-Baxter equation.
b) R H is invertible if and only if H = k.
Proof: Let Λ = Λ = Λ. Then
by (8.3.2) since Λ is a right integral for H. On the otherhand
by (8.3.1) since Λ is a left integral for H. By hypothesis s 2 = I, so s = s −1 . Therefore 12) , and part a) is proved. To show part b), assume that R H is invertible. Then
. Therefore Λ ⊗ s(Λ)a = Λ ⊗ 1 for some a ∈ H. Thus s(Λ) has a right inverse. Hence Λ has a left inverse since s is bijective. Since Λ generates a one-dimensional ideal of H, it now follows that H = k. The converse is clear. §9. Quantum Calculus for U q (sl 2 )
Recently there have been several papers specifically dealing with generalizations of ordinary differential calculus to the setting of quantum groups [Wor1] , [Wor2] , [Bern] , [W-Z], [Sud] . Common threads found in in these works are computation in the dual Hopf algebra and the use of, at least implicitely, module algebra structures. Let k[SL q (2)] be the coordinate ring of the quantum special linear group SL q (2) over k. There are several quantum analogs of the universal enveloping algebra U(sl 2 ) defined in the literature, two of which, U q (sl 2 ) and U q (sl 2 ) described below, we use here in our treatment of quantum calculus. U q (sl 2 ) is a sub-Hopf algebra of U q (sl 2 ). Sudburry shows in [Sud] 
o when k is the field of complex numbers C. Koorwinder [Koo2] has pointed out that an identification of
o was given by Soibelman and Vaksman in [SV] when k = C. The reverse, namely, the identification of
o is given by Takauchi in [Tak] . In fact, Takauchi does much more by characterizing the entire Hopf algebra dual U q (sl 2 ) o in terms of k[SL q (2)]. He also points out that Drinfld [Drin] had observed that there are natural Hopf algebra maps
which are adjoint to each other. Related to these notions of quantum calculus is the work of Montogomery and Smith [M-S] in which all possible module algebra actions of U q (sl 2 ) on the polynomial algebra C[x] are determined and a natural module algebra action of U q (sl 2 ) and a subHopf algebra (quite similiar to U q (sl 2 ) mentioned above) on the quantum affine plane k[x, y] q are given. We treat the quantum calculus for U q (sl 2 ) using only basic results from the theory of Hopf algebras, and we also work over an arbitrary field. From this point of view the embedding of
o is accounted for by very elementary reasons, and the calculus for U q (sl 2 ) is seen to arise from a basic k[SL q (2)] structure on the quantum affine plane k[x, y] q . We will use Rosso's results on maximal weights in describing the irreducible representations of U q (sl 2 ) from the perspective of quantum calculus.
Derivations, Module and Comodule Algebra Actions
We emphasize here the connection between primitives and derivations, nearly primitives and "skew" derivations, comodule agebra actions and module algebra actions. These relationships are important for understanding our presentation of the calculus.
Suppose that A is an algebra over k and let D, G, G ∈ End k (A). If G, G are algebra endomorphisms, we say that
Informally, we refer to G:G -derivations as skew derivations. The skew derivations of [M-S] are I:G -derivations. Specializing the discussion on pages 139-140 of [SB] we have: 9.1.1. Proposition: Suppose that H is a bialgebra over a field k. Let A be a left H-module algebra and let π : H → End k (A) be the induced representation. Then: a) If g ∈ G(H) and G = π(g), then G is an algebra endomorphism of A. b) If ∈ H is a primitive and D = π( ), then D is a derivation of A. c) Suppose that ∈ H is a g:g -nearly primitive and set D = π( ), G = π(g) and G = π(g ). Then D is a G:G -derivation of A.
Proof:
Parts a), b) and c) are immediate after reformulation of the module action in terms of the representation π; namely
for h ∈ H and a, b ∈ A.
In passing from the classical enveloping algebra U(sl 2 ) to the quantised enveloping algebra U q (sl 2 ), primitives are replaced by nearly primitives, and thus derivations are replaced by skew derivations. The calculus for U q (sl 2 ) is expressed in terms of a U q (sl 2 )-module algebra action on the quantum plane k[x, y] q . Using the fact that U q (sl 2 ) can be embedded into k[SL q (2)] o as a sub-Hopf algebra, we observe that the calculus originates in a very simple structure. The quantum calculus for U q (sl 2 ) is accounted for ultimately by a right k[SL q (2)]-comodule algebra structure on the quantum plane. The relationship between comodule and module algebra actions we need is described in the following proposition.
Proposition:
Suppose that H is a bialgebra over a field k and let A be a right H-comodule algebra. Suppose that (A, ·) is the resulting rational left H * -module structure on A. Then the restriction of this action to the subalgebra H o of H * gives A the structure of a left H o -module algebra.
Since the comodule structure map is multiplicative, the equations
follow by definition of comultiplication in H o . Let k be a field, and let C be the coalgebra over k with basis a, b, c and d whose coalgebra structure is determined by These formulas may be succinctly encoded in the "grouplike" formalism
Now let M be the right C-comodule with basis x, y over k whose comodule structure is given by
which we conveniently write
The coalgebra structure on C extends uniquely to a bialgebra structure on the tensor algebra T (C), and the comodule structure on M extends uniquely to a right T (C)-comodule algebra structure (T (M ), ρ) on T (M ). Now suppose that q ∈ k is not zero. As an algebra, the coordinate ring k[SL q (2)] is the quotient k[SL q (2)] = T (C)/I, where I is the ideal of T (C) generated by the relations ba = qab, ca = qac, db = qbd, dc = qcd, bc = cb and
These relations form a coideal of T (C), and thus I is a biideal. Therefore the quotient k[SL q (2)] = T (C)/I is a bialgebra, which is in fact a Hopf algebra. By abuse of notation we use lower case letters denote cosets as well. The symbol ρ will denote several different comodule actions, but this should cause no real confusion. Let π : T (C) −→ T (C)/I = k[SL q (2)] be the projection. Then π is a map of bialgebras. Since π is a coalgebra map, pushout along π gives T (M ) a right k[SL q (2)]-comodule structure, which is a comodule algebra structure since π is an algebra map. Since ρ(yx − qxy) = (yx − qxy) ⊗ (da − qcb) and ρ is an algebra map, the ideal (yx − qxy) of T (M ) is a subcomodule of T (M ). Thus k[x, y] q = T (M )/(yx − qxy) has the structure of a right k[SL q (2)]-comodule algebra (k[x, y] q , ρ). When q = 1 we point out that k[SL q (2)] is the coordinate ring of the special linear group SL(2) over k, and that k [x, y] q is the the coordinate ring of the two-dimensional affine plane over k.
The Grouplikes and Nearly Primitives of k[SL q (2)]
o Let (A, m, η) be any algebra over k and let (A o , ∆, ) denote the dual coalgebra of A.
and that the set of grouplike elements of
o be an ξ:η nearly primitive. Then ∆( ) = ⊗ ξ + η ⊗ , which is equivalent to
We continue with the notations and conventions of Section 9.2. First we determine the group
If q = 1 then SL q (2) = SL(2), and as is well-known, the map
is a group isomorphism. Now suppose that q = −1( = 1), and let η ∈
. The algebra defining relations for k[SL −1 (2)] imply that η(a) = 0, in which case η(d) = 0 and η(b)η(c) = 1, or η(b) = 0, in which case η(c) = 0 and η(a)η(d) = 1. Let σ : Z 2 → Aut(k * ) be the group homomorphism determined by σ(1) = ( ) −1 . Then it follows that the map
) is a group isomorphism. We are most interested in the case when q is not a root of unity. Using (9.3.2) it follows in a straightforward manner that:
9.3.3. Lemma: Suppose that k is any field and that q ∈ k is not zero and satisfies q 2 = 1. Then:
is an isomorphism of groups.
Now assume that q ∈ k is not zero, and suppose ξ,
o is a ξ:η nearly primitive and let I = kerξ ∩ ker η. Then I is an ideal of k[SL q (2)], and (I 2 ) = (0) by (9.3.1). Since J = (b 2 , bc, c 2 ) ⊆ I 2 , it follows that (J) = (0). It is a triviality to see that the algebra B = k[SL q (2)]/J has a linear basis of monomials a n , a n b and a n c, where n ∈ Z. Suppose that π : A −→ B is the projection. Since π is an onto algebra map, the restriction of the transpose
o is a one-one coalgebra map. Since (J) = (0), it follows that ∈ B o , where we are identifying B o with Im π o . Thus the grouplike elements ξ, η which vanish on b, c and the ξ:η-nearly primitives of k[SL q (2)] o lie in the subcoalgebra B o . Now suppose that ∈ B o is a ξ:η nearly primitive, where ξ, η ∈ G(B o ). Let u = b or c. Observe that (a n u) = η(a) n (u), and the relation ua = qau implies that (u)(ξ(a) − qη(a)) = 0.
By a simple induction (a
Thus is determined by the values (a), (b) and (c). An element ∈ B o satisfying these conditions is easily seen to be a ξ:η nearly primitive. To summarize:
9.3.4. Lemma: Suppose that k is a field and q ∈ k is not zero. Let ξ, η ∈ k[SL q (2)] o be grouplike elements which vanish on b and c. Then:
o is a ξ:η nearly primitive, then (b)(ξ(a) − qη(a)) = 0 = (c)(ξ(a) − qη(a)). 
The Simple Representations of Classical sl 2
Throughout this subsection k is an algebraically closed field of characteristic 0. Here we discuss the setting which leads to a quantum calculus for U q (sl 2 ). What is involved is an explanation of how the coordinate ring k[x, y] of the affine plane accounts for the simple sl 2 -modules, or equivalently the finite-dimensional simple U(sl 2 )-modules, over k starting with a U(sl 2 )-comodule algebra structure on k [x, y] . Now it is well-known that U(sl 2 ) is a sub-Hopf algebra of k[SL (2)] o . Specifically U(sl 2 ) is identified with the connected component of the identity of k[SL (2)] o . We need to examine this embedding in considerable detail.
We continue with the notation and conventions of Section 9.2. The results of Section 9.2 and 9.3 apply with q = 1.
Let L be the subspace of primitives of k[SL (2) 
The sl 2 -modules M n are all irreducible, and every finite-dimensional irreducible sl 2 -module is equivalent to some M n . This is, of course, classical and follows easily from the "highest weight theory" as found, for example, in [Serre] . Indeed, x n is a highest weight vector for M n since
We have basically shown that:
9.4.1. Theorem: Suppose that k is an algebracally closed field of characteristic 0, and consider the representation of Lie algebras sl 2 → Der(k[x, y]) given by b → x ∂ ∂y , and c → y ∂ ∂x . Let M n ⊆ k[x, y] be the submodule of homogeneous polynomials of degree n. Then M n is an irreducible sl 2 -module for n ≥ 0, and any irreducible sl 2 -module is equivalent to some M n .
It is the (co)module algebra property that we want to generalize in the quantum case. As we will see, in order to do so, we will have to "deform" the polynomial algebra k [x, y] .
Note that a proof of the fact that U(sl 2 ) can be embedded in k[SL (2) 
Calculus for the Quantised Universal Enveloping Algebra
In this section we develop a calculus for U q (sl 2 ) which parallels the calculus for U(sl 2 ) in Section 9.4.
Let k be any field, and suppose that q ∈ k is a square which is neither zero nor a root of unity. We use the following definition of U q (sl 2 ). As an algebra, U q (sl 2 ) is generated by symbols k, k −1 , e and f subject to the relations
The coalgebra structure of U q (sl 2 ) is determined by
are grouplike,
and (e) = 0 = (f ); that is, k and k −1 are grouplike and e and f are k −1 :k nearly primitives. One can start with the tensor algebra of a coalgebra and construct U q (sl 2 ) as was done in the case of k[SL q (2)]. The reader should note that U q (sl 2 ) has an antipode.
As far as embedding
o is a ξ:η nearly primitive, where ξ = η, and (b) = 0 = (c). Since ξ − η is a ξ:η nearly primitive also, we see that = (a) ξ(a)−η(a) (ξ − η) by part b) of (9.3.4). To find an embedding of
o , we let k = η and ξ = η −1 = k −1 , and must find k −1 : k nearly primitives such that (b) = 0 or (c) = 0. By part a) of (9.3.4) necessarily k(a) −1 − qk(a) = 0. Therefore
By part b) of (9.3.4) again, there are k
where α ∈ k and is not zero. Let (k[SL q (2)] o , ∆, ) denote the dual coalgebra of the algebra
and (e) = 0 = (f ).
Since e and f are k −1 :k nearly primitives, it follows that kek −1 and kf k −1 are also. Observe that
o . Therefore by part b) of (9.3.4) we conclude that
¿From the last two equations it follows that [e, f ] = ef − f e is a k −2 :k 2 nearly primitive. Since q 2 = 1, it follows that k 2 = k −2 . Therefore by part b) of (9.3.4) again we see that
Let (k[x, y] q , ρ) be the right k[SL q (2)]-comodule algebra structure on the quantum plane described in Section 9.
where, k(a) 2 = q −1 . When α = q, x and y are reversed, and q is replaced by q 2 , the module algebra action is that of [M-S] .
Let U q (sl 2 ) be the subalgebra of k[SL q (2)] o generated by k, k −1 , e and f . To show that U q (sl 2 ) = U q (sl 2 ), we need to show that the monomials of the form k e m f n , where ∈ Z and m, n ≥ 0, are linearly independent. To this end note that the k[SL q (2)] * -module action on the quantum plane distinguishes formally different monomials. To see this, first note that e · (uv) = (e · u)(k
e · y m = 0 for all m ≥ 0 and e · x n = αβ −3(n−1) (
for n ≥ 0 and f · y m = α −1 β 3(m−1) (
for all n, m ≥ 0.
Takeuchi uses a variation of U q (sl 2 ) in [Tak] , which we denote here by U q (sl 2 ). The Hopf algebra U q (sl 2 ) is realized as a Hopf subalgebra of U q (sl 2 ), as follows. Let K = k −2 , F = ke and E = f k −1 . It is easy to to establish the algebra defining relations
Clearly K and K −1 are grouplike,
which determines the coalgebra structure of U q (sl 2 ). Now set α = k(a). Then
which determine a U q (sl 2 )-module algebra action on the quantum plane k[x, y] q . Let π :
It is very natural to try to define a U q (sl 2 )-module algebra action on k[x, y], extending the action of E, F and K on x and y described above. However, since xy = yx, the calculations E · xy = x 2 and E · yx = qx 2 show such an action is not possible. To have such an action, we must deform the multiplication of k[x, y] by setting yx = qxy. Remarkably, the change yx = qxy leads to a module algebra action which allows a development of a calculus for U q (sl 2 ) which parallels that in Section 9.4 for U(sl 2 ). Using (9.5.1) -(9.5.4), we find that the action of E, F and K on monomials is quite simple to describe:
be the algebra automorphism determined by κ(x) = qx, and let
be the linear map defined by
is easily seen to be a κ:κ −1 -derivation. Since two κ:κ −1 -derivation are the same if the agree on x, it follows that the
Notice that the skew derivations determined by left multipication by E and F are naturally expressible in terms of ∂ ∂x q and ∂ ∂y q ; specifically:
for m, n ≥ 0. Takeuchi's description of the basic finite-dimensional simple U q (sl 2 )-modules [Tak] is almost in front of us at this point. Fix n ≥ 0 and set u i = x n−i y i for 0 ≤ i ≤ n. Then {u 0 , ..., u n } is a basis for M n . Using the highest weight theory developed in [Ros] , we see that M n is an irreducible U q (sl 2 )-module and any finite dimensional irreducible representation of U q (sl 2 ) is equivalent to M n for some n. We thus have: 9.5.8. Theorem: Suppose that k is a field of characteristic 0, and let π :
be the representation defined above. Let M n ⊆ k[x, y] q be the submodule of homogeneous polynomials of degree n. Then M n is an irreducible U q (sl 2 )-module, and any finite-dimensional irrreducible U q (sl 2 )-module is equivalent to M n for some n ≥ 0. By (9.5.5) -(9.5.7) we capture Takeuchi's matrix representation of the basic irreducible U q (sl 2 )-modules in a very natural way:
, identifying operators and their matrices with respect to the basis {u 0 , ..., u n }. §10. Two Families of Yang-Baxter Solutions for the Quantum Plane
In this section we construct two particularly interesting families of solutions to the quantum Yang-Baxter equation for the quantum plane k[x, y] q , where k is a field. They restrict to solutions for the simple U q (sl 2 )-modules described in Section 9. These solutions originate in solutions for the two-dimensional vector space M with basis {y, x} which extend to solutions for the tensor algebra T (M ) of M . The tensor algebra solutions pass to the quotient k[x, y] q = T (M )/(yx − qxy). In [DR3] it is shown that the families belong to a larger class of solutions for the quantum plane. The families discussed in this section are treated separately because of their close connection to the quantum Yang-Baxter operator
We also "patch" certain solutions for M to obtain solutions for every finite-dimensional vector space over k. These solutions are quite different from the ones described above. What emerges from this patching procedure is a generalization of the quantum Yang-Baxter operator of (10.1). Note that M is naturally embedded in T (M ) and also in the quantum plane k[x, y] q . Our construction of these two families is based on the following proposition.
Proposition:
Suppose that H is a bialgebra over a field k and that M is a two-dimensional left quantum Yang-Baxter H-module with basis x, y. Regard the tensor algebra T (M ) of the vector space M as a left quantum Yang-Baxter module with the structure described in (4.3.3), and let q ∈ k. Assume that yx − qxy generates a one-dimensional submodule and subcomodule of T (M ). Then:
a) The ideal I = (yx − qxy) of T (M ) is a submodule and a subcomodule of T (M ). b) k[x, y] q = T (M )/I is a left quantum Yang-Baxter H-module with the quotient structures.
Proof:
Part b) follows from part a). Part a) follows from the fact that the ideal generated by a submodule of an H-module algebra is a submodule, and the fact that the ideal generated by a subcomodule of an H-comodule algebra is also a subcomodule.
Suppose that the quantum plane k[x, y] q has a left quantum Yang-Baxter module structure derived from a two-dimensional M as described by (10.2). Then the homogeneous components of k[x, y] q are quantum Yang-Baxter submodules. Therefore M determines a solution for each of these components, which we have noted are the simple U q (sl 2 )-modules. For each positive integer n there is a component of dimension n. Consequently the two-dimensional quantum Yang-Baxter module M determines a solution to the quantum Yang-Baxter equation for every finite-dimensional vector space over k.
Let k be a field. Our families are parameterized by non-zero scalars q, b, c ∈ k. To construct the first, we let H q,b,c be the bialgebra over k which is generated as an algebra by the symbols A, D and X with relations We show that R q,b,c extends to a solution R q,b,c for the quantum plane by showing that (M, ·, ρ) determines a left quantum Yang-Baxter H-module structure on k[x, y] q according to (10.2) . Regard the tensor algebra T (M ) of the k-module M as a left quantum Yang-Baxter H-module with the structure described in (4.3.3). Then yx − qxy generates a one-dimensional submodule of T (M ). To see this, suppose that G = A or D. Then G · y = λy and G · x = λ x for some λ, λ ∈ k. Since G is grouplike, G· T (uv) = (G· T u)(G· T v) for all u, v ∈ T (M ). Therefore G· T (yx−qxy) = λλ (yx−qxy). Now X · y = (qb − q −1 c)x and X · x = 0. Since ∆(X) = A ⊗ X + X ⊗ D it follows that X · T (uv) = (A · T u)(X · T v) + (X · T u)(D · T v) for all u, v ∈ T (M ). Therefore X · T (yx) = (qb − q −1 c)qbx 2 and X · T (xy) = b(qb − q −1 c)x 2 . These equations imply that X · T (yx − qxy) = 0. Therefore yx − qxy generates a one-dimensional submodule of T (M ). The fact that yx − qxy generates a one-dimensional subcomodule follows from the calculation Observe that most of the complexity in (10.7) disappears when b = c = 1. We now describe a second family of solutions to the quantum Yang-Baxter equation for M which also can be extended to the quantum plane in the same manner as the first. The solutions R of this family are described in the same way as those of the first except that R (x⊗x) = −q −1 c(x⊗x). Looking at the families together leads to a way of generalizing the quantum Yang-Baxter operator of (10.1).
Let H q,b,c be the bialgebra over k generated as an algebra by symbols A, D and X with relations XA = qAX, XD = −qDX, DA = AD and X 2 = 0, and whose coalgebra structure is determined by The computation of the resulting solution R q,b,c for the quantum plane is left to the reader. In certain cases we can "patch" solutions to the quantum Yang-Baxter equation in the twodimensional case to obtain solutions for higher dimensions. Using the solution R q,b,c we obtain the quantum operator R = qb( which is that of (10.1) when b = c = 1. We use the solutions R q,b,c and R q,b,c to go yet another step further in the proposition below. The meaning of "patching" will become apparent during the course of the proof.
10.8. Proposition: Suppose that M is a finite-dimensional vector space of dimension n ≥ 2 over a field k. Let {m 1 , . . . , m n } be a basis for M and e ij ∈ End k (M ) be defined by e ij (m ) = m i δ j for 1 ≤ i, j, ≤ n. Then for non-zero scalars q, b, c ∈ k
e ii ⊗ e ii ) + α(e nn ⊗ e nn ) + b( 
We must show that R Now suppose that i, j and are distinct. There are six cases to check, based on the order relations among subscripts. These are straightforward to work out and are left to the reader.
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