Abstract. This paper is devoted to boundary layer theory for singularly perturbed convection-diffusion equations in the unit circle. Two characteristic points appear, (±1, 0), in the context of the equations considered here, and singularities may occur at these points depending on the behaviour there of a given function f , namely, the flatness or compatibility of f at these points as explained below. Two previous articles addressed two particular cases: [24] dealt with the case where the function f is sufficiently flat at the characteristic points, the so-called compatible case; [25] dealt with a generic non-compatible case (f polynomial). This survey article recalls the essential results from those papers, and continues with the general case (f non-flat and non-polynomial) for which new specific boundary layer functions of parabolic type are introduced in addition.
Introduction
The problem of the behaviour of a fluid when the viscosity is small remains an important problem in science and engineering research in the study of turbulent boundary layers. Some advances have been made recently for cases where the boundary of the fluid is non-characteristic [43] , [16] . When the boundary is characteristic, the problem of the behaviour at small viscosity of the solutions of the incompressible Navier-Stokes equations remains a major problem in non-linear analysis. Even in the two-dimensional case for which both the incompressible Navier-Stokes equations and the Euler equations are known to possess a unique smooth solution for all times (see [26] and, for instance, [41] ), the question of convergence of the solutions of the Navier-Stokes equations to corresponding solutions of the Euler equations when the viscosity goes to 0 remains unsolved and is even questioned by some authors. On the engineering side, the needs of aeronautics and astronautics have led to the development of a core of empirical laws, starting with the works of Prandtl and Von Kármán [35] , [36] , [47] and followed by many others. However, it is well understood that substantial improvements can be obtained with a better understanding of the boundary layers on airfoils and their possible annihilation by control theory, a subject of current development.
The simplified model considered in this article corresponds to a two-dimensional stationary problem linearized around the velocity (0, −1). The equations used for each component of the velocity or for the temperature constitute a thermohydraulic problem. We remark that even in the simplified form considered here, little progress has been made on the theoretical side in the analysis of the boundary layers generated in the problem since very early works by Levinson [28] , Eckhaus and de Jager [11] , Grasman [13] ; for more recent results, see Verhulst [45] and Jung and Temam [24] , [25] . These theoretical works will be put into perspective below. On the computational side, this simplified problem remains a serious one (see, for instance, the review article [40] ). In essence we hope that when we have a better understanding of the boundary layers arising in this problem, we will be able to improve the numerical solution of it by combining numerical methods and boundary layer analysis, as we did in simpler situations in, for example, [18] , [20] , [21] . We remark also that when we better understand this phenomenon, we expect that there will appear some parabolic boundary layers which will provide a basis for investigating phenomena of the so-called whispering walls type (see, for instance, [1] ). Finally, as an additional motivation in the background of this paper, we mention that by replacing −u ε y by −u ε in the equation (1) below, we obtain a Helmholtz-like equation, (∆ + k 2 )u k = f , k ≫ 1, a problem which is central in classical acoustics and optics as well as in the modern theory of lasers and non-linear optics [1] , [5] , [27] . This related situation will however necessitate specific developments.
Returning to the problem (1), we hope in summary that the complexity of the problem studied below will give at least an indication of the complexity of the phenomena that we may encounter in fluid mechanics (and probably also in acoustics, magnetohydrodynamics, and optics).
In this article we consider the following singular perturbation problems in a circular domain:
where 0 < ε ≪ 1, D is the unit disk with centre (0, 0), and we consider arbitrary smooth functions f = f (x, y) with no restriction on their behaviour at the characteristic points (±1, 0). We denote the upper and lower semicircles by C u (x) = √ 1 − x 2 and C l (x) = − √ 1 − x 2 , respectively. As mentioned in the earlier articles [24] , [25] , the limit function u 0 is assumed to be the solution of the boundary-value problem
where the inflow boundary is denoted by Γ u = {(x, y) | x 2 + y 2 = 1, y > 0}. Its solution can then be found explicitly as 
The choice of the inflow boundary condition (2) 2 (u 0 = 0 on Γ u rather than, say, u 0 = 0 on Γ l = {(x, y) | x 2 + y 2 = 1, y < 0}) is justified by the direction of the characteristics at the boundary and is confirmed by the convergence theorems below (see, for instance, Theorem 4).
However, the limit can be singular in general. Indeed, (2) 2 implies by continuity that the tangential derivative u 0 y vanishes at (±1, 0), which is not consistent with (2) 1 if f (±1, 0) does not vanish. In [24] we discussed at length the degree of regularity of u 0 depending on the flatness of f at (±1, 0). More generally, we introduced the full outer expansion u ε ∼ ∞ j=0 ε j u j and discussed the regularity of the u j according to the flatness of f . The main results are reproduced in § 2, where the full asymptotic expansion of u ε for this case is also recalled from [24] . The convergence of u ε to u 0 in L 2 (D) as ε → 0 has been studied in previous articles. Among others, the reader may consult Bardos [2] , Levinson [28] , Eckhaus and de Jager [11] , and Temme [44] . However, unlike here, those results are not valid in a neighbourhood of the characteristic points (±1, 0). Moreover, [28] and [11] make use of the maximum principle, which we are able to avoid here, and this lets us conclude that our methods and results apply to cases in which the maximum principle is not available, such as, for example, the case of systems and higher-order equations. When we started this paper and the earlier paper [24] , we were not aware of the existence of an extensive literature concerning this problem, as pointed out to us by one of the referees of [25] (see [13] , [45] and the references cited there). But our survey is not abrogated by those results, and we explain below how it relates to [13] and in what senses it has advantages compared with the latter.
Of course there is a vast literature available on singular perturbation problems for partial differential equations, abstract elliptic or parabolic equations, or equations related to fluid mechanics: for instance, [6] , [7] , [3] , [8] , [9] , [10] , [12] , [17] , [14] , [15] , [19] , [29] , [32] , [34] , [40] , [39] , [43] , [46] , [1] , [4] , [5] , [27] , [30] , [31] , [33] , [37] , [38] , [42] , [20] , [22] , [23] , [45] , [48] , [49] , and the references cited there.
Returning again to (1), we study the general case for (1) using decomposition of f in three steps by virtue of linearity:
• Considering first the Taylor expansion f of f (to some order), we can consider f − f as a function sufficiently flat at (±1, 0). As we noted, this case is studied in [24] .
• In [25] we treated the case where f is replaced by a typical monomial of the Taylor expansion f of f . In general, f is not flat at (±1, 0), that is, it is non-compatible, and we expect some singularities of the limit function u 0 , as indicated in [24] . For this reason we first consider ρ(x)ρ(x) f , where ρ(x) andρ(x) are smooth cut-off functions vanishing identically in a small neighbourhood of the respective points x = 1, −1 and y = 0 (see (43) - (45) below), and we can handle the singularities of the u j . The details are given in § 3, where the main results from [25] are recalled. Then in [25] we considered (1 − ρ(x)ρ(x)) f , which has a small support of size σ near the points (±1, 0), and by comparing σ and ε we prove that the corresponding solution u ε is small.
• In this article we show how to handle the general case for f . We write [24] and [25] it follows that the study of f can be reduced to the study of f − f or ρ(x)ρ(x) f . We then concentrate on the case where f is replaced by (1 − ρ(x)ρ(x)) f , which produces the so-called parabolic boundary layers that we construct in this article. The general case for f then follows.
We could have considered the decomposition f = ρ(x)ρ(x)f + (1 − ρ(x)ρ(x))f directly. But since f is a monomial of the Taylor expansion, that is, (1 − x) p y q , it is relatively easy to analyze the corresponding solutions, and, depending on the order of the monomial f , we can also systematically and fully study their behaviour, which we cannot do with a general function (1 − ρρ)f . Moreover, the monomials allow us to use the geometry of our domain, that is, the circle C u (x) here. Hence, for example,
, so that we better understand the singularities produced by C u (x) = √ 1 − x 2 . Finally, we would like to highlight one of the major contributions in this article. In order to construct asymptotic expansions of the solutions as the viscosity goes to zero and to derive suitable a priori estimates of the 'errors', we need certain evaluations of the boundary layer functions, the solutions of the analogue of the Prandtl equations for the given problem. Such estimates can be easily derived when the solutions of the Prandtl (boundary layer) equations are known explicitly, solutions of a 'simple' elliptic problem or a parabolic problem of the heat equation type (see, for instance, [21] , [20] , [39] , [1] , [34] ; see also [13] in which the solution of the boundary layer equation is represented using an Airy function). In the present survey the boundary layer equations that we encounter in the study of equation (1) with f replaced by (1 − ρρ) f cannot be solved explicitly, as indicated above. Nevertheless, and this is one of the highlights of our paper, we have been able to derive various estimates of the boundary layer functions using suitable adapted kernels, which we denote by M l,d : see (95) and Lemmas 8 and 9. We believe that this new technique can be useful in other situations, and we intend to use it again in future papers.
This article is dedicated to the memory of Mark Vishik with much appreciation for his fundamental contributions to many areas of analysis and in particular to singular perturbation theory (in [46] and other publications), with fond memories of one of the authors (R.T.) for many visits and interactions with Mark in Moscow, Paris, Berlin, and Bloomington.
The compatible case (following [24])
Before proceeding, we introduce here the full outer asymptotic expansion of u ε :
Inserting this expansion in (1) 1 , we formally obtain
for j = 0, 1, . . . . For convenience we write ∆u −1 = f here. The solutions u j of the problem (4) vanishing on Γ u are easily found:
where
2.1. Compatibility conditions. In order to derive regularity properties of the u j , we will need the following type of compatibility conditions:
where µ will be determined as needed below. The regularity properties of the u j resulting from such compatibility conditions will be clear after the following two technical lemmas proved in [24] .
where g(x, y) belongs to C γ (D) and D is as in (1) , that is, the unit disk. Then the function
is bounded for all x ∈ (−1, 1).
The aim of the next lemma is to derive a suitable form of the u j , their derivatives, and their primitives. Using some of the compatibility conditions (6), we will then deduce regularity properties of the u j as in Lemma 3 below. We first introduce the notation
so that, for instance,
Lemma 2. For all i, j 0 and m ∈ Z the functions u j in (5) and their derivatives can be expressed as follows: The following regularity properties of the u j under the compatibility conditions (6) are not explicitly stated in [24] , but they follow easily from the study there.
Lemma 3. Assume that the compatibility conditions (6) hold. For all i, j, m 0 the functions u j and their derivatives can be estimated as follows:
if (6) holds with µ = −3 + 2i,
if (6) holds with µ = −4 + 2i.
If (6) holds with µ = −2 + 2i, then the following pointwise estimate holds:
We first estimate
Indeed, for k = 0 this is obvious. For k = 2 it follows by applying the Hardy inequality. For k = 1 we find, again thanks to the Hardy inequality, that for
We then bound the function
by a positive constant. By Lemma 1, this just requires that ∂ p+q ∂x p ∂y q ∂ l+s f ∂x l ∂y s = 0 at (±1, 0) for 0 2p + q −k − 2 + 3j + 2i − 2l − s, which is guaranteed by the compatibility conditions
If the compatibility conditions (6) hold, then (16) holds for µ = −k − 2 + 2i. Hence the lemma follows from (13) and (14) . In particular, if (6) holds with µ = −2 + 2i, then (10b) is bounded by a positive constant, which implies the pointwise estimate (12).
Boundary-fitted coordinates.
To resolve the discrepancies of boundary values and to determine the correctors, it is convenient to consider the problem in the boundary-fitted coordinates. Let ξ be the distance to the boundary ∂D reckoned as positive in the inward normal direction, and let η be the arc length of ∂D starting at (x, y) = (1, 0) and reckoned in the counterclockwise direction. By using the boundary-fitted coordinates x = (1 − ξ) cos η, y = (1 − ξ) sin η, ξ = 1 − r, where r is the distance to the centre (0, 0) and η is the polar angle from the axis Ox, that is, ξ = 1 − x 2 + y 2 and η = arctan(y/x), we map the domain D onto the domain
and the differential operators are transformed into
We also transform the differential operators in (1) into
2.3. Zeroth order. We construct a corrector θ 0 which corrects the boundary values at ξ = 0, π < η < 2π. Considering the stretched variable ξ = ξ/ε, we identify the dominating differential operators, and we are led to the following equation for the first corrector θ 0 :
From this we can obtain the explicit solution
where χ A is the characteristic function of a set A. Using a cut-off function, we write an approximate form of θ 0 :
where δ = δ(ξ) is a smooth cut-off function such that δ(ξ) equals 1 for ξ ∈ [0, 1/4] and 0 for ξ ∈ [1/2, 1]. Since θ 0 vanishes like u 0 at η = π and 2π, θ 0 is continuous and is piecewise smooth on D, and thus we conclude that θ 0 , θ 0 ∈ H 1 (D). From (3) we note that
and
Then we have the following convergence results, proved in [24] . The weighted energy norm
is used. Theorem 1. Let u ε and u 0 be solutions of the problems (1) and (2), respectively, and let θ 0 be an approximate form of θ 0 as in (22) . Under the compatibility conditions (6) with µ = 0 and j = 0, that is,
the following estimates hold:
and therefore
where θ 0 is the corrector given in (22).
Theorem 2. Let u ε and u 0 be the solutions of (1) and (2), respectively, and let θ 0 be an approximate form of θ 0 as in (22) . Under the compatibility conditions (6) with µ = 1 and j = 0, that is,
Higher orders.
As we did in (20) , we now introduce the boundary layer correctors
, we rewrite the differential operators (19) as follows:
Writing out the equations that follow for each power ε j with ξ = ξ/ε and ξ = O(1), we get that for 0 < ξ < ∞, π < η < 2π, and j = 0, 1, . . .
Starting from θ 0 defined in (21), we obtain the θ j by induction in the form θ j = θ (31) with the right-hand side of (31) 1 replaced by 0, and θ j p is the solution of (31) with (31) 
Obtaining a particular solution θ j p of (32), we find inductively that the correctors θ j = θ j h + θ j p have the following form, as proved in [24] .
Lemma 4. The boundary layer correctors θ j have the form
Here the coefficients c m,r = c m,r (η) ∈ C ∞ ([0, 2π)) may be different in different cases, and χ A (η) is the characteristic function of a set A.
We make suitable use of an approximate form of the boundary layer functions θ j , namely,
where δ(ξ) is again a smooth cut-off function with 0 δ 1 such that δ(ξ) = 1 for 0 ξ 1/4 and δ(ξ) = 0 for ξ 1/2. The following convergence results for higher orders were proved in [24] .
Theorem 3. Let u ε be the solution of (1), let u εn = n j=0 ε j u j , and let θ εn = n j=0 ε j θ j , where the u j are the solutions of (4) and the θ j are the correctors described in (36) . Assume that the compatibility conditions (16) hold with µ = 1, 2 and j = n, that is,
Then the following estimate is valid:
3. The case of the generic Taylor monomials (following [25] )
For a non-compatible f , that is, an f not satisfying hypotheses of the type of (25), (28), (37), we decompose f as f + f , where f is the sum of the Taylor expansions of f at (±1, 0) of a suitable order, that is, for µ = 0, 1, or 2:
(39) Here we note that the function f = f − f with (µ = 0, n = 0), (µ = 1, n = 0), and (µ = 2, n 0), respectively, satisfies the compatibility conditions (25), (28), and (37), and that Theorems 1, 2, and 3 apply with f replaced by f . By linearity, it now remains to consider the polynomial f , which is a linear combination of the monomials
2p y q . Thanks to the symmetry and by superposition of solutions, it suffices without loss of generality to consider f = (1 + x)C u (x) 2p y q , and thus the problem remaining is
We then obtain the zeroth-order outer solution:
The solution and its derivatives are easily estimated. The solution is regular with respect to y. If q is an odd integer, then u 0 is a polynomial in x and y and therefore is smooth with respect to x and y. Furthermore, (41) implies that u 0 = 0 on ∂D so that there is no discrepancy of boundary values between u ε and u 0 (see Theorem 4 and Remark 1). When q is even, we easily find that the derivatives of u 0 are singular near x = ±1. For example, since
If p = 0 and q = 1, then u 0 is regular on the whole domain. To isolate the singularities of u j at x = ±1, y = 0, we introduce a smooth cut-off
where 0 < σ < 1, and 0 ρ(x) 1 for 1 − σ x 1. Furthermore, for m 1 the derivatives of ρ are required to have the following properties:
for some c > 0 (44) (see Fig. 1 ). For example, for c = 1 we could choose
here σ = 1 − cos σ, where σ > 0 is small and will be specified and expressed in terms of ε later (see Fig. 2 ). We note that for small σ > 0
We now decompose f into the sum of a function f * vanishing identically in a neighbourhood of (±1, 0) and a function f − f * supported near these points. Thus, as in [25] , we consider the problem
where the functions ρ(x) andρ(x) = ρ(−x) are C ∞ (R)-smooth cut-off functions as in (43)- (45).
We consider the equations for the outer expansion of f * (cf. (4)): and for j 1 −u * j
We observe that u * 0 = ρρu 0 with u 0 as in (41), and we easily conclude that u * j ∈ C ∞ (D) for all j 0. The outer solutions u * j can be found as in (4) and (5) . For j 0 we thus have
where ∆u * ,−1 = f * . The following regularity properties of u * j were proved in [25] .
Lemma 5. For all i, j, m 0 the following estimates hold:
with ψ = ψ c as in (44).
3.1. Zeroth order. We now note that u ε −u 0 is generally not equal to zero on Γ l . To take into account this discrepancy at the boundary Γ l , we introduce boundary layer correctors defined as follows. In first order,
We note that θ * 0 is a solution of the equation
and we consider an approximate form of it:
The following convergence results were proved in [25] .
Theorem 4. For p, q 0 and q = 2r + 1 odd, let u ε be the solution of (40) . Then
For p, q 0 and q even, let u ε be the solution of (47), let u * 0 be as in (50) for j = 0, and let θ * 0 = θ * 0 δ(ξ) be an approximate form of θ 0 as in (56). Then
Remark 1. From (58) for p, q 0 with q odd, we get that u 0 (cos η, sin η) = 0, that is, u 0 = 0 on ∂D, and therefore the boundary layers are suppressed.
We now look for improved approximations of u ε using the higher-order functions and correctors u * j , θ * j , θ * j , j 1. The correctors u * j were defined in (49); we now define θ * j and θ * j . As in [24] , we introduce the boundary layer correctors θ * j corresponding to the inner expansion u ε ∼ ∞ j=0 ε j θ * j . We observe again that
where ξ = ξε and ξ = O(1). Writing out the equations involving terms of the differential operators (19) for each power ε j , we deduce that for 0 ξ < ∞, π < η < 2π, and j = 0, 1, . . .
We supplement these equations with the boundary conditions
The explicit solutions of (60) with (61) are known (see [25] and Lemma 4 above), and have the form
, and the coefficients c m,r = c m,
2p y q was completely carried out for any order in [25] , and the following theorem was proved there.
Theorem 5. For p, q 0 let u ε be the solution of (47), and let
where the u * j are as in (50) and θ * j = θ * j δ(ξ) is an approximate form of θ * j as in (62). Then
We will show in Theorem 7 and § 6 below how to best use these estimates by choosing σ as the most suitable power of ε.
Parabolic boundary layers at the characteristic points
It now remains to consider singularly perturbed problems of the form
We note that the difference f − f * is compactly supported as a function of x for
, we only have to consider the following problem near x = 1:
For f * * = (1 −ρ(x))(1 + x)C u (x) 2p y q the analysis near x = −1 is similar. In [13] it was proposed to introduce the stretched variables ( ξ = ξ/ε 2/3 , η = η/ε 1/3 ) and (ξ = ξ/ε, η = η/ε) at (1, 0), leading to the so-called intermediate and interior boundary layers at (1, 0) given respectively by the differential equations
However, our analysis is different from that in [13] , and it turns out that we need to consider only the intermediate (parabolic) boundary layers (68) for our analysis below; these parabolic boundary layers will be discussed later in this section.
We note that the function f * * is supported in a region of size
In the boundary-fitted coordinates (η, ξ) we easily see that f * * is supported in a region of size O(σ 2 ) with respect to ξ near ξ = 0 and in a region of size O(σ) with respect to η near η = 0.
Let
We first estimate g = g(η, ξ) in the following lemma.
Lemma 6. For m, s 0 there exists a constant κ = κ m,s > 0 independent of ε and σ such that, pointwise,
Proof. We note that g(η, ξ) is smooth (C ∞ ) and supported in the set (70) and (67) we see that
(72) Hence, expanding the term with exponent p, we can write
Differentiating g, we find that
It follows from (72) that g is compactly supported in the set
and is infinitely smooth. Therefore,
We thus introduce the stretched variables
where 0 < σ ≪ 1 is comparable with a power of ε which will be determined later.
Using the boundary-fitted coordinates (see (19) ) and the stretched variables ξ, η in (77), we transform L ε u ε in (67) to
Since sin η = O(σ) and 1 − cos η = O(σ 2 ) in the support of g, sin(η)σ −2 and (1 − cos η)σ −3 are comparable with σ −1 on the support of g. Observing also that εσ −2 ≪ εσ −4 and writing cos η = 1 − (1 − cos η), we see that the leading terms in (78) have the form
We then substitute the formal expansion
and use the equalities
Since g(η, ξ) = O(σ 2p+q ) (see (71)), in the leading order we get that for j = 2p + q
while for j 2p + q + 1
Here for convenience we set
Returning to the variables ξ, η, we find that
and all the ϕ j vanish if η = σ or ξ = 0, 1.
We see by recursion that the equations (84)-(86) are linear parabolic equations for the ϕ j , with ξ the space-like variable and η (actually, −η) the time-like variable. The well-posedness for these equations is standard.
Remark 2. From (83)-(86) we easily find recursively that ϕ j = 0 for all j < 2p + q or for j = 2p + q + 2i + 1, i 0.
Hence, for j 2p + q we need to consider only the case where j − 2p − q is even.
In estimating the parabolic boundary layers ϕ j below, we write ϕ = ϕ j , h = R j ϕ
for brevity, and we consider the basic parabolic problem
supplemented by the conditions
Furthermore, we recall from (76)) that
entiating (84) with respect to η for j = 2p + q, we find by (86) that ∂ k ϕ j ∂η k (η, ξ) = 0 at η = σ for all k 0 and j = 2p + q. And again by (86) we find recursively that this holds for R j ϕ with j > 2p + q and thus for ϕ j with j > 2p + q. Hence, we may assume in (88), (89) that for all k 0
The following lemma will be useful for us.
Lemma
Proof. For r < −σ we split up the domain of integration and find that
For −σ r σ, the left-hand side of (91) is bounded by
For simplicity in the analysis below, we assume from now on that
We first prove the following lemma, which will be useful for obtaining estimates for the parabolic boundary layers and their derivatives.
Lemma 8. Assume that (93) holds, that is, 0 < εσ
where ϕ and h are as in (88), and consider the kernel function
Then there exists a constant κ > 0 independent of σ and ε such that
with
Proof. We prove that
which implies (96) in view of Lemma 7.
Let n = l + d 0. To prove (99), we perform a double induction with respect to m and n.
A) Consider the order m = 0 (that is, Φ = ϕ).
i) The case n = 0 (that is 
Taking the supremum over r, we get that
This proves (99) for n = 0.
ii) Assume that n 1 and that (99) holds for orders 0 l + d n − 1. For l + d = n we multiply (88) by M l,d ϕ and integrate with respect to η and ξ over the domain (r, σ) × (0, 1). Unless otherwise specified,
For each separate term we get that
Hence, as in the case of (101), (102), we find that
By the induction assumption and the condition 0 < εσ
1, the foregoing and Lemma 7 prove the case m = 0 in (99) for all l, d 0. Here we used the fact that for all (η, ξ) ∈ (−∞, σ) × (0, 1)
(see (98)). B) For m 1 and for all l, d 0 we assume that (99) holds for orders less than or equal to m − 1, and for all l, d 0.
Differentiating (88) m times with respect to η, we find that
With Φ = Φ m as in (94) we thus have
Using (90), we also find that
i) The case n = 0 (that is, l = d = 0). Multiplying (109) by Φ and integrating over (r, σ) × (0, 1), we conclude from Lemma 7 and the boundary conditions Φ = 0 at ξ = 0, 1 that
By the induction assumption we then find that
Taking the supremum over r, we get similarly that
This proves the case for n = 0. ii) For fixed m 1 we now carry out the induction for n = l + d. We assume that (99) holds for all orders 0 l + d n − 1 and want to prove it for the order l + d = n. M l,d Φ and integrating over the domain (r, σ) × (0, 1) , we get for each separate term that
Multiplying (88) by
By Lemma 7, the Hardy inequality, and the boundary conditions Φ = 0 at ξ = 0, 1, we get for the last term in (109) that
and hence
Again using 0 < εσ
1 and Lemma 7, we get that
Hence by the induction assumption,
Taking the supremum over r, we find similarly that
Again by the induction assumption, the terms (97) with h = g we can use Lemma 8 and Lemma 6 with the property (46) to get that
Lemma 9. Assume that (93) holds, that is, 0 < εσ
with ϕ j as in (84)-(86) (recall that ϕ j = 0 if j < 2p + q or j − 2p − q is odd; see Remark 2). Then there exists a constant κ > 0 independent of σ, ε such that
Proof. We prove (128) by induction on i, and for all m at once. For i = 0, that is, Φ = Φ m,0 with m 0, we start from (84)- (86) written with j = 2p + q. Since
1, the estimate (128) follows for i = 0 and m 0 from (96) and Remark 3.
We assume that (128) holds for all m 0 for orders less than or equal to i − 1, and we want to prove it for order i for all m. From (84)-(86) with j = 2p + q + 2i and i 1, if we write (97)-(99) for ϕ = ϕ j = ϕ 2p+q+2i with h replaced by R j ϕ , then from (96) we find similarly that
Therefore, writing
with l, d 0 arbitrary integers, and using Lemma 7, we conclude from (129) and (130) that
we used the fact that M l1,d1 κM l2,d2 for l 1
The second and fourth terms on the right-hand side of (130) can be estimated similarly. For the third and fifth terms, we need the following inequalities:
To derive the estimate (133), for instance, we use the Taylor expansion theorem implying that there exists a point α between 0 and η such that
Then for f (η) = sin η −η we first easily see that
for 0 m + k 2, we also see that for n = 3 − m 0
Then we have
∂η s−r κ min{1, |η| 3−s+r }, and this implies (133). The estimate (134) is proved similarly. Hence, we find that
The fifth term on the right-hand side of (130) can be estimated similarly. Thus, the following estimates can be deduced:
where E l,d is defined in (131). By the induction assumption for (128) we note that for orders i − 1
Using 0 < εσ
1, we get from (137) that for j = 2p + q + 2i and (η, ξ) ∈ (−∞, σ) × (0, 1)
Hence, the right-hand side of (129) is bounded by
This proves (128) for any order i with m 0 arbitrary, and Lemma 9 is proved.
So far we have constructed and estimated the parabolic boundary layers produced by the problem (66) and corresponding to f − f * , that is, the problem
After studying the parabolic boundary layers generated at η = 0, ξ = 0, we now want to use them to estimate the solution u ε of the problem (67) (and thus of (66)), which is discussed in the next section.
Convergence analysis for the problem (66)
Recall that ϕ j = 0 if j < 2p + q or j = 2p + q + 2i + 1 and i 0, and it is otherwise recursively defined in (84)-(86). After studying the parabolic boundary layers generated at η = 0, ξ = 0, we now want to use them to estimate the solution u ε of (67). Writing
multiplying (84) by σ 2i , and adding the resulting equations from i = 0 to n, we find that
Interchanging the summations over k and i, we get that
which implies that
∂η + cos η ∂ϕ ε,n−1 ∂η
From this we find that
For the infinite series in (147) we will use the following facts:
Since the boundary layers appear locally near the boundaries, to understand their behaviour away from the boundaries, we use an approximate form ϕ ,2i for ϕ ,2i . We define
where δ = δ(ξ) and ϱ = ϱ(η) (not the same as the ρ in (43)!) are smooth cut-off functions with 0 δ, ϱ 1 such that
We now estimate ϕ ,2i in various norms. Recall that ϕ ,2i = ϕ 2p+q+2i are the solutions of (84).
Lemma 10. Assume that (93) holds. Let ϕ ,2i = ϕ 2p+q+2i be the solution of equation (84) with (85) and (86). For j = 2p + q + 2i and i 0 there exists a constant κ > 0 independent of σ and ε such that
Proof. Note that
From Lemma 9 we obtain the desired bound for the second term on the left-hand side of (150), and the first term on the left-hand side can be estimated similarly.
To prove (151), we just observe that
Setting r = 2s in (153), we obtain the desired bound for the second term on the left-hand side of (151) by using Lemma 9; we can estimate the first term similarly.
We now write w 0 = u ε − ϕ εn , where u ε is the solution of (67), and we take the scalar product of L ε (w 0 ) with e y w 0 . To handle the singular factors (1 − ξ)
and (1 − ξ) −2 in the term Rem in (147)- (148), we introduce the smooth function
is compactly supported in the domain ξ 1/2, and hence
From Lemma 10 we get that
Since 0 < εσ
1, we find that
In view of (151),
We choose σ such that, besides (93), the inequality ε −1 σ 6 1 holds, and thus
Then
Here s 0 is arbitrary. Therefore, the term (159) can have arbitrarily small order. From (154) we then obtain the following theorem.
Theorem 6. Let u ε be the solution of the problem (67), let ϕ εn be as in (149), and assume that the condition (158) holds. Then there exists a constant κ > 0 independent of σ, ε such that
Combining this result with Theorem 5, we deduce the following convergence theorem (Theorem 7) for the equation (40) . Before stating Theorem 7 we recall the following notation:
and ∆u
and the P j (η, ξ) are the same as in (34), (35) with v j (η) replaced by v * j (η) = −u * j (cos η, sin η) and for 2p + q 3n − 1.
as in (149). Here the boundary layers ϕ 2p+q+2i , δ(ξ), and ϱ(η) correspond to the problem (67). We can similarly construct the parabolic boundary layers ϕ 2p+q+2i with δ(ξ) and ϱ(η) corresponding to
From this, adding both parabolic boundary layers, we get ϕ ,2i defined in the corresponding way for the equation (66).
(C2) For 2p + q 3n, we set ϕ εn = ϕ εn [p, q] = 0. Then we prove the following theorem.
Theorem 7. Let σ = ε 1/4 (in agreement with (158)), and let u ε be the solution of the problem (40) . Then there exists a constant κ > 0 independent of ε such that
where for 2p + q < 3n
and for 2p + q 3n ϕ εn = 0.
Proof. We first consider the case when 2p + q 3n − 1.
, we find from Theorem 5 and from Theorem 6 with ϕ εn = ϕ εm for m 0 that
Note that 1 6 2n + m 6(n + m)
in accordance with (158). To find an optimal choice of m and n we observe that
since (a + b)/2 √ ab for all a, b 0, with equality for a = b. The optimal choice is thus n = m. For 2p + q 3n − 1, we find that
and therefore the statement of the theorem follows in this case.
For 2p + q 3n we use Theorem 5 with σ = ε 
The general case
We now consider the case of a general function f in (1) . Using the decomposition
we can take advantage of all the results from the previous sections in view of linearity. Combining all these results, we deduce the following convergence results for f arbitrary. We first consider a general order n 0.
6.1. Order n 0. We start with the definitions.
(A) u εn = n j=0 ε j u j , where
Here f is the sum of the Taylor expansions of f of order 2 + 3n at (1, 0) and (−1, 0), that is,
(B) θ εn = n j=0 ε j θ j , where
and the P j (η, ξ) are defined in § 1 with v j (η) = − u j (cos η, sin η) as in (166).
, where we recall that the quantities
with σ = ε 1/4 are defined in § 5. This is the case for the equation (66).
corresponding to the problem (66) with f − f * replaced by
Then we define
We now state and prove the Main Theorem.
Theorem 8. Let σ = ε 1/4 and let u ε be the solution of (1). For n 0 an integer there exists a constant κ > 0 independent of ε such that
Proof. Let U ε R denote the solution of the problem (40) with f replaced by
From Theorem 7 there exists a constant κ > 0 independent of ε such that
Similarly, let U ε L denote the solution of (40) with f replaced by
Then there exists a constant κ > 0 independent of ε such that
(174) From Theorem 3 for the solution V ε of (1) with f replaced by f = f − f , where f is given in (167), that is, f satisfies the compatibility conditions (37) with µ = 2, we see that
Superposition of solutions gives us u
where u ε is the actual solution of (1) of interest to us. Now let m = 4n + 3 in (173) and (174).
Depending on the number of compatibility conditions (37), we can refine the Main Theorem as remarked below.
Remark 4. If the compatibility conditions (37) hold, that is, α p,q,L = α p,q,R = 0 for 0 2p + q r for some r 0, then the upper bound in the estimate (173) can be replaced by
Then for the solution u ε of (1), we have
Of course, by (38) if r 2 + 3n, then the part κε (m+r+2)/4 of the bound can be dropped as in (175).
In particular, for n = 0 we can use Theorems 1, 2, and 4 to carry out a convergence analysis with a minimal number of asymptotic terms. This is discussed in the following section.
6.2. Supplements for the order n = 0. Let us recall, and introduce, some definitions:
We prove the following convergence theorem. Here we remark that the convergence result (185) is much better than (26). Theorem 9. Let u ε be the solution of (1). Then the following estimate holds for arbitrary f :
then the following estimate holds:
Proof. We first recall that u 0 is defined in (3) with f replaced by f , that is,
where f = f − f . Here f is the sum of the Taylor expansions of f of order 2 at (1, 0) and (−1, 0), that is,
and we also recall that
Let V ε denote the solution of (1) with f replaced by f = f − f . From Theorem 3 for n = 0 it then follows that
Let U ε L and U ε R denote the solutions of (40) with f replaced by 
2p y q . We define the corresponding limit function u * 0 L [p, q] and the zeroth ordinary boundary layer θ * 0
be the solution of (66) and let ϕ ,0 = ϕ ,0 R [p, q] be the corresponding zeroth parabolic boundary layer. Assuming that (150) holds, we then conclude from Theorem 6 that there exists a constant κ > 0 independent of σ and ε such that
Let S ε L [p, q] be the solution of (66) with f −f
2p y q . We define the corresponding zeroth parabolic boundary layer ϕ (40) with f replaced by
respectively. From Theorem 4 we deduce the following convergence result. For (p, q) = (0, 1), so that 2p + q = 1, it follows from (58) that
By superposition of solutions we find that
Combining the above observations, we get that
We obtain similar estimates for U ε L with u * 0 
We note that
for l = L, R. From (195) and (196) we easily see that
for l = R, L. Therefore,
We first note the pointwise estimates
and using (45) and (43), we find that 
Let D σ = D ∩ ({−1 < x < −1 + σ} ∪ {1 − σ < x < 1}). We first conclude from (46) that
Using the fact that |1| L 2 (Dσ) κσ 3/2 , we deduce from (18) that |u * * 0
|u * * 0
and thus u * * 0 
From this we obtain for (208) the estimates |θ * * 0
|∂ η θ * * 0
|∂ ξ θ * * 0
and thus in view of (158) we have ∥θ * * 0
From (150), ∥ϕ 
Setting σ = ε 1/3 , we find that Err 
and setting σ = ε 1/3 , we find that Err ′ κε(− log ε), and therefore the estimate (224) implies (185). 
then since Err ′ κε, the estimate (224) implies that
Adding the parabolic boundary layers ϕ ,0 − and ϕ ,0 + as in (229) below, we can improve the convergence result (182).
Theorem 10. Let u ε be the solution of (1). Then the following estimate holds for arbitrary f : Remark 6. We note that (228) implies H 1 -convergence, that is,
Proof of Theorem 10. Replacing ϕ ,0 R [p, q] in the proof of Theorem 9 by ϕ εmR [p, q], we improve the convergence result (182). By Theorem 6 for n = m we have the following estimate: 
Setting εσ −2 = (ε −1 σ 6 ) m/2 ε −1/2 σ 3 and hence σ = ε (m+3)/(2(3m+5)) (this σ agrees with (158)),
we find that 
Then we infer from (233) that 
Setting m = 3 (then ε (2m+2)/(3m+5) = ε (m+5)/(3m+5) = ε 4/7 > ε (7m+13)/(4(3m+5)) ), we are done.
Concluding remarks
To construct the boundary layers produced by the equation (1) with f arbitrary and smooth, we considered the decomposition f = f − f + ρ(x)ρ(x) f + (1 − ρ(x)ρ(x)) f . The analysis for f replaced by f − f or by ρ(x)ρ(x) f was carried out in § § 2 and 3, and borrowed from [24] and [25] . We then resolved the case when f = (1 − ρ(x)ρ(x)) f , which produces the so-called parabolic boundary layers. The general case for f then follows (see § 6). We proved the convergence results for any orders.
The parabolic boundary layers at the characteristic points (±1, 0) were studied in detail and estimated in § § 4 and 5. We do not have explicit expressions for these parabolic boundary layers, but energy estimates are obtained for them using the kernel functions M l,d in (95). We hope that the technique developed in this article for studying parabolic boundary layers not having explicit expressions will be useful in the investigation of other boundary layers not explicitly computable. In [13] the author represents intermediate boundary layers (68) of order 0, 1 using Airy functions, but unfortunately this remarkable result cannot be repeated for higher orders, since there we do not have explicit expressions for the correctors of the boundary layers, and thus estimates for the boundary layers are not presented. But with our approach it is easy to estimate any boundary layer function implicitly defined via the boundary layer equation.
