A class of R-estimators based on the concepts of multivariate signed ranks and the optimal rank-based tests developed in Hallin and Paindaveine [Ann. Statist. 34 (2006)] is proposed for the estimation of the shape matrix of an elliptical distribution. These Restimators are root-n consistent under any radial density g, without any moment assumptions, and semiparametrically efficient at some prespecified density f . When based on normal scores, they are uniformly more efficient than the traditional normal-theory estimator based on empirical covariance matrices (the asymptotic normality of which, moreover, requires finite moments of order four), irrespective of the actual underlying elliptical density. They rely on an original rank-based version of Le Cam's one-step methodology which avoids the unpleasant nonparametric estimation of cross-information quantities that is generally required in the context of R-estimation. Although they are not strictly affine-equivariant, they are shown to be equivariant in a weak asymptotic sense. Simulations confirm their feasibility and excellent finite-sample performances.
A class of R-estimators based on the concepts of multivariate signed ranks and the optimal rank-based tests developed in Hallin and Paindaveine [Ann. Statist. 34 (2006) ] is proposed for the estimation of the shape matrix of an elliptical distribution. These Restimators are root-n consistent under any radial density g, without any moment assumptions, and semiparametrically efficient at some prespecified density f . When based on normal scores, they are uniformly more efficient than the traditional normal-theory estimator based on empirical covariance matrices (the asymptotic normality of which, moreover, requires finite moments of order four), irrespective of the actual underlying elliptical density. They rely on an original rank-based version of Le Cam's one-step methodology which avoids the unpleasant nonparametric estimation of cross-information quantities that is generally required in the context of R-estimation. Although they are not strictly affine-equivariant, they are shown to be equivariant in a weak asymptotic sense. Simulations confirm their feasibility and excellent finite-sample performances.
1. Introduction.
1.1.
Rank-based inference for elliptical families. An elliptical density over R k is determined by a location center θ ∈ R k , a scale parameter σ ∈ R + 0 , a real-valued positive definite symmetric k × k matrix V = (V ij ) with V 11 = 1, 1.2. Rank tests. In the hypothesis-testing context, HP develop a class of semiparametrically optimal signed rank tests for null hypotheses of the form V = V 0 (θ, σ and g 1 playing the role of nuisances). Let X 1 , . . . , X n be a random sample from some elliptical distribution characterized by θ, σ, V and g 1 . Assuming that θ is known (in practice, this θ can be replaced by any root-n consistent estimateθ-see Section HP4.4), denote by Z i := V −1/2 0 (X i − θ) the θ-centered, V 0 -standardized observations. Define the rank R i as the rank of d i := Z i among d 1 , . . . , d n and the multivariate sign U i as Z i −1 Z i , i = 1, . . . , n. Considering the matrix-valued signed rank statistic
where K f 1 : (0, 1) → R is the score function ensuring optimality at f 1 , the test statistic developed in HP takes the very simple form [see (HP4.4)]
where Q(S) := tr(S 2 )− 1 k (tr S) 2 .
(1.1) Test procedures based on (1.1) enjoy a number of attractive features: (i) they are valid under arbitrary standardized radial densities g 1 , irrespective of any moment assumptions, (ii) they are nevertheless (semiparametrically) efficient at some prespecified radial density f 1 , (iii) they exhibit surprisingly high asymptotic relative efficiencies with respect to classical Gaussian procedures under non-Gaussian g 1 's and, quite remarkably, (iv) when
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Gaussian (van der Waerden) scores are adopted, their ARE's with respect to the classical Gaussian tests [21, 22, 34, 35] are uniformly larger than one; see [38] for this extension of the celebrated Chernoff-Savage [5] result to shape matrices.
These optimality properties, in fact, are all possessed by the noncentrality parameters of the noncentral chi-square asymptotic distributions, under local alternatives, of the rank-based test statistic under consideration. When the radial density, under such alternatives, is g 1 , these noncentrality parameters are quadratic forms characterized by a symmetric positive definite matrix of the form J 2 k (f 1 , g 1 )J
−1
, where J k (f 1 , g 1 ) is a crossinformation quantity (cf. (2.7)) and Υ k depends on neither f 1 nor g 1 ; see Proposition HP4.1. This matrix, for g 1 = f 1 , coincides with the efficient information matrix J k (f 1 )Υ −1 k (V) for V under f 1 . An immediate question which arises is whether such tests have any natural counterparts in the context of point estimation. That is, can we construct estimators V (n) for the shape matrix that match the performances of those rank-based tests, in the sense of (i) being root-n consistent under any radial density g 1 , irrespective of any moment assumptions-in sharp contrast with the Gaussian estimators, which require finite second-order moments for consistency and finite fourth-order moments for asymptotic normality, (ii) being nevertheless (semiparametrically) efficient at some prespecified standardized radial density f 1 and (iii) exhibiting the same asymptotic relative efficiencies, with respect to classical Gaussian estimators, including (iv) the Chernoff-Savage property of [38] ? Such estimators would improve the performance of the existing ones that satisfy the consistency requirement (i), such as Tyler's [45] celebrated affine-equivariant estimator of shape (scatter, in Tyler's terminology) V (n) T or the estimator of shape based on the Oja signs developed in [36] . These estimators are indeed root-n consistent under extremely general conditions (second-order moments, however, are required in [36] ), but they are not efficient.
The answer, as we shall see, is positive and the estimators achieving the required performances are R-estimators based on the same concepts of multivariate ranks and signs as the test statistics (1.1).
R-estimation.
The derivation of such R-estimators, however, is by no means straightforward. Traditional R-estimators are defined (and computed) via the minimization of some rank-based objective function; see [1, 19, 20, 24, 26] or the review paper by Draper [6] . In the present context, this approach, in connection with (1.1), leads to the definition of an R-estimator as
that is, as the value of V minimizing the sum of squared deviations of the k eigenvalues of the rank-based matrix S f 1 (V) from their arithmetic mean.
This "argmin" definition is intuitively quite appealing. However, from a practical point of view, its implementation is numerically costly when the dimension of the parameter is high [a shape parameter has k(k + 1)/2 − 1 components]. The same definition is hardly more convenient from a theoretical point of view: as a function of ranks, the objective function
is discontinuous and its monotonicity/convexity properties are all but obvious, so root-n consistency remains a nontrivial issue.
Instead, therefore, we suggest a rank-based adaptation of Le Cam's onestep construction of locally asymptotically optimal estimators. A version,
(V), measurable with respect to the ranks and signs associated with V, of the semiparametrically efficient (at V and f 1 ) central sequence for shape can be constructed [see (HP4.1) or (2.6)]; this central sequence is distribution-free with asymptotic covariance matrix
The f 1 -score version of our R-estimator, in vech form (that is, stacking the upper-diagonal elements), is then defined as
where V (n) T is Tyler's estimator of scatter and α * is a consistent estimator of the cross-information quantity J k (f 1 , g 1 ) [the problem of estimating
is a genuine R-estimator since the one-step correction in (1.3) only depends on Tyler's V (n) T and the corresponding ranks R i and signs U i . Moreover, it is asymptotically equivalent to a random matrix (depending on the actual g 1 ) which is measurable with respect to the ranks and signs associated with the "true" value of V. And if (1.2) admits a root-n consistent sequence of solutions, this sequence of solutions and the one-step definition of V ∼
The main objective of this paper is to show that V ∼
indeed satisfies the properties listed under (i)-(iv) which are required of a semiparametrically efficient R-estimator.
1.4.
Outline of the paper. The outline of the paper is as follows. In Section 2, we recall the main definitions related to elliptical symmetry, local asymptotic normality and the relation between ranks and signs on one hand and semiparametric efficiency on the other; whenever possible, we refer to HP for reasons of brevity. Postponing to Section 4 the delicate problem EFFICIENT RANK-BASED INFERENCE FOR SHAPE II   5 of choosing a consistent estimator α * for J k (f 1 , g 1 ), Section 3 deals with the derivation and asymptotic properties of the one-step R-estimator (1.3) based on such arbitrary α * . Section 4 is entirely devoted to the estimation of J k (f 1 , g 1 ). We start, in Section 4.1, with a review of the various solutions that have been considered in the literature, explaining why they fail to be fully convincing. Sections 4.2 and 4.3 then propose an original, more sophisticated (yet easily implementable) method inspired by local maximum likelihood ideas. The resulting R-estimators enjoy all the asymptotic properties expected from R-estimation and, moreover, yield surprisingly high ARE's with respect to the existing methods: see Table 1 . These estimators, however, remain unsatisfactory on one count: for fixed sample size n, they are not affine-equivariant. They are, nevertheless, equivariant in a weak asymptotic sense, as shown in Section 5. A numerical study (Section 6) confirms the excellent performance of the method. The Appendix collects technical proofs.
2. Semiparametric efficiency under elliptical symmetry.
Uniform local asymptotic normality. Let
denote the distribution of X (n) under the assumption that the X (n) i 's are i.i.d. with the elliptical density f θ,σ 2 ,V;f 1 described in Section HP1.2 [which we refer to for details, as well as for a precise definition of the parameters θ, σ, V and ϑ, the parameter spaces Θ and V k , the radial distribution functionsF 1 , the distances d
Our objective is the estimation of V under unspecified θ, σ 2 and f 1 .
The relevant statistical experiment involves the nonparametric family
where f 1 ranges over the set F A of standardized radial densities satisfying Assumptions (A1)-(A2) in HP. The main technical tool is the uniform local asymptotic normality (ULAN), with respect to ϑ := (θ ′ , σ 2 , (
. This ULAN property is stated and proved in Section HP2, which we refer to for the definitions of the score functions ϕ f 1 , ψ f 1 and K f 1 and for the explicit forms of the central sequences ∆ (n) f 1 (ϑ) and information matrices Γ f 1 (ϑ).
The block-diagonal structure of Γ f 1 (ϑ) and ULAN imply that substituting (in principle, after adequate discretization) a root-n consistent estimator Hence, optimal inference about V can be based, without any loss of (asymptotic) efficiency, on ∆ (n) f 1 ;3 (θ, σ 2 , V), as if θ were the actual location parameter. This actually follows from the asymptotic linearity property of Section A.1. Therefore, in the derivation of theoretical results, we may tacitly assume, without loss of generality, that θ = 0.
be used in an obvious way instead of P
Although any root-n consistent estimatorθ could be used, we suggest adopting the multivariate affine-equivariant median introduced by Hettmansperger and Randles [18] which is itself a "sign-based" estimator. The multivariate signs to be considered, then, are the U (n) i (θ, V)'s and the ranks to be considered are those of the d
2.2. Semiparametric efficiency, ranks and signs. The partition (2.2) of P (n) into a collection of parametric subexperiments P
, all indexed by V and σ 2 , induces a semiparametric structure, where V is the parameter of interest, while (σ 2 , f 1 ) plays the role of a nuisance. Except for the unavoidable loss of efficiency resulting from the presence of this nuisance, we would like our estimators to be optimal, that is, to reach semiparametric efficiency bounds, either at some prespecified radial density f 1 or at any density belonging to some class F * of radial densities.
The semiparametric efficiency bound at f 1 is provided by the so-called efficient information matrix (see Section HP3.1),
k (V); we refer to Section HP1.4 for a definition of the matrices V ⊗2 , K k , J k and M k , as well as for those of J ⊥ k and N k which we will use later on. This information matrix (2.3) is the asymptotic covariance (under shape matrix V and density f 1 ) of the efficient central sequence
(see Section HP3.1) which, like Γ * f 1 (V), does not depend on σ (hence the notation). An estimator V (n) of V is semiparametrically efficient at (σ 2 , f 1 ) iff the asymptotic distribution under P
The difference between Γ f 1 (σ 2 , V) and Γ * f 1 (V) quantifies the loss of information on V which is due to the non-specification of (σ 2 , f 1 ). It should be emphasized that, whereas this loss depends on the definition of shape (that is, on the arbitrary choice of the normalization V 11 = 1), the semiparametric information bound does not; see Sections HP3.1, HP3.2, [14] and [39] for details.
A general result by Hallin and Werker [17] suggests that, in case (i) for all f 1 ∈ F A and σ > 0, the sequence of parametric subexperiments P (n)
(σ 2 , V) and information matrix Γ f 1 (σ 2 , V) and (ii) for all V ∈ V k and n ∈ N, the nonparametric subexperiment P (n)
V yields a distribution-free version of the semiparametrically efficient central sequence (2.4).
In the present context, this double structure exists: condition (i) is an immediate consequence of Proposition HP2.1 and the generating groups G (n)
V are the groups of order-preserving radial transformations described in Section HP4.1, which admit the ranks 
where
(a cross-information quantity); the notationG 1k , ϕ g 1 is used in an obvious way. Note that
, where F denotes the class of all possible standardized radial densities;
(ii) is asymptotically equivalent, in P (n) σ 2 ,V;g 1 -probability for any g 1 ∈ F , to
-probability, to the semiparametrically efficient (at f 1 , for any σ) central sequence for shape (2.4); (iii) is asymptotically normal under {P
with mean zero and covariance matrix Γ *
, as n → ∞, the asymptotic linearity property
for any bounded sequence v (n) of symmetric matrices such that v 3. Optimal one-step R-estimation of shape. Tyler's celebrated estimator of shape, V (n) T , was introduced by Tyler [45] based on the very simple idea that if X is elliptical with location θ, then its shape V is entirely characterized by the fact that U(θ, V)
is defined as the unique shape matrix satisfying
T . Such discretizations, which turn root-n consistent preliminary estimators into uniformly root-n consistent ones (see, e.g., Lemma 4.4 in [30] for a typical use), are quite standard in Le Cam's one-step construction of estimators (see [31] ), and several of them, characterized by a # subscript, will appear in the sequel. Denoting by ⌈x⌉ the smallest integer larger than or equal to x and by c 0 an arbitrary positive constant that does not depend on n, the discretized shape V (n) # can be obtained, for instance, by mapping each entry v
In practice (where n = n 0 is fixed), such discretization is not required (as c 0 can be arbitrarily large) and actually makes little sense, as one can always decide to start discretization at n = n 0 + 1; see Section 4.3 for practical implementation.
Since ∆
is a version of the efficient central sequence for shape, Le
Cam's classical one-step method suggests estimating
Such an estimator is semiparametrically efficient at P
, in the sense of (2.5). Indeed, in view of Proposition 2.1 and the continuity of V → Γ *
# ) of the asymptotic linearity property (2.9) is made possible, as usual, by the local discreteness of V f 1 # an asymptotic representation as a signed-rank-measurable quantity, justifies its status as an R-estimator.
A major problem, unfortunately, is that (3.1), via Γ *
is, therefore, just a pseudo-estimator which cannot be computed from the observations. In order to obtain a genuine estimator, V ∼ (n) f 1 # , say, a consistent estimator α * must clearly be substituted for J k (f 1 , g 1 ). This estimation of J k (f 1 , g 1 ) is absolutely crucial in several respects since it not only explicitly enters the definition of the one-step estimator, but also characterizes its asymptotic covariance. However, obtaining a consistent estimator α * of J k (f 1 , g 1 )-the expectation of a function that depends on the unknown underlying g 1 -is a delicate problem. Accordingly, we defer the discussion of this issue to Section 4, where, after a review of the various methods available in the literature, we present an original method inspired by local maximum likelihood ideas.
Therefore, in the present section, we define the
f 1 # resulting from substituting into (3.1) an arbitrary consistent estimator α * for the unknown
thus is defined as in (1.3). Irrespective of the choice of α * , the resulting one-
f 1 # and, hence, also to the signed rank statistics (3.2) based on the "genuine ranks." Proposition 3.1 summarizes the main properties of these estimators: (i) they are asymptotically equivalent to a function of the genuine ranks and signs, they are asymptotically normal, and their covariance matrix is the inverse of the covariance matrix characterizing the local powers of the optimal rank tests derived in HP, (ii) when based on f 1 -scores, they are semiparametrically efficient at radial density f 1 , (iii) for finite n, they can be expressed as a linear combination of the Tyler shape matrix and a rank-based shape matrix involving the Tyler ranks and signs, (iv) their asymptotic covariance matrix, under any elliptical density, is proportional to the asymptotic covariance matrices of the Tyler and Gaussian ML estimators. The proportionality constant, which can be considered as a measure of asymptotic relative efficiency, is provided in (v). In order to obtain a simpler expression for the asymptotic covariance matrix of vec( V ∼ (n)
As shown in the proof of Lemma HP3.1 (with N k defined in Section HP1.4),
Proposition 3.1. Let f 1 and g 1 belong to F A . Then
or, in terms of vec V,
for all n, where W
and α * is the consistent estimator of
provided that the kurtosis coefficient (v) the ARE (i.e., the inverse ratio of asymptotic variances) under P (n) σ 2 ,V;g 1 , where g 1 is such that κ k (g 1 ) < ∞ (resp., without any moment as-
Proof. See Appendix (Section A.2).
Note that the ARE's in part (v) of the proposition are unambiguously defined, despite the multivariate setting, as the asymptotic covariance matrices of (the vec versions of) V
T all are proportional to Q k (V). Their relative performances can thus be described by a single number, a fact that was already observed in [44] (see also [33] ); the situation is entirely different for covariance matrices, where two numbers are required [36, 37, 43] . These ARE's coincide with those obtained in HP for the problem of testing V = V 0 (see Proposition HP4.2). An immediate corollary is that the Chernoff-Savage result of [38] vdW# are relatively modest and strictly less than one; see column t 0 in Table 1 for numerical values. In fact, This can be explained by the fact that, roughly speaking, "V (n)
T is optimal at t 0 ." In more rigorous terms, we have that, for any fixed n,
Indeed, the scores K ν associated with the k-dimensional Student t ν are , 1) , where G k,ν stands for the Fisher-Snedecor distribution function with k and ν degrees of freedom. It is easily checked that G −1 k,ν (u)/ν → ∞ as ν → 0 so that lim ν→0 K ν (u) = k for all u ∈ (0, 1). It follows (with obvious notation) that W
s., as ν → 0. This, in view of (3.9), implies (3.11). Similarly, it can be shown that (using obvious notation) for all fixed n and ν, V k = 2, 3, . . .) , where x k = (x k1 , . . . , x kn ) is an n-tuple of vectors in R k ; here, for k > n, V (n)
Estimation of cross-information coefficients. Our estimators
f 1 # , thus far, have only been defined up to the choice of a consistent estimator α * of the unknown cross-information quantity J k (f 1 , g 1 ) defined in (2.7). In this section, we first review the various methods available in the literature for estimating J k (f 1 , g 1 ) and then present an original method which relies on a local maximum likelihood argument.
4.1.
A brief review of the literature. The problem of estimating the crossinformation coefficient J k (f 1 , g 1 ) has always been around in R-estimation and probably explains why it has never been as popular as rank tests in applications. Simple consistent estimators of cross-information coefficients (the definition of which depends on the problem under study) have been proposed by Lehmann [32] and Sen [42] for one-and two-sample location problems; these estimators are based on comparisons of confidence interval lengths, a method involving the arbitrary choice of a confidence level (1 − α) which has quite an impact on the final result.
Another simple method can be obtained from the asymptotic linearity property of rank statistics (see [2, 29] or [25] , page 321 for univariate location and regression). This method extends quite easily to the present context via the asymptotic linearity property (2.9). The latter indeed implies that for all f 1 , g 1 ∈ F A and any k × k symmetric matrix v such that v 11 = 0,
, as n → ∞. Thus, for any v,
is a consistent estimate, under P (n) σ 2 ,V;g 1 , of J k (f 1 , g 1 ). This method, however, is likely to suffer the same weaknesses as the univariate traditional idea; in particular, these "naive" estimators involve the arbitrary choice of a "small" perturbation of the parameter [the choice of a particular v in (4.1) is indeed as good/bad as that of 2v, 3v, etc.). Theory again provides no guidelines for this choice which, unfortunately, has a dramatic impact on the output.
More elaborate approaches involve a kernel estimate of g 1 and, hence, cannot be expected to perform well under small and moderate sample sizes. Such kernel methods have been considered, for Wilcoxon scores, by [41] (see also [3, 4, 7] and, in a more general setting, in Section 4.5 of [27] . They also require arbitrary choices (window width and kernel or, as in [27] , the choice of the order α of an empirical quantile) for which universal recommendation seems hardly possible (see [28] for an empirical investigation). Moreover, estimating the actual underlying density is somewhat incompatible with the group-invariance spirit of the rank-based approach: if, indeed, the unknown density g 1 is eventually to be estimated by somê g 1 , then why not simply adopt a more traditional estimated-score approach based on the asymptotic reconstruction, via ∆ * (n) g 1 , of the efficient central sequence ∆ * (n)
2. An original (local likelihood) method: consistency and efficiency. A more sophisticated way of dealing with the estimation of J k (f 1 , g 1 ) can be obtained by further exploiting the ULAN structure of the model. The basic intuition is that of solving a local likelihood equation. Consistency, however, requires somewhat confusing discretization steps which, as usual, are needed in formal proofs only. Therefore, we provide two descriptions of the method: this section carefully covers the details of discretization and establishes the consistency of the proposed estimator (hence, that of the resulting V ∼ (n) f 1 # ), while Section 4.3 below, where discretization is skipped, can be used for practical implementation.
Consider the sequence of (random) half-lines,
with equation
where e k 2 ,1 stands for the first vector of the canonical basis in R k 2 and
; the last equality is obtained exactly as in the proof of # a sequence of root-n consistent estimators V
However, these estimators V ∼ (n) f 1 # (β) are not locally discrete since the mul-
# ); therefore, we discretize them further by discretizing W
ij# |⌉, where c 1 > 0 is some arbitrarily large constant. Replacing (4.2) (but keeping the same notation for the sake of simplicity) with
where β ℓ := ℓ/c 2 , with some other arbitrary constant c 2 > 0 yields root-n consistent estimators V ∼ 
can again serve as the preliminary estimator in a rank-based one-step procedure: letting g 1 )) ) still cannot be computed from the observations. # 's natural orientation as a half-line) and define
ℓ − := ℓ + − 1 and β ± := β ℓ ± . The integers ℓ ± are random; in order for V ∼ (n) f 1 # (β ± ) to remain root-n consistent and locally discrete, it is sufficient to check that ℓ ± is O P (1). This implies that for any ε > 0, there exist integers L ε and N ε such that for all n ≥ N ε , the minimization in (4.5) with probability larger than 1 − ε only runs over the finite set ℓ ∈ {1, . . . , L ε } (equivalently, over the finite set β ∈ {β 1 , . . . , β Lε }). In order to show this, let us assume that ℓ ± is not O P (1). Then there exists ε > 0 and a sequence n i ↑ ∞ such that for all L ∈ N and some σ 2 , V ∼ and g 1 , P
Pythagoras' Theorem then implies that for L > c 2 J
which contradicts the fact that (4.4) holds for ℓ = L. Thus, ℓ ± are O P (1) and V 
e. continuous and strictly monotone increasing (resp., decreasing). Therefore, there exists a unique δ * such that π
Let us show, to conclude, that π (n) g 1 )) and π (n) g 1 ) ) and g 1 )) .
In both cases, π g 1 ) ) and π (n) g 1 ) ) are efficient estimators satisfying (3.2) and (3.3). Indeed, from Pythagoras' Theorem,
is also an efficient estimator satisfying (3.2) and (3.3) and, contrary to π (n)
, it is computable from the sample. Now, clearly, g 1 ) and consistent (under P (n) ) estimators the asymptotic covariance matrix of
3. An original (local likelihood) method: practical implementation. As usual, the discretization technique which complicates the proofs of asymptotic results and obscures the definition of the estimator makes little sense in practice, where n is fixed. Discretization in the previous sections was achieved in three steps: discretization of Tyler's V (n)
corresponds to arbitrarily large values of these three discretization constants, leaving V , c 1 , c 2 ) , we have V ∼ (n)
This practical implementation
[the undiscretized version of
, consider the P (n) -a.e. piecewise continuous function
and put β * := inf{β > 0|h(β) ≤ 0}, β * − := β * − 0 and β * + := β * + 0. The matrices V
. Accordingly, the R-estimator we are proposing in practice is V ∼ (n)
(β * ± ); α * := (β * ) −1 provides the corresponding estimator of J k (f 1 , g 1 ), the "undiscretized" version of (4.6). Let us stress, however, that all asymptotic properties-including asymptotic optimality-are properties of the discretized estimators V ∼ (n) f 1 # , whereas nothing can be said about the asymptotics of the practical implementation
5. Asymptotic affine-equivariance. An estimator V (n) of the shape matrix V is said to be (strictly, that is, for any fixed n) affine-equivariant iff for any invertible k × k matrix M and any k-vector a,
where V (n) (M, a) denotes the value of the statistic V (n) computed from the transformed sample MX 1 + a, . . . , MX n + a. Both Tyler's V f 1 is asymptotically equivalent to some strictly affine-equivariant sequence (not necessarily a sequence of estimators): for all practical purposes, a sequence of pseudo-estimators, or simply a sequence of random shape matrices, would be fine. Closer inspection of this idea, however, reveals a major conceptual problem. Indeed, recall that all asymptotic results belong to the discretized estimators V 
two countable sequences of X (n) -measurable random vectors or matrices such that the a.s. limits
m (X (n) ) exist for all fixed n. Then if (i) S (n) and T (n) are asymptotically equivalent, meaning that for all m (or, more generally, for m large enough),
m (X (n) ) = o P (n −1/2 ) as n → ∞, and if (ii) S (n) is strictly equivariant, we may consider that T (n) inherits, under approximate or asymptotic form, the equivariance property of S (n) ; we say that T (n) is weakly asymptotically equivariant.
In order to show that the proposed estimators V ∼ (n)
are weakly asymptotically affine-equivariant, consider the class 
the pseudo-estimator defined in (5.2) and the estimator defined in Sec-
Proof. See Section A.3.
Whether or not weak asymptotic equivariance is a satisfactory property is a matter of statistical taste. If it is, then this section shows that V ∼ (n) f 1 is the estimator to be used. The reader who feels that strict equivariance is an essential requirement is referred to [15] , where it is shown that an adequate
f 1 is possible (at the price of some technicalities). Alternatively, it is shown in [8] that, under mild additional assumptions, an affine-equivariant R-estimator of shape also can be obtained from iterating the mapping
is defined in (3.10).
6. Simulations. In this section, we conduct a Monte Carlo study in order to compare the finite-sample performances of the one-step R-estimators Proof. First, note that, defining M L := sup x =1 Mx ,
for some positive sequence C(n), with C(n) = o(1) as n → ∞. Now, since for all δ > 0, P
, is asymptotically normal as n → ∞, with mean zero and covariance matrix
, as well as under P (n) θ,σ 2 ,V;g 1 (by contiguity). Consequently, (A.3) is asymptotically equivalent, under P (n) θ,σ 2 ,V;g 1 , to
and we need only prove that
, where, denoting by E 0 expectation under P
[throughout, U stands for a random variable uniformly distributed over (0, 1)]. Under the sequence of local alternatives P (n) θ n ,σ 2 ,V n ;g 1 , as n → ∞,
Defining B (n;ℓ) 2 :=
, it follows from ULAN that, under P i 's and the U 0 i 's, we obtain, for all n,
A.2. Properties of R-estimators.
Proof of Proposition 3.1. (i) The asymptotic representations (3.5) and (3.6) are just restatements of (3.2) and (3.3), to which we refer for the proof. The convergence in (3.7) then readily results from part (iii) of Proposition 2.1. As for (3.8), it follows directly from the fact that vec( V ∼ (n)
f 1 # − V) and the definition of Q k (V).
(ii) Semiparametric efficiency follows from the fact that J k (f 1 , f 1 ) = J k (f 1 ) so that under P (n) σ 2 ,V;f 1 , the asymptotic variance in (3.7) reduces to J k (f 1 ) −1 Υ k (V), the inverse of the efficient information matrix Γ * f 1 (V). 
where we used the fact that (see Section 4.2 for the definition of e k 2 ,1 ) 
which establishes the result since (iv) Due to the identification constraints, the population covariance matrix under P 
Now, applying Slutsky's lemma, we obtain, as n → ∞, under P (n) σ 2 ,V;g 1 , n 1/2 vec(V (n)
where the covariance matrix, after lengthy but standard algebra, reduces to (1 + κ k (g 1 ))Q k (V), yielding the desired result; see also [36] . T − V) is asymptotically normal with mean zero and covariance matrix ((k + 2)/k)Q k (V).
