. Also, the action of Ai and Bι from Xi to Yi can be given a certain canonical description.
The object of this paper is to study the operator equation Ax -XBx =y, where A and B are (unbounded) linear operators from a Banach space X to a Banach space Y. In §1, an integer μ(A:B) is defined, which expresses a certain interrelationship between the null space of A and the null space of B. In §1 and 2, decomposition theorems are proved which refine theorem 4 of [2] . The theorems allow us to split off certain finite dimensional invariant pairs of subspaces of X and Y so that A and B are well-behaved with respect to μ(A:B) on the remainder.
In §4, the stability of these decompositions under perturbation of A by XB is investigated. In § 5, relations between the dimensions of certain subspaces of X and Y are given, and a formula for the Fredholm index of A -XB is obtained. These extend results of Kaniel and Schechter [1] , who consider the case X= Y and B the indentity operator.
It should be noted that the results of Kaniel and Schechter referred to here follow from theorems 3 and 4 of [2] . The results of this paper properly refine Kato's results only when the null space of B is not {0}.
1. We will be considering linear operators T defined on a dense linear subset D(A) of a Banach space X 9 and with values in a Banach space Y. N(T) and R(T) will denote the null space and range of T respectively, while a{T) is the dimension of N{T), and β(T) is the codimension of R(T) in Y. T is a Fredholm operator if T is closed, R(T) is closed, and both a{T) and β(T) are finite. The index of a Fredholm operator is the integer.
κ(T) = a{T) -β{T) .
Let P be a subspace of X, Q a subspace of Y. (P, Q) is an invariant pair of subspaces for T if Γ(P Π J5(Γ)) S Q Standing assumptions:
In the remainder of the paper, A and I? are closed linear operators from X to Y, D(A) is dense in X, D{B) 2 £>(A), and ΰ(β*)gΰ(A*); A is semi-Fredholm, in the sense that R(A) is closed and α(A)< co.
The assumption D(B*) Ξ2 £)(A*) seems necessary for the proof of the decomposition theorems. It is often met when A and B are differential operators on some domain in Euclidean space, and the order of B is less than the order of A. It is always met when B is bounded. 
N k and M k are increasing sequences of linear manifolds in X and Y respectively.
The smallest integer n such that N n is not a subset of U^ϋ^A) will be denoted by v (A:B) .
If N n is a subset of B~λR{A) for all n, then we define v(A:
The dimension of N k will be denoted by π k -π k {A:B), and the dimension of M k by p k -p k (A:B) .
Then ^ = a(A), and, in general, π k^k a(A). μ(A:B) will denote the first integer n such that π n < na(A). It Vr n = na(A) for all intergers n, then we define μ{A: B) = co. {σ k } is a decreasing sequence of nonnegative integers, and so the limit
exists.
If μ(A : B) = co, then σ(A : B) = α(A). 
can be chosen for P 3 and Q o -respectively so that
Although the decomposition is not, in general, unique, the integers φ and η(j), 1 ^ j ^ m, are uniquely determined by A and J5. In fact,
Proof. Let n -a{A), and suppose that {z\, zl} is a basis for N(A).
Since v(A: B) = oo, z) can be chosen by induction so that Az) -Bz)~x. \z\\ 1 ^ j S n, 1 ^ i ^ m} is a spanning set for N m , while {β^}: 1 ^ j ^ n, 1 ^ i ^ m} is a spanning set for Λf w .
Also, {z?: 1^ i ^ n} span iV m modulo ^R ecall that σ m = σ(m) = dim (iV m /iV m _ 1 ). By induction, the order of the 2} can be chosen so that {2?_ σ (m)+i, , C} span ΛΓ m modulo Nn-T hen
)+1 is linearly dependent on the set G η{j)+1 , and so we can write . Let X x = P λ 0 0 P p and ^ = Q x © © Q p . Then X x and F x satisfy all the conclusions of the theorem. To conclude the proof, it suffices to produce complementary subspaces to X x and Y x which also form an invariant pair.
We will construct functionals 
Let gf j) be any functional on X which satisfies (8). The other g) will be chosen by induction.
Suppose that fl and g% are chosen, for q > i Ξ> 1, to satisfy (5) (5) and (6) hold by definition.
To verify (7), we have for q ^ ί,
(8) is an immediate consequence of (7).
rom (7) and (8) It is straightforward to verify that if (P, Q) is an (irreducible) invariant pair of type μ(A: B) (resp. μ*(A: B)), then (P, Q) is an (irreducible) invariant pair of type μ(A -XB: Z?) (resp. μ*{A -XB:B)) f for all complex numbers λ. If (P, Q) is an invariant pair of type μ, then v{A \ P, B | P) = oo and μ((A | P)* f (S | P)*) = oo. If (P, Q) is. of type jt£*, then y(A | P, β | P) = co and μ(A\P, B \ P) = oo. Proof. In view of Theorem 2, we may assume that μ(A : B) = co and y(A: B) -oo. Then y(A* : £*) = oo, and we can proceed to decompose X* and Y*, as in the proof of Theorem 1. The only difficulty encountered is to produce vectors x) to span X 3 which actually lie in D(A). An induction argument similar to that used in Theorem 1 to produce the /} and g) can also be employed in this case. Proof. In view of Theorem 4, it suffices to prove the theorem when A and B are operators in an invariant pair of type μ. For this, it suffices to look at an irreducible invariant pair of type μ. This case is easy to verify. We define, for any X e Φ + (A : B), Prom these formulae, it follows that
for both sides of this expression are equal to
We will assume in the remainder of the discussion that A is a Fredholm operator. The set of complex numbers X such that A -XB is a Fredholm operator will be denoted by Φ ( In view of the decomposition of Theorem 3, the jump discontinuity of π* at λ = 0 is equal to that of π at λ = 0, i.e., they are both equal to dim X 2 -dim Y 2 . Hence (7) holds also for X = 0, and we arrive at the following theorem. This latter formula is due to Kaniel and Schechter [1] , when X -Y and B is the identity operator.
