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Abstract - A wave propagation generated by a boundary source into a weakly lateral heterogeneous medium
(WLHM) occupying a half-space is considered in the acoustic approximation. WLHM means that the
velocity of the wave propagation depends weakly on the horizontal coordinates in comparison with the
strong dependence on the vertical coordinate z. We consider the problem of the reconstruction of the
velocity inside the half-space from the knowledge of the medium response measured at z=0. We obtain a
recurrent system of 1D inverse problems to find the first two terms in the decomposition in the velocity
profile c(z, ²x) with respect to the small parameter ², the ratio of the horizontal and vertical gradients of
the velocity. In the zero-order approximation we derive a system of non-linear Volterra integral equations
for the refraction index. Next, the first-order approximation is determined as a solution of a coupled linear
system of Volterra-type integral equations. We demostrate the effectiveness of the approach in numerical
applications in the 2D case.
1. Introduction
The inverse problems of geo-exploration imply investigation of domains inside the earth crust which contain
gas, oil or other minerals. A large part of the earth crust may be approximated by a layered structure, that is
may be represented as a stack of layers separated with interfaces. Within every layer the properties (velocity
of the wave propagation, density, and so on) depend smoothly on z and slightly vary along the horizontal
coordinates and have jump discontinuities while crossing an interface. In this paper we concentrate on the
reconstruction of a smooth part of the velocity in the acoustic approximation in an inhomogeneous half-space
without interfaces.
Applying a boundary point source at the ground surface z = 0, we analyze a response of the medium at
z = 0 which provides the data for the inverse problem. We study this problem assuming that the velocity of
the wave propagation depends weakly on the horizontal coordinates, x = (x1, x2) comparing to the strong
dependence on the vertical coordinate, z, i.e. we deal with a weakly lateral heterogeneous medium (WLHM).
Thus, we have a small parameter ² characterizing the ratio of the horizontal and vertical gradients of c(z, x).
Introducing the refraction index,
n(z, x) =
1
c(z, x)
,
we assume
n2(z, ²x) ∼
∑
m≥0
²mpm1,m2(z)x
m1
1 x
m2
2 , m = m1 +m2,
where m1,2 are integers. The importance of WLHM is now well-understood in theoretical and mathematical
geophysics and there are currently numerous results on the wave propagation in WLHM (see [1], [2], [3]).
However, to the best of our knowledge, the only paper on inverse problems making use of this type of
dependence of velocity on the vertical and horizontal coordinates is [4] based on quite a different approach
to the one of the paper (see also [5], where c = 1 and there is a potential term q(z, ²x)).
We develop a perturbation-type algorithm of the reconstruction of the main coefficients p0,0, p1,0 and
p0,1. We note that the method can be extended to higher-order approximations. We, however, do not do this
not only for extra technicalities, but also taking into the account the reality of geophysical measurements.
As the method reduces the inverse problem to a recurrent system of 1D inverse problems, it provides, for
multi-dimensional inverse problems occurring in important practical applications, a technique which inherits
2some practically useful properties of the one-dimensional (1D) inverse problems, e.g. robustness and rapid
convergence of corresponding numerical algorithms.
The zero-order approximation, p0,0 is found from the solution of a 1D inverse problem for the wave
equation in a layered medium which is well studied, see e.g. [6]. At this stage we employ a method of
coupled non-linear Volterra-type integral equations similar to the method developed by Blagovestchenskii
[5] , [7] , [8]. The method developed in [5] , [7] , [8] is based on the use of polynomial moments with respect
to x = (x1, x2). We suggest another approach based on the Fourier transform of the wave equation with
respect to these coordinates. This makes possible to utilize the dependence of the resulting problems on
ξ, with ξ being a dual to x. The next order terms of the refraction index are obtained as solutions to
some linear coupled Volterra integral equations. We develop a numerical algorithm based on these integral
equations which has proven to be quite robust and effective. Having said so, we note that the integral
equations for higher order unknowns contain higher and higher order derivatives of the previously found
terms, thus increasing ill-posedness of the inverse problem. This is hardly surprising taking into the account
the well-known strong ill-posedness of the multi-dimensional inverse problems [9], [10]. What is, however,
interesting is that, within the model considered in this paper, there is just a gradual increase of instability
adding two derivations at each stage in the reconstruction algorithm.
The plan of the paper is as follows. In the next section we give a rigorous formulation of the problem
and provide a general outline of the perturbation scheme to solve it for WLHM. In section 3 the method
of coupled non-linear Volterra integral equations to reconstruct the leading term of the refraction index is
described. In section 4 we derive a coupled system of linear Volterra integral equations to reconstruct the
first order term of the refraction index. Finally, in section 5 we test the method numerically for the 2D case.
2. Formulation of the problem
Let us consider the wave propagation into the inhomogeneous half-space described by the wave equation
n2(z, ²x)utt −∆z,xu = 0, x = (x1, x2), (1)
where n is the refraction index, and ² is a small parameter (0 < ²¿ 1) which characterizes the ratio of the
horizontal and vertical gradients of n. Thus, for x ∼ O(1)
n2(z, ²x) = n20(z) + ² < x, n¯(z) > +O(²
2), n¯(z) = (n1(z), n2(z)), (2)
where <,> means a scalar product, and n20(z) = p0,0(z), n1 = p1,0, n2 = p0,1. We assume that u = 0 for
t ≤ 0, and the boundary source is given by
u
∣∣∣∣∣
z=0
=
δ(x)f(t)√
n0(0)
, f(t) = δ(t) or f(t) = θ(t), (3)
where δ(x) and θ(t) are the δ-function and the Heaviside function. We seek the solution to (1-3) in the form
u(z, x, t) =
1
4pi2
∫
R2
e−i<ξ,x>U(z, ξ, t)dξ, U(z, ξ, t) ∼
∑
m=0
²mimU (m)(z, ξ, t), ξ = (ξ1, ξ2), (4)
where all functions U (m)(z, ξ, t) are real. It may be shown that U (m)(z, ξ, t) are even, with respect to ξ, for
even m and odd for odd m.
Our goal is to reconstruct the refraction index, namely, the functions n0(z), n1,2(z), from the knowledge
of the leading terms of
∂u
∂z
∣∣∣∣∣
z=0
= R(x, t, ²), R(x, t, ²) ∼
∑
m=0
²mRm(x, t), 0 < t < 2T. (5)
Note that Rm(x, t) are even, with respect to x, for even m, and odd for odd m.
3Decompositions (2), (5) give rise to the recurrent system of problems for U (m). In particular, the zero-
order problem is
n20(z)U
(0)
tt − U (0)zz + |ξ|2U (0) = 0, |ξ|2 = ξ21 + ξ22 , U (0)
∣∣∣∣∣
z=0
=
f(t)√
n0(0)
, (6)
with the inverse data of the form
U (0)z
∣∣∣∣∣
z=0
= r0(t, ξ) =
∫
R2
cos (< ξ, x >)R0(z, x, t)dx.
The first-order problem is
n20(z)U
(1)
tt − U (1)zz + |ξ|2U (1) =< n¯,∇ξU (0)tt >, U (1)
∣∣∣∣∣
z=0
= 0, (7)
with the inverse data of the form
U (1)z
∣∣∣∣∣
z=0
= r1(t, ξ) =
∫
R2
sin (< ξ, x >)R1(x, t)dx.
In this paper we confine ourselves to the reconstruction of only n0, n¯. The reconstruction of the higher
order terms is, in principal, possible using the same ideas as for n¯, although is more technically involved.
Moreover, in practical applications in geophysics the measured data make possible to find the inverse data
only for n0, n¯. Clearly, in real measurements R is not given as a power series. However, as R0 is even and
R1 is odd, we have
r0(t, ξ) =
∫
R2
cos (< ξ, x >)R(x, t)dx+O(²2), r1(t, ξ) =
∫
R2
sin (< ξ, x >)R(x, t)dx+O(²2).
3 Algorithm solving IP in the zero-order approximation
In this section we describe an algorithm solving the inverse problem for the zero-order approximation n0(z).
This is a modification of the approach first developed by Blagovestchenskii [5]. The crucial step is the
derivation of a non-linear Volterra-type system of three integral equations allowing to solve the inverse
problem. Let y be the travel time variable
y =
z∫
0
n0(z)dz, (8)
so that
U
(0)
tt −
1
n0
∂
∂y
(
n0U
(0)
y
)
+
|ξ|2
n20
U (0) = 0. (9)
Taking f(t) = δ(t) in (3) and introducing
ψ1(y, t, ξ) =
√
n0U
(0), ψ2(y, t, ξ) =
∂ψ1
∂t
+
∂ψ1
∂y
, (10)
we reduce the second order PDE for U (0) to a system of two first order PDE’s{
ψ1t + ψ1y = ψ2
ψ2t − ψ2y = q(y)ψ1, (11)
where
q(y, ξ) = − (
√
n0)′′√
n0
− |ξ|
2
n20
. (12)
4Integrating these equations along characteristics τ = η + t− y and τ = t+ y − η, we obtain for t > y
ψ1(y, t) =
y∫
0
ψ2(η, t+ η − y)dη,
ψ2(y, t) = −
y∫
0
q(η)ψ1(η, t− η + y)dη + g(t+ y),
(13)
where
g(t) = δ′(t) +
n′0(0)
2n0(0)
δ(t) +
r0(t, ξ)√
n0(0)
(14)
is bounded as t→ 0 due to the cancellation of δ′(t) and δ(t) singularities in rhs of (14).
The system (13) is not complete to solve the corresponding inverse problem as it has three unknown
functions ψ1(y, t, ξ), ψ2(y, t, ξ) and q(y, ξ) and just two equations. The derivation of the third equation is
based on the singularity analysis for U (0). Using the propagative wave expansion,
U (0)(y, t) ∼
∑
m≥0
fm(t− y)U (0)m (y), fm(t) =
tm+
Γ(m+ 1)
,
we see that
U (0)(y, t) =
δ(t− y)√
n0(y)
+
θ(t− y)
2
√
n0(y)
y∫
0
q(η, ξ)dη + ... ,
i.e.,
ψ2(y, t) =
1
2
θ(t− y)q(y, ξ) + ... .
This implies, due to the second equation in (13), that
q(y) = −2
y∫
0
q(η)ψ1(η, 2y − η)dη + 2g(2y). (15)
Clearly, (13) and (15) form a closed system of nonlinear Volterra-type equations to determine q(y, ξ), for
0 < y < T , from g(t, ξ) known, for 0 < t < 2T . Having q(y, ξ1) and q(y, ξ2), we recover
n0(y) =
√
|ξ|22 − |ξ|21
q(y, ξ1)− q(y, ξ2) .
Making use of (8), we find n0(z).
4 Algorithm solving IP for the first-order approximation
Here we present a reconstruction algorithm to find n¯(z). We take f(t) = θ(t) in (3). Then, in the travel
time coordinates,
U
(1)
tt −
1
n0
∂
∂y
(
n0U
(1)
y
)
+
|ξ|2
n20
U (1) =
1
n20
< n¯,∇ξU (0)tt >, (16)
U (1)
∣∣∣∣
y=0
= 0, U (1)y
∣∣∣∣
y=0
=
rˆ1(ξ, t)
n0(0)
, rˆ1(ξ, t) =
t∫
0
r1(t, ξ)dt.
Using the propagative wave expansion, we see that
U (1)(y, t) = θ(t− y)A0(y) + ... , (17)
where
A0(y) =
1√
n0(y)
y∫
0
< n¯(η), ξ > p(η)dη, p(y) = − 1
2n20(y)
y∫
0
dη
n20(η)
.
5Denote by G(y, η, t) the Green’s function, satisfying
Gtt − 1
n0
∂
∂y
(
n0Gy
)
+
ξ2
n20
G = δ(t)δ(y − η), G = 0 if y < η, (18)
i.e. we consider the Green’s function ”causal” with respect to y. Note that having recovered n0(z), G(y, η, t)
is in our disposal. Then,
U (1)(y, y + 0) =
y∫
0
dη
2y−η∫
η
dτG(y, η, y − τ)< n¯,∇ξU
(0)
ττ >
n20(η)
− 1
n0(0)
2y∫
0
dτG(y, 0, y − τ)rˆ1(τ, ξ). (19)
Introducing ϕ¯(y) = (ϕ1(y), ϕ2(y)) = n¯(y)p(y) and employing the expansion (17), we obtain the following
equation
< ϕ¯(y), ξ >= 2
y∫
0
dηG1(y, η, η − y)< ϕ¯(η),∇ξU
(0)
ττ (η, τ, ξ) >
n20(η)p(η)
− 2
n0(0)
G1(y, 0,−y)rˆ1(2y, ξ)
+
y∫
0
dη
2y−η∫
η
dτG2(y, η, y − τ)< ϕ¯(η),∇ξU
(0)
ττ (η, τ) >
n20(η)p(η)
− 1
n0(0)
2y∫
0
dτG2(y, 0, y − τ)rˆ1(τ, ξ). (20)
where
G1(y, η, t) =
√
n0(y)G(y, η, t), G2(y, η, t) = G1t(y, η, t) +G1y(y, η, t).
Taking ξ1 = (a, 0) and ξ2 = (0, a), where a = const 6= 0, we obtain a pair of Volterra-type integral equations
for ϕ1(y) and ϕ2(y). Note that due to (13) in the rhs of (20)
lim
η→0
∇ξU (0)ττ (η, τ) = 0,
so that the integral equations are not singular.
5. Numerical results
In this section we apply the above method to solving numerically the described inverse problem. Numerical
results were obtained for the 2D case problem with coordinates (z, x), and
n2 = n20(z) + ²xn1(z).
The algorithms described above to solve the zero and first-order problems of finding n0(z) and n1(z)
were implemented into a computer code. To generate the inverse data, r0(ξ, t) and r1(ξ, t), we use a finite-
difference method to solve the initial boundary value problems (6) and (7). In Fig. 1-2 (the first group of
results) the chosen profiles of n0(z) and n1(z) are given by trigonometric polynomials
n0(z) = 1 + 0.27 sin z − 0.025 sin 2z,
n1(z) = 0.2 cos 1.5z + 0.03 cos 3z − 0.21 sin 1.5z − 0.04 sin 3z.
The reconstructed profiles in Fig.1-2 are presented to compare with the corresponding original profiles. It
may be seen that we have a good agreement between both types of data. The step in the discretized problem,
δy is taken to be 0.08. In Fig. 3-5 (the second group of results), the chosen profiles are not periodic but
highly oscillating
n0(z) = 1 + 0.25 sin 1.5z − 0.05 sin 7.5z + 0.07z,
n1(z) = −0.2 + 0.2 cos 1.5z + 0.03 cos 3z − 0.21 sin 1.5z − 0.04 sin 3z + 0.1z − 0.001z2.
In Fig. 3-4 we present numerical results for the zero-order problem for various values of δy = 0.08 and
δy = 0.02 to demonstrate that good agreement may be achieved by making the discretization finer. In Fig.
65 we took δy = 0.02 to find n1. A small discrepancy may be seen in Fig.5 as the function n0(z) changes
sharply and oscillates comparing to the previous case. The values ξ = 0.1 and T = 8 were chosen for all
graphs.
The method has shown to be quite stable, fast and accurate. When solving Volterra-type integral
equations, both non-linear and linear, the iteration processes need just a few iterations (for all graphs
the number of iterations was chosen 10). Numerous computer experiments have shown that for a better
accuracy and fast convergence of the iteration process it is reasonable to use for the chosen profiles the
segment |ξ| < 0.5. It is worth noting that the parameter |ξ|, the maximum depth T and the maximum
of n′′0(z) are interconnected. For example, for the larger values of T and the maximum of n
′′
0(z), while
computing the profiles we were forced to take smaller values of |ξ|. Moreover, due to the non-linearity of
(13), (15), when we increase T and/or n′′0(z) and |ξ|, a blow up effect can occur, i.e. the iterations stop
to converge. This may be remedied by a variant of the layer-stripping (for more details, including stability
estimates, see e.g. [11]). Clearly, an error in the reconstruction of n0(z) affects n1(z) (compare the Fig. 2
based the Fig. 1, and the Fig. 5 based on the Fig. 4).
In applications to geophysics, the unity of the refraction index corresponds to the average speed of the
wave propagation - c =3km/sec. Thus, the dimensionless depth coordinate z must be multiplied by 3km, so
in these graphs the maximum depth z = 6 corresponds around 16km.
6. Conclusion
We have described a new method of the reconstruction of the velocity of the wave propagation in WLHM and
developed a corresponding numerical algorithm. The demonstrated method of solving the inverse problem
proved to be efficient in computer analysis. This method may be generalized to solve the inverse problem of
simultaneous reconstruction of heterogeneous density and velocity.
Acknowledgement
The authors would like to acknowledge financial support received from the EPSRC grants GR/R935821/01
and GR/S79664/01. They are grateful to Prof C.Chapman for numerous consultations on the geophysical
background of the problem, to Dr K.Peat for assistance with numerics of the direct problem and Prof
A.Katchalov for stimulating discussions.
References
[1] Borovikov, V. A., Popov, A. V. Direct and inverse problems in the theory of diffraction, Moscow, 1979 (in Russian).
[2] Buldyrev, V. S., Buslaev, V. S., Asymptotic methods in problems of sound propagation in ocean waveguides and its
numerical implementation. Zap. Nauchn. Semin. LOMI, Vol.117, 1981.
[3] Cerven, V., Ray tracing algorithms in three-dimensional laterally varying layered structures, Nolet G., Ed., Seismic Tomog-
raphy:: Riedel Publishing Co., 1987, 99-134.
[4] Bube K.P. Tomographic determination of velocity and depth in LVM. Geophys, 50 (1985), 903-837.
[5] Blagovestchenskii A.S. The quasi-two-dimensional inverse problem for the wave equation. (Russian) Trudy Mat. Inst.
Steklov. 115 (1971), 57–69.
[6] Bube K.P., Burridge R. The one-dimensional inverse problem of reflection seismology, SIAM Rev, Vol. 25 (1983), 487-559.
[7] Blagovestchenskii A.S. The inverse problem of the theory of seismic wave propagation. (Russian) Problems of mathematical
physics, No. 1: Spectral theory and wave processes (Russian), pp. 68–81. (errata insert) Izdat. Leningrad. Univ., Leningrad,
1966.
[8] Blagovestchenskii A.S. Inverse Problems of Wave Processes, V.S.P. The Netherlands. 2001, pp 138.
[9] Colton, D., Kress, R. Inverse acoustic and electromagnetic scattering theory. Applied mathematical sciences, 93. Springer-
Verlag, Berlin, 1998.33 pp.
[10] Engle, H. W., Hanke, M., Neubauer, A. Regularization of inverse problems. Mathematics and its applications, 375. Kluwer,
Dordrecht,1996,321 pp.
[11] Blagovestchenskii A.S., Kurylev Y.V., Zalipaev. V.V. Inverse problem of determination of layered structures with weakly
lateral heterogeneous medium (in preparation).
70 1 2 3 4 5 6
z - depth
0.6
0.8
1
1.2
1.4
1.6
re
fra
ct
io
n 
in
de
x 
(ze
ro-
ord
er 
ap
pro
x.)
reconstructed profile
original profile
Figure 1: Numerical values of the refraction index n0 against original profile (the first group of data with
δy = 0.08).
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Figure 2: Numerical values of the refraction index n1 against original profile (the first group of data with
δy = 0.08).
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Figure 3: Numerical values of the refraction index n0 against original profile (the second group of data with
δy = 0.08).
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Figure 4: Numerical values of the refraction index n0 against original profile (the second group of data with
δy = 0.02).
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Figure 5: Numerical values of the refraction index n1 against original profile (the second group of data with
δy = 0.02).
