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In recent years, high-resolution cosmic microwave background (CMB) measurements have opened
up the possibility to explore statistical features of the temperature fluctuations down to very small
angular scales. One method that has been used is the Wehrl entropy, which is, however, extremely
costly in terms of computational time. Here, we propose several different pseudoentropy measures
(projection, angular, and quadratic) that agree well with the Wehrl entropy, but are significantly
faster to compute. All of the presented alternatives are rotationally invariant measures of entangle-
ment after identifying each multipole l of temperature fluctuations with a spin-l quantum state and
are very sensitive to non-Gaussianity, anisotropy, and statistical dependence of spherical harmonic
coefficients in the data. We provide a simple proof that the projection pseudoentropy converges
to the Wehrl entropy with increasing dimensionality of the ancilla projection space. Furthermore,
for l = 2, we show that both the Wehrl entropy and the angular pseudoentropy can be expressed
as one-dimensional functions of the squared chordal distance of multipole vectors, giving a tight
connection between the two measures. We also show that the angular pseudoentropy can clearly
distinguish between Gaussian and non-Gaussian temperature fluctuations at large multipoles and
henceforth provides a non-brute-force method for identifying non-Gaussianities. This allows us
to study possible hints of statistical anisotropy and non-Gaussianity in the CMB up to multipole
l = 1000 using Planck 2015, Planck 2018, and WMAP 7-yr full sky data. We find that l = 5 and
l = 28 have a large entropy at 2–3σ significance and a slight hint towards a connection of this with
the cosmic dipole. On a wider range of large angular scales we do not find indications of violation
of isotropy or Gaussianity. We also find a small-scale range, l ∈ [895, 905], that is incompatible with
the assumptions at about 3σ level, although how much this significance can be reduced by taking
into account the selection effect, i.e.,, how likely it is to find ranges of a certain size with the observed
features, and inhomogeneous noise is left as an open question. Furthermore, we find overall similar
results in our analysis of the 2015 and the 2018 data. Finally, we also demonstrate how a range of
angular momenta can be studied with the range angular pseudoentropy, which measures averages
and correlations of different multipoles. Our main purpose in this work is to introduce the methods,
analyze their mathematical background, and demonstrate their usage for providing researchers in
this field with an additional tool. We believe that the formalism developed here can underpin future
studies of the Gaussianity and isotropy of the CMB and help to identify deviations, especially at
small angular scales.
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I. INTRODUCTION
Since its discovery in 1964 by Penzias and Wilson [1],
the cosmic microwave background (CMB) has served as
the main source of information about the current and
past Universe. Originating in the process of recombina-
tion at about 380 000 years after the Big Bang at red-
shift of about 1100, the CMB temperature distribution
on the celestial sphere displays the energy density distri-
bution on the Last Scattering Surface when the Universe
became transparent to electromagnetic radiation. The
CMB intensity follows a nearly perfect Planckian distri-
bution and its average temperature has been measured
to be T0 = 2.72548±0.00057 K[2] with minor fluctuations
of order 10−5–10−4 K and one larger dipole modulation
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of order 10−3 K, which is assumed to be of pure kine-
matic origin. The anisotropy of the CMB temperature
has been measured first by the Cosmic Background Ex-
plorer satellite from 1989 to 1993, followed up by the
Wilkinson Microwave Anisotropy Probe (WMAP) mis-
sion from 2001 to 2010. The most recent CMB investiga-
tion satellite, Planck, was launched in 2009 and shutdown
in 2013. Its 2015 results from the second data release pro-
vide the most precise values of cosmological parameters
[3, 4] measured up to this point. Recently, they have
been refined in the 2018 data release [5, 6].
It is commonly assumed that the tiny temperature fluc-
tuations follow a Gaussian and statistically isotropic dis-
tribution. This assumption has been confirmed by the
Planck mission to a large extent[7, 8], but nevertheless
the search for possible non-Gaussianities[9] and statisti-
cal anisotropies [10–19] has been rich and certain anoma-
lies have been found, as, for example, unusual (anti-
)correlation of the lowest multipoles with the Cosmic
Dipole as well as with each other, a sign of parity asym-
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2metry and a lack of large-angle correlation (see e.g. the
review[20]).
Common tools in these analyses are multipole vectors
(MPVs) which were introduced for cosmological data
analysis in [21] and whose properties have been elab-
orated in [11, 22–25]. For the most recent results on
possible CMB anomalies using multipole vectors and an
overview over the mathematical approaches see [26–28].
MPVs are closely related to Bloch coherent states (see
[11]) which were also used in the past to prove special
cases of Lieb’s conjecture[29] for the Wehrl entropy.
In this work, we develop and compare several rota-
tionally invariant measures of randomness on functions
on the two-sphere, namely, the angular, projection, and
quadratic pseudoentropies. We show that for l = 2 the
Wehrl and angular entropy can be expressed as a func-
tion of the squared chordal distance of MPVs. We find
that all these measures except the quadratic one show
the same features, making the quadratic pseudoentropy
the least preferred measure. Because of the shared fea-
tures, we then restrict ourselves to the numerically fastest
method, and use it to analyze Planck 2015 and 2018 full
sky as well as WMAP 7-year Internal Linear Combina-
tion (ILC) maps. The angular pseudoentropy allows for
comparing the data to many ensembles of Gaussian and
isotropic random maps up to l = 1000 in short computing
time. With a better theoretical understanding of confi-
dence levels, also the Wehrl entropy could be used easily
since the computing time for a single map is still rea-
sonable. In general, it is especially nice to have a single
number for each multipole even in the case that the data
would not be Gaussian and isotropic. In this case, the
CMB would be described by more than one degree of free-
dom (d.o.f.) per multipole. Non-Gaussian distributions
need higher correlation functions and anisotropic distri-
butions yield an m-dependent two-point function. In the
tradition of thermodynamics, with these pseudoentropies
one can approximately reduce a possibly large set of data
again to one number for each multipole. Since all con-
sidered types of entropies show a similar behavior the
information does not depend on the definition of the en-
tropy. Eventually there exists also an extension of the
angular entropy to ranges and collections of multipoles,
which we call range angular entropy.
This paper is organized as follows: In Sec. II, we briefly
recapitulate the basic ingredients of CMB spherical har-
monic statistics. Afterwards, in Sec. III, we introduce
our methods mathematically, clarify their properties, and
show the connection to multipole vectors. We also pro-
vide a simple proof of the convergence of the projection
entropy to the Wehrl entropy up to a term which is in-
dependent of the input density matrix. Section IV is
dedicated to the application of our methods to real data.
We compare the different pseudoentropy methods, then
we apply the angular pseudoentropy to 2015 Planck and
7-year WMAP full sky foreground-cleaned maps before
comparing the 2015 results to those obtained with 2018
data and also applying the range entropy and comparing
it to the statistics used before. Eventually, in Sec. V we
summarize and discuss our findings.
II. CMB STATISTICS
As a function on S2 the CMB temperature fluctuations
∆T := δT/T0 can be decomposed uniquely according to
irreducible representations of SO(3), i.e.,, into spherical
harmonics
∆T (θ, φ) =
∞∑
l=1
l∑
m=−l
almYlm(θ, φ) ∈ R, (1)
where the l = 0-summand is omitted because the fluctua-
tions average to zero, and θ, φ denote the usual spherical
coordinates. The fact that ∆T is real together with the
property Yl,−m = (−1)mY ∗lm impose the constraints
al,−m = (−1)ma∗lm (2)
on the spherical harmonic coefficients, leaving for each
multipole number l exactly 2l+1 real d.o.f. The multipole
number l corresponds to angular scales of ≈ 180/l deg.
The orthonormality of {Ylm} allows to compute the co-
efficients from the temperature map via
alm =
∫
S2
dΩ ∆T (Ω)Y ∗lm(Ω). (3)
Simple inflationary models together with linear pertur-
bation theory predict nearly Gaussian temperature fluc-
tuations and a further common assumption is statistical
isotropy. The spherical harmonic coefficients inherit both
properties from the temperature map, meaning that
p(~al) =
1
N e
− 12~a†lDl~al (Gaussianity), (4)
where p denotes the joint probability distribution, ~al =
(al0, . . . , all)
T , Clmn =
(
D−1l
)
mn
= 〈alma∗ln〉 and N de-
notes a normalization constant, and
∀R ∈ SO(3), ~e1, . . . , ~en ∈ S2, n ∈ N :
Gn({R~ei}) = Gn({~ei}) (isotropy), (5)
where Gn({~ei}) = 〈
∏n
i=1 ∆T (~ei)〉 denotes the n-point
function of temperature fluctuations. The isotropy con-
dition is equivalent to rotationally invariance of the joint
alm-probability distribution. The averaging 〈.〉 is meant
to be performed over all possible universes, which of
course is not possible, wherefore we are left with a natu-
ral and inevitable variance in all quantities, called cosmic
variance. If we impose both Gaussianity and isotropy
then the two-point correlation of spherical harmonic co-
efficients is diagonal
Clmn = Clδmn. (6)
3In practice, the power spectrum Cl is calculated using
the unbiased estimator
Cˆl =
1
2l + 1
∑
m
|a2lm| , 〈Cˆl〉 = Cl, (7)
with cosmological variance
var(Cˆl) =
2
2l + 1
C2l . (8)
III. PSEUDOENTROPIES AND THEIR
PROPERTIES
In this section, we shall discuss the mathematical prop-
erties and interrelation of various macroscopic entropy
measures that can be used as powerful tools to analyze
Gaussianity and isotropy of the CMB and can also be
useful in other contexts. This section contains a review
of the mathematical background as well as new defini-
tions, results and insights. The motivation to look for
macroscopic entropy measures is the same as in statistical
physics: A microscopic description of a physical system,
e.g., the positions and momenta of a fluid, is useful for
simulation purposes, but not when comparing to a real
fluid. Instead, one would resort to the study of macro-
scopic quantities and parameters like internal energy,
temperature, entropy, pressure etc. that are well-defined
because of symmetries. In the analysis of the CMB, the
alm coefficients are an analog of the microscopic quanti-
ties. For low l these and derived quantities like multipole
vectors can be studied individually, but for high l this
quickly becomes impractical: The Planck mission data
easily comprises several million reliable data points. For
the CMB the obvious underlying spacetime symmetry is
rotation invariance. The representations of the rotation
group decompose into irreducible components labeled by
the angular momentum quantum number l (multipole ex-
pansion) and we can focus on fixed-l subspaces. A loose
analog of internal energy is the angular power spectrum,
i.e., the Cl coefficients [see Eqs. (6) and (7)]. They have
proven immensely useful in the analysis of the CMB and
its cosmological implications, but when it comes to ques-
tions of isotropy and preferred directions, individual m
matter and an analog of entropy would be useful. A
natural idea is to consider the abstract quantum state
|ψ〉 := ∑ alm|l,m〉 that can be formally computed from
the alm and associate an entropy S to it. We will usu-
ally focus on one l at a time and normalize the states by
rescaling the alm appropriately. Since the states are by
construction pure, the von Neumann entropy will be triv-
ially zero, but there are also non-trivial pseudoentropies
that can distinguish pure states and turn out to be sen-
sitive to non-Gaussianity and anisotropy. The general
strategy is as follows:
T (θ, φ)→ alm → |ψ〉 :=
∑
alm|l,m〉
→ ρ = |ψ〉〈ψ| → ρmixed → S ,
(9)
where ρmixed is obtained from the pure state ρ by ap-
plying a rotationally symmetric quantum channel Φ, i.e.,
a completely positive map between Hilbert spaces with
possibly different dimensions, or by computing its lower
symbol, i.e., its expectation value in spin coherent states.
The latter choice leads to the Wehrl entropy [29–31]
SW = −(2l + 1)
∫
dΩ
4pi
|〈Ω|ψ〉|2 ln |〈Ω|ψ〉|2 , (10)
where |Ω〉 is a spin-l coherent state. The Wehrl entropy
was first proposed in [32] as a useful tool for CMB anal-
ysis. See Fig. 9d for a showing the Wehrl entropy for
CMB data. Closely related is the “quadratic entropy”
that is obtained by replacing −x lnx in the formula for
the Wehrl entropy by the concave function x(1− x),
Squad = 1− 2l + 1
4l + 1
|P2l|ψ ⊗ ψ〉|2 , (11)
where P2l is the projector onto the spin-2l part, i.e., the
highest spin component of the tensor product. Other ex-
amples using the choice −x lnx are what we call angular
entropy
Sang = Tr
[
φ
( 3∑
i=1
Li|ψ〉〈ψ|Li
l(l + 1)
)]
(12)
with φ(x) :=− x lnx , (13)
where the Li are angular momentum generators in the
spin-l representation, and j-projection entropy
S
(j)
proj = Tr
[
φ
( 2l + 1
2(l + j) + 1
Pl+j
(|ψ〉〈ψ| ⊗ 1)Pl+j)]
(14)
where 1 is the unit operator on a spin-j ancilla [j] and φ
is as in Eq. (13). An overview of these entropies applied
to CMB data can be found in Fig. 9. In the following
section we shall explain the mathematics in detail, de-
rive relations between the various entropies and point out
interesting side results including a fast way to compute
multipole vectors. Readers that are mostly interested in
results and numerics can skip to the algorithm (50)-(54)
at the end of Sec. III A.
A. Coherent states, multipole vectors and entropy
Coherent states were originally introduced by
Schro¨dinger [33] and are well known in the context of
the quantum harmonic oscillator, where they can be
defined either as eigenstates of the lowering operator
or, equivalently, as elements of the orbit of the ground
state under the Heisenberg group. Perelomov [34] has
generalized the latter notion to orbits of a fiducial vector
in some representation of a Lie group under the action of
that group. The choice of the fiducial vector is essential
for the properties of the resulting coherent states. Spin
coherent states – also called Bloch coherent states – in
4a spin-l irreducible representation [l] ≡ C2l+1 of SU(2)
with 2l + 1 ∈ N are defined as orbits of the highest
weight vector |l, l〉. The stability group of that vector
is U(1) and spin coherent states can thus be labeled by
points Ω = (θ, φ) on the sphere S2 ∼= SU(2)/U(1),
|Ωl〉 = R(Ω)|l, l〉 , (15)
where R(Ω) denotes a rotation that takes the north pole
to the point Ω and l labels the representation of SU(2).
For the CMB data l will be an integer, but everything
we discuss here is also valid for half-integer l. For l = 12
this gives for example
|Ω 1
2
〉 = e−iφ/2 cos θ2 | 12 , 12 〉+ e+iφ/2 sin θ2 | 12 ,− 12 〉 . (16)
Coherent states inherit nice properties from the under-
lying fiducial vector. A particular important one is that
the tensor product of coherent states is again a coherent
state and lies in the highest spin component:
|Ωl〉 ⊗ |Ωj〉 = |Ωl+j〉 (17)
Using this property repeatedly yields an explicit formula
for any spin from (16):
|Ωl〉 = |Ω 1
2
〉 ⊗ . . .⊗ |Ω 1
2
〉
=
l∑
m=−l
(
2l
l +m
)1
2
e−imφ/2 cosl+m( θ2 ) sin
l−m( θ2 ) |l,m〉
(18)
Interestingly, such a product representation in terms of
spin- 12 states exists for any state |ψ〉 ∈ [l], but except
for coherent states, a projection onto the highest spin
component and a renormalization are required [29]:
|ψl〉 =
l∑
m=−l
alm|l,m〉 = cPl
(
|Ω(1)1
2
〉⊗. . .⊗|Ω(2l)1
2
〉
)
, (19)
where Pl is the projector onto [l] and c is a normalization
constant. The Ω(i) point into the direction of the 2l mul-
tipole vectors that characterize the state |ψ〉. Contract-
ing (18) with (19) and using the stereographic projection
to express points on the sphere in terms of complex num-
bers z = eiφ cot( θ2 ), leads to a polynomial
l∑
m=−l
(
2l
l +m
)1
2
zl+malm , (20)
whose n ≤ 2l zeros (roots) correspond to points on the
sphere that are antipodal to n of the 2l multipole vec-
tors. The remaining 2l−n multipole vectors point to the
south pole of the sphere. For the CMB data l is an inte-
ger, ∆T (Ω) is real and consequently a∗lm = (−)mal,−m.
This implies that the zeroes of the polynomial are lo-
cated at pairs of antipodal points on the sphere and the
multipole vectors come in anti-aligned pairs (for details
FIG. 1: Dependence of the angular pseudoentropy
Sang() (solid) and the Wehrl entropy SW() (dashed)
on the squared chordal distance  between multipole
vectors on the sphere with radius r = 12 for l = 2. The
maximum is obtained when the multipole vectors are
orthogonal to each other and the minimum is obtained
when both multipole vectors are the same.
see [32]). In [29] this method was introduced to deter-
mine explicit formulas for the Wehrl entropy and to prove
Lieb’s conjecture. Applying those explicit formulas to
the case l = 2 with two pairs of anti-aligned multipole
vectors of length 1/2 gives the following formula for the
Wehrl entropy as a function of the squared chordal dis-
tance  = sin2(α2 ) between the vectors, where α is the
angle between them:
SW() = c− ln c+ 32
15
− ln 6 , (21)
where
c = c() :=
1
1− (1− ) . (22)
For the angular entropy a similar computation gives
Sang() = − c
2
(
(1− )2 ln(1− )2 + 2 ln 2)− ln c
2
(23)
with c as above. Plots of the two functions look very
similar (see Fig. 1), confirming the observed similarities
in behavior of the two entropy measures in the CMB
analysis (see Fig. 9). The polynomial method provides
a very fast and convenient way to determine multipole
vectors and has been used in [25, 32] and many other
publications to analyze the CMB.
Spin coherent states are complete via Schur’s lemma
(2l + 1)
∫
dΩ
4pi
|Ωl〉〈Ωl| = Pl , (24)
5where Pl is the projector onto [l]. They are normalized
〈Ωl|Ωl〉 = 1 but not orthogonal
|〈Ωl|Ω′l〉|2 = cos4l(^(Ω,Ω′)) , (25)
i.e., they form an overcomplete basis of [l]. In the l→∞
limit, (2l+1)|〈Ωl|Ω′l〉|2 becomes a delta function δ(Ω,Ω′)
and in this limit the coherent states form an infinite-
dimensional orthonormal basis labeled by points on the
sphere.
A striking property of coherent states is that the diag-
onal matrix elements
A(Ω) = 〈Ωl|A|Ωl〉 (lower symbol) (26)
of an operator A on [l] already determine that operator
uniquely: Let C = A−B with an arbitrary operator B,
then C(Ω) = 0 for all Ω implies C = 0, i.e., A = B.
The proof uses analytic properties of the lower symbol.
The lower symbol is thus a faithful representation of an
operator. Using Eq. (24), the trace of an operator A on
[l] can be computed as an integral over its lower symbol
Tr[l](A) = (2l+1)
∫
dΩ
4pi
〈Ωl|A|Ωl〉 = (2l+1)
∫
dΩ
4pi
A(Ω) .
(27)
Another interesting property is that any operator A on
[l] can be expanded diagonally in coherent states
A = (2l + 1)
∫
dΩ
4pi
hA(Ω)|Ωl〉〈Ωl| , (28)
where hA(Ω) is called an upper symbol of A. These
two properties are in fact closely related: Contract-
ing Eq. (28) with an operator C gives Tr(C†A) ∝∫
dΩhA(Ω) Ω
∗(C), i.e., the operators that can be repre-
sented by an upper symbol as in Eq. (28), are orthogonal
to the operators that are in the kernel of the lower sym-
bol map. Hermitean operators have real lower and upper
symbols. Positive semi definite operators and density ma-
trices have unique non-negative lower symbols, but the
same is in general not true for upper symbols. Follow-
ing Wehrl, these properties suggest to interpret the lower
symbol of a density matrix ρ, which is by definition posi-
tive semi definite and normalized, as a probability density
and compute
(2l + 1)
∫
dΩ
4pi
φ(ρ(Ω)) = (2l + 1)
∫
dΩ
4pi
φ(c) . (29)
With φ(x) = x we can verify the normalization and get
Tr(ρ) = 1. With φ = −x lnx we compute the Shannon
entropy of the probability density ρ(Ω), which is precisely
the Wehrl entropy
SW (ρ) = −(2l + 1)
∫
dΩ
4pi
ρ(Ω) ln ρ(Ω) , (30)
with the special case (10) for a pure state ρ = |ψ〉〈ψ|.
The Wehrl entropy was introduced as a semi-classical
entropy, which is mathematically better behaved than
the Boltzmann entropy in classical statistical mechan-
ics. The Wehrl entropy is always larger than the von
Neumann entropy and it is positive even for pure states.
Furthermore its definition is rotationally symmetric and
it is hence perfectly suited for our purposes. The mini-
mum of the Wehrl entropy is attained for coherent states.
This fact is surprisingly difficult to prove. It was first
shown for low spin in [29] and then finally in general in
[35, 36]. Computational evidence suggested in fact an
analogous but much stronger conjecture for any concave
function φ(x) [29, 37], which has also been settled affir-
matively in [36]. For our application, the maximal value
of the Wehrl entropy is more interesting. The exact value
is not known, in fact finding the maximizing pure state
is another hard problem, but a reasonable upper limit
can be obtained very simply from a totally mixed state:
SW ≤ ln(2l + 1). To summarize: The Wehrl entropy is
the Shannon entropy of the probability density obtained
from the (faithful) lower symbol representation of a den-
sity matrix. It has all the right properties for our pur-
poses. The only drawback is that its computation with
suitable precision has a high computational complexity.
We will now introduce and discuss several alternatives
with similar properties, but better computability.
Instead of−x lnx, one can consider other concave func-
tions defined on the interval [0, 1]. For φ(x) = x(1 − x)
we obtain the quadratic entropy
Squad(ρ) = 1− 2l + 1
4l + 1
Tr (P2l(ρ⊗ ρ)) , (31)
where P2l is the projector onto spin 2l and we have used
the following trick [29]:
(ρ(Ω))
2
= 〈Ωl|ρ|Ωl〉2
= 〈Ωl ⊗ Ωl|ρ⊗ ρ|Ωl ⊗ Ωl〉 = 〈Ω2l|ρ⊗ ρ|Ω2l〉
and the trace formula (27) adapted to spin-2l. For a
pure state ρ = |ψ〉〈ψ| we obtain formula (11). The
quadratic entropy has a large computational advantage
as compared to the Wehrl entropy (see Fig. 8), but its
qualitative behavior is a bit different, as can be seen in
Fig. 9f. This is not surprising, since many important
properties of entropy like additivity and (strong) sub-
additivity depend crucially on the choice of the function
φ(x) = −x lnx. We shall hence not pursue quadratic en-
tropy any further and will try to identify and construct
other alternatives of the Wehrl entropy that share its
characteristic features but are computationally more ac-
cessible. Let us start by reconsidering the main ingredi-
ent of Wehrl entropy.
Let ρ be a density matrix on [l] = C2l+1 and introduce
an ancilla Hilbert space [j] = C2j+1. Using the product
property (17) and normalization of coherent states, we
can rewrite the lower symbol ρ(Ω) that enters the formula
6for the Wehrl entropy as follows:
〈Ωl|ρ|Ωl〉 = 〈Ωl|ρ|Ωl〉〈Ωj |Ωj〉 = 〈Ωl ⊗ Ωj |ρ⊗ 1|Ωl ⊗ Ωj〉
= 〈Ωl+j |ρ⊗ 1|Ωl+j〉 ,
(32)
where 1 is the unit operator on [j]. The values of the
lower symbol are thus the diagonal elements of a family
of infinite-dimensional matrices
ρj(Ω,Ω
′) = 〈Ωl+j |ρ⊗ 1|Ω′l+j〉 . (33)
By an infinite-dimensional compact analog of the Schur-
Horn theorem the diagonal elements ρ(Ω) are majorized
by the eigenvalues of the ρj(Ω,Ω
′) matrices. This implies
that any concave function of the values ρ(Ω) will be larger
or equal to the respective function of the eigenvalues of
ρj(Ω,Ω
′). The Wehrl entropy is therefore larger than or
equal to the von Neumann entropy of ρj(Ω,Ω
′). For con-
vex functions the inequalities are reversed. See e.g. [38]
for an overview of the mathematical background. In the
limit j →∞ and in view of Eq. (25) the off-diagonal ma-
trix elements of ρj(Ω,Ω
′) become zero and the inequali-
ties become equalities. Using the property (24) on both
sides of Eq. (33) we can recover a finite-dimensional ma-
trix
Pl+j (ρ⊗ 1)Pl+j (34)
from ρj(Ω,Ω
′), where Pl+j is the projector onto the high-
est spin component [l+j] of the tensor product. The ma-
trix (34) has the same eigenvalues as ρj(Ω,Ω
′). In fact,
if
Pl+j (ρ⊗ 1)Pl+j |Vλ〉 = λ|Vλ〉 (35)
then Vλ(Ω) := 〈Ωl+j |Vλ〉 satisfies
(2(l + j) + 1)
∫
dΩ′
4pi
〈Ωl+j |ρ⊗ 1|Ω′l+j〉Vλ(Ω′) = λVλ(Ω)
(36)
and vice versa if Vλ(Ω) is a solution of Eq. (36), then
|Vλ〉 = (2(l + j) + 1)
∫
dΩ
4pi |Ωl+j〉Vλ(Ω) satisfies Eq. (35).
We have shown that the eigenvalues of the matrix (34)
majorize the values of the lower symbol of ρ in the sense
explained above, namely that inequalities are implied for
concave (or convex) functions of these values. It can fur-
thermore be shown that pure states majorize mixed ones
and that among the pure states, projectors |Ω〉〈Ω| onto
coherent states will lead to matrices (35) that majorize
all other choices. Among the concave functionals we are
in particular interested in entropy and define an appro-
priately normalized mixed density matrix
ρ
(j)
proj =
2l + 1
2(l + j) + 1
Pl+j (ρ⊗ 1)Pl+j , (37)
whose von Neumann entropy is what we call the “projec-
tion entropy”
S
(j)
proj(ρ) = Tr
[
φ
( 2l + 1
2(l + j) + 1
Pl+j
(
ρ⊗ 1)Pl+j)] , (38)
FIG. 2: Comparison of the Wehrl entropy SW(l) with
the j = 1-,10-,100-projection pseudoentropies minus a j-
and l-dependent term, S
(j)
proj(l) + ln
(
2l+1
2(l+j)+1
)
, for the
NILC 2015 map on the range [1, 30]. For j →∞ the
latter converges to the former, but not uniformly.
with φ(x) = x ln(x). From the fact that the mixed den-
sity matrix (37) has at most 2j+ 1 non-zero eigenvalues,
we get an upper bound for the projection entropy [39]
S
(j)
proj(ρ) ≤ ln(2j + 1). From the [l + j] perspective the
Wehrl entropy should also be computed from Eq. (37)
and we get the aforementioned inequalities. The only dif-
ferences from the original definition of Wehrl entropy (30)
is a rescaling of the density matrix and related renormal-
ization of the integral, which leads to a shift in entropy
and the following inequality:
SW (ρ) ≥ S(j)proj(ρ) + ln
(
2l + 1
2(l + j) + 1
)
. (39)
In the limit j →∞ this inequality becomes an equality,
see Fig. 2 for the converge of S
(j)
proj to SW for Needlet
Internal Linear Combination (NILC) Planck data and
[40] for an alternative proof. The projector Pl+j : [l] ⊗
[j]→ [l+j] can be expressed in terms of Clebsch-Gordan
coefficients:
Pl+j
(|l,m〉 ⊗ |j,M〉) =
√√√√( 2ll+m)( 2jj+M)(
2(l+j)
l+j+m+M
) . (40)
For large j the projection method provides a good way
to compute the Wehrl entropy with high precision. For
small j we get an entropy measure with all the nice prop-
erties of Wehrl entropy, but a pretty large computational
advantage. We will now focus on the case where ρ is a
pure state, i.e., ρ = |ψl〉〈ψl| with |ψl〉 computed from the
alm of the CMB data with l fixed. For a pure state ρ the
7matrix (34) can be rewritten as the Gram matrix of a set
of vectors ~VM ∈ [l + j] that are labeled by a basis of [j]:
Pl+j (|ψl〉〈ψl| ⊗ 1)Pl+j =
j∑
M=−j
~VM ~VM
† (41)
with ~VM = Pl+j
(|ψl〉 ⊗ |j,M〉) . (42)
The dual Gram matrix
Tr[l+j]
(
~VM ~VM ′
†) = ~VM ′† · ~VM
=
(〈ψl| ⊗ 〈j,M ′|)Pl+j(|ψl〉 ⊗ |j,M〉)
(43)
has the same non-zero eigenvalues as the original matrix,
because for any matrix C, CC† and C†C have the same
non-zero singular values. We can therefore also use the
dual Gram matrix for the computation of the projection
entropy. Appropriately normalized and written in basis-
independent notation we have
ρ˜
(j)
proj =
2l + 1
2(l + j) + 1
〈ψl|Pl+j |ψl〉 (44)
S
(j)
proj(ρ) = −Tr
(
ρ˜
(j)
proj ln
(
ρ˜
(j)
proj
))
, (45)
where the expectation value is taken in the first tensor
slot of Pl+j . Unlike ρ
(j)
proj the new density matrix ρ˜
(j)
proj
is in general not a faithful representation of the under-
lying ρ for j < l, but the entropy is precisely the same,
while its computation involves smaller matrices and is
faster. The computational advantage is particularly large
for small j. The projection entropy computed in this way
is an excellent tool for the analysis of the CMB and other
spherically distributed data.
Expanding the unit operator on [j] in Eq. (37) in terms
of basis states, it can be seen that the map ρ→ ρ(j)proj is in
fact a trace preserving completely positive map (quantum
channel) [l]→ [l + j] in Kraus form:
ρ
(j)
proj =
∑
M
AMρAM
† ,
∑
AM
†AM = 1 (46)
AM =
√
2l + 1
2(l + j) + 1
Pl+j |j,M〉 , (47)
where the last terms can also be written Pl+j |j,M〉 =∑
m |j + l,m + M〉〈l,m|. There is a similar formula for
the transformation of the density matrix in the the dual
Gram matrix formulation. In view of the j → ∞ limit,
the lower symbol of a density matrix can also be inter-
preted as resulting from a completely positive map.
We shall now introduce yet another natural choice of a
rotationally invariant quantum channel, leading to what
we call “angular entropy”, which shares the nice proper-
ties of the aforementioned entropies with the additional
advantage of being even faster to compute. Let L1, L2,
L3 be the standard angular momentum generators in the
spin-l representation and define a mixed density matrix
and entropy via
ρang =
1
l(l + 1)
3∑
i=1
LiρLi
† (48)
Sang = −Tr (ρang ln (ρang)) . (49)
The transformation is obviously of Kraus form and there-
fore completely positive. It is trace-preserving because
C =
∑
i Li
†Li is the quadratic casimir and has value
l(l+ 1) in the spin l representation. The formula for an-
gular entropy can be written in a basis-independent way
by replacing
∑
Li⊗Li by 12 (∆C−C⊗1−1⊗C), where
∆C the coproduct of the casimir. In practice the formula
is usually rewritten in terms of 1√
2
L± instead of L1 and
L2. Therefore we have included the dagger † in Eq. (49),
which is of course not necessary for Hermitian Li. For a
pure state ρ = |ψ〉〈ψ|, there is also a dual Gram matrix
formulation of the angular entropy:
Gij = 〈ψ|C−1Li†Lj |ψ〉 , Sang = −Tr(G ln(G)) (50)
(see also [41, 42] for application to CMB data). In the
way we have written this formula, it is now in fact no
longer restricted to individual angular momentum (mul-
tipole) numbers l. It can also be applied to a range or
even a selection of l: One simply needs to insert an ap-
propriately normalized state
|ψ〉 =
∑
l∈select
∑
m
alm|l,m〉 , (51)
leading to the following explicit algorithm: First deter-
mine the Hermitian 3× 3 dual Gram matrix G
G =
G11 G12 G13G∗12 G22 G23
G∗13 G
∗
23 G33
 (52)
with matrix elements
Gij =
∑
l∈select
1
2l(l + 1)
gij(l, {alm}) , (53)
8with
g11 =
l∑
m=−l
(l +m+ 1)(l −m) · |alm|2
g12 =
l−1∑
m=−l+1
√
(l2 −m2)((l + 1)2 −m2) · al,m−1a∗l,m+1
g13 =
√
2
l−1∑
m=−l
(m+ 1)
√
(l +m+ 1)(l −m) · alma∗l,m+1
g22 =
l∑
m=−l
(l −m+ 1)(l +m) · |alm|2
g23 =
√
2
l∑
m=−l+1
(m− 1)
√
(l −m+ 1)(l +m) · alma∗l,m−1
g33 = 2
l∑
m=−l
m2 · |alm|2 ,
where “select” is a chosen selection of multipole angu-
lar momentum quantum numbers l. In this paper we
typically select a single value at a time, but this can
also be a range of values or an even more complex selec-
tion. The angular entropy is then computed in terms
of the three eigenvalues λi ∈ [0, 1) of the normalized
mixed angular density matrix ρang = G/Tr(G), with
Tr(G) =
∑
l∈select(2l + 1)Cˆl,
Sang = −Tr(ρang ln (ρang)) = −
∑
λi ln(λi) (54)
(see [43] for an overview of algorithms for the fast and
precise computation of eigenvalues of Hermitian 3 × 3
matrices). There exist also two range entropy measures
using the Wehrl entropy which were identified in [44].
The computation of the angular entropy involves only
3×3 matrices and their eigenvalues. It is by far the fastest
method and numerical experiments with actual and simu-
lated data show that it has similar behavior as the Wehrl
entropy. From a theoretical point of view there are some
similarities between the angular and projection entropy
and hence also the Wehrl entropy: As we have mentioned,
the projector Pl+j is related to the Clebsch-Gordon de-
composition of [l] ⊗ [j]. Likewise, the angular momen-
tum operators can be interpreted as Clebsch-Gordon co-
efficients of the decomposition of [l] ⊗ [l], but while the
projector is onto the highest spin component, the angular
momentum generators pick out the adjoint spin-1 repre-
sentation. For the angular entropy there are similar con-
jectures as for the Wehrl and projection entropies, which
are still open and under current consideration. There are
several further generalized pseudoentropies – for exam-
ple one could choose a (convex) function of the casimir
in the definition of angular entropy, e.g.
1
l(l + 1)
∑
i1,...,ik
Li1 · · ·LikρLik · · ·Li1 . (55)
Below, we focus on the projection and angular entropies
that we have defined in this section.
B. Probability distribution of the angular
pseudoentropy
In this section, we want to compare the behavior of
the angular pseudoentropy for isotropic and Gaussian
maps to its behavior for maps that are constructed from
multipole vectors which are distributed uniformly on the
sphere according to the surface measure. The latter are
statistically isotropic but not Gaussian, hence we inves-
tigate deviations from Gaussianity without violating sta-
tistical isotropy. For later convenience we often use the
logarithmic reciprocal distance of the angular pseudoen-
tropy from its theoretical maximum X := ln
(
1
ln(3)−Sang
)
as the quantity in investigation. Whenever X is plot-
ted as the independent variable, the dependent proba-
bility and cumulative densities are meant to be pX and
FX , and not pS and FS . On the other hand, if we plot
S as the independent variable, the dependent densities
are pS and FS . The probability densities pS and pX
are related via Eq. (56). Note that X(S) is a monotonic
function and hence minimal/maximal S corresponds to
minimal/maximal X. Since we do not take into account
the other entropies in this section, we drop the subscript
’ang’ in the text.
In the future one should also consider small deviations
from isotropy and Gaussianity and investigate the be-
havior of the entropy distribution in dependence on the
small deviation parameters. In this work we leave it at
the most simple deviation from Gaussianity in the form of
uniform MPVs but consider maps which are constructed
from partly Gaussian alm and partly uniform MPVs as
well. Our main aim is to show, that there is a distinction
between Gaussian and non-Gaussian maps in the entropy
statistics. It should be noted that Gaussianity and statis-
tical independence of the alm for given l are quite closely
related and that a major cause of a deviation in the en-
tropy could result from statistical independence of the
alm.
1. Semi-analytical distribution for uniform MPVs at l = 2
For l = 2, we have the analytical formula (23) which
expresses the angular pseudoentropy as a function of the
squared chordal distance  between multipole vectors.
This can be used to obtain an expression for the prob-
ability distribution of X = ln
(
1
ln(3)−S
)
if the probabil-
ity distribution of  is known. If we consider uniformly
distributed multipole vectors on the sphere, which yield
an isotropic but non-Gaussian map, the (l = 2)-case is
particularly simple. One can fix the first MPV to be
(0, 0, 1)T and the second to be an arbitrary vector with
length 1/2 and z ≥ 0. Then for the angle Θ between both
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FIG. 3: Probability distribution for uniformly
distributed multipole Vectors of the logarithmic
reciprocal of the entropy at l = 2; calculated by solving
S() = s for  numerically with S() given in (23) and
using the analytical formulas (56) and (57). The dotted
vertical lines display the asymptotics.
we have puniΘ (θ) = sin(θ) and since (Θ) = sin
2(Θ/2), the
probability distribution for  is p
(uni,2)
 () ≡ 2. This in-
duces the following probability distributions for S and
X:
p
(uni,2)
X (x) = e
−xp(uni,2)S
(
ln(3)− e−x) (56)
p
(uni,2)
S (s) =
2
dS
d |(s)
. (57)
Unfortunately, S() = s is a transcendental equation and
therefore has to be solved for (s) numerically. Fig. 3
shows p
(uni,2)
X (x). Large and small values of the pseudo
angular entropy are preferred in this case, because the
slope of S() approaches zero in these regimes. Since
S() is compactly supported, so is p
(uni,2)
X . As is shown
below, the case l = 2 is special among all multipoles.
2. Numerical distributions at l > 2
For l > 2 the analytical result for S is a complicated
expression and therefore we resort to Monte Carlo simula-
tions. We computed probability and cumulative distribu-
tions for l = 2 (Fig. 21 in Appendix B) as well as l = 3–7
with 105 random ensembles (Figs. 4,5,6,7) and for l =
20, 40, 60, 80, 100 with only 102 random ensembles (see
Figs. 22,23 in Appendix B). The angular pseudoentropy
is capable of distinguishing clearly between isotropic
Gaussian maps and isotropic non-Gaussian maps con-
nected with uniformly distributed MPVs, especially at
high l, but not at l = 2, 3.
Figure 4 shows the distributions for uniform MPVs at
large angular scales. For increasing l, the distribution
uniform MPVs
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FIG. 4: Probability (top) and cumulative (bottom)
distribution of the logarithmic reciprocal of the angular
pseudoentropy for uniformly distributed multipoles
vectors at multipoles l = 2, 3, 4, 5, 6, 7; calculated with
105 random ensembles and smoothed.
gradually moves to smaller entropy values. This behav-
ior carries on to larger multipole numbers l ≤ 100 (see
Fig. 22). The large entropy behavior shows up to be uni-
versal on the range l ∈ [3, 7]. Due to the low number of
ensembles, we cannot confirm this property for larger l,
but we observe that the right tail does not stretch further
out and hence is bounded from above by the right tail at
lower multipoles. This means that from X = 2.5 on the
probability distribution for uniform MPVs is effectively
zero.
The distributions for isotropic and Gaussian maps at
large angular scales (without l = 2) are shown in Fig. 5
and the distribution at l = 2 in Fig. 21 in Appendix
B. For l = 2 the distribution peaks at X ≈ 1.5, de-
creases towards smaller entropy values and becomes zero
at X ≈ 0.9. The reason for this behavior is that S is in
general tightly bounded at the dipole and that MPVs
from Gaussian and isotropic maps tend to repel each
other. If only two MPVs are present, the most likely con-
figuration is that of orthogonal MPVs, which results in a
maximal S. For larger l, i.e., a higher number of MPVs,
the number of configurations that admit a maximal dis-
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FIG. 5: Probability (top) and cumulative (bottom)
distribution of the logarithmic reciprocal of the angular
pseudoentropy for Gaussian and isotropic alm at
multipoles l = 2, 3, 4, 5, 6, 7; calculated with 105 random
ensembles and smoothed.
tance increases and hence the distribution is smoothed.
l = 3 is a transition multipole between the smooth and
stretched higher multipoles and the sharp and restricted
l = 2. From l = 3 on, the distribution moves to larger en-
tropy values, which is confirmed at higher multipoles in
Fig. 22. The general shape and the width of the probabil-
ity distribution is approximately conserved when chang-
ing l (except for l = 2, 3), only the expectation value is
shifted. Hence also confidence levels in X are approxi-
mately constant (see also Fig. 10).
One can try to fit the cumulative distributions of S
for isotropic, Gaussian data with a simple function. The
comparison between an e−a(x−ln(3))
2
-fit and the cumula-
tive distribution as well as between the derivative of the
fit function and the probability distribution (see Fig. 6)
shows good agreement at the right tail and moderate
agreement at the left tail. We conclude that a Gaussian
form of the cumulative distribution provides a good first
guess also for the probability distribution but should be
refined to arrive at a better agreement at the left tail.
It should be noted that no analytical result for the left
tail is known. Already the calculation of the general
lower bound of the entropies is a difficult mathemati-
cal problem whose solution for the Wehrl entropy took
several decades. Nevertheless, since the whole distribu-
tion moves in shape to the right, also the left tail moves
to the right when increasing l.
Gaussian
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FIG. 6: Cumulative (top) and probability (bottom)
distribution of the angular pseudoentropy for isotropic,
Gaussian alm at l = 4, 5, 6, 7; calculated with 10
5
random ensembles and smoothed. The cumulative
distribution was fitted with f(x; a) = e−a(x−log(3))
2
and
is shown together with the fit functions. The
probability distribution is shown together with the
derivatives of the fit functions f ′(x; a).
Comparing the distributions, one observes that for in-
creasing l the entropy decreases for uniform MPVs and
increases for isotropic, Gaussian maps. While the over-
lap at l = 6 is already small but could still have an effect
(see Fig. 7), the distributions are clearly distinguished at
l = 100 (see Fig. 23). The distinction between Gaussian
and non-Gaussian maps improves for increasing multi-
pole number.
For a quantitative estimate of the behavior of the angu-
lar pseudoentropy when only small deviations from Gaus-
sianity are considered, one can investigate the probability
distribution using maps that are constructed partly from
uniform MPVs and partly from MPVs that are extracted
from an isotropic and Gaussian map (see Fig. 24 in Ap-
pendix B for l = 6). It is shown that already a small de-
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FIG. 7: Comparison between isotropic Gaussian alm
and uniformly distributed multipole vectors of
probability (top) and cumulative (bottom) distribution
of the logarithmic reciprocal of the angular
pseudoentropy at l = 6; calculated with 105 random
ensembles and smoothed.
viation from Gaussianity in the form of a Gaussian map
with one single MPV replaced by a uniformly distributed
MPV yields a sizable deviation in the probability distri-
bution and that the distribution converges to the distri-
bution for uniform MPVs rapidly when the number of
uniform MPVs is increased. Hence, the entropy measure
is highly sensitive to non-Gaussianity. A different but
numerically more complicated approach would be to con-
sider the convex combination of the isotropic, Gaussian
joint probability distribution of spherical harmonic coef-
ficients and an non-Gaussian distribution. This would
have the advantage that the convex deviation parameter
could be arbitrarily tuned but it would have the disad-
vantage of arbitrariness in the choice of the added non-
Gaussian contribution. We postpone such an investiga-
tion to later works.
It should be noted that an equivalent expression to the
angular entropy has already been introduced under the
name of power entropy in [41] but without reference to
the Wehrl entropy and completely positive maps. Fur-
thermore, that work made the wrong assumption that
the maximal entropy value ln(3) would be obtained for
isotropic maps. The method was applied to Planck and
WMAP in [42] but with the main focus on the correla-
tion of multipoles with the quadrupole. There, no large-
scale anomalies were observed, but correlations with the
quadrupole were found on a wider range of scales.
IV. APPLICATION TO CMB DATA
We use Planck 2015 second release data, in par-
ticular, the four cleaned full sky maps COMMAN-
DER, NILC, Spectral Estimation via Expectation Max-
imisation (SEVEM), and Spectral Matching Indepen-
dent Component Analysis (SMICA), together with the
WMAP 7-year ILC cleaned full sky map. The names
stand for different cleaning algorithms applied to the
original data. COMMANDER uses astrophysical mod-
els in order to fill in masked regions that contain fore-
ground contamination, NILC stands for ”Needlet Inter-
nal Linear Combination” and represents a refinement
of the ILC algorithm using needlets in harmonic space,
SEVEM uses template fitting and SMICA fills masked
regions by a Metropolis Monte Carlo random process.
Later in this section we also compare the 2015 results we
obtain with results obtained from recently published 2018
Planck data. We process the data using the Healpy[45]
and Numpy packages for Python 2.7. In order to com-
pute confidence levels, a number of ensembles of Gaus-
sian and isotropic random alm are treated as input data
for the various entropies. Depending on the entropy the
number of ensembles ranges from 30 to 104.
A. Comparison of pseudoentropies
The considered pseudoentropies differ in computa-
tional expense (see Fig. 8). Computing the angular en-
tropy up to l = 1000 takes about 90 seconds per run,
while the quadratic entropy is slightly more slow. The
quadratic entropy is also fast to compute, but it should
be used with care since, due to its −x2 instead of the
usual x log(x) behavior it lacks some of the usual entropy
properties. Because the projection entropy converges to
the Wehrl entropy for l → ∞ up to a term which does
not depend on the data [see Eq. (39) in Sec.III] its run-
ning time converges as well. Clearly, the Wehrl entropy
is the quantity that needs the largest computation time,
namely about 3000 seconds up to lmax = 30 (for system
resources, see Appendix A).
Figure 9 shows that all measures except the quadratic
pseudo-entropy exhibit very similar features in the data
analysis, which has also been noticed in [46]. In particu-
lar, we observe unusually large values at l = 5 and 28 and
conspicuously small values at l = 6, 16, 17 and 30. On
the other hand, the quadratic pseudoentropy singles out
other unlikely multipoles, e.g. l = 14. This shows again
that this measure should be used with care and that the
other measures suit our purposes better. It is interesting
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FIG. 8: Comparison of running times on a standard
home computer for one set of alm when computing the
pseudoentropies from l = 1 up to l = lmax. For system
resources see Appendix A.
to see that the most unusual multipoles l = 5 and l = 28
have an entropy that is far above the expectation value.
For non-Gaussian or non-isotropic maps one would in
general expect the entropy to be lower than the expec-
tation, as will be shown later. In every plot the Planck
SEVEM map clearly deviates from the other maps from
l = 10 on, showing values of each entropy which are too
small, hence indicating a preferred direction in SEVEM.
On the other hand, from the comparison of WMAP to
the Planck maps it becomes clear that WMAP has al-
ready been fairly accurate on large angular scales, since
in all of the entropies the WMAP line sticks closely to the
Planck lines. An analysis of unusual multipoles and the
differences of the various maps will be given in Sec. IV B.
The Gaussian expectation values of the angular and
quadratic entropies – in both cases we plot the logarithm
of the reciprocal distance to the theoretical maximum –
as well as the Wehrl entropy are monotonously increas-
ing functions of l, approaching the maximal values for
l → ∞, while the projection entropies – logarithmic re-
ciprocal distance plotted as well – decrease in the low-l-
regime and increase for larger values of l. The logarithmic
reciprocal plotting turns out to be especially useful be-
cause the σ-regions do not decrease for large multipoles in
this measure. In fact, as will be shown later in more de-
tail, the confidence levels are constant from intermediate
l on, while the Gaussian expectation for the angular en-
tropy shows a very simple functional dependence on l as
well. Furthermore, in contrast to unlogarithmic plotting
both the upper and lower confidence levels have approxi-
mately the same width allowing for a better identification
of unusual multipoles. For comparison, see Fig. 25 in Ap-
pendix B, which shows the pure angular pseudoentropy.
It should be noted that smoothed confidence levels ap-
pear only in the plots. When calculating p-Values in this
work, they are calculated directly numerically with the
data and no smoothing takes place.
Concluding, the agreement of features in the differ-
ent pseudoentropies suggests considering only the nu-
merically cheapest entropy apart from the quadratic one.
Hence, in the following only the angular pseudoentropy
will be considered.
B. Results for angular pseudoentropy with 2015
data
From fig. 9b we read off that for the angular entropy
in the range 1 ≤ l ≤ 30 five NILC data points lie at 2σ
or even outside of it (l = 5, 16, 17, 28, 30), two of which
are even close to 3σ (l = 5, 28). One could now argue,
that it is expected that some data points lie at low con-
fidence levels, but a quick estimation shows that the de-
viations observed here are still unlikely. The probability
for five out of 30 data points to lie outside 2σ approxi-
mately equals the Poisson distribution for five events with
a mean rate λ = 1.2 = 30 · 0.04, i.e.,
Pλ(5) =
λ5
5!
e−λ ≈ 0.6%, (58)
implying that the significance of these unlikely data
points is above 2σ.
Turning to higher multipole numbers it would be ben-
eficial to find a method of calculating confidence levels
even faster. In this regard we observe that in the log-
arithmic reciprocal depiction the Gaussian expectation
value and confidence levels of the angular entropy be-
have in a simple fashion, namely the expectation can be
fitted with f(x) = a log(bx+ c) and the confidence levels
with g(x) = a(1− e−b(x−1)) (see Fig. 10). In particular,
it turns out that the confidence levels are constant from
about l = 30 up to l = 100. In the following we assume
that this holds true for l > 100. This assumption is justi-
fied by continuity of the angular pseudoentropy and the
isotropic, Gaussian probability distribution of spherical
harmonic coefficients, i.e., no sudden jumps should be
expected. Tab. III in Appendix B contains all optimal
parameters.
While the fit of the expectation value coincides well
with the numerical graph on the whole considered range,
the lower confidence fits are not suited for l = 2 and
l = 3 and the upper confidence fits suit the numerical
results from l = 3 (1σ), l = 4 (2σ) and l = 20 (3σ).
Hence, using the fits in analysis slightly underestimates
the most conspicuous multipoles with values above the
expectation value in the range 3 ≤ l ≤ 20, but the fits
allow for a comparison of the entropy to the expectation
from l = 1 to l = 1000.
In Fig. 11, we applied the fits for the angular entropy
up to l = 1000, once for the pure cleaned full sky maps
and once masked with the SEVEM mask and without re-
filling the masked region. In the second case WMAP was
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a) (j = 1)-projection entropy, 10000 ensembles of random
alm. b) Angular entropy, 10000 ensembles of random alm.
c) (j = 10)-projection entropy, 1000 ensembles of random
alm.
d) Wehrl entropy, 30 ensembles of random alm.
e) (j = 100)-projection entropy, 100 ensembles of random
alm. f) Quadratic entropy, 1000 ensembles of random alm.
FIG. 9: Comparison of pseudoentropies from l = 1 to l = 30. The sigma boundaries were determined by a certain
number of random maps and have been smoothed with a Gaussian filter in all plots. Note, that concerning the
angular entropy the smoothing broadens the confidence levels for l = 2, 4 and straightens them for l = 3. For higher
multipole numbers the smoothing does not add or remove any features.
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FIG. 10: Expectation, upper and lower confidence levels
of log
(
1
log(3)−Sang(l)
)
with 10000 ensembles of isotropic
and Gaussian random alm up to l = 100. The dashed
lines represent fits.
taken out because of dissimilar NSIDE number of this
map and the SEVEM mask. The unmasked shows no
obvious deviation of COMMANDER, NILC and SMICA
from the expected behavior of a Gaussian map on the
whole observed range of multipoles, while single multi-
poles stick out, as for example NILC at l = 896, but the
data does not exhibit unusual global deviations from the
expectation, i.e., deviations on a large range of angular
scales. On the other hand WMAP and SEVEM clearly
fall off from l = 200 on. While the WMAP data is com-
monly accepted to be inaccurate on very small angular
scales, the large drop of SEVEM surprises at first glance.
However, the masked plot shows that the deviation of
SEVEM from the other Planck maps can be explained
largely by the strong influence of residual foreground pol-
lution in the SEVEM map. Indeed, the masked Planck
maps all coincide very well on the whole range, leav-
ing only minor deviations. It can be seen that the pure
masking process lowers the entropy for large values of l
indicating, as expected, that masking singles out certain
directions by removing the galactic plane. This can nicely
be seen by taking into account the dashed red line which
shows the entropy of a coherent state which represents a
map that is confined to a single direction. That mask-
ing lowers angular pseudoentropy is not a priori clear
since we normalize the alm before computing pseudoen-
tropies and hence there is no lack of absolute power due
to masking.
Taking a closer look to angular scales around l = 900
(see Fig. 12 and Table I) for the full sky maps reveals that
NILC behaves unusually between l = 895 and l = 905.
We measure unusualness of multipoles with the p-value,
FIG. 11: Angular pseudoentropy up to l = 1000 with
fitted expectation and confidence levels. Unmasked map
(top) and map with SEVEM mask applied and the
masked region not filled (bottom).
using the convention
p(l) :=
∫ log(3)
Sang(l)
ds pS(s) if Sang(l) > 〈Sang〉 (59)
p(l) :=
∫ Sang(l)
Sminang
ds pS(s) if Sang(l) < 〈Sang〉, (60)
where pS(s) denotes the probability distribution of Sang
for Gaussian and isotropic alm and 〈Sang〉 the respec-
tive expectation value. The entropy value at l = 896
lies outside the 3σ-region with p-value / 0.1, where the
reason for the inequality is the low number (1000) of
random ensembles that have been used to calculate this
value, which yields a resolution of 0.1. This means that
on average at most one out of 1000 realizations is ex-
pected to be larger than the expectation and to be as
unusual as or more unusual than the data point. On
the other hand one interpretation is that one out of 1000
multipoles is expected to be at least as unusual as the
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FIG. 12: Angular pseudoentropy between l = 890 and
l = 910, confidence levels and expectation calculated
with 1000 random ensembles and smoothed with a
Gaussian filter.
data point. Since l = 896 is the only NILC data point
on 1 ≤ l ≤ 1000 that is outside of 3σ, this multipole
is still allowed by statistics. Nevertheless, the NILC
values of the angular entropy exhibit small p-values at
l = 896, 898, 899, 900, 901, 902, 904. SMICA behaves a
bit less extreme than NILC on the considered range and
COMMANDER stays inside or close to the 1σ-region
with on average large p-values. While for the multipoles
l = 898 to l = 901 all the pipelines behave similarly, they
deviate from each other at the other multipoles between
l = 890 and l = 910.
In order to estimate the significance of this multipole
range, we calculate the geometric mean over p-values,
〈p〉geom(map) =
(
905∏
l=895
p(map)(l)
)1/11
, (61)
and compare it to the distribution of p-values for Gaus-
sian and isotropic random maps, see Fig. 13. For NILC
the geometric mean is 〈p〉geom(NILC) = 4.4%. From 1000
ensembles of random Gaussian and isotropic maps not a
single map attains such a small mean p-value, hence we
can give an estimate on the upper bound of the likelihood
of the NILC data in the given multipole range assuming
Gaussianity and isotropy as a null hypothesis
L(NILC; 895 ≤ l ≤ 905) / 0.1%, (62)
i.e., an about 3σ-significance. It should be noted that
by averaging over a range of l-modes one does not take
into account correlations of these modes induced by in-
homogeneous noise. This effect could cause large upper
uncertainties in the likelihood and should be considered
seriously in more detailed studies. For judging all three
full sky maps together, we use the geometric mean of
the p-value over the three maps and proceed with these
l pipeline p[%] p¯geom[%]
895
NILC 18.8
COMMANDER 36.6 17.7
SMICA 8.1
896
NILC 0.1
COMMANDER 29.5 1.2
SMICA 0.6
897
NILC 46.3
COMMANDER 45.5 23.4
SMICA 6.1
898
NILC 2.6
COMMANDER 13.1 6.9
SMICA 9.7
899
NILC 3.1
COMMANDER 10.5 5.9
SMICA 6.4
900
NILC 2.2
COMMANDER 1.1 1.7
SMICA 2.1
901
NILC 4.1
COMMANDER 5.4 4.3
SMICA 3.7
902
NILC 0.4
COMMANDER 44.0 7.7
SMICA 25.9
903
NILC 36.4
COMMANDER 33.2 37.9
SMICA 45.1
904
NILC 3.0
COMMANDER 31.4 13.9
SMICA 28.3
905
NILC 45.7
COMMANDER 17.3 32.3
SMICA 42.8
TABLE I: P-values of angular pseudoentropy for
895 ≤ l ≤ 905, calculated with 1000 ensembles of
Gaussian alm, rounded to one decimal place. In the
third column the geometric mean of the p-values of the
three maps was chosen because of the multiplicative
behavior of probabilities.
mean p-values as with NILC, resulting in a mean p-value
of 8.6% on [895, 905] with a likelihood of
L(COMMANDER ·NILC · SMICA; 895 ≤ l ≤ 905)
≈ 0.8%,
(63)
i.e., a more than 2σ-significance. One should keep in
mind, that the significance might be lowered when tak-
ing into account correlations between the different maps,
which are caused by the simple fact, that all of them
are derived from the same physical data. Using the geo-
metric mean implicitly assumes that the ingredients are
statistically independent. Hence this significance should
be seen rather as a first approximation. The intention
in taking the geometric mean over different maps is to
obtain a p-value which is to some extent independent of
the specifics of the different cleaning algorithms.
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a) Range l ∈ [2, 30] for 10000 ensembles of Gaussian and
isotropic random maps.
b) Range l ∈ [895, 905] for 1000 ensembles of Gaussian and
isotropic random maps.
FIG. 13: Probability distribution (unnormalized) of the
geometric mean of p-values plotted with 50 bins. The
blue and black vertical lines show the NILC p-value and
the geometric mean of p-values from COMMANDER,
NILC and SMICA for 2015 data.
We conclude that either NILC, and to a lesser extent
SMICA, might induce bad characteristics to the data on
the mentioned scales or that the COMMANDER algo-
rithm might induce arbitrary isotropy and/or Gaussian-
ity on these scales and therefore distorts the real data.
Furthermore, even if one considers all three maps at once
by multiplying the p-values and comparing to the expec-
tation, the data is inconsistent with the assumption of
isotropy and Gaussianity at a 2σ-level.
It should be noted that this might well be a selection
effect due to the particular chosen, non-physically moti-
vated range of scales that was considered. One should
ask how likely it is to find a range of multipoles of the
l pipeline p[%] p¯geom[%] (excluding SEVEM)
5
NILC 1.03
COMMANDER 1.35
SMICA 0.99 0.92
SEVEM 16.80
WMAP 0.53
16
NILC 1.52
COMMANDER 2.01
SMICA 3.58 1.89
SEVEM 32.10
WMAP 1.16
17
NILC 1.66
COMMANDER 1.06
SMICA 3.82 2.35
SEVEM 19.50
WMAP 4.56
28
NILC 0.07
COMMANDER 0.65
SMICA 1.13 0.26
SEVEM 4.47
WMAP 0.09
30
NILC 1.29
COMMANDER 0.32
SMICA 0.45 0.63
SEVEM 1.93
WMAP 0.84
TABLE II: P-values of angular pseudoentropy for most
conspicuous large angle multipoles, calculated with
10000 ensembles of Gaussian alm, rounded to two
decimal places.
given size that which yields an average p-value as low as
the considered range. Moreover we do not perform a fully
developed and precise statistical analysis, hence the esti-
mated significance might need corrections. The essence
here is that the entropy method is capable of highlighting
unusual behavior at high multipole numbers.
Now, we return to the large angular range l ≤ 30,
where we computed p-values with 10000 sets of random
alm, see Fig. 26 in Appendix B for a plot of the p-values.
Tab. II shows the six most pronounced large scale mul-
tipoles revealing again that unmasked SEVEM does not
exhibit the same behavior as the other maps, yielding
large p-values at these multipoles while the other maps
show small p-values. It turns out that l = 28 with an av-
erage (excluding SEVEM) p-value of about 0.26% sticks
out most, followed by l = 30 and l = 5. Although two
of the most conspicuous multipoles display a too large
value of the entropy, neither too large nor too small val-
ues can directly be identified to be preferred. At these
angular scales, the three non-SEVEM Planck maps be-
have quite similarly and the large discrepancy between
COMMANDER and NILC is not yet present. Another
feature that can be observed is the slight improvement
of Planck compared to WMAP, even for l < 250 because
on average WMAP yields the smallest p-values at these
conspicuous multipoles
It has been conjectured in [11] that some of the large
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a) Unmasked
b) Masked with WMAP intensity mask. The Cosmic Dipole
was included before masking and after masking a dipole was
removed with Healpy remove dipole, then the masked region
was filled with the original data, see Fig. 27 in App. B.
FIG. 14: Angular pseudoentropy up to l = 30 from 10
isotropic and Gaussian random maps with power
spectrum (up to l = 200) of WMAP 7-year ILC.
scale features could be produced by parts of the data
processing, namely by a non-linearity in the masking pro-
cess which mixes the large dipole moment to higher mo-
ments when subtracting the dipole. We try to answer
this question in a very simplified approach. In Fig. 14 we
plot the angular entropy for ten isotropic and Gaussian
random full sky maps and in a second step we add the
non-relativistic contribution of a dipole to the map
T (~e)→ T ′(~e) = T (~e) +A ~d · ~e, (64)
where A = 3364.5µK denotes the Cosmic Dipole am-
plitude and ~d = (x(l, b), y(l, b), z(l, b))T with (l, b) =
(264.00 deg, 48.24 deg) [3] denotes its direction in the
galactic coordinate system, then we mask the map and
remove the dipole afterwards again, using this time the
build-in Healpy function remove dipole, which returns a
map T˜ that is the closest – in the meaning of a least
square fit – map to the original T among those maps
obeying
∑
p∈P ~epT˜p = 0, where P denotes the set of all
unmasked pixels. Finally, we refill the masked region
with the original data T in order to receive a full sky
map, see Fig. 27 in App. B for a depiction of this pro-
cess by maps in Mollweide view. Since the WMAP and
Planck maps behave similarly on large angular scales and
working with WMAP is computationally cheaper than
working with Planck maps – WMAP has NSide = 512
and Planck NSide = 2048 – we use the WMAP intensity
mask for masking as well as the WMAP power spectrum
up to l = 200 as the variance of the isotropic and Gaus-
sian alm. Although a sizable residual effect of the dipole
can be seen in the maps, the entropies get modified only
slightly. Clearly, at l = 1 the entropies show the resid-
ual part of the dipole, and also at higher l the curves
are distorted a little, but the described procedure does
not impose any large anomalies and especially it does
not result in conspicuous values at l = 5, 16, 17, 28, 30.
Thus, we conclude that with our simplified approach no
sizable mixing of dipole power to higher multipoles via
the masking process can be observed. Finally note that
other masking processes with Fourier methods were also
applied to the angular and projection pseudoentropies in
[47] and more extensively in [48][49].
C. Comparison of 2015 and 2018 data with angular
pseudoentropy
In the following we compare the angular pseudoentropy
of 2015 Planck data to the newest 2018 data release.
Since the 2018 component separation process has been
optimized for polarization data, it is expected to come
equipped with a few drawbacks in temperature maps,
especially for COMMANDER [50], which carries more
residual foreground contamination in the 2018 than in
the 2015 temperature map. One should expect to see
this feature in the angular pseudoentropy and indeed
Fig. 15, which shows the comparison of 2015 and 2018
COMMANDER angular entropy on the two ranges con-
sidered in Sect. IV B, as well as Fig. 19, which shows
the relative deviation of 2018 to 2015 data for all Planck
foreground cleaned full sky maps, confirm this expecta-
tion. While even for large angular scales the deviation of
COMMANDER is larger than that of SMICA and NILC,
for small angular scales COMMANDER drops even be-
low SEVEM. Since in our work we do not want to mask
the maps, but need to work with full sky data, it becomes
obvious that for our purposes the 2015 COMMANDER
temperature data should be preferred to the 2018 data.
Both NILC and SMICA show only a slight deviation
in 2018 compared to 2015, both on small and large angu-
lar scales with NILC 2018 entropy being identical to the
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a) Range [2, 30]
b) Range [890, 910]
FIG. 15: Comparison of angular entropy with 2015 and
2018 data for COMMANDER.
2015 entropy with at most 5% deviation, which is reached
only at l = 28, see Figs. 16, 18 and 19. For all other mul-
tipoles the NILC deviation is nearly negligible. Since the
NILC component separation process has been left nearly
unaltered from 2015 to 2018, NILC is most useful for ob-
serving the effects of the improved Cosmic Dipole calcu-
lation and the removed AD non-linearity. The influence
of the former is restricted mainly to a very slight reduc-
tion of significance of the both most unlikely multipoles
we considered, namely l = 28, 896.
SEVEM has been clearly enhanced in 2018, as shown
in Figs. 17 and 19. In 2015 data the angular entropy
of SEVEM was far too low from l = 13. That behav-
ior came particularly clear at small angular scales. In
the preceding sections we argued that this effect stems
from the residual contamination of SEVEM data by the
galactic plane. In 2018 the entropy is constantly shifted
to higher values from l = 13 on, approaching a nearly
a) Range [2, 30]
b) Range [890, 910]
FIG. 16: Comparison of angular entropy with 2015 and
2018 data for NILC.
constant relative improvement of about 18% at small an-
gular scales. Nevertheless for our purposes the SEVEM
map still lacks quality at small angular scales and visible
residual foreground pollution is left.
At large angular scales COMMANDER and SMICA
exhibit a joint deviation behavior at the most unlikely
multipoles. Both large entropy values at l = 5 and l = 28
are slightly suppressed, but still outside of 2σ, and the
small entropy value at l = 30 is enlarged. While for
SMICA all three multipoles still lie outside of 2σ, COM-
MANDER shifts them towards smaller confidence. In
contrast to that, the two multipoles l = 16, 17 get shifted
to more unlikely values in both maps. These consid-
erations show that the most conspicuous multipoles at
large angular scales could partly be caused by unopti-
mized component separation, but that AD non-linearity
and the Cosmic Dipole identification show only a minor
effect, since NILC is nearly unaltered.
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a) Range [2, 30]
b) Range [890, 910]
FIG. 17: Comparison of angular entropy with 2015 and
2018 data for SEVEM.
At small angular scales we can only use NILC and
SMICA since SEVEM is still off and COMMANDER
has been degraded due to polarization optimization. The
main observation concerning single multipoles, that can
be made at this point, is that for SMICA the most un-
likely multipole l = 896 on the considered range is im-
proved but the previously normal multipole l = 910 is
shifted towards 2σ.
In Tab. IV in App. B we gather p-values and likeli-
hoods for 2015 and 2018 data. There we also include the
range [890, 910] in order to compare it to [895, 905]. Since
COMMANDER is off at small angular scales in 2018, we
also consider the geometric mean of NILC and SMICA
alone. The range [2, 30] is normal in both data releases
with 2015 being slightly better than 2018 both for NILC
alone and for the geometric mean of COMMANDER,
NILC and SMICA. Fig. 20 shows that even though the
geometric mean of p-values is smaller than the expecta-
a) Range [2, 30]
b) Range [890, 910]
FIG. 18: Comparison of angular entropy with 2015 and
2018 data for SMICA.
tion, the significance for that is too low and hence we
can conclude that using the angular entropy method the
whole range [2, 30] is compatible with the assumption of
isotropic and Gaussian temperature fluctuations, which
was also pointed out in [27] for the range [2, 50].
In contrast the range [895, 905] displays unlikely be-
havior in both releases. We observe a slight enhancement
from 4.4% to 6.2% in the geometric mean of p-values for
NILC and from 5.3% to 8.1% in the geometric mean of
p-values for the geometric mean of NILC and SMICA.
These enhancements correspond to changes in likelihood
from 0.1% in 2015 to 0.5% in 2018 for the latter and no
change of likelihood for the former. None of thousand
random isotropic and Gaussian maps admits such a low
geometric mean of p-values as NILC in both 2015 and
2018, hence the Likelihood is bounded from above by
≈ 0.1% in both releases. Enlarging the range a bit from
[895, 905] to [890, 910] increases the likelihoods about a
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a) Range [2, 30]
b) Range [890, 910]
FIG. 19: Relative deviation of (logarithmic reciprocal
deviation from maximal value of the) angular entropy
with 2018 data compared to 2015 data for all maps.
factor of 1 to 15, but keeps them under 2.5%. We can
conclude that the improvements made in the 2018 data
processing improve also the small angular scales, but the
features are still at nearly 2σ for the mean of NILC and
SMICA at [890, 910] and at or outside of 3σ for NILC at
[895, 905]. At this point we should clarify again that the
question, how likely it is to find a range of such width
outside of 3σ is postponed to the future and that here we
might fall for the selection effect.
D. Results for range angular pseudoentropy with
2015 data
The range angular pseudoentropy provides an addi-
tional measure for quantifying unlikeliness of multipole
ranges and also collections of different multipoles which
a) Range [2, 30] calculated with 10000 ensembles.
b) Range [895, 905] calculated with 1000 ensembles.
FIG. 20: Probability density of geometric mean of
p-values and respective values for NILC and the
geometric mean of maps for 2018 data.
are not necessarily in a row, see Eqs. (51)-(54) in Sect. III.
Unfortunately it is a mix of a correlation and an av-
eraging measure, hence one needs to consider both the
range angular and the single multipole angular entropies
in order to identify effects of correlation of different mul-
tipoles, which are usually expressed by small range en-
tropies. On the other hand, if one is solely interested
in the mean likelihood of a given range, the geometric
mean of p-values of the single multipole angular entropy
is surely the better measure. Aside the partial correla-
tion interpretation, the big advantage of the range an-
gular entropy is its pseudoentropy nature and henceforth
its interpretation as an entanglement measure. In Tab. V
in Appendix B we gather p-values for the range angular
entropy for various ranges on large angular scales and for
the small scale range [895, 905], as well as the signed de-
viation of the entropy for 2015 NILC from the isotropic
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and Gaussian expectation.
One directly observes that the range entropy of the
range [2, 3] is too small at 2σ. Having in mind Fig. 9b
this low p-value should mainly stem from correlation of
l = 2 and l = 3. Since the single value angular entropy is
related to multipole vectors via their chordal distances,
we propose that this feature is the same as the correlation
of the quadrupole and octupole multipole vectors (see
[20] for more details).
The next observation concerns the range [2, 6]. Even
though l = 5 is too high at ≈ 1% p-value and l = 6
too low at ≈ 7% p-value, the only unlikely collection of
multipoles on this range containing l = 5 or l = 6 is
the collection {2, 5} which gives a range entropy that is
too small at nearly 2σ-level. Since the average of {2, 5}
should not differ significantly from {3, 5}, which in turn
has a p-value of above 50%, the low p-value of {2, 5}
stems from anti-correlation or entanglement of l = 2 with
l = 5. The multipole vectors of l = 2 and l = 5 are
unusually widespread over the sphere. Hence, we draw
the conclusion that the unusually large value of l = 5
concerning the single value angular entropy is induced
by the CMB quadrupole, which itself is mainly influenced
by the Cosmic Dipole, that is assumed to constitute the
main ingredient of large scale multipole vector anomalies
(see [27]). We furthermore point out that to the authors
knowledge this (anti-)correlation of the CMB quadrupole
with l = 5 has not been observed so far.
The range [2, 30] yields a p-value of around 18% which
is compatible with the likelihood of about 15% calculated
with the geometric mean of p-values for the single mul-
tipole angular entropy. The range entropy lies slightly
below the expectation indicating a mixture of a slight av-
eraged preference for a direction on the sky and a slight
correlation of multipoles, though being within 1σ.
For the collection {5, 28} the p-value is smaller than
one would expect from the average of both multipoles
indicating correlation of these two multipoles.
On small angular scales the p-value 0.5% for the range
[895, 905] is compatible with the likelihood from the ge-
ometric mean, which we gave the approximate upper
bound 0.1%. For both ranges [2, 30] and [895, 905] we
obtain slightly larger p-values with the range entropy
than likelihoods with the geometric mean, which could
be caused by reduction of significance due to averaging
of large and small values of the angular entropy. The fact
that the range entropy lies below the expectation again
indicates, that a direction might be preferred in the data
and/or different multipoles might be correlated.
V. SUMMARY AND DISCUSSION
Building upon the Wehrl entropy we introduced three
types of pseudoentropies which approximate the Wehrl
entropy but allow for much faster computation and hence
analyzing CMB data up to l = 1000. Those entropies are
the j-projection, the quadratic and the angular entropy.
While the quadratic is simple in fashion it should be dis-
regarded, because of its x2 instead of x log(x) behavior
and the numerical problems one runs into with it for high
l if not approximating the expression. All pseudoen-
tropies are rotationally invariant measure of quantum
randomness or entanglement on spin-l states and hence
on each multipole of CMB temperature fluctuations on
the sphere. Contrary to the usual von Neumann entropy
these pseudoentropies do not vanish for pure states. In
the spirit of thermodynamics, the entropies are useful
for reducing 2l + 1 d.o.f. per multipole to a single num-
ber per multipole just as one usually does with Cl but
which complements it in the case of anisotropies or non-
Gaussianities.
We showed that for l = 2 both the Wehrl and the
angular entropy depend only on the squared chordal dis-
tance of multipole vectors, yielding another view on this
method and a connection to many previous studies of
CMB analysis.
Although our focus was on introducing the methods
and clarifying their properties, in order to demonstrate
the usage of these methods we applied the introduced
types of pseudoentropies for analysis of CMB temper-
ature full sky maps and it turned out that they all
show similar behavior and the same characteristic fea-
tures of the maps, except for the quadratic pseudoen-
tropy. Since the angular entropy is the computationally
cheapest measure, the rest of the analysis was devoted
solely to the angular entropy, which reaches its maxi-
mum log(3) for maximally mixed states, which cannot
be reached by pure temperature maps, and its minimum
probably for coherent states; it is mathematically known
for sure for l = 1/2, 1 only. The physical data from
the Planck 2015 maps and WMAP ILC was compared
to isotropic and Gaussian maps, and some multipoles
with particularly small p-values were found, in partic-
ular l = 5, 16, 17, 28, 30 on large angular scales, and the
range 895 ≤ l ≤ 905 for NILC, the likelihood of which we
approximately bounded from above by 0.1%, but there
could be as well further unusual angular scales and we
did not take into account the selection effect statistically.
On average three out of four Planck maps do not show
abnormal global behavior for l ≤ 1000, that means devi-
ations from isotropy and Gaussianity on a large range of
scales, and the abnormality of the fourth map – SEVEM
– can be removed by masking the galactic plane. As ex-
pected, the Planck maps can be considered as a clear im-
provement compared to WMAP on small angular scales
l > 200.
A comparison of isotropic, Gaussian random maps to
maps constructed from uniform multipole vectors showed
that our method is sensitive to deviations from Gaus-
sianity, resp. statistical dependence of spherical harmonic
coefficients, and, due to its rotationally invariant na-
ture, also isotropy. One should note that uniform mul-
tipole vectors are clearly distinguishable from isotropic
and Gaussian maps for which the multipole vectors ex-
hibit repulsion.
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We were not able to identify the masking process as a
reason for all or some of the mentioned conspicuous mul-
tipoles with a simple masking approach. The fact that
these multipoles have low p-values in all of the maps
except for SEVEM indicates a different reason behind
them. Nevertheless, one should not withhold that a sta-
tistical fluke cannot be excluded, even if the p-value for
l = 28 lies below half a percent.
Comparing Planck 2015 to 2018 data confirmed the
expectation that the COMMANDER full sky 2018 map
cannot be used for our methods at large angular scales
without masking. The SEVEM full sky map has been
enhanced from 2015 to 2018 but still carries too much
foreground pollution in it when not masked. SMICA
only deviates slightly and NILC is nearly unaltered. The
unlikely features we observe are present in both data
releases but with slightly less significance in 2018 than
in 2015. The fact that NILC is left nearly unchanged
suggests that AD non-linearity and unoptimized Cosmic
Dipole removal do not account for the observed features.
Nevertheless the component separation still might do.
Eventually we considered the angular range entropy as
a mixture of a measure of range-or-collection-averaged
angular entropy and of correlation between different mul-
tipoles. It turned out that the results for the ranges [2, 30]
and [895, 905] are consistent with the likelihoods obtained
from the geometric mean of p-values of the standard
angular entropy. We found the anti-correlation of the
quadrupole with l = 5 and the correlation of l = 2, 3 es-
pecially interesting. While the latter supports the previ-
ously observed quadrupole-octupole correlation, the for-
mer hints towards a connection between the high angular
entropy value at l = 5 and the CMB dipole, which itself
has been proposed to be influenced mainly by the Cosmic
Dipole in the past.
There are several tasks left for the future. First of
all a deeper statistical analysis needs to be done, espe-
cially considering wider and smaller angular scale ranges.
Our analysis has shown, that there might be something
hidden at small angular scales and it would be interest-
ing to see more results on this. For identifying possible
foreground effects it would be useful to apply our meth-
ods to the foreground maps from Planck data and in-
vestigate to what extent certain features are foreground
residuals of the component separation. Furthermore the
influence of noise, especially inhomogeneous noise, on the
results needs to be evaluated. So far we have introduced
the methods, explained some of their mathematical be-
havior and performed a perfunctory analysis in order to
illustrate their usage. Furthermore one could try to ap-
ply some of these methods to polarization data. For the
Wehrl entropy it is clear that a direct generalization is
possible, but for the angular entropy further analysis is
needed. Angular and Wehrl entropy are also useful in
quantum information theory as real entanglement mea-
sures. Finally, our work is also interesting from a math-
ematical perspective. The fact that the Wehrl entropy is
minimized in general by SU(N)-coherent states is known
as the Lieb conjecture and has been proven [36]. The
same question is, however, still open for the angular en-
tropy.
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Appendix A: System resources
System resources used include the following:
(i) Model: OptiPlex 790, Dell Inc.,
Version 01, 64 bits;
(ii) CPU: IntelCore i5-2400, 3.10 GHz, 1 CPU,
4 Cores, 4 Threads;
(iii) Cache: L1 – 256 kB, L2 – 1 MB, L3 – 6 MB;
(iv) RAM: 4 GB;
(v) GFlops (tested with linpack):
From 50.9 up to 76.2
Appendix B: Additional plots and tables
Figures 21,23,24,25,26,27 and Tables III,IV,V are given
in this Appendix.
0
1
2
3
4
5
6
0.9 1.0 1.1 1.2 1.3 1.4 1.5
p
d
f
log(
1
log (3) - Sang
)
FIG. 21: Probability distribution of the logarithmic
reciprocal of the angular pseudoentropy for Gaussian,
isotropic alm l = 2; calculated with 10
5 random
ensembles and smoothed.
Quantity a b c
1σuppper 0.658 0.999 · · ·
1σlower 0.663 0.929 · · ·
2σupper 1.672 1.742 · · ·
2σlower 1.198 0.477 · · ·
3σupper 2.982 68.283 · · ·
3σlower 1.654 0.345 · · ·
Expt. 0.948 1.545 0.976
TABLE III: Fitted parameters of angular
pseudoentropy rounded to three decimals.
25
uniform MPVs
l=20
l=40
l=60
l=80
l=100
0
2
4
6
8
10
-0.5 0.0 0.5 1.0 1.5 2.0 2.5
p
d
f
log(
1
log (3) - Sang
)
Gaussian
l=20
l=40
l=60
l=80
l=100
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0 2 4 6 8
p
d
f
FIG. 22: Probability distribution of the logarithmic
reciprocal of the angular pseudoentropy using maps
from uniform MPVs (top) and Gaussian, isotropic alm
(bottom) at l = 20, 40, 60, 80, 100; ; calculated with 102
random ensembles and smoothed.
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FIG. 23: Comparison of the probability distribution of
the logarithmic reciprocal of the angular pseudoentropy
between uniform MPVs and isotropic, Gaussian alm at
l = 100; calculated with 102 random ensembles and
smoothed.
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FIG. 24: Comparison of the probability distribution of
the logarithmic reciprocal of the angular pseudoentropy
of maps – constructed from n = 0, 1, 2, 6 uniform MPVs
and m = 6− n MPVs extracted from isotropic and
Gaussian maps – at l = 6; calculated with 104 random
ensembles and smoothed.
FIG. 25: Angular pseudoentropy plotted
unlogarithmicly between l = 1 and l = 30. Confidence
levels have been smoothed.
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FIG. 26: P-values of angular pseudoentropy between
l = 1 and l = 35, calculated with 10000 ensembles of
Gaussian alm
Range Year Map 〈p〉geom(%) Likelihood L(%)
[2,30] 2015
NILC 14.68 11.42
Mean of COM, NILC, SMI 15.67 18.29
2018
NILC 14.07 8.20
Mean of COM, NILC, SMI 15.22 14.89
[895,905]
2015
NILC 4.4 / 0.1
Mean of COM, NILC, SMI 8.6 0.8
Mean of NILC, SMI 6.2 0.1
2018
NILC 5.3 / 0.1
Mean of COM, NILC, SMI / 0.1 / 0.1
Mean of NILC, SMI 8.1 0.5
[890,910]
2015
NILC 8.8 / 0.1
Mean of COM, NILC, SMI 13.6 8.2
Mean of NILC, SMI 10.8 1.5
2018
NILC 10.3 0.7
Mean of COM, NILC, SMI / 0.1 / 0.1
Mean of NILC, SMI 11.5 2.4
TABLE IV: Comparison between 2015 and 2018 of geometric mean of p-values and likelihoods for all three ranges
calculated for NILC, the geometric mean of COMMANDER, NILC and SMICA and the geometric mean of only
NILC and SMICA. For large angular scales l ∈ [2, 30] we used 104 ensembles and two digits for the p-value and
likelihood; for small angular scales l ∈ [895, 905] and l ∈ [890, 910] we used 103 ensembles and one digit for the
p-value and likelihood.
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a) Map from isotropic and Gaussian alm with power
spectrum (up to l = 200) of WMAP 7-year ILC, smoothed
b) Map after induction of dipole
c) Map after induction of dipole and masking with WMAP
intensity mask
d) Map after removing dipole again with Healpy
remove dipole
e) Map after removing dipole and filling masked region with
data from a)
FIG. 27: Process of inducing a dipole, masking the map, removing the dipole and filling the masked region.
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Range p-value [%] Entropy Expectation Above or below
[2, 3] 2.0 0.820 0.960 -
[2, 4] 44.3 1.015 1.016 -
[2, 5] 41.4 1.057 1.045 +
[2, 6] 55.9 1.055 1.054 +
[3, 4] 27.5 1.030 0.991 +
[3, 5] 20.9 1.066 1.035 +
[3, 6] 40.2 1.060 1.047 +
[4, 5] 11.8 1.067 1.015 +
[4, 6] 36.0 1.056 1.038 +
[5, 6] 20.3 1.051 1.007 +
{2, 5} 3.2 1.077 0.998 +
{3, 5} 51.6 1.013 1.008 +
{4, 6} 30.6 0.990 1.007 -
5 1.03 1.080 0.988 +
6 6.95 0.831 1.004 -
[2, 20] 17.9 1.0847 1.0857 -
[2, 30] 18.4 1.0789 1.0893 -
[26, 27] 40.8 1.085 1.080 +
[26, 28] 16.6 1.093 1.086 +
[26, 29] 24.7 1.094 1.090 +
[26, 30] 19.9 1.088 1.092 -
[27, 28] 6.4 1.094 1.081 +
[27, 29] 12.2 1.094 1.087 +
[27, 30] 17.3 1.086 1.090 -
[28, 29] 3.9 1.095 1.082 +
[28, 30] 23.7 1.084 1.088 -
[29, 30] 4.4 1.062 1.083 -
{5, 28} 2.3 1.084 0.986 +
28 0.07 1.097 1.071 +
[895, 905] 0.5 1.09827 1.09851 -
TABLE V: Range angular pseudoentropy: The second column shows p-values for different multipole ranges and
collections, the third and fourth columns show the value of the range angular pseudoentropy for NILC and the
expectation using 10000 ensembles of isotropic and Gaussian random maps, the fifth column indicates if the NILC
entropy lies below and above the expectation, which is important for the interpretation of the results. The single
multipole angular entropy values for l = 5, 6 are included for comparison with the ranges that include both
multipoles.
