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NON-ERGODICITY OF THE NOSE´-HOOVER THERMOSTATTED
HARMONIC OSCILLATOR
FRE´DE´RIC LEGOLL, MITCHELL LUSKIN, AND RICHARD MOECKEL
Abstract. The Nose´-Hoover thermostat is a deterministic dynamical system designed for comput-
ing phase space integrals for the canonical Gibbs distribution. Newton’s equations are modified by
coupling an additional reservoir variable to the physical variables. The correct sampling of the phase
space according to the Gibbs measure is dependent on the Nose´-Hoover dynamics being ergodic.
Hoover presented numerical experiments that show the Nose´-Hoover dynamics to be non-ergodic
when applied to the harmonic oscillator. In this article, we prove that the Nose´-Hoover thermostat
does not give an ergodic dynamics for the one-dimensional harmonic oscillator when the “mass” of
the reservoir is large. Our proof of non-ergodicity uses KAM theory to demonstrate the existence
of invariant tori for the Nose´-Hoover dynamical system that separate phase space into invariant
regions.
We present numerical experiments motivated by our analysis that seem to show that the dynam-
ics is not ergodic even for a moderate thermostat mass. We also give numerical experiments of the
Nose´-Hoover chain with two thermostats applied to the one-dimensional harmonic oscillator. These
experiments seem to support the non-ergodicity of the dynamics if the masses of the reservoirs are
large enough and are consistent with ergodicity for more moderate masses.
1. Introduction
Equilibrium statistical properties of molecular systems [3, 10] are given by phase space integrals
of the form
〈A〉 =
∫
A(q, p) dµ(q, p), (1.1)
where q = (q1, . . . , qM ) ∈ RnM and p = (p1, . . . , pM ) ∈ RnM denote a set of positions qi ∈ Rn and
momenta pi ∈ Rn of M particles (n denotes the space dimension), and A(q, p) is an observable, a
function defined over the phase space and related to the macroscopic quantity under study. If the
molecular system is observed at fixed temperature θ, then the measure dµ is the Gibbs measure for
the canonical ensemble [3, 10]
dµ(q, p) =

 exp (−βH(q, p))∫
exp (−βH(q, p)) dq dp

 dq dp, (1.2)
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where H(q, p) is the Hamiltonian of the system and is often simply of the form
H(q, p) =
M∑
i=1
p2i
2mi
+ V (q),
where p2i = pi ·pi and V (q) is the potential energy. The parameter β that appears in (1.2) is related
to the temperature θ by β = 1/(kBθ), where kB is the Boltzmann constant. In applications of
interest, the number of particles is often very large (M ≥ 100, 000), hence computing integrals such
as (1.1) is a challenging problem.
Molecular dynamics can be used to compute integrals such as (1.1). The method amounts to
finding a dynamics on (q, p) which is ergodic with respect to the measure dµ. As a consequence,
the phase-space average (1.1) can be replaced by a time average
∫
A(q, p) dµ(q, p) =
∫
A(q, p) exp(−βH(q, p)) dq dp∫
exp(−βH(q, p)) dq dp
= lim
T→+∞
1
T
∫ T
0
A (q(t), p(t)) dt (1.3)
over a trajectory (q(t), p(t))t≥0. The time average can be approximated by a formula such as
lim
T→+∞
1
T
∫ T
0
A (q(t), p(t)) dt ≈ lim
N→∞
1
N
N∑
ℓ=1
A(qℓ, pℓ),
where (qℓ, pℓ)ℓ≥1 is a numerical solution of the chosen dynamics.
To compute phase space integrals in the canonical ensemble, several deterministic dynamics have
been proposed, such as the Nose´ [12], the Nose´-Hoover [4], and the Nose´-Hoover chain dynamics [8].
More recently, the Nose´-Poincare´ dynamics [1] and the Reversible Multiple Thermostat method [7]
have been proposed. Stochastic dynamics (such as the Langevin equation) can also be considered,
although we will not discuss them in the following.
The ergodicity condition has not been rigorously proven for any of the deterministic methods
mentioned above. In fact, there is numerical evidence that shows that the Nose´ and the Nose´-
Hoover methods are not ergodic for some systems [4,8,14], including the one-dimensional harmonic
oscillator. This article further explores non-ergodic behavior of the Nose´-Hoover dynamics in this
simple example.
In Section 2, we present the Nose´-Hoover equations and we recall some of their properties. In
Section 3, we prove that the Nose´-Hoover thermostat does not give an ergodic dynamics for the
Gibbs measure (1.2) for the one-dimensional harmonic oscillator when the “mass” of the reservoir
is large. Our method is to apply KAM theory, and more specifically Moser’s invariant curve
theorem [13], to the Poincare´ return map and to thus demonstrate the existence of invariant tori
that separate phase space into invariant regions. Finally, in the last section, we present some
numerical experiments with a Nose´-Hoover chain of two thermostats. For large reservoir masses,
results show that the dynamics seems to be non ergodic. For moderate reservoir masses, they are
consistent with ergodicity.
NON-ERGODICITY OF THE NOSE´-HOOVER THERMOSTATTED HARMONIC OSCILLATOR 3
2. The Nose´-Hoover Thermostat
The Nose´-Hoover dynamical system [4] is given by
dqi
dt
=
pi
mi
,
dpi
dt
= −∇qiV (q)−
ξ
Q
pi,
dξ
dt
=
M∑
i=1
p2i
mi
− nMβ−1,
(2.1)
where the phase space is described by the physical positions q = (q1, . . . , qM ) ∈ RnM and momenta
p = (p1, . . . , pM ) ∈ RnM and an additional variable, ξ, which can be considered as the momentum
of the thermostat. The constant Q, which is a parameter of the method, represents the mass of the
reservoir and describes the strength of the coupling of the reservoir to the physical system. Let us
note that, usually, a second additional variable is introduced [4]. This variable can be considered
as the position of the thermostat. Since it is decoupled from all the other variables, we ignore it in
the following.
We recall that for the canonical Gibbs measure dµ given by (1.2) we have∫ M∑
i=1
p2i
mi
dµ(q, p) = nMβ−1,
so we have that
lim
T→+∞
1
T
∫ T
0
M∑
i=1
p2i (t)
mi
dt = nMβ−1
for almost all initial conditions for any dynamics on (q, p) which is ergodic with respect to the
measure dµ. Thus, the right hand side of the Nose´-Hoover dynamical equation for dξdt is equal
to twice the difference between the instantaneous kinetic energy of the physical system and the
time-averaged kinetic energy of the physical system at temperature θ = k−1B β
−1 with nM degrees
of freedom. Hence, we see that if the kinetic energy of the physical system is too high for a
sufficiently long time, then the “thermostat” added to the physical momentum equations applies
a frictional force to damp the system. If the kinetic energy of the physical system is too low for a
sufficiently long time, then the “thermostat” added to the physical momentum equations applies
an “anti-frictional” force to add kinetic energy to the system.
The Nose´-Hoover system is not a Hamiltonian system and the Lebesgue measure dq dp dξ is not
an invariant measure for the dynamics. Instead, the equations preserve a different measure which
we will now describe. We recall that invariant measures ρ(z)dz for a general dynamical system
dz
dt
= f(z)
are determined by the equilibrium equation
div(ρ(z)f(z)) = 0. (2.2)
For the Nose´-Hoover system (2.1) with z = (q, p, ξ), it is easy to check that
ρ(q, p, ξ) = exp
(
−β
[
H(q, p) +
ξ2
2Q
])
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satisfies the condition (2.2), so a normalized invariant measure for the Nose´-Hoover system (2.1) is
given by
dµNH(q, p, ξ) =

 exp
(
−β
[
H(q, p) + ξ
2
2Q
])
∫
exp
(
−β
[
H(q, p) + ξ
2
2Q
])
dq dp dξ

 dq dp dξ. (2.3)
We recall that the flow of equations (2.1) is ergodic (or metrically indecomposable) with respect to
the measure dµNH if the phase space, R
3, cannot be decomposed into two complementary invariant
subsets, each with positive measure [5]. If the flow of (2.1) is ergodic with respect to the measure
dµNH, then given any integrable function A ∈ L1(dµNH) the Birkhoff ergodic theorem shows that
for almost all initial conditions
lim
T→+∞
1
T
∫ T
0
A (q(t), p(t), ξ(t)) dt =
∫
A (q, p, ξ) dµNH, (2.4)
where (q(t), p(t), ξ(t)) is a solution of the Nose´-Hoover equations (2.1).
If A = A(q, p) is an observable which depends only on the physical variables (q, p), then∫
A (q, p) dµNH =
∫
A (q, p) dµ, (2.5)
where dµ is the Gibbs measure (1.2). To see this, we observe from Fubini’s Theorem that
∫
A (q, p) dµNH =
∫
A(q, p) exp
(
−β
[
H(q, p) +
ξ2
2Q
])
dq dp dξ∫
exp
(
−β
[
H(q, p) +
ξ2
2Q
])
dq dp dξ
=
∫
A(q, p) exp(−βH(q, p)) dq dp ·
∫
exp
(
−β
[
ξ2
2Q
])
dξ∫
exp(−βH(q, p)) dq dp ·
∫
exp
(
−β
[
ξ2
2Q
])
dξ
=
∫
A (q, p) dµ.
(2.6)
We thus have that if the flow of (2.1) is ergodic with respect to the measure dµNH and if the
observable A = A(q, p) does not depend on ξ, then for almost all initial conditions we have from
(2.4) that
lim
T→+∞
1
T
∫ T
0
A (q(t), p(t)) dt =
∫
A (q, p) dµ =
∫
A(q, p) exp(−βH(q, p)) dq dp∫
exp(−βH(q, p)) dq dp
, (2.7)
where (q(t), p(t), ξ(t)) is a solution of the Nose´-Hoover equations (2.1).
This derivation has been made under the assumption that the Nose´-Hoover dynamics is ergodic
with respect to the measure dµNH. Numerical experiments show that the equality (2.7) does not
always hold, even for long times T (in the limit of computationally reachable times). In particular,
it is observed in [4, 8, 14] that if the system under consideration is a one-dimensional harmonic
oscillator, that is, if n = M = 1, m1 = 1, and V (q) =
1
2q
2, then for lots of initial conditions, there
exist c and C with 0 < c < C such that the corresponding solution of (2.1) satisfies
c ≤ q2(t) + p2(t) ≤ C for all t. (2.8)
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This fact is observed for a wide range of values of Q, including Q = 1. This behavior contradicts
(2.7), which gives in this case
lim
T→+∞
1
T
∫ T
0
A (q(t), p(t)) dt =
∫
A(q, p) exp
(
−β
(
q2 + p2
2
))
dq dp∫
exp
(
−β
(
q2 + p2
2
))
dq dp
. (2.9)
For example, if A(q, p) is a positive function whose support lies in the disk q2+p2 < c, the left-hand
side of (2.9) will be zero while the right-hand side will be positive.
These numerical experiments give an indication that the Nose´-Hoover thermostatted harmonic
oscillator is not ergodic. In the next section we will give a rigorous proof of non-ergodicity if the
reservoir mass Q is sufficiently large. We will apply KAM theory [13] to demonstrate the existence
of invariant tori that separate the phase space into invariant regions of positive measure. The pro-
jections of these invariant regions to the (q, p)-plane satisfy inequalities of the form (2.8) and this
explains the numerical observations. Motivated by our analysis, we show that we can find initial con-
ditions such that the trajectory does not even sample the whole ring
{
(q, p) ∈ R2 : c ≤ q2 + p2 ≤ C}
for some 0 < c ≤ C, but only a part of it (see Figure 3 below).
3. Invariant Tori for the Nose´-Hoover Harmonic Oscillator Dynamics
We now write the Nose´-Hoover equations in the case of a one-dimensional harmonic oscillator.
To simplify the notation, let us assume that the particle mass is m1 = 1 and the target temperature
is such that β = 1/(kBθ) = 1. In view of (2.1), the system of differential equations is given by
q˙ = p,
p˙ = −q − ǫ2ξp,
ξ˙ = p2 − 1,
(3.1)
where ǫ = 1/
√
Q.
We can introduce action-angle variables for the oscillator
q =
√
2τ cos θ and p = −
√
2τ sin θ (3.2)
and rescale via α = ǫξ to get:
θ˙ = 1− ǫα sin θ cos θ,
τ˙ = −2ǫτα sin2 θ,
α˙ = ǫ(2τ sin2 θ − 1).
(3.3)
These equations preserve the volume element
dΩ = λ(τ, α) dθ dτ dα,
where
λ(τ, α) = e−τ−α
2/2.
We now make a change of variables as in the averaging method [13]. Setting
τ = τˆ + ǫτˆ αˆ sin θ cos θ and α = αˆ− ǫτˆ sin θ cos θ
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gives a new ODE of the form:
θ˙ = 1− ǫαˆ sin θ cos θ +O(ǫ2),
˙ˆτ = −ǫτˆ αˆ+O(ǫ2),
˙ˆα = ǫ(τˆ − 1) +O(ǫ2).
(3.4)
The displayed terms in ˙ˆτ, ˙ˆα are the averages with respect to θ of the corresponding terms in
(3.3). These equations preserve the volume element obtained by transforming dΩ:
dΩˆǫ = λˆǫ(θ, τˆ , αˆ) dθ dτˆ dαˆ,
where
λˆǫ(θ, τˆ , αˆ) = e
−τˆ−αˆ2/2 +O(ǫ).
Indeed,
λˆǫ(θ, τˆ , αˆ) = e
−τ−α2/2
∣∣∣∣∂(τ, α)∂(τˆ , αˆ)
∣∣∣∣
= e−τ−α
2/2
(
1 +
ǫ
2
αˆ sin 2θ +
ǫ2
4
τˆ sin2 2θ
)
= e−τˆ−αˆ
2/2 e−
1
2
ǫ2τˆ2 sin2 θ cos2 θ
(
1 +
ǫ
2
αˆ sin 2θ +
ǫ2
4
τˆ sin2 2θ
)
= e−τˆ−αˆ
2/2 +O(ǫ).
In what follows, the ˆwill be suppressed and the new variables will again be called (θ, τ, α).
We will apply the KAM theory [13] to the Poincare´ return map Pǫ of the plane Σ = {(θ, τ, α) :
θ = 0 mod 2π} for the ODE (3.4). This map preserves the area-element:
dωǫ = λ
0
ǫ(τ, α) dτ dα, (3.5)
with λ0ǫ (τ, α) = λǫ(0, τ, α) = e
−τ−α2/2.
This can be shown as follows. Consider a small rectangle D ⊂ Σ with dimensions δτδα centered
at some point (0, τ0, α0) ∈ Σ. Form a three-dimensional tube T by following the solutions of the
ODE (3.4) until they reach the plane θ = 2π. One end of the tube will be the rectangle D and the
other will be its image Pǫ(D) under the Poincare´ map.
Following T forward under the flow of the ODE for a time δt produces a new tube T ′ and the
volumes of T and T ′ with respect to the volume element dΩǫ are equal. Now T and T ′ differ by two
small solid “cylinders” with bases D and Pǫ(D), respectively. Let δ = max(|δτ |, |δα|, |δt|). Then
the volume of the cylinder over D is
λǫ(0, τ0, α0) δτ δα δθ +O(δ
4) = λǫ(0, τ0, α0) θ˙(0, τ0, α0) δτ δα δt+O(δ
4),
where θ˙ is the first component of the vectorfield (3.4). On the other hand, the volume of the
cylinder over Pǫ(D) is
λǫ(2π, τ1, α1) |DPǫ(τ0, α0)| δτ δα δθ+O(δ4) = λǫ(2π, τ1, α1) θ˙(2π, τ1, α1) |DPǫ(τ0, α0)| δτ δα δt+O(δ4)
where Pǫ(τ0, α0) = (τ1, α1) and where |DPǫ(τ0, α0)| is the Jacobian determinant of the Poincare´
map. Note that θ˙(0, τ, α) = θ˙(2π, τ, α) = 1 since this holds for the ODE (3.3) and is preserved by
the coordinate change leading to (3.4). It then follows from letting δ → 0 that
λǫ(0, τ0, α0) = |DPǫ(τ0, α0)| λǫ(2π, τ1, α1)
which proves that the Poincare´ map Pǫ preserves the area element λ
0
ǫ(τ, α) dτ dα as claimed.
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We will use the version of Moser’s invariant curve theorem from “Lectures on Celestial Mechanics”
by Siegel and Moser [13, sections 32–34]. That theorem starts with a real-analytic map P of the
form
x1 = x+ γ y + f(x, y),
y1 = y + g(x, y),
(3.6)
where f and g are periodic in x with period 2π. In the application they have in mind, x and y are
respectively the angle and radius in a polar coordinate system near a fixed point. If f = g = 0, then
the map reduces to a standard twist map where the radial variable is preserved while the angular
variable is rotated by an amount which depends on the radius. They assume a twist condition,
γ 6= 0, so the amount of rotation really does change. The theorem shows that if f and g are small,
then some of these invariant circles will persist.
In order to prove this, they also assume that P satisfies the curve-intersection property. This
means that for any simple closed curve, C, of the form
y = ψ(x) where ψ(x+ 2π) = ψ(x),
we have that C ∩ P (C) 6= ∅.
Such a curve represents a simple closed curve around the fixed point for the map before changing
to polar coordinates. If this map preserves an area element, then such a loop cannot map completely
inside or completely outside itself and so the curve intersection property will hold.
To state the theorem precisely, fix an annulus a ≤ y ≤ b with b − a = 1 (this condition can
always be achieved by rescaling y). Since f and g are real analytic, they extend to complex
analytic functions on some complex neighborhood D of R× [a, b] in C2. We also specify a so-called
Diophantine condition on the rotation numbers of the unperturbed circles. Recall that if f(x)
satisfies f(x + 2π) = f(x) + 2π and defines a homeomorphism of the circle R mod 2π, then the
rotation number ω = limn→∞
1
2πn(f
n(x) − x) exists and is independent of the initial condition, x.
For the unperturbed circles of constant y we have fn(x)− x = nγy, so ω = γy2π . Fix any constants
c0 > 0 and µ ≥ 2 and consider rotation numbers satisfying:
|l ω − k| =
∣∣∣∣ lγy2π − k
∣∣∣∣ ≥ γc0lµ for all k, l ∈ Z, l > 0. (3.7)
It is shown in Siegel-Moser that for c0 sufficiently small, the set of y which satisfy this condition
forms a positive measure Cantor set in the interval [a, b] whose measure tends to b − a = 1 as
c0 → 0. Moser’s theorem states that if f and g are sufficiently small, then for each such y there is
a nearby invariant curve of P with the same rotation number. More precisely,
Theorem 3.1. Let P be a real analytic map of the form (3.6) which extends to a complex domain
D. Assume that P is periodic in x of period 2π and has the curve intersection property. Fix a
Diophantine condition (3.7) and an annulus a ≤ y ≤ b where b− a = 1.
Given any ǫ˜ > 0 there is a δ > 0 such that if
|f |+ |g| < δγ, (3.8)
then for every y0 ∈ [a, b] which satisfies (3.7), P has an invariant curve of the form y = ψ(x) where
ψ(x + 2π) = ψ(x) with |ψ(x) − y0| < ǫ˜ for all x. Moreover, the restriction of P to this curve has
rotation number ω = γy02π . Here | · | denotes the sup norm in the complex domain D. The constant
δ depends on c0, µ, ǫ˜,D but not on γ.
To apply this result to Pǫ, some further coordinate changes will be needed. First, note that
Pǫ(τ, α) = Qǫ(τ, α) +O(ǫ
2),
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where Qǫ is the time-2π advance map of the differential equation:
τ˙ = −ǫτα,
α˙ = ǫ(τ − 1),
or equivalently, the time-2πǫ advance map of
τ ′ = −τα,
α′ = τ − 1. (3.9)
This follows because the return time to the section Σ is
T (τ, α) = 2π +O(ǫ).
The ODE (3.9) has an integral
G(τ, α) = τ − ln τ + 12α2 − 1. (3.10)
Furthermore there is an equilibrium point at (τ0, α0) = (1, 0) on the level set G = 0. All of the
other level sets in the half-plane τ > 0 are simple closed curves around the equilibrium point
(see Figure 1). These are all invariant curves for the map Qǫ, and the goal is to show that the
actual Poincare´ maps Pǫ with ǫ sufficiently small also have such invariant curves. We note that the
existence of invariant curves for Pǫ corresponds to the existence of invariant tori for the 3D flow of
(3.4). These tori separate the phase space into invariant 3D regions, showing that the flow is not
ergodic. Note that for an invariant torus close to a level set G = g0 > 0 we have
τ − ln τ ≤ 1 + g0 +O(ǫ).
Since τ = 12(p
2 + q2), it follows easily that the projection of the torus to the (q, p)-plane satisfies
bounds of the form (2.8).
It is worth noting that even without using the KAM theory, the existence of the integral G for
the averaged system (3.9) shows that the convergence of ergodic averages in (2.9) would be slow
for ǫ small. Indeed, the standard averaging theory shows that the trajectories of the actual system
remain ǫ close to those of the averaged system on a time scale of order 1/ǫ. The KAM theory shows
that the trajectories which lie on the invariant tori are close to the averaged ones for all time.
Moreover, other trajectories are trapped between the tori and so their G coordinates are prevented
from wandering very far.
To get the Poincare´ map into the form (3.6), we introduce action-angle variables around the
equilibrium point. The integral G provides a natural radial coordinate or action variable. To
construct the corresponding angle variable, let T (g) denote the period of the periodic solutions of
(3.9) which correspond to the level curve G = g. We define an angular coordinate φ to be the time
along this orbit multiplied by 2π/T (g), taking the initial point φ = 0 along the τ -axis to the right
of the equilibrium point. By definition, the ODE (3.9) will become:
φ′ = 2π/T (G),
G′ = 0,
in these coordinates and so the time-2πǫ advance map Qǫ(φ,G) = (φ1, G1) is
φ1 = φ+ 2πǫ/T (G),
G1 = G.
(3.11)
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Figure 1. Level curves of G (see (3.10)), the integral for the averaged equations (3.9).
The Poincare´ maps Pǫ can be viewed as O(ǫ
2) perturbations of (3.11). To see this, let us first
show that Pǫ has a fixed point (τǫ, αǫ) = (1, 0) + O(ǫ). Since Qǫ is the time-2πǫ advance map of
(3.9), we compute that
Qǫ(τ, α) = (τ − 2πǫτα, α + 2πǫ(τ − 1)) +O(ǫ2),
hence
Pǫ(τ, α)− (τ, α) = 2πǫR(ǫ, τ, α), (3.12)
with
R(ǫ, τ, α) = (−τα+ ǫu(ǫ, τ, α), τ − 1 + ǫv(ǫ, τ, α))
for some smooth functions u and v. We then apply the implicit function theorem to R(ǫ, τ, α) to
continue the solution in ǫ from R(0, 1, 0) = 0. We can compute
∂R
∂(τ, α)
(0, τ, α) =
(−α −τ
1 0
)
,
so the matrix
∂R
∂(τ, α)
(0, 1, 0) is invertible. As a consequence, the implicit equation R(ǫ, τǫ, αǫ) = 0
defines a function ǫ 7→ (τǫ, αǫ) from a neighborhood of 0 to a neighborhood of (1, 0). In view of
(3.12), we see that (τǫ, αǫ) is a fixed point of Pǫ. From the equation R(ǫ, τǫ, αǫ) = 0, we obtain that
(τǫ, αǫ) = (1, 0) +O(ǫ).
After a translation of the coordinates, one can assume that all maps Pǫ for ǫ sufficiently small
fix the point (1, 0). Now use the same coordinates (φ,G) as for the unperturbed map Qǫ. G is not
an integral but one has that Pǫ(φ,G) = (φ1, G1) with
φ1 = φ+ 2πǫ/T (G) +O(ǫ
2),
G1 = G+O(ǫ
2).
(3.13)
The fact that Pǫ preserves the area element dωǫ (see (3.5)) implies that (3.13) satisfies the curve-
intersection property. We also need a twist condition on the period T (G). It will be shown below
that T ′(G) > 0, that is, the period of the periodic solutions increases as we move out from the
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equilibrium point. This implies that one can replace the action coordinate G by the period T (G)
or its reciprocal 1/T (G). To match the notation in Siegel-Moser, let y = 1/T (G) and x = φ. Then
one finds that the Poincare´ maps take the form
x1 = x+ 2πǫ y + ǫ
2f˜(x, y, ǫ),
y1 = y + ǫ
2g˜(x, y, ǫ).
(3.14)
This is of the form (3.6) with γ = 2πǫ and with the perturbing functions f = ǫ2f˜ and g = ǫ2g˜ of
order O(ǫ2).
We are now in a position to apply Moser’s theorem to obtain:
Theorem 3.2. Fix an annulus A of the form c ≤ G ≤ d with 0 < c < d. Then for ǫ sufficiently
small, the Poincare´ map Pǫ of the Nose´-Hoover system has infinitely many invariant curves close
to the level curves of G in A. In particular, the corresponding flow is not ergodic.
The proof consists in checking the remaining hypotheses of Moser’s theorem. Note that the
differential equation (3.4) is real-analytic in (θ, τ, α, ǫ). It follows that the Poincare´ map Pǫ(τ, α) is
real-analytic in (τ, α, ǫ). The location of the fixed point (τǫ, αǫ) is a real-analytic function of ǫ (for ǫ
sufficiently small) and so composing the Poincare´ map with a translation to move this point to (1, 0)
preserves analyticity. The action angle variables (φ,G) are independent of ǫ and are real-analytic
in (τ, α) away from the fixed point itself. Finally, the period function T (G) is analytic in G. Thus
the map (3.14) is real-analytic with respect to (x, y, ǫ) for 0 < y < Y , |ǫ| < ǫ0 where Y > 0, ǫ0 > 0
are constants. Since x is an angular variable, the map is also periodic with respect to x with period
2π.
The annulus A contains an annulus of the form 0 < a ≤ y ≤ b < Y . If b − a = k 6= 1, then we
can set y = y′/k where y′ is a new variable. The map will retain the same form except that γ = 2πǫ
is replaced by γ′ = 2πǫ/k. Once a and b are fixed, the Poincare´ map admits a complex-analytic
extension to some domain of the form E = D×{|ǫ| ≤ ǫ1} ⊂ C3 where D is a closed δ-neighborhood
of R × [a, b] in C2, and δ > 0, ǫ1 > 0 are constants. For any fixed choice of ǫ with |ǫ| ≤ ǫ1, the
perturbing functions f˜ and g˜ in (3.14) will have complex analytic extensions to D. We now fix the
Diophantine constants c0 and µ in (3.7) and choose any ǫ˜ > 0. Letting δ > 0 be the constant in (3.8)
guaranteed by Moser’s theorem, the theorem shows that for any y0 ∈ [a, b] satisfying (3.7), and for
any real analytic functions f, g with complex extensions to D which satisfy (3.8), the corresponding
map admits an invariant curve ǫ˜-close to y = y0.
We now let f = ǫ2f˜ and g = ǫ2g˜ where we think of ǫ as fixed, and we let K = supE |f˜ | + |g˜|.
Then |f | + |g| ≤ ǫ2K on D. Since γ = 2πǫ (or γ′ = 2πǫ/k), it follows that (3.8) holds for all ǫ
sufficiently small.
To complete the proof, it only remains to verify that the period satisfies T ′(G) > 0. We first
introduce a new variable σ = ln τ . Then (3.9) becomes:
σ′ = −α,
α′ = eσ − 1, (3.15)
which is a planar Hamiltonian system with Hamiltonian function
G(σ, α) = 12α
2 + eσ − 1− σ.
In fact, it is of the classical kinetic plus potential form with potential
V (σ) = eσ − 1− σ
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Figure 2. Numerically computed orbits of the Poincare´ map of the plane θ =
0 mod 2π for the ODE (3.3); ǫ = 0.1 (left) and ǫ = 1.0 (right).
(except that in the ODE (3.15), σ plays the role of the momentum variable and α the role of the
position). The equilibrium point is now at (σ, α) = (0, 0).
The behavior of the period as a function of energy for such systems is a well-studied problem.
A result of Chicone [2] shows that T (G) will be a strictly increasing function of energy G provided
that
V (σ)
(V ′(σ))2
is a strictly convex function (except at σ = 0). This condition reads
6V V ′′2 − 3V ′2V ′′ − 2V V ′V ′′ > 0,
except at σ = 0. It is not hard to check that this is true for the potential V (σ) above.
Figure 2 shows numerically computed Poincare´ maps of the ODE (3.3) for two values of ǫ. The
Poincare´ map for ǫ = 0.1 has invariant curves close to the level curves of G in Figure 1. Apparently
the Poincare´ map for ǫ = 1 still has many invariant curves although they are not particularly close
to the level curves of G. If these really do exist, then the Nose´-Hoover system is non-ergodic even
for ǫ = 1.
It is interesting to remark that, for ǫ = 1, the Poincare´ map invariant curves are sometimes
composed of a set of islands (instead of being simple closed curves). This is the case for instance
with the initial condition (θ, τ, α) = (0, 2.42, 0) which corresponds to (q, p, ξ) = (2.2, 0, 0) (7 islands
can be seen on the right hand side of Figure 2). Starting from this initial condition, we numerically
integrate (3.1) with a time step ∆t = 0.001 for 5.107 time steps with the algorithm proposed in [9].
This second-order algorithm is based on an operator splitting technique. It preserves the measure
(2.3) as well as the time-reversibility of (3.1). Figure 3 shows the projection of the time trajectory
of the (q, p)-plane. With this initial condition, the trajectory seems not even to sample a ring of
the form
{
(q, p) ∈ R2 : c ≤ q2 + p2 ≤ C} for some 0 < c ≤ C, but only a part of it.
4. Harmonic oscillator coupled with a Nose´-Hoover chain
In the previous section, we have proven that a one-dimensional harmonic oscillator coupled to
a Nose´-Hoover thermostat is not an ergodic system with respect to the Gibbs measure, when the
mass Q of the reservoir is large. As mentioned above, numerical observations of this fact have
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Figure 3. Projection on the (q, p)-plane of the numerically computed trajectory of
(3.1) with ǫ = 1, starting from the initial condition (q, p, ξ) = (2.2, 0, 0).
already been reported in [4,8,14], even for moderate values of Q such as Q = 1. As a consequence,
it is known that one should be cautious when making use of the Nose´-Hoover equations (2.1) to
compute phase space integrals such as (1.1).
One way that has been proposed to circumvent this difficulty is to generalize the Nose´-Hoover
equations to the so-called Nose´-Hoover chain equations [8]. The idea consists in coupling the
physical variables (q, p) with a first thermostat as in (2.1) and to then couple this thermostat with
a second one, which can be coupled to a third one, and so on. The variables now include Mext
additional scalar variables, ξj for j = 1, . . . ,Mext, where the number Mext of thermostats can be
freely specified. The Nose´-Hoover chain dynamics is given by
dqi
dt
=
pi
mi
,
dpi
dt
= −∇qiV −
ξ1
Q1
pi,
dξ1
dt
=
(
M∑
i=1
p2i
mi
− nMβ−1
)
− ξ2
Q2
ξ1,
dξj
dt
=
(
ξ2j−1
Qj−1
− β−1
)
− ξj+1
Qj+1
ξj for j = 2, . . . ,Mext − 1,
dξMext
dt
=
ξ2Mext−1
QMext−1
− β−1,
(4.1)
where the masses Q1, . . . , QMext are free parameters that can be arbitrarily specified.
For the Nose´-Hoover system (4.1) with z = (q, p, ξ1, . . . , ξMext), it is easy to check that
ρ(q, p, ξ1, . . . , ξMext) = exp

−β

H(q, p) + Mext∑
j=1
ξ2j
2Qj




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satisfies the condition (2.2), so an invariant measure for the Nose´-Hoover system (4.1) is given by
dµNHC(q, p, ξ1, . . . , ξMext) =
exp
(
−β
[
H(q, p) +
∑Mext
j=1
ξ2j
2Qj
])
dq dp dξ1 . . . dξMext
∫
exp

−β

H(q, p) + Mext∑
j=1
ξ2j
2Qj



 dq dp dξ1 . . . dξMext
. (4.2)
We can now calculate that ∫ M∑
i=1
p2i
mi
dµNHC = nMβ
−1,
and ∫
ξ2j
Qj
dµNHC = β
−1 for j = 1, . . . ,Mext.
Hence, we can see that the evolution of ξ1 in (4.1) is controlled by the difference between the
instantaneous value of twice the kinetic energy
∑M
i=1
p2i
mi
and its average value with respect to the
invariant measure dµNHC and the evolution of ξj for j = 2, . . . ,Mext in (4.1) is controlled by the
difference between the instantaneous value of twice the “kinetic energy” ξ2j−1/Qj−1 and its average
value with respect to the invariant measure dµNHC.
If (4.1) is ergodic with respect to dµNHC, computations similar to the ones performed in Section
2 show that
lim
T→+∞
1
T
∫ T
0
A (q(t), p(t)) dt =
∫
A(q, p)dµ(q, p), (4.3)
where (q(t), p(t), ξ1(t), . . . , ξMext(t)) is a solution of the Nose´-Hoover chain dynamics and dµ(q, p)
is the Gibbs measure (1.2). Hence, the Nose´-Hoover chain dynamics can be used to compute phase
space integrals in the canonical ensemble if (4.1) is ergodic with respect to dµNHC.
In this section, we numerically study the case of a one-dimensional harmonic oscillator coupled
to a Nose´-Hoover chain of length Mext = 2. We consider the case Q1 = Q2. In view of (4.1), the
dynamics reads
q˙ = p,
p˙ = −q − ǫ2pξ1,
ξ˙1 = p
2 − 1− ǫ2ξ1ξ2,
ξ˙2 = ǫ
2ξ21 − 1,
(4.4)
where ǫ = 1/
√
Q1 = 1/
√
Q2. We again introduce the action-angle variables (τ, θ) for the oscillator
(see (3.2)) and rescale via αj = ǫξj to get
θ˙ = 1− ǫα1 sin θ cos θ,
τ˙ = −2ǫτα1 sin2 θ,
α˙1 = ǫ(2τ sin
2 θ − 1− α1α2),
α˙2 = ǫ(α
2
1 − 1).
(4.5)
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For small ǫ, the corresponding averaged system reads after rescaling time,
τ˙ = −τα1,
α˙1 = τ − 1− α1α2,
α˙2 = α
2
1 − 1.
(4.6)
In the case of the Nose´-Hoover equation, the averaged system is (3.9), and the analysis conducted
in Section 3 is based on the knowledge of a first integral for (3.9), namely the function G(τ, α)
defined by (3.10). In the case of (4.6), we were not able to find such a first integral. Let us follow
a different route and study the system by numerically computing the Poincare´ return map of the
plane ΣavNHC = {(τ, α1, α2) : α2 = 0} for the ODE (4.6). Two trajectories of the return map with
different initial conditions are shown in Figure 4. Some initial conditions lead to trajectories which
lie on invariant curves (see right-hand side of Figure 4) and the corresponding values of τ that are
sampled are bounded from below and isolated from 0: there exists τ ǫ=0c > 0 such that for all t we
have τ(t) ≥ τ ǫ=0c . For other initial conditions, the trajectory does not seem to be confined to a
curve (see left-hand side of Figure 4), but it still does not sample the entire plane.
τ(t = 0) = 0.125
α1
τ
4.543.532.521.510.50
7
6
5
4
3
2
1
0
-1
-2
-3
-4
τ(t = 0) = 0.605
α1
τ
5.554.543.532.521.510.50
4
3
2
1
0
-1
-2
-3
Figure 4. Numerically computed orbits of the Poincare´ return map of the plane
α2 = 0 for the ODE (4.6). Left: the initial condition is (τ, α1, α2) = (q
2
0/2, 0, 0) with
q0 = 0.5; a similar trajectory is obtained for q0 = 1.3 and q0 = 1.5. Right: the initial
condition is (τ, α1, α2) = (q
2
0/2, 0, 0) with q0 = 1.1; a similar trajectory is obtained
for q0 = 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95 and 1.0.
We now consider the ODE (4.5) and study whether the behaviour we observe in the case ǫ→ 0
still persists in the case of a small but positive ǫ. We choose Q1 = Q2 = 10, that is ǫ = 1/
√
10 =
0.316, and we numerically integrate (4.4) with the second-order algorithm proposed in [9] from the
initial condition (q, p, ξ1, ξ2) = (1.1, 0, 0, 0). This condition corresponds to an initial condition for
which the Poincare´ return map of (4.6) seems to have invariant curves (see Figure 4, right-hand
side). Figure 5 shows the trace of the time trajectory of (4.5) on the plane ΣNHC = {(θ, τ, α1, α2) :
α2 = 0}. We can see the topological similarity between curves on Figures 4 (right-hand side)
and 5, although they are quantitatively quite different. Figure 6 shows the projection of the
same trajectory on the (q, p)-plane. We see that the values of (q, p) that are sampled still satisfy
τ(t) = (q2(t)+p2(t))/2 ≥ τ ǫc for some τ ǫc > 0 and all t ≥ 0. Thus, the lower bound on the values of τ
that we observe for the averaged dynamics persists in the case ǫ = 1/
√
10. For the initial condition
we consider here, τ ǫ=0c = 0.188 whereas τ
ǫ
c = 0.194. Because of this lower bound, we obtain a
contradiction with (4.3), and hence this numerical experiment indicates that a one-dimensional
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harmonic oscillator coupled to a Nose´-Hoover chain of two thermostats is not always an ergodic
system. We observe this non-ergodicity for many different initial conditions (including all those
listed in Figure 4), and for many different values of Q ≥ 10.
α1
τ
2.42.221.81.61.41.210.80.60.4
3
2
1
0
-1
-2
-3
Figure 5. Trace of the trajectory of (4.5) with ǫ = 1/
√
10 on the plane α2 = 0.
The initial condition is (θ, τ, α1, α2) = (0, q
2
0/2, 0, 0) with q0 = 1.1.
In the case Q = 1, we did not find any initial condition such that the values of τ(t) are iso-
lated from 0. Results obtained with Q = 1 and the same initial condition as previously, namely
(q, p, ξ1, ξ2) = (1.1, 0, 0, 0), are shown on Figure 7. We compare the theoretical distributions of the
angular variable θ and of the amplitude variable r =
√
q2 + p2 (as given by the Gibbs measure
(1.2)) with the empirical distributions obtained from the time trajectory. Since we work with β = 1,
the theoretical distributions respectively read
fangtheo(θ) =
1
2π
1[0,2π] dθ, f
amp
theo (r) = r exp
(
−r
2
2
)
1[0,+∞) dr,
where 1[0,2π] is the characteristic function of [0, 2π]. The numerical distributions are denoted f
ang
num(θ)
and fampnum (r). They have been computed from a trajectory of length T = 2.5 106, with a time step
of 2.5 10−3 (the trajectory is thus composed of 109 time steps), by partitioning the sampled interval
into 100 bins (a cutoff of rc = 4 has been used). Note that all distributions have been normalized
so that their integrals are equal to 1.
-3
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 0
 1
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 3
-4 -3 -2 -1  0  1  2  3  4
q
p
Figure 6. Projection on the (q, p)-plane of the trajectory of (4.5) with ǫ = 1/
√
10,
starting from the initial condition (θ, τ, α1, α2) = (0, q
2
0/2, 0, 0) with q0 = 1.1.
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For the angular variable, we plot on Figure 7 both distributions fangtheo(θ) and f
ang
num(θ). We
can see some small oscillations of the empirical distribution around the theoretical uniform dis-
tribution. Regarding the amplitude variable, it is more convenient to directly plot the difference∣∣famptheo (r)− fampnum (r)∣∣. Again, we can see some oscillations, which are small (let us recall that the
maximum value of famptheo (r) is f
amp
theo (1) = 0.6). We have checked that the error does not change
when the time step is reduced, the total length T of the trajectory being kept fixed.
theoretical
numerical
θ
6543210
0.16
0.1595
0.159
0.1585
0.158
∣∣famptheo (r)− fampnum (r)∣∣
r =
√
q2 + p2
43.532.521.510.50
0.0035
0.003
0.0025
0.002
0.0015
0.001
0.0005
0
Figure 7. Left: Numerical and theoretical distributions of θ; right: difference
between the numerical and theoretical distributions of r =
√
q2 + p2. The numerical
distribution is obtained from the simulation of (4.5) with ǫ = 1, starting from the
initial condition (q, p, ξ1, ξ2) = (1.1, 0, 0, 0).
To study the evolution of the error with T (the time step being now kept fixed), the indicator we
consider is the star discrepancy. Recall that the star discrepancy DN of a sequence x = {xn}1≤n≤N
with values in [0, 1]2 is defined as [6]
D∗N (x) = sup
y∈[0,1]2
∣∣∣∣∣ 1N
N∑
n=1
1[0,y](xn)−Volume([0, y])
∣∣∣∣∣ , (4.7)
where, for 2-dimensional vectors y and z, we write y ≤ z when yi ≤ zi for all 1 ≤ i ≤ 2, and note
that [0, y] = {z ∈ [0, 1]2, z ≤ y}. The fact that D∗N (x)→ 0 when N →∞ is equivalent [6, p.15] to
the fact that, for any Riemann integrable function A defined on [0, 1]2,
lim
N→∞
1
N
N∑
n=1
A(xn) =
∫
[0,1]d
A(x) dx.
In addition, for functions A which have bounded variations VHK(A) in the sense of Hardy and
Krause [11], the following error estimate holds true:∣∣∣∣∣ 1N
N∑
n=1
A(xn)−
∫
[0,1]2
A(x) dx
∣∣∣∣∣ ≤ VHK(A)D∗N (x). (4.8)
If A ∈ C2([0, 1]2), then its variation VHK(A) has a simple expression:
VHK(A) =
∫
[0,1]2
∣∣∣∣ ∂2A∂x1∂x2
∣∣∣∣ dx+
∫ 1
0
∣∣∣∣ ∂A∂x1 (x1, 1)
∣∣∣∣ dx1 +
∫ 1
0
∣∣∣∣ ∂A∂x2 (1, x2)
∣∣∣∣ dx2.
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In view of (4.8), we can see that the convergence of D∗N (x) toward 0 implies the convergence of
the empirical average of A towards its statistical average, and the rate of convergence of D∗N (x)
gives information about the convergence rate of the observable average.
Here, we work with the discrepancy criterion
D∗N ({θn, rn}) = sup
(θ,r)∈[0,2π]×[0,rc]
∣∣∣∣∣ 1N
N∑
n=1
1[0,θ](θn) 1[0,r](rn)−
∫ θ
θ¯=0
∫ r
r¯=0
r¯
2π
exp
(
− r¯
2
2
)
dθ¯ dr¯
∣∣∣∣∣ , (4.9)
where the sample (θn, rn) is obtained by the numerical integration of the ODE with a time step of
∆t = 2.5 10−3. We again set the cutoff amplitude at rc = 4. Note that the integral that appears
in (4.9) can be exactly computed. In practice, D∗N is approximated by considering the supremum
only over (θ, r) of the form (θk, rl) with θk = 2kπ/100, rl = lrc/100, and 1 ≤ k, l ≤ 100.
We have considered 8 different initial conditions, giving rise to 8 different samples (θn, rn), and
for each of them, we have computed the star discrepancy D∗N for several values of N . Results are
shown on Figure 8, where we plot the mean of the computed discrepancies as a function of N . A
least mean-square fit shows that the mean discrepancy decreases as
11.1
N0.483
.
LMS approximation
DN
N
1e+091e+081e+07
0.001
Figure 8. Star discrepancy (4.9) as a function of the sample sizeN , and comparison
to the least mean-square fit D∗N ≈ 11.1/N0.483.
We thus see from our numerical experiments with these thermostat masses and these initial con-
ditions that the numerical distribution converges to the theoretical distribution, and the numerical
results are thus consistent with ergodicity. However, more extensive numerical testing would be
needed to assess whether this would be the case for any initial condition or any smaller thermostat
masses.
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