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Abstract
In this paper, we study a class of partial neutral functional differential equations with infinite delay.
We suppose that the linear part is not necessarily densely defined but satisfies the resolvent estimates
of the Hille–Yosida theorem. We give some sufficient conditions ensuring the existence, uniqueness
and regularity of solutions. A principle of linearized stability is also established in the autonomous
case. To illustrate our abstract results, we conclude this work by an example.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In their study of a ring array of identical resistively coupled transmission lines, Wu and
Xia [32,33] showed that the corresponding system of hyperbolic equations is equivalent to
a partial neutral functional differential–difference equation (PNFDDE) defined on the unit
circle S1. They considered equations of the form
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∂t
[
x(ξ, t)− qx(ξ, t − r)]= k ∂2
∂ξ2
[
x(ξ, t) − qx(ξ, t − r)]+ f (xt (ξ, .)) (1)
for t  0, where ξ ∈ S1, xt (ξ, θ) = x(ξ, t + θ), −r  θ  0, t  0, k is a positive constant,
f is a continuous function and 0 q < 1.
Motivated by this work, Hale considered in [20] and [21] a more general class of partial
neutral functional differential equations (PNFDEs) of the form{
∂
∂t
Dvt = k ∂2∂x2Dvt + f (vt ), t  0,
v0 = ϕ ∈ C := C([−r,0];C(S1,R)),
(2)
with k a positive constant, (Dφ)(s) := φ(0)(s)− ∫ 0−r [dη(θ)]φ(θ)(s) for s ∈ S1 and φ ∈ C,
where η is of bounded variation and nonatomic at 0; that is, there exists a continuous
nondecreasing function δ : [0, r] → [0,+∞) such that δ(0)= 0 and
∣∣∣∣∣
0∫
−
[
dη(θ)
]
ψ(θ)
∣∣∣∣∣ δ() sup−θ0
∣∣ψ(θ)∣∣, ψ ∈ C,  ∈ [0, r],
with |.| a norm in C(S1,R). The Laplace operator A = k(∂2/∂x2) with domain C2(S1,R)
is an infinitesimal generator of a C0-semigroup of bounded linear operators on C(S1,R).
Hale presented the basic theory of existence, uniqueness and properties of the solution
operator associated to Eq. (2). The book by Wu [31] contains a detailed analysis of the
results obtained in [20,21,32,33].
In [8–12], we considered a general equation of the type (2), but with finite delay,{
∂
∂t
Dxt = ADxt + F(xt ), t  0,
x0 = ϕ ∈ C, (3)
where A is a nondensely defined linear operator that satisfies the Hille–Yosida condition
on a Banach space (E, |.|), C is the space of all continuous functions on [−r,0] with values
in E, provided with the uniform norm topology. D : C → E is a bounded linear operator
given by
Dφ := φ(0)−
0∫
−r
[
dη(θ)
]
φ(θ),
where η is of bounded variation on [−r,0] and nonatomic at 0. F is a continuous func-
tion from C into E. We established several results concerning the existence and regularity
of solutions. We also obtained some results concerning the stability and the asymptotic
behavior of the solution semigroup.
In [17], Desch et al. studied an abstract functional differential equations of neutral type
with infinite delay. They proved that the model proposed by Coleman and Gurtin [15],
Gurtin and Pipkin [19], and Miller [28] can be regarded as the following abstract functional
differential equation of neutral type with infinite delay:
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dt
[
x(t)+
t∫
−∞
K(t − s)x(s) ds
]
= A
[
x(t) +
t∫
−∞
K(t − s)x(s) ds
]
+ F(t, xt ), (4)
where the operator A is a generator of a C0-semigroup on a Banach space.
Furthermore, Hernandez and Henriquez [24,25] established some results concerning the
existence, uniqueness and qualitative properties of the solution operator of the following
general PNFDE with infinite delay:{
d
dt
[x(t)− G(t, xt )] = Ax(t)+ F(t, xt ), t  0,
x0 = ϕ ∈ B, (5)
where A generates an analytic semigroup on a Banach space E, B is the phase space of
functions mapping (−∞,0] into E, which will be specified later, G and F are continuous
functions from [0,+∞)× B into E and for each x : (−∞, b] → E, b > 0, and t ∈ [0, b],
xt represents, as usual, the mapping defined from (−∞,0] into E by
xt (θ) = x(t + θ) for θ ∈ (−∞,0].
In [3] and [4], we have extended many similar results of [24] and [25] to the case where
A is a Hille–Yosida operator not necessarily densely defined on E, but only in the case
G = 0. We have obtained also some results on the local existence and stability.
In this paper, we prove that the same results can be reproduced in the neutral case
with infinite delay. We consider the following general class of nonlinear partial neutral
functional differential equations with infinite delay:{
d
dt
[x(t)− G(t, xt )] = A[x(t)− G(t, xt)] + F(t, xt ), t  0,
x0 = ϕ ∈ B. (6)
One can consider the following more general system:{
d
dt
[x(t)− G1(t, xt)] = A[x(t)− G2(t, xt )] + F(t, xt ), t  0,
x0 = ϕ ∈ B, (7)
with two distinct functions G1 and G2. But we need, for problem (7) to be well posed,
the following assumption: Range(G2 − G1) ⊆ D(A) and A(G2 − G1) is a continuous
function on E. This assumption permits to write Eqs. (5) and (7) as an equation of type (6).
We suppose that A satisfies the Hille–Yosida condition (H1) (with nondense domain).
Note that there are many examples where evolution equations are not densely defined.
One can refer to [16] or to [8] for references and discussion on this subject. In particular,
nondensity occurs in many situations due to restrictions on the space where the equation is
considered (for example, periodic continuous functions, Hölder continuous functions) or
due to boundary conditions (for example, the space C1 with null value on the boundary is
non dense in the space of continuous functions). Our idea to use a nondense operator has
been successful for functional differential equations with finite and infinite delay, and for
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is to extend this idea to Eq. (6).
The paper is organized as follows. In Section 2, we recall some results that will be used
in this work. In Section 3, we first prove the existence and uniqueness of integral solutions.
Then, the integral solutions are shown to be strict under more restrictive assumptions. In
Section 4, we state some properties of the solution operator associated to the autonomous
case of Eq. (6). Also, we investigate the stability near an equilibrium. Mainly, we prove
that the equilibrium of the solution semigroup associated to the autonomous case is locally
exponentially stable when its linearized solution semigroup around this equilibrium is ex-
ponentially stable. Finally, to illustrate our results, we give in Section 5, an example which
is a special nonlinear case of Eq. (4).
2. Preliminary results and definitions
We first study the existence and uniqueness of solutions of Eq. (6). Throughout this
paper, we suppose that (E, |.|) is a Banach space and (B,‖.‖B) is a seminormed abstract
linear space of functions mapping (−∞,0] into E, and satisfies the following fundamental
axioms, which have been introduced first in [22] and widely discussed in [26].
(A) There exist a positive constant H and functions K(.), M(.) :R+ → R+, with
K continuous and M locally bounded, such that for any σ ∈ R and a > 0, if
x : (−∞, σ + a] → E, xσ ∈ B and x(.) is continuous on [σ,σ + a], then for every t
in [σ,σ + a] the following conditions hold:
(i) xt ∈ B,
(ii) |x(t)|H‖xt‖B, which is equivalent to
(ii′) |ϕ(0)|H‖ϕ‖B for every ϕ ∈ B,
(iii) ‖xt‖B K(t − σ) supσst |x(s)| +M(t − σ)‖xσ‖B .
(A1) For the function x(.) in (A), t → xt is a B-valued continuous function for t in
[σ,σ + a].
(B) The space B is complete.
We assume also that the operator A satisfies the Hille–Yosida condition:
(H1) There exist two constants M¯  1 and ω¯ ∈ R such that (ω¯,+∞) ⊂ ρ(A) and
sup{‖(λ− ω¯)nR(λ,A)n‖: λ > ω¯, n ∈N} M¯ , where ρ(A) is the resolvent set of A
and R(λ,A) = (λI − A)−1.
We start by introducing the following definitions.
Definition 1. Let ϕ ∈ B. We say that a function x : (−∞, a] → E, a > 0, is an integral
solution of Eq. (6) in (−∞, a] if the following conditions hold:
(i) x is continuous on [0, a];
(ii) x(t) = ϕ(t), −∞< t  0;
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(iv) x(t) = G(t, xt )+ ϕ(0)−G(0, ϕ)+A
∫ t
0 (x(s)−G(s, xs)) ds +
∫ t
0F(s, xs) ds for 0
t  a.
Definition 2. Let ϕ ∈ B. We say that a function x : (−∞, a] → E is a strict solution of
Eq. (6) if the following conditions hold:
(i) t → x(t)− G(t, xt ) ∈ C1([0, a];E)∩C([0, a];D(A));
(ii) x satisfies Eq. (6) on (−∞, a].
From the closedness property of the operator A, we can prove the following statements.
Lemma 3.
(i) If x is an integral solution of Eq. (6) on (−∞, a], then for all t ∈ [0, a], x(t) −
G(t, xt) ∈ D(A). In particular ϕ(0)− G(0, ϕ) ∈ D(A).
(ii) If x is an integral solution of Eq. (6) on (−∞, a], such that t → x(t)−G(t, xt ) belongs
to C1([0, a];E) or C([0, a];D(A)), then x is a strict solution.
Proof. Let x be an integral solution of Eq. (6). To prove (i), it suffices to remark that for
all t ∈ [0, a],
x(t)− G(t, xt ) = lim
h→0
1
h
t+h∫
t
(
x(s)− G(s, xs)
)
ds
and
t+h∫
t
(
x(s)− G(s, xs)
)
ds ∈ D(A) for h > 0 and t + h a.
We will prove now (ii). By definition, for all t ∈ [0, a] and h > 0 such that t + h a,
A
1
h
t+h∫
t
(
x(s)− G(s, xs)
)
ds = 1
h
{
x(t + h)− G(t + h,xt+h)− x(t)+ G(t, xt )
}
− 1
h
t+h∫
t
F (s, xs) ds.
If x(s) − G(s, xs) is differentiable, since F is continuous, then the right side of the above
equality tends, as h tends to 0+, to
d
dt
(
x(t)− G(t, xt)
)− F(t, xt )
and
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h→0+
1
h
t+h∫
t
(
x(s)− G(s, xs)
)
ds = x(t)− G(t, xt).
From the closedness of the operator A, we get that x(t)− G(t, xt) ∈ D(A) and
A
(
x(t)− G(t, xt )
)= d
dt
(
x(t)− G(t, xt )
)− F(t, xt ) for t ∈ [0, a].
Then, x is a strict solution.
On the other hand, suppose that t → x(t)−G(t, xt ) belongs to C([0, a];D(A)). Again
by definition, for all t ∈ [0, a] and h > 0, we have
1
h
{
x(t + h)− G(t + h,xt+h)− x(t)+ G(t, xt )
}
= 1
h
t+h∫
t
A
(
x(s)− G(s, xs)
)
ds + 1
h
t+h∫
t
F (s, xs) ds.
Since A(x(s)−G(s, xs)) and F are continuous, the right side of the above equality tends,
as h tends to 0+, to A(x(t) − G(t, xt )) + F(t, xt). Which implies that x(t) − G(t, xt) is
differentiable at the right in t and satisfies
d+
dt
(
x(t)− G(t, xt)
)= A(x(t)− G(t, xt ))+ F(t, xt ).
It is well known that if the right derivative is continuous, then the C1 property holds. We
conclude that t → x(t)− G(t, xt) is continuously differentiable on [0, a] and satisfies
d
dt
(
x(t)− G(t, xt)
)= A(x(t)− G(t, xt ))+ F(t, xt ).
This completes the proof of the lemma. 
We know from [27] that under condition (H1), A is the generator of a locally Lipschitz
continuous integrated semigroup (S(t))t0 on E. In addition, the derivative (S′(t))t0 of
(S(t))t0 generates a C0-semigroup on D(A) such that∣∣S′(t)x∣∣ M¯eω¯t |x| for all t  0 and x ∈ D(A).
We need to recall some general properties of the integrated semigroup (S(t))t0.
Proposition 4 [13]. For all x ∈ E and t  0,
t∫
0
S(s)x ds ∈ D(A) and S(t)x = A
( t∫
0
S(s)x ds
)
+ tx.
Moreover, for all x ∈ D(A) and t  0,
S(t)x ∈ D(A), AS(t)x = S(t)Ax and S(t)x =
t∫
0
S(s)Ax ds + tx.
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x ∈ E, S(·)x is right-side differentiable in t  0 if and only if S(t)x ∈ D(A), and in that
case we have S′(t)x = AS(t)x + x.
Proposition 6 [14]. Let f : [0, a] → E, a > 0, be a Bochner-integrable function. Then, the
function B : [0, a] → E defined by B(t) = ∫ t0 S(t−s)f (s) ds, is continuously differentiable
on [0, a] and satisfies, for t ∈ [0, a], |B ′(t)| M¯ ∫ t0 eω¯(t−s)|f (s)|ds.
3. Existence and regularity of solutions
To obtain the global existence and uniqueness of the integral solutions, we make the
following hypothesis.
(H2) G : [0,+∞)× B→ E is continuous and there exists α0 > 0 satisfying α0K(0) < 1,
such that∣∣G(t,ϕ1)− G(t,ϕ2)∣∣ α0‖ϕ1 − ϕ2‖B for ϕ1, ϕ2 ∈ B and t  0.
(H3) F : [0,+∞)×B→ E is continuous and there exists β0 > 0 such that∣∣F(t, ϕ1)− F(t, ϕ2)∣∣ β0‖ϕ1 − ϕ2‖B for ϕ1, ϕ2 ∈ B and t  0.
Consider the mapping G : [0,+∞)× B→ E defined by
G(t, ϕ) = ϕ(0)− G(t,ϕ), (t, ϕ) ∈ [0,+∞)× B.
Before stating our results, we first rewrite Eq. (6) in an integrated form. Let ϕ ∈ B such
that G(0, ϕ) ∈ D(A). From the integrated semigroup theory, it is well known that a function
x : (−∞, a] → E, a > 0, is an integral solution of Eq. (6) if and only if x is a solution of
the following equation:{
G(t, xt ) = S′(t)G(0, ϕ)+ ddt
∫ t
0S(t − s)F (s, xs) ds, t  0,
x0 = ϕ. (8)
Note that Corollary 5 and Proposition 6 imply, respectively, that S(t)G(0, ϕ) and ∫ t0 S(t −
s)F (s, xs) ds are differentiable with respect to t .
Theorem 7. Assume that the conditions (H1)–(H3) are satisfied. Then, for given ϕ ∈ B
such that G(0, ϕ) ∈ D(A), Eq. (6) has a unique global integral solution x(., ϕ) defined on
(−∞,+∞).
Proof. Let a > 0 and C([0, a];E) be the space of continuous functions from [0, a] into E,
provided with the uniform norm topology. Let ϕ ∈ B such that G(0, ϕ) ∈ D(A). Consider
the nonempty closed subset of C([0, a];E) defined by
Za(ϕ) :=
{
z ∈ C([0, a];E): z(0)= ϕ(0)}.
For z ∈ Za(ϕ), we define z˜ : (−∞, a] → E by
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{
z(t), t ∈ [0, a],
ϕ(t), t  0.
Set Ka := max0ta K(t). By virtue of condition (H3) and axiom (A1), the mapping s →
F(s, z˜s ) is continuous on [0, a]. Then, Proposition 6 implies that the mapping t →
∫ t
0 S(t−
s)F (s, z˜s )ds is continuously differentiable on [0, a].
Consider the operator J : Za(ϕ) → Za(ϕ) defined by
(J z)(t) := G(t, z˜t )+ S′(t)G(0, ϕ)+ d
dt
t∫
0
S(t − s)F (s, z˜s ) ds.
Without loss of generality, we suppose that ω¯  0. Using the hypothesis, axiom (A)(iii)
and Proposition 6, we can see that for every z1, z2 ∈ Za(ϕ) and t ∈ [0, a],∣∣(J z1)(t) − (J z2)(t)∣∣ (α0 + β0M¯eω¯aa)Ka‖z1 − z2‖∞.
Since K is continuous and α0K(0) < 1, then we can choose a > 0 small enough such that
(α0 + β0M¯eω¯aa)Ka < 1.
Then, J is a strict contraction in Za(ϕ), and the fixed point of J gives a unique integral
solution x(., ϕ) on (−∞, a].
A similar argument can be used in [0, na], n 2, to see that the integral solution exists
uniquely in (−∞,+∞). This ends the proof. 
The following theorem asserts that, under more restrictive conditions, the integral solu-
tion is a strict one. In order to compute the integral in B from the integral in E, we suppose
that B satisfies one of the following axioms.
(C1) If (φn)n0 is a Cauchy sequence in B and if (φn)n0 converges compactly to φ on
(−∞,0], then φ is in B and ‖φn − φ‖B → 0 as n → ∞.
(D) For a sequence (ϕn)n0 in B, if ‖ϕn‖B → 0 as n → ∞, then for each θ ∈ (−∞,0],
|ϕn(θ)| → 0 as n → ∞.
Remark that axiom (D) implies that the space B is normed.
Lemma 8 [29]. Let B be a normed space which satisfies axiom (C1) and f : [0, a] → B,
a > 0, be a continuous function such that f (t)(θ) is continuous for (t, θ) ∈ [0, a] ×
(−∞,0]. Then,[ a∫
0
f (t) dt
]
(θ) =
a∫
0
f (t)(θ) dt, θ ∈ (−∞,0].
We obtain a similar result by using axiom (D).
Lemma 9. Assume that B satisfies axiom (D) and f : [0, a] → B is a continuous function.
Then, for all θ ∈ (−∞,0], the function f (.)(θ) is continuous on [0, a] and satisfies
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0
f (t) dt
]
(θ) =
a∫
0
f (t)(θ) dt, θ ∈ (−∞,0].
Proof. We have
a∫
0
f (t) dt = lim
n→+∞
a
n
n∑
k=1
f
(
ka
n
)
in B.
Using axiom (D), we get[ a∫
0
f (t) dt
]
(θ) = lim
n→+∞
a
n
n∑
k=1
f
(
kn
a
)
(θ), θ ∈ (−∞,0].
On the other hand, the same axiom implies that the function f (.)(θ) is continuous on [0, a].
Then, it is integrable and satisfies
a∫
0
f (t)(θ) dt = lim
n→+∞
a
n
n∑
k=1
f
(
kn
a
)
(θ), θ ∈ (−∞,0].
This ends the proof of the lemma. 
For the regularity of the integral solutions, we add the following assumption.
(H4) G and F are continuously differentiable and their partial derivatives are locally Lip-
schitzian with respect to the second argument in the sense that; for any compact set
Q ⊂ [0,+∞)×B, there exists a constant β1 > 0 such that

‖DϕF(t, ϕ)− DϕF(t,ψ)‖ β1‖ϕ − ψ‖B,
‖DtF(t, ϕ)−DtF(t,ψ)‖ β1‖ϕ − ψ‖B,
‖DϕG(t,ϕ)− DϕG(t,ψ)‖ β1‖ϕ − ψ‖B,
‖DtG(t,ϕ)− DtG(t,ψ)‖ β1‖ϕ − ψ‖B,
(9)
for all (t, ϕ), (t,ψ) ∈ Q and t  0, where DtF , DϕF, DtG and DϕG denote the
derivatives with respect to t and ϕ.
Since for all a > 0 and any functions x and y verifying the conditions in axiom (A),
the sets {(s, xs): s ∈ [0, a]} and {(s, ys): s ∈ [0, a]} are in a compact set of [0, a] × B,
condition (H4) implies that

‖DϕF(s, xs)− DϕF(s, ys)‖ β1‖xs − ys‖B,
‖DtF(s, xs)− DtF(s, ys)‖ β1‖xs − ys‖B,
‖DϕG(s, xs) −DϕG(s, ys)‖ β1‖xs − ys‖B,
‖DtG(s, xs)− DtG(s, ys)‖ β1‖xs − ys‖B,
for all s ∈ [0, a] and any functions x and y as in axiom (A).
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conditions (H1)–(H4) hold. Then, for each continuously differentiable function ϕ ∈ B such
that
ϕ′ ∈ B, G(0, ϕ) ∈ D(A), DϕG(0, ϕ)ϕ′ + DtG(0, ϕ) ∈ D(A),
DϕG(0, ϕ)ϕ′ + DtG(0, ϕ) = AG(0, ϕ)+ F(0, ϕ), (10)
the integral solution of Eq. (6) given by Theorem 7 is a strict solution.
Proof. Let a > 0. By Theorem 7, we know that Eq. (6) has a unique integral solution
x := x(., ϕ) which is the unique solution of
G(t, xt ) = S′(t)G(0, ϕ)+ d
dt
t∫
0
S(t − s)F (s, xs) ds for t ∈ [0, a]. (11)
By Lemma 3, it suffices to show that x is continuously differentiable on [0, a]. From Corol-
lary 5, the assumption G(0, ϕ) ∈ D(A) implies that
S′(t)G(0, ϕ) = S(t)AG(0, ϕ) + G(0, ϕ).
Then, Eq. (11) can be written as
G(t, xt ) = G(0, ϕ)+ S(t)AG(0, ϕ)+ d
dt
t∫
0
S(t − s)F (s, xs) ds. (12)
Consider the following problem:

d
dt
[DϕG(t, xt )yt +DtG(t, xt )]
= A[DϕG(t, xt )yt + DtG(t, xt )]
+ DtF(t, xt )+ DϕF(t, xt )yt , t ∈ [0, a],
y0 = ϕ′.
(13)
Assumptions (H2) and (H3) imply, respectively, that,∥∥DϕG(t,ψ)∥∥ α0 and ∥∥DϕF(t,ψ)∥∥ β0 for all ψ ∈ B and t  0.
Then, using the same reasoning as in the proof of Theorem 7, one can show that Eq. (13)
has a unique integral solution y on (−∞, a]. Let w : (−∞, a] → E be the function defined
by
w(t) =
{
ϕ(t) for t ∈ (−∞,0],
ϕ(0)+ ∫ t0y(s) ds for t ∈ [0, a].
Then, using Lemma 8 or Lemma 9, we can see that
wt = ϕ +
t∫
ys ds for t ∈ [0, a]. (14)0
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steps, that is, we first take a > 0 small enough such that α0Ka < 1, and we use the same
argument to see the similar result on [a,2a], . . . , [na, (n+ 1)a] for any n 2.
Using the integrated form of Eq. (13) and the expressions satisfied by ϕ, we obtain for
t ∈ [0, a],
t∫
0
DϕG(s, xs)ys ds = −
t∫
0
DtG(s, xs) ds + S(t)
(
AG(0, ϕ)+F(0, ϕ))
+
t∫
0
S(t − s)(DtF(s, xs)+ DϕF(s, xs)ys)ds. (15)
On the other hand, from (14), the function t → wt is continuously differentiable. It follows
that, for t ∈ [0, a],
d
dt
t∫
0
S(t − s)F (s,ws) ds
= S(t)F (0, ϕ) +
t∫
0
S(t − s)(DtF(s,ws)+ DϕF(s,ws)ys)ds.
Consequently,
S(t)F (0, ϕ) = d
dt
t∫
0
S(t − s)F (s,ws) ds
−
t∫
0
S(t − s)(DtF(s,ws) +DϕF(s,ws)ys)ds. (16)
Consider the functions z1 and z2 defined on [0, a] by
z1(t) = G(t, xt ) and z2(t) = G(t,wt ).
Using expression (12), we get
z1(t) = G(0, ϕ)+ S(t)AG(0, ϕ)+ d
dt
t∫
0
S(t − s)F (s, xs) ds (17)
and
z2(t)− G(0, ϕ) =
t∫
0
d
ds
G(s,ws) ds =
t∫
0
(
DtG(s,ws)+ DϕG(s,ws)ys
)
ds.
Then, we obtain from (15),
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t∫
0
(
DtG(s,ws)− DtG(s, xs)
)
ds
+
t∫
0
(
DϕG(s,ws) −DϕG(s, xs)
)
ys ds + S(t)
(
AG(0, ϕ)+ F(0, ϕ))
+ G(0, ϕ)+
t∫
0
S(t − s)(DtF(s, xs)+ DϕF(s, xs)ys)ds.
Therefore,
z1(t)− z2(t) = d
dt
t∫
0
S(t − s)F (s, xs) ds − S(t)F (0, ϕ)
−
t∫
0
(
DtG(s,ws)− DtG(s, xs)
)
ds
−
t∫
0
(
DϕG(s,ws) −DϕG(s, xs)
)
ys ds
−
t∫
0
S(t − s)(DtF(s, xs)+ DϕF(s, xs)ys)ds.
Expression (16) yields to
z1(t)− z2(t) = d
dt
t∫
0
S(t − s)(F(s, xs)− F(s,ws))ds
−
t∫
0
(
DtG(s,ws)− DtG(s, xs)
)
ds
−
t∫
0
(
DϕG(s,ws) −DϕG(s, xs)
)
ys ds
+
t∫
0
S(t − s)(DtF(s,ws)− DtF(s, xs))ds
+
t∫
S(t − s)(DϕF(s,ws)− DϕF(s, xs))ys ds.0
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∣∣z1(t)− z2(t)∣∣ σ(a)
t∫
0
‖xs − ws‖B ds,
where σ(a) = M¯eω¯aβ0 + β1 + (H + β1)b0 + β1b0 + b20β1 and
b0 = max
{
sup
0sa
∥∥S(s)∥∥; sup
0sa
‖ys‖B
}
.
Since x0 = w0 = ϕ, axiom (A)(iii) implies that
‖xt −wt‖B Ka sup
0st
∣∣x(s)− w(s)∣∣
and
∣∣x(t)− w(t)∣∣ α0‖xt − wt‖B + σ(a)
t∫
0
‖xs − ws‖B ds
 α0Ka sup
0st
∣∣x(s)− w(s)∣∣+ σ(a)
t∫
0
‖xs − ws‖B ds.
Consequently,
‖xt −wt‖B Ka sup
0st
∣∣x(s)− w(s)∣∣Ka(1 − α0Ka)−1σ(a)
t∫
0
‖xs − ws‖B ds.
Using the Gronwall’s lemma, we conclude that
‖xt −wt‖B = 0 for t ∈ [0, a].
Hence, x(t) = w(t)for all t ∈ (−∞, a]. Repeating the same procedure in [a,2a], . . .,
[na, (n + 1)a], we deduce that x(t) = w(t)for all t ∈ (−∞,+∞) and, x is continuously
differentiable on (−∞,+∞).
Finally, by Lemma 3 we get that x is a strict solution. This completes the proof of the
theorem. 
4. The solution semigroup in the autonomous case and the linearized
stability principle
In this section, we suppose that F and G are autonomous in t . Then, Eq. (6) becomes{
d
dt
[x(t)− G(xt )] = A[x(t)− G(xt )] + F(xt), t  0, (18)
x0 = ϕ ∈ B,
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G(ϕ) = ϕ(0)−G(ϕ). We verify that the integral solutions of Eq. (18) satisfy the properties
of a nonlinear strongly continuous semigroup on the subset of B,
Y := {ϕ ∈ B: G(ϕ) ∈ D(A)}.
We also prove that this semigroup satisfies the translation property and a Lipschitz property.
For each t  0, define the nonlinear operator U(t) on Y by
U(t)(ϕ) = xt (., ϕ),
where x(., ϕ) is the unique integral solution of Eq. (18). Observe that axiom (A1) and
Lemma 3 imply that
U(t)(Y) ⊆ Y for all t  0.
We have the following result.
Proposition 11. Assume that conditions (H1)–(H3) hold. Then (U(t))t0 is a nonlinear
strongly continuous semigroup on Y , that is
(i) U(0) = I ,
(ii) U(t + s) = U(t)U(s) for all t, s  0,
(iii) for all ϕ ∈ Y , U(t)(ϕ) is a continuous function of t  0 with values in Y .
Moreover,
(vi) for all t  0, U(t) is continuous from Y into Y ,
(v) (U(t))t0 satisfies, for t  0 and θ ∈ (−∞,0], the translation property
(
U(t)(ϕ)
)
(θ) =
{
(U(t + θ)(ϕ))(0) if t + θ  0,
ϕ(t + θ) if t + θ  0,
(vi) for all T > 0, there are two functions q, r ∈ L∞([0, T ],R+) such that, for all ϕ1,
ϕ2 ∈ Y,∥∥U(t)(ϕ1)− U(t)(ϕ2)∥∥B  q(t)er(t)‖ϕ1 − ϕ2‖B, t ∈ [0, T ].
Proof. The proofs of (i), (ii) and (v) are straightforward. (iii) follows from axiom (A1) and
the uniqueness of the integral solutions to Eq. (18). To prove (vi), we suppose without loss
of generality that ω¯  0. Set, for ε > 0, Kε := max0sε K(s), Mε := sup0sε M(s),
x1 := x(., ϕ1) and x2 := x(., ϕ2). For t ∈ [0, ε], we have∥∥U(t)(ϕ1)− U(t)(ϕ2)∥∥B = ∥∥x1t − x2t ∥∥B
K(t) sup
0st
∣∣x1(s)− x2(s)∣∣+ M(t)‖ϕ1 − ϕ2‖B
Kε sup
{∣∣G(x1s )− G(x2s )∣∣+ ∣∣S′(s)(G(ϕ1)− G(ϕ2))∣∣}
0st
452 M. Adimy et al. / J. Math. Anal. Appl. 294 (2004) 438–461+ Kε sup
0st
∣∣∣∣∣ dds
s∫
0
S(s − σ)(F (x1σ )− F (x2σ ))dσ
∣∣∣∣∣+Mε‖ϕ1 − ϕ2‖B,
so ∥∥U(t)(ϕ1)− U(t)(ϕ2)∥∥B
 α0Kε sup
0st
∥∥x1s − x2s ∥∥B + [KεM¯eω¯t (H + α0)+ Mε]‖ϕ1 − ϕ2‖B
+ Kε sup
0st
∣∣∣∣∣ dds
s∫
0
S(s − σ)(F (x1σ )− F (x2σ ))dσ
∣∣∣∣∣.
Using Proposition 6, we have for 0 s  t ,∣∣∣∣∣ dds
s∫
0
S(s − σ)(F (x1σ )− F (x2σ ))dσ
∣∣∣∣∣ M¯eω¯tβ0
s∫
0
∥∥x1σ − x2σ∥∥B dσ.
Choose ε > 0 such that 1 − Kεα0 > 0. Then, for t ∈ [0, ε],
sup
0st
∥∥x1s − x2s ∥∥B  (1 − α0Kε)−1
{[
KεM¯e
ω¯ε(H + α0)+ Mε
]‖ϕ1 − ϕ2‖B
+ KεM¯eω¯εβ0
t∫
0
sup
0sσ
∥∥x1s − x2s ∥∥Bdσ
}
.
Using the Gronwall’s lemma, we get
sup
0st
∥∥x1s − x2s ∥∥B  υ0(ε)‖ϕ1 − ϕ2‖B, (19)
where
υ0(ε) = (1 − α0Kε)−1
[
KεM¯e
ω¯ε(H + α0)+ Mε
]
exp
{
(1 − α0Kε)−1KεM¯eω¯εβ0ε
}
.
Repeating similar arguments, we obtain similar estimates for t ∈ [nε, (n+1)ε] with n 2.
Consequently, (vi) is true. Finally, (iv) is an immediate consequence of (vi). This ends the
proof. 
In what follows, we study the stability of an equilibrium of the following autonomous
equation:{
d
dt
(Dxt + G(xt)) = A(Dxt + G(xt))+ F(xt ), t  0,
x0 = ϕ ∈ B, (20)
where D and G satisfy the following condition.
(H5) D :B→ E is an operator defined byDϕ = ϕ(0)−D0ϕ for ϕ ∈ B, withD0 a bounded
linear operator from B into E and G :B→ E is a continuous function such that there
exists α0 > 0 satisfying (α0 + ‖D0‖)K(0) < 1,
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For each u ∈ E, we define a constant function u˜ on (−∞,0] by u˜(θ) = u for all θ ∈
(−∞,0]. By an equilibrium of Eq. (20), we mean a constant function u˜ such that u˜ ∈ B
and satisfies
Du˜ +G(u˜) ∈ D(A) and A(Du˜ + G(u˜))+ F(u˜) = 0. (21)
Set y(t) := x(t)− u˜, then y satisfies, for t  0, the following equation:
d
dt
(D(yt + u˜)+ G(yt + u˜))= A(D(yt + u˜)+ G(yt + u˜))+ F(yt + u˜).
Which is equivalent to
d
dt
(Dyt +Du˜ +G(yt + u˜)− G(u˜)+ G(u˜))
= A(Dyt +Du˜+ G(yt + u˜)− G(u˜) +G(u˜))+ F(yt + u˜)− F(u˜)+ F(u˜).
Then
d
dt
(Dyt + G(yt + u˜)− G(u˜))
= A(Dyt + G(yt + u˜)− G(u˜))+ F(yt + u˜) −F(u˜). (22)
Set, for each φ ∈ B,
G˜(φ) = G(φ + u˜)− G(u˜) and F˜ (φ) = F(φ + u˜)− F(u˜).
Hence, Eq. (22) becomes
d
dt
(Dyt + G˜(yt ))= A(Dyt + G˜(yt ))+ F˜ (yt ), (23)
with
G˜(0) = F˜ (0) = 0.
Consequently, to study the stability of an equilibrium u˜ of Eq. (20) is reduced to study the
stability of 0 as an equilibrium of Eq. (23). Then, without loss of generality, we can assume
that u˜ = 0 and
G(0) = F(0) = 0. (24)
In that case, condition (21) is reduced to
G(0) ∈ D(A) and AG(0)+ F(0)= 0. (25)
We assume that
(H6) F and G are Fréchet-differentiable at 0 and G′(0)= 0.
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following:{
d
dt
Dxt = ADxt + Lxt , t  0,
x0 = ϕ ∈ B. (26)
To define the nonlinear semigroup (U(t))t0 associated to Eq. (20) and the linear semi-
group (T (t))t0 associated to Eq. (26) in the same space
BD :=
{
ϕ ∈ B: Dϕ ∈ D(A)},
we assume that
(H7) Range(G) ⊆ D(A).
Then, we have the following result.
Theorem 12. Suppose that the assumptions (H1), (H3), (H5)–(H7) and condition (24) are
satisfied. Then, for t  0, the Fréchet-derivative at zero of U(t) is T (t).
The proof of this theorem is based on the following fundamental lemma.
Lemma 13. Let H :B → E be a continuous function such that there exists µ0 > 0, with
µ0K(0) < 1, satisfying∣∣H(ϕ1)− H(ϕ2)∣∣ µ0‖ϕ1 − ϕ2‖B for ϕ1, ϕ2 ∈ B.
Let ϕ ∈ B and g : [0,+∞)→ E be a continuous function. Suppose that there exist contin-
uous functions x, y : (−∞,+∞)→ E such that{
x(t)− y(t) = H(xt )− H(yt)+ g(t), t  0,
x0 = y0 = ϕ. (27)
Then, for each T > 0, there exists a function b ∈ L∞([0, T ],R+) such that
‖xt − yt‖B  b(t) sup
0st
∣∣g(s)∣∣, t ∈ [0, T ]. (28)
Proof. Let ε > 0. By axiom (A)(iii) we obtain, for t ∈ [0, ε],
‖xt − yt‖B K(t) sup
0st
∣∣x(s)− y(s)∣∣
Kεµ0 sup
0st
‖xs − ys‖B + Kε sup
0st
sup
∣∣g(s)∣∣.
We choose ε > 0 small enough such that 1 − Kεµ0 > 0. Then,
sup
0st
‖xs − ys‖B  b0(ε) sup
0st
∣∣g(s)∣∣,
with b0(ε) = Kε/(1 − Kεµ0). Similarly, for t ∈ [ε,2ε],
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εst
∣∣x(s)− y(s)∣∣+ M(t − ε)‖xε − yε‖B
Kεµ0 sup
0st
‖xs − ys‖B + Kε sup
0st
∣∣g(s)∣∣
+ M(t − ε)b0(ε) sup
0st
∣∣g(s)∣∣
 b1(ε) sup
0st
∣∣g(s)∣∣,
where
b1(ε) = Kε +Mεb0(ε)1 − Kεµ0 = b0(ε)+
Mεb
2
0(ε)
Kε
.
Using the same argument, we can see that for t ∈ [2ε,3ε],
b2(ε) = Kε +Mεb1(ε)1 − Kεµ0 = b0(ε)+
Mεb0(ε)b1(ε)
Kε
= b0(ε)+ Mεb
2
0(ε)
Kε
+ M
2
ε b
3
0(ε)
K2ε
.
Inductively, for t ∈ [nε, (n+ 1)ε] with n an integer such that (n+ 1)ε  T , we obtain
‖xt − yt‖B  bn(ε) sup
0st
∣∣g(s)∣∣, with bn(ε) = b0(ε) n∑
p=0
b
p
0 (ε)
K
p
ε
Mpε .
Then, the inequality (28) holds for any T > 0. This completes the proof of the lemma. 
Proof of Theorem 12. It suffices to show that for each ϕ ∈ BD, t > 0 and ε > 0, there
exists δ > 0 such that∥∥U(t)(ϕ) − T (t)ϕ∥∥B  ε‖ϕ‖B for ‖ϕ‖B  δ.
We have
(D+ G)(U(t)(ϕ))−D(T (t)ϕ)
= d
dt
t∫
0
S(t − s)[F (U(s)(ϕ))−F (T (s)ϕ)]ds
+ S′(t)G(ϕ)+ d
dt
t∫
0
S(t − s)[F (T (s)ϕ)− L(T (s)ϕ)]ds.
Then,
(D+ G)(U(t)(ϕ))− (D+ G)(T (t)ϕ)
= S′(t)G(ϕ)− G(T (t)ϕ)+ d
dt
t∫
S(t − s)[F (U(s)(ϕ))− F (T (s)ϕ)]ds0
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t∫
0
S(t − s)[F (T (s)ϕ)− L(T (s)ϕ)]ds.
Let x : (−∞,+∞)→ E, y : (−∞,+∞)→ E and g : [0,+∞)→ E be defined by
x(t) =
{
(U(t)(ϕ))(0) if t  0,
ϕ(t) if t ∈ (−∞,0], y(t) =
{
(T (t)ϕ)(0) if t  0,
ϕ(t) if t ∈ (−∞,0],
and
g(t) = S′(t)G(ϕ)− G(T (t)ϕ)+ d
dt
t∫
0
S(t − s)[F (U(s)(ϕ))− F (T (s)ϕ)]ds
+ d
dt
t∫
0
S(t − s)[F (T (s)ϕ)− L(T (s)ϕ)]ds.
Then,{
(D+ G)(xt )− (D+G)(yt ) = g(t), t  0,
x0 = y0 = ϕ.
Using Lemma 13, we obtain ‖xt −yt‖B  b(t) sup0st |g(s)|. By virtue of the continuous
differentiability of G and F at 0 and (vi) of Proposition 11, we deduce that for ε > 0, there
exists δ > 0 such that∣∣G(T (s)ϕ)− S′(t)G(ϕ)∣∣ ε‖ϕ‖B
and
t∫
0
e−ωs
∣∣F (T (s)ϕ)− L(T (s)ϕ)∣∣ds  ε‖ϕ‖B for ‖ϕ‖B  δ.
Consequently,
∣∣g(t)∣∣ M¯eω¯t
(
2ε‖ϕ‖B + β0
t∫
0
e−ω¯s
∥∥U(s)(ϕ)− T (s)ϕ∥∥B ds
)
for M¯  1 and ω¯ 0 well chosen. It follows that
∥∥U(t)(ϕ) − T (t)ϕ∥∥B  b(t)M¯eω¯t
(
2ε‖ϕ‖B + β0
t∫
0
e−ω¯s
∥∥U(s)(ϕ)− T (s)ϕ∥∥B ds
)
.
By Gronwall’s lemma, we obtain∥∥U(t)(ϕ) − T (t)ϕ∥∥B  2b(t)M¯ε‖ϕ‖B exp[(b(t)M¯β0 + ω¯)t].
We conclude that U(t) is differentiable at 0 and DϕU(t)(0) = T (t) for each t  0. 
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delay, we have the following result.
Theorem 14. Under the same assumptions as in Theorem 12, if the zero equilibrium of
(T (t))t0 is exponentially stable, then the zero equilibrium of (U(t))t0 is locally expo-
nentially stable in the sense that there exist δ > 0,µ> 0 and k  1 such that∥∥U(t)(ϕ)∥∥B  ke−µt‖ϕ‖B for t  0 and ϕ ∈ BD with ‖ϕ‖B  δ.
The proof of this theorem is based on Proposition 11, Theorem 12 and the following
result.
Theorem 15 (Desch and Schappacher [18]). Let (V (t))t0 be a nonlinear strongly contin-
uous semigroup on a subset Ω of a Banach space X. Assume that x0 ∈ Ω is an equilibrium
of (V (t))t0 such that V (t) is Fréchet-differentiable at x0 for each t  0, with W(t) the
Fréchet-derivative at x0 of V (t), t  0. Then, (W(t))t0 is a strongly continuous semi-
group of bounded linear operators on E. Moreover, if the zero equilibrium of (W(t))t0 is
exponentially stable, then x0 is a locally exponentially stable equilibrium of (V (t))t0.
5. Application
To apply our previous results, we consider a special nonlinear case of the model (4),

∂
∂t
[
v(t, ξ) − ∫ 0−∞ K1(θ, v(t + θ, ξ)) dθ]
= ∂2
∂ξ2
[
v(t, ξ) − ∫ 0−∞ K1(θ, v(t + θ, ξ)) dθ]+ ∫ 0−∞ K2(θ, v(t + θ, ξ)) dθ,
t  0, 0 ξ  1,
v(t,0) − ∫ 0−∞K1(θ, v(t + θ,0)) dθ = 0, t  0,
v(t,1) − ∫ 0−∞K1(θ, v(t + θ,1)) dθ = 0, t  0,
v(θ, ξ) = v0(θ, ξ), −∞ < θ  0, 0 ξ  1,
(29)
where K1,K2 : (−∞,0]×R→R and v0 : (−∞,0]×[0,1]→ R are continuous functions.
We choose E := C([0,1];R) endowed with the uniform norm topology and we consider
the operator A :D(A) ⊂ E → E defined by
D(A) = {y ∈ C2([0,1],R): y(0)= y(1) = 0} and Ay = y ′′.
It is well known (see [16]) that the operator A satisfies condition (H1) with (0,+∞) ⊂
ρ(A), ‖(λI − A)−1‖ 1/λ for λ > 0, and
D(A) = {y ∈ E: y(0)= y(1)= 0} = E.
For the choice of a concrete phase space B, we define for a positive constant γ the follow-
ing standard space:
Cγ :=
{
φ : (−∞,0] → E continuous such that lim
θ→−∞ e
γ θφ(θ) exists in E
}
.
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fies the axioms (A), (A1), (B), (C1) and (D) with K(0)= 1.
We define, for all ξ ∈ [0,1] and φ ∈ Cγ ,
G(φ)(ξ) =
0∫
−∞
K1
(
θ,φ(θ)(ξ)
)
dθ and F(φ)(ξ) =
0∫
−∞
K2
(
θ,φ(θ)(ξ)
)
dθ.
If we put{
x(t)(ξ) = v(t, ξ), t ∈ R, ξ ∈ [0,1],
ϕ(θ)(ξ) = v0(θ, ξ), θ  0, ξ ∈ [0,1],
Eq. (29) takes the following autonomous abstract form:{
d
dt
[x(t)− G(xt )] = A[x(t)− G(xt )] + F(xt), t  0,
x0 = ϕ ∈ Cγ . (30)
To study the existence of solutions of Eq. (30), we make the following assumptions.
(i) For each i = 1,2, θ  0 and ζ1, ζ2 ∈ R, |Ki(θ, ζ1) − Ki(θ, ζ2)|  ki(θ)|ζ1 − ζ2|,
where k1, k2 are measurable nonnegative functions on (−∞,0] such that
0∫
−∞
e−γ θ k1(θ) dθ < 1 and
0∫
−∞
e−γ θ k2(θ) dθ < ∞;
(ii) limθ→−∞ eγ θv0(θ, ξ) exists uniformly for ξ ∈ [0,1];
(iii) v0(0, .)−
∫ 0
−∞K1(θ, v0(θ, .)) dθ ∈ D(A).
Assumption (i) implies that, for φ1, φ2 ∈ Cγ ,
sup
0ξ1
∣∣G(φ1)(ξ) − G(φ2)(ξ)∣∣
( 0∫
−∞
e−γ θ k1(θ) dθ
)
‖φ1 − φ2‖γ
and
sup
0ξ1
∣∣F(φ1)(ξ) − F(φ2)(ξ)∣∣
( 0∫
−∞
e−γ θk2(θ) dθ
)
‖φ1 − φ2‖γ .
Consequently, (H2) and (H3) are true.
Assumption (iii) is true, for example, if v0(.,0) = v0(.,1) = 0 and K1(.,0) = 0.
Also, (ii) and (iii) imply, respectively, that ϕ ∈ Cγ and ϕ(0) − G(ϕ) ∈ D(A). In de-
finitive, all conditions of Theorem 7 are satisfied. This proves the existence of a unique
integral solution x of Eq. (30). To assert that x is a strict solution, we have to make more
assumptions.
M. Adimy et al. / J. Math. Anal. Appl. 294 (2004) 438–461 459(iv) For each i = 1,2, Ki is C2-smooth and the second derivative of Ki with respect to
the second variable satisfies the following estimate:∣∣∣∣ ∂2∂ζ 2 Ki(θ, ζ )
∣∣∣∣ β˜i(θ)|ζ | for θ  0 and ζ ∈ R,
where β˜i is a measurable nonnegative function on (−∞,0] such that
0∫
−∞
e−3γ θ β˜i(θ) dθ < ∞.
By this assumption, F and G are continuously differentiable and satisfy, for φ,ψ ∈ Cγ
and ξ ∈ [0,1],{
G′(φ)(ψ)(ξ) = ∫ 0−∞ ∂∂ζ K1(θ,φ(θ)(ξ))(ψ)(θ)(ξ) dθ,
F ′(φ)(ψ)(ξ) = ∫ 0−∞ ∂∂ζ K2(θ,φ(θ)(ξ))(ψ)(θ)(ξ) dθ.
Moreover, as a consequence of assumption (iv), F ′ and G′ are Lipschitz continuous in Cγ .
In fact, this is a consequence of the following:
0∫
−∞
∣∣∣∣ ∂∂ζ Ki
(
θ,φ1(θ)(ξ)
)
(ψ)(θ)(ξ) dθ − ∂
∂ζ
Ki
(
θ,φ2(θ)(ξ)
)
(ψ)(θ)(ξ)
∣∣∣∣ dθ

0∫
−∞
e−2γ θ β˜i(θ)
(
eγ θ
∣∣φ1(θ)(ξ)− φ2(θ)(ξ)∣∣)(eγ θ ∣∣ψ(θ)(ξ)∣∣)dθ,
which implies
0∫
−∞
∣∣∣∣ ∂∂ζ Ki
(
θ,φ1(θ)(ξ)
)
(ψ)(θ)(ξ) dθ − ∂
∂ζ
Ki
(
θ,φ2(θ)(ξ)
)
(ψ)(θ)(ξ)
∣∣∣∣ dθ

( 0∫
−∞
e−2γ θ β˜i(θ) dθ
)
‖φ1 − φ2‖γ ‖ψ‖γ .
Then, (H4) is fulfilled. In addition, we assume that
(v) (∂/∂θ)v0 ∈ Cγ ,
v0(0, .)−
0∫
−∞
K1
(
θ, v0(θ, .)
)
dθ ∈ D(A)
and
∂
∂θ
v0(0, .)−
0∫
∂
∂ζ
K1
(
θ, v0(θ, .)
) ∂
∂θ
v0(θ, .) dθ ∈ D(A).
−∞
460 M. Adimy et al. / J. Math. Anal. Appl. 294 (2004) 438–461The above condition is true if, for example, v0 ∈ C2((−∞,0] × [0,1];R),
lim
θ→−∞ e
γ θ ∂
∂θ
v0(θ, ξ)
exists uniformly for ξ ∈ [0,1] and satisfies{
∂
∂θ
v0(0,0)−
∫ 0
−∞
∂
∂ζ
K1(θ, v0(θ,0)) ∂∂θ v0(θ,0) dθ = 0,
∂
∂θ
v0(0,1)−
∫ 0
−∞
∂
∂ζ
K1(θ, v0(θ,1)) ∂∂θ v0(θ,1) dθ = 0.
Moreover, by the dominated convergence theorem, we can see that the function
∂
∂θ
v0(0, .)−
0∫
−∞
∂
∂ζ
K1
(
θ, v0(θ, .)
) ∂
∂θ
v0(θ, .) dθ
is continuous on [0,1].
Finally, condition (10) in Theorem 10 is formulated, for ξ ∈ [0,1], as
∂
∂θ
v0(0, ξ)−
0∫
−∞
∂
∂ζ
K1
(
θ, v0(θ, ξ)
) ∂
∂θ
v0(θ, ξ) dθ
= ∂
2
∂ξ2
[
v0(0, ξ)−
0∫
−∞
K1
(
θ, v0(θ, ξ)
)
dθ
]
+
0∫
−∞
K2
(
θ, v0(θ, ξ)
)
dθ.
Hence, all the assumptions of Theorem 10 are satisfied. Then, we obtain that the integral
solution x of Eq. (30) is strict. Consequently, the function v, defined by v(t, ξ) = x(t)(ξ)
for t  0 and ξ ∈ [0,1], is a solution of Eq. (29).
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