Suppose that univariate data are drawn from a mixture of two distributions that are equal up to a shift parameter. Such a model is known to be nonidentifiable from a nonparametric viewpoint. However, if we assume that the unknown mixed distribution is symmetric, we obtain the identifiability of this model, which is then defined by four unknown parameters: the mixing proportion, two location parameters and the cumulative distribution function of the symmetric mixed distribution. We propose estimators for these four parameters when no training data is available. Our estimators are shown to be strongly consistent under mild regularity assumptions and their convergence rates are studied. Their finite-sample properties are illustrated by a Monte Carlo study and our method is applied to real data.
1. Introduction. Cumulative distribution functions (c.d.f.) of p-variate multi-component mixture models are generally defined by
where the unknown mixture proportions λ j (λ j ≥ 0 and k j=1 λ j = 1) and the unknown c.d.f. F j are to be estimated. It is commonly assumed that the F j 's belong to a parametric family, which means that the space of unknown parameters is reduced to a Euclidean set, leading to parametric inference. There is an extensive literature on this subject, including the monographs of Everitt and Hand [16] , Titterington, Smith and Makov [40] , McLachlan 3 Euclidean part (µ 1 , µ 2 , λ). Note that such a model should be distinguished from the so-called semi-or nonparametric mixture models (e.g., [27] ) where G is defined by
where F belongs to a parametric family and H is an unknown distribution function on R. However, as noted by Lindsay and Lesperance [27] , there is a link between models (1) and (3) if H is discrete with k points of support. Of course, such a link exists between models (2) and (3) by assuming that, in the latter model, F (·; θ) = F (· − θ) with F in the c.d.f. family F of symmetric distributions, and that H puts masses λ and 1 − λ at points µ 1 and µ 2 , respectively.
One of the fundamental issues with mixture models of type (1) is to provide identifiability results. When the F j 's belong to certain specific parametric families (e.g., the continuous exponential family), identifiability results are available; see, for example, [2, 5, 38] . More is needed when we aim to estimate the F j 's nonparametrically (see [18] for the two components case). Working with model (2), we need to prove that G is defined by a unique quadruple (λ, µ 1 , µ 2 , F ).
The paper is organized as follows. In the next section we give an identifiability result for model (2) . In Section 3 we provide a methodology for estimating unknown parameters in our two-component mixture model. Consistency results and convergence rates of our estimators are given in the same section. Our main results are proved in Section 5. In Section 4 finite-sample properties of our estimators are illustrated by a Monte Carlo study and our method is applied to precipitation data.
2. Identifiability. First, note that if F in model (2) admits a density function f (an even function), the mixture distribution admits a density function g defined by
where θ = (λ, µ 1 , µ 2 ) ∈ Θ = [0, 1/2) × (R 2 \∆) and ∆ = {(x, x); x ∈ R}.
The aim of this section is to investigate identifiability, that is, the possibility of having
for two different quadruples (θ, F ) and (θ ′ , F ′ ) in Θ×F , where θ ′ = (λ ′ , µ ′ 1 , µ ′ 2 ) and F is the c.d.f. set of symmetric distributions. Note that it is sufficient to consider λ ∈ [0, 1/2) because the model is invariant by permutation of (λ, µ 1 ) and (1 − λ, µ 2 ). Note also that what we mean by identifiability is not entirely an injectivity condition, since if λ = 0, we only need to obtain λ ′ = 0, µ 2 = µ ′ 2 and F = F ′ . Clearly, identifiability fails if we allow λ to be equal to 1/2. Indeed, suppose that f is itself an even mixture density function, for example, f (x) = h(x − µ)/2 + h(x + µ)/2 with h an even density function. If g(x) = f (x − µ 2 ) with λ = 0, then (5) is obviously satisfied with λ ′ = 1/2, µ ′ 1 = µ + µ 2 , µ ′ 2 = µ 2 − µ and f ′ = h. The main identifiability result is summarized in the following theorem.
Theorem 2.1. If (λ, µ 1 , µ 2 , F ) and (λ ′ , µ ′ 1 , µ ′ 2 , F ′ ) are two parameters of [0, 1/2) × (R 2 \∆) × F satisfying (5) , then λ = λ ′ , µ 2 = µ ′ 2 and F = F ′ , and
Hunter, Wang and Hettmansperger [19] have established a similar result for the parametric part (λ, µ 1 , µ 2 ) of the model. Their results are slightly different from ours since they considered identifiability from the injectivity point of view. They also gave a necessary condition for identifying a type (2) model with three components.
A question which naturally arises concerns the possibility of extending our identifiability result when scale parameters are introduced into model (2) . In fact, it is easy to show that such a model is generally not identifiable.
3. Methodology and theoretical results. Let X 1 , . . . , X n be n independent and identically distributed random variables with common c.d.f. G given by model (2) . We shall denote by θ 0 and F 0 the true values of the unknown Euclidean parameter and the unknown mixed c.d.f. The aim of this section is to propose estimators for θ 0 and F 0 . Asymptotic results are given with respect to n → +∞.
The first key idea developed in Section 3.1 is based on the possibility of expressing F as a function of G and θ (resp. f as a function of g and θ) by inverting the relation (2) [resp. by inverting the relation (4)]. The second key idea, developed in Section 3.2, involves using the symmetry property of F 0 in order to propose a contrast function for the Euclidean parameter θ when G is known. Then, in Sections 3.3 and 3.4, replacing G by the corresponding empirical c.d.f., we propose estimators of θ 0 and F 0 and give some asymptotic results for these estimates. These results are obtained under two kinds of assumptions on F 0 : C1. F 0 is strictly increasing and Lipschitz on R. C2. F 0 is strictly increasing, twice continuously differentiable on R and F ′′ 0 ∈ L 1 (R).
SEMIPARAMETRIC MIXTURE MODEL 5 3.1. Inversion formula. Assume that in the mixture model defined by (2) the Euclidean parameter θ = (λ, µ 1 , µ 2 ), with µ 1 = µ 2 and λ ∈ [0, 1/2), is known. The key idea consists in rewriting (2) as
where η = µ 2 − µ 1 = 0, and hence, using (6) as a recurrence formula. Let ℓ be a positive integer. By using (6) ℓ times, we get
Let us show that
If we denote by H the right-hand side in (8) , then by (7) we get, for all ℓ ≥ 1,
where · ∞ denotes the supremum norm. Since the right-hand side of the above inequality can be made arbitrarily small, it follows that F = H. Similarly, working with densities [see (4) ] and replacing the supremum norm by the L 1 (R)-norm · 1 , we get
where µ is Lebesgue measure on R.
At this point it is convenient to introduce the linear bounded operators A θ and A 
where τ µ (µ ∈ R) is the shift operator defined by τ µ f = f (· − µ). With the above definitions of A θ and A −1 θ , formulae (2) and (4) are equivalent to G = A θ F and g = A θ f , respectively, whereas formulae (8) and (9) θĜ . This also holds for the density f , definingf = A −1 θĝ withĝ a nonparametric estimator of g. Unfortunately, the Euclidean parameter θ is generally unknown and thus we need to propose an estimate of θ separately. It should be noted that the above inversion formulae do not require the model to be identifiable. We saw in Section 2 that a crucial factor in obtaining identifiability is using the symmetry of the unknown mixed distribution. In the next paragraph we use the symmetry of the mixed distribution to provide a contrast function.
3.2.
A contrast function. The second key point follows from the following simple remark. Let 
Assuming that G is known, we can recover the true value θ 0 of θ by minimizing a discrepancy measure between G and G θ = A θ S r A −1 θ G. Recall that G is unknown but can be estimated, which is why we choose to consider the discrepancy measure K, defined by
The choice of introducing the weighted measure G in the above integral follows from the consideration that if G is replaced by its empirical c.d.f., then the integral sign turns into a simple sum. As a consequence of the preceding theorem, assuming that F is sufficiently smooth and that G is known, we are able to show that K is a contrast function for the unknown Euclidean parameter θ. 
3.3.
Estimators of the Euclidean parameter θ. The above Corollary 3.1 suggests that the unknown Euclidean parameter θ should be estimated as follows:θ
whereĜ n is an estimator of the c.d.f. of G. It is important to note that ifĜ n is a stepwise function, K(θ;Ĝ n ) is also a stepwise function with respect to parameters µ 1 and µ 2 , and does not have the required regularity properties for differentiable optimization techniques to be applied in order to findθ n . This is the reason why we need to distinguish two cases: (P1) the parameters µ 1 and µ 2 are known and (P2) the parameters µ 1 and µ 2 are unknown.
(P1) The parameters µ 1 and µ 2 are known, whereas λ and F are unknown.
For this problem, we suppose that the true mixing proportion λ 0 belongs to [0, 1/2 − d], where d ∈ (0, 1/2). In this case the parameter θ reduces to λ and we estimate λ byλ n = arg min
whereĜ n is the empirical c.d.f. of G defined bŷ
where 1 denotes the indicator function. Let us give an explicit formula for G
λĜ n involving a sum of n terms:
where
and where ⌈x⌉ denotes the smallest integer greater than or equal to x and η = µ 2 − µ 1 . The following theorem, whose proof is provided in Section 5, gives the asymptotic behavior ofλ n . 
Note that if F 0 is assumed to admit a first-order moment, then, using the first-order moment equation of g, we show that λ 0 can be directly estimated by the natural empirical estimator
which obviously satisfies results of the above theorem.
(P2) The parameters µ 1 , µ 2 , λ and F are unknown.
For this problem, we suppose that Θ = [0, 1/2 − d] × X , where 0 < d < 1/2 and X is a compact subset of R 2 such that X ∩ ∆ = ∅, and the unknown Euclidean parameter θ is an interior point of Θ. As explained previously, we need to change K(·;Ĝ n ) into the more regular version K r (·;Ĝ n ) defined by
where (b n ) n≥1 is a sequence of real numbers decreasing to 0. Our numerical applications are based upon the kernel function q defined by q(x) = (1 − |x|)1 |x|≤1 . As for the (P1) problem, we prove in Section 5 asymptotic results summarized in the next theorem for the estimatorθ n . From a general point of view,G n is a smooth estimate of the c.d.f. G defined, for x ∈ R, bỹ
where Q(x) = x −∞ q(y) dy, with q an even density function with compact support and second-order moment equal to 1, and (b n ) n≥1 is a sequence of nonnegative real numbers decreasing to 0 with nb n → +∞ and √ nb 2 n = O(1). The fact that q has compact support leads to an explicit formula forG (n) θ , involving a sum of n terms,
where, for k = 1, 2,
Estimators of functional parameter F .
As suggested by the inversion formula (8), once we get a consistent estimatorθ n of the unknown (or partially unknown) Euclidean true parameter θ 0 , it is natural to seek to approximate the unknown c.d.f. F 0 byF n = A −1 θnĜ n . However, since we approximate the c.d.f. of a symmetric distribution, we constrainF n to satisfy the invariance propertyF n = S rFn , leading to the final estimator
where I is the identity operator. By similar arguments, the unknown density function f 0 can in turn be estimated bŷ
where the operator S d is defined by (S d f )(x) = f (−x) (corresponding to the invariance property of densities of symmetric distributions). The next theorem gives asymptotic results for bothF n andf n for problems (P1) and (P2). These theorems are proved in Section 5. (ii) Under C1, we have
Let us notice that generallyF n (resp.f n ) is not a c.d.f. function (resp. a density function). Indeed, by the definition of a mixture, g belongs to the range of the operator A θ , whereas this is no longer true for its approximatê g n . Since there is no possibility thatĝ n is a two-component mixture in the sense of model (2), it follows that A −1 θnĝ n cannot be a density function, and the same holds forf n . However, from a practical point of view, we can easily transform estimatorsf n into density functions. Let us consider f * n =f n 1f
n≥0
. It is straightforward to show that f * n − f 0 1 ≤ f n − f 0 1 , and then we have the almost sure convergence of f * n − f 0 1 to 0, given the assumptions of Theorem 3.4(iii). Moreover, under the same assumptions and with s n = R f * n (x) dx, we have
Therefore,f n = s −1 n f * n are density functions that satisfy f n − f 0 1 → 0, almost surely.
3.5. Discussion of the three-component case. As we discussed in Section 2, identifiability results exist (see [19] ) for the following three-component model:
where F is the c.d.f. of a symmetric distribution, and the λ i 's are nonnegative real numbers with λ 1 + λ 2 + λ 3 = 1. A question naturally arises concerning the possibility of extending our estimation method to the above model. Following the method presented in Section 3.1, we get, for all ℓ ≥ 1,
where we suppose that λ 3 > max(λ 1 , λ 2 ) and we denote η i = µ 3 − µ i for i = 1, 2. To prove that a type (8) formula exists, we need to show that, for all x ∈ R, we have
Unfortunately, taking x ≥ 1, it is easy to see that (18) is not satisfied by taking, for example, λ 1 = λ 2 = 4/15, λ 3 = 7/15, µ 1 = 0, µ 2 = −1, µ 3 = 1 and F the c.d.f. of the uniform distribution on (−1, 1). Note, however, that if the inversion formula (18) is valid [this is the case, e.g., for 2 max(λ 1 , λ 2 ) < λ 3 ], the methodology proposed in this section for the two-component case may be applied.
4. Numerical study. We consider two distinct problems. The first is to estimate λ given that µ 1 and µ 2 are known. In this case we use an explicit formula forĜ (n) λ . In the second case we estimate θ = (λ, µ 1 , µ 2 ) and we considerG
θ are given in (13) and (15) . Recall that the computation ofG (n) θ involves the choice of a bandwidth b n . All the simulation results have been obtained with b n = n −1/4 . This value is not optimal to estimate the density g but it is compatible with the assumption √ nb 2 n = O(1) needed to achieve the convergence rate given in Theorem 3.3. Note that in all our simulations the variance σ 2 g under g is close to 1; our choice for b n is then close to the bandwidth that minimizes the mean integrated squared error, usually approximated by σ g (4/3n) 1/5 (see, e.g., [3] ). It is known to be a good approximation for normal data and a Gaussian kernel but we cannot insure that it leads to an optimal choice for our problem. For the real example of rainfall data given at the end of this section, we used the bandwidth (b n = 3.84) provided by the R software.
Choice of optimization method. Problem (P1) attempts to find an estimateλ n of λ when µ 1 and µ 2 are known,
Problem (P2) attempts to find an estimateθ n of θ = (λ, µ 1 , µ 2 ), θ n = arg min θ∈ΘK r (θ;Ĝ n ). (20) Both problems require the minimization of a differentiable functional. As far as problem (19) is concerned, numerical experiments indicate that K(·;Ĝ n ) is strictly convex in [0, 1/2 − d] and, thus, an unconstrained minimization algorithm can safely be used, with a starting point in this interval. We use the quasi-Newton BFGS (Broyden, Fletcher, Goldfarb and Shanno) method (see, e.g., [32] ). In the second case, some experiments with the same unconstrained method show that K r (·;Ĝ n ) is not convex, and that K r (·;Ĝ n ) has local minima not belonging to Θ. So we use the constrained version of the BFGS algorithm, where bounds on the variables can be taken into account. In both cases, we provide the gradient of the functional, which can be readily computed from the explicit formulae given in Section 3.3. All the computations are performed with Scilab.
Numerical result of the Monte Carlo study for Gaussian mixtures.
In this section we denote by N (µ, σ 2 ) a Gaussian distribution with mean µ and variance σ 2 . The performance of our method is evaluated, via a Monte Carlo study, on the Gaussian mixture
for the (P1) problem (see Table 1 ) and in the (P2) problem (see Tables  2 and 3 ). More precisely, Table 1 µ 1 = −1 and µ 2 = 2 are known. Table 2 summarizes the performance of our method in estimating λ = 0.15, 0.25, 0.35, and µ 1 = −1, µ 2 = 2, while Table  3 gives the performance of the standard maximum likelihood approach in the same framework.
Comments on Tables 1-3 . The results in Table 1 show first that empirical bias amounts to less than 1% of the true values, and that standard errors are reasonably small. In order to clarify the analysis of the results given in Table 1 and to quantify the influence of bumps on the estimation efficiency, we can normalize the empirical standard errors with respect to the true values of the parameters (std/λ). We obtain for λ = 0.15, 0.25, 0.35, normalized empirical standard errors equal to 0.386, 0.240, 0.162, respectively, for n = 100, and equal to 0.206, 0.128, 0.0828, for n = 400. These indicators show, roughly speaking, that our estimation method is around 2.4 times more precise when λ = 0.35, in comparison with the case where λ = 0.15, and 1.6 times more precise when λ = 0.35 in comparison with the case where λ = 0.25. This shows that the nonnegligibility of one subpopulation with respect to the other subpopulation improves the quality of the estimators.
Concerning Tables 2 and 3 , it is interesting to note that, when the location parameters are unknown, the previous remark is no longer true. In fact, even if the previous comments on empirical standard errors are clearly relevant, it is worth noting that the smaller empirical bias is not obtained for the highly bumped model, but for the moderately bumped model. To explain this phenomenon, we can remark that when λ = 0.15, there are few data to estimate µ 1 , whereas when λ = 0.35, even if there are many more data to estimate µ 1 , this estimation is disturbed by the left tail of the distribution centered on µ 2 . Finally, it is with λ = 0.25 that we obtain the best compromise and therefore the best estimates with regard to minimum bias. In addition, we observe that the performance of the maximum likelihood approach (which is known to be asymptotically efficient) is in the range of those obtained by our method, which illustrates the good behavior of our semiparametric approach with respect to the parametric approach.
A trimodal example. We use a basic symmetric density f which is already a mixture, that is,
where ϕ is the density function of the standard Gaussian distribution. The density of the simulated data is taken as
We performed the estimation on a simulated sample of size n = 100. The results are given in Figure 1 . Figure 1 (a) showsf superimposed with the true density function f and Figure 1(b) shows the reconstructed density functiong(·) =λf (· −μ 1 ) + (1 −λ)f (· −μ 2 ), using estimated values of λ, µ 1 and µ 2 , superimposed with the true density function g. The optimization required 31 iterations and 45 evaluations of K r (·;Ĝ n ) and its gradient. Standard errors for Euclidean parameters are computed by the Jackknife method (see, e.g., [14] ). We observe that for a reasonably small sample size n = 100 the reconstructed mixture densityg almost yields the true density g. The main differences appear around local modes and in the tails of g.
Numerical results on real data. We use the average amount of precipitation (rainfall) in inches for each of 70 United States (and Puerto Rican) cities (from the Statistical Abstract of the United States, 1975; see [30] ). We consider two models. The first is model (2) in which we denote byλ, µ 1 ,μ 2 andf the estimators of λ, µ 1 , µ 2 and f (the density function of the c.d.f. F ). The second model is a parametric version of model (2) in which we assume that f is the density function of a centered Gaussian distribution with variance equal to σ 2 . Estimators of unknown parameters of the second model are denoted byλ,μ 1 ,μ 2 andσ 2 , and calculated according to the maximum likelihood method. Figure 2(a) showsf , the estimator of f superimposed with the density function of N (0,σ 2 ). Figure 2(b) showsĝ, the empirical estimate of g (obtained by the kernel method) superimposed with both the reconstructed densityλf (· −μ 1 ) + (1 −λ)f (· −μ 2 ) (using estimated valuesλ,μ 1 andμ 2 of λ, µ 1 and µ 2 ) and the density of the parametric model where the Euclidean parameter is replaced by its maximum likelihood estimator. The optimization required 32 iterations and 66 evaluations of K r (·;Ĝ n ) and its gradient.
We observe in Figure 2 (a) that the nonparametric density estimatef is provided with two symmetric small bumps at the beginnings of its tails, while the best fitting Gaussian density does not obviously benefit from this kind of singularity and is sharper around the origin. In Figure 2(b) we can see that these two additional bumps make the difference in the good fitting behavior of the reconstructed mixing distribution, except in a small area around [−20, 0] (the area of interest being [−20, 75] ), where the best fitting Gaussian mixture is slightly closer toĝ. Notice also that the smaller bump on the left ofĝ is clearly detected by our method, while the best fitting Gaussian mixture almost misses this singularity. Again, standard errors (given in brackets) for Euclidean parameters are computed using the Jackknife method. 
Proofs.

Notation and preliminary results.
According to whether we are looking at density function estimation or c.d.f. estimation, the operators A θ and A −1 θ , given in (10), are defined, respectively, on spaces L 1 (R) or L ∞ (R) (endowed with the usual norms · 1 and · ∞ , resp.). Independently of the space under consideration, it is straightforward to check that the norms (denoted ||| · |||) of operators A θ and A 
Let us recall some basic results onĜ n andG n defined respectively by (12) and (14) . From well-known results on empirical processes (see, e.g., [37] ), for general distribution functions G, we have √ n Ĝ n − G ∞ = O P (1), (22) and the law of iterated logarithm (LIL)
If f ∞ < ∞, and if f has derivative f (1) with f (1) ∞ < ∞, the same holds for g, and by Corollary 1, page 766 in [37] , if q has compact support, and if
. (24) Hence, the result (23) holds forG n .
In the remainder of this paper we denote byL andL the first-and secondorder derivatives of a general function L with respect to λ ∈ [0, 1/2 − d] for problem (P1) and θ ∈ Θ = [0, 1/2 − d] × X for problem (P2) (see Section 3.3 for assumptions on the Euclidean parameter space). In the sequel | · | 2 denotes the Euclidean norm.
Lemma 5.1. There exists c ∈ (0, +∞), such that for all θ ∈ Θ and n ≥ 1, we have
Proof. Straightforward, since we have
is Lipschitz on Θ uniformly in x ∈ R, and the contrast function K is Lipschitz on Θ.
Therefore, it is sufficient to prove that θ → G θ (·) is uniformly Lipschitz on Θ. Simple calculations lead to
First we prove that the first term on the right-hand side of (26) is Lipschitz. Let us remark now that, for all bounded functions H, we have, for all x ∈ R,
On the other hand, noticing
because under C1 G is Lipschitz with Lipschitz constant |G| Lip . Now replacing H in (27) by S r A −1 θ G, it follows from the above inequality that
It remains to be proved that the second term on the right-hand side of inequality (26) is Lipschitz. We have
G is supposed to be Lipschitz. We have, for all x ∈ R,
thus, we obtain, by the two previous inequalities,
where c 1 , c 2 and c 3 are nonnegative real constants. From inequalities (26)- (29), it follows that the function θ → G θ (x) is Lipschitz on Θ uniformly in x ∈ R, and thus, K is Lipschitz on Θ.
The same result holds replacing K(·;Ĝ n ) by K r (·;Ĝ n ). It is an obvious consequence of properties ofG n , since by the LIL result (23) forĜ n and (24), we have G n − G ∞ = O a.s. ( n −1 log log n ). 2 and using Lemma 5.1, we show that
Proof of Lemma 5.3. Considering the random variables
where c is a nonnegative constant. The two terms on the right-hand sides no longer depend on θ. The first tends to 0 with the desired rate of convergence by the LIL result given in (23) . The second term is the supremum of an empirical process indexed by the functional class H = {h(·, θ) = (G θ (·) − G(·)) 2 , θ ∈ Θ} of Lipschitz bounded functions. Indeed, we have, by Lemma 5.2,
Let (ε n ) n≥1 be a sequence of real numbers decreasing to 0. It follows by a Bernstein type theorem of van der Vaart and Wellner ( [41] , page 246) that there exist nonnegative constants A and B such that
It follows that if ε n = n −1/2+α with α > 0, we get, by the Borel-Cantelli lemma,
which concludes the proof.
A straightforward consequence of the above lemma is that, for k = 1, 2 and L ∈ L ∞ (R), there exists another real constant c > 0 such that
Proof of Lemma 5.4. We prove the uniform Lipschitz property only for the case where k = 1, since the case where k = 2 uses the same technical arguments. For all (
By the mean value theorem, there existλ andλ lying on the line segment with extremities λ 1 and λ 2 such that 1
and for all k ≥ 0,
Using the above inequalities with (32), we obtain ∂ ∂λ
5.2.
Proof of Theorem 2.1.
Step 1. Let {sin (α 1 t) , . . . , sin(α p t)} be a family of p functions defined on R. These functions are linearly independent if and only if we have
Indeed, suppose that for β 1 , . . . , β p in R we have
Then, taking the derivative of the above expression with respect to t at orders 1, 3, . . . , 2p − 1, we get at t = 0 the system of linear equations
The corresponding determinant is a Vandermonde type determinant different from 0 if and only if (33) is satisfied.
Step 2. We denote by Φ and Φ ′ the characteristic functions of F and F ′ , respectively. Calculating the characteristic function of the two sides in (5), we get, for all t ∈ R,
Since F and F ′ are c.d.f.'s of symmetric distributions, their characteristic functions are real continuous functions equal to 1 at t = 0. We have from (34) that the imaginary part of
) is equal to 0 in a neighborhood of 0. Then we have λλ
on the whole real line, by analyticity of sine functions. We shall now consider two cases.
If λ ′ > 0, then we have 1 − λ ′ > λ ′ > 0, and by step 1 we need to consider the following cases:
It follows that λ ′ = λ = 0 and, hence, by (35) 
we have (λ, (37) is equivalent to
It is straightforward to see that if α = α ′ = 0, then λ = λ ′ . Then it remains to show that (α, α ′ ) = (0, 0) is not admissible. To avoid a lengthy proof, we consider only the case α = 0 and α ′ = 0. The case α = 0 and α ′ = 0 is its symmetric counterpart and the case α = 0 and α ′ = 0 involves substantial calculations but is straightforward. Hence, if we suppose that α = 0 and α ′ = 0, equation (38) reduces to
Since α ′ and η are nonnull, by Step 1, we have to consider the following cases:
• α ′ = η: hence, (β 3 + β 4 ) sin(ηt) = 0 for all t ∈ R. Then β 3 + β 4 = 0, which is not possible.
• |α ′ − η| = |η|: hence, α ′ = 2η. Then (39) reduces to
which, again by Step 1, cannot be satisfied for all t ∈ R.
• Cases |α ′ − η| = |α ′ | and |η| = |α ′ | lead respectively to α ′ = η/2 and η = −α ′ , hence, as in the previous case, the resulting equations cannot be satisfied for all t ∈ R.
Step 3. Now, since λ ∈ [0, 1/2) we have |λ exp(itµ 1 ) + (1 − λ) exp(itµ 2 )| ≥ 1 − 2λ. Then Φ = Φ ′ and, finally, F and F ′ are equal. Proof of Theorem 3.1. Let us write Φ H for the characteristic function defined by Φ H (t) = R exp(itx) dH(x) for all t ∈ R. Using the definitions of A θ and A −1 θ in (10), we obtain
Moreover, because Φ G (t) = (λ 0 exp(itµ 0 1 )+ (1− λ 0 ) exp(itµ 0 2 ))Φ F 0 (t) and Φ F 0 is an even function, Φ G θ (t) = Φ G (t) for all t ∈ R implies that the imaginary part of
is null in a neighborhood of 0. Finally, by Step 2 of the proof of Theorem 2.1, we conclude that θ = θ 0 .
Proof of Corollary 3.1. Given the assumptions concerning F 0 , we show that G θ is a continuous function. By Theorem 3.1, if θ = θ 0 , there exists x 0 ∈ R such that G(x 0 ) = G θ (x 0 ), and there exist ε > 0 and α > 0 such that
Otherwise, if θ = θ 0 it is straightforward to check that K(θ) = 0.
Proof of Theorem 3.2.
Since the consistency proof forλ n follows the lines of the consistency proof forθ n of problem (P2), it is omitted. For the remainder of this proof, we therefore suppose thatλ n converges almost surely to λ 0 . By a first-order Taylor expansion ofK(·;Ĝ n ) aroundλ n , we haveK
where λ * n lies on the line segment with extremities λ 0 andλ n . The desired result follows by proving the two statements
The above inequality with Lemma 5.1 and (31) give the existence of a nonnegative constant c such that
Proof of the consistency. Our method is based on a consistency proof for miminum contrast estimators by Dacunha-Castelle and Duflo ( [9] , pages 94-96). Let us consider a countable dense set D in Θ. Then inf θ∈Θ K r (θ;Ĝ n ) = inf θ∈D K r (θ;Ĝ n ) is a measurable random variable. We define, in addition, the random variable
and recall that K(θ 0 ) = 0. Let us consider a nonempty open ball B 0 centered on θ 0 such that K is bounded from below by a positive real number 2ε on Θ\B 0 . Let us consider a sequence (ξ p ) p≥1 decreasing to zero, and take p such that there exists a covering of Θ\B 0 by a finite number ℓ of balls (B i ) 1≤i≤ℓ with centers θ i ∈ Θ, i = 1, . . . , ℓ, and radius less than ξ p . Following Dacunha-Castelle and Duflo [9] , we have
By the uniform convergence result of Lemma 5.3, we have
Because K is Lipschitz on Θ by Lemma 5.2, we have that, for sufficiently large Proof for the convergence rate. By standard Lebesgue theory, it is straightforward to show that, under C2, the contrast function K is twice continuously differentiable on Θ. IfK(θ 0 ) is positive definite, by Corollary 3.1 and a Taylor expansion of K of order 2 at θ 0 , there exist η > 0 and α > 0 such that, for all u satisfying |u| 2 < η and θ 0 + u ∈ is the null function. Because Φ G (−t)/(λ 0 exp(−itµ 0 1 ) + (1 − λ 0 ) exp(−itµ 0 2 )) 2 is not null in a neighborhood of 0, we obtain that the right multiplicative term of the right-hand side of the above equality is null in a neighborhood of 0, which in turn implies that v = 0. ThusK(θ 0 ) is positive definite and (48) holds. Now, let us consider B 0 (η n ), the open ball centered at θ 0 with radius η n > 0. Notice that, for all θ ∈ Θ \ B 0 (η n ), we have |θ − θ 0 | 2 ≥ η n . Then we write the event inclusions {θ n / ∈ B 0 (η n )} ⊆ inf Choosing now γ n = n −1/2+α and η n = n −1/4+β/2 , with 0 < α < β taken arbitrarily small, it follows from (48) and the uniform almost sure rate of convergence of K r (Ĝ n ) toward K, given in Lemma 5. In conclusion,θ n converges almost surely toward θ 0 at rate n −1/4+δ , with δ > 0 chosen arbitrarily small.
Proof of Theorem 3.4.
Proof of (i) and (ii). We havê Thus, there exists a nonnegative real constant c such that
where the second inequality follows from (29) in the proof of Lemma 5.2 and the last inequality follows from (21), using the fact that G is Lipschitz. Finally, the above inequality together with (22) 
