For domains in R d , d ≥ 2, we prove universal upper and lower bounds on the product of the lowest eigenvalue for the Laplacian to the power p ≥ 1 and the supremum over all starting points of the p-moments of the exit time of Brownian motion. It is shown that the lower bound is sharp for integer values of p and that the upper bound is asymptotically sharp as d → ∞. These results extend known estimates for p = 1. We propose a sharp upper bound among the class of doubly symmetric domains in the plane.
Introduction
There is a large class of results often referred to as generalized isoperimetric inequalities that have wide interest in both the mathematics and physics community. At the heart of these inequalities is the classical isoperimetric inequality which states that among all regions of fixed volume, surface area is minimized by balls. In spectral theory among the classical results is the celebrated Rayleigh-Faber-Krahn inequality which states that among all domains D ⊂ R d having the same volume as a ball D * ,
where λ 1 (D) denotes the first Dirichlet eigenvalue for the Laplacian in D. Further, equality holds if and only if D is a ball. Other such classical isoperimetric-type inequalities involving integrals of green functions and heat kernels can be found in in the classical books of Polyá and Szego [61] and Bandle [17] .
On the other hand, it has also been known for many years that one can state many of these inequalities in terms of exit time of Brownian motion from the domain D. This probabilistic connection provides new insights and raises many interesting questions on their validity for processes other than Brownian motion, such as Lévy processes. To illustrate, let B t be a d−dimensional Brownian motion starting at the point x ∈ D and let
be its first exit time from D. Using the symmetrization techniques for multiple integrals in [29, 48, 49] it follows that
for all t > 0. In particular,
Equality holds in these inequalities if and only if D is a ball. Inequality (1.1) follows from inequality (1.2) by taking logs, dividing by time and letting time go to infinity. More precisely, for D ⊂ R d the classical result states that lim t→∞ 1 t log P x (τ D > t) = − λ 1 (D) 2
In a similar way, the classical isoperimetric inequality can be obtained from isoperimetric inequalities for exit times of Brownian motion using small time behavior. These are now classical results with many extensions and applications that can be found in [2, 30, 62, 15] and many other references given in these papers. There have been other extremal problems for exit times of Brownian motion where instead of fixing the volume one fixes the inradius R D . This quantity is defined to be the supremum over the radii of all balls contained in D. In this paper we always assume that 0 < R D < ∞ whenever R D appears. The exit time τ D is trivially monotone increasing as a function of D and for a ball B(0, r) ⊂ R d we have sup x∈B(0,r) E x τ B(0,r) = E 0 [τ B(0,r) ] = 1 d r 2 . It follows that 1
. On the other hand, since for domains in the plane removing points does not affect the exit time but can decrease the inradius, it follows that the opposite inequality sup x∈D E x [τ D ] ≤ C 2 R 2 D cannot hold with a universal constant C 2 . It follows from [5] that under a certain capacity condition which in particular holds for all simply connected domains in the plane, we do have sup x∈D E x [τ D ] < CR 2 D . In [9] , the authors proved that if we denote the best constant for the planar simply connected case by D, then
with 1.584 ≤ D ≤ 3.228. This upper bound on D is the best available in the literature while the lower bound was improved in [57] to 1.6707. The question of finding the best constant on the right hand side of (1.4) for all simply connected domains remains wide open, although the existence of an extremal domain was proved in [13] .
The problems we will address in this paper concerned yet another extremal problem where the inequalities involve the maximal expected lifetime sup x∈D E x [τ D ] and λ 1 (D). Since it trivially holds that for domains
, where λ 1 (B(0, 1)) is the eigenvalue for the unit ball, which is just a constant depending on d. Exactly as the case of an upper bound of the form C 2 R 2 D for the maximal expected time, a lower bound of the form C d R 2 D for the eigenvalue does not hold. Again, removing points in two dimensions does not affect λ 1 (D) but it can certainly decrease R 2 D . On the other hand, exactly as with the sup x∈D E x [τ D ], under the capacity condition the variational formula for λ 1 (D) and Ancona's Hardy inequality [3] show that λ 1 (D) is bounded below by a C d R 2
D
. Thus for domains with the capacity condition the quantities sup x∈D E x [τ D ], R 2 D and 1 λ1(D) are all comparable. Questions of proving sharp comparison theorems for all these quantities are wide open and have been extensively studied. It was proved in [9] that for a simply connected planar domain D,
where j 0 is the first positive root of the first Bessel function. The lower bound had been known for many years. It holds for any domain in R d and its proof is quite simple, see the proof of Theorem 2.1 below. For further discussion on these problems and connections to another long standing open problem concerning the hyperbolic metric (in the case of simply connected planar domains), we refer the reading to [9, pg. 598 ] and [4] .
While the two sided comparabilities of sup x∈D E[τ D ] with R 2 D and of λ 1 (D) with 1 R 2 D require assumptions on the domain, the two sided comparability between sup x∈D E[τ D ] and λ 1 (D) holds under very general conditions on D. More precisely, whenever λ 1 (D) > 0, it holds that
for some constant C d depending only on d. It was proved, independently, by van den Berg-Carrol in [23] and Giorgi-Smits [37] , that inequality (1.6) holds with (1.7) C d = 2 (4 + 3d log 2) , and that asymptotically the linearity in d is the best possible. In [37] , the better bound
is obtained. In the recent work [19, 38] , the authors independently show that the lower bound of 2 in (1.6) is sharp for all bounded domains. The authors construct a sequence of non-simply connected domains D ǫ ⊂ R d satisfying λ D sup x∈D E z [τ D ] < 2 + ǫ for any small enough ǫ > 0, thus proving that the lower bound 2 is sharp. The question of proving a sharp upper bound is wide open even when restricted to special classes of domains such as planar simply connected or convex domains. However, there has been some progress in obtaining a better understanding of the behavior of the constant as a function of d. In the recent paper [63] , the author develops new techniques to improve the upper bound to
for general domains. This bound is a significant improvement over (1.8) . In fact, by comparing with the ball it shows that the leading term d 4 is sharp. In this paper we improve on Vogt's upper bound and prove versions for higher moments of the exit time. For 0 < p < ∞, we define the p−torsion function u p : D →R + by,
which is a scaled pth moment of the lifetime of Brownian motion in D. When k ∈ N, and sup x∈D u k (x) < ∞, these functions are solutions to
is the classical torsion function which has been extensively studied in the literature with application in many areas of mathematics and mathematical physics. Here we refer the reader to the classical works [17, 44, 61] . For applications to the study of heat flow and conduction, exit time moments, torsional rigidity, the study of minimal sub-manifolds, and optimal trapping of Brownian motion and gradient estimates, we refer the reader to [28, 27, 40, 43, 46, 47, 53, 26] . In [58] , the author obtains a spectral bound for the torsion function of symmetric stable processes that is asymptotically sharp for large dimension. The functions u k have also been applied to the study of heat flow in [54, 55, 56, 26] . In [33] , the authors provide an algorithm that produces uniform approximations of arbitrary continuous functions by exit time moments. In [52] a finite exit time moment condition is used to imply a version of Phragmén-Lindelöf principle. We also point to the work of [41] , where the authors use the L 1 norms of u k to give an alternative characterization for λ 1 (D) on Riemannian manifolds. In the closely related papers [32, 35] , the authors give upper bounds on λ 1 (D) using the L 1 norms of exit time moments on manifolds.
For the rest of the paper we will use the notation (as in [9, pg. 598])
where the supremum and infimum are taken over all domains D ⊂ R d with λ 1 (D) > 0. The purpose of this paper is to prove sharp upper and lower bounds for M p,d (E, λ) and m p,d (E, λ), respectively. This is done in Theorems 2.1, 3.1 and 4.1. In Theorem 4.4 we show our upper bound is asymptotically sharp for large d by proving
Our results extends the results in [9, 37, 23, 63] for the case p = 1. Our proof combines the probabilistic techniques from [37] and the analytic techniques from [63] . In Section 5, we compare our upper bound estimates for M 1,d (E, λ) to the previous known estimates and discuss the problems of finding an extremal domains D for this quantity restricted to various subclasses of domains. We conjecture that the square is the maximizer over all open, bounded, planar convex domains that are symmetric with respect to both axis. We refer the reader to the references [18, 39, 50, 20, 21, 22, 24, 25] for further results on improving upper bound estimates and the conjecture that amongst all planar convex domains the equilateral triangle is extremal.
Obviously all the bounds in this paper can be stated in terms of the p−torsion function u p (x) in place of sup x∈D E x [τ p D ] with the appropriate factor given in (1.10). Since many of the results in the literature are stated in terms of the torsion function, in order to draw clear comparisons to our results, we state those explicitly from time to time. For this reason, we also define similarly to (1.11) and (1.12) their p-torsion versions by
where as above the sup and inf are taking over all domains D ⊂ R d with λ 1 (D) > 0.
The Lower Bound for m p,d (E, λ)
Let K D (x, y, t) be the Dirichlet heat kernel for ∆ in D. The transition density p D for Brownian motion killed upon leaving D is given by
as 1 2 ∆ is the generator of Brownian motion. We can then write
Theorem 2.1. Fix p > 0. Then
Furthermore, the inequality is an equality when p takes values in N.
Proof. We first prove the inequality. Let us assume for the moment that the domain D is bounded (or even just that it has finite volume). In this case we have a discrete spectrum with a complete set of eigenfunctions on L 2 (D) and the eigenfunction ϕ 1 corresponding to λ 1 (D) is in L ∞ (D). For this, we refer the reader to [34] . Since
integrating in time we find that
Since pΓ(p) = Γ(p + 1), this gives the desired lower bound by taking a supremum over all x ∈ D.
To remove the boundedness assumption on D, let r > 0 and consider the open
Taking r → ∞ completes the proof of the lower bound. It remains to prove the sharpness of (2.1). For any d ≥ 2, it was shown by van den Berg in [19, Theorem 1] that there exists of a sequence of bounded domains
where ǫ n → 0, as n → ∞. That is, van den Berg showed that the inequality (2.1) is sharp for p = 1. Independently, the same result was shown in [38, Theorem 3.3] using a different proof. As it turns out, van den Berg's domains also show the sharpness for any integers larger than 1. For this, we need the following well known inequality whose proof we provide here for completeness. ( 
Then for any k ∈ N,
Proof. By the Markov property and Fubini's theorem we have for any a ≥ 0,
Multiplying both sides by ka k−1 and integrating on a gives that
The desired inequality then follows by induction.
Returning to the sharpness of inequality (2.1), fix k ∈ N. Let D ǫn be the domains satisfying (2.5). We claim that
where ǫ n → 0 as n → ∞. Indeed, from Lemma 2.2 and the estimate (2.5).
This proves the sharpness of the inequality (2.1) and completes the proof of the Theorem.
It is reasonable to conjecture that under the same assumptions as in Lemma 2.2, the inequality
holds for any p ≥ 1. This leads us to the following conjecture.
Conjecture 2.3. The lower bounds (2.1) is sharp for any p ≥ 1.
For further speculations on the validity of (2.7), see (7.2) and Proposition 7.1. We begin by recalling the classical upper incomplete gamma function
The main result of this section is the following upper bound.
Theorem 3.1. For any p ≥ 1, we have
and
The idea is to split the integral into two parts and to estimate them separately using improvements of the estimates in [63] . Since
The estimate on I is obtained in Lemma 3.2 that is presented below, which in turn yields (3.1) and (3.2) .
The proof of the above lemma will be given in section 3.1. In section 5 we will show, numerically, that the bound gives improvements to already known bounds in [9, 37, 23, 63] , even for the case p = 1.
As a direct consequence it gives a sharp bound for p = 1, which improves the result in [63] . 8 Corollary 3.3.
with the same bound multiplied by 2 for M 1,d (E, λ). Here, y = y d ∈ (0, 1) is the unique solution to
Proof. From (3.3) we have
We will optimize this function. Note that
we obtain the minimizer of f (·, y)
We are then let to minimize the one variable function
if we assume that y d is a solution to g ′ (y) = 0, then
Plugging (3.11) back in (3.10) we have that
hence we obtain (3.8). Next we show that (3.9) has a unique solution. Let F d :
We easily find that lim y→0 F d (y) = − d 4 < 0, F d (1) = 1 + A d > 0 and F ′ d (y) > 0. Therefore the conclusion follows.
Remark 3.4. From the above corollary we can easily deduce that lim d→∞ y d = 1. It can be easily shown that y d exists (for instance see (3.3) in [63] ). From (3.11) we have
Taking d → ∞ on both sides we then obtain y ∞ = 1. This limit coincides with the conclusion in [63] , but the corollary is sharper comparing to [63] by providing almost explicit expression for y d .
Proof of Lemma 3.2 (Upper bound for I).
In this section we derive an improvement to Vogt's result in [63] to obtain our upper bound for I. 
Proof. The proof is essentially the same as in [63, Proposition 2.5]. Note that Lf ∞ = sup w∈D e −αρw Lf ∞ . Then we have
Let σ d−1 denote the surface measure of the unit sphere, then the conclusion follows from the estimate below.
Using Lemma 3.5, we then obtain the following estimates that improve the result in [63, Theorem 2.1]. Proposition 3.6. For all ǫ ∈ (0, 1], we have
for t ≥ 0. In particular, for all x ∈ D and t ≥ 0,
Proof. The proof is similar to Theorem 2.1 in [63] . Here we only sketch the key steps. Consider the operator H = −∆ D − λ 1 , it is a self-adjoint operator in L 2 (D) with λ(H) = 0. Clearly the heat kernel of e −tH has the Gaussian upper bound
for all t > 0 and a.e. x, y ∈ D. It then holds that (see proof of In the proof of this Theorem we will use the following. On the other hand
Thus it suffices to show that for all x ∈ (0, 1), 
f (x, y).
First by letting
we obtain the critical point
.
It is known that (for instance see [1, 6.1.18])
Combining (4.2) and (4.4) we get
Using (4.5) in f (x y , y) we then obtain
. Making the substitu-
and pluggin in (4.5) we have Moreover, clearly from (4.5) we have (4.8)
Using (4.9) in (4.6) we arrive at
In the lemma below we show that our result is indeed sharp, by comparing to a unit ball. (B (0, 1) ) sup
Proof. It is well known that λ 1 (B(0, 1) ) ≥ d 2 4 (for instance, see [36, Example 5.8] ). By a simple calculation we have that E x τ B(0,1) = 1−|x| 2 d . Hence sup x∈B(0,1) E x τ B(0,1) = E 0 τ B(0,1) = 1 d . By Jensen's inequality we have λ p 1 (B (0, 1) ) · E 0 τ p B(0,1) ≥ λ p 1 (B (0, 1) ) · E 0 τ B(0,1) p = d p 4 p .
We now have the main result of this section. .
Proof. From Theorem 4.1 we have First we claim that lim d→∞ C 2 (d, p) = 1. Note that
by the dominated convergence theorem we obtain that
It now follows readily that
Together with Lemma 4.3 we then obtain that 1
, as needed. Using the fact that 2 p Γ(p + 1)M p,d (T, λ) = M p,d (E, λ), we get the conclusion for the p-torsion function u p .
Some Comparison
We start this section by a comparison of bounds we obtained on M 1,d (E, λ) and M 1,d (T, λ) with the known upper bounds. We show how the bounds obtained in this paper are not only obtained through a new method, but are indeed improvements to already known bounds.
First we have the bounds for M 1,d (E, λ): We explain how the estimates of C 1 (d, 1) and (3.9) are obtained. For example, the bound of C 1 (2, 1) ≤ 2.03785, was found by numerically optimizing the function f 1 (a, ǫ) := a p 2 p Γ (p + 1)
over a > 0 and 0 < ǫ < 1 for d = 2 and p = 1 (see Theorem 3.1). Using a computer algebra system, in this case Mathematica, it estimates that the minimum of f 1 (a, ǫ) is obtained at a = 1.65659, ǫ = 0.173247. Using these values and Theorem 3.1, shows that Similarly, the bound of C 1 (2, 1) ≤ 2.03785 is found by numerically solving the equation 
Extremal Domains
Given the isoperimetric inequalities (1.1) and (1.3) (as well as other inequalities where balls are extremals), one could speculate about the maximality of the ball B for these extremal problems. It was pointed out in [9, pg. 599 ] that in fact
where T is is the equilateral triangle. This was also later observed in [38, Corollary 3.7] . It was conjectured in [38] that no extremal domain exists over the class of all domains for the torsion quantity M 1,d (T, λ) and, of course, this would be the same for M 1,d (E, λ) . The authors give evidence for their conjecture in their Proposition 3.1. Their techniques involve defining a shape derivative. They show that in the class of bounded open C 2 sets, if λ 1 (D) u D ∞ is differentiable at D, then D is not a maximizer. From the above discussion it is reasonable, when looking for extremals, to restrict the class of domains. In [60] , Payne showed that
where the infimum in (1.12) is now taken over all convex domains. From this it follows trivially that the minimizer domain over convex sets is given by the infinite slab S d = R d−1 × (−1, 1) . It is proved in [38] , that in the class of convex domains there exists maximizers and it is conjectured that when d = 2, the equilateral triangle T is an extremal. That is, Conjecture 6.1 (Convex Domains, [38] ). With the supremum in (1.11) taken over all convex domains,
Though, we believe that if this conjecture is true for p = 1, then it most likely is true for all p > 1.
There are interesting problems concerning the geometry of the Laplacian in planar convex domains which remain open but for which there has been substantial progress for doubly symmetric (symmetric with respect to the both co-ordinate axis) convex domains. As an example, we mention the hot spots conjecture for doubly symmetric domains in [8, 14, 59, 42] . For the problem discussed in this paper we have the following conjecture. Let
denote the unit cube in R d . Conjecture 6.2 (Doubly Symmetric Convex). With the supremum in (1.11) taken over all doubly symmetric planar convex domains, we have
, for all p ≥ 1. It is not hard to see that for the unit disc B = B(0, 1), we have
Indeed, note that in both cases sup x∈B E
where j 0 is the first positive root of the first Bessel function.
On the other hand, λ 1 (Q 2 ) = π 2 2 and by independence, P (0,0) (τ Q2 > t) = P 0 (τ I > t)P 0 (τ I > t),
where I = (−1, 1). The eigenfunction expansion for the heat kernel for the interval I (see Proportion 7.1 below or [31, 51] ) leads to the formula (6.5)
Thus
which verifies (6.4). Hence, even in the class of doubly symmetric domains the ball fails to be extremal. Conjecture 6.2 in general seems to be nontrivial. In fact, even the simplest case does not seem obvious. More precisely, let a = (a 1 , a 2 , . . . , a d ), where a k > 0 for all k. Set R a = {x = (x 1 , x 2 , . . . , x d ) : |x k | < a k , k = 1, . . . , d}. Denote the the origin in R d by 0. Conjecture 6.3 (Hyperrectangular domains).
with equality only when R a = Q d .
Since the eigenvalues of both R a and Q d are explicit and the components of the Brownian motion are independent, the inequality (6.6) can be stated in several different forms. Here is one. Let I a k = (−a k , a k ) and recall that I = (−1, 1). Then (6.6) is equivalent to
Using the fact that P 0 τ Ia k > t = P 0 τ I > t a 2 k we may even assume that a 1 = 1 < a 2 < · · · < a d . In addition, using the fact that we know the heat kernel for an interval in terms of the eigenfunctions expansion (all which are explicitly given), the inequality has a rather appealing form. Let us look at the case d = 2 and p = 1. Then (6.7) is equivalent to
for all a > 1.
Unfortunately, despite its simplicity and all its possible formulations, we have not been able to prove Conjecture 6.3 even in the case d = 2 and p = 1.
We point out that for p = 1, Conjecture 6.2 does hold for ellipses. In fact, the following stronger statement holds. Let E a,b := (x, y) ∈ R 2 :
x 2 a 2 +
Then, with B the unit disc in R 2 ,
To prove this inequality, it suffices to show that (6.10) π 2 4
Assuming for the moment the validity of (6.10), observe that since it is easy to check that
by showing that the right hand side satisfies 1 2 ∆u = −1 with zero boundary conditions, we have
Thus the right hand side of (6.10) implies the right hand side of (6.9).
The left hand side of (6.10) is trivial by domain monotonicity. Since E a,b ⊂ (−a, a) × (−b, b), it follows immediately that
The right hand side inequality in (6.10) is due to Polyá and Szegö and can be found in [61, pg. 98 ]. Here we provide the proof for the convenience of the reader. The proof, as in [61] is based on the idea of conformal transplantation. As in [61] we use a test function ϕ(x, y) with ϕ | ∂E a,b = 0 which is an obvious modification of the eigenfunction for the disc and plug it into the Rayleigh quotient.
Let ϕ(x, y) := J 0 j 0
where J 0 is the first Bessel function and j 0 is its first positive root. Then
Computing we find
Using the substitution x = ra cos θ, y = rb sin θ so that x 2 a 2 + y 2 b 2 = r 2 , we have |∇ϕ(x, y)| 2 dxdy = ab j 2 0 2π 0 1 0 r 2 cos 2 θ a 2
Recall that ϕ B (x, y) = J 0 j 0 x 2 + y 2 is the first eigenfunction for the unit disc B = B(0, 1) with eigenvalue j 2 0 . Thus
On the other hand the computation (6.11) for E a,b with a = 1, b = 1 gives that (6.13) 2πj 2
At last the same change of variables gives
|ϕ(x, y)| 2 dxdy = 2πab 1 0 J 2 0 (j 0 r) rdr.
This shows that
as claimed.
Sharp Lower Bound
We end with some remarks concerning the sharp lower bound in Theorem 2.1 for all p ≥ 1.
In [23] , the authors show that m 1,d (E, λ) ≥ 2e −1 and in [37] this lower bound was later improved to m 1,d (E, λ) ≥ 2. In the recent work of [19, 38] , it was shown that m 1,d (E, λ) = 2, and in Theorem 2.1 we show that m k,d (E, λ) = 2 k k! for k ∈ N and m p,d (E, λ) ≥ 2 p Γ (p + 1) for any p ≥ 1. In section 2 we conjectured that this lower bound should be attained for any p ≥ 1.
As already observed, what is needed is the inequality 20 for any p ≥ 1, which we believe should be true. If we let p = n + δ, for 0 < δ < 1, the proof of Lemma 2.2 gives that
where we used Jensen's inequality for the second inequality and the last equality follows from the fact that Γ(x + 1) = xΓ(x).
It is well known that in the interval [1, 2] the function Γ(x) has an absolute minimum at x m with 1.46 < x m < 1.47 for which Γ(x m ) ≈ 0.8856031944 · · ·. Thus for 0 < δ < 1, 0.885 < Γ(1 + δ) ≤ 1. This gives the inequality
If we look at the interval I a = (−a, a) we can prove inequality (7.1) for all p > 1.15. Indeed we have Proposition 7.1. Fix a > 0, then for any p > 0, P 0 (τ Ia > t) = 4 π ∞ n=0 (−1) n 2n + 1 exp − (2n + 1) 2 π 2 8a 2 t , and E 0 τ p Ia = 4 · 8 p · a 2p Γ (p + 1) π 2p+1 ∞ n=0 (−1) n (2n + 1) 2p+1 .
Moreover, for p > log( π 4 ) log( 8 π 2 ) ≈ 1.15,
Proof. By scaling we may assume that a = 1 and as above I = (−1, 1). Given that the eigenfunctions and eigenvalues for ∆ on I are given by Using the fact that we have E 0 [τ p I ] = f (p)Γ (p + 1) ≤ 4 · 8 p π 2p+1 Γ (p + 1) ≤ Γ (p + 1) = Γ (p + 1) (E 0 [τ I ]) p . 22 Finally, substituting p = 1 2 above we have
Thus, in order to have E 0 τ 1/2 I ≤ Γ( 3 2 ) (E 0 [τ I ]) 1/2 = Γ( 3 2 ), we need to check that
is the Catalan's constant with value 0.915965 · · · , it follows that the inequality (7.5) is not true. Thus, the inequality (2.7) is false, in general, for 0 < p < 1.
