A method for enclosing solutions of overdetermined systems of linear interval equations is described. Several aspects of the problem (algorithm, enclosure improvement, optimal enclosure) are studied.
Introduction
In this paper we consider the following problem. Given an overdetermined system of linear interval equations
with an m × n interval matrix
where m ≥ n (in practice: m is essentially greater than n, see [3] 
where
is the so-called solution set of (1) (the possibility of X = ∅ is not excluded). An interval vector [x, x] satisfying (2) is called an enclosure of X.
This problem has been extensively studied for the square case m = n (see Neumaier [4] for a survey of methods), but little seems to be known for the general case of overdetermined systems (m ≥ n). In our main result (Theorem 1) we give a simple method for constructing an enclosure of X, based on solving an auxiliary linear inequality. Next we describe an algorithm for solving this inequality and we give a necessary and sufficient condition for its finite termination (Theorem 2). The algorithm may be run repeatedly with randomly chosen parameters to obtain a sharper result as an intersection of all the enclosures computed. This gives a new method for the square case as well.
Enclosure theorem
The following theorem is the main result of this paper.
Theorem 1 Let R be an arbitrary n × m matrix 1 and let x 0 and d > 0 be arbitrary n-vectors such that
holds, where
Comments. The result is formulated in this way (using R and x 0 ) in order to be able to get a verified enclosure (4) even with rounded inputs. We recommend to take
(an approximation of the Moore-Penrose inverse of A c ; cf. Proposition 1 below) and
Then G and g can be computed from the initial data and from R, x 0 (I is the unit matrix), hence the problem reduces to solving the inequality (3). Since A c , ∆ are m × n and R is n × m, the matrix G is a square matrix of size n × n, where n is the lower of the two dimensions m, n.
and taking absolute values, we have
1 notice the transposed size Thus for a d satisfying (3) we obtain
Since g ≥ 0, (3) implies Gd < d, which in view of G ≥ 0 and
The inequality m ≥ n has not been used in the proof. Therefore the proof may create an impression that the result is valid for arbitrary m, n. This is not the case, as the next proposition shows: if (3) holds (which implies Gd < d since g ≥ 0), then it must be m ≥ n; hence this inequality is implicitly contained in (3).
Proposition 1 If Gd < d holds for some R and d > 0, then each A ∈ A
I has linearly independent columns. In particular, (
Proof. Assume to the contrary that Ax = 0 for some
but from the proof of Theorem 1 we know that existence of a positive solution to Gd < d implies (I − G) −1 ≥ 0, hence premultiplying (7) by this matrix yields |x| ≤ 0, thus x = 0, which is a contradiction. Hence, each A ∈ A I has linearly independent columns; the rest is obvious. 2
Algorithm
The inequality (3) can be solved as an equation
where f is some positive vector. This observation suggests the following algorithm for solving (3):
First we give a necessary and sufficient condition for finite termination of the algorithm. problems
for each z ∈ Z and each i ∈ {1, . . . , n} (we employ the convention inf ∅ = ∞, sup ∅ = −∞), then for x i , x i given by is the optimal enclosure of X. This procedure requires solving 2n · card(Z) linear programming problems. Therefore it can be recommended only if the cardinality of Z is moderate.
Final remark. In particular, all the results apply to the square case (m = n). Some related issues are briefly mentioned in [5] .
