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This study provides a method for finding a polynomial approximation of the Boys 
Function on a given arbitrary domain to a given arbitrary degree. Such an approximation 
would allow computer conducted that involves the Boys Function to be sped up through 
code parallelization. Current methods for evaluating the Boys Function rely on branching 
through division of domain that prevents parallelization. Remez algorithm is used to 
provide an approximation with coefficients for a degree 20 polynomial approximation 
listed for the first 32 Boys Functions. Matlab code is provided with directions on use and 








INTRODUCTION AND LITERATURE REVIEW 
Introduction 
 High performance computing is the development of software intended to speed up 
slow running processes. Processes are usually sped up by creating code optimized to run 
effectively on specific hardware and through the development of numerical 
approximations for complex functions. Often, high performance computing research is 
undertaken with the intent to aid in modeling research. Complex systems require complex 
models that often have associated difficult-to-evaluate functions. These calculations can 
take days. 
 When working with models on the molecular scale, molecular integrals must be 
evaluated. Evaluation of these molecular integrals is very costly and leads to long 
computation times. Numerical methods have been applied to convert molecular integrals 
into forms that are more apt to being evaluated on a computer; however, evaluation of 
these numerical approximations is still costly. Calculations of molecular integral 
approximation functions tend to rely heavily on interval-based divisions, which lead to 
branching in computer programs. The presence of these branching conditions prevents 
the code from being optimized for parallel computation. Since modeling relies on 
iterative processes, being unable to parallelize computations causes a large hit to 
performance. 
 One such type of molecular integral is the coulomb integrals that are used in 
calculations associated with two-electron interactions. These integrals are typically 
evaluated through the use of an incomplete gamma function (the Boys Function) [5]. It is 
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not practical to provide an exact evaluation of the incomplete gamma functions when 
modeling interactions. The cost of its evaluation is extremely high, and in molecular 
models many two-electron interactions must be considered. Fruchtl and Otto investigated 
optimization of the Boys Function for evaluation on vector computers. Most importantly, 
they provide a rational form of the Boys Function. The relevance of their research has 
declined as modern modeling relies on the development of parallelized code that can be 
run on graphics processing units. Schaad and Morrell have also conducted research on the 
Boys Function and provided detailed analysis of the function as well as tables of 
calculated values (up to the 16th degree of the function) [4]. 
 Previous analysis of the Boys Function and its optimization for computer use fail 
to provide methods that are favorable for parallelized computing. Until a numerical 
approximation of the function is developed that removes the dependency on interval 
divided calculations, the Boys Function remains unable to be optimized for parallelized 
computation. This research intends to provide and analyze a polynomial and rational 
approximation of the function that eliminates the need for an interval division. Such 
approximations would allow code for a numerical approximation of the Boys Function to 
be developed and optimized for parallelized computing. This would decrease the 
computation time of molecular models that rely on the evaluation of many two-electron 
interactions. This study intends to apply classical numerical methods, such as Remez 
Algorithm, to the approximation functions provided by Fruchtl and Otto to develop a 
polynomial and rational approximation of the Boys Function that eliminates the need for 




 The Boys Function is used to evaluate coulomb integrals that come up in the 
calculations associated with two-electron interactions [5]. In the modeling of molecular 
systems, such integrals are often evaluated, leading to heavy use of the Boys Function. It 
is impractical to provide an exact evaluation of this function since it would slow down 
the computations necessary for such models. Instead, these models use approximations of 
the Boys Function for their calculations. Previous researchers have investigated and 
provided approximations for the function that are applicable to their areas of research and 
available computer hardware. 
 Fruchtl and Otto investigated the Boys Function and worked towards optimization 
for evaluation on vector computers. They provide derivation of the Boys Function in a 
rational form, which serves a good foundation for the investigation of a rational 
approximation of the function. The relevance of their research has declined as modern 
modeling relies on the development of parallelized code that can be run on GPUs. 
Although their research was able to provide an approximation for the function, it relies 
heavily on interval-based divisions. Additionally, the rational form provided has the 
peculiar property that the numerator and denominator are not fully independent of each 
other [5]. Schaad and Morrell also conducted research on the Boys Function and provided 
a detailed analysis of the function as well as tables of calculated values. The tables 
provided in this paper serve as a good basis of comparison for estimated weights of the 
Boys Function and will be used to validate the approximations investigated in this study. 
The methods outlined in this paper also rely on restrictions based on interval ranges [4]. 
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Relying on interval-based division leads to the presence of branching conditions 
in computer programs that perform calculations using existing approximations of the 
Boys Function.  The presence of these branching conditions prevents the code from being 
optimized for parallel computation. Since modeling relies on iterative processes, being 
unable to parallelize computations causes a large hit to performance. 
 Bailey and Borwein have researched computation of the incomplete Gamma 
function and its application in numerical methods of computation. They provide 
information on the manual computation of special functions and their translation to the 
Lerch transcendent. The paper continues by posing observations of the Lerch 
Transcendent and how they led to special properties useful for computation. The paper 
then provides evaluation for common algorithms used for the computation of the Lerch 
Transcendent; namely the Bernoulli-series Algorithm, Erdelyi-series algorithm, 
Riemann-splitting algorithm. Additionally, explanation of the analytical evaluation 
methods used in computation of the Incomplete Gamma Function is provided [1]. The 
relation between the Boys Function and Incomplete Gamma Function makes the 
algorithms presented and developed in this paper a good starting point for the discovery 
of an approximation of the Boys Function. However, this study is not focused on 
providing fast to compute algorithms, which is the main focus of the current study at 
hand. 
Although past researchers have provided approximations for the Boys Function, 
these approximations are far from ideal for high performance computing. It is necessary 
for an approximation to be discovered that does not rely on branching to allow an 
optimized parallelized implementation to be created. This study will expand on past 
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analysis of the Boys Function in an attempt to remove the branching conditions. 
Additionally, this study will investigate the use of existing numerical methods to 
approximate the Boys Function; with a heavy focus placed on Remez’s Algorithm. 
Ricardo and Lloyd have worked on the development of an implementation of 
Remez’s Algorithm in matlab. Furthermore, possible extensions to allow the use of their 
implementation on rational functions are presented. This well-known algorithm is used to 
find approximations for complex functions [3]. This study plans on applying the methods 
outlined by this paper to the Boys Function. However, it is unknown how the methods 
will perform when applied to the rational form of the Boys Function discovered by 
Fruchtl and Otto. Most likely the dependency between the numerator and denominator 
will lead to issues with using the Barycentric-Remez Algorithm, and further investigation 
will be necessary. 
Belogus and Liron explored “DCR2”, the composition of Remez’s Second 
Algorithm and Differential Correction Method for l∞ rational approximations [2]. 
However, “DCR2” has the same potential to lead to ill-defined behavior since the values 
of the numerator and denominator are not independent of each other.  
 Previous analysis of the Boys Function fail to provide methods that are favorable 
for parallelized computing. Until a numerical approximation of the function is developed 
that removes the dependency on interval divided calculations, the Boys Function remains 
unable to be optimized for parallelized computation. It is important that a parallelized 
approximation for the function be discovered in order to expedite research in fields of 
molecular studies. Molecular models that have numerous two-electron interactions would 
greatly benefit from code parallelization. A speedup in computation time would lead to a 
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decrease in the total time needed for evaluations of model and allow research dependent 
on the models to be conducted in a more timely manner. 
The study at hand intends to provide and analyze a polynomial and rational 
approximation of the function that eliminates the need for an interval division. Such 
approximations would allow code for a numerical approximation of the Boys Function to 
be developed and optimized for parallelized computing. This would decrease the 
computation time of molecular models that rely on the evaluation of many two-electron 






















 The Remez Algorithm is an iterative algorithm that provides a minimax 
approximation. It relies on minimizing the maximum error of an approximation. This 
algorithm relies on starting with a set of initial data points, or polynomial, and iteratively 
solving a system of linear equations until the error term converges (or begins to vary by 




 In the second step of the algorithm, known as the exchange step, the control points are 
continually exchanged with extrema values in intervals to come closer to a minimax 
approximation, that is minimizing the maximum error between the approximation and the 
actual function. 
Programming Languages and Methodologies 
 In order to perform the iterative calculations needed in the Remez’s Algorithm, it 
is best to exploit the power of computational engines and programming languages. 
Python, and Matlab were used. Python’s ease of use makes it ideal for helping to generate 
possible starting points. Matlab’s ability to manipulate matrices allows it to easily solve 
the systems of equations created by the control points. A Matlab library, Chebfun, is 
useful because of its many already implemented approximation methods. Many of the 




Choice of Starting Points or Polynomial 
 A focus of this study is the evaluation of various starting points or starting 
polynomials to input in to Remez’s Algorithm. The starting points and polynomials used 
are those found in classical literature as common approximation for the Boy’s Function, 
as well as those used in other minmax approximations. 





















   
Figure 1: Implementation in python for approximate Boys Values 
Figure 2: Implementation in Matlab for approximate Boys Values 
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Figure 3: Implementation in Matlab for Chebyshev Nodes 
Figure 4: Implementation in Matlab for value of Boys Function 
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Figure 5: Boys Function in a form that can be used with Chebfun 
CHAPTER 3  
RESULTS 
Writing the Boys Function as a Math Function in Matlab 
 The Boy’s Function:  
 
In order to be evaluated in Matlab, the function must be written as an integral of another 





This easily allows the nth Boys Function to be evaluated at a given point or graphed. An 
additional benefit of writing the function in this manner is that it allows it to be easily 
passed into the Chebfun library so that its methods may be used to provide the Remez 





Figure 6: Approximation of Boys Function using Chebfun Library  
Figure 7: Degree 25 Polynomial of 1st Boys Function 
Approximation of Boys Function By Chebfun’s Remez 
 In order to use the Boys Function with the Chebfun library it must be made in to a 
Chebfun object. After the Chebfun object is created, its implementation of Remez can be 















Figure 9: Matlab code outlining how data was collected 









Coefficients up to the 32nd Order of the Boys Function  
 On the following pages is a table containing the coefficients for the 20th degree 
polynomial approximation of the Boys Function on the interval from 0 to 100 is included. 






































 The results of this study show that it is possible to provide an accurate polynomial 
approximation of the Boys Function using Remez. Remez was shown to be successful for 
providing approximations for various orders of the Boys Function on relatively large 
intervals. 
 The results of this study will allow the Boys Function to be parallelized since the 
branching previously necessary for analytical evaluation has been removed. This means 
that research in other fields that make use of the Boys Function may be able to be 
completed in a timelier manner. Furthermore, the flexibility of the implementation 
provided allows for different intervals and degrees of accuracy, allowing future 
researchers to make the choice between trading cost of computation for accuracy. 
 This study, however, failed to provide a rational approximation of the Boys 
Function. Both implementations made by the author as well as those provided in Chebfun 











 Extensions of this study could work towards successfully providing a rational 
approximation of the Boys Function. Implementations of Remez for rational 
approximation written by both the author and the one provided in Chebfun fail to provide 
an approximation due to a growing gap between interpolant values. As the iteration of the 
algorithm runs, the sign of the weights of the approximate values should alternate. 
However, when the rational approximation is run, this is not the case. Neighboring values 
tend to have the same sign, which leads to a breakdown in the algorithm. The error fails 
to converge. This is most likely because of the round-off error associated with 
determining the rational approximation. A good approach would be to split the Boys 
Function into a dominating and non-dominating part and then running Remez on each of 
these parts. This may lead to an approximation that converges that would still allow the 
function to be evaluated in parallel. Another extension of this study could involve finding 
a polynomial approximation of the Boys Function that is not restricted to a domain. 
Although the methods outlined in this study allow arbitrary large domains to be used, it is 






















Download Link for chebfun: http://www.chebfun.org/download/ 
 
To use above code: 
 Set degree to the desired degree of the approximate polynomial 
 Set intervalStart to the start of the domain 
 Set intervalEnd to the end of the domain 
Post Execution: 
 polyNomails contains an approximation of the nth function at index n 
 errorTerms contains the maximum error of the nth function at index n 
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