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Abstract
Let N0 be the set of non-negative integers, and let P (n, l) denote the set of all weak compositions
of n with l parts, i.e., P (n, l) = {(x1, x2, . . . , xl) ∈ N
l
0
: x1 + x2 + · · · + xl = n}. For any
element u = (u1, u2, . . . , ul) ∈ P (n, l), denote its ith-coordinate by u(i), i.e., u(i) = ui. Let
l = min(l1, l2, . . . , lr). Families Aj ⊆ P (nj , lj) (j = 1, 2, . . . , r) are said to be r-cross t-intersecting
if |{i ∈ [l] : u1(i) = u2(i) = · · · = ur(i)}| ≥ t for all uj ∈ Aj . Suppose that l ≥ t + 2. We prove
that there exists a constant n0 = n0(l1, l2, . . . , lr, t) depending only on lj ’s and t, such that for all
nj ≥ n0, if the families Aj ⊆ P (nj , lj) (j = 1, 2, . . . , r) are r-cross t-intersecting, then
r∏
j=1
|Aj | ≤
r∏
j=1
(
nj + lj − t− 1
lj − t− 1
)
.
Moreover, equality holds if and only if there is a t-set T of {1, 2, . . . , l} such that Aj = {u ∈
P (nj , lj) : u(i) = 0 for all i ∈ T } for j = 1, 2, . . . , r.
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1 Introduction
Let [n] = {1, . . . , n}, and let
([n]
k
)
denote the family of all k-subsets of [n]. A family A of subsets of
[n] is t-intersecting if |A ∩ B| ≥ t for all A,B ∈ A. One of the most beautiful results in extremal
combinatorics is the Erdo˝s-Ko-Rado theorem.
Theorem 1.1 (Erdo˝s, Ko, and Rado [13], Frankl [14], Wilson [37]). Suppose A ⊆
([n]
k
)
is t-intersecting
and n > 2k − t. Then for n ≥ (k − t+ 1)(t+ 1), we have
|A| ≤
(
n− t
k − t
)
.
Moreover, if n > (k − t + 1)(t + 1) then equality holds if and only if A = {A ∈
([n]
k
)
: T ⊆ A} for
some t-set T .
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In the celebrated paper [1], Ahlswede and Khachatrian extended the Erdo˝s-Ko-Rado theorem by
determining the structure of all t-intersecting set systems of maximum size for all possible n (see also
[22, 28, 35] for some related results). There have been many recent results showing that a version
of the Erdo˝s-Ko-Rado theorem holds for combinatorial objects other than set systems. For example,
an analogue of the Erdo˝s-Ko-Rado theorem for the Hamming scheme is proved in [33]. A complete
solution for the t-intersection problem in the Hamming space is given in [2]. Intersecting families of
permutations were initiated by Deza and Frankl in [10]. Some recent work done on this problem and
its variants can be found in [5, 7, 8, 11, 12, 17, 23, 25, 30, 31, 36]. The investigation of the Erdo˝s-Ko-
Rado property for graphs started in [20], and gave rise to [4, 6, 18, 19, 21, 38]. The Erdo˝s-Ko-Rado
type results also appear in vector spaces [9, 16], set partitions [24, 26, 27] and weak compositions [29].
Let Ai ⊆
([n]
ki
)
for i = 1, 2, . . . , r. We say that the families A1,A2, . . . ,Ar are r-cross t-intersecting
if |A1 ∩A2 ∩ · · · ∩Ar| ≥ t holds for all Ai ∈ Ai. It has been shown by Frankl and Tokushige [15] that
if A1,A2, . . . ,Ar ⊆
([n]
k
)
are r-cross 1-intersecting, then for n ≥ rk/(r − 1),
r∏
i=1
|Ai| ≤
(
n− 1
k − 1
)r
.
For different values of k’s, we have the following result.
Theorem 1.2 (Bey [3], Matsumoto and Tokushige [32], Pyber [34]). Let A1 ⊆
([n]
k1
)
and A2 ⊆
([n]
k2
)
be 2-cross 1-intersecting. If k1, k2 ≤ n/2, then
|A1||A2| ≤
(
n− 1
k1 − 1
)(
n− 1
k2 − 1
)
.
Equality holds for k1+ k2 < n if and only if A1 and A2 consist of all k1-element resp. k2-element sets
containing a fixed element.
In this paper, we prove an analogue of Theorem 1.2 for weak compositions with fixed number of
parts. Let N0 be the set of non-negative integers, and let P (n, l) denote the set of all weak compositions
of n with l parts, i.e., P (n, l) = {(x1, x2, . . . , xl) ∈ N
l
0 : x1+ x2 + · · ·+ xl = n}. For any element u =
(u1, u2, . . . , ul) ∈ P (n, l), denote its ith-coordinate by u(i), i.e., u(i) = ui. Let l = min(l1, l2, . . . , lr).
For any uj ∈ P (nj, lj) (j = 1, 2, . . . , r), let I(u1,u2, . . . ,ur) = {i ∈ [l] : u1(i) = u2(i) = · · · = ur(i)}.
Families Aj ⊆ P (nj, lj) (j = 1, 2, . . . , r) are said to be r-cross t-intersecting if |I(u1,u2, . . . ,ur)| ≥ t
for all uj ∈ Aj. Our main result is the following.
Theorem 1.3. Given any positive integers l1, l2, . . . , lr and t such that l = min(l1, l2, . . . , lr) ≥ t+ 2,
there exists a constant n0 = n0(l1, l2, . . . , lr, t) depending only on lj ’s and t, such that for all nj ≥ n0,
if the families Aj ⊆ P (nj, lj) (j = 1, 2, . . . , r) are r-cross t-intersecting, then
r∏
j=1
|Aj | ≤
r∏
j=1
(
nj + lj − t− 1
lj − t− 1
)
.
Moreover, equality holds if and only if there is a t-set T of {1, 2, . . . , l} such that Aj = {u ∈ P (nj, lj) :
u(i) = 0 for all i ∈ T} for j = 1, 2, . . . , r.
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2 Case r = 2
In this section, we will prove the following theorem which is a special case of Theorem 1.3.
Theorem 2.1. Given any positive integers l1, l2 and t such that l = min(l1, l2) ≥ t+ 2, there exists a
constant n0 = n0(l1, l2, t) depending only on l1, l2 and t, such that for all n1, n2 ≥ n0, if the families
A1 ⊆ P (n1, l1) and A2 ⊆ P (n2, l2) are 2-cross t-intersecting, then
|A1||A2| ≤
(
n1 + l1 − t− 1
l1 − t− 1
)(
n2 + l2 − t− 1
l2 − t− 1
)
.
Moreover, equality holds if and only if there is a t-set T of {1, 2, . . . , l} such that
A1 = {u ∈ P (n1, l1) : u(i) = 0 for all i ∈ T} and
A2 = {u ∈ P (n2, l2) : u(i) = 0 for all i ∈ T}.
A family B ⊆ P (n, l) is said to be independent if I(u,v) = ∅, i.e., |I(u,v)| = 0, for all u,v ∈ B
with u 6= v. We shall need the following theorem [29, Theorem 2.3]
Theorem 2.2. Let m,n be positive integers satisfying m ≤ n, and let q, r, s be positive integers with
r, s ≥ 2 and n ≥ (2s)2
r−2q+1. If A ⊆ P (m, r) such that |A| ≥ n
1
q
(
n+r−2
r−2
)
, then there is an independent
set B ⊆ A with |B| ≥ s+ 1.
Let u = (u1, u2, . . . , ul) ∈ P (n, l). We define R(i,u) to be the element obtained from u by removing
the i-th coordinate, i.e.,
R(i;u) = (u1, u2, . . . , ui−1, ui+1, . . . , ul).
Inductively, if x1, x2, . . . , xt are distinct elements in [l] with x1 < x2 < · · · < xt, we define
R(x1, x2, . . . , xt;u) = R(x1, x2, . . . , xt−1;R(xt;u)).
In other words, R(x1, x2, . . . , xt;u) is the element obtained from u by removing the coordinates xi,
1 ≤ i ≤ t.
Let A ⊆ P (n, l). Let x1, x2, . . . , xt be distinct elements in [l] with x1 < x2 < · · · < xt, and
y1, y2, . . . , yt ∈ [n]. We set
A(x1, x2, . . . , xt; y1, y2, . . . , yt) = {u ∈ A : u(xi) = yi for all i},
A∗(x1, x2, . . . , xt; y1, y2, . . . , yt) = {R(x1, x2, . . . , xt;u) : u ∈ A(x1, x2, . . . , xt; y1, y2, . . . , yt)}.
Note that
A∗(x1, x2, . . . , xt; y1, y2, . . . , yt) ⊆ P

n− t∑
j=1
yj, l − t

 ,
and
|A∗(x1, x2, . . . , xt; y1, y2, . . . , yt)| = |A(x1, x2, . . . , xt; y1, y2, . . . , yt)|.
Lemma 2.3. Let A ⊆ P (n1, l1), v ∈ P (n2, l2) and l = min(l1, l2) ≥ t + 2. Suppose that 1 ≤ x1 <
x2 < · · · < xt ≤ l. If A
∗(x1, . . . , xt; y1, . . . , yt) has an independent set of size at least l − t + 1, then
either
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(a) |I(v,u)| ≤ t− 1 for some u ∈ A, or
(b) v ∈ {u ∈ P (n2, l2) : u(xi) = yi for all i}.
Proof. Suppose that |I(v,u)| ≥ t for all u ∈ A and v /∈ {u ∈ P (n2, l2) : u(xi) = yi for all i}. Let
B = {R(x1, x2, . . . , xt;wi) : i = 1, 2, . . . , l − t+ 1},
be an independent set of size l − t+ 1 in A∗(x1, . . . , xt; y1, . . . , yt).
Note that wi ∈ A(x1, . . . , xt; y1, . . . , yt) for all i. Since v(xj) 6= yj for some 1 ≤ j ≤ t, we have
|I(R(x1, x2, . . . , xt;v), R(x1, x2, . . . , xt;wi))| ≥ 1,
for all i. Let z = R(x1, x2, . . . , xt;v) and yi = R(x1, x2, . . . , xt;wi). Since B is independent,
I(z,yi) ∩ I(z,yi′) = ∅,
for i 6= i′. Therefore
∣∣∣⋃l+t−1i=1 I(z,yi)∣∣∣ =∑l−t+1i=1 |I(z,yi)| ≥∑l−t+1i=1 1 = l − t+ 1. On the other hand,⋃l+t−1
i=1 I(z,yi) ⊆ [l] \ {xj : j ∈ [t]}, which is of size at most l − t, a contradiction. Hence, either part
(a) or (b) of the lemma holds.
Proof of Theorem 2.1. Let w = (w1, w2, . . . , wl1) ∈ A1 and v = (v1, v2, . . . , vl2) ∈ A2 be fixed. Since
A1 and A2 are 2-cross t-intersecting, we have
A1 =
⋃
{x1,x2,...,xt}⊆[l],
x1<x2<···<xt
A1(x1, x2, . . . , xt; vx1 , vx2 , . . . , vxt)
A2 =
⋃
{x1,x2,...,xt}⊆[l],
x1<x2<···<xt
A2(x1, x2, . . . , xt;wx1 , wx2 , . . . , wxt).
Case 1. Suppose that
|A1(x1, x2, . . . , xt; vx1 , vx2 , . . . , vxt)| ≤ n
1
2
1
(
n1 + l1 − t− 2
l1 − t− 2
)
,
for all {x1, x2, . . . , xt} ⊆ [l] with x1 < x2 < · · · < xt. Then
|A1| ≤
(
l
t
)
n
1
2
1
(
n1 + l1 − t− 2
l1 − t− 2
)
=
(
l
t
)
n
1
2
1
(
n1 + l1 − t− 1
l1 − t− 1
)
l1 − t− 1
n1 + l1 − t− 1
<
(
l
t
)
n
− 1
2
1
(
n1 + l1 − t− 1
l1 − t− 1
)
(l1 − t− 1).
Now,
|A2(x1, x2, . . . , xt;wx1 , wx2 , . . . , wxt)| ≤
(
n2 −
(∑t
i=1 wxi
)
+ l2 − t− 1
l2 − t− 1
)
≤
(
n2 + l2 − t− 1
l2 − t− 1
)
,
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for all {x1, x2, . . . , xt} ⊆ [l] with x1 < x2 < · · · < xt. Therefore
|A2| ≤
(
l
t
)(
n2 + l2 − t− 1
l2 − t− 1
)
,
and
|A1||A2| ≤
(
l
t
)2
(l1 − t− 1)n
− 1
2
1
(
n1 + l1 − t− 1
l1 − t− 1
)(
n2 + l2 − t− 1
l2 − t− 1
)
.
Hence |A1||A2| <
(
n1+l1−t−1
l1−t−1
)(
n2+l2−t−1
l2−t−1
)
if n1 ≥
(
(l1 − t− 1)
(
l
t
)2)2
.
Case 2. Suppose that
|A2(x1, x2, . . . , xt;wx1 , wx2 , . . . , wxt)| ≤ n
1
2
2
(
n2 + l2 − t− 2
l2 − t− 2
)
,
for all {x1, x2, . . . , xt} ⊆ [l] with x1 < x2 < · · · < xt. This case is similar to Case 1. We will obtain
|A1||A2| <
(
n1+l1−t−1
l1−t−1
)(
n2+l2−t−1
l2−t−1
)
if n2 ≥
(
(l2 − t− 1)
(
l
t
)2)2
.
Case 3. Suppose that
|A1(x1, x2, . . . , xt; vx1 , vx2 , . . . , vxt)| ≥ n
1
2
1
(
n1 + l1 − t− 2
l1 − t− 2
)
for some t-set {x1, x2, . . . , xt} ⊆ [l] with x1 < x2 < · · · < xt, and
|A2(y1, y2, . . . , yt;wy1 , wy2 , . . . , wyt)| ≥ n
1
2
2
(
n2 + l2 − t− 2
l2 − t− 2
)
for some t-set {y1, y2, . . . , yt} ⊆ [l] with y1 < y2 < · · · < yt. Since
|A∗1(x1, x2, . . . , xt; vx1 , vx2 , . . . , vxt)| = |A1(x1, x2, . . . , xt; vx1 , vx2 , . . . , vxt)|,
and
A∗1(x1, x2, . . . , xt; vx1 , vx2 , . . . , vxt) ⊆ P

n− t∑
j=1
vxj , l1 − t

 ,
it follows from Theorem 2.2 that A∗1(x1, x2, . . . , xt; vx1 , vx2 , . . . , vxt) has an independent set of size at
least l− t+1, provided n1 ≥ (2(l− t))
2l1−t−1 +1. Similarly, A∗2(y1, y2, . . . , yt;wy1 , wy2 , . . . , wyt) has an
independent set of size at least l − t+ 1, provided n2 ≥ (2(l − t))
2l2−t−1 + 1.
It follows from Lemma 2.3 that
A1 ⊆ {u ∈ P (n1, l1) : u(yi) = wyi for i = 1, 2, . . . , t} and
A2 ⊆ {u ∈ P (n2, l2) : u(xi) = vxi for i = 1, 2, . . . , t} .
This implies that
|A1| ≤
(
n1 −
∑t
i=1 wyi + l1 − t− 1
l1 − t− 1
)
≤
(
n1 + l1 − t− 1
l1 − t− 1
)
.
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Clearly, equality holds if and only if wyi = 0 for all i = 1, 2, . . . , t. Similarly, |A2| ≤
(
n2+l2−t−1
l2−t−1
)
and
equality holds if and only if vxi = 0 for all i = 1, 2, . . . , t. So |A1||A2| ≤
(
n1+l1−t−1
l1−t−1
)(
n2+l2−t−1
l2−t−1
)
and
equality holds if and only if
A1 = {u ∈ P (n1, l1) : u(yi) = 0 for i = 1, 2, . . . , t} and
A2 = {u ∈ P (n2, l2) : u(xi) = 0 for i = 1, 2, . . . , t} .
Now
A1 = A1(y1, y2, . . . , yt;
t︷ ︸︸ ︷
0, 0, . . . , 0),
and
|A∗1(y1, y2, . . . , yt;
t︷ ︸︸ ︷
0, 0, . . . , 0)| = |A1| =
(
n1 + l1 − t− 1
l1 − t− 1
)
> n
1
2
1
(
n1 + l1 − t− 2
l1 − t− 2
)
.
By Theorem 2.2 and Lemma 2.3,
A2 ⊆ {u ∈ P (n2, l2) : u(yi) = 0 for i = 1, 2, . . . , t} .
Since |A2| =
(
n2+l2−t−1
l2−t−1
)
, we must have xi = yi for all i.
This completes the proof of Theorem 2.1.
3 Proof of Theorem 1.3
Note that Ai,Aj are 2-cross t-intersecting for i 6= j. By Theorem 2.1,
|Ai||Aj| ≤
(
ni + li − t− 1
li − t− 1
)(
nj + lj − t− 1
lj − t− 1
)
.
Therefore (
r∏
i=1
|Ai|
)r−1
=
∏
1≤i<j≤r
|Ai||Aj|
≤
∏
1≤i<j≤r
(
ni + li − t− 1
li − t− 1
)(
nj + lj − t− 1
lj − t− 1
)
=
(
r∏
i=1
(
ni + li − t− 1
li − t− 1
))r−1
,
and
r∏
i=1
|Ai| ≤
r∏
i=1
(
ni + li − t− 1
li − t− 1
)
.
Suppose equality holds. Then
|Ai||Aj| =
(
ni + li − t− 1
li − t− 1
)(
nj + lj − t− 1
lj − t− 1
)
,
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and by Theorem 2.1, there is a t-set Tij of {1, 2, . . . , l} such that
Ai = {u ∈ P (ni, li) : u(x) = 0 for all x ∈ Tij} and
Aj = {u ∈ P (nj , lj) : u(x) = 0 for all x ∈ Tij}.
Suppose that Tij 6= Tij′ for some j 6= j
′. Then
Ai = {u ∈ P (ni, li) : u(x) = 0 for all x ∈ Tij ∪ Tij′},
and |Ai| ≤
(
ni+li−t−2
li−t−2
)
. So,(
ni + li − t− 1
li − t− 1
)(
nj + lj − t− 1
lj − t− 1
)
= |Ai||Aj | ≤
(
ni + li − t− 2
li − t− 2
)(
nj + lj − t− 1
lj − t− 1
)
,
a contradiction. Hence T = Tij = Tij′ for all j 6= j
′. This completes the proof of Theorem 1.3.
Acknowledgments
This project is supported by the Advanced Fundamental Research Cluster, University of Malaya
(UMRG RG238/12AFR).
References
[1] R. Ahlswede and L. H. Khachatrian, The complete intersection theorem for systems of finite sets,
European J. Combin. 18 (1997), 125–136.
[2] R. Ahlswede and L.H. Khachatrian, The diametric theorem in Hamming spaces – Optimal anti-
codes, Adv. in Appl. Math. 20 (1998), 429–449.
[3] C. Bey, On cross-intersecting families of sets, Graphs Combin. 21 (2005), 161–168.
[4] P. Borg, Extremal t-intersecting sub-families of hereditary families, J. London Math. Soc. 79
(2009), 167–185.
[5] P. Borg, On t-intersecting families of signed sets and permutations, Discrete Math. 309 (2009),
3310–3317.
[6] P. Borg and F.C. Holroyd, The Erdos-Ko-Rado property of various graphs containing singletons,
Discrete Math. 309 (2009), 2877–2885.
[7] F. Brunk and S. Huczynska, Some Erdos-Ko-Rado theorems for injections, European J. Combin.
31 (2010), 839–860.
[8] P. J. Cameron and C. Y. Ku, Intersecting families of permutations, European J. Combin. 24
(2003), 881–890.
[9] A. Chowdhury and B. Patko´s, Shadows and intersections in vector spaces, J. Combin. Theory
Ser. A 117 (2010), 1095–1106.
7
[10] M. Deza and P. Frankl, On the maximum number of permutations with given maximal or minimal
distance, J. Combin. Theory Ser. A 22 (1977), 352–360.
[11] D. Ellis, Stability for t-intersecting families of permutations, J. Combin. Theory Ser. A 118
(2011), 208–227.
[12] D. Ellis, E. Friedgut and H. Pilpel, Intersecting families of permutations, Journal of the American
Society 24 (2011), 649-682.
[13] P. Erdo˝s, C. Ko and R. Rado, Intersection theorems for systems of finite sets, Quart. J. Math.
Oxford Ser. 2 12 (1961), 313–318.
[14] P. Frankl, The Erdo˝s-Ko-Rado theorem is true for n = ckt, Col. Soc. Math. J. Bolyai 18 (1978),
365–375.
[15] P. Frankl and N. Tokushige, On r-cross intersecting families of sets, Combin. Probab. Comput.
20 (2011), 749–752.
[16] P. Frankl and R.M. Wilson, The Erdo˝s-Ko-Rado theorem for vector spaces, J. Combin. Theory
Ser. A 43 (1986) 228–236.
[17] C. Godsil and K. Meagher, A new proof of the Erdo˝s-Ko-Rado theorem for intersecting families
of permutations, European J. Combin. 30 (2009), 404–414.
[18] A.J.W. Hilton and C.L. Spencer, A graph-theoretical generalisation of Berges analogue of the
Erdos-Ko-Rado theorem, Trends in Graph Theory, Birkhauser Verlag, Basel, Switzerland (2006),
225–242.
[19] F.C. Holroyd, C. Spencer and J. Talbot, Compression and Erdos-Ko-Rado graphs, Discrete Math.
293 (2005), 155–164.
[20] F.C. Holroyd and J. Talbot, Graphs with the Erdos-Ko-Rado property, Discrete Math. 293 (2005),
165–176.
[21] G. Hurlbert and V. Kamat, Erdo˝s-Ko-Rado theorems for chordal graphs and trees, J. Combin.
Theory Ser. A 118 (2011), 829–841.
[22] P. Keevash, Shadows and intersections: Stability and new proofs, Adv. Math. 218 (2008) 1685–
1703.
[23] C. Y. Ku and I. Leader, An Erdo˝s-Ko-Rado theorem for partial permutations, Discrete Math.
306 (2006), 74–86.
[24] C. Y. Ku and D. Renshaw, Erdo˝s-Ko-Rado theorems for permutations and set partitions, J.
Combin. Theory Ser. A 115 (2008), 1008–1020.
[25] C. Y. Ku and T. W. H. Wong, Intersecting families in the alternating group and direct product
of symmetric groups, Electron. J. Combin. 14 (2007), #R25.
[26] C. Y. Ku and K. B. Wong, An analogue of Hilton-Milner theorem for set partitions, J. Combin.
Theory Ser. A 120 (2013), 1508–1520.
[27] C. Y. Ku and K. B. Wong, On cross-intersecting families of set partitions, Electron. J. Combin.
19(4) (2012), #49.
8
[28] C. Y. Ku and K. B. Wong, On r-cross intersecting families of sets, Far East J. Math. Sci. 75
(2013), 295–300.
[29] C. Y. Ku and K. B. Wong, An analogue of the Erdo˝s-Ko-Rado theorem for weak compositions,
to appear in Discrete Math..
[30] B. Larose and C. Malvenuto, Stable sets of maximal size in Kneser-type graphs, European J.
Combin. 25 (2004), 657–673.
[31] Y.-S. Li and Jun Wang, Erdos-Ko-Rado-type theorems for colored sets, Electron. J. Combin. 14
(2007) #R1.
[32] M. Matsumoto and N. Tokushige, The exact bound in the Erdo˝s-Ko-Rado theorem for cross-
intersecting families, J. Combin. Theory Ser. A 52 (1989), 90–97.
[33] A. Moon, An analogue of the Erdo˝s-Ko-Rado theorem for the Hamming schemes H(n, q), J.
Combin. Theory Ser. A 32(3) (1982), 386–390.
[34] L. Pyber, A new generalization of the Erdo˝s-Ko-Rado theorem, J. Combin. Theory Ser. A 43
(1986), 85–90.
[35] N. Tokushige, A product version of the Erdo˝s-Ko-Rado theorem, J. Combin. Theory Ser. A 118
(2011), 1575–1587.
[36] J. Wang and S. J. Zhang, An Erdo˝s-Ko-Rado-type theorem in Coxeter groups, European J.
Combin. 29 (2008), 1112–1115.
[37] R.M. Wilson, The exact bound in the Erdo˝s-Ko-Rado theorem, Combinatorica 4 (1984), 247–257.
[38] R. Woodroofe, Erdos-Ko-Rado theorems for simplicial complexes, J. Combin. Theory Ser. A 118
(2011), 1218–1227.
9
