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THE LIMIT THEOREM WITH RESPECT TO THE
MATRICES ON NON-BACKTRACKING PATHS OF A
GRAPH
TAKEHIRO HASEGAWA, TAKASHI KOMATSU, NORIO KONNO, HAYATO SAIGO,
SEIKEN SAITO, IWAO SATO, AND SHINGO SUGIYAMA
Abstract. We give a limit theorem with respect to the matrices related
to non-backtracking paths of a regular graph. The limit obtained closely
resembles the kth moments of the arcsine law. Furthermore, we obtain
the asymptotics of the averages of the pmth Fourier coefficients of the cusp
forms related to the Ramanujan graphs defined by A. Lubotzky, R. Phillips
and P. Sarnak.
1. Introduction
In spectral graph theory related to probability theory and number theory, it
is important to investigate the relations between non-backtracking paths in a
graph and eigenvalues of its adjacency matrix (cf. [15, 2, 6]). The purpose of
the paper is to define and analyze a new kind of matrix to investigate the re-
lations between the non-backtracking paths without tails in a finite connected
regular graph and the eigenvalues of its adjacency matrix.
Let G be a finite connected (possibly irregular) graph, and let Nm be the
number of non-backtracking “closed” paths without tails (or equivalently, re-
duced cycles) in G of length m (see (2) below). The sequence {Nm}m≥1 can be
considered as a kind of “gap” which indicates how G is far from the universal
covering tree of G, since G is a tree if and only if Nm = 0 for all m. To capture
all Nm, the Ihara zeta function of G is useful. The Ihara zeta function of G is
the generating function of {Nm}m≥1:
ZG(u) = exp
(∑
m≥1
Nm
m
um
)
(1)
for sufficiently small |u|. Note that G is a tree if and only if ZG(u) = 1.
In 1966, Ihara [9] defined the function ZG(u) for regular graphs, and proved
that the reciprocal of ZG(u) is an explicit polynomial. After that, Hashimoto
[8] and Bass [3] extended this Ihara’s result to any graph (see Theorem 2.1
below). In 1996, Stark and Terras [16] introduced a matrix Mm related to
the numbers of non-backtracking paths in any graph (see (2.7) in [16]), and
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gave an elementary proof of the Ihara’s result for any graph. Moreover, they
showed that
Tr(Mm) = Nm.
Note that Mm can be considered as a matrix generalization of Nm. To the
best of our knowledge, the matrix Mm itself has not been analyzed yet.
In this paper, for regular graphs, we analyze the matrix Mm and its variant
(written by am). More precisely, we define a new matrix am by using Mm for a
regular graph G, and we prove a limit theorem for am. From the point of view
of graph spectrum, we call am the principal part of
1
2qm/2
{Mm − em(q − 1)In}
with respect to the adjacency matrix A(G) (see §4 below). To investigate Mm
as a generalization of Nm which plays a crucial role in spectral graph theory,
we focus on the asymptotic behavior of am, the principal part of
1
2qm/2
{Mm−
em(q−1)In}. We also obtain the asymptotic behavior of the matrices sm related
to am. As an application, we give an asymptotic formula of the average of
a(pm), where a(pm) is the pmth Fourier coefficient of the weight 2 cusp form
related to LPS Ramanujan graphXp,q (cf. [11]). This cusp form is the cuspidal
part of the theta series which comes from the quaternion algebra. It is very
interesting that the pmth Fourier coefficients of this theta series can be written
by the numbers of non-backtracking closed paths on Xp,q (see Remark 3.2).
For the regular graphs, the relations between the geometric objects such
as the numbers of closed paths and the eigenvalues of the adjacency matrix
are well investigated, in spectral graph theory related to probability theory
and number theory. In 1987, Ahumada [1] showed the Selberg trace formula
(for short, STF) for regular graphs (see Theorem 2.2 below), and since then
many researchers discuss the STF (cf. [19, 18, 13]). Due to results of harmonic
analysis on regular trees, the STF of a regular graph G gives a beautiful rela-
tion between the eigenvalues of the adjacency matrix A(G) and the numbers
{Nm}m≥1. In 1981, McKay [12] determined the limiting probability density
for the eigenvalues of a series of regular graphs (the so-called Kesten-McKay
law). In [11], Lubotzky, Phillips and Sarnak proved the Kesten-McKay law by
using some kind of the STF for the sequence of their Ramanujan graphs. We
remark that Ramanujan graphs were explicitly constructed in [4] and [10] by
quaternion algebras other than the Hamilton quaternion algebra in the same
method of [11].
This paper is organized as follows. In Section 2, we introduce the termi-
nology of graph theory which are used in Sections 3 and 4. By explaining
the Ihara zeta function ZG(u) of a graph G and the Selberg trace formula of
regular graphs, we present short reviews for non-backtracking closed paths in
G and for the numbers Nm. In Section 3, we restrict a graph G to a regular
graph, and we discuss several properties of the matrices Mm. In Section 4,
we introduce the matrices am and sm, and present limit theorems for these
matrices. Furthermore, we give the asymptotics of the averages of Nm
qm/2
for
Ramanujan graphs. Finally, we obtain the asymptotics of the averages of the
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pmth Fourier coefficients of the cusp forms related to the LPS Ramanujan
graphs.
2. Preliminaries
For x ∈ R, let [x] denote the maximal integer not greater than x.
We denote by In and On the n × n unit matrix and the zero matrix, re-
spectively. Graphs and digraphs treated here are finite. Let G be a connected
graph with edge set E(G) and D the symmetric digraph corresponding to G.
Set D(G) = {(u, v), (v, u) | uv ∈ E(G)}. We also refer to D as a graph G. For
e = (u, v) ∈ D(G), set u = o(e) and v = t(e). Furthermore, let e−1 = (v, u) be
the inverse of e = (u, v).
A path P of length n in D (or G) is a sequence P = (e1, . . . , en) of n arcs
such that ei ∈ D(G), t(ei) = o(ei+1) (1 ≤ i ≤ n−1). Set |P | = n, o(P ) = o(e1)
and t(P ) = t(en). Also, P is called an (o(P ), t(P ))-path. We say that a path
P = (e1, . . . , en) has a backtracking if e
−1
i+1 = ei for some i (1 ≤ i ≤ n− 1). A
(v, w)-path is called a v-cycle (or v-closed path) if v = w. The inverse cycle
of a cycle C = (e1, . . . , en) is the cycle C
−1 = (e−1n , . . . , e
−1
1 ). For a cycle
C = (e1, . . . , em), we denote the equivalence class of its cyclic arrangements
by [C]:
[C] := {(e1, . . . , em), (e2, . . . , em, e1), . . . , (em, e1, . . . , em−1)}.
If |C| ≥ 3 then the inverse cycle of C is not equivalent to C. Let Br be the
cycle obtained by going r times around a cycle B. Such a cycle is called a
multiple of B. A cycle C is reduced if both C and C2 have no backtracking. A
cycle C = (e1, . . . , en) is said to have a tail if en = e
−1
1 . Note that a cycle C is
reduced if and only if C has no backtracking and no tails.
Furthermore, a cycle C is prime if it is not a multiple of a strictly smaller
cycle. Note that each equivalence class of prime reduced cycles of a graph G
corresponds to a unique conjugacy class of the fundamental group π1(G, v) of
G for a vertex v of G. Then the Ihara zeta function ZG(u) of a graph G is
defined to be the function of u ∈ C with sufficiently small |u|, given by
ZG(u) :=
∏
[C]
(1− u|C|)−1,
where [C] runs over all equivalence classes of prime reduced cycles of G (cf.
[9, 17, 3, 8, 16]). For a graph G and for m ∈ Z≥1, set
Nm := #{C | C is a reduced cycle of length m in G}(2)
= #
{
C
∣∣∣∣ C is a cycle of length mwithout backtracking or a tail in G
}
.
Note that ZG(u) is the generating function (1) of Nm [16, p.137, (2.1)].
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Let G be a connected graph with n vertices v1, . . . , vn, and n ∈ N. The
adjacency matrix A = A(G) = (aij) is the n× n matrix such that
aij =
{
the number of undirected edges connecting vi to vj, if i 6= j,
2× the number of loops at vi, if i = j.
Let Spec(A) be the multiset of all eigenvalues of A.
The numbers {Nm}m≥1 are related toA andD by the following determinant
expression for the Ihara zeta function [9, 3]:
Theorem 2.1 (Ihara-Bass). Let G be a connected graph with n vertices v1, . . . , vn
and m edges. Then the reciprocal of the Ihara zeta function of G is given by
ZG(u)
−1 = (1− u2)r−1 det(In − uA+ u2(D− In)),
where r = m− n + 1 is the Betti number of G, and D = (dij) is the diagonal
matrix with dii = deg vi and dij = 0 (i 6= j).
In particular, if G is a connected (q + 1)-regular graph with n vertices then
ZG(u)
−1 = (1− u2)m−n det(In − uA+ qu2In)
= (1− u2)(q−1)n/2
∏
λ∈Spec(A)
(1− λu+ qu2).
Now, let G be a connected (q + 1)-regular graph. Furthermore, let h(θ) be
a function C→ C which satisfies the following conditions:
(1) h(θ + 2π) = h(θ),
(2) h(−θ) = h(θ),
(3) h(θ) is analytically continued to Im(θ) < 1
2
log q + ε (ε > 0).
For this h(θ), we define its Fourier transform by
ĥ(k) =
1
2π
∫ 2π
0
h(θ) e
√−1kθ dθ,
where k ∈ Z.
The numbers {Nm}m≥1 are related to the eigenvalues of A by the Selberg
trace formula of a regular graph [1, 19]:
Theorem 2.2 (Ahumada). Let G be a connected (q+ 1)-regular graph with n
vertices. For λ ∈ Spec(A), we set
θλ = arccos
(
λ
2
√
q
)
,
where 0 < Re θλ < π and 0 < Im θλ ≤ log√q. Then the following trace
formula holds:∑
λ∈Spec(A)
h(θλ)
=
2nq(q + 1)
π
∫ π
0
sin2 θ
(q + 1)2 − 4q cos2 θ h(θ) dθ +
∞∑
m=1
Nmq
−m/2 ĥ(m),
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where Nm is the number of reduced cycles of length m in G.
For a general theory of the Selberg trace formula, refer to [18, 19].
3. The properties for the matrices on non-backtracking paths
of graphs
Let G be a finite connected (q +1)-regular graph with n vertices v1, . . . , vn.
For an integer m ≥ 1, we consider an n× n matrix Am such that the ij-entry
of Am is the number of reduced (vi, vj)-paths of length m in G. The matrix
Am was discussed in [11, 14, 16, 15, 5]. Put A = A(G). Then it holds that
A1 = A, A2 = A
2 − (q + 1)In,
and Am satisfies the following recurrence relation:
Am = Am−1A− qAm−2 (m ≥ 3).
For m = 0, we set A0 = In. Relating to the matrix Am, for m ∈ Z≥1, we
define an n× n matrix Mm as follows:
Mm := Am − (q − 1)
[m−1
2
]∑
k=1
Am−2k.(3)
By the same arguments as [16, §2], the ii-entry ofMm is the number of reduced
vi-cycles of lengthm inG. Thus, the traceNm = Tr(Mm) ofMm is the number
of reduced cycles in G of length m (see (2.7) in [16]).
For m ∈ Z≥0, let Tm be the Chebyshev polynomial of the first kind defined
by
Tm(cos θ) = cosmθ.
Then the matrix Mm is written in terms of Tm.
Theorem 3.1. Let G be a connected (q + 1)-regular graph with n vertices.
Then
Mm = 2q
m/2Tm
(
A
2
√
q
)
+ em(q − 1)In
for any m ∈ Z≥1, where em is defined by
em :=
{
1, if m is even,
0, if m is odd.
Proof. For convenience, we set A′m :=
1
qm/2
Am and A
′ := A′1 =
1
q1/2
A. Then
A′0 = In, A
′
2 = (A
′
1)
2 − q+1
q
In and
A′m = A
′
m−1A
′ −A′m−2 (m ≥ 3)
hold, and whence we obtain
A′m = Um
(
A′
2
)
− 1
q
Um−2
(
A′
2
)
(4)
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(see [15, §2.3 and §8.2] and [7, p.6, Remark]). Here Um(x) is the Chebyshev
polynomial of the second kind defined by
Um(sin θ) =
sin(m+ 1)θ
sin θ
.
By definition (3) of Mm, we have
Mm
qm/2
= A′m − (q − 1)
[m−1
2
]∑
k=1
q−kA′m−2k.
Hence, by (4) we obtain
Mm
qm/2
=Um
(
A′
2
)
− 1
q
Um−2
(
A′
2
)
(5)
− (q − 1)
[m−1
2
]∑
k=1
q−k
{
Um−2k
(
A′
2
)
− 1
q
Um−2(k+1)
(
A′
2
)}
.
The sum in the right-hand side above can be written as
(q − 1)
[m−1
2
]∑
k=1
q−k
{
Um−2k
(
A′
2
)
− 1
q
Um−2(k+1)
(
A′
2
)}
(6)
=
[m−12 ]−1∑
k=0
−
[m−1
2
]∑
k=1
 q−k(1− q−1)Um−2(k+1)(A′
2
)
= (1− q−1)Um−2
(
A′
2
)
− q−[m−12 ](1− q−1)Um−2−2[m−1
2
]
(
A′
2
)
.
The second term is evaluated as
q−[
m−1
2
](1− q−1)Um−2−2[m−1
2
]
(
A′
2
)
(7)
=
{
q−m/2(q − 1)U0(A′/2), if m is even,
q−(m−1)/2(1− q−1)U−1(A′/2), if m is odd,
= q−m/2em(q − 1)In.
By combining (5), (6), (7) and the identity 2 Tm(x) = Um(x) − Um−2(x), the
assertion follows.
Remark 3.2. Similarly to Mm, the matrix Tm concerned with certain cycles
was considered in the context of Ramanujan graphs. For example, let G =
Xp,q be the LPS Ramanujan graph defined in [11]. Here p 6= q are prime
numbers such that p ≡ q ≡ 1 (mod 4). For such p and q, G is constructed
as a (p + 1)-regular Cayley graph, and the number of vertices n is equal to
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#PGL2(Fq) = q(q
2 − 1) and #PSL2(Fq) = q(q
2−1)
2
according to (p
q
) = −1 and
(p
q
) = 1, respectively. Here ( ··) is the Legendre symbol. Set
Tm :=
∑
0≤r≤m/2
Am−2r = pm/2Um
(
A
2
√
p
)
(see [5, p.23]). Then the trace of Tm is written as
2
n
Tr(Tm) =
2
n
pm/2
∑
λ∈Spec(A)
Um
(
λ
2
√
p
)
= C(pm) + a(pm),
where C(pm) and a(pm) are the pmth Fourier coefficient of an Eisenstein series
and of a cusp form of weight 2 on Γ(16q2), respectively. Let fm,v is the number
of non-backtracking cycles (which may have tails) from a vertex v to v of length
m in G. Since G is vertex-transitive, fm,v is constant for all v ∈ V (G). Set
fm,v = fm. Then we have
Tr(Tm) = n
∑
0≤r≤m/2
fm−2r.
Thus it holds that
2
∑
0≤r≤m/2
fm−2r = C(pm) + a(pm).
Here C(pm) is explicitly calculated as
C(pm) =
1 + (p
q
)m
2
4
q(q2 − 1)
pm+1 − 1
p− 1 ,
and a(pm) = Oǫ(p
m(1/2+ǫ)) by Deligne’s bound.
4. The limit theorem with respect to the matrices on
non-backtracking paths of a regular graph
Let G be a connected (q + 1)-regular graph with n vertices and let A =
A(G) be its adjacency matrix. Furthermore, let σ(A) be the set of distinct
eigenvalues of A. For λ ∈ σ(A), let Pλ be the projection into the eigenspace
of λ. Then we have
A =
∑
λ∈σ(A)
λPλ.
Note that
P2λ = Pλ and PλPµ = On (λ, µ ∈ σ(A), λ 6= µ).
Furthermore, we have
Pq+1 =
1√
n
 1...
1
 1√
n
[
1 · · · 1 ] = 1
n
 1 · · · 1... . . . ...
1 · · · 1
 = 1
n
Jn,
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where Jn is the n × n matrix with all entries being one. Moreover, if X is
bipartite then −(q + 1) ∈ σ(A) and we can take an eigenvector
1√
n
t[1, . . . , 1︸ ︷︷ ︸
n/2
,−1, . . . ,−1︸ ︷︷ ︸
n/2
],
with respect to the eigenvalue −(q + 1) as above under a suitable labeling of
vertices. In this case, we have
P−(q+1) =
1
n
[
Jn/2 −Jn/2
−Jn/2 Jn/2
]
.
Note that Tr(Pq+1) = Tr(P−(q+1)) = 1.
Thus, we have
Am =
∑
λ∈σ(A)
λmPλ.
By Theorem 3.1, we have
Mm = 2q
m/2
∑
λ∈σ(A)
Tm
(
λ
2
√
q
)
Pλ + em(q − 1)In.
For m ∈ Z≥1, we define a new matrix am as follows:
am :=
1
2qm/2
Mm − 2qm/2
∑
λ∈σ(A)
|λ|≥2√q
Tm
(
λ
2
√
q
)
Pλ − em(q − 1)In
(8)
=
∑
λ∈σ(A)
|λ|<2√q
Tm
(
λ
2
√
q
)
Pλ.
Let B be an n × n matrix B = f(A) ∈ R[A], where f(x) is a polynomial
in x. For B, we call the matrices
∑
λ∈σ(A)
|λ|<2√q
f(λ)Pλ and
∑
λ∈σ(A)
|λ|≥2√q
f(λ)Pλ the
principal part and the singular part of B with respect to A, respectively. Then
am is the principal part of
1
2qm/2
{Mm − em(q − 1)In} with respect to A.
For example, if G is a Ramanujan graph such that 2
√
q 6∈ σ(A), then
am =
1
2qm/2
Mm − 2qm/2
∑
λ∈σ(A)
λ∈{±(q+1),−2√q}
Tm
(
λ
2
√
q
)
Pλ − em(q − 1)In
 .
(9)
The range of the sequence am is given in Proposition 4.1 below.
Proposition 4.1. Let G be a connected (q + 1)-regular graph with n vertices
v1, . . . , vn. For m ∈ Z≥1 and 1 ≤ i, j ≤ n, every ij-entry (am)ij of am satisfies
the following inequality:
−1 ≤ (am)ij ≤ 1.
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Proof. Let {φλ,1, . . . , φλ,mλ} be an orthonormal basis of the eigenspace Wλ of
an eigenvalue λ ∈ σ(A). Here mλ denotes the multiplicity of an eigenvalue λ
ofA. Since A is symmetric,
⋃
λ∈σ(A){φλ,1, . . . , φλ,mλ} becomes an orthonormal
basis of C(V ) ≃ Rn, where V is the set of vertices of G. Then the ij-entry of
the spectral projection Pλ is written as
(Pλ)ij =
mλ∑
ℓ=1
φλ,ℓ(vi)φλ,ℓ(vj).
For λ ∈ σ(A) with |λ| < 2√q, set θλ := arccos( λ2√q ) (0 < θλ < π). Then the
ij-entry of am is written as
(am)ij =
∑
λ∈σ(A)
|λ|<2√q
cosmθλ
mλ∑
ℓ=1
φλ,ℓ(vi)φλ,ℓ(vj).(10)
Since (φλ,1, . . . , φλ,ml)λ∈σ(A) is regarded as an orthogonal matrix, we have∑
λ∈σ(A)
mλ∑
ℓ=1
φλ,ℓ(v)
2 = 1.
By the Cauchy-Schwarz inequality, we have∣∣∣∣∣∣∣
∑
λ∈σ(A)
|λ|<2√q
mλ∑
ℓ=1
φλ,ℓ(vi)φλ,ℓ(vj)
∣∣∣∣∣∣∣ ≤
√√√√√( ∑
λ∈σ(A)
|λ|<2√q
mλ∑
ℓ=1
|φλ,ℓ(vi)|2)(
∑
λ∈σ(A)
|λ|<2√q
mλ∑
ℓ=1
|φλ,ℓ(vj)|2) ≤ 1.
From this and (10), we are done.
Then the following limit theorem on am holds.
Theorem 4.2. Let G be a connected (q + 1)-regular graph with n vertices,
and let k be a positive integer. Suppose θλ 6∈ ∩[(k−1)/2]j=0 (k − 2j)−12πZ for all
λ ∈ σ(A) with |λ| < 2√q. Then, as N →∞, we have∥∥∥∥∥∥∥
a
k
1 + a
k
2 + · · ·+ akN
N
− ek 1
2k
(
k
k/2
) ∑
λ∈σ(A)
|λ|<2√q
Pλ
∥∥∥∥∥∥∥ = O
(
1
N
)
,(11)
where ‖ · ‖ is the Euclidean norm on Rn2.
Proof. We have
a
k
m =
∑
λ∈σ(A)
|λ|<2√q
coskmθλPλ.
From this, it holds that
1
N
N∑
m=1
a
k
m =
1
N
N∑
m=1
∑
λ∈σ(A)
|λ|<2√q
coskmθλPλ.
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Taking into account for
cosk θ =
 12k
(
k
k/2
)
+ 2
2k
∑ k−2
2
j=0
(
k
j
)
cos((k − 2j)θ), if k is even,
2
2k
∑ k−1
2
j=0
(
k
j
)
cos((k − 2j)θ), if k is odd,
we discuss two cases.
If k is even, then we have
1
N
N∑
m=1
a
k
m =
1
N
N∑
m=1
∑
λ∈σ(A)
|λ|<2√q
 12k
(
k
k/2
)
+
2
2k
k−2
2∑
j=0
(
k
j
)
cos((k − 2j)mθλ)
Pλ
=
1
2k
(
k
k/2
) ∑
λ∈σ(A)
|λ|<2√q
Pλ +
2
2k
k−2
2∑
j=0
(
k
j
) ∑
λ∈σ(A)
|λ|<2√q
∑N
m=1 cos((k − 2j)mθλ)
N
Pλ.
Note that, as N →∞,
N∑
m=1
cosmϕ =
sin(N + 1
2
)ϕ
2 sin ϕ
2
− 1
2
= O(1)
for ϕ ∈ R − 2πZ. By the assumption on θλ, it follows that
∑N
m=1 cos((k −
2j)mθλ) = O(1). Thus we have the assertion when k is even. The case where
k is odd is proved similarly.
The asymptotics (11) closely resembles the kth moment of the arcsine law
( 1
π
√
1−x2dx on [−1, 1]). However, am is not a scalar. Thus we should not
conclude that the “distribution” of am is an arcsine law. It is a future work
to discuss the “distribution” of am.
As a corollary of Theorem 4.2, we exhibit an asymptotic formula of the
average of Nm
qm/2
for a Ramanujan graph.
Corollary 4.3. For a natural number q > 1, let G be a (q + 1)-regular Ra-
manujan graph with n vertices. Suppose 2
√
q /∈ σ(A). Let Nm be the number
of reduced cycles of length m in G. Then, as N →∞, we have
1
N
N∑
m=1
Nm
qm/2
=

1
N
2q[N/2]+1
q − 1 +O
(
1
N
)
, if G is a bipartite graph,
1
N
q(N+1)/2
q1/2 − 1 +O
(
1
N
)
, otherwise.
Proof. By (9) and Tr(Pλ) = mλ, we have
Tr(am) =
Nm − em(q − 1)n
2qm/2
−
∑
λ∈σ(A)
λ∈{±(q+1),−2√q}
mλTm
(
λ
2
√
q
)
,
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which gives us
2
N
N∑
m=1
Tr(am) =
1
N
N∑
m=1
Nm
qm/2
− 1
N
N∑
m=1
em(q − 1)n
qm/2
− 1
N
N∑
m=1
∑
λ∈σ(A)
λ=±(q+1)
2mλ Tm
(
λ
2
√
q
)
− 1
N
N∑
m=1
2m−2√q Tm(−1).
Here we put mλ = 0 if λ /∈ σ(A). Note
∑N
m=1
em(q−1)n
qm/2
= O(1) and
N∑
m=1
2m−2√q Tm(−1) = 2m−2√q
N∑
m=1
(−1)m = O(1).
The left-hand side of the equality above is estimated as O( 1
N
) by Theorem 4.2
for k = 1. By 2 Tm(
±(q+1)
2
√
q
) = (±q1/2)m + (±q1/2)−m, we obtain
1
N
N∑
m=1
2 Tm
(
ǫ(q + 1)
2
√
q
)
=
1
N
(
ǫq1/2 − ǫN+1q(N+1)/2
1− ǫq1/2 +
ǫq−1/2 − ǫN+1q−(N+1)/2
1− ǫq−1/2
)
=
1
N
ǫN+1q(N+1)/2
ǫq1/2 − 1 +O
(
1
N
)
for ǫ = ±1. This completes the proof.
Inspired by Remark 3.2 and (8), we consider sm below.
Theorem 4.4. Let G be a connected (q+1)-regular graph with n vertices. For
m ≥ 0, set
sm :=
∑
λ∈σ(A)
|λ|<2√q
Um
(
λ
2
√
q
)
Pλ =
∑
λ∈σ(A)
|λ|<2√q
sin((m+ 1)θλ)
sin θλ
Pλ.
Suppose θλ /∈ ∩[(k−1)/2]j=0 (k − 2j)−12πZ for all λ ∈ σ(A) with |λ| < 2
√
q. Then,
for any positive integer k, we have∥∥∥∥∥∥∥
1
N
N∑
m=1
skm − ek
1
2k
(
k
k/2
) ∑
λ∈σ(A)
|λ|<2√q
1
sink θλ
Pλ
∥∥∥∥∥∥∥ = O
(
1
N
)
, N →∞.
Proof. We start the proof from the expression
1
N
N∑
m=1
skm =
∑
λ∈σ(A)
|λ|<2√q
(
1
N
N∑
m=1
sink((m+ 1)θλ)
)
1
sink θλ
Pλ.
By the formula
sink ϕ =
ek
2k
(
k
k/2
)
+
2
2k
k−1−ek
2∑
j=0
(−1) k−1+ek2 −j
(
k
j
)
csk((k − 2j)ϕ)
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with csk ϕ := ek cosϕ+ (1− ek) sinϕ, we evaluate
∑N
m=1 sin
k((m+ 1)θλ) as
Nek
2k
(
k
k/2
)
+
2
2k
k−1−ek
2∑
j=0
(−1) k−1+ek2 −j
(
k
j
) N∑
m=1
csk((k − 2j)(m+ 1)θλ).
By using the formula
N∑
m=1
csk((m+ 1)ϕ) =
(−1)k
2
csk+1((N + 3/2)ϕ)− csk+1(3ϕ/2)
sin(ϕ/2)
= O(1), N →∞
for ϕ ∈ R− 2πZ, we are done.
From this, we can estimate the average of Fourier coefficients of the cusp
form related with the LPS Ramanujan graph Xp,q as follows.
Corollary 4.5. Let A be the adjacency matrix of the LPS Ramanujan graph
Xp,q. Let a(pm) be the pmth Fourier coefficient of the cusp form of weight 2
on Γ(16q2) related to Xp,q. Suppose ±2√q /∈ σ(A). Then we have
1
N
N∑
m=1
a(pm)
2pm/2
= O
(
1
N
)
, N →∞.
Proof. Let n be the number of vertices of Xp,q. Then, we obtain
1
n
Tr(sm) =
1
n
∑
λ∈σ(A)
|λ|<2√q
sin(m+ 1)θλ
sin θλ
mλ =
a(pm)
2pm/2
by Remark 3.2 (cf. [11, (4.15) and p.273]). By Theorem 4.4 for k = 1, we are
done.
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