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This paper is concerned with the properties of closed-loop time-optimal 
control of linear systems. Hermes introduced the notion of “stability with 
respect to measurement” in order to characterize those systems which are in- 
sensitive to small measurement errors. In this paper necessary and sufficient 
conditions for stability with respect to measurement of a generic class of third- 
order systems are developed. 
1. INTRODUCTION 
This paper is concerned with the closed-loop time-optimal control of auto- 
nomous systems whose dynamics can be modeled by equations of the form 
ff = Ax + Bu. (1) 
Here the state-oector, X, is in R”, A and B are constant n x 12 and ft x r matrices 
and the control vector, u, lies in the constraint set V’ = {u E Rr: / ui j < 1, 
i = I,..., r}. In addition, the control matrix, B F [bl, b2,..., b’], is assumed to 
have rank Y. 
The usual concepts and elementary properties of such systems, briefly 
described as (n, r)-systems, will be assumed (see [2], [lo], [ll] for details), 
The T-controllable set, which consists of all points controllable to 0 in time T, 
will be denoted by K(T) and the controllable set, (J{K(T): T > 0}, by K. If 
F: K --t 59 is a time-optimal feedback function then the solutions to 
k = Ax + BP(x) 
x(0) = x” E K 
(2) 
describe a time-optimal flow on K. F, as is well known, is (or may be chosen to 
be) piecewise constant and takes on values at the vertices of%‘?. The ith switching 
surface, where the ith coordinate of F is discontinuous, will be denoted by 
Qi while Q(T) A Oi n K( 2’). 
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H. Hermes [9] introduced the notion of “stability with respect to measure- 
ment” as the natural description of a feedback control system’s insensitivity 
to measurement errors. 
DEFINITION 1 (Hermes). A vector field, f, for which a classical solution 
4 of 3 = f(x) (i.e., h(t) = f(b( 1) t a.e. with arbitrary initial data x0 exists, is ) 
said to be stable with respect to measurement (measurement stable) if, given E > 0 
and finite T > 0, there exists a 6 > 0 such that whenever p is a measurable 
function on [0, T] with values in R” and ess sup{/ p(t)]: t E [0, T]} < 6 and for 
which a classical solution $ of 3t(t) = f(x(t) + p(t)), x(O) = x0, exists on [0, T], 
then ess sup{] +(t) - #(t)l: t E [0, T]} < E. 
Though admirably appropriate for Hermes’ purpose, this concept has been 
difficult to apply to specific systems. As Hermes observed, “to characterize 
such fields... is no easy task.” 
With respect to systems of the form (2), Hajek [S] has shown that controllable 
(n, 1)-systems are locally measurement stable (i.e., when restricted to a neigh- 
borhood of the origin) and Brunovsky [3,4] h as g iven necessary and sufficient 
conditions for global measurement stability of (2, %)-systems. Necessary con- 
ditions for measurement stability of a large class of (3,2)-systems [12, 131 
and (n, r)-systems [15] have also appeared. 
In this paper the cellular decomposition of K(T), developed in [13], will be 
used to describe and prove necessary and sufficient conditions for stability 
with respect to measurement for the class of minimally controllable (3, 2)- 
systems. 
2. GENERALIZED SOLUTIONS 
Due to the piecewise constant character of F, the right-hand side of (2), 
f(x) =-; Ax + Iv(x), XEK, (3) 
is discontinuous. A number of authors [3], [S], [7], [9] have pointed out that 
the classical Caratheodory concept of solution is inadequate for the study of 
such systems-(an absolutely continuous function, 4, is a Caratheodory solution 
(%-solution) to k = f(x), x(0) = x0 on [0, T], if d(O) = x0 and y%(t) = f(#(t)) 
a.e. on [0, T].) The three most useful generalized solutions are discussed and 
studied in [7]. These are the F’, S and S-solutions. 
DEFINITION 2.1. Let f be defined and locally bounded on (a subset of) 
Rn and define 
~(f, x) = n cofcx + d2) (4) 
r>O 
~(j, .y) = n n Zf[(x + +\EI (5) 
r>O u(E)=0 
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where 5’ denotes the unit ball in R”, Co denotes the closed convex hull of its 
argument subset and p is n-dimensional Lebesque measure. An absolutely 
continuous function, 4, is a solution to 2 = f(x), s(O) = x0, on [0, T] in the sense 
of 
(a) Krasovsky (4 is a X-solution) if 4(O) = x0 and i(t) E X(f, 4(t)) 
a.e. on [0, T]; 
(b) Fillippov (4 is an Sr-solution) if d(O) = x0 and 4(t) E S(f, (b(t)) 
a.e. on [0, T]; 
(c) Hermes (+ is an .X-solution) if there exist measurable functions 
p, : [0, T] - R” and %-solutions & to z% =f(~ + p>,(t)), x(0) = x0, such that 
p,. ---f 0, C& + + uniformly on [0, T]. 
Hajek has shown ([7], C ‘orollary 5.6) that for system (2) the X-solutions 
and X-solutions coincide and has proven ([8], Lemma 9.1). 
THEOREM 2.1 (Hajek). System (2) is stable with respect to measurement 
iff Z-solutions are unique. 
3. NIINIMALLY CONTROLLABLE SYSTEMS 
A system of the form (1) is said to be minimally controlkzble if there exists 
a neighborhood L; of 0 in R” such that each x E ZJ can be time-optimally con- 
trolled to 0 by a control function having less than n switches. 
The local character of the time-optimal flow of a minimally controllable 
system is determined by geometric relationships among the vectors Ajbi, 
j = 0, l,..., n - 1; i = I,..., Y. In the case of (n, 2)-systems these relationships 
are summarized by the n + I determinants 
d(j) = det[bl, Abl,..., An-l-jbl, 62, Ab2! . . . . Aj-lbz], O<j<n. (6) 
THEOREM 3.1. A controllable system of the form (I) with r = 2 is minimally 
controllable if and only if there exist two integers jl , j, , 0 < jI < j2 ,( n, such that 
d(j) = 0, O-Gi<.i,, 
f 0, jl <j < j2 , (7) 
= 0, j,<j<n. 
The proof of this result for (n, 2)-systems will appear in [14] while for (3, 2)- 
systems it follows from a slight extension of Theorem 1 of [13]. 
Hajek [6] introduced the class of strictly normal systems. For (n, 2)-systems 
these are characterized by the non-vanishing of the n -+ 1 determinants 
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d(O),..., d(n). Yeung [16] has p roven that the general (71, r)-strictly normal 
system is minimumally controllable. 
il feedback control system, if it is to be at all tolerant of measurement errors, 
should not be influenced by sets of measure zero. This observation motivates 
the following: 
DEFIKITION 3.1. A feedback function, F, is said to be realizable at x c K if 
F(x) E 9(F, x). 
It is realizable (locally realizable) ;f it is sealizable at each x of K (K(T), for some 
T z- 0). 
4. CELLULAR STRUCTURE OF (3,2)-SYSTEMS 
In this section the cellular decomposition for (3, 2)-systems derived in 1131 
is briefly described. 
For strictly normal systems the local time-optimal flow near 0 is totally deter- 
mined by the signs of the four determinants 
S(i) = SGN(d(i)), i =0,1,2,3. 
Let 
241 = [--6(l), S(2)]’ 
u2 = [6(l), S(2)]’ (8) 
u3 z -ul u4 = -u'. 
Then, for s E d(T) = {(sr , sa , ~a): 0 ,( sr < sz < sa < T) and T sufficiently 
small. the control function 
wl(s; t) = 241, 0 dt ($1, 
= 9, Sl < t < s2, (9) 
= u3, s2 < t < $3 7 
is the unique time-optimal control function for 
xl(s) z - IS’ ecAtBd(s; t) dt 
0 
== G(s,)(u’ - u”) + G(s2)(u2 - u”) + G(s3) u3 (10) 
where 
G(T) = - IO7 e-*tB Jt. (11) 
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The image of the mapping 9: d(T) -+ K(T) is denoted by D(1, 2, 3; T). It 
is a 3-cell whose boundary is composed of a portion of the T-isochrone (which 
is the image of the cell (s: sa = T)) and the three 2-cells 
(i) D(2, 3; T), the image of (s: si = 0} 
(ii) D(1, 2; T), the image of {s: sa = sa] 
and 
(iii) D(1, 3; T), the image of {s: sr = sz}. 
The time-optimal feedback function is defined on D( I, 2, 3; T) by 
F(xl(s)) x ul, 0 < s1 < s2 < s3 < T, 
= 242, 0 = s1 < s2 < s3 < T, 
= I?, 0 = s1 = s2 < s3 < T, 
-0 0 = Sl = s2 = s,; 
(12) 
and 
#l(t) = Xl(Sl - t, s2 - t, ss - t), 0 < t < Sl , 
= x1(0, sp - t, SQ - t), Sl < t -=c $2 , (13) 
= x1(0,0, sg - t), s2 < t G s3 > 
describes the unique time-optimal trajectory from x0 = xl(s) to the origin and 
is the unique %-solution to (2). 
The images of the cells {s: si = O> and (s: ss = ss}, D(2, 3, T) and D(1, 2, T), 
are an attracting set and an invariant set, respectively, of the time-optimal 
flow considered as a local semi-dynamical system on K(T)\(O) (see [l]). 
Control function vl switches first on the first coordinate and second on the 
second coordinate. If this order is reversed the optimal switching sequence 
d, u4, ~3 is obtained. This leads to the 3-cell D(1,4, 3; T) which has the 
attracting cell, D(4, 3; T); the invariant cell, D(1,4; T) the T-isochrone and 
the two-cell D(1, 3; T) as boundary cells. The 3-cells D(1,2, 3; T) and D(l,4, 
3; T) share the cell D(1, 3; T) and the feedback function, F, is constant (equal 
to ~1) on the interior of D(1,2, 3; T) u D(1, 4, 3; T). From (12) it is seen 
that D(2, 3; T) lies in the switching surface Q,(T) and, similarly, D(4, 3; T) 
lies in Q,(T). 
Other optimal control functions can be identified and shown to provide a 
decomposition of K(T), for small T. The actual structure depends upon the 
relative signs among d(O),..., d(3) as summarized in Table I (see [ 131 for details) 
where the dependence upon T has been suppressed. 
If a given 2-cell is an attracting cell for two 3-cells, then it lies in Q, n Q, 
and the feedback function is not realizable on its relative interior. For example, 
if 8(l) S(3) = -1 then D(2, 3; T) is an attracting cell for D(1,2, 3; T) and 
D(3, 2, 3; T). In a neighborhood of a point ~0 in the relative interior of D(2, 3; T) 
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TABLE I 
The Cellular Structure of K(T) for Strictly Normal Systems 
3-Cell 
Attracting 
2-cell 
Invariant 
2-cell 
al, 2, 3) 
DU, 4,3) 
0(3,4, 1) 
m3, 2, 1) 
S(0) S(2) = 1 w, 1721 
w4, 3, 4) 
6(O) 6(2) = -1 WI, 2, 1) 
a3, 4, 3) 
6(l) S(3) = 1 m4, 1,4) 
w2, 3,2) 
6(l) S(3) = -1 ml, 4, 1) 
W3,2,3) 
D(2, 3) 
W4, 3) 
D(4, 1) 
W, 1) 
D(1,2) 
D(3,4) 
XL 1) 
D(4, 3) 
D(l, 4) 
D(3, 2) 
D(4, 1) 
D(2, 3) 
DO, 2) 
D(1,4) 
D(3, 4) 
D(3, 2) 
DC& 1) 
D(4, 3) 
D(l, 2) 
D(3, 4) 
D(4, 1) 
D(2,3) 
D(1,4) 
D(3, 2) 
F takes on the values ~1 (on D(1, 2, 3; T)), u2 (on D(2, 3; T)) and zP (on 
0(3,2, 3; T)). Since D(2, 3; T) is a set of measure zero, F(#) $ S(F, x0) = 
cO(u1, ~3) (see (5)) and F is not realizable at x0. Note that in this case D(3, 2; 2’) 
is an invariant cell for D(3, 2, 3; T) and D(3, 2, 1; T) and that, as a result, F 
is constant (equal to u”) on the interior of the union of these two 3-cells. This 
is in contrast to the case 6( 1) s(3) = 1 whereFis realizable at each x of D(2, 3; 7’) 
(which does not lie in Q,) and D(3, 2; T) (which lies in Sz,) separates 
D(2, 3, 2; T) and D(3, 2, 1; T). 
Examination of Table I establishes 
THEOREM 4.1. The unique time-optimal feedback function of a strictly normal 
(3, 2)-system is locally realizable if and only if 
6(O) 6(2) = 6(l) S(3) = 1. 
If the system is minimally controllable but not strictly normal, then in certain 
regions of K(T) the feedback function is not uniquely defined. Nevertheless, 
the techniques of [I 31 may be extended to prove 
THEOREM 4.2. Let the (3, 2)-system (1) be minimally controllable, then there 
exists a locally realizable time-optimal feedback function if and only if 
d(0) d(2) 2 0 and d(1) d(3) ., 0. 
60 L. D. MEEKER 
5. LOCAL MEASUREMENT STABILITY 
It is easily seen that if F is not realizable then system (2) is not measurement 
stable. On the other hand, if F is realizable then it is not dependent upon sets 
of measure zero and, as a consequence, the class of F-solutions and the class 
of .X-solutions to (2) are identical. Furthermore, for realizableF, each %-solution 
is also an fl-solution. Therefore, in the notation of [7], 
Thus, by Theorem 2.1, a system with a realizable feedback function is 
measurement stable, if and only if, its 9-solutions are unique. Since local unique- 
ness implies global uniqueness it is sufficient to determine under what conditions 
(2) with realizable F, has locally unique .F-solutions. 
- DII,3 1 
D(2,1,2,) D(4,3,4 1 
fl2 \ 
D(2,3,2) ,::\\ D(4,1,4) 
7---y? ‘\ 
D(7J) D(3.2) .’ \ \ /I-, -----D(4,,)---0(3,4)------ 
\/ \/ 
D(3,2, I) ~ D(3 I) 1 -D(3,4,l) 
FIG. 1. Schematic representation of the cellular structure of K(T) when F is realizable 
(when 6(O) S(2) = S( 1) 6(3)). 
Figure 1 displays the structure of K(T) f or a strictly normal (3, 2)-system 
having a realizable time-optimal feedback function. Shown are the basic 
3-cells, the four 2-cells D(2, 3), D(1, 2), D(4, I) and D(3, 4) making up 
Q,(T) and the four 2-cells D(2, I), D(3, 2), D(4, 3) and D(l,4) forming 
L&(T). Kate that each 2-cell of a switching surface is an attractor for one 3-cell 
and an invariant cell of another. 
The feedback function F is constant on the relative interior of each cell. 
For example, for s in the interior of D( 1, 2, 3) u D( 1, 4, 3), F(x) = uL; in the 
relative interior of D(2, 3) F(x) = ua and in the relative interior of the l-cell 
O(3), F(x) = u3. 
Clearly T-solutions are locally unique at a point x of IC( T)\(Q,jT) U Q,(T) 
(because 9(F, x) = {F(x)}). Th is argument does not apply to a point x0 on a 
switching surface. However, the following lemma is an obvious consequence 
of the fact that each cell of a switching surface is either an attracting set or an 
invariant set of the time-optimal flow on the higher dimensional cells which 
contain it. 
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LEMMA 5.1. Let .x0 E Q,(T) u Q,(T), then any F-solution to (2) lies in 
Qd T) ” Q2( 7-1. 
LEMMA 5.2. Let x0 E C$(T) u Q,(T) I’ le in the relative interior of a 2-cell, 
then S-solutions are locally unique at x0. 
Proof. Suppose ,x0 lies in D(2, 3; T). Then 
x0 == x1(0, s2 , s3) = G(s,)(u” - u”) + G(s3) u3, (0 < s* < s3 < T) 
and 
~-lx0 = 2 6(2) E”(s,) + S(l) El(s,) - a(2) E2(s,) - Bu2 
where 
The vector 
rl(S? 9s3) _ ~X’(O~ % ,%I 
axyo, s* ) s3) ___- * ------ 
as* C?S, 
= 26(2) E’(s,) A (S(1) El($) - S(2) P(s,)) 
is a normal to 42, 3; I”) at x0. Since &X0 is in D(1,2,3; T) n D(2, 3,2; T), 
Ax0 + Bv = 2 a(2) Ez(s,) + 6( 1) El(s,) - S(2) E*(s,) - B(u* - v) is in 
F( f, xO)(f(x) = Ax -+ BF(x)) only if 0=0121~+(l-~)u~ for some 01, 
0 < CL < 1. Furthermore, it is parallel to the tangent plane to D(2, 3; T) at 
.x0, only if ?(s2 , sa) (Ax0 + Bv) = 0; or, equivalently, 
Eys,) A (S(1) El(s,) - 6(2) E2(S3)) (1 - a) b1 
= (1 - c@(l) P(s,) A B(s,) . b1 - s(2) E2(s2) A E2(s3) . bl] = 0. 
However, the bracketed term has the expansion 
i d(l)] s3 + I d(2)l (s3 - s2) + -** 
about s2 = sQ = 0 Clearly, if ‘I’ is sufficiently small this is non-zero and, hence, 
I - O( = 0 and v == U* == F(xa). This argument may be adapted to prove the 
local uniqueness of P-solutions on each 2-cell of Q,(T) u Q2(T). 
LEMMA 5.3. Let x0 E D( I ; T) u D(3; T), th en .F-solutions are locally unique 
at x0. 
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Proof. If ~0 = G(t) u1 E D(1; T) (0 < t), then Ax0 = e-AtBur - Bul and, 
if Ax0 + Bv is in the tangent space of D(1; T) at x0, erAtBul - B(ul - v) = 
cepAtBul. In this case 
(1 -c)br~ b2 . erAtBul = (1 - c)[-(! d(l)\ + 1 d(2)l) t + ...I = 0. 
As before, if T is sufficiently small the bracketed term is non-zero and, hence, 
c = 1 and v = zP = F(xO). Since D(3; 7’) = --D(l; T), this proves the lemma. 
LEMMA 5.4. Let x0 E D(2; T) u D(4; T), then 9-solutions are locally unique 
at x0 if and only if det[bl, b”, e-AtBu2] + 0. 
Proof. As in the proof of (5.3) if x0 E D(2; T), Ax0 + Bv lies in the tangent 
space to D(2; T) at x0 if and only if 
or 
e-*tBu2 - B($J - v) z ce-*tBu2 
(1 - c) edAtBu2 = B(u2 - v). 
Since this implies that 
(1 - c) det[bi, b2, e-A”Buz] = 0 
it is clear that if the determinant does not vanish identically then, for small T, 
this equation implies c = 1, v = u2 and, thereby, local uniqueness of 
fl-solutions. On the other hand if det[bl , b2, e-*tBu2 = 0 then other ,F-solu- 
tions can be constructed as follows. 
The vanishing of the determinant for all t implies that analytic functions 
y1 , y2 exist which satisfy n(O) = ~~(0) = 1, and e-AtBu2 = yl(t) S(1) 61 + 
y,(t)6(2)b2forO~t<oo.SelectO<E~TsothatO<yi(t)<2,i- J,2, 
0 < t < E, and define q.(t) = 6(i)(I - &Y~(E - t/2)). Then $e-*(c-tj2)Bu2 = 
B(u2 - v(t)), 0 < t < 2~. The function 4(t) = G(c - t) ua, 0 < t < E, 
describes the time-optimal trajectory from x0 = G(E) u2 E D(2; T) to 0. The 
function y(t) +(t/2) has y(0) = x0 and traverses the same path as 4 but at 
half the speed. Furthermore, 
Ay(t) + Bv(t) = epA(rpt/2)Bu2 - B(u2 - v(t)) 
= ,-A~e-tj2,Bu2 _ .;,-A(f-t/2,jju2 
= &-*(c-tP)Buz = j(t). 
Thus y is an absolutely continuous solution to k = Ax(t) + Bv(t), x(0) = x0, 
which differs from the time-optimal trajectory (y(t) # 0 for 0 < t < 2~). It 
remains to show that y is an F-solution to (2). To do this it is sufficient to show 
that v(t) = [8(l)(l - lyl(t/2)), 6(2)(1 - &y,(t/2))]’ E S(F, x) for each x E D(2; T). 
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Since D(2; T) lies in the intersection of D( 1, 2, 3; T), D(2, 3, 2; T) and 
D(3, 2, 1; T), the Filippov set 9(F, X) = Z{ul, u2, ~“1. If aI(t) = r1(t/2)/4, 
a2(t) = 1 - (r&/2) + &/2))/4 and ~~(4 = ~&/2)/4, then v(t) = &) u1 + 
c$(t) 242 + as(t) u3 E 9(F, y(t)) and, therefore, y is an fl-solution to (2). Since 
D(4; 7’) = -D(Z; T), this completes the proof of (5.4). 
Taken together Lemmas 5.2, 5.3 and 5.4 imply 
THEOREM 5.1. A strictly normal (3, 2)-system of the form (1) is locally stable 
with respect to measurement ;f and only if 
(i) S(0) S(2) = S(1) S(3) = 1 
and 
(ii) det[bl, b2, eeAtBu2] f 0. 
COROLLARY 5.6. A strictly normal (3, 2)-system satisfying S(0) S(2) = 
S( 1) S(3) = 1 is stable with YespeLt fo measurement if 
Proof. The expansion det[bl, b2, eeAtBa2] = (I d(l)j - j d(2)l) t + ... shows 
that if the determinant vanishes identically, then / d(l)[ = I d(2)1. 
THEOREM 5.2. A minimally controllable (3, 2)-system which is not strictly 
normal has a time-optimal feedback function which is stable with respect to measure- 
ment if and only if d(0) d(2) > 0, d(I) d(3) 3 0 and one of the following holds: 
(i) d(1) = 0 or d(2) = 0, but not both, 
OT 
(ii) d(1) -f 0, d(2) # 0 and det[bl, b2, e-AtBuz] q& 0. 
Proof. In case (i) suppose d(l) # 0 and d(2) = 0. If d(0) # 0, define 
S(2) = S(0) otherwise define both S(0) = S(2) = I. Then the structure of 
K(T), for small T, is as given in Table 1 except that the cells corresponding to 
two second coordinate switches (D(2, 3, Z), D(4, 1, 4), etc.) are only Z-cells. 
For example D(2,3,2; T) = D(2,3; T) = D(3,2; T) and F is not uniquely 
defined on this cell. If F is defined to be equal to u3 on this cell and equal to u1 
on D( 1,4: T) (= D(4, 1; T)) then it is realizable and time-optimal. Furthermore, 
Lemmas’s 5.3 and 5.4 hold and, since d(2) = 0, det[bl, b2, e-AtBU2] + 0. ThusF 
is measurement stable. The situation is similar if d(2) + 0 and d(l) = 0. 
In case(ii)S(O)andS(3) are defined, if necessary, so that S(O)S(2) =S( 1) S(3) = 1. 
In this case the structure of K( T) is identical to that for the strictly normal system 
and the proof follows from the same arguments. 
Boltyanskii [2], in his description of a “regular synthesis of feedback control” 
classifies cells of the switching surfaces as being of the first or second kind. 
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For minimally controllable systems, as has been shown, only cells of the first 
kind occur near the origin. Since it seems unlikely that cells of the second kind 
would create measurement “instability”, the following seems likely. 
CONJECTURE 5.1. A minimally controZlable system of the form (1) is stable 
with respect to measurement if and only ;f it is locally stable with respect to measure- 
ment. 
If a system is not minimally controllable, then cells of the second kind can 
occur arbitrarily close to the origin thus complicating both the topological and 
combinatrial analyses. Such systems are currently under study. 
6. SUMMARY 
This paper has been concerned with the time-optimal feedback control of 
linear third-order systems with two dimensional inputs. Its principle contri- 
bution lies in the formulation and proof of necessary and sufficient conditions 
for the time-optimal vector field to be locally stable with respect to measurement 
(Theorem, 5.1 and 5.2). 
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