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Abstract—Uniform random intersection graphs have received
much interest and been used in diverse applications. A uniform
random intersection graph with n nodes is constructed as follows:
each node selects a set of Kn different items uniformly at random
from the same pool of Pn distinct items, and two nodes establish
an undirected edge in between if and only if they share at least
one item. For such graph denoted by G(n,Kn, Pn), we present the
following results in this paper. First, we provide an exact analysis
on the probabilities of G(n,Kn, Pn) having a perfect matching and
having a Hamilton cycle respectively, under Pn = ω
(
n(lnn)5
) (all
asymptotic notation are understood with n → ∞). The analysis
reveals that just like (k-)connectivity shown in prior work, for both
properties of perfect matching containment and Hamilton cycle
containment, G(n,Kn, Pn) also exhibits phase transitions: for each
property above, as Kn increases, the limit of the probability that
G(n,Kn, Pn) has the property increases from 0 to 1. Second,
we compute the phase transition widths of G(n,Kn, Pn) for k-
connectivity, perfect matching containment, and Hamilton cycle
containment, respectively. For a graph property I and a positive
constant ǫ < 1
2
, with the phase transition width dn(I, ǫ) defined
as the non-negative difference between the minimal Kn ensuring
G(n,Kn, Pn) having property I with probability at least 1−ǫ, and
the minimal Kn ensuring G(n,Kn, Pn) having property I with
probability at least ǫ, we show for any positive constant ǫ < 1
2
and any positive constant integer k that:
(i) If Pn = Ω(n) and Pn = o(n lnn), dn(k-connectivity, ǫ) equals
either 0 or 1 for each n sufficiently large.
(ii) If Pn = Θ(n lnn), then dn(k-connectivity, ǫ) = Θ(1).
(iii) If Pn = ω(n lnn), then dn(k-connectivity, ǫ) = ω(1).
(iv) If Pn = ω
(
n(lnn)5
)
, dn(perfect matching containment, ǫ) and
dn(Hamilton cycle containment, ǫ) can both be written as ω(1).
Index Terms—Connectivity, Hamilton cycle, perfect matching,
phase transition, random intersection graph.
I. INTRODUCTION
Uniform random intersection graphs have received much
attention and been used in various applications [2], [3], [9],
[10], [14]–[20]. A uniform random intersection graph with n
nodes is defined as follows: each node picks a set of Kn
different items uniformly at random from the same pool of Pn
distinct items, and an undirected edge is put between any two
nodes which share at least one item. We will denote a uniform
random intersection graph by G(n,Kn, Pn). Uniform random
intersection graphs belong to a wider class of graphs called
random intersection graphs in which each node selects some
items in a random manner and any two nodes have an undirected
edge upon sharing a certain number of items [15]–[20].
Uniform random intersection graphs are also referred to as
random key graphs due to their applications to the Eschenauer–
Gligor key predistribution scheme [5], which is a recognized
approach to ensure secure communications in wireless sensor
networks. In the Eschenauer–Gligor scheme for a wireless
sensor network with n sensors, before deployment, each sensor
is assigned a set of Kn distinct cryptographic keys selected
uniformly at random from the same key pool containing Pn
different keys. After deployment, two sensors establish secure
communication if and only if they have at least one common
key. Clearly the induced topology is a uniform random inter-
section graph. In addition to secure sensor networks, uniform
random intersection graphs have been used for recommender
systems [9], social networks [18], and circuit design [16].
In this paper, we study monotone increasing properties and
their phase transitions in uniform random intersection graphs.
The studied properties include k-connectivity, perfect match-
ing containment, and Hamilton cycle containment. First, k-
connectivity means that each pair of nodes has at least k
internally node-disjoint path(s) between them [18]. Second, a
perfect matching in a graph with an even number of nodes
means a matching covering all nodes, where a matching in a
graph is a set of edges without common nodes [3]. We use
the generalized notion of perfect matching: for a graph with
an odd number of nodes, a perfect matching means a matching
covering all nodes except one [3]. Finally, a Hamiltonian cycle
in a graph is a closed loop that visits each node once [4].
The above studied properties of uniform random intersection
graphs have various applications. In the use of uniform random
intersection graphs for secure wireless sensor networks [5], k-
connectivity enables multi-path routing and load balancing, and
is useful for consensus [18]; perfect matchings have been used
for the analysis of wireless information flow [1] and network
coverage [13], and the optimal allocation of rate and power
[12]; and Hamilton cycles have been used for cyclic routing
which along with distributed optimization achieves efficient in-
network data processing [11].
We make the following contributions in this paper: i) we
provide an exact analysis on the probabilities of a uniform ran-
dom intersection graph G(n,Kn, Pn) having a perfect matching
and having a Hamilton cycle respectively, and ii) we compute
the phase transition widths of G(n,Kn, Pn) for k-connectivity,
perfect matching containment, and Hamilton cycle containment,
respectively. Note that when we say a graph has a perfect
matching (respectively, Hamilton cycle), we mean the graph has
at least one perfect matching (respectively, Hamilton cycle).
The rest of the paper is organized as follows. Section II
presents the main results as theorems. Then, we introduce
several auxiliary lemmas in Section III, before establishing the
theorems in Section IV. Section V reviews related work, and
Section VI concludes the paper. The Appendix details the proofs
of the lemmas.
1
II. THE MAIN RESULTS
We present the main results in Theorems 1–3. We use
the standard asymptotic notation Ω(·), ω(·), O(·), o(·),Θ(·). All
asymptotics and limits are taken with n → ∞. Also, P[·]
denotes an event probability. An event happens with high
probability if its probability converges to 1 as n→∞.
A. An exact analysis on perfect matching containment and
Hamilton cycle containment
Theorem 1. For a uniform random intersection graph
G(n,Kn, Pn), if there is a sequence αn with limn→∞ αn ∈
[−∞,∞] such that
Kn
2
Pn
=
lnn+ αn
n
, (1)
then under Pn = ω
(
n(lnn)5
)
, it holds that
lim
n→∞
P[G(n,Kn, Pn) has a perfect matching. ]
=e−e
− lim
n→∞
αn
=

0, if limn→∞ αn=−∞,
1, if limn→∞ αn=∞,
e−e
−α∗
, if limn→∞ αn=α∗∈ (−∞,∞).
Theorem 2. For a uniform random intersection graph
G(n,Kn, Pn), if there is a sequence βn with limn→∞ βn ∈
[−∞,∞] such that
Kn
2
Pn
=
lnn+ ln lnn+ βn
n
, (2)
then under Pn = ω
(
n(lnn)5
)
, it holds that
lim
n→∞
P[G(n,Kn, Pn) has a Hamilton cycle. ]
=e−e
− lim
n→∞
βn
=

0, if limn→∞ βn=−∞,
1, if limn→∞ βn=∞,
e−e
−β∗
, if limn→∞ βn=β∗∈ (−∞,∞).
Theorems 1 and 2 show that uniform random intersection
graphs exhibit phase transitions for perfect matching contain-
ment and Hamilton cycle containment. By [18, Lemma 8], the
term Kn
2
Pn
in (1) and (2) is an asymptotic value of the edge
probability 1 − (Pn−Kn
Kn
)/(
Pn
Kn
) (i.e., the probability for the
existence of an edge between two nodes). If we replace Kn2
Pn
in (1) and (2) with the edge probability, Theorems 1 and 2 still
follow; see the explanations given in the proofs of Theorems 1
and 2.
Note that a difference between a uniform random intersection
graph and an Erdo˝s–Re´nyi graph [6] which is constructed by
assigning an edge between each pair of nodes independently
with the same probability, is that not all edges in the former
graph are independent, while in the latter graph all edges are
mutually independent. Despite of this difference, the results
above along with Lemmas 4 and 5 in Section III show that in
both graphs, common critical thresholds of the edge probability
are lnn
n
for perfect matching containment, and lnn+ln lnn
n
for
Hamilton cycle containment.
B. Phase transition widths for k-connectivity, perfect matching
containment and Hamilton cycle containment
For each n, given Pn, the probability that G(n,Kn, Pn)
has a monotone increasing graph property I increases as Kn
increases [15], so we define for a positive constant ǫ < 12 that
K−n (I, ǫ) := min
{
Kn
∣∣∣∣ G(n,Kn, Pn) has property Iwith probability at least ǫ.
}
(3)
and
K+n (I, ǫ) := min
{
Kn
∣∣∣∣ G(n,Kn, Pn) has property Iwith probability at least 1− ǫ.
}
.
(4)
The phase transition width dn(I, ǫ) of graph G(n,Kn, Pn) for
a monotone increasing graph property I and a positive constant
ǫ < 12 is defined by
dn(I, ǫ) = K+n (I, ǫ)−K−n (I, ǫ). (5)
Theorem 3. For a uniform random intersection graph
G(n,Kn, Pn), the following results hold for any positive con-
stant ǫ < 12 and any positive constant integer k:(i) If Pn = Ω(n) and Pn = o(n lnn), dn(k-connectivity, ǫ)
equals either 0 or 1 for each n sufficiently large.
(ii) If Pn = Θ(n lnn), then dn(k-connectivity, ǫ) = Θ(1).
(iii) If Pn = ω(n lnn), then dn(k-connectivity, ǫ) = ω(1).
(iv) If Pn = ω
(
n(lnn)5
)
, dn(perfect matching containment, ǫ)
and dn(Hamilton cycle containment, ǫ) can both be written as
ω(1).
The result (i) in Theorem 3 above shows that under Pn =
Ω(n) and Pn = o(n lnn), a uniform random intersection graph
exhibits a sharp phase transition for k-connectivity for each n
sufficiently large: if G(n,Kn, Pn) has a probability of at least ǫ
to be k-connected, then G(n,Kn + 1, Pn) has a probability of
at least 1 − ǫ to be k-connected, since dn(k-connectivity, ǫ)
is at most 1. Note that dn(k-connectivity, ǫ) could be 0;
e.g., for some K∗n, if the probabilities of G(n,K∗n, Pn) and
G(n,K∗n+1, Pn) being k-connected are less than ǫ, and at least
1− ǫ, respectively, then dn(k-connectivity, ǫ) = 0 follows since
K−n (k-connectivity, ǫ) and K+n (k-connectivity, ǫ) given by (3)
and (4) both equal K∗n + 1 in this case.
For a uniform random intersection graph G(n,Kn, Pn), the
results on k-connectivity in Lemma 1 in the next section use
Pn = Ω(n), while the results on perfect matching containment
and Hamilton cycle containment in Theorems 1 and 2 rely
on Pn = ω
(
n(lnn)5
)
. Since Theorem 3 above is established
from Lemma 1, and Theorems 1 and 2, then Theorem 3 has
results for k-connectivity under Pn = Ω(n), and for perfect
matching containment and Hamilton cycle containment under
a narrower range of Pn = ω
(
n(lnn)5
)
; i.e., for Pn = Ω(n)
and Pn = O
(
n(lnn)5
)
, we have phase transition results for
k-connectivity, but not for perfect matching containment and
Hamilton cycle containment. A future direction is to extend
our results to a wider range of Pn.
III. AUXILIARY LEMMAS
We provide a few lemmas used to establish the theorems. The
proofs of Lemmas 1 and 3 are given in the Appendix, while
Lemmas 2, 4, 5, and 6 are results directly from prior work, and
the proof of Lemma 7 is omitted since it is straightforward.
Lemma 1 presents an exact analysis of k-connectivity in a
uniform random intersection graph G(n,Kn, Pn). Since this
lemma easily follows from our work [19, Lemma 1] and [20,
Theorem 1], it is not emphasized in our contributions, but we
still explain its proof in the Appendix for clarity.
Lemma 1. For a uniform random intersection graph
G(n,Kn, Pn), if there is a sequence γn with limn→∞ γn ∈
2
[−∞,∞] such that
Kn
2
Pn
=
lnn+ (k − 1) ln lnn+ γn
n
, (6)
then under Pn = Ω(n), it holds for a positive constant integer
k that
lim
n→∞
P [G(n,Kn, Pn) is k-connected. ]
= lim
n→∞
P [G(n,Kn, Pn) has a minimum degree at least k. ]
= e−
e− limn→∞ γn
(k−1)! . (7)
Lemma 2 (Our work [19, Lemma 1]). For a uniform random
intersection graph G(n,Kn, Pn) under Pn = Ω(n) and (6), the
following results hold:
(i) If limn→∞ γn = −∞, there exists graph G(n, K˜n, P˜n)
under P˜n = Ω(n) and K˜n
2
P˜n
= lnn+(k−1) ln lnn+γ˜n
n
with
limn→∞ γ˜n = −∞ and γ˜n = −O(ln lnn), such that there
exists a graph coupling1 under which G(n,Kn, Pn) is a span-
ning subgraph of G(n, K˜n, P˜n).
(ii) If limn→∞ γn = ∞, there exists graph G(n, K̂n, P̂n)
under P̂n = Ω(n) and K̂n
2
P̂n
= lnn+(k−1) ln lnn+γ̂n
n
with
limn→∞ γ̂n = ∞ and γ̂n = O(ln lnn), such that there exists
a graph coupling under which G(n,Kn, Pn) is a spanning
supergraph of G(n, K̂n, P̂n).
Lemma 3. If Kn = ω
(
(lnn)3
)
,
Kn
Pn
= o
(
1
n lnn
)
and Kn
2
Pn
=
o
(
1
lnn
)
, then there exists sn = Kn
2
Pn
· [1− o ( 1lnn)] such thatfor any monotone increasing graph property I,
P[G(n,Kn, Pn) has I. ] ≥ P[GER(n, sn) has I. ]− o(1).
(8)
Lemmas 4 and 5 below present results on Erdo˝s–Re´nyi
graphs [6], where an n-node Erdo˝s–Re´nyi graph denoted by
GER(n, sn) is constructed by assigning an edge between each
pair of nodes independently with the same probability sn.
Lemma 4 ([6, Theorem 1]). For an Erdo˝s–Re´nyi graph
GER(n, sn), if there is a sequence αn with limn→∞ αn ∈
[−∞,∞] such that sn = lnn+αnn , then it holds that
lim
n→∞
P[GER(n, sn) has a perfect matching.] = e−e
− lim
n→∞
αn
.
Lemma 5 ([8, Theorem 1]). For an Erdo˝s–Re´nyi graph
GER(n, sn), if there is a sequence βn with limn→∞ βn ∈
[−∞,∞] such that sn = lnn+ln lnn+βnn , then it holds that
lim
n→∞
P[GER(n, sn) has a Hamilton cycle.] = e−e
− lim
n→∞
βn
.
Lemma 6 ([7, Lemma 1]). Every sequence an|n=1,2,... has a
subsequence aMj |j=1,2,... with limj→∞ aMj ∈ [−∞,∞], where
M1 < M2 < . . . and M1,M2, . . . ∈ N (N is the set of all
positive integers).
Lemma 7. In Theorems 1 and 2, and Lemma 1, if the conditions
hold for just a subsequence of N instead of all n ∈ N , then the
corresponding asymptotic results also hold for the subsequence.
1As used by Rybarczyk [15], [16], a coupling of two random graphs G1 and
G2 means a probability space on which random graphs G′1 and G′2 are defined
such that G′
1
and G′
2
have the same distributions as G1 and G2, respectively.
If G′
1
is a spanning subgraph (resp., spanning supergraph) of G′
2
, we say that
under the coupling, G1 is a spanning subgraph (resp., spanning supergraph) of
G2, which yields that for any monotone increasing property I , the probability
of G1 having I is at most (reap., at least) the probability of G2 having I .
IV. ESTABLISHING THEOREMS 1–3
A. Proof of Theorem 1
Let PerfMatch be short for perfect matching. Theorem 1
follows once we prove the two inequalities below:
P[G(n,Kn, Pn) has a PerfMatch.]≤e−e
− lim
n→∞
αn ·[1+o(1)]
(9)
and
P[G(n,Kn, Pn) has a PerfMatch.]≥e−e
− lim
n→∞
αn ·[1−o(1)].
(10)
(9) clearly holds from Lemma 1 with k = 1 and the fact that
a necessary condition for a graph to contain a perfect matching
is that the minimum degree is at least 1 (i.e., there is no isolated
node).
Now we establish (10). From Lemma 2 and the fact that per-
fect matching containment is a monotone increasing graph prop-
erty, we can introduce an auxiliary condition |αn| = O(ln lnn).
We will use Lemmas 3 and 4 to prove (10). We first show that
the conditions of Lemma 3 all hold given the conditions of
Theorem 1 and the auxiliary condition |αn| = O(ln lnn). From
|αn| = O(ln lnn) and (1), it follows that
Kn
2
Pn
=
lnn
n
· [1± o(1)]. (11)
(11) implies Kn2
Pn
= o
(
1
lnn
)
. Furthermore, (11) and Pn =
ω
(
n(lnn)5
)
together yield Kn =
√
Kn
2
Pn
· Pn = ω
(
(lnn)3
)
and Kn
Pn
=
√
Kn
2
Pn
/
√
Pn = o
(
1
n(lnn)2
)
= o
(
1
n lnn
)
. Then all
conditions in Lemma 3 hold. From (1) and (11), the sequence
sn in Lemma 3 satisfies
sn =
lnn+ αn
n
− lnn
n
· [1± o(1)] · o
(
1
lnn
)
=
lnn+ αn − o(1)
n
, (12)
which is used in Lemma 4 to induce
lim
n→∞
P[GER(n, sn) has a PerfMatch.] = e−e
− lim
n→∞
αn
.
(13)
Then (10) clearly follows from (17) and Lemma 3.
We have established Theorem 1 by showing (9) and (10).
We now explain that Theorem 1 still follows if Kn
2
Pn
in (1)
is replaced by the edge probability denoted by qn; i.e., qn =
lnn+αn
n
. First, from [19, Proof of Lemma 14], we can also
introduce an auxiliary condition |αn| = O(ln lnn), which along
with qn = lnn+αnn yields qn =
lnn
n
· [1± o(1)]. Then from [18,
Lemma 8], it is straightforward to derive Kn2
Pn
= lnn+αn±o(1)
n
.
Thus Theorem 1 clearly still follows.
B. Proof of Theorem 2
The proof of Theorem 2 is similar to that of Theorem 1.
Let HamiCycle be short for Hamilton cycle. Theorem 2
follows once we prove the two inequalities below:
P[G(n,Kn, Pn) has a HamiCycle.]≤e−e
− lim
n→∞
βn ·[1+o(1)]
(14)
and
P[G(n,Kn, Pn) has a HamiCycle.]≥e−e
− lim
n→∞
βn ·[1−o(1)].
(15)
3
(14) clearly holds from Lemma 3 with k = 2 and the fact
that a necessary condition for a graph to contain a Hamilton
cycle is that the minimum degree is at least 2.
Now we establish (15). From Lemma 2 and the fact that
Hamilton cycle containment is a monotone increasing graph
property, we can introduce an auxiliary condition |βn| =
O(ln lnn). We will use Lemmas 3 and 5 to prove (15). We
first show that the conditions of Lemma 3 all hold given the
conditions of Theorem 2 and the auxiliary condition |βn| =
O(ln lnn). From |βn| = O(ln lnn) and (2), (11) still follows
here. As explained before, we have Kn
2
Pn
= o
(
1
lnn
)
and
Kn
Pn
= o
(
1
n lnn
)
from (11) and Pn = ω
(
n(lnn)5
)
. Then all
conditions in Lemma 3 hold. From (2) and (11), the sequence
sn in Lemma 3 satisfies
sn =
lnn+ ln lnn+ βn
n
− lnn
n
· [1± o(1)] · o
(
1
lnn
)
=
lnn+ ln lnn+ βn − o(1)
n
, (16)
which is used in Lemma 5 to induce
lim
n→∞
P[GER(n, sn) has a HamiCycle. ] = e−e
− lim
n→∞
βn
.
(17)
Then (15) clearly follows from (17) and Lemma 3.
We have established Theorem 2 by showing (14) and (15).
We now explain that Theorem 2 still follows if Kn
2
Pn
in (2)
is replaced by the edge probability denoted by qn; i.e., qn =
lnn+ln lnn+βn
n
. First, from [19, Proof of Lemma 14], we can
also introduce an auxiliary condition |βn| = O(ln lnn), which
along with qn = lnn+ln lnn+βnn yields qn =
lnn
n
· [1 ± o(1)].
Then from [18, Lemma 8], it is straightforward to derive Kn2
Pn
=
lnn+ln lnn+βn±o(1)
n
. Thus Theorem 2 still follows.
C. Proof of Theorem 3
We define Fn(I) as
Fn(I)=

lnn, if I is perfect matching containment,
lnn+ ln lnn, if I is Hamilton cycle containment,
lnn+ (k − 1) ln lnn, if I is k-connectivity.
(18)
Recalling K−n (I, ǫ) specified in (3), we further define α−n (I, ǫ)
such that
[K−n (I, ǫ)]2
Pn
=
Fn(I) + α−n (I, ǫ)
n
. (19)
We now use
P[G(n,K−n (I, ǫ), Pn) has property I. ] ≥ ǫ (20)
to establish for any positive constant δ1 < ǫ that
[K−n (I, ǫ)]2
Pn
≥ Fn(I)−ln(−ln δ1)
n
for all n sufficiently large,
(21)
where (20) holds due to (3). With α−n (I, ǫ) defined in (19), (21)
is equivalent to
α−n (I, ǫ) ≥ − ln(− ln δ1) for all n sufficiently large. (22)
By contradiction, if (22) is not true, there exists a subse-
quence Ni|i=1,2,... of N (the set of all positive integers)
such that α−Ni(I, ǫ) < − ln(− ln δ1) for i = 1, 2, . . .. By
Lemma 6, there exists a subsequence Mj|j=1,2,... of Ni|i=1,2,...
such that limj→∞ α−Mj (I, ǫ) ∈ [−∞,∞]. From αNi <
− ln(− ln δ1) for i = 1, 2, . . ., we have limj→∞ α−Mj (I, ǫ) ∈
[−∞,− ln(− ln δ1)]. Then from Lemma 7, it follows that
lim
j→∞
P[G(Mj ,K
−
Mj
(I, ǫ), PMj ) has property I. ]
= e−e
− lim
j→∞
α
−
Mj
(I,ǫ)
≤ e−eln(− ln δ1) = δ1,
which contradicts (20). Therefore, (21) and (22) are established.
Similar to the above analysis of using (20) to prove (21), we
can use
P[G(n,K−n (I−1, ǫ), Pn) has property I. ] < ǫ (23)
to prove for any positive constant δ2 > ǫ that
[K−n (I,ǫ)−1]2
Pn
≤Fn(I)−ln(−ln δ2)
n
for all n sufficiently large,
(24)
use
P[G(n,K+n (I, ǫ), Pn) has property I. ] ≥ 1− ǫ (25)
to prove for any positive constant δ3 < 1− ǫ that
[K+n (I, ǫ)]2
Pn
≥ Fn(I)−ln(−ln δ3)
n
for all n sufficiently large,
(26)
and use
P[G(n,K+n (I − 1, ǫ), Pn) has property I. ] < 1− ǫ (27)
to prove for any positive constant δ4 > 1− ǫ that
[K+n (I,ǫ)−1]2
Pn
≤Fn(I)−ln(−ln δ4)
n
for all n sufficiently large,
(28)
Considering that the proofs of (24) (26) and (28) are very
similar to that of (21), we omit the details here due to space
limitation. Note that (23) holds from (3), while (25) and (27)
follow from (4).
From (21) and (24), it follows that√
Pn[Fn(I) − ln(− ln δ1)]
n
≤K−n (I, ǫ)
≤
√
Pn[Fn(I)− ln(− ln δ2)]
n
+1.
(29)
From (26) and (28), it follows that√
Pn[Fn(I) − ln(− ln δ3)]
n
≤K+n (I, ǫ)
≤
√
Pn[Fn(I)− ln(− ln δ4)]
n
+1.
(30)
With the phase transition width dn(I, ǫ) defined in (5), we
obtain from (29) and (30) that
dn(I, ǫ) + 1
≥
√
Pn[Fn(I)− ln(− ln δ3)]
n
−
√
Pn[Fn(I)− ln(− ln δ2)]
n
(31)
and
dn(I, ǫ)− 1
≤
√
Pn[Fn(I)− ln(− ln δ4)]
n
−
√
Pn[Fn(I)− ln(− ln δ1)]
n
(32)
4
To use (31) and (32), we compute for constants c1 and c2 that√
Pn(Fn(I) + c1)
n
−
√
Pn(Fn(I) + c2)
n
=
[
Pn(Fn(I) + c1)
n
− Pn(Fn(I) + c2)
n
]
×
[√
Pn(Fn(I) + c1)
n
+
√
Pn(Fn(I) + c2)
n
]−1
∼ Pn(c1 − c2)
n
×
(
2
√
PnFn(I)
n
)−1
∼ 1
2
(c1 − c2)
√
Pn
n lnn
. (33)
where the last step uses Fn(I) ∼ lnn from (18) (an asymptotic
equivalence xn ∼ yn means limn→∞ xnyn = 1). With R.H.S.
meaning the right hand side, we get from (33) that
a) if Pn = o(n lnn), then R.H.S. of (31) = o(1) and
R.H.S. of (32) = o(1),
b) if Pn = Θ(n lnn), then R.H.S. of (31) = Θ(1) and
R.H.S. of (32) = Θ(1), and
c) if Pn = ω(n lnn), then R.H.S. of (31) = ω(1) and
R.H.S. of (32) = ω(1).
In view that the results in Lemma 1 on k-connectivity has the
condition Pn = Ω(n), and that the results in Theorems 1 and 2
on perfect matching containment and Hamilton cycle contain-
ment respectively both rely on the condition Pn = ω
(
n(lnn)5
)
,
we obtain the desired results (i)–(iv) from (31) (32), the above
a), b) and c), and dn(I, ǫ) ≥ 0.
V. RELATED WORK
For connectivity in Gu(n, Pn,Kn), Blackburn and Gerke [2],
and Yag˘an and Makowski [17] obtain different granularities of
zero–one laws, and Rybarczyk [14] establishes the asymptot-
ically exact probability result. For k-connectivity, Rybarczyk
[15] implicitly shows a zero–one law, and we [20] derive the
asymptotically exact probability, as used in Lemma 1 of this
current paper. For perfect matching containment, Bloznelis and
Łuczak [3] give the asymptotically exact probability result,
but their result after a rewriting applies to a different set of
conditions on Pn compared with our Theorem 1 which is
for Pn = ω
(
n(lnn)5
)
: they consider Pn = Ω
(
n(lnn)−1
)
and Pn = o
(
n(lnn)−
3
5
)
instead. In terms of Hamilton cycle
containment, Nikoletseas et al. [10] proves that G(n,Kn, Pn)
under Kn ≥ 2 has a Hamilton cycle with high probability if it
holds for some constant δ > 0 that n ≥ (1 + δ)(Pn
Kn
)
ln
(
Pn
Kn
)
,
which implies that Pn is much smaller than n (Pn = O(
√
n )
given Kn ≥ 2, Pn = O( 3
√
n ) if Kn ≥ 3, Pn = O( 4
√
n )
if Kn ≥ 4, etc.). Different from the result of Nikoletseas et
al. [10], our Theorem 2 is for Pn = ω
(
n(lnn)5
)
. Further-
more, Theorem 2 presents the asymptotically exact probability,
whereas Nikoletseas et al. [10] only derive conditions for
Gu(n, Pn,Kn) to have a Hamilton cycle with high probability.
They do not provide conditions for Gu(n, Pn,Kn) to have no
Hamilton cycle with high probability, or to have a Hamilton
cycle with an asymptotic probability in (0, 1).
A graph model related to uniform random intersection graphs
is the so-called binomial random intersection graph model: each
item in a pool is assigned to each node independently with the
same probability, and two nodes establish an undirected edge
upon sharing at least one item. Note that here the number of
items on each node follows a binomial distribution. This graph
model has also been studied in the literature as noted below. For
connectivity, Rybarczyk presents a zero–one law [15] and later
obtains the stronger result of the asymptotically exact probabil-
ity [16]. For k-connectivity, she establishes zero–one laws [15],
[16], and we compute the asymptotically exact probability [20].
For perfect matching containment, Rybarczyk provides a zero–
one law [15] and derives the asymptotically exact probability
[16]. For Hamilton cycle containment, Efthymioua and Spirakis
[4], and Rybarczyk [15], [16] show zero–one laws.
VI. CONCLUSION
In a uniform random intersection graph, for perfect match-
ing containment and Hamilton cycle containment, we derive
the asymptotically exact probabilities and the phase transition
widths. In addition, for k-connectivity, we use the asymptoti-
cally exact probability result in our prior work [20] to compute
the phase transition width.
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APPENDIX
A. Proof of Lemma 1 in Section III
From Lemma 2 and the fact that both k-connectivity and the
property of minimum degree being at least k are monotone
increasing, we can introduce an auxiliary condition |αn| =
O(ln lnn) in proving Lemma 1. From |γn| = O(ln lnn) and
(1), it follows that Kn2
Pn
∼ lnn
n
, which along with Pn = Ω(n)
implies Kn = Ω
(√
lnn
)
. Under Kn = Ω
(√
lnn
)
and (6)
with |γn| = O(ln lnn), the result (7) follows from our work
[20, Theorem 1]. Then in view of Lemma 2, we have completed
proving Lemma 1.
B. Proof of Lemma 3 in Section III
From our work [20, Lemmas 3 and 5], with tn defined by
tn =
Kn
Pn
(
1−
√
3 lnn
Kn
)
, if tn = o
(
1
n lnn
)
and tn2Pn = o
(
1
lnn
)
,
then there exists sn = tn2Pn ·
[
1− o ( 1lnn)] such that (8) holds.
Hence, the proof of Lemma 3 will be completed once we show
i) tn = o
(
1
n lnn
)
, ii) tn2Pn = o
(
1
lnn
)
and that iii) sn being
tn
2Pn ·
[
1− o ( 1lnn)] can be written as Kn2Pn · [1− o ( 1lnn)].
Given conditions Kn = ω
(
(lnn)3
)
,
Kn
Pn
= o
(
1
n lnn
)
and
Kn
2
Pn
= o
(
1
lnn
)
in Lemma 3, and using tn = KnPn
(
1−
√
3 lnn
Kn
)
,
we clearly obtain i), ii) and iii) above.
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