ABSTRACT. We prove a variant of Krein's resolvent formula for self-adjoint extensions given by arbitrary boundary conditions. A parametrization of all such extensions is suggested with the help of two bounded operators instead of multivalued operators and selfadjoint linear relations.
Introduction
Let S be a closed densely defined symmetric operator with the deficiency indices (n, n), 0 < n ≤ ∞, acting on a Hilbert space H . Let G be an auxiliary Hilbert space such that dim G = n. One says that a triple (G , Γ 1 , Γ 2 ), where Γ 1 and Γ 2 are linear maps from the domain dom S * of the adjoint of S to G , is a boundary value space (or a boundary triple) for S if the following two conditions are satisfied:
• for any φ , ψ ∈ dom S * there holds an abstract integration by parts,
• the map (Γ 1 , Γ 2 ) : domS * → G ⊕ G is surjective.
It has been known for a long time that all self-adjoint extensions of S are parametrized by self-adjoint linear relations in G ⊕ G , and the resolvents of the self-adjoint extensions are expressed by Krein's resolvent formula, which have been actively used, in particular, in problems involving operators with singular perturbations for constructing exactly solvable models [2, 3, 14] . From the other side, in many situations it is natural to parametrize selfadjoint extensions by boundary conditions of the form AΓ 1 φ = BΓ 2 φ , where A and B are linear operators acting on G (an important class of such problems comes from the study of quantum graphs [10, 12] ). In the present note, we show that any self-adjoint extension can be defined in this way and that the resolvent formula admits a simple form in terms of the operators A and B.
Parametrization of self-adjoint linear relations
Let us recall some basic facts on linear relations. Any linear subspace of G ⊕ G will be called a linear relation on G . For a linear relation Λ on G the sets dom Λ = {x ∈ G : ∃y ∈ G with (x, y) ∈ Λ)}, ran Λ = {x ∈ G : ∃y ∈ G with (y, x) ∈ Λ)}, will be called the domain, the rank, and the kernel of Λ, respectively. The linear relations
are called inverse and adjoint to Λ, respectively. For α ∈ C we put αΛ = {(x, αy) : (x, y) ∈ Λ}.
For two linear relations Λ ′ , Λ ′′ ⊂ G ⊕ G one can define their sum
clearly, one has dom(
Therefore, the set of linear operators is naturally embedded into the set of linear relations.
In what follows we consider mostly only closed linear relations, i.e. which are closed linear subspaces in G ⊕ G . Clearly, this notion generalizes the notion of a closed operator. By analogy with operators, one introduces the notion of the resolvent set res Λ of a closed linear relation Λ by the rule λ ∈ res Λ ⇐⇒ ker(Λ − λ I) = 0 and ran(Λ − λ I) = G , where
In other words, the condition λ ∈ res Λ means that (Λ − λ I) −1 is the graph of a certain linear operator defined everywhere; this operator is bounded due to the closed graph theorem.
* (in the geometric language, they are called isotropic and Lagrangian subspaces, respectively, see Remark 7 below). A linear operator L in G is symmetric (respectively, self-adjoint), iff its graph is a symmetric (respectively, self-adjoint) linear relation. A selfadjoint linear relation (abbreviated as s.a.l.r.) is always maximal symmetric, but the converse in not true; examples are given by the graphs of maximal symmetric operators with deficiency indices (m, 0), m > 0.
Our aim now is to find a suitable way for presenting s.a.l.r. Let A, B be bounded linear operators on G . We introduce the notation
We say that a linear relation Λ is parameterized by the operators A and B if Λ = Λ A,B .
PROPOSITION 1 (Proposition B in [6]). Denote by M A,B an operator acting on G ⊕ G by the rule
M A,B = A −B B A ,
then the linear relation Λ A,B is self-adjoint iff A and B satisfy the following two conditions:
Other conditions for Λ A,B to be self-adjoint are obtained in [7, Section 3] .
PROPOSITION 2 (Theorem 3.1.4 in [9]). For a given linear relation Λ in G there is a unique unitary operator U in G (called the Cayley transform of Λ) such that the condition
Although Proposition 2 claims that there exists a one-to-one correspondence between s.a.l.r.s and unitary operators, for a given s.a.l.r. Λ it is difficult to find the Cayley transform, but there are many other ways to represent it as Λ A,B with suitable A and B.
In what follows we will need a parameterization of s.a.l.r. satisfying stronger conditions than (1) and (2) . More precisely, we replace the condition (2) by
Clearly, in the case of finite-dimensional G the conditions (2) and (3) are equivalent. Moreover, in this case these conditions are equivalent to the following one [10] :
the n × 2n matrix (AB) has maximal rank.
(Note that this can be written also as det(AA * + BB * ) = 0, which can be found in the textbooks on operator theory [1, Section 125, Theorem 4]). In general, the conditions (2) and (3) 
or, in our case,
Let us show that ker
Multiplying (4) by i and adding the result to (5) one arrives at U * (x 1 − ix 2 ) = 0; as U * is unitary, we have x 1 − ix 2 = 0. On the other hand, multiplying (4) by i again and subtracting (5) from it, we obtain x + ix 2 = 0, which says that x 1 = x 2 = 0.
As (ran M) ⊥ = ker M * , the linear subspace ran M is dense in G . Now to prove (3) it is sufficient to show that for any sequence (x n ) ∈ G ⊕ G , x n = (x n 1 , x n 2 ), x n 1 , x n 2 ∈ G , the condition lim n→∞ Mx n = 0 implies the convergence of (x n ) to 0, which we will do now.
Assuming the existence of the limits 2 ) converge to 0. As U is unitary, the sequence (−x n 1 + ix n 2 ) converges to 0 too, which shows that lim n→∞ x n 1 = lim n→∞ x n 2 = 0. (b) This is a simple corollary of (a) and Proposition 2.
Resolvents of self-adjoint extensions
The language of linear relations is widely used in the theory of self-adjoint extensions of symmetric operators. We point out that a boundary value space always exists for a symmetric operator with equal defficiency indices [9, Theorem 3. 
To investigate spectral properties of the self-adjoint extensions it is useful to know their resolvents. To write Krein's formula for the resolvents we need some additional constructions [8] . For z ∈ C \ R, let N z denote the corresponding deficiency subspace for S, i.e. N z = ker(S * − z). The restrictions of Γ 1 and Γ 2 onto N z are invertible linear maps from N z to G . Put γ(z) = Γ 1 | N z −1 and Q(z) = Γ 2 γ(z); these maps form holomorphic families from C \ R to the spaces L (G , H ) and L (G , G ) of bounded linear operators from G to H and from G to G respectively. Denote by H 0 the self-adjoint extension of S given by the boundary condition Γ 1 φ = 0, then the maps γ(z) and Q(z) have analytic continuations to the resolvent set res H 0 , and for all z, ζ ∈ res H 0 one has, in particular,
The maps γ(z) and Q(z) are called the Γ-field and the Q-function for the pair (S, H 0 ), respectively [11] . Similar objects arise naturally also in the study of singular perturbations of self-adjoint operators [15, 16] .
PROPOSITION 5 (Proposition 2 in [8]). Let H Λ be a self-adjoint extension of S, which
is the restriction of S * to the set of functions φ ∈ domS * satisfying (Γ 1 φ , Γ 2 φ ) ∈ Λ, where Λ is a s.a.l.r. in G . Then for any z ∈ res H 0 ∩ res H Λ there holds 0 ∈ res gr Q(z) − Λ , and
where C Λ (z) is a bounded linear operator on G such that
The calculation of C Λ (z) is a rather difficult technical problem, as it involves "generalized" operations with linear relations. Such difficulties do not arise if Λ is the graph of a certain self-adjoint linear operator L (i.e. if Λ can be injectively projected onto G ⊕ 0); the boundary conditions take the form
and such extensions are called disjoint to H 0 because of the equality domH Λ ∩ dom H 0 = dom S (the operator S is then called the maximal part of H 0 and H Λ ). Then the subspace gr Q(z) − Λ is the graph of the invertible operator Q(z) − L, and
As we have shown in Proposition 3, all boundary conditions can be represented with the help of two bounded linear operators A and B by (9)
where A and B satisfy (1) and (3). Our aim is to show that the resolvent formula (7) admits a simple form in terms of these two operators. Here is the main result of the note. (9) with A, B satisfying (1) and (3), and z ∈ res H 0 ∩ resH A,B , then
THEOREM 6. Let H A,B be the self-adjoint extension of S corresponding to the boundary conditions
and there holds
PROOF. First, we note that (10) is equivalent to (11) and (12) is equivalent to (13) . To see this, one should replace z byz (it is possible, as the set res H 0 ∩ res H A,B is invariant under complex conjugation) and take adjoint operators using the resolvent property R(z) = R * (z) and the equality Q(z) = Q * (z) following from (6) . Therefore, it is sufficient to prove (10) and (12) only.
Set Λ ′ := (B * u, A * u), u ∈ G }. Let us show that Λ A,B = Λ ′ . The condition (3) means, in particular, that the operator (M A,B ) * has a bounded inverse and, therefore, maps closed sets to closed sets. As (14) gr (3), and u = 0. Therefore, the operator Q(z)B * − A * has a bounded inverse due to the closed graph theorem, and we can rewrite (14) as
which finishes the proof.
A finite-dimensional version of this resolvent formula was obtained in [4] in the context of singular quantum-mechanical interactions. REMARK 7. One uses often a different terminology, more related to geometry. The space G ⊕ G is equipped with a symplectic structure given by the skew-linear form
In these terms, symmetric linear relations are linear subspaces on which this form vanishes (they are called more often isotropic subspaces) and s.a.l.r.s are Lagrangian subspaces (i.e. those coinciding with their skew-orthogonal complements with respect to the form [·, ·]). In the case of real finitedimensional G , such objects appeared in the semiclassical analysis [13] . They play an important role in the description of classical dynamics, as invariant manifolds of integrable Hamiltonian systems are Lagrangian, i.e. all tangent spaces are Lagrangian. If e j , j = 1, . . . , n, form an orthogonal basis in G , then the 2n vectors (e j , 0), (0, e j ), j = 1, . . . , n, form a symplectic basis in G ⊕ G . Let θ be a subset of {1, . . ., n}, then the linear hull of the vectors (e j , 0), j / ∈ θ , (0, e j ), j ∈ θ , is called a coordinate subspace. Arnold's lemma [5] says that an arbitrary Lagrangian subspace can be injectively projected onto one of the coordinate subspaces. This is one of the central points in the construction of WKB-solutions resulting in the Bohr-Sommerfeld-Maslov quantization rule [13] . In order to reduce calculations, one usually tries to minimize the number of elements in θ , as this number is, roughly speaking, the number of partial Fourier transforms needed to write a formula for the solution.
Arnold's lemma can be transferred to the case of complex finite-dimensional G and applies to symmetric operators with equal and finite defficiency indices as follows. Start with an arbitrary boundary value space (G , Γ 1 , Γ 2 ). Fix an orthogonal basis (e j ) in G and denote by Γ 
Clearly, the triple (G , Γ θ 1 , Γ θ 2 ) is a new boundary value space, and for a fixed self-adjoint extension H Λ one can choose θ for which the boundary conditions for H Λ take the form Γ θ 2 φ = LΓ θ 1 φ with a certain matrix L. For each of these boundary value spaces (G , Γ θ 1 , Γ θ 2 ) one should recalculate the maps γ(z) and Q(z) entering the resolvent formula, which brings a number of calculations if one studies a family of self-adjoint extensions with essentially different boundary conditions (this happens, for example, if the boundary conditions describe a coupling of geometric objects [6] ). The approach of the present note is free of this problem: one should calculate the maps Q(z) and γ(z) only once.
