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Existing high-order variational drift kinetic theories contain unphysical rapidly varying modes that are not
seen at low-orders. These unphysical modes, which may be rapidly oscillating, damped, or growing, are
ushered in by a failure of conventional high-order drift kinetic theory to preserve the structure of its parent
model’s initial value problem (Vlasov-Poisson for electrostatics, Vlasov-Darwin or Vlasov-Maxwell for electro-
magnetics.) In short, the system phase space is unphysically enlarged in conventional high-order variational
drift kinetic theory. I present an alternative, “renormalized” variational approach to drift kinetic theory that
manifestly respects the parent model’s initial value problem. The basic philosophy underlying this alternate
approach is that high-order drift kinetic theory ought to be derived by truncating the all-orders system phase
space Lagrangian instead of the usual “field+particle” Lagrangian. For the sake of clarity, this story is told
first through the lens of a finite-dimensional toy model of high-order variational drift kinetics; the analogous
full-on drift kinetic results are discussed subsequently. The renormalized drift kinetic system, while just as
accurate as conventional formulations, does not support the troublesome rapidly varying mode.
I. INTRODUCTION
The Lagrangian approach to deriving drift kinetic and
gyrokinetic theories1–3 has proven to be successful at pro-
ducing strongly-magnetized kinetic plasma models with
exact energy and momentum conservation laws4. The
philosophy underlying this approach requires all approx-
imations to be implemented at the level of a system La-
grangian. As a result, exact conservation laws are un-
avoidable, and expressions for the conserved quantities
follow systematically from the Noether method.
Conservation laws are not everything, however. An-
other fundamental property of a physical model is its
phase space5. Phase space, P , is defined to be any space
in which the model is equivalent to a dynamical law for
points p ∈ P of the form dp/dt = V (p, t), where V is
a time-dependent vector field on P . Before any men-
tion can be made of a dynamical system’s conservation
laws, the “arena” where the dynamics take place must be
identified; phase space is precisely this arena. So while
it is natural to demand that kinetic plasma models have
correct conservation laws, it is equally natural to require
that these models have correct phase spaces.
The question I will investigate in this paper concerns
the fate of phase space in Lagrangian drift kinetic and
gyrokinetic theories. While the Lagrangian method gets
the conservation laws right, does it produce a model with
the correct phase space? Equivalently, do these theories
require too many, too few, or just the right number of
initial conditions?
Perhaps surprisingly, the answer to this question de-
pends on the order of accuracy (in ǫ = ρ/L) of the gy-
rokinetic Lagrangian. At very low orders, the question
is not interesting; the answer is “just the right number.”
In high-flow drift kinetics, “very low” means retaining
terms in the guiding center Hamiltonian that are zero’th
order in magnetic non-uniformity. In low-flow drift kinet-
ics and gyrokinetics, “very low” means retaining terms in
the Hamiltonian that are second order in magnetic non-
uniformity. On the other hand, at higher orders than
these specified, the question is much more interesting.
In particular, high-flow drift kinetics with a first-order
(in magnetic nonuniformity) guiding center Hamiltonian
requires special attention.
In Section III, I will show that Ref. 6’s variational high-
flow first-order electrostatic drift kinetics, which I will
refer to as MSST drift kinetics, has an unphysically large
phase space. Where one should only have to specify F
at t = 0 to determine the subsequent evolution of the
drift kinetic system, this theory requires ϕ to be sup-
plied independently at t = 0 as well. As a consequence,
the drift kinetic system exhibits certain malignant fea-
tures. I argue using linearized equations that MSST
drift kinetics supports unphysical rapidly-varying modes,
akin to the “runaway” solutions allowed by the Lorentz-
Abraham-Dirac equation describing radiation reaction.
These modes are rapidly varying in the sense that their
frequency increases as ǫ decreases. Moreover, their pres-
ence is entirely a consequence of requiring too many ini-
tial conditions; in lower order drift kinetics, where the
size of phase space is correct, the modes do not appear.
Fortunately, there is a way to rescue the Lagrangian
drift kinetic method from these doldrums. In Section IV,
I present a systematic “renormalized” Lagrangian ap-
proach to MSST drift kinetics that manifestly retains the
physical phase space. The basic idea underlying this ap-
proach is that the system phase space Lagrangian for
all-orders drift kinetics is a better starting point for per-
forming asymptotics than the “particle phase-space La-
grangian + electromagnetic Lagrangian” approach that
has become standard among practitioners of Lagrangian
gyrokinetic theories.
Because the derivation of the renormalized Lagrangian
involves some relatively advanced techniques from the
calculus of variations, I have devoted Section II to a de-
scription of the necessary manipulations in the context of
a finite-dimensional toy model of drift kinetics. This toy
model illustrates why standard Lagrangian drift kinet-
2ics does violence to the drift kinetic phase space without
introducing the infinite-dimensional machinery used in
drift kinetic field theory.
It is hard to mention higer-order gyrokinetics with-
out inviting a discussion of the recent momentum conser-
vation controversy (see Ref. 7 for a detailed description
of what the precise disagreements have been.) With-
out taking a side in the debate, it is fair to say that
work related to gyrokinetic momentum conservation has
rendered the study of higher-order drift- and gyrokinetic
theories much more interesting and important. Because
these higher-order theories require an unphysical num-
ber of initial conditions when formulated using the stan-
dard Lagrangian approach, I believe that the results and
techniques outlined in this paper will be important for
practitioners of Lagrangian drift- and gyrokinetic theory
to understand and apply as the field moves forward. In
particular, it will be interesting to derive the appropriate
renormalized Lagrangian for various Lagrangian gyroki-
netic models, and drift kinetic models that incorporate
electromagnetic effects.
II. TWO-OSCILLATOR DRIFT KINETIC THEORY
A. Introducing the all-orders theory
In this Section I will analyze the initial value problem
for a toy model I will call two-oscillator drift kinetics.
The motivation for studying this relatively simple model
is that its initial value problem is structurally very similar
to that of drift kinetics. In this first subsection I will
give a derivation of the all-orders version of the model,
which starts from the following system of two coupled
one-dimensional oscillators,
q¨ = −ω21 q − 2g qϕ (1)
ϕ¨ = −ω22ϕ− gq2. (2)
I will refer to the dynamical system defined by Eqs. (1)
and (2) as two-oscillator kinetics. The quantities q, ϕ ∈ R
are the oscillator positions. As the notation suggests,
q-space should be thought of as an analogue of the
single-particle configuration space. Similarly, ϕ should
be thought of as the electromagnetic field. The param-
eters g, ω1, ω2 represent the coupling constant, the char-
acteristic frequency for particles, and the characteristic
frequency for the fields, respectively. This system can be
derived from the Lagrangian
L(q, p, ϕ, q˙, p˙, ϕ˙) =
Lp(q,p, q˙, p˙) + Lint(q, ϕ) + Lf (ϕ, ϕ˙), (3)
where
Lp = p q˙ −
(
1
2
p2 +
1
2
ω21q
2
)
(4)
Lf =
1
2
ϕ˙2 − 1
2
ω22ϕ
2 (5)
Lint = −gq2ϕ, (6)
and p denotes the particle canonical momentum. Note
that the free particle Lagrangian Lp is a so-called “phase-
space Lagrangian.” In place of Lp, the “configuration-
space Lagrangian,” L˜p = q˙
2/2 − ω21q2/2, could have
been substituted, but the phase space Lagrangian allows
greater freedom in applying coordinate transformations
to the particle variables. It is for this same reason that
derivations of drift kinetics necessarily employ a phase
space Lagrangian for particles. The equations of motion
corresponding to this system Lagrangian are found by
varying the action S =
∫ t2
t1
Ldt while holding the values
of q, p, and ϕ fixed at t1 and t2. In particular, extremizing
the action leads to the Euler-Lagrange equations,
∂L
∂q
− d
dt
∂L
∂q˙
= 0 (7)
∂L
∂p
− d
dt
∂L
∂p˙
= 0 (8)
∂L
∂ϕ
− d
dt
∂L
∂ϕ˙
= 0, (9)
which are readily seen to reproduce Eqs. (1) and (2).
All-orders two-oscillator drift kinetics is obtained from
this “particle-space” model by passing from particle co-
ordinates (q, p) to “guiding center coordinates” (Q,P ).
Just as in drift kinetic theory, the guiding center coordi-
nates are related to the particle coordinates by a transfor-
mation of the particle phase space that depends paramet-
rically on the firstN time derivatives of the field ϕ, where
N is some positive integer. Let jϕ = (ϕ, ∂tϕ, . . . , ∂
N
t ϕ)
and Tjϕ : R
2 → R2 be the gyrocenter coordinate trans-
formation. By definition,
(Q,P ) = Tjϕ(q, p) ≡ T (q, p; jϕ). (10)
Note that this transformation can be thought of as pass-
ing into a moving frame on the particle phase space; the
frame moves as the field ϕ evolves.
For the sake of concreteness and simplicity, assume Tjϕ
is given by
Tjϕ(q, p) = (q + ǫϕ¨, p), (11)
where ǫ is a constant with dimensions of inverse frequency
squared. The inverse of Tjϕ is therefore
T−1jϕ (Q,P ) = (Q− ǫϕ¨, P ). (12)
Using these explicit expressions for the guiding cen-
ter transformation, I will now determine the differential
3equations governing all-orders two-oscillator drift kinet-
ics.
Suppose that q, p, ϕ satisfy the dynamical equations of
two-oscillator kinetics. I will find differential equations
governing the quantities Q = q + ǫϕ¨, P = p, and ϕ.
Using the field equation for two-oscillator kinetics, it is
straightforward to see that Q is related to q and ϕ by
Q = q − ǫgq2 − ǫω22ϕ, (13)
which also gives a relationship between the time deriva-
tives of Q, q, and ϕ according to
Q˙ = (1 − 2ǫgq)q˙ − ǫω22ϕ˙. (14)
Therefore whenever q < 12ǫg ,
q =
1
2ǫg
(
1−
√
1− 4ǫgQ− 4ǫ2ω22gϕ
)
= Q+ ǫ(gQ2 + ω22ϕ) +O(ǫ
2)
= qˆ−(Q,ϕ), (15)
and whenever q > 12ǫg ,
q =
1
2ǫg
(
1 +
√
1− 4ǫgQ− 4ǫ2ω22gϕ
)
=
1
ǫg
−Q− ǫ
(
gQ2 + ω22ϕ
)
+O(ǫ2)
= qˆ+(Q,ϕ). (16)
Now consider an interval of time when q < 12ǫg . Using
the previous expressions, P = p and q˙ = p, it is straight-
forward to verify that Q˙ and P˙ are given by
P˙ = −(ω21 + 2gϕ)qˆ−(Q,ϕ) (17)
Q˙ = (1 − 2ǫgqˆ−(Q,ϕ))P − ǫω22ϕ˙ (18)
ϕ¨ = −ω22ϕ− gqˆ2−(Q,ϕ). (19)
This system of equations governs all-orders two-oscillator
drift kinetics when q < 12ǫg . When q >
1
2ǫg , the governing
equations are instead
P˙ = −(ω21 + 2gϕ)qˆ+(Q,ϕ) (20)
Q˙ = (1− 2ǫgqˆ+(Q,ϕ))P − ǫω22ϕ˙ (21)
ϕ¨ = −ω22ϕ− gqˆ2+(Q,ϕ). (22)
Perplexingly, the preceding analysis has identified two
sets of evolution equations for all-orders two-oscillator
drift kinetics. Equivalently, the analysis produced a
multi-valued vector field on (P,Q, ϕ, ϕ˙)-space. This
multi-valuedness does not signal a breakdown of deter-
minism. Instead it indicates that (P,Q, ϕ, ϕ˙)-space is
two-sheeted, which is in stark contrast to the single-
sheeted (p, q, ϕ, ϕ˙)-space. The cut in the sheet occurs
along the line in the (Q,ϕ)-plane given by
D = 1− 4ǫgQ− 4ǫ2ω22gϕ = 0. (23)
On the “top” sheet qˆ+ is used in the equations of mo-
tion, while on the “bottom” sheet qˆ− is used. When
the system reaches the cut, one of two things happens.
If P = p = q˙ > 0, then the subsequent evolution of
the system occurs on the top sheet. If P < 0, then the
subsequent evolution of the system occurs on the bot-
tom sheet. With this knowledge of the sheet structure
of (P,Q, ϕ, ϕ˙)-space together with our multi-valued dy-
namical vector field, the evolution equations for all-orders
two-oscillator drift kinetics are completely specified.
I will conclude this subsection by presenting the La-
grangian formulation of the all-orders two-oscillator drift
kinetic system. The Lagrangian is found by substituting
the guiding center transformation into the two-oscillator
kinetics Lagrangian, which gives
L¯(Q,P, ϕ, Q˙, P˙, ϕ˙, ϕ¨,
...
ϕ) =
L(Q,P, ϕ, Q˙, P˙, ϕ˙) + ǫ
(
Qϕ¨(2gϕ+ ω21)− P ...ϕ
)
− ǫ
2
2
ϕ¨2(2gϕ+ ω21). (24)
Because this Lagrangian depends on the third time
derivative of ϕ, its associated Euler-Lagrange equations
are given by
∂L¯
∂Q
− d
dt
∂L¯
∂Q˙
= 0 (25)
∂L¯
∂P
− d
dt
∂L¯
∂P˙
= 0 (26)
∂L¯
∂ϕ
− d
dt
∂L¯
∂ϕ˙
+
d2
dt2
∂L¯
∂ϕ¨
− d
3
dt3
∂L¯
∂
...
ϕ
= 0. (27)
It is straightforward to verify that these equations reduce
to
− P˙ − (Q − ǫϕ¨)(2gϕ+ ω21) = 0 (28)
− P + Q˙ − ǫ...ϕ = 0 (29)
− ϕ¨− ω22ϕ− gQ2
+ ǫ
(
...
P + 4gQ˙ϕ˙+ 4gQϕ¨+ Q¨(2gϕ+ ω21)
)
− ǫ2
(
....
ϕ(2gϕ+ ω21) + 3gϕ¨
2 + 4gϕ˙
...
ϕ
)
= 0. (30)
Using Eq. (28),
...
P can be expressed in terms of Q, ϕ and
time derivatives of ϕ. When this expression is substi-
tuted into Eq. (30), all third- and fourth-time derivatives
of ϕ exactly cancel, leaving a quadratic equation for ϕ¨.
The two roots of this quadratic equation correspond to
the two sheets identified earlier, and each expresses ϕ¨ in
terms of Q and ϕ. When either of the expressions for
ϕ¨ are substituted into Eq. (28) and Eq. (29), evolution
equations for P and Q emerge. The resulting system
of equations is equivalent to the equations just derived
by manipulating the two-oscillator kinetic equations di-
rectly.
4B. Initial value problem for the all-orders model
Because I was able to write the differential equations
governing all-orders two-oscillator drift kinetics explic-
itly, it is not difficult to see that the phase space for
all-orders two-oscillator drift kinetics has the same di-
mension as the underlying particle-space theory, two-
oscillator kinetics. In each case, four numbers must be
specified at t = 0 in order to uniquely determine a so-
lution. Interestingly, in passing from particle-space to
guiding center phase space, the phase space for the field-
particle system becomes folded, i.e. multi-sheeted.
While it is not simple to gain a complete understand-
ing of the dynamical behavior predicted by all-orders
two-oscillator drift kinetics, it is straightforward to deter-
mine the characteristic frequencies of oscillations about
the bottom-sheet equilibrium (Q,P, ϕ, ϕ˙) = 0. Lineariz-
ing Eqs. (17)–(19) about this equilibrium gives
d
dt
δP = −ω21(δQ + ǫω22δϕ) (31)
d
dt
δQ = δP − ǫω22δϕ˙ (32)
d
dt
δϕ = δϕ˙ (33)
d
dt
δϕ˙ = −ω22δϕ, (34)
which can be written as z˙ = Az, where z =
(δP, δQ, δϕ, δϕ˙) and A is a 4×4 matrix. The spectrum of
A is given by {iω1,−iω1, iω2,−iω2}. This indicates that
the normal modes of all-orders two-oscillator drift kinet-
ics linearized about the origin are purely oscillatory.
C. Two oscillator drift kinetics and its initial value
problem
Because I did not make any approximations in passing
from the underlying particle-space model to the guiding
center model, all-orders two-oscillator drift kinetics is an
exact theory. The same cannot be said of ordinary drift
kinetic theory. In that theory, the coordinate transfor-
mation that relates guiding center coordinates to parti-
cle coordinates is only known as an asymptotic series in
ǫ = ρ/L. As a result, the system Lagrangian for ordinary
drift kinetics is not known exactly, but only asymptoti-
cally. In particular, the drift kinetic Lagrangian is always
expanded in powers of ǫ and then truncated at some or-
der.
For the sake of examining the consequences of this in-
complete knowledge of the system Lagrangian in drift
kinetic theory, let us now expand the two-oscillator drift
kinetic Lagrangian in powers of ǫ and then drop terms
that are O(ǫ2) or higher, and then re-do the initial value
analysis. I will refer to the dynamical system defined by
the truncated Lagrangian simply as two-oscillator drift
kinetics. The truncated Lagrangian is given by
L¯(Q,P, ϕ, Q˙, P˙, ϕ˙, ϕ¨) =
L(Q,P, ϕ, Q˙, P˙, ϕ˙) + ǫ
(
Qϕ¨(2gϕ+ ω21)− P ...ϕ
)
, (35)
which again depends on the third time derivative of ϕ.
The Euler-Lagrange equations are now
− P˙ − (Q− ǫϕ¨)(2gϕ+ ω21) = 0 (36)
− P + Q˙− ǫ...ϕ = 0 (37)
− ϕ¨− ω22ϕ− gQ2
+ ǫ
(
...
P + 4gQ˙ϕ˙+ 4gQϕ¨+ Q¨(2gϕ+ ω21)
)
= 0. (38)
As before, Eq. (36) can be used to derive an expression
for
...
P that can be substituted into Eq. (38) in order to
relate Q, ϕ and the time derivatives of ϕ. In contrast to
the all-orders theory, the third- and fourth-derivatives of
ϕ do not cancel, and the following evolution equations
for two-oscillator drift kinetics emerge:
P˙ = −(Q− ǫϕ¨)(2gϕ+ ω21) (39)
Q˙ = P + ǫ
...
ϕ (40)
....
ϕ =
1
ǫ2(2gϕ+ ω21)
(
ϕ¨+ gQ2 + ω22ϕ− 2ǫgQϕ¨
− 2ǫ2g(ϕ¨2 + 2ϕ˙...ϕ)
)
. (41)
Evidently the phase space for two-oscillator drift kinetic
theory is (P,Q, ϕ, ϕ˙, ϕ¨,
...
ϕ)-space. This is clearly in dis-
agreement with the all-orders theory, which has a four-
dimensional two-sheeted phase space. The Lagrangian
approximation method has failed in a qualitative man-
ner! This failure can also be detected by examining the
behavior of two-oscillator drift kinetics linearized about
the equilibrium (P,Q, ϕ, ϕ˙, ϕ¨,
...
ϕ) = 0. The linearized
equations are given by
d
dt
δP = −ω21(δQ− ǫδϕ¨) (42)
d
dt
δQ = δP + ǫδ
...
ϕ (43)
d
dt
δϕ = δϕ˙ (44)
d
dt
δϕ˙ = δϕ¨ (45)
d
dt
δϕ¨ = δ
...
ϕ (46)
d
dt
δ
...
ϕ =
1
ǫ2ω21
(δϕ¨+ ω22δϕ), (47)
which can be written as z˙ = Az, where z =
(δP, δQ, δϕ, δϕ˙, δϕ¨, δ
...
ϕ) and A is a 6×6 matrix. The spec-
trum of A is given by {iω1,−iω1, iω˜2,−iω˜2, γ×,−γ×},
5where
ω˜2 = ω2
(
1− 1
2
ω21ω
2
2ǫ
2
)
+O(ǫ3) (48)
γ× =
1
ǫω1
(
1 +
1
2
ω21ω
2
2ǫ
2
)
+O(ǫ3). (49)
In contrast to the all-orders theory, linearized two-
oscillator drift kinetics therefore has rapidly-growing nor-
mal modes with growth rate γ×.
As I will show in more detail in the next section, con-
ventional Lagrangian drift kinetic theory suffers from
problems similar to those that I have highlighted in the
context of two-oscillator drift kinetics. In both systems,
the root cause of the trouble is the combination of (a) em-
ploying a coordinate change on the single-particle phase
space that depends on time derivatives of the electromag-
netic fields and (b) truncating a “field+particle” system
Lagrangian.
D. Rescuing phase space
This article is not meant to paint a depressing pic-
ture of Lagrangian drift kinetics. While the flaw with
the conventional Lagrangian approach identified in the
previous subsection is important to be aware of, it is
equally important to know that the flaw is curable. In
this subsection I will describe the cure in the context of
two-oscillator drift kinetics.
In order to avoid the possibility of destroying the phys-
ical structure of phase space without resorting to the all-
orders theory, I advocate truncating the phase space La-
grangian for the entire two-oscillator drift kinetic system.
See Appendix A for a discussion of the precise meaning
of the term “phase space Lagrangian.” I will explain why
this is preferable to the Lagrangian approach described
in the previous subsection by first showing that it works
and then giving a brief abstract discussion.
First I will derive the phase space Lagrangian for
all-orders two-oscillator drift kinetics. See Appendix A,
which is a partial generalization of a discussion found in
Ref. 8, for a rigorous justification of the procedure I will
use to do this. In the derivation I will restrict attention
to the bottom sheet (corresponding to qˆ−); the top sheet
can be treated in the same manner. Consider the free-
endpoint variation of the all-orders two-oscillator drift
kinetic Lagrangian. A simple calculation shows
δ
∫ t2
t1
L¯ dt =
∫ t2
t1
(
∂L¯
∂Q
− d
dt
∂L¯
∂Q˙
)
δQ dt
+
∫ t2
t1
(
∂L¯
∂P
− d
dt
∂L¯
∂P˙
)
δP dt
+
∫ t2
t1
(
∂L¯
∂ϕ
− d
dt
∂L¯
∂ϕ˙
+
d2
dt2
∂L¯
∂ϕ¨
− d
3
dt3
∂L¯
∂
...
ϕ
)
δϕ dt
+
[
ϑQδQ+ ϑϕδϕ+ ϑϕ˙δϕ˙+ ϑϕ¨δϕ¨
]t2
t1
, (50)
where
ϑQ =
∂L¯
∂Q˙
(51)
ϑϕ =
∂L¯
∂ϕ˙
− d
dt
∂L¯
∂ϕ¨
+
d2
dt2
∂L¯
∂
...
ϕ
(52)
ϑϕ˙ =
∂L¯
∂ϕ¨
− d
dt
∂L¯
∂
...
ϕ
(53)
ϑϕ¨ =
∂L¯
∂
...
ϕ
. (54)
I will refer to the 1-form on (Q,P, Q˙, P˙, ϕ, ϕ˙, ϕ¨,
...
ϕ)-space
given by
ϑ∞ = ϑQ dQ+ ϑϕ dϕ+ ϑϕ˙ dϕ˙+ ϑϕ¨ dϕ¨ (55)
as the bare all-orders Lagrange 1-form. As described in
Ref. 8, if the Lagrangian L¯ for all-orders two-oscillator
drift kinetics were non-degenerate, then ϑ∞ would give
the “symplectic part” of the system phase space La-
grangian on (Q,P, Q˙, P˙, ϕ, ϕ˙, ϕ¨,
...
ϕ)-space. However, be-
cause all higher time derivatives of ϕ than ϕ¨ cancel out of
the Euler-Lagrange equations, L¯ is degenerate, and I can-
not deduce the phase space Lagrangian so easily. More-
over, it is a good thing that this technique does not work
to determine the symplectic part of the system phase
space Lagrangian because (Q,P, Q˙, P˙, ϕ, ϕ˙, ϕ¨,
...
ϕ)-space is
not the correct phase space for all-orders two-oscillator
drift kinetics! The correct symplectic part of the phase
space Lagrangian is given by the dressed Lagrange 1-
form ϑ˜∞. Here “dressing” means using the all-orders
two-oscillator drift kinetic equations of motion, Eqs. (20)-
(22), to write the bare Lagrange 1-form in terms of only
the true phase space variables (Q,P, ϕ, ϕ˙). The dressed
Lagrange 1-form is given by
ϑ˜∞ =
P√
D(Q,ϕ)
dQ+
(
ϕ˙+
ǫω22P√
D(Q,ϕ)
)
dϕ. (56)
The phase space action for all-orders two-oscillator drift
kinetics is therefore
S(γ) =
∫
γ
ϑ˜∞ −
∫ t2
t1
H˜∞(γ(t)) dt, (57)
where γ is curve in (Q,P, ϕ, ϕ˙)-space parameterized by
the time interval [t1, t2] and H˜
∞ is the dressed Hamil-
tonian. The dressed Hamiltonian is obtained from the
usual “bare” Hamiltonian,
H(Q,P, Q˙, P˙, ϕ, ϕ˙, ϕ¨,
...
ϕ) =
∂L¯
∂Q˙
Q˙+
∂L¯
∂P˙
P˙ +
∂L¯
∂
...
ϕ
...
ϕ
+
(
∂L¯
∂ϕ¨
− d
dt
∂L¯
∂
...
ϕ
)
ϕ¨+
(
∂L¯
∂ϕ˙
− d
dt
∂L¯
∂ϕ¨
+
d2
dt2
∂L¯
∂ϕ˙
)
ϕ˙
− L¯, (58)
by using the all-orders two-oscillator drift kinetic equa-
tions of motion, Eqs. (20)- (22) to express the bare
6Hamiltonian in terms of the true phase space variables
(Q,P, ϕ, ϕ˙). A straightforward calculation shows that
the dressed Hamiltonian is given by
H˜∞(Q,P, ϕ, ϕ˙) =
1
2
ϕ˙2 +
1
2
P 2 +
1
2
ω22ϕ
2
+
1
2
qˆ2−(Q,ϕ)(ω
2
1 + 2gϕ). (59)
By applying fixed-endpoint variations to the phase
space action, it is straightforward to verify directly that
all-orders two-oscillator drift kinetics admits this alterna-
tive variational principle. Indeed, for a general dressed
Hamiltonian the Euler-Lagrange equations give
d
dt
Q =
√
D
∂H˜∞
∂P
− ǫω22
∂H˜∞
∂ϕ˙
(60)
d
dt
P = −
√
D
∂H˜∞
∂Q
(61)
d
dt
ϕ =
∂H˜∞
∂ϕ˙
(62)
d
dt
ϕ˙ = −∂H˜
∞
∂ϕ
+ ǫω22
∂H˜∞
∂Q
. (63)
When the physical dressed Hamiltonian given in Eq. (59)
is substituted into this last equation set, the dynamical
equations defining all-orders two-oscillator drift kinetics
(on the bottom sheet) are recovered.
With this phase space action principle for all-orders
two-oscillator drift kinetics in hand, I will now use it to
construct an alternative truncated theory that I will refer
to as renormalized two-oscillator drift kinetics (I will ex-
plain the use of the term “renormalized” shortly.) Renor-
malized two-oscillator drift kinetics is defined simply by
replacing ϑ˜∞ and H˜∞ in Eq. (57) with the corresponding
first-order Taylor expansions in ǫ, ϑ˜ and H˜ , where
ϑ˜ = P (1 + ǫ2gQ) dQ+ (ϕ˙+ ǫPω22) dϕ (64)
H˜ =
1
2
ϕ˙2 +
1
2
P 2 +
1
2
ω22ϕ
2 +
1
2
(ω21 + 2gϕ)Q
2
+ ǫ(ω21ω
2
2Qϕ+ 2gω
2
2Qϕ
2 + [2g2ϕ+ gω21]Q
3). (65)
Thus the phase space action for renormalized two-
oscillator drift kinetics is given by
S(γ) =
∫
γ
ϑ˜−
∫ t2
t1
H˜(γ(t)) dt, (66)
and the associated equations of motion are
d
dt
Q =
1
1 + 2ǫgQ
(
∂H˜
∂P
− ǫω22
∂H˜
∂ϕ˙
)
(67)
d
dt
P = − 1
1 + 2ǫgQ
∂H˜
∂Q
(68)
d
dt
ϕ =
∂H˜
∂ϕ˙
(69)
d
dt
ϕ˙ = −∂H˜
∂ϕ
+
ǫω22
1 + 2ǫgQ
∂H˜
∂Q
. (70)
It is simple to check that the dynamical vector field
for renormalized two-oscillator drift kinetics agrees with
the “bottom sheet” dynamical vector field for all-orders
two-oscillator drift kinetics with O(ǫ) accuracy. More-
over renormalized two-oscillator drift kinetics is supe-
rior to two-oscillator drift kinetics because it is defined
on the correct phase space. This last point is illus-
trated clearly by considering the linearization of renor-
malized two-oscillator drift kinetics about the equilib-
rium (Q,P, ϕ, ϕ˙) = 0. The linearized equations are given
by
d
dt
δQ = δP − ǫω22δϕ˙ (71)
d
dt
δP = −ω21(δQ+ ǫω22δϕ) (72)
d
dt
δϕ = δϕ˙ (73)
d
dt
δϕ˙ = −ω22(1− ǫ2ω21ω22)δϕ, (74)
which can be written as z˙ = Az, where
z = (δQ, δP, δϕ, δϕ˙) and A is a 4 × 4
matrix. The spectrum of A is given
by{iω1,−iω1, iω2
√
1− ǫ2ω21ω22 ,−iω2
√
1− ǫ2ω21ω22},
which implies that all normal modes of linearized
renormalized two-oscillator drift kinetics are oscillatory,
just as in the all-orders theory. Moreover, the normal
mode frequencies of the renormalized theory are close to
those of the all-orders theory.
How did did this modified Lagrangian procedure suc-
ceed in preserving the correct phase space? The answer is
that by implementing approximations at the level of the
system phase space Lagrangian it is impossible for the
phase space of all-orders two-oscillator drift kinetics to
be modified (modulo non-perturbative modifications of
the phase space sheet structure.) As long as the 1-form
appearing in the phase space action has a non-degenerate
exterior derivative, the Euler-Lagrange equations that
follow from the phase space action principle are guar-
anteed to define a first-order ODE on the space where
the 1-form is defined. This non-degeneracy condition is
morally guaranteed by the fact that the transformation
between the particle coordinates and the guiding center
coordinates is near-identity.
In what sense is renormalized two-oscillator drift ki-
netics a “renormalized” theory? While I do not believe
the renormalization group is playing any role here, the
procedure described in this subsection bears a strong re-
semblance to the procedure used to extract sensible re-
sults from perturbative quantum field theories. I began
with a system with a nonsensical phase space, namely
two-oscillator drift kinetics. In a loose sense, this sys-
tem contained an unphysical infinity. To eliminate the
absurd features of this model, I regularized it by passing
to all-orders two-oscillator drift kinetics. This step can
be thought of as inserting a “cutoff”; I inserted higher-
order ǫ-dependent terms into the two-oscillator drift ki-
netic Lagrangian that guaranteed the dimension of phase
7space was sensible. Finally, I devised a method to vary
the cutoff (i.e. change which higher-order terms were in
the theory) that would not alter the value of the dimen-
sion of phase space. This step is analogous to tailoring
the values of the coupling constants in a perturbative
quantum field theory9 in order to render the propagator
cutoff-independent.
III. CONVENTIONAL LAGRANGIAN ELECTROSTATIC
DRIFT KINETICS AND ITS FLAWS
In passing from two-oscillator kinetics to two-oscillator
drift kinetics, the size of phase space was increased for
unphysical reasons. In this Section I will argue that
the same phenomenon occurs in a variant of first-order
high-flow electrostatic drift kinetics that I will refer to
as MSST drift kinetics (the acronym corresponds to the
names of the authors of Ref. 6.) MSST drift kinetics is
defined by the system Lagrangian
L(F, V, ϕ, ϕ˙) =∑
s
∫
ℓs(z, Vs(z);ϕ, ϕ˙)Fs dΩs
+
ǫo
2
∫
|∇ϕ|2 d3X, (75)
where the guiding center phase space Lagrangian ℓs is
the one given in Eq. (45) of Ref. 6,
ℓs(z, z˙;ϕ, ϕ˙) =
(
qsA+msv‖bˆ−
ms
qs
µW
)
· X˙
+
qs
ms
µ ζ˙ − hs(z;ϕ,E, E˙), (76)
with
hs(z;ϕ,E, E˙) = qsϕ+Ks(E, E˙), (77)
and Ks(E, E˙) = Kos(E) +K1s(E, E˙) is given by
Kos(E) =
1
2
msv
2
‖ + µB −
1
2
msu
2
E (78)
K1s(E, E˙) =
1
2
ms
qs
(
µ+
msu
2
E
2B
)
bˆ · ∇ × uE
− msv‖
2ωcs
uE · ∇ × uE
+
7
6
ms
qs
µ(bˆ× uE) · ∇lnB
+
msu
2
Ev‖
ωcs
τ +
msv
2
‖
ωcs
bˆ × uE · κ
− qs
2ω2cs
uE · E˙. (79)
Here F is the (multi-species) distribution function; V is
the Eulerian phase space fluid velocity; ϕ is the dynam-
ical electrostatic potential; z = (X, v‖, µ, ζ) is a point
in the guiding center phase space consisting of the guid-
ing center position, parallel velocity, magnetic moment,
and gyrophase; A is the background vector potential; bˆ
is the unit vector along the background magnetic field;
τ = bˆ · ∇ × bˆ and κ = bˆ · ∇bˆ; W = (∇eˆ1) · eˆ2 + τ bˆ/2,
where eˆ1, eˆ2 are unit vectors perpendicular to the back-
ground magnetic field; E = −∇ϕ is the electric field;
uE = E × bˆ/B is the E × B velocity; the Liouville vol-
ume element dΩs = Js d3X dv‖ dµ dζ; and Js = B∗‖s/ms,
where B∗s = ∇× (A+msv‖bˆ/qs −msµW /q2s). The au-
thors of Ref. 6 drop a number of terms from K1s by in-
voking some often-relevant subsidiary orderings (relative
to the usual ǫ = ρ/L ordering.) Here, I will not invoke
these subsidiary orderings, and will therefore keep all of
the terms in K1s.
The equations of motion corresponding to this system
Lagrangian may be obtained by varying ϕ, F , and V in
the action integral S =
∫ t2
t1
Ldt subject to the constraints
δVs = ξ˙s + LVsξs (80)
δFs = − 1Jsdiv(JsξsFs), (81)
where ξ is an arbitrary time-dependent (multi-species)
vector field on the guiding center phase space and LVs de-
notes the Lie derivative along the vector field Vs. Varying
ϕ gives the Poisson equation
∇ ·
(
ǫoE − δK
δE
+ ∂t
δK
δE˙
)
=
∑
s
qsNs (82)
where K = K(F,E, E˙) is given by
K(F,E, E˙) =
∑
s
∫
Ks(E, E˙)Fs dΩs, (83)
Ns =
∫
Fs Js dv‖ dµ dζ, (84)
and ωcs = qsB/ms. Varying V and F gives the guiding
center equations of motion
V is = {zi, Hs}gcs , (85)
where {·, ·}gc denotes the guiding center Poisson bracket
associated with the guiding center phase space La-
grangian ℓs. Explicitly,
X˙s =
B∗s
msB∗‖s
∂Hs
∂v‖
+
bˆ×∇Hs
qsB∗‖s
(86)
v˙‖s = −
B∗s · ∇Hs
msB∗‖s
. (87)
The distribution function F therefore satisfies
∂Fs
∂t
+
1
Js∇ · (X˙sFsJs) +
1
Js
∂
∂v‖
(v˙‖sFsJs) = 0. (88)
8The dynamical system specified by Eqs. (82) and (88)
is meant to approximate the Vlasov-Poisson system in
a strong background magnetic field when the time and
length scales of the electrostatic potential are long com-
pared with the gyrofrequency and gyroradius, respec-
tively. In particular, because the electrostatic potential
in the Vlasov-Poisson system is a functional of the dis-
tribution function, Eqs. (82) and (88) are supposed to
approximate a system of equations whose phase space
is the space of F ’s. Moreover, I will argue in the next
section that when high-flow electrostatic gyrokinetics is
carried to all orders in magnetic nonuniformity, the phase
space is indeed the space of F ’s. It is therefore reason-
able to hope that Eqs. (82) and (88) are equivalent to a
first-order ODE on the space of F ’s.
Unforunately this hope is ill-founded. I will explain
why in the context of linearized MSST drift kinetics. For
simplicity’s sake, let the background magnetic field be
uniform and z-directed. The equilibrium I will linearize
about satisfies ϕ = ϕ˙ = 0 and
Fos =
( ms
2πT
)3/2
Nos(X) exp(−(µB +msv2‖/2)/T ),
(89)
where T is the equilibrium temperature and Nos is the
equilibrium number density. This type of equilibrium will
exist if and only if
−∇ · ∇⊥
(∑
s
qsρ
2
sNos
)
=
∑
s
qsNos (90)
bˆ · ∇Nos = 0, (91)
where ρ2s ≡ 12 T/msω2
cs
is a typical squared gyroradius of a
species-s particle. Linearization of MSST drift kinetics
about this type of equilibrium leads to the dynamical
equations
−ǫo∆⊥δϕ =
∑
s
qsδNs +∇2⊥
(∑
s
δMs
2ωcs
)
+ǫo∇τo × bˆ · ∇δϕ˙ (92)
δF˙s + v‖bˆ · ∇δFs +
bˆ
qsB
×∇
(
qsδϕ+
µ∇2⊥δϕ
2ωcs
)
· ∇Fso
− bˆ
ms
· ∇
(
qsδϕ+
µ∇2⊥δϕ
2ωcs
)
∂Fos
∂v‖
= 0, (93)
where the elliptic linear operators ∆⊥ and ∇2⊥ are given
by
∆⊥u = ∆u +∇ ·
(∑
s
c2µomsNos
B2
∇⊥u
)
(94)
∇2⊥u = ∇ · ∇⊥u, (95)
and the quantities δMs, τo are the perturbed magnetic
moment density,
δMs =
∫
µδFs
B
ms
dv‖ dµ dζ, (96)
and
τo =
∑
s
qsNos
ǫoω2csB
. (97)
Instead of analyzing these equations in their full gener-
ality, I will restrict attention to proton-electron plasmas
with equilibrium density given by
Nos = n
(
1 +
x
L
)
, (98)
that are uniform along the z-axis. In this special case, the
linearized MSST equations can be reduced to a system
of equations involving only the perturbed electrostatic
potential,
−ǫo∆⊥δϕ˙− (γ∇4⊥ + α∇2⊥)∂yδϕ+ β∂yδϕ¨ = 0, (99)
where
α =
∑
s
nT
B2ωcsL
(100)
β =
∑
s
msn
B2ωcsL
(101)
γ =
∑
s
nT 2
2B2ω3csLms
, (102)
∆⊥δϕ˙ =
c2
v2A
∇2⊥δϕ˙+
c2
v2AoL
∂xδϕ˙, (103)
and
c2
v2Ao
=
∑
s
c2µomsn
B2
(104)
c2
v2A
= 1 +
c2
v2Ao
(
1 +
x
L
)
. (105)
A thorough analysis of Eq. (99), which is linear with non-
constant coefficients, requires specifying boundary condi-
tions on δϕ. However, in order to reveal the nature of
modes that vary rapidly in space and time, it is enough to
find the dispersion relation in the WKB approximation.
Set δϕ = a exp(iS) where a is a slowly varying amplitude
and S is a rapidly varying phase function. Define ω = ∂tS
and k = ∇S. Upon substituting this ansatz into Eq. (99)
and then dropping all terms involving gradients of the
amplitude a, the following dispersion relation emerges
−βkyω2 + ǫo
(
c2
v2A
(k2x + k
2
y) +
c2
v2Ao
kx
iL
)
ω
+
(
α(k2x + k
2
y) + γ(k
2
x + k
2
y)
2
)
ky = 0. (106)
Upon noting that α, β = O(ǫ) and that γ = O(ǫ3), it
becomes clear that when kx ≪ ky the two branches of
9this dispersion relation are given to leading order in ǫ as
ωd ≈ − v∗ky
1 + xL +
v2
Ao
c2
(107)
ω× ≈ ky T/mi
v∗
(
1 +
x
L
+
v2Ao
c2
)
, (108)
where v∗ = T/(qiBL) = O(ǫ) is the so-called diamag-
netic drift velocity. The first branch, ωd, reproduces the
well-known drift wave dispersion relation. The second
branch, ω×, is unphysical because its frequency increases
as ǫ → 010. The unphysical branch is ushered into the
theory by the appearance of the second time derivative
of δϕ in Eq. (99), which itself appears as a consequence
of the first time derivative of δϕ appearing in the lin-
earized drift kinetic Poisson equation, Eq. (92). In short,
the presence of the unphysical mode is a direct conse-
quence of the impossibility of expressing MSST drift ki-
netics as a first-order ODE in F -space. In fact we have
seen that MSST drift kinetics reduces to a first-order
ODE in (ϕ, F )-space when linearized about the class of
slab equilirbia just considered, which is larger than F -
space in the sense that F -space is a proper subset of
(ϕ, F )-space. In the following section I will construct an
alternative variational drift kinetic theory that is just as
accurate (in terms of ǫ) as MSST drift kinetics, but that
does not suffer from an unphysically-large phase space
and its associated unphysical rapidly varying modes.
IV. RENORMALIZED MSST DRIFT KINETICS
A. The all-orders phase space Lagrangian
The all-orders version of MSST drift kinetics is derived
as follows. The starting point is the magnetized Vlasov-
Poisson system expressed in a special coordinate system
on single-particle phase space,
∂tfs +∇ · ([uE +w]fs) +∇w · (w˙sfs) = 0 (109)
ǫo∆ϕ = −ρ(f) (110)
w˙s = −∂tuE − uE · ∇uE −w · ∇uE + qs
ms
w ×B,
(111)
where ρ(f) =
∑
s qs
∫
fs d
3w, B is a static nowhere van-
ishing magnetic field, the velocity-like variable w is re-
lated to the single-particle velocity v by v = uE + w,
and f is the distribution function on (x,w)-space. For
simplicity, I will assume the spatial domain is all of R3
and that we seek square integrable electrostatic poten-
tials ϕ with square integrable gradients. In this space
of amissible ϕ, the Laplacian ∆ is invertible, and I will
denote its inverse G = ∆−1. Using G, the magnetized
Vlasov-Poisson system can be expressed as the ODE on
f -space,
∂tfs = −∇ · (x˙(f)fs)−∇w · (w˙s(f)fs) (112)
≡ f˙s(f), (113)
where
x˙(f) = uE(f) +w (114)
as(f) = −u˙E(f)− uE(f) · ∇uE(f)−w · ∇uE(f)
+
qs
ms
w ×B, (115)
and the vectors uE(f) = E(f) × b/B and u˙E(f) =
E
(1)(f)× b/B are determined by the operators
E(f) =
1
ǫo
∇G[ρ(f)] (116)
E
(1)(f) = − 1
ǫo
∇G[∇ · (uE(f) ρ(f) + J(f))] (117)
with J(f) =
∑
s qs
∫
wfs d
3w. Note that the magne-
tized Vlasov-Poisson equations imply ∂tρ(f) = −∇ ·
(uE(f)ρ(f) + J(f)).
Next, a near-identity field-dependent phase-space co-
ordinate transformation, Φs(jE) : P → P , is identi-
fied that decouples the rapid gyromotion from the slower
drift motion. Here jE = (E, ∂tE, ∂
2
tE, . . . ) is an infi-
nite sequence of vector fields, and P is the 6-dimensional
position-velocity phase space. There are many possi-
ble ways to choose this coordinate transformation, and
MSST drift kinetics is defined by the particular choice
described in Ref. 6.
Using this coordinate transformation, the guiding cen-
ter distribution function F is defined as
Fs = Φs(jE)∗fs, (118)
where fs is the particle distribution function, and the
subscripted ∗ denotes the pushforward. Assuming that
E and fs satisfy the magnetized Vlasov-Poisson equa-
tions, the right-hand-side of Eq. (118) can be expressed
entirely in terms of f because jE = (jE)(f) =
(E(f),E(1)(f),E(2)(f), . . . ), where
E(f) =
1
ǫo
∇G[ρ(f)] (119)
E
(1)(f) = − 1
ǫo
∇G[∇ · (uE(f) ρ(f) + J(f))] (120)
E
(2)(f) = . . . , (121)
and the operators E(n) for n > 1 are determined by ex-
pressing the n’th time derivative of E in terms of f using
the magnetized Vlasov-Poisson equations. To be precise,
Fs = Φs(jE(f))∗fs (122)
≡ F−1s (f). (123)
Note that F−1 maps multi-species functions on P
into multi-species functions on P ; formally F−1 :
⊕sC∞(P ) → ⊕sC∞(P ), where ⊕s denotes the species-
sum of vector spaces.
Because Φ is near-identity, F−1s (f) ≈ fs. This implies
that F−1 has a unique perturbatively-defined inverse F
that satisfies
Fs = Φs(jE(F(F )))∗Fs(F ). (124)
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I will explain the procedure for obtaining an asymptotic
expansion of F in the next subsection. Therefore,
∂tF(F ) = ∂tf (125)
⇒DF [∂tF ] = f˙(f) (126)
⇒∂tF = DF−1[f˙(F(F ))]. (127)
Here DF denotes the Fre´chet derivative of F . Assuming
that Φ is chosen according to the prescription given in
Ref. 6, Eq. (127) is the all-orders version of MSST drift
kinetics. Because this system is manifestly an ODE on F -
space, the phase space for all-orders MSST drift kinetics
is F -space, which proves my earlier claim.
A variational principle for all-orders MSST drift kinet-
ics can be derived by transforming the following varia-
tional principle for the magnetized Vlasov-Poisson sys-
tem into guiding center coordinates. The Vlasov-Poisson
Lagrangian is given by
L(f, U, ϕ,E) =
∑
s
∫
ls(z, Us(z), ϕ,E) fs dω (128)
+
ǫo
2
∫
|∇ϕ|2 d3x, (129)
where the single-particle phase space Lagrangian is
ls(z, z˙, ϕ,E) =(msw +msuE + qsA) · x˙
−Hs(z, ϕ,E), (130)
the single-particle Hamiltonian is
Hs(z, ϕ,E) =
1
2
ms(w + uE)
2 + qsϕ, (131)
the volume element dω = d3x d3w, and U is the Eulerian
phase space fluid velocity. The equations of motion cor-
responding to this system Lagrangian may be obtained
by varying ϕ, f , and U in the action integral S =
∫ t2
t1
Ldt
subject to the constraints
δUs = ξ˙s + LUsξs (132)
δfs = −div(ξsfs), (133)
where ξ is an arbitrary time-dependent vector field on
the (multi-species) guiding center phase space and LUs
denotes the Lie derivative along the vector field Us.
Using the MSST prescription for choosing Φ, the trans-
formed system Lagrangian is given by
L∞(F, V, ϕ) =
∑
s
∫
ℓ∞s (z, Vs(z), ϕ, jE)Fs dΩs
+
ǫo
2
∫
|∇ϕ|2 d3x, (134)
where the all-orders guiding center phase space La-
grangian is given by
ℓ∞s (z, z˙, ϕ, jE) =
(
qsA+msv‖bˆ−
ms
qs
µW
)
· X˙
+
qs
ms
µ ζ˙ − h∞s (z, ϕ, jE), (135)
and the all-orders guiding center Hamiltonian is of the
form
h∞s (z, ϕ, jE) = K
∞
s (jE) + qsϕ, (136)
where K∞s = Kos + K1s + K2s + . . . and Kos,K1s are
given in Eqs. (78) and (79). Note that the MSST method
for finding the guiding center transformation Φ produces
a guiding center phase space Lagrangian with a simple
time-independent “symplectic part.” The symplectic part
of ℓ∞s , ℓ
symp
s , is
ℓsymps (z, z˙) = ℓ
∞
s + h
∞
s
=
(
qsA+msv‖bˆ−
ms
qs
µW
)
· X˙
+
qs
ms
µ ζ˙, (137)
and achieving this time-independence was one of the
principal goals of Ref. 6. The variational principle as-
sociated with L∞ is very similar to the one introduced
earlier for first-order MSST drift kinetics. The action
S∞ =
∫ t2
t1
L∞ dt is varied subject to the constraints given
by
δVs = ξ˙s + LVsξs (138)
δFs = − 1Jsdiv(JsξsFs). (139)
Using this variational principle for all-orders MSST
drift kinetics, the all-orders system phase space La-
grangian can finally be derived using the method de-
scribed in Section II. The dressed Lagrange 1-form and
the dressed Hamiltonian must each be found.
The first step toward finding the dressed Lagrange 1-
form ϑ˜∞ is to identify the bare Lagrange 1-form ϑ∞. This
is done by examining the endpoint contributions to free-
endpoint variations of S∞. A straightforward calculation
shows that the first free-endpoint variation of S∞ about
a solution of all-orders MSST drift kinetics is given by
δS∞ = ϑ∞[ξ, jδE]
∣∣t2
t1
, (140)
where the bare Lagrange 1-form ϑ∞ is given by
ϑ∞[ξ, δjE] =
∑
s
∫
ℓsymps (z, ξs(z))Fs dΩs
−
∞∑
k=1
k∑
j=1
∫
(δ∂k−jt E) ·
(
(−∂t)j−1 δK
∞
δ∂kt E
)
d3X, (141)
with K∞(F, jE) = ∑s ∫ K∞s (jE)Fs dΩs. In deriving
this expression, the all-orders Euler-Lagrange equations,
V∞is ={zi, h∞s }gcs (142)
∇ ·D = ρ(F ) (143)
D = ǫoE − δK
∞
δE
−
∞∑
k=1
(−∂t)k δK
∞
δ∂ktE
, (144)
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must be used to eliminate all contributions to δS∞ except
for those that come from the endpoints. The dressed
Lagrange 1-form ϑ˜ can now be obtained by expressing
ϑ in terms of F and ξ using the all-orders MSST drift
kinetic system. All of the time derivatives of E must be
expressed in terms of F using the relationship
jE = jE(F(F )) ≡ jE˜(F ). (145)
Similarly, the variations of the time derivatives ofE must
be expressed in terms of ξ using
∂k−jt E = E
(k−j)(F(F )) ≡ E˜(k−j)(F ), (146)
which gives
δ∂k−jt E = −DE˜(k−j)[J−1div(JFξ)]
= −
∑
s
DsE˜
(k−j)[J−1s div(JsFsξs)]. (147)
Here Ds denotes a partial Fre´chet derivative with respect
to the species-s distribution function. When this dressing
procedure is complete, the all-orders dressed Lagrange 1-
form can be expressed as
ϑ˜∞[ξ] =
∑
s
∫
ℓ˜symp,∞s (z, ξs(z);F )Fs dΩs, (148)
where
ℓ˜symp,∞s (z, z˙;F ) = ℓ
symp
s (z, z˙)
+ z˙i∂ziα
∞
s (F ), (149)
and the function α∞s (F ) : P → R is given by
α∞s (F ) =
−
∞∑
k=1
k∑
j=1
(
DsE˜
(k−j)†(−∂t)j−1 δK
∞
δ∂ktE
)
(150)
Here, (−∂t)j−1 δKδ∂k
t
E
must be expressed in terms of F by
evaluating the functional derivative, applying the time
derivative, and then using Eq. (145); and the adjoint op-
eration, which is indicated by ·†, is defined by the follow-
ing identity,∫
δE ·DsE˜(k−j)[δFs] d3X =
∫
DsE˜
(k−j)†[δE] δFs dΩs.
(151)
In terms of the dressed Lagrange 1-form, the dressed
Hamiltonian is
H˜∞ = ϑ˜∞[V˜∞]− L˜∞, (152)
where V˜∞ and L˜∞ are given by dressing Eqs. (142)
and (134) using Eq. (145). More explicitly, H˜∞ is given
by
H˜(F ) =
∑
s
∫
(K∞s (jE˜(F )) + V˜
∞i
s ∂ziα
∞
s (F ))Fs dΩs
+
1
2
∫
ǫoE˜ · E˜ d3X −
∫ ( ∞∑
k=0
(−∂t)k δK
∞
δ∂ktE
)
· E˜ d3X.
(153)
The all-orders system phase space Lagrangian is therefore
L∞(F, V ) = ϑ˜∞[V ]− H˜∞(F ). (154)
When varying this Lagrangian, the now-familiar con-
straints,
δVs = ξ˙s + LVsξs (155)
δFs = − 1Jsdiv(JsξsFs), (156)
must be imposed.
B. The truncated system phase space Lagrangian
As it has been presented so far, the all-orders system
phase space Lagrangian is a purely formal result. How-
ever, I will now show that it can be exploited to build an
attractive alternative theory to conventional first-order
MSST drift kinetics. This alternative theory, which I will
refer to as renormalized first-order MSST drift kinetics,
will have the following desireable features: (a) a system
phase space with the correct size, (b) first-order (in mag-
netic non-uniformity) accuracy, and (c) a Lagrangian for-
mulation.
The procedure I will use to derive renormalized MSST
drift kinetics mirrors the one I used earlier to derive
renormalized two-oscillator drift kinetics. First the all-
orders system phase space Lagrangian must be expanded
in powers of ǫ = ρ/L, which is formally equivalent to ex-
panding in powers of the inverse elementary charge, |e|
(note that qs = Zs|e|, where Zs is some integer.) For the
sake of achieving first-order accuracy, both the dressed
Lagrange 1-form and the dressed Hamiltonian will be ex-
panded up to first order if |e|−1.
In order to calculate ϑ˜ and H˜ with the desired level of
accuracy, it is necessary to have explicit expression for
some parts of the operator jE˜(F ). To be precise, if E˜
and E˜(1) are expanded in powers of ǫ as
E˜ = E˜o + E˜1 + . . . (157)
E˜
(1) = E˜(1)o + E˜
(1)
1 + . . . , (158)
where subscripts denote order in ǫ, E˜o, E˜1, and E˜
(1)
o must
be known. One way to calculate these quantities is to find
the first few orders in the asymptotic expansion of the op-
erator F and then evaluate the composition jE ◦F . How-
ever, the most direct approach is to analyze the Poisson
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equation in the all-orders MSST Euler-Lagrange equa-
tions, namely Eq. (143). It is straightforward to show
that the dominant balance of Eq. (143) is given by
∇ ·
(
ǫoǫ˜ · E˜o
)
= ρ(F ), (159)
where the dyad ǫ˜ is given by
ǫ˜ = 1 +
(∑
s
c2µomsNs
B2
)
(1− bˆbˆ). (160)
Because ∇ × E˜o = 0, this equation uniquely determines
E˜o. Indeed, if
G⊥ = (∆ +∆⊥)
−1, (161)
where the negative-definite elliptic operator ∆ + ∆⊥ is
given by (∆ +∆⊥)ϕ = ∇ · (ǫ˜ · ∇ϕ), Eq. (159) prescribes
E˜o as
E˜o(F ) =
1
ǫo
∇G⊥[ρ(F )]. (162)
Note that because the operator G⊥ depends on F
through the Ns in ∆⊥, E˜o is a nonlinear functional of
F . Similarly, a dominant balance of the time derivative
of Eq. (159) gives
E˜
(1)
o (F ) = −
1
ǫo
∇G⊥[∇ · J(F )], (163)
where
J(F ) =
∑
s
(
qs〈X˙os + X˙1s〉sNs
− ms
B2
∇ · (〈X˙os〉sNs)(1− bˆbˆ) · E˜o
)
; (164)
the angle brackets denote velocity-space averages, 〈Q〉s =
N−1s
∫
QFs Js dv‖ dµ dζ; and
X˙os =v‖bˆ+ uEo (165)
X˙1s =
(
u2Eo
ωcs
τ +
2v‖
ωcs
bˆ× uEo · κ− uEo · ∇ × uEo
2ωcs
)
bˆ
+
µ bˆ×∇B
qsB
+
v2‖ bˆ× κ
ωcs
− bˆ×∇u
2
Eo
2ωcs
, (166)
with uEo = E˜o(F )× bˆB−1, are the O(1) and O(ǫ) contri-
butions to the guiding center drift velocity, respectively.
Next, E˜1 is determined by the first sub-dominant contri-
bution to the all-orders Poisson equation, namely
∇ ·
(
ǫoǫ˜ · E˜1
)
= −∇ · π1(F ), (167)
where
π1(F ) = −δK1
δE
+ ∂t
δK1
δE˙
(168)
=−
∑
s
(
qsNs
2ω2cs
u˙Eo − qs
2ω2cs
∇ · (〈Xos〉sNs)uEo
)
− δK1
δE
(E˜o, E˜
(1)
o ), (169)
K1 =
∑
s
∫
K1s Fs dΩs, and u˙Eo = E˜
(1)
o (F ) × bˆB−1.
Therefore
E˜1(F ) = − 1
ǫo
∇G⊥[∇ · π1(F )]. (170)
Because doing so will lead to considerable simplifications
of the renormalized drift kinetic theory later on, it is
also useful to introduce the “second-order electric field”
E˜2(F ), which is specified by the equation
∇ ·
(
ǫoǫ˜ · E˜2 + π(F )− π1(F )
)
= 0, (171)
where
π(F ) =− δK1
δE
(E ,E(1)) +
δ2K1
δEδE˙
[E(1)]
+
δ2K1
δFδE˙
(E)[F˙ ∗] (172)
and
F˙ ∗s = −J−1s ∇ · (Js(X˙os + X˙1s)Fs) (173)
E = E˜o + E˜1 (174)
E
(1) = DE[F˙ ∗]. (175)
It is straightforward to verify that the difference π−π1 =
O(ǫ2), which implies that E˜2 = O(ǫ
2).
With these expressions for E˜o, E˜1, and E˜
(1)
o in hand,
the truncated system phase space Lagrangian can be
found. The truncated dressed Lagrange 1-form is given
by
ϑ˜[ξ] =
∑
s
∫
ℓ˜symps (z, ξs(z);F )Fs dΩs, (176)
where
ℓ˜symps (z, z˙;F ) = ℓ
symp
s (z, z˙)
+ X˙ · ∇αs, (177)
the function αs is given by
αs = −DsE˜†o
δK
δE˙
= DsE˜
†
o
[∑
s¯
msNs
2B2ωcs
E˜o × bˆ
]
, (178)
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and K = Ko +K1 =
∑
s
∫
(Kos +K1s)Fs dΩs. The trun-
cated dressed Hamiltonian is given by
H˜(F ) =
∑
s
∫
(K˜s(F )Fs + α
∗
sF˙
∗
s ) dΩs
+
1
2
∫
ǫoE˜ · E˜ d3X +
∫
P˜ · E˜ d3X, (179)
where E˜ = E˜o + E˜1 + E˜2;
K˜s(F ) = Kos(E˜) +K1s(E,E
(1)); (180)
α∗s = −DsE†
δK1
δE˙
(E); (181)
and the polarization density P˜ is given by
P˜ = −δKo
δE
(E˜) + π(F ). (182)
Note that ∇ · (ǫoE˜ + P˜ ) = ρ(F ), which can be carefully
applied to show that the functional derivative of H˜ is
given by
δH˜
δFs
= Hs +
∑
s¯
η∗ss¯[F˙
∗
s¯ ] +DsE˜
†
2[π], (183)
where Hs = qsϕ˜ + K˜s, −∇ϕ˜ = E˜, and η∗ss¯ = Dsα∗†s¯ −
Ds¯α
∗
s . The truncated system phase space Lagrangian is
therefore
L(F, V ) = ϑ˜[V ]− H˜. (184)
Upon applying the constrained variations
δVs = ξ˙s + LVsξs (185)
δFs = − 1Jsdiv(JsξsFs) (186)
to this Lagrangian, the Euler-Lagrange equations that
result are given by
V is =
{
zi, εs +
δH˜
δFs
}gc
s
, (187)
where
εs =
∑
s¯
(Dsα
†
s¯ −Ds¯αs)[J −1s¯ div(Js¯Vs¯Fs¯)]
≡
∑
s¯
ηss¯[J−1s¯ div(Js¯Vs¯Fs¯)]. (188)
Note that because εs depends on V , Eq. (187) is an im-
plicit equation for V . In order to solve for V , first note
that
εs =
∑
s¯
ηss¯[{Fs¯, εs¯}gcs¯ + {Fs¯, δH˜/δFs¯}gcs¯ ]
≡
∑
s¯
χss¯[εs¯ + δH˜/δFs¯]. (189)
Therefore,
D[ε] = χ[δH˜/δF ], (190)
where the matrix of operators D is given by
(D[ε])s =
∑
s¯
Dss¯[εs¯] =
∑
s¯
(δss¯ − χss¯)[εs¯]. (191)
In Appendix B, I argue that D should be invertible as
a mapping from multi-species phase space functions into
itself when ǫ is small. Thus,
ε = D−1χ[δH˜/δF ], (192)
which, in conjuction with Eq. (187), determines the Eu-
lerian phase space fluid velocity V explicitly,
V i =
{
zi,D−1χ
[
δH˜
δF
]
+
δH˜
δF
}gc
=
{
zi,D−1 δH˜
δF
}gc
. (193)
The time evolution equation for F in renormalized MSST
drift kinetics is therefore
∂tF = −
{
F,D−1 δH˜
δF
}gc
, (194)
which is manifestly a first-order ODE on F -space. Recall
that the functional derivative δH˜δF is given in Eq. (183).
I will conclude this section by analyzing the lineariza-
tion of renormalized MSST drift kinetics about the same
type of slab equilibria used in Section III. Again I will
assume the background magnetic field is uniform and
z-directed. It is straightforward to show that when Fs
is given by Eq. (89) with Nos = n(1 + x/L), E˜o =
E˜1 = E˜
(1)
o = 0, the functional derivatives δH˜/δFs =
1
2msv
2
‖ + µB, and χss¯[δH˜/δFs¯] = 0. Therefore the equi-
libria from Section III are indeed equilibria of renormal-
ized MSST drift kinetics. When renormalized MSST
drift kinetics is linearized about this type of equilibrium,
the dynamical equations governing z-independent fluc-
tuations reduce to the following pair of linear integro-
differential equations,
−ǫo(∆ +∆⊥)δϕ˙1 = α
2
∇2⊥∂yδϕA + γ∇4⊥∂yδϕB (195)
−ǫo(∆ + ∆⊥)δϕ˙o = α
2
∇2⊥∂yδϕB, (196)
where ϕo and ϕ1 are the 0
th and 1st order contributions
to the electrostatic potential, and
δϕA = δϕo + δϕ1
+
αβ
2
G⊥
ǫo
∂2y∇2⊥
G⊥
ǫo
(δϕ1 + δϕ2)
− αβ
2
(
G⊥
ǫo
)2
∇2⊥∂2y(δϕo + δϕ1 − δϕ2) (197)
δϕB = δϕo + δϕ1 − δϕ2 (198)
δϕ2 = −αβ
2
(
G⊥
ǫo
)2
∇2⊥∂2yδϕo. (199)
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Applying the same WKB analysis to this system of equa-
tions as in Section III shows that there are two normal
modes with kx = 0. The two branches of the dispersion
relation are given by
ωd = − v∗ky
1 + xL +
v2
Ao
c2
+O(ǫ2) (200)
ωs = O(ǫ
2). (201)
The first branch, ωd, recovers the usual drift wave
(with a slightly modified frequency), while the second
branch represents an artificial very low frequency wave.
The renormalization procedure has therefore managed
to eliminate the artificial high-frequency wave, ω×, from
MSST drift kinetics and replace it with the artificial low-
frequency wave, ωs. From a computational point of view,
an artificial low frequency wave may be preferable to an
artificial high frequency wave. For instance, in an explicit
integration scheme, the time step restriction imposed by
a high frequency wave would be more severe than the
time step restriction imposed by a low frequency wave.
V. DISCUSSION
One approach to dealing with higher-order time deriva-
tives of the electrostatic potential that appear in the
equations defining higher-order drift kinetic and gyroki-
netic theories would be to first neglect the terms involv-
ing the time derivatives, solve for the potential, then use
this approximate potential to evaluate the neglected time
derivative. Such a manipulation, although intuitively
appealing, is not obviously consistent with energy and
momentum conservation. One way of interpreting the
results of this paper is that they show how this “boot-
strapping” technique for dealing with higher time deriva-
tives of the potential can be modified to be fully consis-
tent with Lagrangian mechanics, and therefore energy
and momentum conservation.
In fact, while I have been stressing the fact that renor-
malized MSST drift kinetics satisfies a variational prin-
ciple, renormalized MSST drift kinetics is also an infi-
nite dimensional Hamiltonian system. The Hamiltonian
functional is given by H˜ and the field-theoretic Poisson
bracket is given by
[F ,G] =
∫ {
D−1 δF
δF
,D−1 δG
δF
}gc
F dΩ
+
∫
η
[{
F,D−1 δF
δF
}gc]{
F,D−1 δG
δF
}gc
dΩ, (202)
where F ,G are arbitrary functions of the multi-species
distribution function, and the skew-symmetric operator
η is defined in Eq. (188). This Poisson bracket can be
deduced directly from the phase space Lagrangian for
renormalized MSST drift kinetics following the exam-
ple set in Ref. 11, and therefore automatically satisfies
the Jacobi identity. This means that, aside from elimi-
nating unphysical rapidly varying modes, an additional
benefit of employing renormalized MSST drift kinetics
instead of conventional MSST drift kinetics is that the
dynamically-accessible stability method12,13 can be ap-
plied to the renormalized theory in order to assess the
stability of equilibria.
Looking ahead, two important extensions of the work
presented here are (a) incorporating electromagnetic ef-
fects into the renormalization procedure and (b) identi-
fying a collision operator with exact conservation prop-
erties for renormalized MSST drift kinetics. The second
task may prove to be especially challenging because it
seems likely that, due to the use of the “bootstrapping”
technique, collisional renormalized MSST drift kinetics
will contain the collision operator in both the kinetic
equation and the drift kinetic Poisson equation. Nev-
ertheless, it would be interesting to know if results akin
to those given in Ref. 14 exist for renormalized MSST
drift kinetics.
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Appendix A: Why does “dressing” work?
At two points in the main text I applied a dressing
procedure to derive a phase space Lagrangian for a La-
grangian system. The purpose of this appendix is to give
a precise definition of the term “phase space Lagrangian,”
and provide a rigorous justification for using the “dress-
ing” procedure to find a Lagrangian system’s phase space
Lagrangian. For the sake of making the discussion acces-
sible, I will strive to convey these general ideas by way of
a specific example, namely all-orders two-oscillator drift
kinetics. For a similar discussion in the context of vari-
ational kinetic theories, see Ref. 11. For a discussion of
phase space Lagrangians in the context of magnetic field
line flow, see Ref. 15.
Suppose P is a linear space with coordinates zi and
that X is a vector field on P . The equation z˙ = X(z),
where z ∈ P , specifies an autonomous system on P that
will be referred to as X . The phase space for the system
X is the space P . X admits a phase space Lagrangian if
there is a one-form on P , ϑ = ϑidzi, and a function on
P , h, such that
ιXdϑ = −dh⇔ (ϑi,j − ϑj,i)Xj = −h,i. (A1)
The one-form ϑ and the function h are X ’s Lagrange
one-form and Hamiltonian function, respectively. Given
an X that admits a phase space Lagrangian, X ’s phase
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space Lagrangian, ℓ, is the function on P × P given by
ℓ(z, z˙) = ϑi(z)z˙
i − h(z). (A2)
The justification for this terminology is the following.
Given an X that admits a phase space Lagrangian, ℓ,
define the functional S : P(P ) → R, where P(P ) is the
space of paths, γ, through P parameterized by the fixed
interval [t1, t2], using the formula
S(γ) =
∫
γ
ϑ−
∫ t2
t1
h(γ(t)) dt
=
∫ t2
t1
ℓ(γ(t), ˙γ(t)) dt. (A3)
If γ is an integral curve of X , i.e. γ˙(t) = X(γ(t)) for
each t ∈ [t1, t2], then the first fixed-endpoint variation of
S is zero at γ. Thus, the autonomous system X sat-
isfies a variational principle, and ℓ serves as the cor-
responding Lagrangian function. The modifier “phase
space” in “phase space Lagrangian” corresponds to the
fact that the functional S takes as its argument a path in
phase space space; the most familiar variational princi-
ple, namely Hamilton’s principle, is phrased in terms of
a functional whose argument is a path in configuration
space.
A natural class of systems that admit a phase space
Lagrangian consists of all systems that satisfy variational
principles. I will illustrate this point in the context of
all-orders two-oscillator drift kinetics. In this case, P is
(Q,P, ϕ, ϕ˙)-space, and the vector field X is given by
XQ = (1 − 2ǫgqˆ−(Q,ϕ))P − ǫω22ϕ˙ (A4)
XP = −(ω21 + 2gϕ)qˆ−(Q,ϕ) (A5)
Xϕ = ϕ˙ (A6)
X ϕ˙ = −ω22ϕ− gqˆ2−(Q,ϕ). (A7)
This system admits the following variational principle.
Let the set Q be (Q,P, ϕ)-space and let P(Q) be the
corresponding space of paths, c = (Q,P, ϕ), through
Q parameterized by [t1, t2]. Define the functional So :
P(Q)→ R using the formula
So(c) =
∫ t2
t1
L¯(c(t), c˙(t), ϕ¨(t),
...
ϕ(t)) dt (A8)
where L¯ is given in Eq. (24). If the first fixed-endpoint
variation of So vanishes at c = (Q,P, ϕ), then, as de-
scribed in Section II, γ = (Q,P, ϕ, ϕ˙) is an integral curve
of X . Conversely, if γ = (Q,P, ϕ, ϕ˙) is an integral curve
of X , then the first fixed-endpoint variation of So van-
ishes at c = (Q,P, ϕ). Note that L¯ is not a phase
space Lagrangian, i.e. it is not of the form expressed
in Eq. (A2). Nevertheless, X does admit a phase space
Lagrangian. To see this, first let Ft : P → P be the
flow map of the vector field X ; Ft is the unique one-
parameter family of maps P → P that satisfies F0(z) = z
and ∂tFt(z) = X(Ft(z)) for each z ∈ P . Using Ft, it is
possible to construct a mapping sol : P → P(P) accord-
ing to the formula
sol(z)(t) = Ft−t1(z). (A9)
Note that sol(z) is the unique path through P that
(a) is an integral curve of the vector field X and (b)
passes through the point z at t = t1. Because any
path γ = (Q,P, ϕ, ϕ˙) through P determines a corre-
sponding path, π(γ) = (Q,P, ϕ), through Q, sol and So
can be used to construct the function on phase space
S¯ = So ◦ π ◦ sol : P → R. S¯ may be thought of as the ac-
tion So regarded as a function of initial conditions. The
phase space Lagrangian for all-orders two-oscillator drift
kinetics can be derived by analyzing the derivatives of S¯
with respect to z and t2. (S¯ depends on t2 because the
upper limit of the time integral in the definition of So is
t2.)
In order to calculate the derivatives of S¯, it will be
convenient to introduce the curves γǫ = sol(z + ǫv) =
(Qǫ, Pǫ, ϕǫ, ϕ˙ǫ), cǫ = π(γǫ), Γǫ, and Υǫ, where ǫ is a
small positive real number, v ∈ P is an arbitrary four-
component vector, and
Γǫ(t) =
(
Qǫ(t), Pǫ(t), ϕǫ(t),
dQǫ
dt
,
dPǫ
dt
,
dϕǫ
dt
,
d2ϕǫ
dt2
,
d3ϕǫ
dt3
)
(A10)
Υǫ(t) =
(
Qǫ(t), Pǫ(t), ϕǫ(t),
dQǫ
dt
,
dPǫ
dt
,
d2Pǫ
dt2
,
dϕǫ
dt
,
d2ϕǫ
dt2
,
d3ϕǫ
dt3
)
. (A11)
Note that because γǫ is an integral curve of X for each
ǫ, it must be true that
dQǫ
dt
= XQ(γǫ(t)) (A12)
dPǫ
dt
= XP (γǫ(t)) (A13)
d2P
dt2
= (XQ∂QX
P +Xϕ∂ϕX
P )(γǫ(t)) (A14)
dϕǫ
dt
= Xϕ(γǫ(t)) (A15)
d2ϕǫ
dt2
=
dϕ˙ǫ
dt
= X ϕ˙(γǫ(t)) (A16)
d3ϕǫ
dt3
= (XQ∂QX
ϕ˙ +Xϕ∂ϕX
ϕ˙)(γǫ(t)). (A17)
The directional derivative of S¯ at z along v is given by
dS¯z(v) =
d
dǫ
∣∣∣∣
0
S¯(z + ǫv)
=
d
dǫ
∣∣∣∣
0
So(cǫ), (A18)
which is equal to a certain free-endpoint variation of So at
a curve (c = c0) that satisfies the Euler-Lagrange equa-
tions. Applying integration by parts several times and
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making use of the fact that c0 satisfies the Euler-Lagrange
equations gives
dS¯z(v)
=
[
ϑQ(Υ0(t))δQ(t) + ϑϕ(Υ0(t))δϕ(t)
+ ϑϕ˙(Υ0(t))δϕ˙(t) + ϑϕ¨(Υ0(t))δϕ¨(t)
]t2
t1
, (A19)
where
δQ(t) =
d
dǫ
∣∣∣∣
0
Qǫ(t) (A20)
δϕ(t) =
d
dǫ
∣∣∣∣
0
ϕǫ(t) (A21)
δϕ˙(t) =
d
dǫ
∣∣∣∣
0
dϕǫ
dt
(A22)
δϕ¨(t) =
d
dǫ
∣∣∣∣
0
d2ϕǫ
dt2
, (A23)
ϑQ(Z) =
∂L¯
∂Q˙
(A24)
ϑϕ(Z) =
∂L¯
∂ϕ˙
− ∂
2L¯
∂Q∂ϕ¨
Q˙− ∂
2L¯
∂ϕ∂ϕ¨
ϕ˙− ∂
2L¯
∂ϕ¨2
...
ϕ
+
∂2L¯
∂P∂
...
ϕ
P¨ (A25)
ϑϕ˙(Z) =
∂L¯
∂ϕ¨
− ∂
2L¯
∂P∂
...
ϕ
P˙ (A26)
ϑϕ¨(Z) =
∂L¯
∂
...
ϕ
, (A27)
and all partial derivatives are evaluated at Z =
(Q,P, ϕ, Q˙, P˙, P¨, ϕ˙, ϕ¨,
...
ϕ). The one-form on Z-space ϑ =
ϑQ dQ + ϑϕ dϕ + ϑϕ˙ dϕ˙ + ϑϕ¨ dϕ¨ is the bare Lagrange
one-form introduced in Section II. In terms of the bare
Lagrange one-form, the directional derivative of S¯ is
dS¯z(v) = [ϑΥ0(t)(δΥ0(t))]
t2
t1 . (A28)
This expression can be simplified further by not-
ing that, according to Eqs. (A12)-(A17), Υ0(t) =
J(γ0(t)) and δΥ0(t) = DJγ0(t)[δγ(t)], where J maps
phase space, P , into Z-space according to J =
(QJ, PJ, ϕJ, Q˙J, P˙J, P¨J, ϕ˙J, ϕ¨J,
...
ϕJ), with
QJ(z) = Q (A29)
PJ(z) = P (A30)
ϕJ(z) = ϕ (A31)
Q˙J(z) = X
Q(z) (A32)
P˙J(z) = X
P (z) (A33)
P¨J(z) = (X
Q∂QX
P +Xϕ∂ϕX
P )(z) (A34)
ϕ˙J(z) = X
ϕ(z) (A35)
ϕ¨J(z) = X
ϕ˙(z) (A36)
...
ϕJ(z) = (X
Q∂QX
ϕ˙ +Xϕ∂ϕX
ϕ˙)(z). (A37)
Thus,
ϑΥ0(t)(δΥ0(t)) = ϑJ(γ0(t))(DJγ0(t)[δγ(t)])
= (J∗ϑ)γ0(t)(δγ(t))
≡ ϑ˜∞γ0(t)(δγ(t)), (A38)
where ϑ˜∞ = J∗ϑ denotes the pullback of the one-form,
ϑ, on Z-space to phase space along the mapping J, and
dS¯z(v) = [ϑ˜γ0(t)(δγ(t))]
t2
t1 . (A39)
A straightforward application of the definition of
pullback16 shows that J∗ϑ is precisely the dressed La-
grange one-form introduced in Section II. Finally, using
the fact that
δγ(t) =
d
dǫ
∣∣∣∣
0
Ft−t1(z + ǫv)
= (DFt−t1)z [v], (A40)
and applying the definition of pullback once more, the
directional derivative of S¯ can be expressed as
dS¯z(v) = (F
∗
t2−t1 ϑ˜
∞ − ϑ˜∞)z(v), (A41)
i.e. dS¯ = F ∗t2−t1 ϑ˜
∞ − ϑ˜∞.
In order to find the t2 derivative of S¯, first note that
S¯(z) =
∫ t2
t1
L¯(Γ0(t)) dt
=
∫ t2
t1
(j∗L¯)(γ0(t)) dt
=
∫ t2
t1
(j∗L¯)(Ft−t1(z)) dt, (A42)
where the mapping j = (QJ, PJ, ϕJ, Q˙J, P˙J, ϕ˙J, ϕ¨J,
...
ϕJ).
Therefore,
d
dt2
S¯(z) = F ∗t2−t1(j
∗L¯)(z). (A43)
When Eq. (A41) is combined with Eq. (A43), a
straightforward application of exterior calculus identities
given in Ref. 16 shows that X admits a phase space La-
grangian. Indeed,
d
dS¯
dt2
=
d
dt2
(F ∗t2−t1 ϑ˜
∞ − ϑ˜∞)
⇒ F ∗t2−t1(dj∗L¯) = F ∗t2−t1(LX ϑ˜∞)
⇒ −d(ϑ˜∞(X)− j∗L¯) = ιXdϑ˜∞, (A44)
which is precisely the condition given in Eq. (A1). X ’s
Lagrange one-form is given by ϑ˜∞, while its Hamilto-
nian is given by h = ϑ˜∞(X)− j∗L¯. Moreover, a careful
analysis of the definitions of ϑ˜∞ and h shows the dress-
ing procedure described in Section (II) correctly identifies
the phase space Lagrangian for all-orders two-oscillator
drift kinetics.
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Appendix B: Why is the operator D invertible?
The linear operator D, which maps multi-species phase
space functions into multi-species phase space functions,
is defined by the expression
Dss¯[εs¯] = (δss¯ − χss¯)[εs¯], (B1)
where the operator χss¯ is given by
χss¯[εs¯] = ηss¯[{Fs¯, εs¯}gcs¯ ]
= 2DsE˜
†
o
δ2K
δEδE˙
Ds¯E˜o[{Fs¯, εs¯}gcs¯ ]
+
(
DsE˜
†
o
δ2K
δFs¯δE˙
− δ
2K
δFsδE˙
†
Ds¯E˜o
)
[{Fs¯, εs¯}gcs¯ ].
(B2)
Here,
Ds¯E˜o[δFs¯] =
1
ǫo
∇G⊥[qs¯δNs¯]
− 1
ǫo
∇G⊥
[
∇ ·
(
c2µoms¯δNs¯
B2
∇⊥G⊥[ρ(F )]
)]
(B3)
DsE˜
†
o[u] = −
qs
ǫo
G⊥[∇ · u]
− c
2µoms
B2
E˜o · ∇⊥G⊥[∇ · u] (B4)
δ2K
δEδE˙
[δE] =
∑
s
msNs
2B2ωcs
bˆ× δE (B5)
δ2K
δFs¯δE˙
[δFs¯] =
ms¯
2B2ωcs¯
bˆ× E˜oδNs¯ (B6)
δ2K
δFsδE˙
†
[δE] =
ms
2B2ωcs
bˆ× E˜o · δE. (B7)
Consider the problem of inverting the operator D, i.e.
solving the equation
∑
s¯
Dss¯[εs¯] = χs (B8)
for ε given χ. I will argue that this can be done provided
|e|−1 is small enough and ρ(F ) = ∑s qsNs = O(1) (the
latter condition being necessary in high-flow drift kinetics
in order to guarantee uE = O(1)).
As a first step toward solving for ε, I will solve for the
quantity 〈δε〉 as a function of 〈δχ〉, where
〈δε〉s =
∫
{Fs, εs}gcs Js dv‖ dµ dζ (B9)
〈δχ〉s =
∫
{Fs, χs}gcs Js dv‖ dµ dζ. (B10)
Note that, according to Eq. (B2), (a) the quantity η[δF ]
only depends on δF through the velocity-space integral
∫
δFsJs dv‖ dµ dζ and (b) η[δF ] has no velocity depen-
dence. Therefore, there is a unique operator, 〈η〉, map-
ping functions on configuration space into itself that sat-
isfies
ηss¯[δFs¯] = 〈η〉ss¯
[ ∫
δFs¯Js¯ dv‖ dµ dζ
]
. (B11)
The equation (B8) can therefore be expressed as
εs −
∑
s¯
〈η〉ss¯[〈δε〉s¯] = χs, (B12)
which implies ∑
s¯
〈D〉ss¯[〈δε〉s¯] = 〈δχ〉s, (B13)
where
〈D〉ss¯[〈δε〉s¯] =
δss¯〈ε〉s¯ −
∫
{Fs, 〈η〉ss¯[〈δε〉s¯]}gcs Js dv‖ dµ dζ. (B14)
I will now argue that the operator 〈D〉 is invertible as
a mapping from functions on configuration space into
itself. The general principal I will apply asserts that
operators sufficiently close to invertible operators are
also invertible. The operator 〈D〉 can be decomposed
as 〈D〉 = 〈D〉o+ 〈D〉1 where 〈D〉o is the leading-order (in
ǫ = |e|−1) contribution to 〈D〉 and 〈D〉1 = O(ǫ). 〈D〉 is
invertible because 〈D〉o is invertible and ǫ-close to 〈D〉.
To see that 〈D〉o is invertible, first note that
〈D〉oss¯[〈δε〉s¯] = δss¯〈δε〉s¯
−∇ ·
(
bˆ×∇〈η〉oss¯[〈δε〉s¯]
qsB
Ns
)
, (B15)
where
〈η〉oss¯[〈δε〉s¯] =
−2qsG⊥
ǫo
[
∇ ·
(∑
σ
mσNσ
2B2ωcσ
bˆ×∇G⊥
ǫo
[qs¯〈δε〉s¯]
)]
≡ qsA[qs¯〈δε〉s¯], (B16)
and A is an O(ǫ) linear operator. Now consider solving
the equation, ∑
s¯
〈D〉oss¯[〈δε〉s¯] = js, (B17)
for 〈δε〉 given j. In terms of the operator A, this equation
can be written
〈δε〉s −∇ ·
(
bˆ×∇A[∑s¯qs〈δε〉s¯]NsB
)
= js, (B18)
which implies that the quantity λ =
∑
s¯ qs¯〈δε〉s¯ satisfies
λ+ L[λ] =
∑
s¯
qs¯js¯, (B19)
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where L is the O(ǫ) operator given by
L[λ] = −∇ ·
(
bˆ×∇A[λ]ρ(F )
B
)
. (B20)
Because L = O(ǫ), the operator (1 + L) is invertible for
ǫ small enough. Thus, λ = (1 + L)−1[
∑
s¯ qs¯js¯], and,
according to Eq. (B18),
〈δε〉s = js
+∇ ·
(
bˆ×∇A
[
(1 + L)−1[
∑
σ qσjσ]
]
Ns
B
)
, (B21)
which shows that 〈D〉o is invertible for ǫ small enough,
as claimed. For reasons already mentioned, it follows
that 〈D〉 is invertible for ǫ small enough. Therefore, by
Eq. (B13), 〈δε〉 = 〈D〉−1[〈δχ〉]. When this result is sub-
stituted into Eq. (B12), an expression for ε and a function
of χ emerges,
ε = χ+ 〈η〉〈D〉−1[〈δχ〉], (B22)
which shows that D is invertible.
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