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Abstract
The motivation for the research was primarily to satisfy positional accuracy requirements for 
mobile phone handsets using terrestrial networks as specified by the United States (US) Federal 
Communications Commission (FCC) E-911 rules. The objective of the research was to improve 
location finding accuracy to support the emergency services and the stolen vehicle recovery 
service, in areas devoid of satellite coverage.
Following a literature review, four novel location finding techniques were discovered and 
simulated. The first novel technique provides a means to achieve an accurate mobile time source 
(1 part in 107) in first generation cellular networks and thereby accurate positioning (< 100m). The 
second novel technique achieves improved base station timing accuracy (1 part in 107) using the 
Network Time Protocol (NT?) over GPRS. The third novel technique was found to enhance the 
accuracy and resolution (< 100 m) of Timing Advance (TA) in second generation networks. The 
fourth novel technique takes the form of a receiver architecture capable of high resolution (0.1°), 
multipath, Direction of Arrival (DOA) determination within a third generation network. 
Localisation using triangulation is achievable to <100 m for practical 3G cell sizes. DOA 
accuracy in a 10 UE environment is approximately 1°, increasing to 2.5° in a 40 UE environment.
Additionally, two novel methods of improving radio signal detection range were discovered and 
simulated. These enable location finding to be achieved within cellular networks where maximum 
communication range alone is insufficient for DOA triangulation purposes. The first method takes 
the form of a novel high gain (> 20 dBi) pseudo-Doppler antenna. The second method provides 
enhanced processing gain using a novel Error Correction Coding (ECC) post processing algorithm 
for hard decision decoded messages where signal re-transmission exists or can be requested.
The results of the study revealed that improvements in location finding accuracy are possible in 
1st, 2nd and 3rd generation cellular radio networks without compromising the operation of legacy 
handsets or stolen vehicle tracking devices.
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Glossary of Terms
1G First Generation
2G Second Generation
3G Third Generation
ARQ Automatic Repeat Request
BS, Base Station i (GSM)
C/A Coarse Acquisition
CDMA Code Division Multiple Access
CW Continuous Wave
DF Direction Finding
DOA Direction of Arrival (also known as Angle of Arrival - AO A)
DS-CDMA Direct Sequence CDMA
E-911 Enhanced 911
ECC Error Correction Code
EGNOS European Geostationary Navigation Overlay
eLORAN Enhanced LORAN
E-OTD Enhanced Observed Time Difference
ESPRIT Estimation of Signal Parameters by Rotational Invariance
Techniques
ETA Enhanced Timing Advance
ECC Federal Communications Commission
FDD Frequency Division Duplex
FDM Frequency Division Multiplex
FEC Forward Error Correction
EFT Fast Fourier Transform
FSK Frequency Shift Keying
GAGAN GPS Aided Geo Augmented Navigation
GBAS Ground Based Augmentation System
GERAN GSM EDGE Radio Access Network
GNSS Global Navigation Satellite System
GPS Global Positioning System
GPRS General Packet Radio Service
GSM Global System for Mobile Communications
HF High Frequency
HPSK Hybrid Phase Shift Keying
IF Intermediate Frequency
INS Inertial Navigation System
JADE Joint Angle and Delay Estimation
LAAS Local Area Augmentation System
LCS Location Services
LMU Location Measurement Unit
LORAN Long Range Aid to Navigation
LOS Line of Sight
MAC Media Access Control
MCS Master Control Station
MEM Maximum Entropy Method
ML Maximum Likelihood
MLM Maximum Likelihood Method
MS Mobile Station (GSM)
MSAS Multi-Functional Satellite Augmentation System
MSK Minimum Shift Keying
MUSIC Multiple Signal Classification
NADF Narrow Aperture Direction Finding
NLOS Non-line of sight
NTP Network Time Protocol
OFDM Orthogonal Frequency Division Multiplexing
OTD Observed Time Difference
OTDOA Observed Time Difference of Arrival
OVSF Orthogonal Variable Spreading Factor
PDDF Pseudo-Doppler Direction Finding
PN Pseudo-Noise
PTC Police Tracking Computer
QPSK Quadrature Phase Shift Keying
RF Radio Frequency
RFF RF Fingerprinting
RMS Root Mean Squared
RMSE Root Mean Squared Error
RSS Received Signal Strength
RSSI Received Signal Strength Indication
RTT Round Trip Time
SBAS Satellite Based Augmentation System
Glossary o f Terms
SCH Synchronisation Channel
SNR Signal to Noise Ratio
SVRS Stolen Vehicle Recovery System
TA Timing Advance
TDD Time Division Duplex
TDM Time Division Multiplex
TDMA Time Division Multiple Access
TDOA Time Difference of Arrival
TDP Time Dependent Propagation
TOA Time of Arrival
TOWER TRACKER Base Station
TRU TRACKER Repeater Unit
TTA True Timing Advance
TTU Tower Timing Unit (LMU with VLU clock calibration)
UCA Uniform Circular Array
UCGA Uniform Circular Grid Array
UE User Equipment (UMTS)
UGA Uniform Grid Array
ULA Uniform Linear Array
UMTS Universal Mobile Telecommunications System
USGA Uniform Spherical Grid Array
U-TDOA Uplink Time Difference of Arrival
UTRAN Universal Terrestrial Radio Access Network
VULA Virtual ULA
VHF Very High Frequency
VLU Vehicle Location Unit (TRACKER)
WAAS Wide Area Augmentation System
WADE Wide Aperture Direction Finding
WAN Wide Area Network
WPS Wi-Fi Positioning System
A Signal Amplitude (peak)
A Array Manifold
a(6d) Steering Vector for Signal d
di Complex Gain and Phase Response of the ith Sensor Element
c Speed of Light
Glossary of Terms
cnj , cfhg Even and Odd Chips Respectively of the nth RAKE Channel
d Distance
D Number of Sources
et Measurement Error between BS,- and MS
Ei Matrix containing eigenvectors of R\
E2 Matrix containing eigenvectors of R2
ELm Antenna Element m
ETA Distance of MS from Base Station in Symbol Periods
F  Cost Function
J^vlu) VLU Clock Frequency
Fçrru) TTU Clock Frequency
f d Doppler Frequency
f IF IF Frequency
f s Sample Rate
gn r {0..3} Coefficient Defining Quadrature Phase
i Integer Variable
I  Identity Matrix
M  Number of Sensor Elements
N  Number of Iterations
nm Noise Component of Sensor Element m
nXii, riyj Noise Components of Sensor Doublet i
n(t) Sensor Noise Vector
VC(vlu) Number of VLU Clock Ticks during Calibration Period
Ac(ttu) Number of TTU Clock Ticks during Calibration Period
Nrot Number of Pseudo Rotations
Py, Power Spectrum of Method x
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Rxx Sensor Data Covariance Matrix
sd Signal^ of D
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x
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x{t) S ensor Data V ector
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1 Introduction
1.1 Introduction to the Subject
Electronic location finding systems using radio originate from the early part of the century with 
the Bellini & Tosi Goniometer [1]. The Adcock Array, patented by Adcock [2], was the next 
major development which, by replacing crossed loop antennas with vertically polarised antennas, 
improved High Frequency (HF) Direction Finding (DF) particularly during the night, and was 
used extensively in Britain during the Second World War. Its primary use was to locate illegal 
transmissions from possible spies, the search for U-boats (Huff-Duff) and tracking our fighter 
squadrons (Pipsqueak). Germany was also active in DF with its own very capable system called 
the Wullenweber. The post war years continued to see significant DF activity in the UK, leading 
to location finding systems such as GEE, Decca Navigator, OMEGA and LORAN (Long Range 
Navigation), all using low frequency terrestrial radio transmitters. LORAN-C amazingly, is still in 
worldwide use today and although largely replaced by GNSS (Global Navigation Satellite 
System), eLORAN (the latest incarnation of LORAN) has recently been proposed as a backup 
location finding technology to complement GNSS [3].
This thesis reviews specifically cellular radio location finding technologies, with the aim of 
identifying technology gaps, and contributes to the technical understanding and advancement of 
location finding technology in those areas. Cellular based location finding systems are defined as 
terrestrial in nature. The one thing they nearly all have in common is a ground based distributed 
network of Base Stations, locally co-operating with one another to provide information that can be 
used, in whole or in part, to calculate the location of a Mobile Station. This thesis embarks on a 
journey through time, identifying technology gaps and solutions in 1st, 2nd and 3rd generation 
cellular systems.
One of the simplest operational cellular radio systems is the TRACKER1 Stolen Vehicle Recovery 
System (SVRS). This is a 1st generation cellular system, using 63 Towers (Base Stations) located 
throughout the United Kingdom (UK). This cellular radio network was chosen as a research
1 www.tracker.co.uk
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vehicle because it is a narrowband Very High Frequency (VHF) system with no intrinsic location 
finding capability. VHF location finding is limited to Cell ID (identity) of the Towers and 
Repeater Units (listening posts), of which there are many, plus short range police vehicle based 
tracking.
More advanced cellular radio systems include the 2nd generation Global System for Mobile 
Communications (GSM), 3rd generation Direct Sequence Code Division Multiple Access (DS- 
CDMA) and 4th generation Orthogonal Frequency Division Multiplexing (OFDM) systems. DS- 
CDMA and OFDM technologies, because of their higher channel bandwidths, are more suited to 
multipath discrimination than narrowband radio systems such as the TRACKER system.
Original work presented in this thesis includes mathematical and logical derivations, in addition to 
computer simulations.
Location Services may rely on cooperative communication with the Mobile Station or may 
operate with no assistance from the Mobile Station. This research investigates both cooperative 
and non-cooperative communication between the Base Station and the Mobile Station.
1.2 Motivation for the Research
The motivation for enhancing the performance of cellular location finding systems is primarily 
application driven, where a demand exists for improved accuracy in locating anything from city 
areas and shops, to vehicles and people. Accuracy requirements for mobile phone handset 
manufacturers and network providers are specified by the United States (US) Federal 
Communications Commission (FCC) E-911 rules which stipulates that network based technology 
must provide a reporting accuracy within 100 metres for 67% of calls, and within 300 metres for 
90% of calls [54]. Phones relying on handset-based technology (e.g. installed with Global 
Positioning System (GPS) chips) must be accurate to less than 50 metres for 67% of calls and less 
than 150 metres for 80% of calls. FCC E-911 rules are regularly being reviewed and are likely to 
demand even greater accuracy in the future.
The research topic covers a wide range of technology. The motivation is to improve on currently 
available technology in terms of cost, simplicity or performance. The research restricts itself to 
providing incremental practical improvements to existing technologies that are realistic to achieve 
and which require no fundamental changes to the Air Interface.
The dominant location finding technology used today is GPS. The chipset is cheap and the 
accuracy remarkably good. Alternative technologies are important however, not only to provide a 
backup capability should GPS fail to provide a fix, but also to provide a location finding 
capability indoors, in garages and in car parks, and increasingly, in an environment where GPS
2
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signals are being unintentionally or intentionally jammed. The issue with GPS indoors, in garages 
and in multi-storey car parks is the lack of satellite coverage. This would not be an issue if the 
GPS engine could provide a continuous track up to the building, garage of car park in question, 
thereby returning the last GPS fix, i.e. the location of the premises. However, this is currently not 
possible with battery operated GPS engines because of the high electrical power demand of the 
device. As a result of the computationally demanding nature of GPS signal processing, progress 
towards substantially reducing power consumption is unlikely for some time. Progress on 
improving the power density of batteries compounds the problem, which is also unfortunately 
painfully slow. It is for these reasons that improvements in terrestrial based location finding 
technologies constitute the focus of this research.
1.3 Objectives of the Research
The intention, from the outset, was to review location finding techniques and technologies with an 
open mind. It was clear that the study of location finding techniques was a relatively popular 
research subject. More specifically, the aim of the research was therefore to determine whether it 
was possible to incrementally develop existing published techniques, or develop new techniques, 
in areas that published research into location finding had failed to address.
The first objective of the research, which began in January 2008, was therefore to review the 
published literature with respect to current location finding techniques. The object of this exercise 
was to become familiar with technology relevant to testing the hypothesis: ‘‘'Through detailed 
research, the positional accuracy o f relevant location finding techniques applicable to 1st, 2nd and 
3rd generation cellular mobile radio networks could be incrementally improved to satisfy FCC E- 
911 accuracy requirements without necessitating changes to the Air Interface”. The methods that 
were considered were classified as Time Dependent Propagation (TDP) Methods, Direction of 
Arrival (DOA) Methods and Other Methods. Global Navigation Satellite Systems (GNSS) were 
included in the literature review for comparison purposes because GNSS and more specifically 
GPS was, and still is, the current de-facto location finding method available on all smartphones.
The second objective was to identify weaknesses and gaps in the published literature that could, 
through further research, be exploited to develop new and novel techniques leading to enhanced 
capabilities within the field of location finding.
Rather than focus on one technology such as GSM, the research addressed a wide range of 
technologies, both old and new. Of particular interest to the sponsor of the research, TRACKER 
Network (UK) Ltd, was location finding within 1G cellular radio networks. The research therefore 
started with 1G cellular radio networks, and then progressed to consider 2G, and finally 3G 
cellular radio networks.
3
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In the case of 1G networks, the essential technology that is missing is a means of accurate timing, 
both onboard the Mobile Station (MS) and at the Base Stations (BSs).
In the case of 2G networks, location finding support is in place and well established, therefore the 
focus of the research was to find a novel way to improve the accuracy and resolution of an 
existing method in the simplest way possible.
In the case of 3 G networks in which orthogonal signals share the same signal space, the research 
exploited the potential to develop a novel multipath, multi-emitter, direction finding (DF) 
technique capable of high resolution performance in a low Signal to Noise Ratio (SNR) 
environment.
Finally, from the very early stages of the research, it was clear that location finding within all 
generations of cellular radio networks would require longer range signal detection and decoding 
than radio communication alone would require.
Two years into the research it became apparent that 4th generation networks should also be 
included in the research hypothesis to be tested, however, unfortunately the amount of research 
work involved to address all four generations of cellular radio networks proved to be more than 
was possible to achieve in the five year part-time period of study which had been agreed with the 
sponsor.
In summary, the research addressed a wide range of technical challenges, and was able to provide 
novel solutions to enhance the location finding accuracy in 1st, 2nd and 3 rd generation cellular radio 
networks.
1.4 Structure of Thesis
The first chapter, the introduction, outlines the motivation for doing the research and its 
objectives. It also lists novel work undertaken and patents and publications. This is followed by 
Chapter 2, which includes a review of current location finding techniques described in the open 
literature. Chapter 3 presents the research objectives, and Chapter 4 and Chapter 5 provide 
derivation and analysis of six novel technologies that contribute to the known science in cellular 
location finding. Chapter 6 presents the conclusions and achievements, and also discusses the 
future direction of the work.
1.5 Novel Work Undertaken
It was found during the literature review that many opportunities existed to contribute to the 
knowledge in the field of location finding. The research, which was constrained by the time
4
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available, considered a diverse selection of challenging problems, from which the following new 
techniques and technologies were developed and reported upon.
(i) The design of a novel accurate Enhanced Observed Time Difference (E-OTD) timing 
method for use in 1st generation narrowband Very High Frequency (VHF) cellular radio 
systems such as the TRACKER system.
(ii) The design of a novel timing filter for 1st generation narrowband VHF cellular radio 
systems (such as the TRACKER system), to provide low cost jitter-free Base Station (BS) 
timing using the Network Time Protocol (NTP) over packet-switched variable-latency data 
networks.
(iii) The design of a novel enhancement to Timing Advance (TA) used in 2nd generation GSM 
networks, to improve substantially the measurement accuracy of MS range..
(iv) The design of a novel Direction of Arrival (DOA) multipath receiver for 3rd generation DS- 
CDMA networks, capable of high angular resolution performance.
(v) The design of a novel high gain pseudo-Doppler antenna capable of receiving signals from 
deep within adjacent network cells.
(vi) The design of a novel Error Correction Code (ECC) Post Processing algorithm to improve 
Signal to Noise Ratio (SNR) on demand.
There were found to be many opportunities to enhance existing location finding technologies as 
well as opportunities to develop completely new concepts within the field, not all of which have 
been reported in this Thesis. Some of the research also led to the publication of papers and the 
filing of patents as detailed in Section 1.6 below.
1.6 List of Publications and Patents
1.6.1 Publications
(1) Whitlock, R.S.C. “High Gain Pseudo-Doppler Antenna”, Loughborough Antennas and
Propagation Conference (LAPC), 2010, pp 169-172.
(2) Whitlock, R. Brown, T.W.C. “Enhanced Timing Advance in TDM Cellular Radio
Systems”, Electronic Letters, 2011, pp 829-830.
(3) Whitlock, R.S.C. Brown, T.W.C. “Pseudo-Doppler Direction Finding in a DS-CDMA
Network” Paper to be submitted to a suitable journal
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1.6.2 Patents
(1) UK Patent Application No. 1112177.9 in the name of Tracker Network (UK) Limited 
“Data Receiver” -  Inventor: R. Whitlock
(2) UK Patent Application No. 1017394.6 in the name of Tracker Network (UK) Limited 
“Network Timing” -  Inventor: R. Whitlock
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Chapter 2
2 Current Location Finding Techniques and 
Review of the Literature
One of the simplest cellular radio systems is the TRACKER Network (UK) Stolen Vehicle 
Recovery System. This is a 1st generation (1G) cellular system, using 63 Base Stations (also 
referred to as Towers) operated and owned by Arquiva2. The technology is in use in many 
countries, licensed from LoJack* (USA). This cellular radio network has been chosen as a 
research vehicle because it is a typical narrowband Very High Frequency (VHF) system with no 
intrinsic location finding capability. More advanced cellular radio systems include 2nd generation 
Global System for Mobile Communications (GSM), 3rd generation Direct Sequence Code 
Division Multiple Access (DS-CDMA) and friture 4th generation Orthogonal Frequency Division 
Multiplexing (OFDM) systems. DS-CDMA and OFDM technologies, because of their higher 
channel bandwidth, are more suited to multipath discrimination than narrowband radio systems 
such as the TRACKER system. The increased multipath discrimination provides more 
opportunity for improving accuracy in location finding.
There are many geometric methods by which the location of a Mobile Station can be found, e.g. 
direction finding using geometric triangulation, wavefront propagation time using geometric 
trilatération, and the difference in wavefront propagation time from two separately located Base 
Stations using geometric multilateration.
The following is a non-exhaustive list of location finding techniques, currently in use, or currently 
being considered for use:
Time of Arrival (TOA)
Uplink Time Difference of Arrival (U-TDOA)
Enhanced Observed Time Difference (E-OTD)
Timing Advance (TA)
Direction of Arrival (DOA)
Global Navigation Satellite System (GNSS)
Wi-Fi Positioning System (WPS)
2 www.arquiva.co.uk
3 www.lojack.com
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RF Fingerprinting (RFF)
These techniques offer accuracy / complexity / cost trade offs, and may be combined to provide 
hybrid solutions.
The research described in this chapter exposes location finding shortcomings in 1G, 2G and 3G 
networks. The research will demonstrate in Chapter 4 how novel techniques can be used to:
(1) provide an accurate E-OTD (Enhanced Observed Time Difference) capability in the 1G 
TRACKER network,
(2) significantly improve Timing Advance (TA) accuracy in the 2G networks, and
(3) provide a multiple emitter, multiple path Direction Finding (DF) capability in 3G networks.
It was apparent whilst researching Geometric Location Finding Techniques (Section 2.1), that 
long range signal detection and decoding is a necessary and often overlooked requirement. This is 
addressed in Chapter 5 in two very different ways, the first being a novel antenna design, and the 
second being a novel signal processing algorithm.
2.1 Geometric Location Finding Techniques
Geometric location uses geometric properties to estimate the objects location. It has three 
derivations: Triangulation, Trilatération and Multilateration [4]. Triangulation locates an object by 
computing angles relative to multiple reference points. Trilatération estimates the position of an 
object by measuring its distance from multiple reference points. Multilateration locates the object 
by computing the Time Difference of Arrival (TDOA) of the signal at the object from multiple 
reference points.
2.1.1 Triangulation
When the Direction of Arrival (DOA) is measured, the location of the Mobile Station (MS) can be 
found by the intersection of several pairs of Line of Sight (LOS) lines. As shown in Figure 2.1, at 
least two known Base Stations (the locations of which are known) and two measured angles are 
used to derive the 2-D location of the Mobile Station.
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MS
BS2
(^2,^ 2)
Figure 2.1 Illustration of the co-ordinates used in a triangulation method
One of the advantages of triangulation is that no time synchronisation or time measurement is 
required.
2.1.2 Trilatération
Trilatération is based on the measurement of distance between the Mobile Station and Base 
Stations. Knowledge of the location of the Base Stations and the distance between the Mobile 
Station and each of the Base Stations enable spheres (or circles in 2D space) to be constructed 
(centred on each Base Station) that pass through the location of the Mobile Station. To resolve the 
anomalies, in the case of 2D space, the actual Mobile Station location is given by the intersection 
of at least 3 of the circles.
The solution is found by formulating the equations for the three circles and then solving the three 
equations for the two unknowns, x and y as shown in Figure 2.2.
9
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BS
MS
Figure 2.2 Illustration of the co-ordinates used in a trilatération method
It is assumed that the Mobile Station located at (x, jy), transmits a signal at time t0 and that the 
three Base Stations located at (x;, yi), (x2, y2) and (x3, y3) receive the signal at time tj, t2 and t3
respectively, where ti = — and dt is the distance from the Mobile Station to Base Station i. The
c
equations for the three circles are [63]:
yj(xi - x f  +(y; - y ) 2 +ei =c(ti - t 0), i = 1,2,3 ^  ^
where e, is the measurement error.
The location estimate can be calculated by minimising the cost function F(x), the sum squared 
error [63]:
3 (2 .2)
F m i n ( X > y ) = T J e i 
i=l
2.1.3 Multilateration
Multilateration, also known as hyperbolic positioning, measures the time difference of signals 
travelled from a Mobile Station to a pair of Base Stations, or vice versa. The Mobile Station lies 
on a hyperbola defined by a constant distance difference to any two Base Stations with the foci at 
the Base Stations. The location of the Mobile Station is determined at the intersection of the
10
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hyperbolas produced by multiple wavefront propagation time difference measurements from 
multiple pairs of Base Stations as shown in Figure 2.3.
Constant t2- t 1
BS2
MS
Constant t6-1 5
BS
Constant t4 - 13
Figure 2.3 Illustration of the Co-Ordinates used in a Multilateration Method
An important benefit of the method is that the transmissions require no timestamp. It does 
however require accurate synchronisation of the Base Stations.
2.1.4 Discussion of Geometric Location Finding Techniques
It is apparent that in all three methods, longer range signal detection and decoding is necessary
than that required for communication alone. Long range detection and decoding are two of the 
areas chosen for further research, and are reported on in Chapter 5.
2.2 Time Dependent Propagation (TDP) Methods
Time dependent propagation methods for finding the location of a Mobile Station include Time of 
Arrival (TOA), Uplink Time Difference of Arrival (U-TDOA), Enhanced Observed Time
Difference (E-OTD) and Timing Advance (TA). These are described below.
11
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2.2.1 Time of Arrival (TOA)
Since signals travel with a known velocity c, the distance travelled can be calculated directly, 
knowing the propagation time of the signal (Figure 2.4). The method of location finding used is 
trilatération.
Accurate
Time
Source
Uplink
MS
Accurate
Accurate
Time
Time
Source
Source
BS
Figure 2.4 Illustration of Time of Arrival (TOA)
Signal propagation times between a Mobile Station and two Base Stations result in an ambiguous 
solution, i.e. two possible locations for the Mobile Station. It takes a third Base Station to resolve 
the ambiguity. Accurate location finding requires that the Base Stations and Mobile Station have 
access to accurate timing sources.
2.2.2 Enhanced Observed Time Difference (E-OTD)
Enhanced Observed Time Difference (E-OTD) is used in GSM networks. The Mobile Station 
measures the time difference of the arrival of signals from two different Base Stations. This 
measurement is known as the Observed Time Difference (OTD) and takes the graphical form of a 
hyperbolic locus. Using another OTD measurement where one or both Base Stations are distinct 
from the Base Stations used in the first OTD measurement, the intersection of the resulting loci 
provides the location of the Mobile Station. Any propagation time dependent measurement system 
needs to be able to measure signal arrival time to a very high degree of accuracy. This is a 
difficult task when using multiple receivers where the time constants of the Base Station receivers
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can be very different, resulting in signal group delay imbalance. E-OTD (Figure 2.5) provides a 
solution where differential time measurements are made by a common receiver and the Base 
Station transmissions are disciplined by an accurate time source e.g. GPS.
To overcome the need for accurately synchronised Base Stations, E-OTD utilises what is referred 
to as a Location Measurement Unit (LMU), to compensate for the time offset between Base 
Stations.
(«9»)
Time
Source
LMUk '
DownlinkMS
h
Time
OTD =  t 2 ~ h Source
b s 2
Figure 2.5 Illustration of Enhanced Observed Time Difference (E-OTD)
E-OTD will be shown to be a suitable technology to provide the TRACKER (1G) network with a 
location finding capability. It was apparent however, that suitably accurate Vehicle Location Unit 
(VLU) and Tower synchronisation timing sources would be required to be realisable on a low 
carrier frequency VHF network. This was one of the areas chosen for further research, and is 
reported on in Chapter 4.
2.2.3 Uplink-Time Difference of Arrival (U-TDOA)
U-TDOA is a network-based technology that uses the difference in time for a signal to travel from 
the Mobile Station to multiple diverse located Base Stations (Figure 2.6).
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C«î») Time
SourceU-TDOA = t2~t\
BS
Synchronised 
Time Sources
Uplink
MS
Time
Source
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Figure 2.6 Illustration of Uplink Time Difference of Arrival (U-TDOA)
With a minimum of three Base Stations (two shown), the difference in time {t2 - 1\) it takes for the 
signal to reach each Base Station may be used to calculate the hyperbolic solution space of the 
Mobile Station. The point of interception of multiple hyperbolae identifies the location of the 
Mobile Station. This method of location finding is known as multilateration. Accurate location 
finding requires that the Base Stations be precisely synchronised in time, or that a LMU is used, 
as in the case of E-OTD described above.
2.2.4 Timing Advance
Timing Advance (TA) is used in Time Division Multiplex (TDM) systems to compensate for the 
propagation delay experienced by the signal as it travels between the Base Station and the Mobile 
Station. In the GSM system, the Base Station decides on the value of TA, which it forwards to the 
Mobile Station to implement. If the signal arrives at the Base Station earlier, the Base Station 
instructs the Mobile Station to delay subsequent transmissions. For each bit period (3.69 j i s ) of 
propagation delay, the TA will increment by one bit. We know that 1 jlis is equivalent to 300 
metres, so taking into account the two-way trip of the radio wave a TA of one bit is equivalent to 
a Base Station to Mobile Station resolution of 553.5 metres. Figure 2.7 and Table 2.1 detail the 
TA rings (of which there are 64) centred on the location of the Base Station.
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TA7 I
1/^ = 2 y
TA '^3
Figure 2.7 Illustration of Timing Advance Rings
TA Rings Beginning End
0 0 m 553.5 m
1 553.5 m 1107m
2 1107m 1660.5 m
3 1660.5 m 2214 m
63 34.87 km 35.42 km
Table 2.1 Timing Advance Distances from the Base Station
When accessing the network the Mobile Station uses an access burst with a guard band of 68.25 
bits as it is not synchronised with the time slots. As soon as the correct TA has been determined, 
normal bursts using a reduced guard band of 8.25 bits are used.
Time of Arrival (TOA), described in Section 2.2.1, is a location finding method that can use TA 
as a propagation time estimate. In order to locate the Mobile Station, TAs from at least 3 Base 
Stations must be retrieved [5], TAs are available only for Mobile Stations in connected mode and 
only with respect to the assigned dedicated channel. In the GSM system, the only way to assign
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dedicated channels from different Base Stations to the same Mobile Station (and then to collect 
TAs from 3 different Base Stations) is to switch the communication from one Base Station to 
another, i.e. to perform handovers. Timing Advance is referred to as Round Trip Time (RTT) in 
3G networks.
Unfortunately, the GSM TA resolution of 553 metres results in rather poor MS location finding 
accuracy. This is one of the areas to be further researched with a view to improving accuracy and 
resolution and is reported on in Chapter 4.
2.2.5 Discussion of TDP Methods
Characteristically, TDP methods are not suited to multipath discrimination unless part or all of the 
information content of the signal is known. Also, the temporal resolution between two multipath 
signals is limited to one bit period. In all the TDP technologies, accurate timing to better than Ips 
is desirable. Here we define three network classifications, network based (Figure 2.8a), handset 
based (Figure 2.8b) and hybrid based (Figure 2.8c).
Figure 2.8a Network Based Figure 2.8b Handset Based Figure 2.8c Hybrid Based
The fundamental differences between TOA, U-TDOA, E-OTD and TA are:
(i) TOA can be network based or handset based
(ii) U-TDOA is network based
(iii) E-OTD is handset based
(iv) TA is hybrid based
The content of the research was decided upon during the literature review. It was necessary to 
address at an early stage the future requirements of the research sponsor, TRACKER Network 
Ltd. With respect to TRACKER, it was apparent during the review of TDP methods that network 
based methods were not as suitable as handset based methods. High positional accuracy was
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required from the VHF network. Ordinarily, the resolution of a ranging system is inversely 
proportional to the signal bandwidth (e.g. wide bandwidth channel sounders). The designers of 
LORAN took a difference approach, using a precisely generated signal waveform and using the 
first zero crossing as the reference for timing measurements. It was clear that there was mileage in 
building upon this concept for the narrowband VHF network. To achieve the accuracy required, 
the transmitter would require access to an atomically timed signal i.e. the timing signal 
transmissions had emanate from the Base Stations rather than from the handset, and a single 
receiver had to be used in order that receiver group delay characteristics remained constant. The 
most appropriate TDP method for the TRACKER network was therefore considered to be E- 
OTD. The challenge was therefore how to provide accurate timing sources without having to 
modify the Air Interface which is used by legacy Vehicle Location Units (VLUs).
Turning our attention to 2nd generation networks, specifically GSM, it was apparent during the 
literature review that Timing Advance (TA), used to synchronise uplink transmissions from 
Mobile Stations, was also an extremely elegant range finding method, however, an opportunity to 
provide accurate ranging appeared to have been missed. The challenge was therefore to 
investigate whether the accuracy and resolution of TA could be improved, again, without the need 
to change the Air Interface upon which legacy Mobile Stations (MS) are dependent. This research 
is reported on in Chapter 4.
2.3 Direction of Arrival (DOA) Methods
Radio Direction Finding was established just after the turn of the century. The equipment was 
initially very simplistic and involved rotating a directional antenna to the direction of maximum 
received signal strength. Slightly more sophisticated than manually turning a directional antenna 
was the Bellini-Tosi system using the Goniometer [1],[56],[60]. This was followed a little later by 
the Watson-Watt twin-channel system [11].
Direction Finding (DF) systems can be Wide-Aperture Direction Finding (WADF) or Narrow- 
Aperture Direction Finding (NADF). This study refers exclusively to NADF systems, which are 
defined as having apertures a fraction of a wavelength at the frequency of interest. Single channel 
multiplexed DF systems exist, as do multi-channel DF systems. DF systems can be azimuth only, 
or can include elevation. Some algorithms are not suited to estimating elevation.
Traditional single channel DF systems comprise two types. The first are amplitude based systems 
such as the Watson-Watt DF and Wullenweber DF [59], and the second are phased based systems 
such as the Pseudo-Doppler DF [61]. These developments were followed by conventional and 
adaptive beamforming methods. Modem DF systems include the well-known super-resolution
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algorithms, MUSIC (Multiple Signal Classification) [6] and ESPRIT (Estimation of Signal 
Parameters by Rotational Invariance Techniques) [7].
DOA algorithms fall into two groups [35], those that assume some a priori signal knowledge to 
improve DOA estimation capability, and those that assume no a priori knowledge of the signal. 
The former algorithms are suited to applications for mobile telecommunications where the 
incoming signals often have known preamble sequences that can be exploited to improve DOA 
accuracy [9].
2.3.1 Watson-Watt
A standard Watson-Watt DF system employs either Adcock or loop DF antennas, with Adcocks 
usually preferred because of their superior performance [11]. The Adcock DF antenna is an array 
of three separate but co-located antennas. Referring to a 4-aerial Adcock configuration, the first of 
these antennas is the N-S bi-directional array comprising the matched north and south aerials. As 
illustrated in Figure 2.9 below, the resulting figure-of eight azimuth gain pattern consists of 
circular lobes with maximum sensitivity to the north and south and nulls to the east and west. This 
figure-of-eight gain pattern is obtained by applying the N and S aerial voltages to a differencing 
network that vectorially subtracts them (N-S) to produce what will ultimately become the “Y- 
axis” voltage.
N-S
E-W
SENSE
Figure 2.9 - Adcock DF Antenna Azimuth Gain Patterns
The second of these antennas is the E-W bi-directional array comprising the matched east and 
west aerials. Again, as illustrated in Figure 2.9, its azimuth gain pattern is identical to that of the 
N-S bi-directional array, but perpendicularly oriented (as a consequence of the fact that the two
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arrays are physically at right angles to each other). This pattern is again obtained by applying the 
E and W aerial voltages to a differencing network that vectorially subtracts them (E-W) to 
produce what will ultimately become the “X-axis” voltage. The third of these antennas is the 
omni-directional sense antenna. This omni-directional sense azimuth gain pattern is also 
illustrated in Figure 2.9. The sense antenna is required to resolve a 180° ambiguity that would 
otherwise result.
Since the Watson-Watt DF technique falls into the amplitude-comparison category as discussed 
above, the purpose of the remaining components of the DF system (i.e., the DF receiver, DF 
bearing processor, and DF bearing display) is simply to measure the X- and Y axis voltages and 
then compute and display the bearing. Early Watson-Watt DF receivers had 3 matched channels 
(X, Y and Sense). In modem Watson-Watt receivers, the 3 inputs are modulated and combined 
through a single channel.
2.3.2 Interferometer
The basic geometry of the phase interferometer [12] involves two antennas and two receivers, the 
time difference of arrival at the antennas of a plane wave signal from the source being due to the 
difference in path length.
To achieve high accuracy, multiple baseline interferometers are used with multiple antennas and 
ambiguity resolving circuitry e.g. the 4 element sensor array A,B,C,D in Figure 2.10 with 
corresponding signal paths a, b, c, and d, can be seen to possess 6 signal path pairs ab, ac, ad, be, 
bd and cd.
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Emitter
A
D
Figure 2.10 Illustration of a multiple Baseline Interferometer
For a two-element interferometer, the baseline must be A/2 or less (Nyquist) to provide 
unambiguous coverage (where % is the free space wavelength of the highest frequency component 
of the signal). When high accuracy is required from an interferometer system, it is usual to 
employ separations greater than A/2 [64]. Interferometers employing multiple antenna elements 
are called multiple-baseline interferometers. In a typical design, the receiver consists of a 
reference antenna and a series of companion antennas. The spacing between the reference element 
and the first companion antenna is A/2; other secondary elements are placed to form pairs 
separated by 1, 2, 4, and 8 wavelengths. The initial DOA is measured unambiguously by the 
shortest-spaced antenna pair. The next greatest spaced pair has a phase rate of change which is 
twice that of the first, but the information is ambiguous due to there being twice as many lobes as 
in the preceding pair. A greater phase rate of change permits higher angular accuracy while the 
ambiguity is resolved by the previous pair. Thus, the described multiple-baseline interferometer 
provides a binary DOA measurement where each bit of the measurement supplies a more accurate 
estimate of the emitter's DOA.
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2.3.3 Pseudo-Doppler
The Pseudo-Doppler DF technique is attributed to Earp and Godfrey of Standard Telephones and 
Cables Ltd (a British DF company) in 1947.
Of interest from a theoretical point of view, is the simple rotating antenna. The received signal 
experiences a Doppler frequency shift as the antenna approaches or retreats from the source. This 
is the well-known and understood Doppler Effect, but which is not to be confused with motion of 
the RF source. The Doppler signal can be extracted and the zero crossings detected, which occur 
when the direction of travel of the antenna is perpendicular to the signal direction.
Clearly, it is not necessary to rotate the antenna physically. The same Doppler result can be 
realized with a commutative electronic switch based antenna array (Figure 2.11), where it can be 
shown that the minimum number of antennas required to resolve angular ambiguities, is three. 
This is known as Pseudo-Doppler, which can form the basis of a single channel based DF system 
[8],[13].
Antenna Array
Rotating Switch
Figure 2.11 Illustration of a Pseudo-Doppler Antenna Array
The Achilles’ heel of the single channel receiver is that it is limited to processing a single 
Continuous Wave (CW) signal source and from a single direction. Weckstrom [14] recognized 
CW as a limitation and incompatible with cellular communications. He therefore proposed a dual 
channel pseudo-Doppler Direction Finding (PDDF) system capable of working with modulated 
signals, however, it cannot resolve multipath signals, or multiple emitters.
A pseudo-Doppler antenna requires a low cost, low complexity receiver which is potentially very 
attractive. The application of the pseudo-Doppler array to location finding in 3G DS-CDMA
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networks has therefore been chosen for further research, with a view to decreasing receiver 
hardware complexity whilst potentially achieving high resolution performance. This is reported 
on in Chapter 4.
2,3.4 Beam forming Techniques
Many beamforming techniques have been developed and evaluated over the years [10], the 
primary driver being defence applications such as air defence radar systems and sonar systems. 
Beamforming uses phased arrays, the output of which can be processed in the time domain or the 
frequency domain. The aim of the processing is to generate a beam with high directive gain in the 
direction of interest.
2.3.4.1 Conventional Beamforming
Conventional beamforming generates a beam in the direction of interest whilst minimising the 
gain in all other directions (Figure 2.12).
Signal
Main Lobe
4 -------------   —  Noise
Side Lobes
Figure 2.12 Illustration of the Beam Pattern of a Conventional Beamforming
Assume D non-coherent narrowband signal sources (D<M), impinging the array from azimuth 
directions 0X,02,  , 0D where M  = number of sensor elements [58]:
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x(t) = A(6)s{i) + n{t) (2.3)
•*iW j ,(0  " n^t)
x2(0
= [«((9,) a(62) ..........a(6D)]
s2(f)
+
M V .
where:
xm {t) = output from sensor element m 
sd(t) = signal d
a(6d) is the steering vector for signal d
nm (t) = stationary white Gaussian thermal noise of sensor element m 
The beamformer output is given by 
y(t)  = wH x(t)  
where
w is the complex weighting vector = [w,w2 wM]r chosen to steer the beam in the direction of
interest.
The averaged output power out of the array over N  snapshots is [58]:
A , . 1 Æ  „ . . „ . . (2.5)
™ n =\ ^  n=\
It can be shown that P(w) is equal to wHRw if w is chosen as , = .
The conventional beamformer spatial power spectrum is given by [58]:
(26 )
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A commonly cited array configuration is the Uniform Linear Array (ULA), however, a more 
appropriate array configuration for the cellular radio environment is the omni-directional Uniform 
Circular Array (UCA).
2.3.4.2 Adaptive Beamforming
Adaptive beamforming generates a beam in the direction of interest, but is also capable of 
automatically steering one or more nulls in the direction of noise or interfering signal sources, the 
objective being to maximise the received Signal to Noise Ratio (SNR) (Figure 2.13). This is 
achieved by dynamically adjusting the complex beamformer weights w.
Main Lobe
Noise
Side Lobes
Figure 2.13 Illustration of the Beam Pattern of an Adaptive Beamforming
Optimal adaptive beamforming is challenging in real environments where the performance of the 
beamformer can severely degrade in the presence of even small mismatches between the actual 
and presumed array responses to the desired signal [15]. Algorithmic improvements often focus 
on improving not just DOA performance under ideal conditions, but robustness under less than 
ideal conditions.
24
Chapter 2.Current Location Finding Techniques and Review o f the Literature
2.3.5 M aximum Likelihood M ethod (MLM)
The Maximum Likelihood Method (MLM), credited to Capon [16], is closely related to the 
concept of probability [17].
If the probability of an event X  dependent on model parameters p  is written P(X  | p).
The aim of maximum likelihood estimation is to find the parameter values that make the observed 
data most likely, where the likelihood of the parameters p  given the event X  is given by P{p\ X).
In the Maximum Likelihood Method [18], the steering weights for a specified look direction are 
adjusted to maintain constant processing gain in that direction but to minimise the total power 
output from the array, thus minimising the contributions to the output power arising from noise 
and from any signals arriving from other directions.
The MLM method is capable of exceptional DOA performance, particularly at low SNR, but at a 
cost; that being its computational burden. A number of DOA methods can be derived from the 
Maximum Likelihood (ML) principle such as MUSIC (computationally more efficient than 
MLM) and MODE [40].
2.3.6 M aximum Entropy M ethod (MEM)
The Maximum Entropy Method (MEM) developed by Burg [19] is designed to maximise the 
entropy of the output from the processing algorithm, subject to certain constraints [20]. Whereas a 
conventional filter is designed to remove noise from a signal, the MEM algorithm may be 
regarded as a filter that attempts to whiten its output spectrum, i.e. to make it as noise like as 
possible. This is achieved by placing nulls on all the signals in the input spectrum. The transfer 
function of the filter can be used to identify the characteristics of the signals that have been 
removed from which DOA estimates can be deduced.
2.3.7 M ultiple Signal Classification (MUSIC)
The Multiple Signal Classification (MUSIC) algorithm developed in the late 70's was the first 
vector subspace approach used to determine accurately the arrival angles of signal wavefronts 
impinging upon an array of sensors. Spectral MUSIC exhibits good performance and is applicable 
to both ULAs and UCAs, but unfortunately is computationally demanding, and requires a greater 
number of sensors than there are signal paths. The sensor data x(i) can be written as [36]:
x{f) = As{t) + n{t) (2.7)
where A  is the array manifold comprising the array steering vectors, s(i) is the signal vector, and 
n(t) is the noise at each sensor. The input data covariance matrix is given by [36]:
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= E{x(t)xn{t)} = (2-8)
In MUSIC, the covariance matrix is eigen-decomposed to define two orthogonal spaces, 
referred to as the signal and noise subspaces. For M  sensors and D signals, the largest eigenvalues 
Xj > X2 > ,,, > XD correspond to the eigenvectors spanning the signal subspace and the smallest 
eigenvalues XD+1 > XD+2 > ... > XM correspond to the eigenvectors Vn, spanning the noise 
subspace. In principle, the eigenvalues Xj ... XD define the number of signal sources and the 
eignenvalues XD+l ... XM are equal in magnitude to the noise variance. It can be shown that the 
steering vectors of the array manifold are orthogonal to the noise eigenvectors.
The DOAs can therefore be found by searching through all the array steering vectors a(6) and 
finding those that are orthogonal to the noise eigenvectors v„ i.e. a H (6)vnv]la(0) = 0. The 
MUSIC pseudo spectrum is constructed by taking the reciprocal of a H {9)VnV^a{6)  [36]:
w s ) = aH(, Kvfa(É)) (29)
In search of a more computationally efficient algorithm, a root-based formulation was then 
developed which was also found to offer an enhanced resolution capability in the presence of two 
closely-spaced signals. Further computational gains were made by processing in beamspace by 
reducing the data dimension.
2.3.8 Estim ation of Signal Parameters via R otational Invariance Techniques 
(ESPRIT)
ESPRIT is a subspace algorithm like MUSIC but it exploits the constraints imposed on the 
structure of the array. The basic idea behind ESPRIT is to exploit the rotational invariance of the 
underlying signal subspace induced by the translational invariance of the sensor array [65]. The 
algorithm assumes the array comprises two identical subarrays where corresponding elements of 
the array form doublets which are separated physically by identical displacement vectors 
[21],[57]. The individual elements of the each subarray can have arbitrary polarisation, directional 
gain and phase response provided that its companion element is identical. This constraint relieves 
the array from having to be calibrated -  a requirement imposed by the MUSIC algorithm.
Combining the outputs of each of the sensors in the two subarrays, the received data vectors can 
be written as [36]:
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x l{i) = As(t) + nx(i) 
x2 (t) = A&s(t) + n2 (t)
(2.10a)
(2.10a)
where Xi(/) and x2(0 are the vectors representing the data received by the first and second 
subarrays respectively, tii{t) and mif) are the vectors representing the noises at the two subarrays 
respectively, A is the array manifold , s{t) is the vector of signals received by the first subarray 
and #  is the rotation operator and contains the signal delays as a result of the displacement 
between the two subarrays.
Defining the total array output vector as [57]:
*i0 ) A s(t) + «i(0
x 2(t) A& n2(t)
x{t) = 
x{i) = As{t) + n(t)
(2.11a)
(2.11b)
It is the structure of
A
A&
that is exploited to obtain estimates of the diagonal elements of 
(phase delays) without having to know A.
The spatial correlation matrices for %j(f), x2{t) and x{t) are given respectively by [57]:
5, = £ > , (/)%," (/)} = ASA" + a 21 
R2 =E{x2 { i)x2H (t)} = A 0 S 0 IJA "  + ct2/
r  = E ^ ( t ) x "  ( / ) ;= I s a "  + a 2£
where the normalised noise covariance matrix 27 is given by [57]:
27 =
(2.12a)
(2.12b)
(2.12c)
(2.13)
where Q.\ and Q+i are M x M matrices with ones immediately below the main diagonal and zeros 
elsewhere, and ones immediately above the main diagonal and zeros elsewhere, respectively. The 
identity matrix I  is also a M x M  matrix.
The D largest eigenvectors of matrices R\ and R2 span the signal subspace for each subarray and 
may be grouped in the columns of matrices E\ and E2 respectively.
It can be shown that a matrix *F exists that maps the m-dimensional signal subspace matrix E\ 
associated with the first subarray to the m-dimensional signal subspace matrix E2 associated with 
the second subarray [36]:
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E]W = E2 ^>ATW = A 0 T
and
'F = T'1&T (2.15)
The diagonal elements of V  are the same as 0 ,  therefore instead of attempting to find the spatial 
rotational operator 0  ESPRIT finds the subspace rotating operator W which contains the required 
DOA information.
Due to the noisy data E\ ÿ/  = ^  is commonly solved using a Least Squares or Total Least Squares 
approach.
ESPRIT has been found to be:
Computationally efficient (no angular search required)
Less sensitive than MUSIC to array imperfections
Limited to the number of signals < number of sensors / 2
Not suitable for UCAs (exploits displaced sub arrays but not rotationally)
2.3.9 Discussion o f DOA M ethods
Two early well known and respected optimisation techniques are the Maximum Likelihood 
Method (MLM) credited to Capon [16] and the Maximum Entropy Method (MEM) developed by 
Burg [19]. Decomposing the signal covariance matrix into its eigenvectors and eigenvalues also 
became popular in the 1970s, one of the best-known algorithms of this form being MUSIC 
proposed by Schmidt [6]. Another notable algorithm developed during this time was ESPRIT 
proposed by Roy, Paulraj and Kailath [7].
MLM is capable of superior DOA performance at low SNR, when the number of samples is 
small, or the sources are correlated [22], but is more computationally demanding than the 
subspace methods MUSIC and ESPRIT. That is not to say that MUSIC or ESPRIT is 
computationally efficient. Reducing the computational burden has attracted significant research, 
resulting in variants such as root-MUSIC which, although suited to Uniform Linear Arrays 
(ULAs), is not well suited to Uniform Circular Arrays (UCAs). Methods suited only to ULAs can 
be applied to UCAs if the UCA is converted first to a Virtual Uniform Linear Array (VULA) 
using for example, array interpolation [52], beamspace transformation [53], or manifold 
separation [47],[48]. Unfortunately, these all introduce an additional DOA source of error.
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Table 2.2a summarises the strengths and weaknesses of the cited DOA methods, such as 
computational load, hardware complexity, multipath, array geometry, DOA accuracy and 
resolution, long range detection, and whether array calibration is required.
Method Strengths Weaknesses
Watson-Watt Low computational load.
Suited to low cost commercial DOA 
applications.
Only known to process a 
single signal path.
Limited range.
Interferometer Low computational load.
Two receivers required.
Suited to low cost commercial applications.
Low to medium DOA 
resolution performance.
Limited range.
Pseudo-Doppler Very low computational load.
Single receiver required.
Suited to low cost commercial applications.
Only known to process a 
single signal path.
Conventional
Beamforming
High directive gain to achieve long range 
detection.
Suited to commercial and military 
applications.
Medium computational load. 
Angular search required.
Adaptive
Beamforming
Maximises SNR to achieve long range 
detection.
Suited to commercial and military 
applications.
High computational load. 
Angular search required.
MLM Exceptional DOA resolution performance. 
The standard against which all other 
technologies should be measured.
Very high computational load. 
Angular search required.
MEM Suitable where more is known about the 
noise characteristics than the signal 
characteristics
Low DOA resolution 
performance
MUSIC
(spectral)
Good DOA resolution performance. 
Any array geometry supported.
High computational load.
Knowledge of the number of 
signal paths required (number 
of signal paths < number of 
array elements)
Does not perform well with 
correlated signals.
Angular search required.
ESPRIT Very good DOA resolution performance.
Low computational load and more robust 
than MUSIC (does not require a search).
No calibration of array necessary 
(displacement vector needs to be known).
Number of signals < number 
of array elements / 2.
Not compatible with UCA.
fable 2.2a Strengths and Weaknesses of Major DOA Methods.
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The reader can begin to understand why so much research is taking place in this field. Every 
major method has some strengths and some weaknesses. Most new algorithms are not actually 
new but an enhancement or adaptation to one of the major methods listed in table 2.2a above, 
such as Root-MUSIC, beamspace MUSIC and beamspace Root-MUSIC listed in table 2.2b 
below.
Method Strengths Weaknesses
Root-MUSIC Extremely good DOA resolution 
performance.
Extremely low computational load (no 
search required)
Requires regular spacing of 
array elements. Not 
compatible with UCA.
Knowledge of the number of 
signal paths required (number 
of signal paths < number of 
array elements)
Does not perform well with 
correlated signals.
Beamspace
MUSIC
Good DOA resolution performance.
Low computational load.
Lower SNR resolution thresholds.
Any array geometry supported.
Reduced sensitivity to sensor perturbations.
Reduced sensitivity to deviations from the 
assumed noise model.
Amenable to parallel implementation.
Knowledge of the number of 
signal paths required (number 
of signal paths < number of 
array elements)
Angular search required.
Approximate direction of 
signal sources required.
Beamspace Root- 
MUSIC
Exceptional DOA resolution performance. 
Exceptionally low computational load.
Lower SNR resolution thresholds.
Reduced sensitivity to sensor perturbations.
Reduced sensitivity to deviations from the 
assumed noise model.
Amenable to parallel implementation
Requires regular spacing of 
array elements. Not 
compatible with UCA.
Knowledge of the number of 
signal paths required (number 
of signal paths < number of 
array elements)
Approximate direction of 
signal sources required.
Table 2.2b Strengths and Weaknesses of Enhanced MUSIC Methods.
A further example is Joint Angle and Delay Estimation (JADE). Unlike the traditional MUSIC 
and ESPRIT algorithms, a major contribution of the JADE algorithm is that it can work when the 
number of paths exceed the number of antennas [41],[42],[43],[44],[45]. The challenge for 
designers is to develop a robust, computationally efficient DOA algorithm, capable of exceptional 
resolution performance using a non-uniform distributed array.
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O f particular interest, found in this area of the literature review, was the potential to reduce the 
large number of RF receivers (one for each antenna array element) down to a single receiver, if 
the antenna took the form of a pseudo-Doppler array. The challenge was to apply this technology 
to 3 G networks, and even more ambitiously, to multipath environments without necessitating 
change to the 3G Air Interface.
2.4 Global Navigation Satellite System (GNSS)
A study of GNSS has been included in the research because GNSS sets the performance standard. 
It is by identifying strengths and weaknesses that a comparison can be made of competing 
location finding technologies. Satellite based location finding systems use a constellation of low 
orbit satellites that transmit highly accurate timing information that is decoded by a highly 
complex correlation receiver. They provide positional information in both 2D and 3D.
In contrast to terrestrial based systems, GNSS is severely constrained in transmitted power and 
therefore received signal strength. They therefore struggle to provide a fix within buildings even 
with the latest receiver technology, and are highly susceptible to interference and jamming. In 
addition, the time to first fix can be as long as 30 seconds. On both counts, these limitations make 
GNSS unsuitable for emergency call location services. On the positive side, satellite based 
systems are accurate, provide coverage of most of the Earth’s surface, do not impose a limit on 
the number of receivers, and in the case of GPS, is licence free. GNSS systems, existing, and in 
development include the American GPS, Russian GLONASS, European Galileo, Chinese 
COMPASS and Indian IRNSS.
2.4.1 Global Positioning System (GPS)
The Global Positioning System (GPS) comprises the Space Segment, the Control Segment and the 
User Segment. The Space Segment comprises a minimum of 24 satellites, four in each of 6 orbits. 
The satellites orbit at 20,200 kilometres, twice a day, each satellite repeating the same ground 
track. The Control Segment comprises a Master Control Station (MCS), an Alternate Master 
Control Station, four Ground Antennas and six dedicated Monitor Stations. Additional resources 
are also available to the MCS. The User Segment is comprised of hundreds of thousands of 
military users using the secure Precise Positioning Service, and tens of millions of civil, 
commercial and scientific users of the Standard Positioning Service.
Accuracy depends on many factors but horizontal position fixes (without augmentation) are 
typically accurate to 15 metres for the Standard Positioning Service and 5 metres for the Precise 
Positioning Service. Measurements from 3 satellites are enough to provide a two dimensional fix, 
but one of the challenges overcome by the designers and of interest to this study, was the
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inaccuracy of the clock in the receiver. The GPS designers compensated for clock inaccuracy by 
using an additional satellite measurement to calculate the timing error, and the correction is then 
made.
2.4.2 Augmented GPS
Augmented GPS started life as the Ground Based Augmentation System (GBAS). It was designed 
primarily for more precise maritime navigation at the time when Selective Availability (SA) was 
imposed on the Coarse Acquisition (C/A) signal. Selective Availability was imposed for US 
National Security reasons and reduced accuracy from about 15 metres to approximately 100 
metres by offsetting the clock signal by a random amount.
Because the clock offsets were changed at a very low frequency, various agencies realised during 
the 1980s that it was possible to compensate the effect by transmitting correction signals to the 
GPS receivers from suitably placed ground stations. This improved accuracy back to 15 metres -  
but they went further by compensating for atmospheric effects, thereby achieving approximately 5 
metres accuracy. Ground based augmentation is provided by systems like the Local Area 
Augmentation System (LAAS) used for all weather aircraft landing. The problem with ground 
based augmentation systems as described above, is the limited area of coverage, the number of 
stations required, and the cost of their maintenance.
The breakthrough came with the implementation of SBAS (Satellite Base Augmentation Systems) 
such as the American WAAS (Wide Area Augmentation System), EGNOS (European 
Geostationary Navigation Overlay Service), Japanese MSAS (Multi-Functional Satellite 
Augmentation System), and Indian GAGAN (GPS Aided Geo Augmented Navigation).
These systems receive the satellite signals at monitor stations and transfer them to data processing 
stations. The data processing stations calculate a map of corrections which is up linked to 
geostationary communication satellites. The communication satellites then down link the 
corrections to the GPS receivers, which results in highly accurate (decimetre) coverage over much 
of the globe.
2.4.3 Assisted GPS
GPS acquisition can take several minutes if the ephemeris is old. Satellite acquisition performance 
can be assisted by the mobile phone network to provide almanac (coarse orbit, satellite status, and 
atmospheric model) and ephemeris (precise orbit) for each satellite as well as a coarse Mobile 
Station location (Cell-ID). This assists in decreasing acquisition time, and importantly for some 
applications, overall power consumption.
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2.5 Other Methods
2.5.1 Cell-ID
This is a network based positioning method using the Base Station location as an approximation 
for the location of the Mobile Station. The smaller the cell size, the more accurate is the 
approximation. In rural areas, the cell radius can be kilometres in size, but in urban areas, cell 
sizes can be as little as a hundred metres. GSM Cell-ID is often used with Timing Advance which 
provides an estimate of distance from a given Base Station. Cell-ID is also used by TRACKER 
Repeater Units (TRUs), used as listening stations within the TRACKER Network
2.5.2 W i-Fi Positioning System (WPS)
The use of Wi-Fi hotspots as a location finding technique comes into its own in urban and indoor 
environments where GNSS is not available. It is capable of determining location to typically 20 
metres. It works by scanning for nearby Wi-Fi access points from which it collects the Media 
Access Control (MAC) address and Received Signal Strength Indication (RSSI) of the 802.11 
signals. The WPS algorithm then compares the detected access points with a database of mapped 
access points to determine geographic location. This technology is often combined with GNSS to 
provide coverage in both urban and rural environments.
2.5.3 RF Fingerprinting (RFF)
This is a pattern matching method based on a populated database of signal characteristics over the 
coverage area. Algorithms may use the Radio Frequency (RF) spectrum [23], but they may also 
use Timing Advance, DOA and TOA. Each potential device location possesses an RF signature 
that can be matched against the pre-recorded database. Since the signal strength varies over time, 
average signal strength needs to be calculated. The search method can be based upon 
deterministic algorithms such as Euclidean Distance, or probabilistic algorithms such as Bayesian.
2.5.4 Radio Frequency Identification (RFID)
Radio Frequency Identification (RFID) consists of a tag, a reader and an antenna [62]. The tags 
can be passive or active. Passive tags have a range up to a few metres. Active tags, on the other 
hand, have a range of tens of metres and are serious contenders for positioning and tracking. 
Location finding can use the Cell location principle or Trilatération using Received Signal 
Strength (RSS).
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One strategy is to install receivers at strategic locations and have the tag attached to the moving 
object. An alternative strategy is to attach the tag to strategic locations and install the receiver in 
the moving object.
2.6 Hybrid Techniques
Many of the listed location finding methods complement each other and can be used to benefit 
performance. Typical hybrid techniques include Cell-ID + Timing Advance + Sector (GSM), 
DOA + TOA and DOA + U-TDOA [31]. Combining TOA and TDOA with Received Signal 
Strength (RSS) measurements has also been proposed [32]. TOA and U-TDOA measurements 
offer benefits that complement DOA measurements:
i) Signal paths can be resolved coming from the same direction but with different time delays 
(locations).
ii) The path with the smallest time delay is likely to be the direct path which enables the true 
direction of the Mobile Station to be estimated.
2.7 Summary of Location Finding Methods
Table 2.3 below, provides a summary of the key characteristics and approximate accuracy of the 
location finding technologies cited in this thesis. The table includes the network technology, 
whether changes are required to the Mobile Station and or Network, the approximate accuracy of 
the method, and general comments.
Method Network Mobile
Station
Impact
Mobile Station 
/ Network / 
Hybrid Based
Approximate
Accuracy
Comments
TOA All Yes Hybrid 100-2 0 0  m Requires accurate Base 
Station and Mobile 
Station time sources.
U-TDOA All None Network 100-2 0 0  m Requires accurately 
synchronised Base 
Stations / Location 
Measurement Unit 
(LMU)
E-OTD
OTDOA
GSM
CDMA
Yes
Yes
Network 5 0 -2 0 0  m Requires a Location 
Measurement Unit 
(LMU)
TA
RTToF
GSM
CDMA
Yes Hybrid 550 m Requires synchronised 
co-operating Mobile 
Station.
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DOA All None Network 100-2 0 0  m Accuracy depends on cell 
size
GPS All Yes Mobile Station 10- 2 0  m Subject to coverage
Assisted
GPS
All Yes Hybrid 10 -  20 m Fast acquisition GPS
Differential
GPS
All Yes Mobile Station 3 -  5 m Uses additional ground 
stations
Augmented
GPS
All Yes Mobile Station 1 -  3 m Uses additional 
stationary satellites
Cell ID All None Network 100 m -  3 km Accuracy depends on cell 
size
WPS Wi-Fi Yes Hybrid 20 m Subject to coverage
RFF All Yes Hybrid 5 m Subject to anomalous 
performance.
Table 2.3 Key Characteristics and Approximate Accuracy of the Cited Location Finding Methods.
2.8 Discussion of Location Finding Methods
Location finding techniques have been grouped into four classifications, Time Dependent 
Propagation (TDP) methods, Direction of Arrival (DOA) methods, Global Navigation Satellite 
System (GNSS) and Other Methods.
In many ways, the TDP methods (TOA, U-TDOA, E-OTD, TA) outlined above are the simplest 
location finding techniques, but do require accurate time sources and measurements and critically 
in their basic form, do not support multipath or multiple signal discrimination. DOA techniques 
such as Watson-Watt, and Pseudo-Doppler are also relatively simple to implement, again limited 
to single signals. The Interferometer, Beamforming, Maximum Likelihood, Maximum Entropy, 
MUSIC and ESPRIT involve more sophisticated processing and are typically capable of multipath 
and multiple signal discrimination.
The most common location finding techniques used in mobile phones today are Cell ID (low 
accuracy), Timing Advance (medium accuracy) and GNSS (high accuracy). Cell ID is simply the 
cell of the serving Base Station, the location finding accuracy is dependent on the size of the cell. 
Rural cells can be several miles across whilst urban cells can be as little as 100 metres. Timing 
advance provides a means by which to determine the distance from the Base Station to the Mobile 
Station, but in its current form does not provide a single position. To achieve this would require a 
handover of the handset to adjacent Base Stations. A position fix could then be achieved using the 
multiple TA measurements and trilatération.
GNSS is the technology most familiar to the public providing global coverage, most commonly in 
the form of GPS, and will continue to dominate handset design with chipsets becoming ever
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smaller and cheaper. The disadvantage of GNSS is lack of coverage within buildings and tunnels 
etc, although to address this, GPS chips are now available that can accept input from 
accelerometers to provide tracking information in the absence of a GNSS signal.
RF Fingerprinting (RFF) requires a significant measurement effort to generate the signal strength 
map, particularly in urban areas. It can also be very susceptible to ambiguous measurements and 
is not currently considered a stronger location finding method.
Finally, the WiFi Positioning System (WPS) is being developed by a number of commercial 
companies. A WiFi hotspot has a MAC address. Knowing the location of the hotspot enables the 
approximate location of the handset to be found. To provide privacy of the location of individuals, 
two hotspots need to be detected. Accuracy in urban areas is expected to be a few metres; 
accuracy in rural areas is expected to be a few kilometres.
Location finding methods of particular interest, identified from the literature review, were 
Enhanced Observed Timing Difference (E-OTD) for 1st generation networks, Timing Advance 
(TA) for 2nd generation networks and Direction of Arrival (DOA) for 3rd and potentially 4th 
generation networks.
Research into novel location finding methods can be found in Chapter 4.
2.9 Long Range Detection and Decoding
A requirement, often overlooked, is the ability of Base Stations to detect signals from a distant 
Mobile Station in order to achieve Triangulation, Trilatération or Multilateration. Two possible 
options are (i) to increase Mobile Station transmit power or (ii) to reduce the noise figure of the 
receiver. The former is undesirable for both health and safety and battery life, and the latter is 
usually at a low figure already and considerably below the environmental noise floor in urban 
areas. The remaining options are to improve antenna gain and, or, processing gain, both of which 
are discussed below.
2.9.1 Antenna Technology
2.9.1.1 Stacked Antennas
Stacked onmi-directional antennas take the form of multiple dipoles, stacked one above the other. 
The greater the number of dipoles, the greater is the gain, and the narrower is the vertical 
beamwidth.
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2.9.1.2 Sector Antennas
Sector antennas are made up of vertically stacked omni-directional dipoles mounted in front of a 
reflector. They provide high gain, typically 15dBi, compared to 2.2dBi of an omni-directional 
antenna. They also provide a course indication of direction, which is often combined with Timing 
Advance (TA) range measurements. Typical sector antennas have horizontal beam widths of 60°, 
90° or 120°. They also have a narrow vertical beamwidth, typically between 6° and 20°.
2.9.1.3 Phased Array Antennas
Phased arrays can take many forms, the most common being the Uniform Linear Array (ULA), 
suitable for 2D coverage, the Uniform Circular Array (UCA), suitable for 2D omni-directional 
coverage, the Uniform Grid Array (UGA), suitable for 3D coverage, and the Uniform Circular 
Grid Array (UCGA), suitable for 2D omni-directional coverage and limited elevation, and the 
Uniform Spherical Grid Array (USGA), suitable for 3D omni-directional coverage.
2.9.1.3.1 Uniform Linear Array (ULA)
Assume a uniform line array of 3 antenna elements ELq, ELh EL2 [36] as shown in Figure 2.14. 
Assume also, a single distant narrowband emitter generating an electromagnetic wave that 
impinges the array at an angle 6. The distance between elements is d. The additional path length 
of the wave to element ELi compared to element ELq (the reference element) is d\ = dsmG. 
Likewise, the additional path length of the wave to element EL2 compared to the reference 
element is d2 = IdsinO. For an M  element array, the additional path length of the wave to element 
ELm compared to the reference element is dm = mdsm.9. Ignoring noise sources, assume the wave 
signal received by the reference element ELq is [36]:
xQ{t) = s{i) (2.16)
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Emitter
Wave Front
EL EL EL
d d
Figure 2.14 Illustration of a Uniform Linear Array (ULA) 
The signals received by element ELj and element EL2 can be expressed as [36]:
-jL^-sind
-------------------------------  x, (t)-= s(t)e A
x2 (t) = s(t)e  ^
where A is the wavelength. In general [36]:
11 1
-j^LsinQ
4 W = e 1
l e z
Let ju ~ ------sin <9, therefore [36]:
A
i 1
1
x ^ t) e-Jti
s(t)
1
1
(2.17a)
(2.17b)
(2.18)
(2.19)
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2.9.1.3.2 Uniform Circular Array (UCA)
Consider 4 equally spaced antennas on the circumference of a circle (Figure 2.15).
RF \
Figure 2.15 Illustration of a Uniform Circular Array (UCA)
where dm is the distance from the origin of the array to the RF wave front that passes through 
antenna m. Thus for four elements:
dQ = Roos{6) dx = Rcos(;r 12-6)  (2.20a) (2.20b)
d2 = -Rcos(0) d, = -flcosOr 12-6)  (2'2°C) (2'20d)
by inspection, for M  antenna elements:
dm= R œ s(e ^ M - m)27C) (2-21)
The signals received by element Eq and element E\ can be expressed as:
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-j.27tRcos(6)xQ{t) = s(t)e A
(0 = s{t)e 
where X is the wavelength. In general:
(0
-J
27iRcos,(6+-—- ^ 2n)
-J,27t Rcos(9)
X = x<(‘) 
X M - l  (0
27rRcos(d+(~ - V-27r )
(')
(2.22a)
(2.22b)
(2.23)
2.9.1.4 Pseudo-Doppler Array
The pseudo-Doppler Array is a sequentially switched UCA. The receiver sees only one antenna 
element at a time; the array therefore emulates a single rotating array element. Combining equal 
length feeds from each antenna element, s(t) = Acos(fty + ^ + IndJX) for a single tone carrier 
where IndJX  is the Doppler phase component, X is the wavelength, dm is the propagation path 
length from element m to the centre of the array as described in the previous section and m e 
{0..M-1}.
A high gain pseudo-Doppler antenna can be realised by vertically stacking omni-directional 
dipoles in the place of the single omni-directional dipoles of the switched UCA (Figure 2.15).
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Figure 2.15 Illustration of a Stacked Dipole pseudo-Doppler Array
Note that because the beam cannot be swept vertically, no variable phase shifters or time delays 
are required.
2.9.1.5 Multiple Input Multiple Output (MIMO) Antennas
MEMO antenna arrangements can offer many benefits, one of which is an increased data rate, 
which can be achieved using multiple parallel paths, using for example orthogonal polarisation. 
An alternative benefit that can be realised is increased transmission range. By multiplexing a high 
data rate channel onto multiple low data rate channels, the channel bandwidths are reduced with 
the result that the noise in the channel is also reduced. The resulting effect is an increase in SNR 
and hence transmission range. Yet another benefit that can be realised is to combine the signals 
from multiple antennas to reduce the effect of fading, i.e. the partial or complete cancellation of 
the received signal as a result of multipath. At locations where multipath fading occurs, the 
received signal strength can be improved by many tens of dBs.
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2.9.1.6 Antenna Error Considerations
Obvious DOA errors result from poor physical construction of the antenna array such as the 
inaccurate positioning of the elements,
A less obvious DOA error mechanism results from the mutual coupling between antenna 
elements. The coupling will result in signal path refraction close to the antenna elements, with 
minimal effect on signals passing half way between elements.
2.9.2 Decoding Technology
Improving the decoding of messages increases the range at which the Mobile Station can be 
detected. It is not sufficient simply to detect RF energy, the mobile must be identified. In time 
division systems where the Mobile Station is allocated timeslots, such as in GSM and UMTS- 
TDD (Time Division Duplex), knowledge of which slot RF energy occupies is sufficient to 
identify the mobile. In frequency division systems such as UMTS-FDD (Frequency Division 
Duplex), it is necessary to decode the identity of the transmission, and in this instance an 
enhanced decoding capability is desirable, particularly when the Mobile Station occupies an 
adjacent cell.
2.9.3 Discussion o f Long Range Detection and Decoding M ethods
In considering detection range and how it could be improved, it was obvious that providing 
additional antenna gain should be a candidate. Increasing the omni-directional gain of an antenna 
array ordinarily involves increasing its aperture. Of particular interest as a research topic, was the 
concept of increasing the gain of a pseudo-Doppler antenna, for which only one RF receiver is 
required to process the array signals, instead of many. The first logical step in achieving this is to 
use stacked dipoles in the place of the single switched UCA dipoles. The proposed next step is to 
use sector antennas if possible.
In addition, multiple emitter direction finding in the shared signal space of a 3G network requires 
the ability to decode the signals. Increasing the range at which this can be done is key to all 
cellular location finding methods. The research considered published techniques, but of particular 
interest was the potential to extract a coded signal from beneath the noise floor without requiring 
a change to the Air Interface, again due to consideration of legacy units.
Research into novel long range detection and decoding methods can be found in Chapter 5.
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2.10 Conclusions
Having reviewed in this chapter the most popular cellular location finding techniques currently 
implemented and still being researched, this thesis describes in subsequent chapters the advances 
made during the research programme towards improving aspects of the location finding capability 
of 1st generation (TRACKER), 2nd generation (GSM) and 3rd generation (UMTS) networks.
It was apparent that an issue in primitive 1st generation networks was the absence of suitable 
timing sources to support location services, namely the accuracy and resolution of the VLU (MS) 
clock and Tower (BS) to Tower synchronisation. It was also apparent that in 2nd generation 
networks. Timing Advance (TA) in its current form did not fulfil its accuracy potential. A third 
issue, in 3rd generation networks, is the Radio Frequency (RF) hardware complexity of Direction 
Finding (DF) receivers designed to perform in multipath, multi-emitter environments.
Finally, an important issue rarely addressed when considering location finding, and applicable to 
all generation networks, is detection range. The Mobile Station signal must be detectable and 
decodable by adjacent Base Stations as well as the serving Base Station in order, for example, to 
triangulate multiple DOA solutions.
These constituted the research objectives which are presented in greater detail in Chapter 3.
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Chapter 3
3 Identified Shortcomings in Location 
Finding Methods
The research objectives have been chosen to contribute to existing knowledge on location finding 
in a number of diverse, yet significant areas. There are many methods by which to locate a 
handset, some suited to some technologies, other methods better suited to other technologies. The 
approach taken was therefore to study 1st, 2nd and 3rd generation cellular radio systems to identify 
shortcomings of, and novel improvements to each, in terms of direction finding and location 
finding, as appropriate.
An apparent failing of all three network technologies is the limited range of signal detection. Long 
range signal detection and decoding is important in all cellular location finding techniques. 
Increasing the range of signal detection is often overlooked in the published literature, and is 
therefore included as one of the research objectives.
Section 3.1 discusses the objectives for 1st generation networks, specifically the need to provide 
an accurate timing source and the provision for improved Tower synchronisation. Section 3.2 
discusses the objectives for 2nd generation networks, specifically Global System for Mobile 
communications (GSM), and the need to improve the accuracy of its Timing Advance (TA) 
location finding capability in a cost effective manner. Section 3.3 discusses the objectives for 3rd 
generation networks, specifically Universal Mobile Telecommunications System (UMTS), and 
the need to provide a low cost receiver capable of high resolution Direction of Arrival (DOA) 
measurements in a multipath, multi-emitter environment. Section 3.1 discusses the objectives for 
long range detection using a high gain pseudo-Doppler antenna, and enhanced decoding using a 
signal processing algorithm.
3.1 1G Networks (TRACKER)
The TRACKER Stolen Vehicle Recovery System (SVRS) is a good example of a 1st generation 
radio network. A typical scenario is depicted in Figure 3.1 and described below:
The customer reports that his car has been stolen.
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• TRACKER activates the Vehicle Location Unit (VLU) in the vehicle via the Very High 
Frequency (VHP) Tower Network.
• The VLU transmits its unique Reply Code over VHF (at 15 second intervals)
• The TRACKER Repeater Unit (TRU) Network detects the Reply Code and reports 
approximate location.
• A Police vehicle fitted with a Police Tracking Computer (PTC) is directed to the area
• On detection of the Reply Code, the police request that the Reply Code transmission 
speed be increased to 1 second intervals.
The Police vehicle tracks and recovers the stolen vehicle using the PTC Direction Finding 
system.
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Stolen vehicle 
fitted with a 
VLU
MSK tracking
message containing 
a
REPLY CODE
MSK 
Downlink message 
‘ACTIVATE VLU’
PTC fitted Police 
vehicle tracks 
stolen vehicle
FSK 
Uplink message 
‘MESSAGE 
ACKNOWLEDGED’
Tower
Figure 3.1 Illustration of Tracking Scenario
The TRACKER VHF Network comprises 63 Base Stations (referred to as Towers), owned and 
operated by Arquiva. The locations of these Towers (Figure 3.2) are chosen to cover major 
population centres. The Towers are capable of transmitting Minimum Shift Keying (MSK) 
downlink commands to VLUs such as Activate / Track / Return Status, where VLUs can be VHF 
devices only, or VHF + Global Positioning System (GPS) + Global System for Mobile 
communications (GSM). VHF is an important technology because it provides a tracking 
capability when GPS signal reception is compromised i.e. when in a building or steel shipping 
container, or as is often the case, when the GPS signal is being intentionally jammed. Popular 
TRU sites are Maritime Ports as there is often an attempt to ship high value vehicles abroad. The 
Towers are also capable of receiving Frequency Shift Keying (FSK) uplinks as acknowledgments, 
movement alerts, and GPS location.
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Figure 3.2 Location of TRACKER SVRS Network Towers
In order to provide additional coverage, and importantly a location finding capability, the 
TRACKER Network also comprises 450 listening posts (Figure 3.3). These take the form of 
TRACKER Repeater Units (TRUs) which are capable of detecting stolen vehicles by transmitting 
the VLU identification number to the Towers. The blue circles represent TRUs mounted in a high 
location and the green circles represent TRUs mounted in a low location. Site licences can be very 
expensive. Therefore a less costly localisation method would be of considerable interest.
The location finding capability of the existing TRACKER VHF Network is very basic, similar in 
fact to Cell ED used in GSM. Location finding and tracking are performed by police cars fitted 
with Police Tracking Computers (PTCs) which are direction finding receivers. The police car is 
typically guided to the approximate location of a stolen vehicle as a result of TRU reply code 
detection, the reply code uniquely identifying a VLU, and therefore the vehicle to which it is 
fitted.
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Figure 3.3 Locations of TRACKER SVRS Repeater Units (TRUs)
First generation networks, such as the TRACKER Network, tend to be narrow band systems. A 
significant problem with narrowband systems in Time of Arrival (TOA) or Uplink Time 
Difference of Arrival (U-TDOA) location finding systems is phase imbalance of multiple 
receivers used to measure signal arrival time. This occurs in high gain Intermediate Frequency 
(IF) amplifiers (limiting or linear) where little or no feedback is used to control the gain or phase 
response. For this reason, a location finding method that uses a single receiver, such as Enhanced 
Observed Time Difference (E-OTD), is to be preferred. E-OTD however, requires an accurate 
timing source for time difference of arrival measurements.
Unfortunately the VLU clock used in the TRACKER system is not sufficiently accurate to make 
these measurements to sub-microsecond accuracy, where the downlink transmissions from the 
Base Stations can be seconds, or even minutes apart. Section 4.1.1 addresses this shortcoming and 
derives a novel method that compensates for VLU clock drift by means of calibration using the 
high accuracy clock of the Tower Timing Unit (TTU), whilst being insensitive to Tower 
transmission times.
A further practical consideration is network synchronisation of the Towers. The straightforward 
solution would be to use GPS disciplined clocks, however, these are expensive and the cost could 
be prohibitive across a large network. An alternative cheaper solution would be to use the 
Network Timing Protocol (NTP). Although capable of acceptable performance over a land line 
(±10 ms), this could increase to an unacceptable ±500 ms over General Packet Radio Service
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(GPRS) resulting in cell overlap. GPRS can be the only NTP communications option for remotely 
located sites. Section 4.1.2 presents a novel, low cost NTP timing filter alternative to the GPS 
disciplined clock. It achieves a timing jitter performance of better than ±10 ms over GPRS.
The second objective of the research was to investigate how the accuracy of location finding 
within a GSM network could be improved. The specification 3GPP TS 43.059 VI 0.0.0 Functional 
stage 2 description of Location Services (LCS) in GERAN [39] specifies the following location 
finding methods (described above in Section 2).
a) Cell ID +Timing Advance (TA)
b) Enhanced Observed Time Difference (E-OTD)
c) Global Navigation Satellite System (GNSS)
d) Uplink Time Difference of Arrival (U-TDOA)
It states that the existing Timing Advance mechanism may be used to assist all positioning  
mechanisms.
Figure 3.4 demonstrates how this may be done, by combining Trilatération and Multilateration.. 
As an example, only two hyperbolic solutions {t^ -ts and f2-fi) may be available using E-OTD from 
Base Stations BSi, BS2 and BS3, where three are required. The third solution required may be 
provided by Timing Advance ( / Ta ) -
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Constant f? -  tj
BS
Constant t^ -  ts
Figure 3 A Illustration of the use of E-OTD and TA
There is no reason however, why TA should be relegated to providing assistance only. Figure 3.5 
describes the Trilatération method in which only TA measurements are used.
TA is an integral part of the GSM mechanism; ensuring uplinks arrive at the Base Station at the 
correct time to avoid collisions.
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BS
MS
Figure 3.5 Illustration of Trilatération Method using TA
Section 4.2 develops a novel method, aptly named Enhanced Timing Advance (ETA), which is 
capable of high resolution and accuracy. ETA will be shown to be an attractive, low risk, low cost 
location finding method, requiring only minor software changes to the Mobile Station and Base 
Station.
3.2 3G Networks (UMTS)
The third objective of the research was to take a fresh look at the options to improve upon 
location finding in a 3G UMTS network. The specification 3G TS 25.305 Stage 2 V I0.0.0 
Functional Specification of User Equipment (UE) Positioning in UTRAN [38] specifies the 
following location finding methods (described above in Section 2).
a) Cell ID based method
b) OTDOA method that may be assisted by network configurable idle periods
c) Network-assisted GNSS methods
d) Uplink Time Difference of Arrival (U-TDOA)
This list does not include Direction of Arrival (DOA) as the list was drawn up at the time, from 
what was considered to be a relevant technology. The DOA method is described in Figure 3.6.
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The bearings to the Mobile Station (MS) from two or more Base Stations (BSs) are determined. 
Knowing the precise location of the Base Stations and accurate measurements of the bearings, the 
location of the Mobile Station can be calculated using the method of Triangulation.
MS
(^2.^ 2)
Figure 3.6 Illustration of the Method of Triangulation using Bearing Measurements
The considerably higher data (chip) rates of 3G enable multiple signal paths to be resolved. This 
cannot be achieved with a conventional receiver. What is required is a means to distinguish the 
orthogonal properties of 3G signals which can be done using specially designed receiver 
architecture. There are a limited number of methods applicable to Direction Finding (DF) DS- 
CDMA signals [46]:
(1) MUSIC with Despreading (e.g. code-matched filters and parallel MUSIC algorithms [49])
(2) Cross-Correlation Method
(3) Least Squares Method (e.g. linearising and applying conjugate gradients [50]) and
(4) Maximum Likelihood Methods for Uncorrelated Signals
Section 4.3 describes the design and simulation of a novel DS-CDMA receiver, based upon the 
cross-correlation method, considered to offer the most appealing approach. The challenge was 
therefore to find a way in which to combine a pseudo-Doppler antenna with cross-correlation, 
thus benefitting from a simplified RF front end, and the ability to discriminate multiple signal 
paths, without changing the Air Interface.
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The receiver is capable of high resolution DOA/TDOA performance, even in a multipath 
environment. It is unique in that it is capable of determining the DOA and TDOA of 3G multipath 
signals at power levels significantly below the noise floor.
3.3 Long Range Detection and Decoding
Antenna gain and signal processing gain are important considerations in the design of all cellular 
location finding systems. Because of the need to detect and decode the signal from a Mobile 
Station, not just in the serving cell, but also from adjacent cells, it is necessary to improve the link 
budget, or, given that transmit power is licence limited, reduce cell sizes by increasing the number 
of Base Stations. Clearly, the most cost effective option would be enhancing the signal 
processing, followed by improved antenna gain. The least attractive option would be substantially 
increasing the number of Base Stations.
3.3.1 Antenna Technology
Many Direction of Arrival (DOA) technologies such as root-MUSIC and ESPRIT are only suited 
to Uniform Linear Arrays (ULAs), described in Section 2.8.1.2.1, which are not the most suitable 
array configuration for cellular radio applications. A more suited antenna configuration for a Base 
Station is a Uniform Circular Array (UCA), described in Section 2.8.1.2.2, and whilst recognising 
that a great deal of research has been carried out to develop new DOA algorithms or variations of 
existing algorithms for circular arrays, the research takes both a step back in time to look once 
again at pseudo-Doppler, and then a leap forward, to design a high gain pseudo-Doppler circular 
antenna array.
Section 4.4.1 presents this novel antenna concept, which offers a significant improvement in gain 
and therefore detection and decoding range.
3.3.2 Decoding Technology
The link budget benefits achievable using optimised signal processing algorithms, such as Error 
Correcting Codes (ECC) e.g. Viterbi, are well understood by radio engineers. However, the focus 
of the research into long range detection is not to propose alternative signal processing algorithms 
implemented by the cellular systems being considered, but to propose an additional stage of signal 
processing that can be invoked if or when an improvement in Signal to Noise Ratio (SNR) is 
required.
53
Chapter 3.Identified Shortcomings in Location Finding Methods
Section 4.4.2 presents a novel decoding algorithm, referred to as the Data Receiver ECC Post 
Processing Algorithm, which offers an improvement in gain and therefore detection / decoding 
range.
3.4 Conclusions
Chapter 2 addressed current location finding techniques and a review of the literature. What 
quickly became apparent were the relative strengths and weaknesses of competing DF 
technologies. For example, MUSIC requires an accurate estimate of the number of signal paths 
which need to be less than the number of antenna elements; root-MUSIC is unsuitable for non­
regular arrays such as the UCA; ESPRIT requires the number of signal paths to be less than the 
number of doublet antenna elements in the array; most DF technologies are unsuitable for DS- 
CDMA; sub-space methods requiring eigendecomposition are computationally demanding with 
large arrays; and many require as many RF receivers as there are antenna elements. Finally, all 
technologies need to address the increased range required to triangulate, trilaterate or multilaterate 
the location of a mobile station.
The research objectives were to develop new algorithms and techniques to enhance location 
finding in 1G cellular radio networks using E-OTD, 2G using Cell ID + TA, and 3 G using a novel 
high resolution, multipath, DF technique that does not exhibit any of the limitations mentioned 
above. A further objective was to address the need for enhanced detection and decoding range in 
cellular location finding systems.
Chapter 4 addresses specifically 1G, 2G and 3G location finding techniques, whilst Chapter 5 
addresses the requirement for enhanced detection and decoding range.
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Chapter 4
4 Novel Location Finding Techniques for 
Mobile Radio Networks
Many 1st generation networks such as the TRACKER network have only a primitive, or no 
location finding capability. In the case of TRACKER, location finding requires three operational 
stages. The first stage involves activating the Vehicle Location Unit (VLU) in the stolen vehicle. 
This is achieved using radio transmissions from the network of Base Stations. The second stage 
involves estimating the approximate location of the VLU using a very large number of expensive 
TRACKER Repeater Unit (TRU) listening posts. These are capable of detecting active VLUs 
within a 5 mile radius. On detection of the transmitted Reply Code from the VLU, the TRU 
uplinks both the Reply Code and TRU identifier to Base Stations within range. The TRACKER 
Control Room, on receipt of this information, informs the Police of the location of the TRU 
together with the VLU Reply Code and Vehicle Identity. The third and final stage involves a 
Police patrol vehicle equipped with a Police Tracking Computer (PTC) which is dispatched to the 
area. The patrol vehicle, when it reaches the area, acquires the Reply Code transmission and 
tracks the signal to its source using its Direction Finding (DF) equipment. The object of the 
research into 1st generation networks was to find a less costly alternative to the very expensive 
TRU network i.e. to detect stolen vehicles with accuracy commensurate to the TRU, and the key 
to achieving this was the provision of an accurate method of timing.
Second generation networks, such as the Global System for Mobile Communications (GSM) 
network, are well established. Changing them to support enhanced precision location finding is 
not attractive if it involves great expense. Any practical improvements should ideally involve no 
more than software changes. The research reported in Chapter 2 identified Timing Advance (TA) 
as a technology already proven and in existence, but potentially capable of significantly improved 
accuracy and resolution. The object of the research into 2nd generation networks was to develop a 
signal processing algorithm, implementable in software, that would realise the necessary 
improvements in TA performance to satisfy the FCC E-911 mandate.
Third generation networks, such as Universal Mobile Telecommunications System (UMTS), are 
capable of high data rates and therefore high resolution multipath discrimination. Antenna array 
technology usually requires a Radio Frequency (RF) receiver channel for every array element.
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One antenna array, the pseudo-Doppler array, requires only a single RF channel but is not suited 
to multipath or multi-emitter environments. The object of the research into 3rd generation 
networks was to develop a multipath, multi-emitter receiver architecture based upon the pseudo- 
Doppler array suited to Direct Sequence Code Division Multiple Access (DS-CDMA) networks 
such as UMTS.
4.1 Improvements in 1G Networks
First generation networks do not generally have a location finding capability. One of the 
limitations of 1G networks is the absence of an accurate Mobile Station clock, recognised as 
being essential to later generation networks. A further challenge is the cost of providing 
affordable and reliable synchronised network timing across the Base Station network.
This section addresses both of the above to support and enhance basic 1G networks such as the 
TRACKER network. An Enhanced Observed Time Difference (E-OTD) location finding method 
is proposed which incorporates a novel real-time Mobile Station clock calibration technique. Also 
proposed is a novel Network Time Protocol (NTP) network timing algorithm, for which a patent 
has been filed, capable of enhanced, low cost, reliable, network timing over Wide Area Network 
(WAN) or General Packet Radio Service (GPRS).
4.1.1 Calibrated E-OTD Timing Method
Figure 4.1a shows the cellular arrangement of TRACKER VHF Base Stations (Towers) and 
Figure 4.1b demonstrates how the TRACKER cellular network is synchronised.
Figure 4.1a Illustration of Cellular Tower Coverage (8 TDM colours)
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Each of the 8 Time Division Multiplex (TDM) cells (each referred to as a colour) occupies a 
single non-overlapping 13 s slot resulting in a 104 s cycle time. Each 13 s slot comprises a 
downlink slot for Minimum Shift Keying (MSK) downlink traffic, a TRU slot for TRU traffic, 
and an uplink slot for Frequency Shift Keying (FSK) uplink traffic.
Available Message Frames (each 80 bits)in Downlink Slot
DottingFrame
Colour # 1 Colour # 2 Colour # 1TRU Slot Uplink Slot
104 secs Cycle Time
Figure 4.1b TRACKER TDMA Slots
In the case of E-OTD, we are primarily interested in the downlink slot. It consists of a dotting 
frame (containing the Tower colour) followed by 10 message frames. It is the arrival time of the 
dotting frame containing the Tower colour that is of interest. The arrival time must be determined 
to roughly 1 fis to achieve an accuracy of 300 m. This is a challenge using Very High Frequency 
(VHF) radio, which is actually relatively low in frequency by modem radio communication 
standards. In terms of obtaining a timing signal from the downlink transmissions, one may be 
tempted to consider the Received Signal Strength Indication (RSSI). The RSSI is in fact 
unsuitable for timing measurements because the RF signal may vary in strength, leading to 
amplitude dependent timing variations.
A more suitable strategy, Figure 4.2, is to use precisely generated MSK modulation using digital 
techniques following the example of enhanced LORAN (eLORAN) which uses precise waveform 
synthesis and zero crossing to achieve precise timing measurement.
Zero crossings are guaranteed for Minimum Shift Keying (MSK) modulation [24] as the 
waveform has no discontinuities. The accuracy achievable, using a precisely synthesised Very
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High Frequency (VHF) modulated waveform at 1200 / 1800 Hz, is an area suited to future 
research.
Downlink TRU+Uplink
RF Signal 
from Tower
RF Signal 
from Tower
T3
CL
E-OTD -  *2’n- h’n
B1 C1 A2 B2 C2
Tower 1    Tower 2 ->
Time Slot Time Slot
Figure 4.2 Illustration of Enhanced Observed Time Difference (E-OTD)
The parameters in Figure 4.2 are defined as follows:
A is the start (ramp up) of transmission (preamble)
B is the start of the flag field
C is the time of arrival of the first zero crossing of the MSK modulated signal following 
the flag,
and:
E-OTD = t2,n -  h.n (4.1)
Where tXiin is the time of arrival of transmission n from Tower x.
E-OTD measurements would be passed back to the network using the Frequency Shift Keying 
(FSK) uplink slot. This provides a practical solution and using a common receiver, shifts the 
emphasis of controlling timing errors to the Base Station transmitters. Ordinarily it is necessary to 
ensure that the time of transmission from each Base Station is accurately synchronised. The 
proposed solution is not to attempt to control transmission timing accurately, but to allow the 
current uncertainty in transmission times, and measure the difference in arrival times of the Tower
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signals at a known fixed location (Figure 4.3). The propagation time between the Towers and the 
TTU has to be accounted for. The difference in Tower transmission time can then be determined.
C « ç » )
GPRS
Improved NTP timing 
disciplined to < 10ms 
jitter
Accurate
TimeTTU
UplinkDownlink
VLU
GPRS
Figure 4.3 Illustration of Calibrated E-OTD Scenario
A significant problem is the accuracy of a temperature compensated crystal clock in the Mobile 
Station, known by TRACKER as a VLU, which is approximately 1 part in a million. This is not 
sufficiently accurate when measuring to 1 jis accuracy over a period of up to 104 s. The proposed 
solution is for the VLU to measure the cycle time of a single Tower and uplink this measurement 
along with the E-OTD measurement from other detectable Towers. The precise cycle time, for the 
same given cycle, can be determined from the TTU (using a crystal oven or Global Positioning 
System (GPS) disciplined clock), which is then used to calibrate the VLU E-OTD measurement. 
Accurate absolute timing of the TTU is not necessary; what is necessary is accurate relative 
timing.
Recalling that narrowband 1G cellular networks, such as the TRACKER network, typically lack 
an accurate Mobile Station time source, the following derivation describes a means by which the 
LMU concept can support the accurate VLU timing necessary for E-OTD. The TTU is effectively 
an enhanced LMU which includes a means of remote calibration of the VLU clock.
The towers transmit as follows:
Tower 1 = 7 ^ + Te, „ (4.2)
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Tower 2 = Tlx + Telx (4.3)
where Tehn and TelA are the pulse to pulse transmission time errors from Tower 1 and Tower 2 
respectively:
A survey will provide the distances and , and the TTU provides the accurate measurement of 
the calibration period All that remains is the accurate measurement of An-An by the VLU.
We have already noted that the VLU, being a small, low cost, low power device, does not possess 
an accurate enough time source to measure receipt of the Tower signals. The proposed solution is 
to calibrate the An-An measurement remotely.
(4.4)
where S' = 13 second tower slot.
Referring to Figure 4.3, the VLU measures the received signal time difference An - An =
(4.5)
where c is the speed of light.
Rearranging:
(4.6)
The Tower Timing Unit (TTU) measures the received signal time difference %,n- A,n.-
(4.7)
Rearranging:
(4.8)
Transmission time errors Tei>n and Te2,n can now be removed:
(4.9)
Our goal, the differential distance d2 -d\ between Tower 2 and Tower 1 is given by:
d2 - d x - c((t2n - t u ) - ( t t2n - t tu )) + d4- d 3 (4.10)
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The number of VLU clock ticks AQvru) in the calibration period An-An-i measured at the VLU is 
given by:
c^(VLU) -  (A n  ~ ?l,n-l )^ VLU) (4-11)
Where F(vlu) is the inaccurate VLU clock frequency.
The number of TTU clock ticks AQTru) in the calibration period tt^n-tthnA measured at the TTU is 
given by:
c^(TTU) -  ( A ,n  -  A ,n-1 )^ TTU) (4-12)
Where T^ -rru) is the accurate TTU clock frequency 
The calibration period measured by the VLU and TTU is exactly the same
( A ,n  -  A ,n-1 )  =  (A n  “  ?l,n-l )  ( 4 * 1 3 )
Therefore combining equations 4.11 and 4.12
c^(TTU) _ -^ c(VLU) (4-14)
A TTU) A(VLU)
Therefore, we can accurately calculate the VLU clock frequency
F _ ^c(vlu) F (4-15^
(VLU) -  Ar (TTU)
•^ c(TTU)
Given
A n  A n  -
m^(VLU) (4-16)
■A/lu
and
^2,n A,n “
m^(TTU) (4-17)
-Aru
From equations 4.10, 4.15,4.16 and 4.17 the solution is arrived at:
4  -  4 = eg ) - ( % ^ ) ) + «4 -  rf, ( 4 ' 1 8 )
c(VLU) (TTU) TTU
Note that the solution is independent of transmission timing errors and corrected for the 
inaccuracy of the VLU clock.
A functional diagram of this process is shown in Figure 4.4.
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Figure 4.4 Proposed Enhanced Observed Time Difference (E-OTD) Scheme 
The computational steps to be carried out are:
The VLU (outlined in purple) makes measurements tl n -  thnA and t2 n -  tl n in clock ticks AQvru) 
and iVm(VLU) respectively, and uplinks the results to the Server.
The TTU (outlined in red) makes measurements ttl n -  ttl nA and tt2 n -  ttl n in clock ticks Vc(rru) 
and Vm(TTU) respectively, and passes the results to the Server.
The Server (outlined in blue) then calculates and applies the necessary correction to the VLU 
measurements and calculates d2 - d\ using Equation 4.18.
The methodology was extensively simulated with four modules (VLU, TTU, Server and RF 
Environment) using Simulink.
4.1.2 Improved NTP Network Timing
The Network Timing Protocol (NTP) is one well-known way of obtaining reliable periodic timing 
signals from a remote timing source. Such timing signals find application in many systems. A 
benefit of NTP is that the timing signals originate from timing servers employing extremely 
accurate atomic clocks, and so, on average and over time, the timing signals can be relied upon to 
be extremely accurate. Nevertheless, the channel by which the signals are received can introduce 
timing jitter and thus, timing inaccuracy. For example, the period between received timing 
signals, which should be constant, can vary according to the volume of other traffic that is 
travelling over the channel carrying the timing signals. This can be of the order of a few
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milliseconds over the Wide Area Network (WAN) and a few hundred milliseconds over the 
General Packet Radio Service (GPRS).
NTP is a cost effective way to discipline the transmission time of the Base Stations (Towers). 
TRACKER VLUs depend upon tight synchronisation and minimum timing jitter in order to 
minimise the length of time that the receiver is powered up. The less the jitter, and Base Station to 
Base Station synchronisation error (important during handover), the less the electrical power 
required by the VLU. This is particularly important when operating on an internal battery and is a 
critical consideration in supporting downlink communications and location finding using E-OTD.
To reduce the NTP timing jitter, a novel filter that can be implemented solely in software is 
proposed, that combines the long term accuracy of the NTP Caesium clock with the short term 
stability of the local Base Station crystal controlled processor clock. The application that drove 
the research was the requirement for accurate NTP timing over GPRS. GPRS is an ideal means of 
data communication for remote Base Station sites, particularly in the light of the increase in 
copper cable theft from remote sites. The NTP timing jitter over GPRS can be large, sufficiently 
large to disqualify it as a timing source. The proposed solution reduces the jitter which can be in 
excess of 100 ms, to less than 10 ms and is shown in Figure 4.5.
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Scenario 1 2A
‘'processor
A A
‘ntp
Tn Tn+1 ^processor A
Scenario 2
2A
processor
A A
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Tn+1 ^processor A
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Tn Tn+1 Aitp
Figure 4.5 Illustrations of the Three Possible Timing Scenarios.
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Figure 4.5 shows the current transmission time Tm and the next allowable transmission time 
window 2A centred on Tn + £processor where /processor is the period of the transmission cycle calculated 
using processor clock ticks. The accuracy in determining /processor is dependent on the accuracy and 
stability of the crystal used by the processor clock. This can be very much more accurate than the 
jitter prone NTP signal, typically ±50 ppm to better than ±0.5 ppm when a temperature 
compensated crystal is used. This would give rise over the TRACKER Base Station cycle time 
(104 s) to an error of ±5.2 ms to ±52 ps respectively, which compares very favourably with a 
GPRS NTP signal jitter of ±100 ms or more.
To ensure that long term stability is realised, transmission time is determined as follows:
If the NTP signal jitter is such that the advised transmission time /ntp is sooner than Tn 
+ /processor- A (scenario 1), the next transmission T„+i is set to occur at Tn + /processor- A.
If the NTP signal jitter is such that the advised transmission time /ntp is later than Tn ± 
/processor + A (scenario 2), the next transmission Tn+\ is set to occur at Tn + /processor + A.
If the NTP signal jitter is such that the advised transmission time /ntp is later than Tn + 
/processor - A and sooner than Tn + /processor + A (scenario 3), the next transmission Tn+\ is 
set to occur at /ntp.
The window constrains the amount of allowable jitter. The response is that of a low pass filter and 
allowances need to be made for initial conditions and NTP signal jumps (e.g. leap seconds etc.) to 
ensure optimum response performance.
The method was simulated, implemented and tested, and is now live in the TRACKER cellular 
network.
4.2 Improvements in 2G Networks
The research now focuses on Timing Advance (TA) in 2G GSM TDMA networks where an 
opportunity to improve Timing Advance (referred to as Enhanced Timing Advance (ETA)) was 
identified. Timing Advance is a technique [25] used to ensure that signals originating from a 
Mobile Station arrive at the Base Station at the correct time within the allocated time slot. This is 
essential in Time Division Multiple Access (TDMA) systems such as GSM where the distance 
between the Mobile Station and the Base Station could be as little as a few metres, or as far as 35 
km. This also applies to UMTS TDD macro-cells, where propagation times need to be taken into 
account. The method would enable a stationary or slow moving Mobile Station to determine its 
location using trilatération, with enhanced resolution and accuracy. An outstanding feature of the 
method is that the only changes required are to software. The objective is to provide a low cost
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software method to improve the accuracy of Timing Advance from its current 553.5 m to less than 
100 m to satisfy the mobile FCC E-911 requirement. In the event that insufficient E-OTD 
measurements are available (e.g. due to lack of coverage), available E-OTD measurements can be 
combined with Enhanced Timing Advance (ETA) measurements to obtain a position fix. Not all 
networks or Mobile Stations support E-OTD, in which case Cell-ID, together with ETA from 
multiple Base Stations could be used using trilatération.
4.2.1 Limitations of the TA Method
The TA method, as implemented by GSM systems, uses a coarse granularity measurement and 
signal representation. It is the uplink transmission advance (delayed by 3 frames) represented as a 
6 bit number in units of 3.69 jus. This time step corresponds to a round trip propagation distance 
of approximately 1100 m, providing a range resolution of 553.5 m. In this section, a method is 
presented (ETA) that would reduce the granularity of the TA measurement, which together with 
reducing the Mobile Station timebase error, would provide a means, using trilatération [26], with 
which to increase location finding resolution and accuracy. This would enable Timing Advance to 
compare favorably with existing high resolution technologies in satisfying the FCC mobile E-911 
accuracy requirements.
4.2.2 Enhanced Timing Advance
Low resolution TA samples would be processed into enhanced resolution measurements by 
applying fractional bit perturbations (dither) over an extended sampled measurement period. The 
existing TA mechanism and word length for ensuring correct Mobile Station uplink arrival times 
would remain unchanged. This paper proposes that Enhanced Timing Advance (ETA) would 
provide a low risk, low cost alternative to location finding technologies such as Direction of 
Arrival (DOA), Time of Arrival (TOA), Enhanced Observed Time Difference (E-OTD), Uplink 
Time Difference of Arrival (U-TDOA) and GPS, and at the same time satisfy the FCC mobile E- 
911 accuracy requirement.
The method would enable Mobile Stations to calculate more accurately their range to cellular 
Base Stations, to achieve a more accurate positional fix. The method requires the application of 
unbiased timing perturbations between transmission of the downlink signal and processing of the 
received uplink signal of TA measurements. This could be achieved by applying the timing 
perturbations to the downlink transmission timing, or to the uplink measurement timing window. 
The achievable accuracy of this method would be limited by timing synchronisation errors 
between the Mobile Station and Base Station, which therefore also need to be addressed.
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Timebase synchronisation may be achieved by various methods. 3GPP specify that 
synchronisation uses the Synchronisation Channel (SCH) burst which has been specifically 
designed for the purpose. Following initial synchronisation, 3GPP specifies that adjustments 
should take place at intervals of not less than 1 s and not greater than 2 s, until the timing 
difference is less than 1/2 symbol period. If the timing difference between Mobile Station and 
Base Station exceeds ±2 jas, it shall be reduced in 1/4 symbol steps to less than 1/2 symbol period 
[27].
Unfortunately, because of this non-linear timebase control mechanism, unnecessary bias would 
result in the measurement set. In addition, the timebase update rate of I s  to 2 s is  too slow. 
Providing a means to calculate and report enhanced resolution measurements would require 
improved timebase accuracy beyond that achievable using the 3GPP synchronisation algorithm. 
One way that this might be achieved, would be to use the frequent SCH bursts (which occur every 
10 frames or 46.15 ms). Instead of imposing a ±2 ps error limit before taking corrective action 
every 1 s to 2 s as is presently the case, the proposed strategy would be to act on each burst, 
advancing or delaying the timebase by a quarter of a symbol, depending on whether SCH 
correlation shows the timebase to be lagging or leading the Base Station respectively. This would 
result in the Mobile Station timebase hunting about the Base Station timebase within a maximum 
error of ±1/4 of a symbol during the measurement set period, without hitting the ±2 ps error limit. 
Outside the measurement set period, the 3 GPP timebase synchronisation mechanism alone should 
apply. The timebase error, due primarily to phase noise, would be random and unbiased during 
the measurement period. Timebase drift, due to the small maximum frequency error of 0.1 ppm 
[33], would be negligible over the duration of the inter-sample period.
The ETA method in summary, involves averaging the unbiased dithered timing advance 
measurement set over an appropriate number of samples using a tightly controlled Mobile Station 
timebase with a mean error of zero. The minimum duration of a measurement set of 11 TA 
samples for example, equates to 10 inter-burst periods i.e. 10 x 46.15 ms < 0.5 sec. The method 
is exemplified below.
4.2.3 Example ETA Calculation
This example demonstrates the ETA principle without, for the sake of clarity, taking timebase 
synchronisation error into account. Assume that the True Timing Advance (TTA) value is 10.35 
symbol periods. TA in GSM is represented by integer values (0 to 63), so in this case, TA would 
be set to 10. Referring to Figure 4.6 and Table 4.1, the addition of linear DITHER (column 2) to 
the measurement loop will result in TTA + DITHER values ranging from 9.85, 9.95, 10.05, ... 
10.85 (column 3). The value 9.85 falls within the range 9.5 to 10.5 which corresponds to
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SYMBOL PERIOD = 10, as would TTA + DITHER values 9.95, 10.05, 10.15, 10.25, 10.35 and 
10.45. The remaining TTA + DITHER values 10.55, 10.65, 10.75 and 10.85 fall w ithin the range
10.5 to 11.5 which corresponds to SYMBOL PERIOD =11.
TTA =10.35
-> Dither
9.5
10 11
10.5
Figure 4.6 Graphical Illustration of Applied Dither
TA
MEASUREMENT
DITHER TTA + DITHER SYMBOL PERIOD
1 -0.5 9.85 10
2 -0.4 9.95 10
3 -0.3 10.05 10
4 -0.2 10.15 10
5 -0.1 10.25 10
6 0 10.35 10
7 0.1 10.45 10
8 0.2 10.55 11
9 0.3 10.65 11
10 0.4 10.75 11
11 0.5 10.85 11
Table 4.1 Tabular Illustration of Applied Dither
Referring to Table 4.1 :
ETA = £  SYMBOL PERIOD / NTK (4.19)
where NjA is the number of timing advance measurements.
ETA is calculated by summation of the fourth column in Table 4.1, equal to 114, divided by 11 
(the number of rows), resulting in 10.36 symbol periods.
Summarising, for this example:
the TTA value is 10.35 symbol periods i.e. true range = 10.35 x 553.5 m = 5728.7 m. This would 
be reported by GSM as a TA value of 10 i.e. estimated range = 10 x 553.5 m = 5535 m. The 
Enhanced TA algorithm ETA = 10.36 symbol periods i.e. calculated range = 10.36 x 553.5 m = 
5734.3 m (Table 4.2).
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Symbol Periods Range (metres) Error (metres)
Actual Value 10.35 5728.7 N/A
GSM Value 10 5535 -193.7
ETA Value 10.36 5734.3 5.6
Table 4.2 Tabular Illustration of ETA Improvement in Accuracy
In practice, a factor of ten improvement in accuracy and resolution should be achievable 
(depending on the number of samples in the measurement set), improving TA accuracy from
553.5 m to less than 100 m (the FCC mobile E-911 requirement).
4.3 Improvements in 3G Networks
4.3.1 Pseudo-Doppler Direction Finding in a DS-CDMA Network
Consider Doppler shifted UMTS Quadrature Phase Shift Keying (QPSK) modulated signals 
arriving from a number of different directions. These signals are effectively uncorrelated when the 
time difference of arrival is equal to or greater than one chip period (0.26 jis) ,  which is equivalent 
to 78 m. The chip rate is 3.84 Mcps with frame duration of 10 ms. The approach taken, believed 
to be new and untried, was to extract the data bits transmitted by the User Equipment (UE) of 
interest for signal paths of interest using a RAKE receiver and generating a noise free copy of the 
original chip sequence by emulating the spreading and scrambling process. This chip sequence 
was then applied to a QPSK generator to obtain a clean digitised Intermediate Frequency (IF) 
signal, undistorted by any other signal.
The pseudo-Doppler receiver architecture is capable of highly accurate, multiple emitter and 
multipath, DOA measurements. Unlike subspace based methods such as MUSIC and ESPRIT, 
the receiver uses only two RF channels, a Doppler channel in which the received signal is 
modulated by the electronically switched antenna array, and a RAKE receiver channel which 
foregoes the data combination stage at the output. The Direction Finding (DF) receiver in its 
entirety is shown in Figure 4.7a and the digital post processing is shown in Figure 4.7b.
69
Chapter 4.Novel Location Finding Techniques for Mobile Radio Networks
Spreading / 
Scrambling Codes
TDOA
'LOS
'nlos
Finger Bit Streams
Data
Mixer Store s(t)
'Antenna ' 
Switching
IF Amp
LO
LPF A/D
Antenna
Switch
Receiver
RAKE
Processor
Post
Figure 4.7a Illustration of the Multipath Pseudo-Doppler CDMA Receiver
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Figure 4.7b Illustration of the Multipath Pseudo-Doppler CDMA Post Processor
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From Figure 4.7a, it can be seen that a RAKE receiver using an antenna located centrally within 
the pseudo-Doppler antenna array, extracts the bit streams of the received signal paths. The digital 
bit streams from the RAKE fingers are then converted into IF waveforms by applying the 
spreading and scrambling codes used by the User Equipment (UE). The resulting digital 
waveforms control a phase modulated QPSK generator (Figure 4.7b) where the phase shifts 
resulting from switching antenna elements are calculated. Correlation then determines the degree 
of similarity between the IF waveform of the pseudo-Doppler array channel and the IF waveforms 
of the RAKE receiver channel for each signal path and candidate bearing.
The Doppler and RAKE receiver channels are synchronised in time. Note that there is no need for 
prior knowledge of the underlying data; all that is needed are the spreading and scrambling codes 
used by the UE in Frequency Division Duplex (FDD) networks, and additionally, the time slot in 
Time Division Duplex (TDD) networks. A Direction of Arrival (DOA) solution requires in 
principle, an exhaustive search over 360°. In practice, the UE cell location would be known, 
which can be used to narrow the search. To improve computational efficiency further, the initial 
search can be carried out using a course angular step, and the search space subsequently refined 
by using smaller angular steps over a small arc centered on the approximate bearing, calculated by 
the initial search. This could involve a hill climbing method, and would be repeated down to the 
angular resolution required. The final accuracy achievable would be affected by many factors, 
including the accuracy of calibration of the array.
The proposed DF receiver offers an additional benefit in the form of Time Difference of Arrival 
(TDOA) measurements available from the fingers of the RAKE receiver, which as well as 
discriminating the Line of Sight (LOS) from the Non-Line of Sight (NLOS) signal paths, could be 
combined with the DOA measurements to improve accuracy of the calculated UE location. In 
addition to requiring only two RF channels (RAKE and Doppler), a further important 
consideration is the number of antenna array elements required. Excellent accuracy and resolution 
is shown to be available from a small diameter Uniform Circular Array (UCA) comprising just 
three elements. Although not included in this paper, simulations indicated little or no benefit in 
DOA accuracy or resolution by increasing the number of elements in the array beyond three. The 
elements located on the circle of the array receive signals that are processed by the Doppler 
channel. An independent centrally located array element receives signals that are processed by the 
RAKE channel. For high resolution operation, the mutual coupling between array elements should 
be taken into account. This could be done by applying a look-up correction factor to the DOA 
measurement. Mutual coupling between multiple antenna elements has been researched and is 
well understood [28].
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4.3.2 Simulation
Simulation of the entire DF Receiver was not found to be necessary. Only the critical IF and 
digital processing stages were simulated. Although there is no theoretical limit to the number of 
multipath channels in the receiver and the number of NLOS signal paths can, in a practical 
scenario, vary from zero to many, the simulation model was limited to the LOS channel and a 
single NLOS channel. This was done as it was practical to simulate and provided easily 
understood results. In practice a receiver design could well be limited to only two channels, one to 
process the LOS signal path, and the second to process the most dominant NLOS signal path.
One of the objectives of the study was to evaluate the performance of the receiver assuming a 
range of RF reflective building materials (e.g. metal, brick, wood) influencing the attenuation of 
the NLOS signal. A published study [29] ascertained that the attenuation of a NLOS signal at 2.4 
GHz, due to reflection, can vary considerably e.g. ~ 0 dB (metal), ~ 12.5 dB (red brick), -17.5 dB 
(wood). In the case of plastic cladding, the attenuation would be dominated by the underlying 
supporting structure. An additional 6dB should be included for each doubling of the difference in 
LOS and NLOS path lengths. In practice, the received NLOS signal component could be 
anywhere between OdB and -30dB relative to the LOS component. Regardless of material, 
however, the reflecting objects in this instance such as vegetation, buildings and vehicles, are 
classed as rough surfaces at UMTS frequencies according to the Rayleigh criterion [30]. Such 
roughness causes the multipath signals to be attenuated heavily compared to the line of sight. 
There are many parameters that could be varied, which would influence the performance of the 
receiver. Due to the computational overhead of the simulations (involving many Monte Carlo 
runs), it was deemed practical to fix a number of parameters listed in Table 4.3.
Parameter Value
Array elements 3
Array diameter 0.5 X
IF frequency 3.84 Mcps
Doppler frequency %) 10 kHz
Sample frequency (/s) 10 MHz
Table 4.3 -  Pseudo Doppler Simulation Parameters
DS-CDMA uses spreading codes (sometimes referred to as channelisation codes) for the 
representation of data bits and scrambling codes to represent the UE uniquely. Orthogonal 
Variable Spreading Factor (OVSF) codes are used for spreading and Pseudo-Noise (PN) codes are 
used for scrambling. Uplink modulation is dual channel QPSK (also known as Hybrid Phase Shift 
Keying - HPSK) [34], where the control channel (DPCCH) is sent via the Q path and the first data 
channel (DPDCH) uses the I path. Subsequent data channels are shared between the Q and I
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paths. The Doppler channel outputs the Doppler modulated multipath signal s{t) (Figure 1(a)). 
The RAKE channel extracts the chip sequences for each path from the composite multipath 
signal received by the central antenna (no Doppler) and translates them into separate multipath bit 
streams. These are then converted into chip streams using the known spreading and scrambling 
codes.
For the purposes of this research, a random chip sequence was used, using a uniform PN 
generator. The binary chip stream from the 72th  RAKE channel defined as {cn,k}, such that (cn,k = 
±1) k = 0, 1,2... arrives at a rate of \!T baud, where T is the time period and is separated into two 
concurrent streams cn,i(t) and cM(t) consisting of even and odd chips respectively as described by 
Pasupathy [13]. The two pulse trains modulate the in-phase and quadrature components of the 
carrier. Summing and discounting phase offsets and path delays, the emulated QPSK signal sn{t) 
for channel n can be written as [13]:
where g„,r e {0..3} corresponding to the four combinations of c„,/(t) and cn,q(t) where r e 
{0..Æ} and R is half the chip sequence length. The received QPSK waveform is subject to 
modulation at the antenna array by the narrowband phase shift resulting from sequential 
switching of the array antenna elements at the pseudo rotation rate o f f&. The Uniform 
Circular Array (UCA) which comprises antenna elements positioned equidistant on the 
periphery of a circle is shown in Figure 4.8.
1 ( 71)
S,t ^  = 7 1 Cn,i ® CO\ 27^ ct + ^  J +
(4.20)
V 4 ;
which can be re-written as:
(4.21)
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Figure 4.8 Illustration of a Four Element Uniform Circular Array (UCA)
Let dm represent the distance from the origin of the array to the RF wave front that passes through 
antenna element m as illustrated in Figure 4.8. Therefore for four elements, dQ is equal to Rcosd, 
d\ is equal to Rcos(n/2-0), d2 is equal to -i?cos#and finally d3 is equal to -Rcos(n/2-0). In general, 
for M  antenna elements:
which reduces to the previous case when M=4 because the cosine function is periodic. It should be 
noted that m is equal to mod(Mfd t, M) such that mod is modal function, when for example M  is 
equal to 4 then m = 0,1, 2, 3, 0,1, 2, 3, 0 ad infinitum for increasing t.
The antenna used was a sequentially switched UCA, known also as a pseudo-Doppler array. The 
receiver connects cyclically to one antenna element at a time, emulating a single rotating antenna. 
Combining equal length feeds from the antenna elements, the Doppler modulated narrowband 
signal s„(t) for channel n now takes the form:
(4.22)
(4.23)
where <j)n is the channel phase shift, 27tdJÀ, is the phase shift due to antenna commutation, X is the 
wavelength, and dm is the propagation path length from the wave front passing through antenna 
element m to the centre of the array. By down-converting and filtering:
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r gn,rx  | 2ndm " 
2 A ^
(4.24)
sn (t) = A cos 27rfIFt + (f)n +
Where f IF was chosen to be equal to the chip rate, 3.84 MHz, and the sample frequency was 
chosen as 10 MHz. The cross correlation profile Pn{0) is given by:
where s(i) is the digitized signal from the Doppler channel, number of samples Z =fsNrotl f A and 6 
is the hypothetical DOA. In this case, f s is the sample rate, f A is the Doppler frequency (array 
pseudo rotation rate) and Nrot is the number of array pseudo rotations.
The local IF oscillator is common to both the Doppler and RAKE receiver channels. Any 
synchronisation errors between the RAKE channel and the Doppler channel result in a DOA 
estimation error. The Doppler frequency period (10"4 s) equates to a single 360° pseudo rotation of 
the antenna array. A 1 ps synchronisation error would therefore result in a 3.6° contribution to the 
total DOA error.
If a single UE is transmitting, a single pseudo rotation of the array may be all that is required. 
However, a more representative scenario involving many concurrent uplinks would require more 
samples to extract the desired signal from the remaining signals. Simulations involved as few as a 
single pseudo rotation of the array for a quick and approximate DOA solution, up to 1000 pseudo 
rotations of the array for a more accurate solution. The length of a single UMTS frame is 10'2 s, 
which equates to 100 pseudo rotations. One thousand pseudo rotations therefore involve the phase 
coherent concatenation of 10 UMTS data frames.
A low frequency, wide bandwidth IF stage is required, which in practice can be realised using 
wide bandwidth operational amplifiers. To prevent spatial aliasing, the antenna array diameter is 
constrained to less than 0.5 A. Because signal distortion and pattern matching of the IF waveform 
is the fundamental mechanism used to determine the DOA, it was found that the performance of 
the DF receiver was not greatly influenced by the number of antenna elements. The angular 
resolution of the simulator was designed to be programmable down to 0.1°.
4.3.3 Evaluation
Simulations were carried out to evaluate the DOA performance of the receiver under various 
conditions. The first set of simulations considered were multipath scenarios where the Line of 
Sight (LOS) signal exists in the presence of a Non Line of Sight (NLOS) signal component. In all 
cases, only a single NLOS component was considered as representative of many real life
(4.25)
76
Chapter 4.Novel Location Finding Techniques for Mobile Radio Networks
scenarios where a dominant reflecting structure exists. A single NLOS component was also 
considered beneficial in understanding the multipath influence on the LOS component. A method 
of drilling down, initially using coarse resolution angular steps, then ever finer resolution steps is 
presented. This is followed by a simulation to demonstrate the accuracy and resolving power of 
the receiver. The tolerance to multipath and DOA accuracy of the receiver is then evaluated by 
varying the NLOS signal attenuation (which is dependent on the material from which the 
reflecting structure is constructed). Finally, the DOA accuracy of the receiver is evaluated in a 
typical UMTS (shared signal space) environment.
4.3.3.1 Multipath Scenario
The first simulation considered a simple multipath scenario. The environment model comprised a 
LOS signal path bearing of 333° and a NLOS signal path bearing of 246°, with the two signals 
having identical received power levels. No prior knowledge of the direction of the LOS or NLOS 
signal paths was assumed. The DF receiver was then tasked to perform a 5° resolution, 360° scan, 
using a single 10ms frame of simulated DPDCH data. The DF receiver, using the available RAKE 
U-TDOA measurement, correctly identified the LOS and NLOS signal paths on bearings of 
approximately 330° (±5°) and 245° (±5°) respectively. A logarithmic display function was used to 
present the results in Figure 4.9.
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Figure 4.9 Low Resolution (5°) Scan
The lower the resolution scan, the sooner the scan completed. The scan clearly indicated the DOA 
of the LOS and the NLOS signal components with accuracy within the bounds of the scan 
resolution.
Further processing was then performed at a medium resolution of 1° between generous error 
bounds of 320° and 340° for the LOS signal (Figure 4.10a) and between 240° to 260° for the
77
Chapter 4.Novel Location Finding Techniques for Mobile Radio Networks
NLOS signal (Figure 4.10b), again using a single frame of data. In this case, a non-logarithmic 
display function was used.
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Figure 4.10a Medium Resolution (1°) Plot (LOS=333°)
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Figure 4.10b Medium Resolution (1°) Plot (NLOS=246°)
The figures demonstrate the process of efficiently drilling down to the DOA accuracy required 
and the clarity of the results achievable with a single 10 ms frame of data.
4.3.3.2 Accuracy and Resolution of the DF Receiver
The second simulation evaluated the accuracy and resolving power of the DF receiver. In this 
simulation, two closely separated signal paths were considered; a LOS signal, on a bearing of
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333°, and a NLOS signal on a bearing of 333.1°. It can be seen in Figure 4.11 that the DF receiver 
successfully resolved the two signals using a single 10 ms data frame, with a maxima at the two 
desired angles.
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Figure 4.11 High Resolution (0.1°) Scan (LOS=333° NLOS=333.1°)
Note that, to be able to resolve multipath signals, the difference in path length is required to be 
greater than the distance travelled during one chip period. There is no such restriction when the 
signals originate from two independent UEs.
4.3.3.3 NLOS DOA Accuracy Subject to Attenuation
The third simulation evaluated the DF receiver performance in scenarios involving common 
building materials and realistic LOS and NLOS path length differences. The simulation included 
NLOS to LOS signal power ratios of -10 dB (Figure 4.12a), -20 dB (Figure 4.12b) and -30 dB 
(Figure 4.12c) using a single 10 ms data frame.
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Figure 4.12a Low Resolution (5°) Scan ( P n l o s / P l o s  = -10 dB LOS=333°, NLOS=246°)
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Figure 4.12b Low Resolution (5°) Scan ( P n l o s / P l o s  = -20 dB LOS -  333°, NLOS = 246°)
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Figure 4.12c Low Resolution (5°) Scan ( P n l o s / P l o s  = -30 dB LOS = 333°, NLOS = 246°) 
The DOA error performance versus relative signal strength versus number o f array rotations is 
shown more comprehensively in Figure 4.13 where one array rotation equates to 0.1 ms of data, 
ten rotations equate to 1 ms of data and 100 rotations equate to a full 10ms frame of DPDCH data.
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Figure 4.13 NLOS DOA Error versus NLOS / LOS Power versus Antenna Array Rotations
Increasing the number of antenna rotations effectively increases the number of data samples over 
which cross-correlation takes place, thereby improving extraction and reducing DOA error of the 
invariably weaker NLOS component from the composite LOS + NLOS signal. On the down side, 
increasing the number of antenna rotations increases the amount of data to be cross-correlated, 
and therefore the computational load.
4.3.3.4 Analysis of Interference in UMTS Environment
The fourth simulation considered a typical UMTS environment, where the received signal 
comprised contributions from the UE of interest as well as a variable number of interfering UEs. 
The interfering UEs were randomly distributed within the angular interval [-180°, 180°] relative to 
the direction of the UE of interest. In addition, received power from all UEs was assumed to be 
well controlled and randomly distributed within the range [-1.5 dB, 1.5 dB] of the UE of interest. 
The chosen performance measure used was Root Mean Squared Error (RMSE), calculated over 
50 independent trials (Figure 4.14). Ideally, a greater number of trials would have been used in a 
Monte Carlo simulation, however, only a Personal Computer was available on which to perform 
the simulations. This resulted in a DOA simulation error of approximately 10%.
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Figure 4.14 Root Mean Square Error (RMSE) versus Switched Array Rotations versus Number of
Interfering Emitters
This showed that for a given number of emitters concurrently transmitting in a cell, the DOA Root 
Mean Square Error (RMSE) can be reduced by increasing the number of pseudo rotations of the 
antenna (effectively increasing the length of data processed). It also showed that the greater the 
number of interfering emitters (actively transmitting handsets), the greater is the DOA RMSE 
error.
The simulations demonstrate the suitability of the proposed DF receiver to location finding using 
DOA and U-TDOA in a 3G network. They do this by firstly evaluating the DOA accuracy and 
resolution of the DF multipath receiver in isolation from any interference. The simulations then 
consider the DOA performance for weak NLOS signals relative to the LOS signal component. 
Finally, the DOA performance within a UMTS environment is determined.
4 .4  C on clu sion s
The innovative ‘Calibrated E-OTD Timing Method’ together with the innovative ‘Improved NTP 
Timing Method’ provides the functionality necessary for the TRACKER VUE network to 
substantially improve in terms of location finding accuracy and cost, on the current TRU Cell ID 
implementation. Current TRU Cell ID has an accuracy of approximately 10 miles. The aim was to 
improve the accuracy to satisfy the FCC E-911 accuracy requirement without modification o f the 
Air Interface.
eLORAN is capable of achieving an accuracy of 8-20 m using an atomically synthesised precise 
waveform. A precisely generated MSK waveform (using GPS as the timebase), and a remotely 
calibrated VLU clock (again using GPS timing as the reference), would therefore be capable of
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meeting the FCC E-911 accuracy requirement, providing timing error is kept below 330 ns 
(equivalent to 100 m). Controlling waveform accuracy would be achievable at the modulation 
frequency using a fast Digital to Analogue (D/A) converter. Reducing the error due to 
measurement noise would be possible by averaging multiple Observed Time Difference (OTD) 
measurements made at the MSK waveform zero crossing points. No change to the Air Interface 
would be necessary, satisfying the hypothesis statement in Section 1.3.
A novel NTP timing filter utilising both the long term stability of the NTP atomic clock and the 
short term stability of the processor clock was presented to minimise downlink timing jitter. This 
benefits the battery life of the VLU due to the reduced period that the receiver is powered up to 
receive the downlink transmission.
A dither based measurement method to enhance Timing Advance (TA) resolution has also been 
presented together with a means by which to reduce the Mobile Station timebase error over the 
enhanced TA measurement period. This is a new method capable of achieving enhanced TA 
resolution and accuracy with the potential to satisfy the FCC E-911 accuracy requirement. Again, 
no changes to the Air Interface would be necessary, satisfying the hypothesis statement in Section 
1.3.
The method could in principle be implemented with only software changes. Only a minor increase 
in Mobile Station power consumption, as a result of increased SCH correlator usage, would result 
during the measurement period. A performance study would require a Monte Carlo simulator - a 
possible area for future research.
This research has also resulted in a novel DS-CDMA DF receiver architecture capable of 
resolving multipath signals to 0.1°, comparable in performance with state of the art methods such 
as MUSIC and ESPRIT. A rapid scan was first performed to find the approximate DO As of the 
LOS and NLOS signal paths using a course angular resolution step. The DOAs were then refined 
using ever smaller angular resolution steps. Accurate NLOS measurements to within a few 
degrees were found to be possible down to -10 dB relative to the LOS signal component and 
useful NLOS measurements were possible down to -30 dB relative to the LOS signal. In addition 
to the LOS and NLOS DOA measurements, U-TDOA measurements were available from the 
RAKE receiver to assist in location finding. The UCA compatible DF receiver requires only two 
RF receivers and was shown to perform well in a UMTS environment. In conclusion, the 
proposed receiver could provide accurate DF and location finding in 3G DS-CDMA networks 
with realistic hardware complexity.
Triangulation of 0.1° accurate DOA measurements that provide a position fix to an accuracy 
specified by FCC E-911 (100 m) would be at an approximate range R of:
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^ 100mx360=57km
2%-xO.l
Given the following typical UMTS cell sizes [55 ]:
(4.26)
Freq(MHz) Urban Cell 
Range (km)
Suburban Cell 
Range (km)
Rural Cell 
Range (km)
900 1.0329 1.697 16.198
1800 0.558 0.918 10.949
2100 0.470 0.772 9.753
Table 4.4: Typical Texagonal Cell Size
The maximum range required for triangulation at 900 MHz is 2 x 16 km i.e. 32 km, which is well 
within the 57 km range of the receiver calculated above. Again, no changes to the Air Interface 
would be necessary, satisfying the hypothesis statement in Section 1.3.
The study intended to investigate the multipath receiver architecture required for compatibility 
with 4th generation mobile radio networks, however, time constraints prevented this from being 
achieved.
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5 Novel Signal Detection and Decoding 
Methods
Location finding within a cellular radio system involves estimating the location of the Mobile 
Station (MS). The MS registers its presence with the network and is allocated a ‘serving cell’ 
which invariably corresponds with the cell of the closest Base Station. For communications 
purposes, the distance from the MS to the closest BS is designed to be within radio range in high 
population areas. In order to determine the location of the MS using the terrestrial cellular 
network, it is necessary for neighbouring Base Stations to detect and decode the signals emanating 
from the MS, not just the Base Station of the serving cell.
Often overlooked, is the increased signal detection and decoding range necessary to triangulate a 
position from three or more Direction of Arrival (DOA) solutions originating from distant Base 
Stations. The following two sections present two novel ways that this can be achieved. The first 
addresses the challenge using a new design of pseudo-Doppler antenna. The second addresses the 
challenge using a new signal processing algorithm.
5.1 Antenna Technology
5.1.1 High Gain Pseudo Doppler Antenna
Cellular networks invariably use directional antennas to both increase received SNR and provide 
coarse angular localisation of the Mobile Station, whilst Doppler antenna arrays typically use low 
gain omni-directional antenna elements. To maintain existing cell sizes and satisfy the Signal to 
Interference and Noise (SINR) requirement, the Doppler array needs to be, not just comparable, 
but provide more gain than current Base Station antennas. This is necessary because of the 
potentially greater signal distance from the Mobile Station to each of the participating Base 
Stations, in order to provide a triangular fix. The additional gain can be realised by using sector 
antennas with narrower horizontal beamwidths. The following describes a novel method by which 
high gain narrow beamwidth sector antennas can be used in a pseudo-Doppler array.
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Figure 5.1 shows a high gain pseudo-Doppler omni-directional circular array. For any array 
element (sector antenna) e.g. A, the figure shows the corresponding antenna beamwidth (in this 
case ‘<a to a>’), also referred to as the ‘look direction’ sector centred on array element A. 
Likewise, antenna beamwidth ‘<b to b>’ is referred to as the ‘look direction’ sector centred on 
array element B.
RF
Figure 5.1 Nine Sector High Gain Pseudo-Doppler Array.
To ensure a minimum of K  Doppler samples per cycle in any 2D direction, the array element 
beamwidth needs to be > 360Æ / M, where M = number of array elements and K> 2 Xo satisfy the 
Nyquist criteria.
For K > 3, the following beamwidths would be required for a given number of array elements M 
as shown in Table 5.1.
M Beamwidth
6 > 180°
8 > 135°
9 > 120°
Table 5.1 Array Element Beamwidth vs Number of Array Elements
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With only a few samples defining a short section of the Doppler waveform, a high order narrow 
bandwidth Doppler filter is essential. For nine identical 120° array elements, A to I (Figure 5.1) 
switching clockwise, three Doppler samples are available for any single RF direction.
As referred to earlier, the antenna array uses the concept of ‘look directions’. This is necessary as 
deaf array elements (those outside the Took direction’ sector) contribute only noise to the Doppler 
waveform. Setting the Doppler filter input to zero during the deaf portion of the antenna 
commutation is akin to the well-known Fast Fourier Transform (FFT) technique of padding time 
series data with zeros to increase frequency resolution [51].
Doppler
Frequency
Antenna
Elements
Figure 5.2 Illustration of the Doppler Waveform
Figure 5.2 shows the Doppler waveform resulting from commutation of the antenna for Took 
direction’ sector %/9 -> 3%/9, indicating that the RF signal direction occurs between A and B 
(where the Doppler signal has a negative gradient and crosses the X axis) as depicted in the array 
geometry (Figure 4.15). Doppler samples would be obtained from array elements A, B & C and 
the input to the Doppler filter set to zero during the remainder of the commutation D, E, F, G, H 
& I .
There are a number of detection / tracking options. In its simplest form using a single Doppler 
filter, signal detection could initiate a Doppler scan in the appropriate Took direction’ sector. 
Should the signal then cross the boundary into an adjacent Took direction’ sector, the Doppler 
scan would follow, the K  Doppler samples shifted by one antenna position.
A more complicated implementation could involve M  Doppler filters (one for each Took 
direction’ sector) sequentially switching the Took direction’ synchronously with the Doppler scan 
(Table 5.2). This would enable parallel tracking of signals that occupy different sectors at the cost 
of additional hardware and or software resources.
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Sufficient additional beam overlap should be provided, to facilitate continuous tracking across 
‘look direction’ sector boundaries.
Active
Array
Element
A B C D E F G H I
Look
Direction
-tc/9 -^7l/9 X X 0 0 0 0 0 0 X
tc/9 -> 3k/9 X X X 0 0 0 0 0 0
3k/9 -> 57t/9 0 X X X 0 0 0 0 0
5k/9 -> ln/9 0 0 X X X 0 0 0 0
7Ti/9 0 0 0 X X X 0 0 0
n ^ ii7 t/9 0 0 0 0 X X X 0 0
1171/9 -> 13ti/9 0 0 0 0 0 X X X 0
137u/9-> 157i/9 0 0 0 0 0 0 X X X
15ti/9-> 177i/9 X 0 0 0 0 0 0 X X
Table 5.2 Omni-directional Coverage using Multiple Doppler Filters
5.1.2 Simulation Results
The simulation model was written in Simulink. The RF front end of the pseudo-Doppler receiver 
was not included in the model, only the IF and subsequent stages, in order to reduce simulation 
time to a practical level. The array element spacing was suitably scaled as a result of this 
normalisation of frequency. Critical to the RMS Error (RMSE) performance of the receiver is the
RMSE =
(5.1)
s t e a d y  s t a t e  where 6 is the mean DOA
Doppler filter, implemented as a 32nd order 10 Hz bandwidth bandpass filter. The performance of 
a wide range of circular antenna array configurations and systems can be evaluated using this 
frequency normalised simulation model.
Using the following array parameters (Table 5.3), where array diameter = M  * X / 16 metres 
(adjacent elements < A/2 apart), Figure 5.4 shows that the RMS error increases as the number of 
array elements are increased.
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Number of Array Elements Element Beamwidth (°)
8 140
16 70
24 50
32 35
Table 5.3 Recommended Element Beamwidths.
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Figure 5.4 RMSE vs. Number of Array Elements
This is because the sampled section of the Doppler waveform becomes increasingly shorter as the 
array element beamwidth decreases, resulting in increased inaccuracy of the reconstructed 
waveform. This will result in a less precise determination of the Doppler frequency shift zero 
crossing point. There is therefore a trade-off between antenna array gain, which is increased by 
increasing the number of ever narrower beamwidth array elements, and the RMS error. Finally, 
because the error is cyclic, DF accuracy would benefit by averaging over the measurement period.
5.2 Decoding Technology
5.2.1 ECC Post Processing Algorithm
The following describes a novel data processing algorithm for improving SNR and hence 
detectable range of a hard decision decoded radio signal. It is applicable to data transmission 
systems that utilise an Error Correcting Code (ECC).
Where uplink transmissions are received at low SNR, which can occur due to extreme range or 
local interference, bit errors may occur which the ECC is designed to detect and if possible 
correct. Typically, depending on the ECC algorithm and length, an ECC is able to detect a
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maximum number of bit errors D, and correct a maximum number of bit errors C, where D>C. 
This algorithm applies to ECCs where D>C, or where greater confidence in correct message 
decoding is required than is available from the ECC check alone.
Bit errors can occur as a result of receiver noise, radio interference, signal distortion or incorrect 
synchronisation between transmitter and receiver. The errors can lead to lost data (drop outs), 
which is relatively easy to detect since expected data is simply not received, or bit inversions (i.e. 
when a logical 0 becomes a l o r  a logical 1 becomes a 0), which is relatively more difficult to 
detect, as the data has been received but it may not be evident that an inversion has occurred.
There are various known mechanisms for dealing with the occurrence of data errors. Invariably, 
ECC is employed, whereby a data packet is encoded with additional ECC bits, before it is 
transmitted. On receiving an encoded data packet, an ECC decoding operation is performed to 
determine if the data is correct or correctable. After the data has been received and decoded 
successfully, the ECC bits can be discarded. There are many well-known forms of ECC, ranging 
from a simple parity bit to highly complex forward error correction (EEC) methods, which can be 
employed to detect and correct data errors. While a parity bit can reliably determine if there is one 
bit error in a data packet, error coding methods can be designed to detect and correct many 
erroneous bits. However, the more powerful an error coding method is, typically, the more ECC 
bits are required and the less efficient -  in terms of data throughput or bandwidth the 
transmissions become.
Another mechanism for dealing with data transmission errors is broadly known as Automatic 
Repeat reQuest (ARQ), whereby a receiver receives a data packet and determines if it is correct, 
for example by using EEC. If the data packet is incorrect, and cannot be corrected using the ECC, 
then the transmitter is requested to re-transmit the data using an ARQ communications protocol. 
Such a mechanism can be repeated until the data has been successfully received.
Depending on the ARQ protocol, re-transmission can be triggered automatically if the transmitter 
does not receive a ‘receipt success’ indication from the receiver or by the receiver transmitting a 
‘retransmit request’ to the transmitter. ARQ typically employs a method whereby a received data 
packet that is incorrect is discarded in favour of a subsequently retransmitted data packet; the 
process repeating until a correct or correctable data packet is received. A modified form of ARQ 
is described in [37]. This paper proposes taking three erroneous instances of the same ARQ 
packet and applying majority voting to each bit-position, resulting in a packet that is sent to a 
decoder to apply ECC.
If the decoder can successfully decode the packet, it is treated as being correct. If the packet is 
still not correct or correctable, the ARQ protocol requests another packet and the voting is 
repeated across the most recent three copies of the packet.
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The method described is capable of recovering corrupt messages through repeat message requests, 
from multiple UEs in a shared signal space environment e.g. UMTS FDD. The method is capable 
of handling repeat messages that are not received sequentially, i.e. relevant repeated corrupted 
messages that are interspersed with other irrelevant messages.
Another application of the method is in simple data communications systems, which typically do 
not accommodate the overhead of an ARQ protocol, and which are adapted to transmit the same 
message repeatedly. Systems which rely on repeated transmission of the same message are often 
associated with emergency beacons or distress signals, for example used in sea or mountain 
rescue or stolen vehicle tracking systems.
Current techniques employing ECC and ARQ, typically discard data packets that cannot be 
immediately recovered. The proposed algorithm however, recognises that data packets which 
cannot be recovered due to bit inversions still contain useful information. For example, if a packet 
has 32-bits and ECC can correct up to three erroneous bits, the ECC would fail if there were four 
or more erroneous bits: however, even with four erroneous bits there would be 28 good bits 
somewhere across the packet. Over time and given that packets are repeated (and received) 
multiple times, it is desirable not to discard erroneous packets and, for example, use a statistical 
averaging technique over multiple uncorrectable packet instances (of the same and different 
packets) to derive correct packets. This is achieved using a dynamic tree data structure that 
considers every incoming packet as a possible match with every previously received packet and 
combinations thereof.
For the purposes of illustration, assume a packet (Packet A) comprises the following 8 bits:
10011010. Assume also that the packet comprises both data and ECC bits and that the ECC bits 
provide the capability to detect up to two bit errors and correct one bit error. Now assume receipt 
of 3 instances of this packet over a noisy channel (Table 5.4).
1st
bit
2nd
bit
3rd
bit
4th
bit
5th
bit
6th
bit
<yth
bit
8th
bit
Error Status
Packet A 1 0 0 1 1 0 1 0 none
1st instance 0 1 0 1 1 0 1 0 bits 1 and 2
2nd instance 1 0 0 1 0 1 1 0 bits 5 and 6
3rd instance 1 0 1 1 1 0 1 1 bits 3 and 8
Table 5.4 Packet A Bit Values
As shown in Table 5.4, bits 1 and 2 of the first received packet instance of Packet A are inverted; 
bits 5 and 6 of the second received packet instance of Packet A are inverted, and bits 3 and 8 of
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the third received packet instance of Packet A are inverted. As stated earlier, the ECC in this 
example can only correct one bit error and therefore would not be able to correct any of these 
packet instances. Hereafter, packet instances that are incorrect and cannot be corrected using the 
available ECC will be referred to as erroneous packet instances.
Assume now that within the same period of time taken for the receiver to receive the three 
erroneous Packet A instances in Table 5.4, two further erroneous packet instances, representing 
two different packets, Packet B and Packet C are received (Table 5.5a).
1st
bit
2nd
bit
3rd
bit
4th
bit
5th
bit
6th
bit
yth
bit
8th
bit
Error Status
1st instance 
(Packet A)
0 1 0 1 1 0 1 0 bits 1 and 2
2nd instance 
(Packet B)
1 1 1 1 0 0 0 0 uncorrectable
3rd instance 
(Packet A)
1 0 0 1 0 1 1 0 bits 5 and 6
4th instance 
(Packet Q
1 0 1 0 1 0 1 0 uncorrectable
5 th instance 
(Packet A)
1 0 1 1 1 0 1 1 bits 3 and 8
Table 5.5a Packets A, B and C Bit Values
The first row represents the first erroneous instance of Packet A\ the second row represents a 
second erroneous instance, but of Packet B\ the third row represents the third erroneous instance, 
which is a second erroneous instance of Packet A; the fourth row represents the fourth erroneous 
instance, but of Packet C; and the fifth row represents the fifth erroneous instance, which is a 
second erroneous instance of Packet A
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1st
bit
2nd
bit
3rd
bit
4th
bit
5th
bit
6th
bit
ytil
bit
8th
bit
Error Status
1st instance 
(Packet A)
-1 1 -1 1 1 -1 1 -1 bits 1 and 2
2nd instance 
(Packet B)
1 1 1 1 -1 -1 -1 -1 uncorrectable
3rd instance 
(Packet A)
1 -1 -1 1 -1 1 1 -1 bits 5 and 6
4th instance 
(Packet Q
1 -1 1 -1 1 -1 1 -1 uncorrectable
5th instance 
(Packet A)
1 -1 1 1 1 -1 1 1 bits 3 and 8
Table 5.5b Recasting of Instance Bit Values
When a packet instance is received, and it is found to be erroneous, it is combined with existing 
stored packet instances. Each of the stored packet instances represents either a previously received 
erroneous packet instance, or the result of a prior combination of one or more previously received 
erroneous packet instances. The result of a combination operation will be referred to herein as an 
erroneous instance combination, or simply an ‘instance combination’, in order to differentiate it 
from a single erroneous packet instance. Table 5.6 shows, for the five packet instances illustrated 
in Table 5.5a, the possible combined erroneous instance combinations (though not the results of 
the combinations themselves).
Instance Instance Combinations
1st i
2“ 2 2,1
3rd 3 3,1 3,2 3,2,1
4th 4 4,1 4,2 4,2,1 4,3 4,3,1 4 J 2 4,3,
2,1
5m 5 5,1 5,2 5,2,1 5,3 5,3,1 5 ,32 5,3,
2,1
5,4 5,4,1 5,4,2 5,4,
2,1
5,4,3 5,4,
3,1
5,4,
3,2
5 ,4 2 ,
2,1
Table 5.6 Instance Combinations
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In particular, each row of Table 5.6 is associated with the receipt of a respective instance of Table 
5.5a, and shows the corresponding combinations that can result after the arrival of that instance. 
For example, ‘3,2,1 ’ in the 4th column of the 3rd row in the body of Table 5.6 (i.e. not counting the 
top row and left hand column as rows and columns in the body of the table) is an instance 
combination representing the combination of the third, second and first erroneous packet 
instances. In effect, the third second and first erroneous packet instances contributed to the 
generation of the instance combination represented by ‘3,2,1’.
By way of further explanation, it will be noted that the entries in the 4th row of Table 5.6 represent 
the 4th packet instance followed by the 4th packet instance combined with every preceding entry in 
the table. The entries in each xth row (at least initially) follow the same general formula (x* 
instance in addition to the Xth instance combined with all previous combinations in the 1st to (x-
l)^rows).
It will be appreciated, generally, and in particular by reference to Table 5.6, that the received 
erroneous instances are combined with other erroneous instances and instance combinations 
irrespective of which packet they relate to. Indeed, the mere fact that a packet instance is 
erroneous -  insofar as it is incorrect and cannot be corrected -  means that it is not always possible 
to determine the origin of any packet and it is not always even possible to determine whether two 
or more instances emanate from the same source and/or whether they even relate to the same 
packet. This is in stark contrast to known ARQ protocols, wherein a transmitter and receiver 
utilising the protocol interact with one another in order to associate an original packet instance 
with any subsequently re-transmitted instances.
Accordingly, the purpose of combining the instances is, in effect, to perform an averaging 
function on, or derive a weighting for each bit in, a resulting instance representation. Over time, 
and as bit errors in any instance are expected to occur randomly, performing an averaging or 
weighting operation over two or more erroneous instances of the same packet is expected to 
approach a correct (or correctable) instance. In contrast, when one or more of the instances in a 
combination relate to different packets, performing an averaging or weighting operation is 
expected not to, or at the very least take longer (in terms of having to wait for the arrival of 
additional instances of the same packet) to, approach a correct (or correctable) instance.
In order to simplify the weighting operation, in particular by maintaining integer (rather than 
fractional) arithmetic, a practical approach is to replace zero bit values in an erroneous received 
packet instance by -1; whereby Table 5.5a can be simply re-written as Table 5.5b. Then, a first 
combining step involves adding or accumulating the instances in a bit-wise fashion, such that, for 
example, the accumulation of instance 2 and instance 1 of Table 5.5b becomes:
2 0 0 2 0 2 0-20- 2 (accumulated instances 1 and 2).
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As will be appreciated, given a change of each incoming 0 to -1, a value of 0 in an accumulated 
instance implies that there have been an equal number of received Is and Os, which would not 
with any degree of confidence provide an indication of what the bit value should be. In contrast, 
any value other than 0 provides not only an indication of what the bit value could be (values >0 
implying a 1 and values <0 implying a 0) but also a degree of confidence in that indication. For 
example, if after five erroneous instances are accumulated one bit location has the value 5 or -5, 
this would mean that all instances share the same bit value in the respective location, providing a 
relatively high degree of confidence that the bit value is 1 or 0 respectively. In contrast, a bit 
location having a value of 1 or -1 after accumulating five instances would mean that three of the 
five instances share the same bit value but that the other two instances had the opposite value. 
Hence, there would be a relatively low degree of confidence (i.e. 3/5 or 0.6) in the bit value being 
a 1 or 0 respectively.
Alternatively, as will be described, a threshold may be set, such that the accumulated result must 
be higher (or lower) than the threshold before it is deemed to have a sufficient degree of 
confidence. For example, the confidence level may need to be >0.6 (or even more, for example 
>0.8) before the respective combination is taken to be an acceptable indication of the bit value.
It will by now be apparent that the correct bit values for the original packet instance could be 
derived by accumulating instances 1, 3 and 5 of the Table 5.5b. This accumulation is represented 
in the 5th row and 6th column of the body of Table 5.6: the accumulation resulting in the bit 
pattern:
I - 1 - 13  1-13-1 (accumulated instances 1, 3 and 5).
If it is assumed that any non-zero value can be determinative of an actual value, wherein a 
positive integer equates to a 1 and a negative integer equates to a 0, it will be appreciated that 
accumulated instances 1, 3 and 5 can be recast as:
1 0 0 1 1 0 1 0  (recast accumulated instances 1, 3 and 5),
which is a correct representation of the original packet. In other words, the packet would be 
correctly decoded using the applied ECC.
In contrast, an accumulation of the first three instances in the table in Table 5.5b results in:
I I - 1 3 - 1 - 1 1 - 3  (accumulated instances 1,2 and 3), which can be recast as:
1 1 0 1 0 0 1 0  (recast accumulated instances 1, 2 and 3).
As can be seen by comparison to Packet A, bits 2 and 5 of recast accumulated instances 1, 2 and 3 
are incorrect. Insofar as the ECC in Packet A can only correct one bit error, this combined 
instance would remain as an erroneous instance.
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The final step is to translate the numerical values to a logical 1, if a positive value, and a logical 0, 
if a negative value. The resulting SNR benefit does not require any changes to the air interface 
data format, ECC code, structure or length. It is a method by which the SNR of the receiver may 
be improved by several dBs.
Given the practical limitation on memory capacity, control of the growth of the tree is necessary. 
This may take the form of a temporal filter when the approximate time of the message response is 
known. It may also take the form of pre-matching the bit pattern, whereby only messages that 
agree with at least n out of N  bits are considered as candidates to be added to the tree to 
distinguish different message types. Collapsing relevant parts of the tree when a message has been 
extracted is yet another way to control the growth of the tree. Techniques such as these would 
help prevent irrelevant messages from cluttering up the tree unnecessarily.
The method was successfully simulated and tested using C#.
5.3 Conclusions
Pseudo-Doppler DF traditionally uses low gain omni-directional array elements, unsuitable for 
long range direction finding in cellular networks. This research has addressed this shortcoming 
and presents a new high gain pseudo-Doppler omni-directional antenna array using multiple 
sector antennas, which is capable, not only of matching the gain of a typical cellular network 
sector antenna, but of providing the additional gain necessary to reach deep into neighbouring 
cells. This is essential if location finding using triangulation is to be employed without increasing 
transmission power and demand on the battery.
This array enables pseudo-Doppler DF systems to compete favourably with DF techniques such 
as MUSIC and ESPRIT when computational load and complexity of front end hardware are an 
issue. One constraint to be taken into account is the distance between adjacent array elements, 
which needs to be less than Vi wavelength to prevent phase ambiguities. The close proximity of 
array elements with each other gives rise to mutual coupling, which, depending on the DOA 
accuracy required, may need to be compensated.
The proposed ECC post processing technique was found to be a powerful approach to extending 
the range, or improving the reliability, of a communications link. It was particularly attractive 
because no changes to the Air Interface protocols were required, apart from sufficient bandwidth 
to allow the message to be repeated. The achievable performance was limited by the maximum 
size of the tree data structure which had implications on size of memory and computational load. 
The size of the tree could, however, be satisfactorily managed by pre-filtering, to exclude
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obviously irrelevant packets (e.g. too many bits in error), unlikely packets (wrong indicated 
message type) and temporal filtering (when prior knowledge of the relevant inter-message period 
is known). On deciding valid message associations, it was possible to collapse the tree by 
removing the corresponding messages and dependencies from all other branches. This is an area 
that requires future research and modelling.
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Chapter 6
6 Conclusions, Critical Assessment and 
Future Work
6.1 Conclusions
The scope of the research was broad in nature, and addressed issues in 1st, 2nd and 3rd generation 
cellular network systems. Research identified six new methods; two papers were published and 
two patents filed. A further paper is to be published shortly.
The TRACKER (1st generation) system was included to address issues relevant to the author’s 
employer, TRACKER Network (UK) Ltd. Second generation systems are still in use and will 
continue to play an important part in mobile networks worldwide for many years to come. Third 
generation systems are current and play an important role in supporting smartphones. It is not 
possible to say which of the novel inventions is the most significant.
In the case of TRACKER, cost of development and deployment is important, therefore continuing 
to be able to utilise much of the current network is a key benefit. Legacy Vehicle Location Units 
(VLUs) will continue to operate for many years and must continue to be supported. The novel 
concept of the Tower Timing Unit (TTU), with its means of remotely calibrating the VLU clock 
to provide the accurate timing required for Enhanced Observed Time Difference (E-OTD), was a 
significant development beyond the functionality of the Location Measurement Unit (LMU) 
found in 2G networks (which use synchronised Base Station / Mobile Station clocks). A further 
novel invention was the Network Time Protocol (NT?) Timing Filter, which uses the processor 
clock for short term stability, and NTP atomic clocks for long term stability, resulting in 
significantly reduced Base Station timing jitter when NTP, over General Packet Radio Service 
(GPRS), is used as the timing source.
In the case of 2G networks, Enhanced Timing Advance (ETA) was proposed for improving the 
accuracy and resolution of Timing Advance (TA). It is particularly attractive in that its 
implementation would require only software changes.
In the case of 3G networks, a pseudo-Doppler technique compatible with Direct Sequence Code 
Division Multiple Access (DS-CDMA) was devised, capable of high resolution multi-path and
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multi-emitter discrimination. This competes favourably with the DS-CDMA Multiple Signal 
Classification (MUSIC) method and the Estimation of Signal Parameters via Rotational 
Invariance Technique (ESPRIT) method, and benefits from requiring only two Radio Frequency 
(RF) receivers.
Lastly, the research addressed the difficult and often overlooked problem of network coverage. 
Location finding in a cellular network requires DF solutions from three or more Base Stations, i.e. 
an increase in signal detection range beyond that necessary for communication only. Two 
solutions were proposed, the first being a high gain pseudo-Doppler antenna, the second being a 
method to increase processing gain in Error Correcting Code (ECC) coded packets, where the 
packet could be re-transmitted. The key attribute of the method being, rather than discarding an 
erroneous packet, it recognises that some useful information still exists within the packet, and 
therefore can be combined with other erroneous packets to result in a correct packet.
Finally, the research tested the hypothesis: “Through detailed research, the positional accuracy o f 
relevant location finding techniques applicable to 1st, 2nd, and S'd generation cellular mobile radio 
networks could be incrementally improved to satisfy FCC E-911 accuracy requirements without 
necessitating changes to the Air Interface”. Literature reviews and subsequent research upheld the 
hypothesis i.e. it could not be disproved. Whether the hypothesis can be extended to 4th and 5th 
generation networks, remains to be seen?
6.2 Critical Assessment of Own Achievements
This section firstly critically assesses the approach to the research. This is followed by a critical 
assessment of the novel technologies developed.
6.2.1 Critical Assessment of the Approach to the Research
This section is a critical assessment of my approach to carrying out the research and how the 
approach could have been improved.
Early research into location finding within the TRACKER Network was necessary and will 
potentially benefit TRACKER who sponsored of the research. However, it would have been very 
pertinent to address 4th generation networks in the study because the research would have 
contributed to the very latest and now available cellular radio technology. However, for the reason 
given above, this was not possible early in the study. This will now be an area for possible future 
study.
On reflection, the concept of the Tower Timing Unit (TTU) came about having carried out a less 
than complete literature review of GSM networks. The concept of the Location Management Unit
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(LMU) component of the TTU was believed to be novel at the time, however, it was subsequently 
found that the LMU had already been invented and implemented in GSM networks. The novel 
aspect of the TTU that remains is the method provided for remote calibration of the VLU clock. 
This came about because of limited access to the IEEE XPLORE Digital Library, not realising 
that free on-line access to XPLORE was available through the University library.
It was also apparent that some papers were not written as well as others and reading more than 
one paper on a subject was sometimes found to be necessary. An example of this was Roy and 
Kailath’s paper on ESPRIT [21], which was read and reported on in this thesis, requiring 
assistance from Chapter 2.3.3 of the book ‘Position Location Techniques and Applications’ [57] 
to fully understand the mathematics.
The benefit of having looked at several generations of cellular radio networks is the evidence the 
study provided that location finding is still a fertile research area, however, Personal Computer 
(PC) computational performance constrained the amount of computer modelling that was possible 
in the time available. Many research areas requiring Monte Carlo simulations could not be 
pursued due to time available to perform the computations on the Personal Computer available. 
Some of these research areas are mentioned in Section 6.3 on Future Work.
The reader is reminded that the research spanned five years, during which time technology 
continued to progress. Global Positioning System (GPS) engines for example, have in recent years 
become smaller, lower in power consumption, and faster in the time to a first fix. GPS is an 
increasingly attractive location finding technology in many applications, including stolen vehicle 
recovery systems and smartphones. Whether Global Navigation Satellite System (GNSS) 
technology will continue to improve, particularly in respect to power consumption and Inertial 
Navigation System (INS) integration, remains to be seen.
6.2.2 Critical Assessment of the Novel Techniques Discovered
This section is a critical assessment of what I have discovered.
The ‘Calibrated E-OTD Method’ builds on the Global System for Mobile Communications 
(GSM) E-OTD concept using a Location Management Unit (LMU) to compensate for the lack of 
time synchronisation between the Towers. The Tower Timing Unit (TTU) performs a similar 
function to the LMU used in GSM Networks, but in addition, includes a method of remote 
calibration of the VLU clock frequency. The VLU processes the composite received signal. It is 
not capable of processing individual multipath signals.
100
Chapter 6. Conclusions, Critical Assessment and Future Work
It was also argued that using a precisely synthesised MSK waveform, E-911 accuracy would be 
achievable providing the zero crossings of the MSK waveform at VHF could be determined to 
better than 330 ns (equivalent to 100 m). This needs to be experimentally demonstrated.
This technology would allow removal of the majority of the existing 450 TRUs, and replaced with 
10 to 20 TTUs (one TTU located at a Tower could service many surrounding Towers). This 
would realise a significant cost saving.
The ‘High Gain Pseudo-Doppler Antenna’ is an omni-directional high gain antenna that operates 
on the pseudo-Doppler principle. It enables low level signals originating in a distant cell to be 
detected and localised using triangulation. Accurate positioning of the sector antennas would be 
critical to realise accurate Direction Finding (DF).
‘Enhanced Timing Advance for TDM Cellular Radio Systems’ is a low cost method by which to 
increase accuracy and resolution of the range estimate utilising the current Timing Advance 
mechanism. It could be retrofitted to GSM Networks relatively easily, requiring only a small 
software change at both the Base Station and the Mobile Station. Enhanced Timing Advance 
(ETA) is only carried out on demand; the network reverts to standard Timing Advance (TA) for 
slot alignment only. ETA involves multiple measurement cycles to achieve a range solution and is 
therefore better suited to stationary or slowly moving Mobile Stations. Again, it processes the 
composite signal and is unsuited to processing individual multi-path signals.
‘Pseudo-Doppler Direction Finding in a DS-CDMA Network’ is a multi-path, multi-emitter DS- 
CDMA receiver capable of high resolution direction finding, comparable in DF performance with 
that achievable by MUSIC and ESPRIT. It is capable of finding the direction of very weak multi- 
path signals in the presence of much stronger signals. The weaker the signal, the higher is the 
resulting computational load. The receiver design requires the RAKE and Doppler channels to be 
accurately phase aligned. It is possibly the first application of a pseudo-Doppler antenna for 
receiving DS-CDMA signals. No publications describing the marriage of these two technologies 
could be found in the literature review.
‘ECC Post Processing Algorithm’ patented with the title ‘Data Receiver’ is an algorithm capable 
of recovering erroneous received packets of data from multiple transmissions of error correction 
coded data. No changes to the data protocol are necessary. The algorithm can therefore be applied 
to existing radio systems where repetitive transmissions exist (e.g. the TRACKER Network), or 
can be requested (e.g. Automatic Repeat Request (ARQ)). The algorithm is based upon a message 
tree data structure which exhibits an exponential increase in computing load as the number of 
outstanding messages increase. This requires the computer to have a large memory, although the 
amount of memory can be carefully controlled using memory management algorithms and trading
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off processing power. The benefit of this technique is that no hardware changes are required -  it 
can all be carried out in software.
‘Improved NTP’ is a Tower synchronisation technique that ensures transmission slots do not 
overlap by disciplining the jitter of NTP timing signals transmitted over a dynamically changing 
data communication channel such as General Packet Radio Service (GPRS). It combines the short 
term stability of a temperature controlled crystal on the main processor board with the long term 
stability of Caesium atomic clocks. Again, the benefit of this technique is that no hardware 
changes are required - it requires a software change only.
The research, which began five years ago, considered 1G, 2G and 3G networks. Although 
research into 4G networks became popular amongst researches during the latter phases of the 
research program, due to time constraints, research into 4G could not be accommodated. It was 
therefore decided to delay research into 4G until a later date.
6.3 Future Work
The following is a list of suggested follow-on research work which could not be completed as part 
of the current study due to time constraints.
1) Determination of the timing accuracy that can be achieved using the zero crossing of 
Minimum Shift Keying (MSK) over Very High Frequency (VHF) for the 1G TRACKER 
Network..
2) Development of a Monte Carlo ‘Calibrated E-OTD’ simulation model for the 1G TRACKER 
Network. The objective would be to evaluate the performance at extreme range (i.e. at low 
Signal to Noise Ratio (SNR) levels).
3) Development of a Monte Carlo ‘Enhanced Timing Advance’ simulation model for 2G 
networks. The simulation model would be used to assess the dynamic behaviour of the ETA 
loop and its performance when the Mobile Station is moving.
4) Evaluation of the combined performance of ‘Multipath DOA Receiver for DS-CDMA’ and 
‘High Gain pseudo-Doppler Antenna’ for long range Direction of Arrival (DOA) in a 3G 
network. The simulation model would comprise the Receiver Simulation Model and the 
Antenna Simulation Model to assess the compatibility of the two technologies.
5) Development of an algorithm to control dynamically the growth of the ‘ECC Post Processing’ 
tree structure of instances and instance combinations. Evaluate the performance of temporal 
pre-filtering, instance pattern matching, and dynamically growing and collapsing the tree to 
assess the computational resources required.
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6) Development of an ‘ECC Post Processing’ simulation program for performance evaluation in 
both 3G and 4G environments, and evaluate its performance in terms of increased MS range, 
using both simulated and real data.
7) Evaluation of the potential application of Pseudo-Doppler Direction Finding in a 4G network. 
Investigate the changes required to the receiver architecture and signal processing to 
accommodate Orthogonal Frequency-Division Multiplexing (OFDM).
8) Development of a Ray-Path model based upon geographical location and orientation of 
buildings to aid pinpointing the location of the User Equipment (UE) using multipath DOA 
measurements.
9) Development of a data fusion algorithm for optimally combining DOA, Timing Advance 
(TA) and Enhanced Observed Time Difference (E-OTD) data.
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