Abstract
Introduction
Wireless sensor networks are ad hoc networks composed of a large number of small nodes. Such networks are typically used for monitoring and surveillance functions. Once an "event" has occurred, the node needs to transmit some data collected from the event to a base station using a multihop path. Hence, one of the most fundamental functionalities of the network is to maintain its full connectivity. The sensor nodes in wireless sensor networks have a limited energy supply that usually cannot be renewed. Thus, the lifetime of a network is constrained by the amount of energy that is spent by the senor nodes in performing their operation of sensing, processing, and transmitting data to the control centers. Furthermore, the power consumption in sensor nodes is dominated by the radio transmission/reception circuitry. The power propagation models described in [9] imply that when the distance increases the power required to cover the distance increases dramatically. If there are two transmit power levels available for nodes to make the network connected, the higher power level used to connect the nodes far away is much larger than the lower power level that is used to connect the nodes in the neighborhood. Hence, the dual power management must be done to minimize the total number of nodes assigned high-power transmission. There has been much research related with our problem.
In traditional wireless protocol, the Distributed Control Function (DCF) defined in IEEE 802.11 [1] , each node intends to use the same power level for transmission. Obviously, how to choose the common power level impacts the lifetime of the entire wireless networks. The common power level decision impacts the lifetime of the network but also the capacity of the network [3] . A type of problems arises here is called the power control problem, and the power control aims at choosing the transmit power to reduce the power consumption. In [7] , a network layer protocol called COMPOW was proposed in which all the nodes eventually transmit at a common power level, which is lowest to connect the network. In [8] and [2] , authors in addition focused on controlling the degrees of the nodes to save the power. Some researchers consider the power control in MAC layer as well. In [6] , authors proposed a power controlled dual channel (PCDC) protocol which works on the MAC layer to allow each node to adjust its transmit power level. From another view of point, a clustering approach is proposed [5] where several transmit power levels are available at each node and the network is divided into several clusters.
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Figure 1. Clusters with high-and low-power nodes
In Figure 1 , the nodes are grouped into two clusters A and B. The nodes within each cluster are apparently closer to the nodes in the same cluster than those in different clusters. Thus, it is a waste of power to force all the nodes to transmit at the same power level that is at least able to cover the distance between the nodes in different clusters. Clustering is the idea that for those nodes close to each other, i.e., in a cluster, they can transmit at relatively lower power level and each cluster has at least one node that are capable of transmitting at higher power level to connect to different clusters. Thus, in Figure 1 , a lower transmit power level is chosen for the communications within the cluster A or B, and a higher transmit power level is used for the communications between the cluster A and B. In [10], nodes are grouped into two categories: high-power (HP) nodes and low-power (LP) nodes, and the assignment is done to minimize the overall power while maintaining the full connectivity of the network. This is the same problem that we consider in this paper, but only simple heuristics are proposed in [10] .
In this paper, we focus on a theoretical analysis of the problem. Using a graph-theoretic approach, our problem is formulated as a "minimum subgraph" problem. In Section 2, the network model considered in our problem is discussed, and a problem formulation is given. In Section 3, we show the NP-completeness of the problem, and lower and upper bounds of the optimal solution are given in Section 4. A near-optimal heuristic is presented in Section 5 followed by simulation results in Section 6. The paper concludes in Section 7.
Network Model and Problem Formulation
We assume that N nodes are placed in a sensor field and the location of each node is given as a x − y coordinate. We do not consider the mobility of nodes. Two power levels are given: P H and P L . The transmission ranges using the high-and low-power radios are denoted by r H and r L , respectively, where r L < r H . It is assumed that the network is fully connected if each node is assigned the high-power; hence, a feasible solution always exists.
Suppose each node v has been assigned high-or lowpower. Then, a directed graph G = (V, E) is constructed as follows. The vertex set V represents the N sensor nodes and the edge set E is defined such that a directed edge (u, v) ∈ E if and only if the distance from u to v is no larger than r L (or r H ) if u is assigned the low-power (or high-power). A directed graph G is called strongly connected if and only if there exists a directed path from an arbitrary node to an arbitrary node in G. We refer a fully connected graph to a strongly connected graph, and these two terminologies are interchangeably used in this paper.
In order to minimize the overall power consumption in the network as much as possible, the overall transmit power used by all the N nodes should be as little as possible. Therefore, our problem is to assign each node a power level P H or P L such that the summation of the assigned power to each node is minimum while maintaining the full connectivity of the network. We call this a Dual Power Management Problem (DPMP) which is formally defined as follows.
Dual Problem Management Problem (DPMP)
Instance: A set {(x i , y i )|1 ≤ i ≤ N } of the x − y coordinates of the N nodes; two transmit power levels P H and P L ; r H ∈ R + represents the transmission range using P H and r L ∈ R + represents the transmission range using P L . Objective: To assign a power level to each node, A : V → {P H , P L }, such that the corresponding directed graph G = (V, E) is strongly connected, and v∈V A(v) is minimized.
Before we consider any optimal solution to the DPMP, we first establish a condition for a feasible solution to exist.
denote the smallest value such that a minimum spanning tree T exists over the N nodes where
, where E(T ) denotes the edge set of T .
Lemma 1 A feasible solution to the DPMP exists if and only if r
into two components, A and B. From the well-known Kruskals' minimum spanning tree algorithm [4] , it is noted that dist(i, j) ≥ dist(u, v) for any i ∈ A and j ∈ B, i.e. edge (u, v) is one of the minimum weighted edges between components A and B.
Suppose there exists a solution to the DPMP and r H < dist(i 0 , j 0 ), i.e., the corresponding digraph G is strongly connected. There then exists a directed edge (a, (u, v) , which contradicts that edge (u, v) is one of the minimum weighted edges between components A and B.
Conversely, assume that r H ≥ dist(i 0 , j 0 ), and assign all the nodes high-power inducing a directed graph G . For all (i, j) ∈ E(T ), draw a directed edge from node i to node j and a directed edge from j to i so that we construct a directed graph T on T . It is then noted that T is strongly connected.
and T is a subgraph of G , G must be strongly connected as well. Hence, assigning all the nodes high-power is a feasible solution to DPMP. This completes the proof.
NP-Completeness of DPMP
In this section, we show a polynomial time transformation from a known NP-complete problem, namely the vertex cover problem, to a decision version of the DPMP called the D-DPMP.
Vertex Cover Problem:
A vertex cover of an undirected graph G = (V, E) is a subset S of V such that for every edge e ∈ E, at least one end point of e is contained in S. The goal of vertex cover problem is to find a vertex cover with the minimum size, i.e., the minimum number of nodes. INSTANCE: Given a graph G = (V, E) and an positive integer k.
QUESTION: Does G have a vertex cover of size ≤ k?
Given an arbitrary graph G = (V, E) and an integer k, we will transform G to an instance to the DPMP: a set T of x − y coordinates of N nodes, r H and r L , and an integer c, such that G has a vertex cover of size k if and only if there is a feasible solution to the DPMP with the number of highpower nodes being no more than c. (The actual value of c will be discussed later.)
For each vertex u in G, there is a corresponding component C u in T called a vertex component that may include more than one node. For each edge e in G, there is a corresponding component C e in T called an edge component that may include more than one node as well. Any directed edge discussed below corresponds to the transmission using the high-power transmission.
There is a directed edge from component C u to component C e in T if and only if the corresponding node u ∈ G is incident with corresponding edge e ∈ G. In T , a vertex component may be connected to several edge components depending on the degree of of the corresponding node in G. If the vertex component is connected to several edge components, it represents that there is a common node inside the vertex component and this node can reach one node in each adjacent edge components using all high-power transmission. Initially, a directed bipartite graph for T is constructed from G as shown in Figure 2 . 
Figure 2. Initial transformation from vertex cover problem to DPMP
The directed edge from the a vertex component to an edge component means there is a node in the edge component falling into the high-power transmission range of a node in the node component. In addition to this initial construction, there is a component called top component which is shown in Figure 3 as t. Here, we assume that t can reach one node in each vertex component using the high-power transmission. See 
The Figure 4 shows the final T after the transformation discussed above. It is recalled that all the directed edges correspond to the high-power transmission, and all nodes inside each components are connected through low-power transmission. It is easy to see that the procedure of transformation can be completed with polynomial time. We next proceed to prove the correctness of our transformation. Suppose there is a vertex cover S in G with |S| ≤ k. We then assign high-power to the node in the top component so that it can reach all the vertex components. For each vertex v i in S of G, we find its corresponding vertex in the edge component C vi in T . By assigning this node high-power that is connected to one or more edge components, we set up a communication path from the vertex component to its adjacent edge components. For instance, in the given case in Figure 2 , a vertex cover set is {v 2 , v 4 }. In T , we assign high-power to nodes in component C v2 and C v4 such that all the edge components can be reached from one or more assigned high-power nodes. Note that except the vertex components and the top component, all the other components have only one outgoing edge, which means we have to assign one high-power node in each of these components to connect their downstream components. And for each vertex component, we have to assign one high-power node to reach their corresponding nearby components. Thus, for each vertex component corresponding to a node in vertex cover, we assign one node to connect the edge component and an additional high-power node to connect the nearby component. For the rest of vertex components whose corresponding vertices are not in the vertex cover S of G, we only assign a high-power node to connect its corresponding nearby component. So the total number of high-power nodes is N high = number of components in T + the size of S.
Note that the number of components in T should be determined based on the layout of each nodes in a 2-dimensional space, and we do not give details here due to the limit of space. The detailed layout including the discussion of avoiding the interference between the nodes on different edges will be discussed in a full-version paper.
Conversely, suppose there exists a power assignment to nodes in T with the N high = c, where c is defined as in the previous paragraph. Similarly to the above discussion, all the components except for the vertex components and the top component have only one outgoing edge; thus, only one high-power node in each component suffices to connect their downstream components. In the top component, the high-power has to be assigned to the node that reach all the vertex components. For each vertex component to reach its corresponding nearby components, the high-power has to be assigned to one node in each vertex component. So far, communication paths between the vertex components and the edge components have not been set up. To make the T strongly connected, each edge component must be connected to a vertex component. Thus the set of vertex components that include high-power nodes corresponds to a vertex cover set in G. The selected vertex components that are responsible for connecting the edge components have two assigned high-power nodes, one to connect the nearby component and one to connect the adjacent edge components. All other components have only one high-power node. Thus the corresponding vertex cover of G has size c -the number of components in T . This completes the proof.
Upper and lower bounds on optimal solution
Since the DPMP is shown to be NP-complete, we proceed in this section to establish an upper and a lower bound on the optimal solution.
Initially, we assign low-power to all of the N nodes. We then observe that u can reach v using low-power if and only if v can reach u using low-power as well. Without loss of generality that the resulting directed graph is not strongly connected. Actually, the resulting graph has multiple components, and we let K denote the number of components. The following results is then established.
Theorem 1 The optimal number of high-power nodes
Proof: It is clear that each component must have at least one high-power node which establishes a lower bound, O ≥ K.
To prove the upper bound, we construct a virtual undirected graph G such that G has K vertices C 1 , · · · , C K and the edge set E is defined as follows. There exists an edge (C i , C j ) if and only if there exists a pair of nodes u ∈ C i and v ∈ C j such that u (v) can reach v (u) using high-power transmission at u (v). We note that G must be connected as a sinlge component as otherwise, no feasible solution exists. Now, let T be an arbitrary spanning tree of G , and we construct a set of high-power nodes as follows. For each edge (C i , C j ) ∈ T , pick an arbitrary node u ∈ C i and an arbitrary node v ∈ C j , and assign high-power to both u and v. Repeat this process for each edge in T . Then, the resulting set of high-power nodes clearly provides a feasible solution to the DPMP, and the number of high-power nodes is at most 2(K − 1). This establishes the desired upper bound on the optimal solution which completes the proof of the theorem.
For the optimal power assignment of the DPMP, the number of high-power nodes N H should be within the range that K ≤ N H ≤ 2(K − 1). Therefore, we have
are lower and upper bounds on the overall optimal power, where K is the number of components as defined earlier.
A near-optimal heuristic algorithm
In the previous sections, we showed that the DPMP is NP-complete and established a lower and upper bounds on the optimal solution. In this section, we present a nearoptimal heuristic algorithm. The performance of our heuristic algorithm is analyzed using simulation in the following section.
Our heuristic algorithm is based on the procedure that constructs the virtual graph discussed in Section 4. Initially, by restricting all the nodes to transmit at P L , the N nodes are grouped into several components and each component contains one or more nodes. We construct a virtual graph G using these components. If any one node of a component C i can reach any node of component C j using the P H , we draw an undirected virtual edge between component C i and C j . From the assumption that if every node can transmit at P H the network is connected, we know that G must be connected. Choose an arbitrary spanning tree of the virtual graph, denoted by T . Consider the leaf components of T first, assign a high-power node in the leaf component by assigning a high-power node in its corresponding internal component in order to make the leaf component and the internal component can reach each other. When assigning the high-power nodes in the internal components, we first consider nodes that have already been assigned high power previously. If we can find such assigned high-power node in the internal component that can reach the leaf component being considered, we would prevent assigning an extra high-power node. Delete the leaf component from the virtual graph, and repeat the above process. To make the number of high-power nodes as few as possible, in each considering, those nodes that have already assigned P H always have higher priority than those not assigned P H . Let M denote the set of high-power nodes. Initially, M is empty. The detailed description of our algorithm is given below.
A Heuristic algorithm for DPMP
1: Divide the network into several components by restricting every node to transmit at P L 2: Construct a virtual graph G on the components 3: Choose a spanning tree T of G in terms of components 4: M ← φ 5: Choose a leaf component C u of T and its corresponding internal component C v . 6: Consider all the pair of assigned high-power nodes i and j in C u and C v respectively. If i and j can reach each other with P H . Go to step 8. 7: If a pair of nodes i and j in C u and C v respectively can reach each other with P H , assign this pair of nodes P H . M ← i, M ← j. 8: Delete the component C u from the T 9: While T has more than one components left, go back to step 5.
Note that for each pair of leaf component and its corresponding internal component, we have assigned at most two high-power nodes. Hence, our heuristic algorithm assigns at most 2K high-power nodes, where K denote the number of components defined as before.
Experimental Results
We have implemented the heuristic algorithm presented in Section 5 and performed simulations on different network sizes: N = 100, 50, 30, 20. The different networks that have different sizes are deployed on the same plane of size 1000 × 1000. Nodes in the network are deployed according to a spatial Poisson distribution on this plane. Given the deployment of the nodes, an interesting issue is how to select the P H and P L , i.e., r H and r L . Based on the lower bound shown in Lemma 1, we have calculated the minimum P H that can make the induced graph strongly connected when every node transmits at P H .
Given the network with N nodes, we make a complete graph G. There is a weight associated with each edge, which represents the actual distance between the two nodes. We then construct a minimum spanning tree T of G using the Prim's algorithm. Thus, the T has N − 1 edges. Among these N − 1 edges, we choose the maximum weighted edge. The minimum P H is the power whose corresponding transmission range is equal to the weight of this edge. It is not difficult to show that the r H calculated in this way is the minimum high power level to make the network fully connected. In each simulation, we calculate the minimum r H after the deployment of N nodes. Given the value r H , we vary the value of r L from 5% of r H to 80%. Each simulation runs 50 times and the average value is obtained. Figures 5, 6, 7, and 8, respectively, show the result when the network size is 100, 50, 30, and 20. The simulation results for different network sizes depict a similar feature. When the r L is close to zero percentage of r H , the number of components is close to the total number of nodes as most components contain only one node; hence, the number of high-power nodes is close to the total number of nodes. This result implies that if r L is too little compared to the r H , each node can hardly reach any other node using low-power only. Consequently, it requires almost all the nodes to transmit at the high-power level. On the contrary, if r L is close to the r H , for example 80% of r H , the number of components is close to one, hence the number of high-power nodes is close to one as well. However, if the gap between the r H and r L is not large enough, we spend too much power on P L and we lose the motivation to use dual transmit power levels.
We have also considered a specific application scenario in which the sensor field is divided into equal sized regions, and each local region has at least one sensor node. In our simulation, we divided the original plane into 100 small regions and each region has at least 2 where 300 nodes in total are placed in the sensor field. Figure 9 shows results of this case. No significant difference is observed implying that a random, yet simpler, deployment would perform as well.
Note that the number of components shown in each figure is a lower bound on the optimal solution as discussed in Theorem 1. 
Conclusion
In order to reduce the power consumption in wireless sensor networks, we would like to group the nodes into several clusters (components). In each cluster, the node can communicate with each other using relatively lower-power transmission level. To guarantee the communications between different clusters, each cluster has to have at least one node that transmits at relatively higher power level. Given the two levels of transmit power, we have considered the problem of determining high-power nodes and low-power nodes so that the number of high-power nodes is minimized while maintaining the full connectivity of the induced directed graph. We called the problem a DPMP.
We showed the NP-completeness of the DPMP, established a lower and an upper bound of the optimal solution to the DPMP, developed a near-optimal heuristic algorithm, and presented simulation results to analyze the performance of our heuristic algorithm.
For the future work, we plan to develop a distributed version of our heuristic algorithm. Another interesting research direction is to consider network reconfiguration, i.e., reallocate high-and low-power nodes after a certain periods of time to maximize the network lifetime. It would be also interesting to investigate the feasibility and complexity when more than two power levels are introduced, in particular, when the power management is dynamically done. 
