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We build exactly solvable lattice Hamiltonians for fermionic symmetry-protected topological (SPT) phases in
(3 + 1)D classified by group supercohomology. A central benefit of our construction is that it produces an ex-
plicit finite-depth quantum circuit (FDQC) that prepares the ground state from an unentangled symmetric state.
The FDQC allows us to clearly demonstrate the characteristic properties of supercohomology phases - namely,
symmetry fractionalization on fermion parity flux loops – predicted by continuum formulations. By composing
the corresponding FDQCs, we also recover the stacking relations of supercohomology phases. Furthermore, we
derive topologically ordered gapped boundaries for the supercohomology models by extending the protecting
symmetries, analogous to the construction of topologically ordered boundaries for bosonic SPT phases. Our
approach relies heavily on dualities that relate certain bosonic 2-group SPT phases with supercohomology SPT
phases. We develop physical motivation for the dualities in terms of explicit lattice prescriptions for gauging a
1-form symmetry and for condensing emergent fermions. We also comment on generalizations to supercoho-
mology phases in higher dimensions and to fermionic SPT phases outside of the supercohomology framework.
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2I. INTRODUCTION
Symmetry-protected topological (SPT) phases of matter are
classified by quantized invariants that capture a characteris-
tic response to probing with symmetry defects [1–14]. SPT
phases built from fermionic degrees of freedom (d.o.f.) must
conserve fermion parity, and the associated fermion parity
symmetry defects can be used to probe the system. Conse-
quently, the classification of fermionic SPT (fSPT) phases,
where the constituent d.o.f. may be fermions, is notably dis-
tinct from the classification of bosonic SPT (bSPT) phases,
composed of only bosonic d.o.f.. In particular, in three spatial
dimensions and with unitary internal symmetries, the bSPT
phases are believed to be classified by group cohomology,
while the fSPT phases are only partially classified by the more
rich, group supercohomology theory [6, 12, 15–17].
The algebraic data of group cohomology can be used to
construct an exactly solvable model belonging to a bSPT
phase [15]. The celebrated group cohomology models yield
a transparent connection between the quantized invariant -
namely, a group cocycle ν - and a lattice Hamiltonian. An-
other feature of these models is that a finite-depth quantum cir-
cuit (FDQC) [18] that prepares the ground state from a tensor
product state can be written expressly in terms of ν. Further, in
Ref. [19], it was shown that the group cohomology data could
be used to identify symmetric topologically ordered gapped
boundaries for the group cohomology models, by enlarging
the protecting symmetry group on the boundary.
In this work, we construct exactly solvable models for
(3 + 1)D fSPT phases directly from the group supercohomol-
ogy data that characterizes the phases. The resulting super-
cohomology models describe fSPT phases protected by finite
unitary internal symmetries of the form Gf = G×Zf2 , where
Zf2 denotes the fermion parity symmetry. The supercohomol-
ogy data can be written as a certain pair of G-dependent func-
tions (ρ, ν), where heuristically, ν corresponds to the data that
characterizes the bSPT phases, while ρ captures a response
that is intrinsic to fSPT phases [13, 14]. With this, our princi-
pal contributions can be stated as follows. For any choice of
supercohomology data (ρ, ν) characterizing a (3 + 1)D fSPT
phase:
(i) We construct a representative fSPT Hamiltonian with
mutually commuting un-frustrated terms and verify that
the quantized responses of the model correspond to the
data (ρ, ν) - by explicitly computing the G-symmetry
fractionalization on fermion parity fluxes.
(ii) We identify a FDQC that prepares the ground state from
a symmetric product state and determine the stacking
rules for supercohomology phases from the composi-
tion of the FDQCs.
(iii) We use an extension of the symmetry to build symmet-
ric topologically ordered gapped boundaries for the su-
percohomology model.
Our strategy is largely motivated by the spacetime formu-
lation in Ref. [20], wherein fSPT phases are related to partic-
ular 2-group bSPT phases through a process of bosonization.
More specifically, our construction can be broken down into
the three succinct steps outlined below, and shown schemati-
cally in Fig. 1.
(1) Starting with a choice of supercohomology data (ρ, ν),
we first build an auxiliary bSPT model with a 2-group
symmetry. The 2-group symmetry contains a Z2 1-form
symmetry as a subgroup.
(2) We gauge the Z2 1-form subgroup by minimally cou-
pling the model to a 2-form gauge field. This produces
a symmetry-enriched Z2 gauge theory with an emergent
fermion, referred to as the ‘shadow model’ [21].
(3) Finally, we pair the emergent fermion with a physical
fermion and condense the composite excitation: the Z2
gauge theory is dual to a fermionic theory [22]. The
result is a model for a fSPT phase characterized by the
supercohomology data (ρ, ν).
Relation to previous work:
Our work can be viewed as a generalization of the exactly
solvable supercohomology models in (2 + 1)D, described in
Refs. [21, 23, 24]. Similarly, the first step is to construct an
auxiliary bSPT model from the supercohomology data. In the
case discussed here, however, the auxiliary bSPT phase is pro-
tected by a higher-form symmetry.
In the pioneering work of Ref. [16], representative wave
functions for supercohomology phases were identified by
studying re-triangulation invariant non-linear σ models on
a discrete spacetime manifold. Later, Ref. [17] provided a
comprehensive classification of fSPT phases on a spatial lat-
tice, by solving for consistent domain wall decorations. Our
work builds on these results by constructing an explicit parent
Hamiltonian for their fixed point wave functions along with
FDQCs that prepare the ground states from a product state.
Within our framework, we are also able to demonstrate that
the supercohomology models indeed exhibit the universal re-
sponses to symmetry fluxes captured by the supercohomology
data (ρ, ν).
Our strategy for constructing the supercohomology mod-
els mirrors the methods employed at the level of space-
time partition functions in Refs. [20, 25, 26]. In particular,
Ref. [25] studies supercohomology phases by constructing a
Lagrangian for the associated shadow model. However, we
go beyond studying the shadow model and explicitly imple-
ment the fermionization duality to establish supercohomology
data as quantized invariants of lattice Hamiltonians. In re-
cent work, Ref. [26] constructed gapped boundaries for space-
time models of supercohomology phases using a symmetry
extension. We employ a similar symmetry extension to con-
struct the supercohomology Hamiltonians on a manifold with
boundary.
We note that many of the models constructed in this text
describe intrinsically interacting fSPT phases [7, 8]. That
is, there are neither interacting bosonic counterparts nor free-
fermionic representations of the phases. Hence, in particular,
our work falls outside of the scope of Refs. [27–29].
3FIG. 1. To construct a Gf = G × Zf2 supercohomology SPT model we start with a model for a particular 2-group SPT phase determined by
the supercohomology data (ρ, ν). Next, we gauge the Z2 1-form symmetry of the 2-group to build the shadow model. We then condense the
fermion in the shadow model, or apply the fermionization duality, to obtain a model for the supercohomology SPT phase corresponding to
(ρ, ν).
Structure of the paper:
In Section II, we define the quantized invariants of superco-
homology phases and present our supercohomology models
in terms of the associated data. Subsequently, we describe the
derivation of the bulk supercohomology models in Sections III
and IV. In Section III, we give an example of our construc-
tion, for the case where the protecting symmetry is simply
Gf = Zf2 . We use the opportunity to introduce the notation of
cohomology on a manifold M , which is used throughout the
text. Furthermore, in Section III B and Section III C, we de-
tail a lattice prescription for gauging a 1-form symmetry and
condensing an emergent fermion, respectively. Section IV de-
scribes the construction of the supercohomology models more
generally, where the protecting symmetry is Gf = G × Zf2 .
We show that the lattice Hamiltonians are indeed character-
ized by the supercohomology data and recover the additive
group structure of supercohomology phases under the oper-
ation of stacking by composing the corresponding FDQCs
in Section IV D. Section V presents the symmetry extension
method for constructing symmetric gapped boundaries for the
supercohomology models; we leave the detailed derivation to
Appendix K. In Appendix A, we compile the notation used in
the text. We discuss spin structure and the bosonization du-
ality of Ref. [22] in Appendix F. In Appendices I and J, we
give a concise review the construction of supercohomology
models in (2 + 1)D and 2-group gauge theory, respectively.
Lastly, Appendix L gives an example of the symmetry exten-
sions used to construct the models with a boundary. The re-
maining appendices provide the technical details and explicit
calculations used in the derivation of our models.
II. SUPERCOHOMOLOGY MODELS
Before discussing the construction of the supercohomology
models in Sections III and IV, we give a concise descrip-
tion of the models themselves. We begin with a definition
for the supercohomology data (ρ, ν), and we assume familiar-
ity with group cohomology. The group cohomology notation
used here is summarized in Appendix A 1. In Section II B,
we then review the group cohomology models of Ref. [15].
We finish with Section II C, where we define the more general
supercohomology models and describe the stacking rules for
the supercohomology phases, derived from the composition
of FDQCs.
A. Supercohomology data
The supercohomology data gives quantized invariants for
(3 + 1)D fSPT phases protected by a finite onsite1 unitary
Gf = G× Zf2 symmetry. To streamline the discussion, we
refer to Appendix A 1 for a review of the notation from group
cohomology. We freely use the notion of group cochains, the
coboundary operator δ, and the cup-n products ∪n with n ∈
{0, 1, 2} in the discussion below.
For a finite group G, the supercohomology data is given by
a pair of group cochains (ρ, ν) belonging to:
(ρ, ν) ∈ C3(G,Z2)× C4(G,R/Z). (1)
Furthermore, ρ and ν satisfy the relations [16]:
δρ = 0, δν =
1
2
ρ ∪1 ρ. (2)
Note that if ρ = 0, then ν is a group cocycle (δν = 0). In this
case, the supercohomology data reduces to the data that char-
acterizes bSPT phases within the group cohomology frame-
work [15].
The supercohomology data is further organized into equiv-
alence classes. Two sets of supercohomology data (ρ, ν) and
(ρ′, ν′) are considered equivalent if there exists:
β ∈ C2(G,Z2), η ∈ C3(G,R/Z), (3)
such that:
ρ′ = ρ+ δβ
ν′ = ν + δη +
1
2
β ∪ β + 1
2
β ∪1 δβ + 1
2
ρ ∪2 δβ.
(4)
In Section IV D, we give physical motivation for the equiva-
lence relation, by showing that (ρ, ν) and (ρ′, ν′) are equiva-
lent if and only if the corresponding supercohomology models
belong to the same fSPT phase.2
1 An onsite representation of a 0-form G symmetry is a representation of
G in which, for all g ∈ G the representation V (g) is a tensor product of
linear representations of G on each site.
2 We emphasize that we assume Gf = G× Zf2 for a unitary G.
4FIG. 2. A branching structure determines an ordering of the vertices
of a tetrahedron. The vertices are ordered by the number of edges ori-
ented towards the vertex. The branching structure also gives an ori-
entation of each tetrahedron relative to the orientation of M . We use
the convention that the tetrahedron pictured on the left is positively
oriented (Ot = +1), and the tetrahedron to the right is negatively
oriented (Ot = −1).
Throughout the text, we use the convention that group
cochains are homogeneous. Therefore, in what follows, we
take ρ and ν to be functions:
ρ : G4 → Z2 = {0, 1},
ν : G5 → R/Z = [0, 1), (5)
which are homogeneous, i.e., for any h ∈ G:
ρ(g0, g1, g2, g3) = ρ(hg0, hg1, hg2, hg3),
ν(g0, g1, g2, g3, g4) = ν(hg0, hg1, hg2, hg3, hg4).
(6)
B. Review of group cohomology models
When ρ is zero, the supercohomology data is equivalent
to the familiar group cohomology data, which characterizes
(3 + 1)D bSPT phases with a finite onsite unitary G symme-
try. As a consequence, the corresponding group cohomology
models are a special case of the supercohomology models.
We build up to the supercohomology models in Section II C
by first reviewing the group cohomology models of Ref. [15].
The group cohomology models are defined on an arbitrary
triangulation of an orientable closed 3-manifold M . The tri-
angulation of M gives a decomposition of M into vertices,
edges, faces, and tetrahedra. We further require that the trian-
gulation is equipped with a branching structure – an assign-
ment of an orientation to each edge in such a way that there
are no cycles around any of the faces. A branching structure
yields both an ordering of the vertices of each tetrahedron as
well as an orientation Ot ∈ {−1,+1} of any tetrahedron t
relative to the orientation of M (see Fig. 2).
The Hilbert spaces for the group cohomology models are
formed by placing a G d.o.f. on each vertex of M (Fig. 3).
A basis for the |G| dimensional Hilbert space at vertex v is
given by states |gv〉 labeled by elements of G. Furthermore,
a basis for the full Hilbert space is given by product states of
the form |{gv}〉, in which, the state at vertex v is |gv〉. The G
symmetry is represented using the regular representation, i.e.,
FIG. 3. The group cohomology models are defined on a Hilbert space
consisting of a G d.o.f. on every vertex. The configuration states
|{gv}〉 form a basis for the Hilbert space.
for any h ∈ G, h is represented by:
V (h) ≡
∑
{gv}
|{hgv}〉〈{gv}|. (7)
The group cohomology models can be built from a G-
paramagnet Hamiltonian – a Hamiltonian belonging to the
trivial SPT phase. The G-paramagnet Hamiltonian is given
by:
HG ≡ −
∑
v
Pv, (8)
where the sum is over vertices in M , and Pv is a projector
onto a symmetric state at the vertex v, i.e.:
Pv ≡ 1|G|
(∑
gv
|gv〉
)(∑
gv
〈gv|
)
. (9)
The ground state |ΨG〉 of the G-paramagnet Hamiltonian is a
tensor product of a symmetric state at each vertex. This can
be written as an equal amplitude superposition over all {gv}
configurations:
|ΨG〉 ≡
∑
{gv}
|{gv}〉. (10)
Here, as elsewhere in the text, we omit the normalization of
the state for notational convenience.
We build the group cohomology model corresponding to
the group cocycle ν by conjugating HG by a FDQC Ub. Ub is
defined in terms of the data ν as [15]:
Ub ≡
∑
{gv}
∏
t=〈1234〉
e2piiOtν(1,g1,g2,g3,g4)|{gv}〉〈{gv}|, (11)
where the product is over all tetrahedra in M , the vertices
specifying the tetrahedron 〈1234〉 are ordered according to the
branching structure, and 1, in the argument of ν, denotes the
identity in G. To simplify the notation, we introduce an oper-
ator νˆ(〈1234〉), for each tetrahedron 〈1234〉 in M :
νˆ(〈1234〉) ≡
∑
{gv}
ν(1, g1, g2, g3, g4)|{gv}〉〈{gv}|. (12)
5FIG. 4. Our model for a fSPT phase is defined on a Hilbert space
with G d.o.f. on the vertices of a triangulation of M and a single
spinless complex fermion at the center of each tetrahedron.
With this, Ub can be written more compactly as:
Ub =
∏
t
e2piiOtνˆ(t). (13)
The Hamiltonian for the group cohomology model is then:
Hb ≡ UbHGU†b , (14)
with the unique ground state:
|Ψb〉 ≡ Ub|ΨG〉
=
∑
{gv}
∏
t=〈1234〉
e2piiOtν(1,g1,g2,g3,g4)|{gv}〉. (15)
The Hamiltonian Hb indeed describes a bSPT phase. This
is because the Hamiltonian is both symmetric and has a unique
short-range entangled (SRE) ground state. The symmetry of
the Hamiltonian follows from the fact that Ub is symmetric,
which can be shown using the property δν = 0. The ground
state is SRE, since it can be prepared from a product state by
the FDQC Ub.3 Furthermore, the group cohomology models
exhibit the characteristic responses encoded by ν, as can be
checked by introducing symmetry defects or gauging the G
symmetry and analyzing the properties of the symmetry fluxes
[9, 12].
C. Definition of supercohomology models
We now generalize the discussion to supercohomology
models, which describe fSPT phases. We leave the explicit
derivation of the models from a choice of supercohomology
data (ρ, ν) to Sections III and IV. Similar to the group coho-
mology models, the supercohomology models are prepared
from a Hamiltonian in a trivial SPT phase by conjugation
3 We note that, although Ub is symmetric, this does not imply that the state
|Ψb〉 in Eq. (15) belongs to the trivial SPT phase. This is only the case if
Ub can additionally be expressed as a FDQC composed of symmetric local
unitaries.
FIG. 5. The orientation of a face f (red vector) is determined by the
branching structure. The orientation of f points out of the tetrahe-
dron L(f) and into the tetrahedron R(f). The hopping operator Sf
acts with γ on the complex fermion Hilbert space at L(f) and γ′ on
the site at R(f).
with a FDQC. Further, the FDQCs for (ρ, ν) and (ρ′, ν′) can
be used to recover the stacking laws for supercohomology
phases, discussed at the end of this section.
The supercohomology models are defined on a Hilbert
space with G d.o.f. at the vertices of M , as in the previ-
ous section, along with a fermionic d.o.f. at each tetrahedron.
Specifically, we place a single spinless complex fermion at the
center of each tetrahedron and label the two Majorana opera-
tors at the tetrahedron t by γt and γ′t (see Fig. 4). The fermion
parity at t is then given by:
Pt ≡ −iγtγ′t, (16)
and we also introduce a “hopping” operator Sf that changes
the fermion parity on either side of the face f :
Sf ≡ (−1)f(E)iγL(f)γ′R(f). (17)
Here, L(f) and R(f) are the tetrahedra neighboring f such
that the orientation of f points out of the tetrahedron L(f)
and into the tetrahedron R(f) (see Fig. 5). f(E) ∈ {0, 1}
corresponds to a choice of spin-structure and is determined by
the branching structure of the triangulation of M . We refer
to Appendix F and Ref. [30] for the explicit form of f(E).
As before, the G symmetry is represented with the regular
representation, and here the global fermion parity symmetry
is generated by
∏
t Pt.
The supercohomology models are built from a Hamiltonian
belonging to a trivial fSPT phase - namely, an atomic insula-
tor with a decoupled G-paramagnet. The trivial fSPT Hamil-
tonian is explicitly:
HGAI ≡ −
∑
t
Pt −
∑
v
Pv. (18)
The ground state |ΨGAI〉 of HGAI is a product state with zero
fermion occupancy at each tetrahedron and a symmetric state
at each vertex.
Given a choice of supercohomology data (ρ, ν), we prepare
the supercohomology model from HGAI by conjugation with
the FDQC Uf :
Uf ≡
∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
S
ρˆ(f)
f
∏
t
P
∫
ρˆ∪2t
t . (19)
6Let us unpack the notation used in the definition of Uf . First of
all, the νˆ(t) term is analogous to the FDQC Ub in Section II B,
tensored with the identity on the fermionic d.o.f.. Second,
the product over hopping operators in Eq. (19) depends on a
choice of ordering for the faces f ∈M , since not all hopping
operators commute. However, ξρ(M) is an order dependent
sign that compensates for the choice of ordering. Therefore,
in the end, the FDQC is independent of the choice of ordering
for the faces in M . We give the explicit form of ξρ(M) in
Section IV D.4 ρˆ(f) is the ρ-dependent operator:
ρˆ(〈123〉) ≡
∑
{gv}
ρ(1, g1, g2, g3)|{gv}〉〈{gv}|, (20)
for an arbitrary face 〈123〉 and implicitly tensored with the
identity on the fermionic d.o.f.. Finally, for a tetrahedron t =
〈1234〉, ∫ ρˆ ∪2 t is shorthand for:∫
ρˆ ∪2 t = ρˆ(〈123〉) + ρˆ(〈134〉). (21)
The exactly-solvable fermionic Hamiltonian produced by con-
jugating HGAI by Uf is thus:
Hf ≡ UfHGAIU†f , (22)
which has the unique ground state |Ψf 〉:
|Ψf 〉 ≡ Uf |ΨGAI〉. (23)
Hf describes a system in aG×Zf2 fermionic SPT phase, be-
cause (i)Hf is symmetric and (ii) it has a unique, SRE ground
state [Eq. (23)]. The Hamiltonian in Eq. (22) is symmetric,
since both HGAI and Uf are invariant under the symmetry – we
argue that Uf is symmetric in Section IV D. The ground state
is unique and SRE, because Hf is unitarily equivalent to a
trivial fSPT Hamiltonian with a unique ground state and the
unitary is a FDQC.
Most importantly, Hf belongs to the fSPT phase charac-
terized by the corresponding supercohomology data (ρ, ν).
We show this in Section IV D, by gauging the fermion par-
ity symmetry of Hf . This results in a G-symmetry-enriched
Z2 gauge theory, where the G symmetry fractionalizes on the
fermion parity flux loops, as determined by ρ. The appropri-
ate responses toG-symmetry defects follow from the bosonic,
group cohomology case.
We can gain intuition for the fSPT Hamiltonian by inserting
the right hand side of Eq (18) into the expression for Hf :
Hf = −
∑
t
(
UfPtU†f
)
−
∑
v
(
UfPvU†f
)
. (24)
4 We note that while ξρ(M) depends on a global ordering of the faces inM ,
it can nonetheless be implemented by a FDQC. This can be seen from the
derivation of ξρ(M) in Appendix H 2.
By commuting the hopping operators of Uf past the parity
operator Pt and using that δρ = 0, the tetrahedron terms be-
come:
−
∑
t
(
UfPtU†f
)
= −
∑
t=〈1234〉
(−1)ρ(g1,g2,g3,g4)Pt. (25)
In the ground state, the fermion occupancy depends on the
{gv}-configuration. For a {gv}-configuration |{gv}〉, it is en-
ergetically preferable for the fermion occupancy at the tetrahe-
dron 〈1234〉 to be equal to ρ(g1, g2, g3, g4). In this way, com-
plex fermions are bound to junctions of symmetry domains.
The vertex terms of Hf , on the other hand:
−
∑
v
(
UfPvU†f
)
, (26)
are more difficult to compute, in general. Heuristically,
they fluctuate the G d.o.f. and create, move, and annihilate
fermions without affecting the tetrahedron terms in Eq. (25).
The ground state is thus a weighted superposition of {gv}-
configurations with the fermion occupancy at each tetrahedron
〈1234〉 equal to ρ(g1, g2, g3, g4). This is in agreement with the
fixed point wave functions in Ref. [17].
Stacking rules for supercohomology phases:
With this, we can deduce the stacking rules for supercoho-
mology phases. We recall that two states can be stacked by
taking the tensor product. Given two G-SPT states |ΨSPT1〉
and |ΨSPT2〉, the stacked state |ΨSPT1〉 ⊗ |ΨSPT2〉 also belongs
to aG-SPT phase. Thus, the stacking ofG-SPT states induces
an operation  at the level of the SPT phases.
In Ref. [23], it was argued that the stacking operation 
on SPT phases can be determined from the composition of
FDQCs. To state the result from Ref. [23], we define USPT1
and USPT2 to be symmetric FDQCs that prepare the G-SPT
states |ΨSPT1〉 and |ΨSPT2〉, respectively, from a symmetric
product state. According to Ref. [23], if |ΨSPT1〉 and |ΨSPT2〉
belong to the same Hilbert space, then the composition of
the FDQCs USPT1 and USPT2 prepares a state belonging to the
same G-SPT phase as |ΨSPT1〉 ⊗ |ΨSPT2〉.
With this, we determine the group law under stacking for
(3 + 1)D supercohomology phases by composing the FDQCs
Uf defined in Eq. (19). Given two sets of supercohomology
data (ρ, ν) and (ρ′, ν′) both characterizing fSPT phases with
a G × Zf2 symmetry, we consider stacking the ground states
of the corresponding supercohomology models, denoted by
|Ψρνf 〉 and |Ψρ
′ν′
f 〉, respectively. The result from Ref. [23]
tells us that the stacked state |Ψρνf 〉 ⊗ |Ψρ
′ν′
f 〉 belongs to the
same phase as the state prepared by applying Uρ′ν′f Uρνf to a
symmetric product state. Here, Uρνf and Uρ
′ν′
f are the FDQCs
from Eq. (19) that prepare |Ψρνf 〉 and |Ψρ
′ν′
f 〉 from an unentan-
gled symmetric state, respectively. In Appendix H 3, we show
that the composition Uρ′ν′f Uρνf is equivalent to a FDQC Uρ
′′ν′′
f
corresponding to a set of supercohomology data (ρ′′, ν′′):
(ρ′′, ν′′) = (ρ+ ρ′, ν + ν′ +
1
2
ρ ∪2 ρ′). (27)
7FIG. 6. In the case of Gf = Zf2 , the construction of a fermionic model starts with a model for a certain Z2 1-form SPT phase. We then gauge
the Z2 1-form symmetry to obtain a twisted toric code. Lastly, we fermionize the twisted toric code, and the result is a model for an atomic
insulator.
Therefore, at the level of the supercohomology data, the stack-
ing operation  is:
(ρ, ν) (ρ′, ν′) = (ρ+ ρ′, ν + ν′ + 1
2
ρ ∪2 ρ′), (28)
in agreement with Ref. [16].
III. BULK CONSTRUCTION: Gf = Zf2
We begin by illustrating our construction of exactly-
solvable models for fSPT phases in the simplest possible case
– for fSPT phases protected by only fermion parity symmetry
Zf2 . While the resulting fSPT model is trivial (an atomic insu-
lator), we nonetheless find this example instructive in demon-
strating the general strategy. Moreover, we use this as an op-
portunity to introduce notation used throughout the paper.
To start, we describe a model for a certain bosonic SPT
phase protected by a Z2 1-form symmetry in (3+1)D. The spe-
cial property of this bosonic SPT is that, upon gauging the Z2
1-form symmetry, we obtain a Z2 gauge theory with an emer-
gent fermion. We refer to this Z2 gauge theory as the twisted
toric code. In the final step, we employ the fermionization du-
ality of Ref. [31] to map the twisted toric code to a model with
a fundamental fermion. The construction is shown schemati-
cally in Fig. 6, for the case of Gf = Zf2 .
A. 1-form SPT and notation
SPT phases protected by higher form symmetries, including
1-form symmetries, were first introduced in Ref. [32]. Subse-
quently, fixed point Hamiltonians for 1-form SPT phases were
described in detail in Refs. [33] and [34]. We note that the
Hamiltonian discussed in this section agrees with the model
in Ref. [34] and is closely related to the Z2 × Z2 1-form SPT
model of Ref. [33].5
Our model for a nontrivial Z2 1-form SPT phase can be
defined on an arbitrary triangulation of an oriented closed 3-
manifoldM equipped with a branching structure, as described
5 Specifically, our model is equivalent to the model in Ref. [33] on a four-
colorable triangulation and upon restricting to the diagonal Z2 of the Z2×
Z2 symmetry.
FIG. 7. The 1-form SPT model is defined on a triangulation where
each edge hosts a Z2 d.o.f. (represented by a circle). A state in the
configuration basis is given by a value ae ∈ {0, 1} chosen for each
edge e. We have suppressed the branching structure for clarity.
in Section II B. We define a Hilbert space on M using the tri-
angulation of the manifold – at each edge of the triangulation,
we place a single Z2 degree of freedom. Correspondingly, a
basis for the Hilbert space at edge e is given by states |ae〉
with ae valued in {0, 1}. The Pauli Z and Pauli X operators at
each e act as:
Ze|ae〉 = (−1)ae |ae〉, Xe|ae〉 = |ae + 1〉, (29)
where addition is taken modulo 2. A basis for the total Hilbert
space consists of states |{ae}〉 labeled by configurations {ae}
(Fig. 7). Here, the state |{ae}〉 denotes a product state with
the d.o.f. at edge e in the state |ae〉.
The Z2 1-form symmetry acts on closed codimension-1
submanifolds of the dual lattice. In particular, we represent
the symmetry action on a closed surface Σ of the dual lattice
with the operator:
AΣ ≡
∏
e⊥Σ
Xe, (30)
where the product is over edges intersected by the surface Σ
(see Fig. 8).
We construct our model for the nontrivial SPT phase start-
ing with a Hamiltonian for a Z2 1-form paramagnet. The
Hamiltonian for the 1-form paramagnet is given by:
H0 = −
∑
e
Xe. (31)
H0 is certainly symmetric, as it commutes with AΣ for every
surface Σ of the dual lattice. Further, the unique ground state
8FIG. 8. The 1-form symmetry operators act on closed surfaces in the
dual lattice. Pauli X operators are applied to each edge intersected
by the surface. The figure shows a surface Σ (blue) that encloses a
single vertex.
of H0 is a product state with the +1 eigenstate of Xe at each
edge e. This state can be expressed in the configuration basis
as:
|Ψ0〉 ≡
∑
{ae}
|{ae}〉, (32)
with the sum over all configurations {ae}.
Now, our model for the nontrivial Z2 1-form SPT phase is
built from the 1-form paramagnet in Eq. (31) by conjugation
with the FDQC:
U1 ≡
∑
{ae}
∏
t=〈1234〉
(−1)a12(a23+a34+a24)|{ae}〉〈{ae}|. (33)
Specifically, the Hamiltonian of the nontrivial Z2 1-form SPT
model is:
H1 ≡ U1H0U†1 = −
∑
e
U1XeU†1 . (34)
Indeed, H1 describes a nontrivial Z2 1-form SPT phase. In
the next section, we show this by gauging the the 1-form sym-
metry. The 1-form paramagnet H0 is mapped to a Z2 gauge
theory with an emergent boson - the usual 3D toric code, while
H1 is mapped to a Z2 gauge theory with an emergent fermion
- a “twisted toric code”.
For now, we note that the model in Eq. (34) is symmet-
ric and exactly solvable. In Appendix B, we show that U1
is symmetric under the Z2 1-form symmetry. Consequently,
H1 is also symmetric. Furthermore, the model is exactly solv-
able, since by construction, the terms inH1 are mutually com-
muting and unfrustrated. The unique ground state is then ex-
pressly:
|Ψ1〉 ≡ U1|Ψ0〉 (35)
=
∑
{ae}
∏
t=〈1234〉
(−1)a12(a23+a34+a24)|{ae}〉.
To further motivate this model, we recount the spacetime
construction of the Z2 1-form SPT phase in Ref. [34]. We
consider a partition function for the SPT phase on the cone
of M , denoted CM , which is the (3 + 1)D spacetime formed
by connecting a single spacetime vertex to each vertex of the
FIG. 9. The cone of M is constructed by connecting the vertices of
M to an additional spacetime point labeled by 0. A tetrahedron of
the spatial manifold M is shown in black. The time-like edges (or-
ange) are oriented away from the 0 vertex. The 1-form SPT partition
function is defined on CM with Z2 d.o.f. on the time-like edges (or-
ange circles). Due to the re-triangulation invariance of the partition
function, a01, a02, and a03 can be set to 0.
closed manifold M as shown in Fig. 9. This produces a man-
ifold with a boundary equal to M . We refer to the edges con-
nected to the additional spacetime point as “time-like” edges
and extend the branching structure so that the time-like edges
have an orientation pointing away from the additional space-
time vertex. Then, the partition function for the 1-form SPT
model is [34]:6
Z1 =
∑
{ae}
∏
〈01234〉
(−1)(a01+a12+a02)(a23+a34+a24), (36)
with the product over spacetime 4-simplices. The amplitude
for a fixed configuration {ae}:
Ψ1({ae}) ≡
∏
〈01234〉
(−1)(a01+a12+a02)(a23+a34+a24), (37)
is topological in the sense that it is invariant under re-
triangulations of the spacetime manifold. Through re-
triangulations, it can be seen that the values of ae on the time-
like edges do not affect the amplitude. Therefore, we may set
their value to 0, for simplicity. As a result, the amplitude for a
configuration {ae} on M reduces to:
Ψ1({ae}) ≡
∏
t=〈1234〉
(−1)a12(a23+a34+a24), (38)
where the product is over tetrahedra t = 〈1234〉 in the bound-
ary of CM . This gives the amplitude Ψ1({ae}) for a wave
6 Using notation introduced later in the text, the expression:
(a01 + a12 + a02)(a23 + a34 + a24),
can be written as δae ∪ δae(〈01234〉). δae ∪ δae is a nontrivial Z2
1-form cocycle that has been pulled back to CM .
9function on M with the configuration {ae}, as in Eq. (35).
We remark that this construction parallels the approach for
building 0-form SPT Hamiltonians in Ref. [15].
Z2 cohomology onM
At this point, we find it convenient to introduce the lan-
guage of Z2 cohomology on M . The cohomology notation
allows for compact expressions and, in our opinion, more
transparent calculations. Here, we only describe the neces-
sary ingredients, and we leave a more thorough summary to
Appendix A 2. In the process of introducing concepts from Z2
cohomology on M , we re-express the 1-form SPT model us-
ing the corresponding notation. In particular, we aim to write
H1 in an explicit form.
To begin, we define a p-cochain as a linear, Z2-valued func-
tion of p-simplices in M . For example, we can consider the
1-cochain e defined by:
e(e′) =
{
1 e′ = e
0 otherwise.
(39)
In words, e evaluates to 1 on the edge e and 0 on all other
edges. More general 1-cochains can be formed from linear
combinations of 1-cochains of the form in Eq. (39). Specifi-
cally, for each configuration {ae} we can define a correspond-
ing 1-cochain ae as:
ae ≡
∑
e
aee. (40)
Evaluating ae on an edge e′ gives:
ae(e
′) =
∑
e
aee(e
′) = ae′ . (41)
Given the correspondence between 1-cochains and config-
urations {ae} in Eq. (40), we can label a configuration state
|{ae}〉 by the 1-cochain ae:
|{ae}〉 → |ae〉. (42)
In this notation, a Pauli Z operator at edge e′ acts on the state
|ae〉 as:
Ze′ |ae〉 = (−1)ae(e′)|ae〉, (43)
and an Xe′ operator acts as:
Xe′ |ae〉 = |ae + e′〉. (44)
Moreover, the action of the 1-form symmetry operator AΣ on
a configuration state is:
AΣ|ae〉 =
∏
e⊥Σ
Xe|ae〉 = |ae +
∑
e⊥Σ
e〉 = |ae + Σ〉, (45)
where we have defined the 1-cochain Σ as:
Σ ≡
∑
e⊥Σ
e. (46)
Next, we introduce the coboundary operator δ, which is a
linear map taking p-cochains to (p+1)-cochains. Specifically,
it maps a p-cochain c to the (p+ 1)-cochain δc for which:
δc(s) = c(∂s), (47)
where s is any (p + 1)-simplex and ∂s denotes a formal sum
of p-simplices in the boundary of s. Simply put, the (p + 1)-
cochain δc is evaluated on a (p + 1)-simplex s by evaluating
c on the boundary components of s. The coboundary of ae,
for example, is a 2-cochain satisfying:
δae(〈123〉) = ae(〈12〉+ 〈23〉+ 〈13〉) (48)
= ae(〈12〉) + ae(〈23〉) + ae(〈13〉)
= a12 + a23 + a13,
for a face 〈123〉.
If the coboundary of a p-cochain is 0, we call the p-cochain
closed. The 1-cochain Σ in Eq. (46) is closed, i.e.:
δΣ = 0. (49)
This is because Σ is a closed surface of the dual lattice. As
such, for any face f , the boundary of f contains an even num-
ber of edges intersected by Σ.
Further, we define the cup product ∪. The cup product
maps a p-cochain c and a q-cochain d to a (p + q)-cochain
c ∪ d. Specifically, c ∪ d evaluated on a (p + q)-simplex
〈0, . . . , p+ q〉 is:
c ∪ d(〈0, . . . , p+ q〉) = c(〈0, . . . , p〉)d(〈p, . . . , p+ q〉).
(50)
c is evaluated on the p-simplex formed by the first p + 1 ver-
tices, while d is evaluated on q-simplex formed by the last
q + 1 vertices.
A suggestive example of the cup product comes from con-
sidering ae∪δae. ae∪δae evaluated on a tetrahedron 〈1234〉
gives:
ae ∪ δae(〈1234〉) = ae(〈12〉)δae(〈234〉) (51)
= a12(a23 + a34 + a24).
Referring to Eq. (33), we see that the FDQC U1 can be written
as:
U1 =
∑
ae
∏
t
(−1)ae∪δae(t)|ae〉〈ae|, (52)
with the sum over all 1-cochains.
To simplify the notation, we use the shorthand:∫
N
c ≡
∑
s∈N
c(s), (53)
where c is a p-cochain, N is a p-dimensional manifold, and
the sum is over p-simplices s in N . Throughout the text, un-
less specified otherwise, it should be assumed that the integral
10
is over the manifold M . In particular, we can make the re-
placement: ∫
ae ∪ δae =
∑
t∈M
ae ∪ δae(t). (54)
With this, the circuit U1 is:
U1 =
∑
ae
(−1)
∫
ae∪δae |ae〉〈ae|, (55)
and the ground state in Eq. (35) is:
|Ψ1〉 =
∑
ae
(−1)
∫
ae∪δae |ae〉. (56)
Lastly, we introduce the cup-1 product ∪1. Although ab-
stract, the cup-1 product allows for a convenient form of the
Hamiltonian H1 and is key to our analysis of the twisted
toric code in the subsequent section. The cup-1 product takes
a p-cochain c and a q-cochain d to a (p + q − 1)-cochain
c ∪1 d. Explicitly, c ∪1 d evaluated on a (p+ q − 1)-simplex
〈0, . . . , p+ q − 1〉 is:
c ∪1 d(〈0, . . . , p+ q − 1〉) = (57)
p−1∑
i=0
c(〈0, . . . , i, q + i, . . . , p+ q − 1〉)d(〈i, ..., q + i〉).
A useful example, relevant to our expression for H1, is the
cup-1 product of f and δe. Here, f is the 2-cochain that eval-
uates to 1 on the face f and 0 for all other faces:
f(f ′) =
{
1 f ′ = f
0 otherwise.
(58)
The 3-cochain f ∪1 δe evaluated on a tetrahedron 〈1234〉 is
[using Eq. (57)]:
f ∪1 δe(〈1234〉) = f(〈134〉)δe(〈123〉) (59)
+f(〈124〉)δe(〈234〉).
Now, with the notation from Z2 cohomology on M , we can
express H1 in Eq. (34) in a compact form. In Appendix B, we
show that:
H1 = −
∑
e
(
Xe
∏
f
W
∫
f∪1δe
f
)
. (60)
Above, we have used Wf to denote the product of Ze around
the face f :
Wf ≡
∏
e⊂f
Ze. (61)
While the product in Eq. (60) is over all faces in M , the
Hamiltonian is indeed local. This is because f ∪1 δe(t) = 0,
if the face f and edge e do not both belong to the tetrahedron t.
Heuristically, Xe is “dressed” with loops of Pauli Z operators
around certain faces near e [Fig. 10].
FIG. 10. Pictured above is an example of a term in H1 associated
to an edge e with three tetrahedra meeting at e. The operator acts
with Xe on e (blue) and with Pauli Z operators on edges nearby
(shown in red). The placement of the Pauli Z operators depends on
the branching structure through the exponent
∫
f ∪1 δe.
B. Twisted toric code
The twisted toric code is constructed fromH1 in Eq. (60) by
gauging the Z2 1-form symmetry. In this section, we provide
a physical description of the gauging procedure following the
steps outlined in Ref. [1]. In Appendix C, we discuss the sub-
tleties of the procedure and describe the process at the level
of states, as in Ref. [33]. After gauging the 1-form symmetry
of H1, we show that the resulting twisted toric code admits
localized excitations with fermionic statistics.
The prescription for gauging a Z2 0-form symmetry in
Ref. [1] naturally generalizes to gauging a Z2 1-form symme-
try. In particular, the 1-form symmetry is gauged according to
the following steps.
1. We introduce Z2 d.o.f. on faces corresponding to 2-
form gauge fields. We denote the Pauli Z and Pauli X
operators at the face f by Zf and Xf , respectively.
2. We impose a gauge constraint at each edge e:
Xe
∏
f⊃e
Xf = 1, (62)
where the product is over faces containing e. This con-
straint can be interpreted as a 1-form Gauss law. We
note that the operator Xe
∏
f⊃eXf defines a local ac-
tion of the 1-form symmetry. That is, a product of
Xe
∏
f⊃eXf over edges intersected by a closed sur-
face Σ in the dual lattice yields the 1-form symmetry
operator AΣ.
3. To make coupling to the gauge field in the subsequent
step unambiguous, we energetically enforce a “no flux
condition”. The point-like 1-form gauge flux can be
detected by the operator Wt, where Wt is a product of
Zf operators around a tetrahedron t:
Wt ≡
∏
f⊂t
Zf . (63)
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Model with Z2 Model with dual Z2
1-form symmetry 1-form symmetry
Xe
∏
f⊃e
Xf
Wf =
∏
e⊂f
Ze Zf
AΣ =
∏
e⊥Σ
Xe, δΣ = 0 1
1 Mσ =
∏
f⊂σ
Zf , ∂σ = 0
TABLE I. In the process of gauging the 1-form symmetry, the gen-
erators of local, 1-form symmetric operators are mapped according
to the duality above. The symmetry operators AΣ are mapped to the
identity in the dual theory. The system on the right-hand side has a
Z2 1-form symmetry, generated by membrane operators Mσ , where
σ is a closed 2D surface on the direct lattice.
Therefore, the no flux condition is enforced by adding
to the Hamiltonian the term:
−
∑
t
Wt. (64)
In addition, we conjugate each Hamiltonian term by a
local projector onto the zero flux subspace in the vicin-
ity of the term. That is, for a Hamiltonian term whose
support7 is contained in the bounded region R, we con-
jugate by a projector:
P0-fluxR ≡
∏
t∈R
(1 +Wt)
2
, (65)
where the product is over tetrahedra in R.
4. We then minimally couple the Z2 1-form symmetric
model to the gauge fields, so as to make the model in-
variant under the gauge constraint. In particular, Wf is
coupled to the gauge field as:
Wf →WfZf . (66)
5. We fix a gauge by mapping gauge invariant states to rep-
resentative states in which the eigenvalue of Ze is 1 at
every edge e8. This gauge fixed Hilbert space is equiva-
lent to a Hilbert space with only the gauge field d.o.f. on
7 The support of an operator is the set of sites on which the operator acts
non-identically.
8 More precisely, we can form an over-complete basis for the gauge invariant
Hilbert space by projecting configuration basis states to the gauge invariant
subspace with the operator:
∏
e
1 +Xe ∏
f⊃e
Xf
 . (67)
Each gauge invariant state in this (over-complete) basis is a superposition of
FIG. 11. We define the twisted toric code on a triangulation with Z2
d.o.f. at each face (represented by a circle). A configuration state is
given by a value af ∈ {0, 1} chosen for each face f .
the faces. The action of Xe on gauge invariant states is
replaced by
∏
f⊃eXf after fixing the gauge, andWfZf
in Eq. (66) becomes equivalent to Zf in the gauge fixed
Hilbert space. Therefore, the gauge invariant operators
Xe and WfZf are mapped according to:
Xe →
∏
f⊃e
Xf , WfZf → Zf . (68)
We remark that, operationally, the gauging procedure is
equivalent to a certain operator duality. In particular, the dual-
ity maps the 1-form symmetric operators Xe and Wf accord-
ing to:
Xe →
∏
f⊃e
Xf , Wf → Zf . (69)
We have summarized the corresponding operator duality in
Table I, and we refer to Appendix C for further details.
As a result of applying steps 1-5 above to our model for the
nontrivial 1-form SPT phase, we obtain the twisted toric code.
The twisted toric code is defined on a Hilbert space composed
of Z2 d.o.f. attached to each face of the triangulation of M
(Fig. 11). Further, a basis for the Hilbert space is given by
the product states |{af}〉, where the state at the face f is |af 〉
(with af ∈ {0, 1}). In analogy to Eq. (42), a configuration
state |{af}〉 can be labeled by a 2-cochain af :
af ≡
∑
f
aff . (70)
With this notation, the Pauli Z and Pauli X operators acting on
the face f ′ can be written as:
Zf ′ |af 〉 = (−1)af (f ′)|af 〉, Xf ′ |af 〉 = |af + f ′〉. (71)
By gauging the 1-form symmetry of H1 [Eq. (60)], we find
the twisted toric code Hamiltonian:
Httc ≡ −
∑
e
G¯e −
∑
t
Wt, (72)
configuration states and includes exactly one state for which the eigenvalue
of Ze is 1 at every edge. By gauge fixing, we mean that the over-complete
basis states are mapped to the “representative” state with the eigenvalue of
Ze equal to 1 at each edge. The representative states form a basis for the
gauge fixed Hilbert space.
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FIG. 12. An example of G¯e for the edge e (dashed line) is shown
above. Pauli X operators act on the faces (shaded blue) adjoined at e
and Pauli Z operators (shaded red) act on nearby faces according to∫
f ∪1 δe.
where G¯e is:
G¯e ≡
∏
f⊃e
Xf
∏
f
Z
∫
f∪1δe
f . (73)
An example of the term G¯e is shown in Fig 12. For simplic-
ity, we have omitted the local projectors from step 3 of the
gauging procedure. They do not affect the discussion in this
section. The terms of Httc are all mutually commuting, since
the gauging procedure preserves the commutation relations.
We show in Appendix D that a ground state of the model is:
|Ψttc〉 ≡
∑
ae
(−1)
∫
ae∪δae |δae〉. (74)
Note that while the expression for |Ψttc〉 has a sum over 1-
cochains ae, there are no d.o.f. on the edges. Rather, by sum-
ming over 1-cochains ae, |Ψttc〉 is a ground state of Httc with
trivial holonomy.
Excitations in the twisted toric code:
There are two types of excitations of the twisted toric code.
The first, is a line-like Z2 1-form gauge charge corresponding
to violations of the edge terms G¯e. A small loop of gauge
charge around the face f is created by acting with the face
operator Zf . A larger loop of gauge charge can be created by
acting with Zf on all faces contained in a 2D membrane σ of
the direct lattice:
Mσ ≡
∏
f⊂σ
Zf . (75)
We think of the gauge charge as lying along the boundary of
σ, since the membrane operator Mσ anti-commutes with the
edge terms G¯e for which e is in the boundary of σ.
The second type of excitation of Httc is a point-like Z2 1-
form gauge flux corresonding to a violation of a Wt term. A
pair of gauge fluxes can be created at neighboring tetrahedra
FIG. 13. The operator U¯f applies a Pauli X operator at f (blue) and
PauliZ operators on certain faces of the neighboring tetrahedra (red).
For a tetrahedron t = 〈1234〉, the cup-1 product of f and f ′ eval-
uates to f ∪1 f ′(t) = f(〈134〉)f ′(〈123〉) + f(〈124〉)f ′(〈234〉).
In the figure above, f is the 〈124〉 face of the tetrahedron 〈1234〉 on
the right. Thus, U¯f applies a Pauli Z to f ′ = 〈234〉.
by the short string operator:9
U¯f ≡ Xf
∏
f ′
Z
∫
f∪1f ′
f ′ , (76)
pictured in Fig. 13. U¯f anticommutes with the tetrahedron
terms Wt on either side of the face f . Thus, we interpret
the gauge fluxes as living at the centers of tetrahedra. The
Pauli Z operators in Eq. (76) ensure that for any f and any e,
U¯f commutes with G¯e. The short string operators satisfy the
commutation relations [22]:
U¯f U¯f ′ = (−1)
∫
(f ′∪1f+f∪1f ′)U¯f ′U¯f , (77)
for any faces f and f ′.
Longer string operators can be formed by composing the
short string operators in Eq. (76). However, a simple product
of U¯f operators along a path p in the dual lattice is ambiguous.
This is because, given the commutation relations in Eq. (77),
a product of U¯f operators is generically order dependent. To
remove the ambiguity, we define the following notation. For
any set F of faces, we define an order independent product of
U¯f by: ∏
f∈F
U¯f ≡
∏
f∈F
(∏
f ′
Z
∫
f∪1f ′
f ′
) ∏
f∈F
Xf . (78)
Here, all of the Pauli Z operators from the definition of U¯f
appear to the left of the Pauli X operators. We can then unam-
biguously define a gauge flux string operator Sp along a path
p in the dual lattice by:
Sp ≡
∏
f∈F⊥p
U¯f , (79)
9 To avoid confusion with the operator Uf ≡ Xf
∏
f ′ Z
∫
f ′∪1f
f ′ in
Ref. [22], we use U¯f .
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FIG. 14. The paths p, p′, and p′′ share a single common endpoint
b inside of a tetrahedron t. Furthermore, the paths intersect distinct
faces of t. Other details of the paths are unimportant in the computa-
tion of the statistics of the gauge fluxes.
where F⊥p denotes the set of faces intersected by p.
Remarkably, the gauge fluxes are emergent fermions. To
see this, we use the methods developed in Refs. [35] and [36]
for computing the statistics of anyons from microscopic mod-
els. We consider three paths p, p′, and p′′ along the dual lat-
tice sharing a common endpoint, as in Fig. 14. The statistics
of the gauge fluxes can be deduced by comparing the product
SpSp′Sp′′ to Sp′′Sp′Sp.
To gain intuition for this comparison, we imagine gauge
fluxes at a and b in Fig. 14. In the first process SpSp′Sp′′ ,
the gauge flux at b is moved to c and the gauge flux at a is
moved to d. Whereas, in the second process Sp′′Sp′Sp, the
gauge flux at b is moved to d and the gauge flux at a is moved
to c. The final configurations of the gauge fluxes differ by an
interchange of the position of the gauge fluxes. Consequently,
the difference between SpSp′Sp′′ and Sp′′Sp′Sp determines
the statistics of the gauge fluxes.
It can be shown that the gauge flux string operator satisfies:
SpSp′Sp′′ = −Sp′′Sp′Sp. (80)
This follows from an explicit computation using the commu-
tation relations of the operators U¯f in Eq. (77).10 Therefore,
the gauge fluxes are emergent fermions. We note that this is
equivalent to saying that the twisted toric code has an anoma-
lous Z2 2-form symmetry [20, 22]. The 2-form symmetry,
which, by definition, acts on closed codimension-2 subspaces,
is generated by loops of the emergent fermion string operator.
It is called anomalous, simply because the gauge fluxes have
fermionic statistics.
Before leveraging our understanding of the twisted toric
code to construct a model of physical fermions, we would like
to point out that the emergent fermion string operator is not
unique. In fact, we can define an alternative emergent fermion
10 More precisely, this can be checked by explicitly computing the sign for
each possible intersection at a tetrahedron. The sign for only four of the
possible orientations of the tetrahedron needs to be verified, as the others
follow from symmetries of the calculation.
FIG. 15. The atomic insulator is defined on a Hilbert space with a
single complex fermion d.o.f. (yellow circle) at each tetrahedron.
The operator algebra at the tetrahedron t = 〈1234〉 is generated by
the Majorana operators γt and γ′t.
string operator built from the short segments:
U˜f ≡ U¯fWR(f), (81)
with R(f) denoting the tetrahedron neighboring f in the di-
rection of the orientation of f (see Fig. 5). The corresponding
string operator along a path p in the dual lattice is:
S˜p ≡
∏
f∈F⊥p
U¯f
∏
f∈F⊥p
WR(f). (82)
An important observation moving forward is that G¯e is
equivalent to a small loop of S˜p string around the edge e (see
Appendix E):
G¯e = S˜pe , (83)
where the path pe intersects only the faces adjoined at e.
Therefore, the G¯e operators are local generators of an anoma-
lous Z2 2-form symmetry. Since G¯e commutes with Httc, we
see explicitly that the twisted toric code has an anomalous 2-
form symmetry.
C. Atomic insulator
The last step of our G = Zf2 example is to convert the
twisted toric code into a model with physical fermions. This
can be accomplished by applying the (3 + 1)D fermioniza-
tion duality introduced in Ref. [22], reviewed in Appendix F.
In this section, we instead opt to describe the fermionization
process in terms of fermion condensation [23, 37]. That is, we
construct the fermionic model by pairing emergent fermions
with physical fermions and condensing the composite bosonic
excitations. The fermion condensation procedure, described
below, can be interpreted as a generalization of Refs. [1] and
[38] to gauging an anomalous 2-form symmetry. Although
an anomalous symmetry typically implies an obstruction to
gauging the symmetry, we bypass the obstruction by employ-
ing fermionic d.o.f. for the gauge fields.
Our prescription for fermion condensation starts by intro-
ducing a spinless complex fermion d.o.f. at the center of each
tetrahedron (Fig. 15). Thus, to prepare for the discussion of
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FIG. 16. To condense the emergent fermion, we impose the gauge
constraint U˜f S˜f = 1. Acting on the vacuum, U˜f creates a pair of
emergent fermions (red) and S˜f creates a pair of physical fermions
(yellow). The composite excitation (dashed blue circle) has bosonic
statistics, so it may be condensed. Heuristically, emergent fermions
can be replaced with physical fermions in the constrained Hilbert
space.
fermion condensation, we recall the notation for the operators
on the fermionic Hilbert space, defined in Section II C. The
fermion parity operator at t is:
Pt = −iγtγ′t, (84)
and the hopping operator Sf across the face f is:
Sf = (−1)f(E)iγL(f)γ′R(f). (85)
L(f) and R(f) are defined below Eq. (17), and E is a formal
sum of 2-simplices that amounts to a choice of spin-structure;
see Appendix F for the explicit form of E. The hopping oper-
ators satisfy the commutation relations:
SfSf ′ = (−1)
∫
(f ′∪1f+f∪1f ′)Sf ′Sf , (86)
which we note matches the commutation relations of U¯f in
Eq. (77). Lastly, we define an alternative hopping operator S˜f ,
instrumental for the fermion condensation prescription below:
S˜f ≡ PL(f)Sf . (87)
With notation for the fermionic d.o.f. defined, we can de-
scribe the fermion condensation procedure. Our procedure
applies to any Hamiltonian with an emergent fermion created
by the string operator S˜p in Eq. (82). In other words, the
fermion condensation procedure applies to any Hamiltonian
with an anomalous Z2 2-form symmetry locally represented
by the operators G¯e. Fermion condensation then proceeds as
follows.
1. We introduce a spinless complex fermion d.o.f. at each
tetrahedron. In terms of gauging the 2-form symmetry,
the anomalous nature requires that the “3-form gauge
fields” are fermionic d.o.f..
2. We impose a gauge constraint:
U˜f S˜f = 1, (88)
for each face f . This constraint enforces a proliferation
(or condensation) of composite excitations composed of
an emergent fermion and a physical fermion. This is be-
cause U˜f is a short segment of emergent fermion string
operator [Eq. (82)], which creates emergent fermions at
the tetrahedra on either side of f , while S˜f creates phys-
ical fermions at the corresponding tetrahedra (Fig. 16).
Importantly, the constraints at different faces commute,
due to the matching commutation relations of U˜f and
S˜f (see Appendix E). We note that the gauge constraint
in Eq. (88) is a local action of the Z2 anomalous 2-form
symmetry, in the sense that the product of U˜f S˜f around
an edge returns G¯e; this is guaranteed by the spin struc-
ture dependent sign in the definition of the hopping op-
erator.
3. To make the Hamiltonian gauge invariant, i.e., commute
with the constraints in Eq. (88), we couple the Hamil-
tonian to the fermionic d.o.f.. Since the Hamiltonian
commutes with G¯e, it can be expressed in terms of U¯f
andWt operators [22]. We couple U¯f operators andWt
operators to the gauge fields as:
U¯f → U¯fPL(f), Wt →WtPt. (89)
To avoid possible ambiguity, we require that the cou-
pling preserves the locality of the Hamiltonian. Any lo-
cal, gauge invariant operators can be expressed in terms
of the operators U¯fPL(f) and WtPt.
4. We fix a gauge in which the eigenvalue of Zf is 1
at each face f . The action of U¯fPL(f) on the con-
strained space is replaced by Sf in the gauge fixed
Hilbert space.11 Further, the gauge invariant operator
WtPt becomes Pt after fixing the gauge. The genera-
tors of local, gauge invariant operators are thus mapped
according to:
U¯fPL(f) → Sf , WtPt → Pt. (90)
The mapping in Eq. (90) produces a fermionic Hamil-
tonian defined on a Hilbert space with a single spinless
complex fermion d.o.f. at each tetrahedron, as depicted
in Fig. 15.
By condensing the emergent fermion in the twisted toric
code, we obtain a model for an atomic insulator. More specif-
ically, applying the fermion condensation procedure to Httc
yields the atomic insulator Hamiltonian (Appendix E):
HAI ≡ −
∑
t
Pt. (91)
11 This can be seen by multiplying U¯fPL(f) by U˜f S˜f = 1. We obtain:
U¯fPL(f) = U¯fPL(f)U˜f S˜f = U¯fPL(f)U¯fWR(f)PL(f)Sf = WR(f)Sf .
WR(f) acts as the identity in the fixed gauge.
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Model with Model with
emergent fermions even fermion parity
U¯f Sf
Wt =
∏
f⊂t Zf Pt
G¯e 1
1
∏
t Pt
TABLE II. Fermion condensation implements an operator duality,
wherein operators describing a model with an emergent fermion
(commute with G¯e) are mapped to operators that act on a fermionic
Hilbert space and have even fermion parity (commute with
∏
t Pt).
For simplicity, we have only listed the local generators G¯e of the
anomalous 2-form symmetry.
This Hamiltonian has a unique ground state |ΨAI〉, a product
state with zero fermion occupancy at each tetrahedron. Exci-
tations are physical fermions, where Pt has eigenvalue −1.
The process of gauging a non-anomalous symmetry, such
as the 1-form symmetry in Section III B, can be stated as an
operator duality [1]. Likewise, the fermion condensation pro-
cedure can be implemented by a mapping of operators. We
summarize the corresponding duality in Table II and provide
more details in Appendix F. Notably, the duality correspond-
ing to fermion condensation maps:
U¯f → Sf , Wt → Pt. (92)
Combining Eqs. (89) and (90), we see that the duality is func-
tionally the same as the fermion condensation procedure out-
lined above.
IV. BULK CONSTRUCTION: Gf = G× Zf2
We now generalize the discussion of Section III to construct
fSPT models protected by a Gf = G × Zf2 symmetry. In
this case, we require a choice of supercohomology data (ρ, ν).
Therefore, before outlining the construction of the fSPT mod-
els, we first review the supercohomology data (ρ, ν), and in-
troduce corresponding cochains on the manifoldM . Then, we
use the supercohomology data to build a 2-group SPT model,
which, loosely speaking is protected by an interdependent 1-
form and 0-form symmetry. Next, we gauge the 1-form sym-
metry of the 2-group to obtain the so-called shadow model – a
symmetry-enriched twisted toric code. The shadow model is
such that fermion condensation produces a model for the fSPT
phase corresponding to the supercohomology data (ρ, ν). The
construction is shown schematically in Fig. 1.
A. Supercohomology data on M
In Section II A, we introduced the supercohomology data
(ρ, ν) as homogeneous functions:
ρ : G4 → Z2, ν : G5 → R/Z, (93)
which, as group cochains, satisfy the relations:
δρ = 0, δν =
1
2
ρ ∪1 ρ. (94)
In what follows, we find it convenient to work with cochains
on M – functions of simplices in the triangulation of M .
Therefore, in this section, we describe how functions of G
variables, can be pulled back to cochains on M .
We use the functions ρ¯, ρ¯h, and ν¯ as examples for describ-
ing the pull back of functions to cochains on M . ρ¯, ρ¯h, and ν¯
are defined by:
ρ¯(g1, g2, g3) ≡ ρ(1, g1, g2, g3), (95)
ρ¯h(g1, g2) ≡ ρ(1, h−1, g1, g2), (96)
ν¯(g1, g2, g3, g4) ≡ ν(1, g1, g2, g3, g4), (97)
with 1 denoting the identity in G. The pull backs of these
functions play an important role in the construction of the su-
percohomology models below. We note that the functions are
not group cochains, since they fail to be homogeneous.
To define cochains on M , corresponding to ρ¯, ρ¯h, and ν¯,
we assign an element of G to each vertex in the triangula-
tion of M . We refer to the set of G labels {gv} as a {gv}-
configuration. With G labels on the vertices of M , functions
of Gp can be pulled back to p-cochains on M . For each {gv}-
configuration, we define the cochains ρ{gv}, ρ
h
{gv}, and ν{gv}
on M satisfying:
ρ{gv}(〈123〉) ≡ ρ¯(g1, g2, g3), (98)
ρh{gv}(〈12〉) ≡ ρ¯h(g1, g2), (99)
ν{gv}(〈1234〉) ≡ ν¯(g1, g2, g3, g4), (100)
for an arbitrary face 〈123〉, edge 〈12〉, and tetrahedron 〈1234〉.
The Hamiltonians discussed below are defined on triangu-
lated manifolds with a G d.o.f. at every vertex, such as in
Figs. 3 and 4, and a set of basis states can be labeled by {gv}-
configurations. Hence, to simplify the notation in the con-
struction of the supercohomology models, we introduce diag-
onal operators for each {gv}-dependent cochain on M . The
operator associated to the {gv}-dependent p-cochain c{gv}
and a p-simplex s is defined as:
cˆ(s) ≡
∑
{gv}
c{gv}(s)|{gv}〉〈{gv}|. (101)
The operators associated to ρ{gv}, ρ
h
{gv}, and ν{gv} are thus:
ρˆ(f) ≡
∑
{gv}
ρ{gv}(f)|{gv}〉〈{gv}| (102)
ρˆ
h
(e) ≡
∑
{gv}
ρh{gv}(e)|{gv}〉〈{gv}| (103)
νˆ(t) ≡
∑
{gv}
ν{gv}(t)|{gv}〉〈{gv}| (104)
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FIG. 17. The Hilbert space for the 2-group SPT model has G d.o.f.
on vertices and Z2 d.o.f. on edges. We have labeled the states at the
edges by the value of ae(e) = ae.
for a choice of face f , edge e, and tetrahedron t. Unless oth-
erwise stated, it should be assumed that the operators are ten-
sored with the identity on any other d.o.f. in the model.
The coboundary operator and cup products can naturally be
extended to the operators at the cochain level. For example,
the coboundary of ρˆ is the operator:12
δρˆ(t) =
∑
{gv}
δρ{gv}(t)|{gv}〉〈{gv}|, (105)
where t is an arbitrary tetrahedron. Similarly, the cup-1 prod-
uct ρˆ ∪1 f(t) should be interpreted as:
ρˆ ∪1 f =
∑
{gv}
ρ{gv} ∪1 f(t)|{gv}〉〈{gv}|. (106)
Using these operators we now build a Hamiltonian describing
a certain 2-group SPT phase.
B. 2-group SPT
In this section, we construct a model for a 2-group SPT
phase, given a set of supercohomology data (ρ, ν). The par-
ticular 2-group symmetry is dependent upon G and the group
cochain ρ. For simplicity, we describe the relevant 2-group
symmetry in terms of its representation on a lattice. More de-
tails on 2-groups including a formal definition can be found
in Appendix J. Our model for the 2-group SPT phase is based
on a Euclidean spacetime picture presented in Ref. [20], and
we elaborate on the connection to this perspective at the end
of this section.
The model for the 2-group SPT phase is defined on a Hilbert
space consisting of a Z2 d.o.f. at each edge and a G d.o.f. at
each vertex of a triangulation ofM (see Fig. 17). As described
in the previous section, a basis for the G d.o.f. is given by
12 In fact, δρˆ is equivalent to the operator ρˆ, corresponding to the cochain
ρ{gv} and the function ρ in the natural way. This follows from the
coboundary relation in Eq. (94). We note that, although δρ{gv} is in-
deed equal to ρ{gv}, this does not imply that ρ is a group coboundary. The
equality holds for cochains on M . Lacking homogeneity, ρ¯ is not a group
cochain.
configuration states |{gv}〉, and as in section III A, a basis for
the edge d.o.f. can be formed by states |ae〉 labeled by Z2 1-
cochains ae. Thus, we use the collection of states of the form
|{gv},ae〉 as a basis for the total Hilbert space.
The 2-group symmetry has both a Z2 1-form symmetry and
a certain 0-form symmetry parameterized by elements of G.
Similar to Section III A, we represent the 1-form symmetry
using the operators:
AΣ =
∏
e⊥Σ
Xe, (107)
where the product is over edges intersected by the closed sur-
face Σ on the dual lattice. The action of the 1-form symmetry
operator on a basis state is explicitly:
AΣ|{gv},ae〉 = |{gv},ae + Σ〉, (108)
for a closed 1-cochain Σ corresponding to Σ [see Eq. (45)].
We represent the 0-form symmetry action associated to h ∈
G as:
Vρ(h) ≡ V (h)
∏
e
X ρˆ
h
(e)
e . (109)
Here, V (h) acts by (left) group multiplication of h on the ver-
tex d.o.f.:
V (h) ≡
∑
{gv},ae
|{hgv},ae〉〈{gv},ae|. (110)
Therefore, the action of the 0-form symmetry operator Vρ(h)
on a basis state is:
Vρ(h)|{gv},ae〉 = |{hgv},ae + ρh{gv}〉. (111)
We now construct a model for an SPT phase protected
by the 2-group symmetry generated by the operators in
Eqs. (107) and (109). We start with the 1-form paramagnet
Hamiltonian H0 in Section III A and the decoupled G param-
agnet HG from Section II B:
HG0 ≡ H0 +HG. (112)
The 2-group SPT Hamiltonian is prepared from HG0 by con-
jugation with the FDQC U2, which is a composition of two
FDQC:
U2 = U ′2U1. (113)
U1 is the FDQC from Section III A – it prepares a 1-form SPT
model from a 1-form paramagnet:
U1 =
∑
{gv},ae
(−1)
∫
ae∪δae |{gv},ae〉〈{gv},ae|. (114)
U ′2 is a FDQC that couples the vertex d.o.f. to the edge d.o.f.
and ensures that the model is 2-group symmetric. Explicitly,
U ′2 is:
U ′2 ≡
∏
t
[
e2piiOt[νˆ(t)+
1
2 ρˆ∪1ρˆ(t)]
∏
f⊂t
W
ρˆ∪1f(t)
f
]
. (115)
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Here, the Ot is the orientation of each tetrahedron, defined in
Fig. 2, the second product is over the faces in the boundary of
t, andWf is given in Eq. (61) . The 2-group SPT Hamiltonian
H2 is thus:
H2 ≡ U2HG0 U†2 . (116)
In Appendix G, we prove thatH2 is indeed invariant under the
2-group symmetry operators in Eqs. (107) and (109).
The important property of this 2-group SPT Hamiltonian
is revealed after gauging the 1-form symmetry of the total 2-
group symmetry. In the next section, we show that the re-
maining 0-form G symmetry “fractionalizes” on the loop-like
1-form gauge charges according to the group cochain ρ. This
property is key to characterizing the fSPT phase that results
from this construction.
Before gauging the 1-form symmetry, however, we moti-
vate the 2-group SPT model from the spacetime construction
in Ref. [20]. The spacetime model is defined on CM , the
cone of the closed 3-manifold M . We orient the time-like
edges, those connected to the additional spacetime point, to-
wards the vertices of M (Fig. 9). We also place a G d.o.f. on
the additional spacetime point of CM as well as a Z2 d.o.f.
on each time-like edge. The partition function for the 2-group
SPT phase is taken to be:
Z2 ≡
∑
{gv},ae
∏
∆4
e2piiO∆4α{gv}(∆4), (117)
where the product is over 4-simplices ∆4, and α{gv} is a cer-
tain {gv}-dependent R/Z valued cochain onM . In particular,
α{gv} is defined in terms of the supercohomology data (ρ, ν)
as:
α{gv} ≡ ν{gv} +
1
2
ρ{gv} ∪1 {gv} +
1
2
{gv} ∪ {gv}. (118)
To define α{gv}, we have introduced the cochains ρ{gv},
ν{gv}, and {gv}. ρ{gv} is the Z2 3-cochain given by:
ρ{gv}(〈0123〉) ≡ ρ(g0, g1, g2, g3), (119)
for any 3-simplex 〈0123〉, and ν{gv} is the R/Z valued 4-
cochain:
ν{gv}(〈01234〉) ≡ ν(g0, g1, g2, g3, g4), (120)
where 〈01234〉 is an arbitrary 4-simplex. Lastly, {gv} denotes
the 2-cochain:
{gv} ≡ ρ{gv} + δae. (121)
As elaborated on in Appendix J, α{gv} is the pullback of a
2-group cocycle [20]:
α ≡ ν + 1
2
ρ ∪1 + 1
2
 ∪ , (122)
which acts on the 2-group classifying space.
To write down the SPT state, we consider the amplitude for
a fixed configuration:
Ψ2 ({gv},ae) ≡
∏
∆4
e2piiO∆4α{gv}(∆4). (123)
FIG. 18. The Hilbert space for the shadow model consists ofG d.o.f.
on vertices and Z2 d.o.f. on faces. In the state |{gv},af 〉, the values
of the Z2 d.o.f. at the faces are given by af (f) = af .
The amplitude is invariant under re-triangulations of CM , so
by a series of re-triangulations, we can remove both the de-
pendence on theG d.o.f. at the additional spacetime point and
the dependence on the Z2 d.o.f. at the time-like edges. There-
fore, without affecting the amplitude, the additional d.o.f. can
be set to the identity state. It can be checked that the resulting
amplitude gives precisely the wave function for the ground
state of the 2-group SPT Hamiltonian H2.
C. Shadow model
The next step in our construction is to build the shadow
model. We start by gauging the Z2 1-form symmetry of the
2-group SPT Hamiltonian H2. Then, we perform a change of
basis to ensure that the remaining 0-form symmetry forms an
onsite representation of G. The result is the shadow model –
a G-symmetry-enriched twisted toric code, where the G sym-
metry fractionalizes on the loop-like 1-form gauge charges.
We compute the symmetry fractionalization on the loop-like
excitations explicitly, and show that the fractionalization is
governed by the group cochain ρ in the supercohomology data
(ρ, ν). In the subsequent section, we condense the emergent
fermion in the shadow model to complete the construction of
the G × Zf2 fSPT model corresponding to the supercohomol-
ogy data (ρ, ν).
We gauge the 1-form symmetry of H2 following the dis-
cussion in Section III B and Appendix C. As described earlier
in the text, the procedure for gauging the 1-form symmetry
is functionally equivalent to applying a duality that maps the
1-form symmetric operators Xe and Wf according to:
Xe →
∏
f⊃e
Xf , Wf → Zf . (124)
For the the 2-group SPT model, the gauging procedure maps
to a Hilbert space composed of Z2 d.o.f. on faces and G d.o.f.
on vertices (Fig. 18). A basis for this Hilbert space is given
by states of the form |{gv},af 〉, where we have used notation
from Section III B to label a configuration of the face d.o.f.
with a 2-cochain af .
To apply the operator duality in Eq. (124) toH2, we rewrite
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H2 as:
H2 = U ′2
(
U1HG0 U†1
)
U ′†2 , (125)
and map U1HG0 U†1 and U ′2 independently. U1 prepares the 1-
form SPT model in Section III A from HG0 , so gauging the 1-
form symmetry of U1HG0 U†1 yields HGttc, a twisted toric code
with a decoupled G paramagnet:
HGttc ≡ Httc +H0G. (126)
Importantly, we retain the local projectors P0-fluxR in Eq. (65)
from the gauging procedure (for appropriate choices of re-
gions R). They are needed to ensure that the shadow model is
G symmetric.13
We next apply the duality to U ′2. Before doing so, however,
we multiply U ′2 by the identity:14
1 =
∏
t
(∏
f⊂t
Wf
)∫ ρˆ∪2t
. (127)
Here, we have used the cup-2 product ∪2, defined in Ap-
pendix A 2. The ∪2 product of ρˆ and t evaluated on the tetra-
hedron 〈1234〉 is:
ρˆ ∪2 t(〈1234〉) =
[
ρˆ(〈123〉) + ρˆ(〈134〉)] t(〈1234〉).
(128)
After multiplying by the operator in Eq. (127), U ′2 becomes:
U ′2 ≡
∏
t
[
e2piiOt[νˆ(t)+
1
2 ρˆ∪1ρˆ(t)]
∏
f⊂t
W
ρˆ∪1f(t)
f
]
×
∏
t
(∏
f⊂t
Wf
)∫ ρˆ∪2t
. (129)
While the modification to U ′2 has no affect on the ground state
subspace of the shadow model, it is crucial to the symmetry
of the FDQC in Section IV D that prepares the fSPT ground
state (see Appendix H 1 for details). After the modification,
U ′2 maps to the FDQC U ′s:
U ′s ≡
∏
t
[
e2piiOt[νˆ(t)+
1
2 ρˆ∪1ρˆ(t)]
∏
f⊂t
Z
ρˆ∪1f(t)
f
]
×
∏
t
W
∫
ρˆ∪2t
t . (130)
The gauging procedure produces the Hamiltonian:
H ′s ≡ U ′sHGttcU ′†s . (131)
13 Without the projectors, the shadow model is only guaranteed to be G sym-
metric up to factors of Wt.
14 The operator
∏
f⊂tWf is identically 1, since:
∏
f⊂tWf =∏
f⊂t
∏
e⊂f Ze =
∏
e⊂t Z
2
e = 1, where the last product is over edges
e in t.
H ′s is invariant under a 0-formG symmetry given by apply-
ing the gauging duality to the 0-form symmetry of the 2-group
[Eq. (109)]. The 0-form symmetry operator corresponding to
h ∈ G is mapped to:
V ′ρ(h) ≡ V (h)
∏
f=〈123〉
X
ρˆ
h
(〈23〉)+ρˆh(〈13〉)+ρˆh(〈12〉)
f (132)
=
∑
{gv},af
|{hgv},af + δρh{gv}〉〈{gv},af |. (133)
We notice that the resulting symmetry V ′ρ(h) is not necessarily
onsite. This is because the term δρh{gv}(f) in the second line
of Eq. (132) depends on the {gv}-configuration at the vertices
of f , in general.
To obtain the shadow model, we make a local change of
basis – implemented by a FDQC, which makes the remaining
0-formG symmetry onsite. We implement the change of basis
with the unitary operator:
R ≡
∏
f
X
ρˆ(f)
f . (134)
Every state |Ψ〉 and operator O is transformed as:
|Ψ〉 → R|Ψ〉, O → ROR†. (135)
Under the transformation above, V ′ρ(h) becomes:∑
{gv},af
|{hgv},af + ρ{hgv} + δρh{gv}〉〈{gv},af + ρ{gv}|.
(136)
It can be shown, using that ρ is a cocycle [Eq. (94)], that ρ{gv}
and ρh{gv} are related by:
ρ{hgv} + δρ
h
{gv} = ρ{gv}. (137)
Thus, the operator in Eq. (136) is equivalent to the onsite sym-
metry action:
V (h) ≡
∑
{gv},af
|{hgv},af 〉〈{gv},af |. (138)
We apply the basis transformationR to H ′s by conjugation.
This produces the shadow model:
Hs ≡ RH ′sR† = R
(U ′sHGttcU ′s)R† = UsHGttcU†s , (139)
where, in the last line, we have introduced Us:
Us ≡ RU ′s. (140)
The FDQC Us is explicitly:
Us =
∏
f
X
ρˆ(f)
f
∏
t
[
e2piiOt[νˆ(t)+
1
2 ρˆ∪1ρˆ(t)]
∏
f⊂t
Z
ρˆ∪1f(t)
f
]
×
∏
t
W
∫
ρˆ∪2t
t . (141)
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The Hamiltonian Hs describes a symmetry-enriched
twisted toric code. This is because it is both G symmetric
and can be constructed from HGttc using the FDQC Us. The
symmetry of Hs follows from the symmetry of the 2-group
SPT Hamiltonian H2 (Appendix G).
Similar to the twisted toric code, Hs admits loop-like exci-
tations as well as point-like excitations with fermionic statis-
tics. In the twisted toric code, the loop-like excitations are
created at the boundary of a surface σ using the membrane
operator Mσ , defined in Eq. (75). Therefore, the loop-like
excitations can be created in the shadow model with the oper-
ator:
Msσ ≡ UsMσU†s =
∏
f⊂σ
[
(−1)ρˆ(f)Zf
]
, (142)
where in the second equality we have commuted Us past the
Pauli Z operators in Mσ . Likewise, emergent fermion string
operators in the shadow model can be formed by conjugating
the twisted toric code string operators Sp and S˜p by Us:
Ssp ≡ UsSpU†s , S˜sp ≡ UsS˜pU†s . (143)
For certain choices of supercohomology data (ρ, ν),
the corresponding shadow model describes a nontrivial,
symmetry-enriched twisted toric code. In particular, the group
cochain ρ determines the fractionalization (defined below)
of the G symmetry on the loop-like 1-form gauge charges.
This symmetry fractionalization partially characterizes the G-
symmetry-enriched twisted toric code phase [13].
Symmetry fractionalization on loop-like excitations:
In what follows, we compute the symmetry fractionaliza-
tion on the loop-like excitations of the shadow model, explic-
itly. We do so by considering an excited state of Hs obtained
by applying Msσ to a ground state |Ψs〉 of Hs. The resulting
state Msσ|Ψs〉 has a single loop of 1-form gauge charge along
∂σ, the boundary of σ. We study the effect of theG-symmetry
action on this state to determine the fractionalization of the
symmetry on the loop-like excitation.
To set up the computation and make the discussion more
precise, we introduce an effective Hilbert space in the vicinity
of the 1-form gauge charge. We define the state |ψttc, {gv}∂σ〉
to be the ground state of the twisted toric code Hamiltonian
HGttc with fixedG configuration {gv}∂σ at vertices v contained
in ∂σ. The set of states
{|Ψttc, {gv}∂σ〉} spans a Hilbert space
with dimension |G|N , where N is the number of vertices in
∂σ. The effective Hilbert space is then formed by the states{|Ψ∂σs , {gv}∂σ〉}, where |Ψ∂σs , {gv}∂σ〉 is defined by:
|Ψ∂σs , {gv}∂σ〉 ≡MsσUs|Ψttc, {gv}∂σ〉. (144)
We note that, in particular, the state Msσ|Ψs〉 belongs to the
effective Hilbert space:
Msσ|Ψs〉 =
∑
{gv}∂σ
|Ψ∂σs , {gv}∂σ〉. (145)
Heuristically, a state |Ψ∂σs , {gv}∂σ〉 in the effective Hilbert
space resembles the ground state |Ψs〉 far away from ∂σ15.
Since |Ψs〉 is symmetric, we expect the symmetry to act as
the identity on |Ψ∂σs , {gv}∂σ〉 away from ∂σ. However, the
symmetry may act non-identically on the states in the effective
Hilbert space, and we define the projection of the symmetry
action to the effective Hilbert space to be the effective sym-
metry action on a 1-form gauge charge. The fractionalization
of the G-symmetry action is an obstruction to realizing the
effective symmetry action onsite.
We next determine the effective symmetry action on
the loop-like excitation by acting on an arbitrary state
|Ψ∂σs , {gv}∂σ〉 in the effective Hilbert space with the symme-
try operator V (h):
V (h)|Ψ∂σs , {gv}∂σ〉 = V (h)MsσUs|Ψttc, {gv}∂σ〉. (146)
The expression on the right hand side of Eq. (146) can be eval-
uated further by commuting V (h) past Msσ and Us. Using the
relation in Eq. (137), we find:
V (h)Msσ =
[ ∏
e⊂∂σ
(−1)ρˆh
−1
(e)
]
MsσV (h), (147)
and as shown in Appendix H 1, V (h) commutes with Us up to
factors of G¯e:
V (h)Us = Us
[∏
e
G¯ρˆ
h−1
(e)
e
]
V (h). (148)
Therefore, the action of V (h) on a state in the effective Hilbert
space is:
V (h)|Ψ∂σs , {gv}∂σ〉 =
∏
e⊂∂σ
(−1)ρˆh
−1
(e)|Ψ∂σs , {hgv}∂σ〉,
(149)
where we have used that |Ψttc, {hgv}∂σ〉 is a +1 eigenstate of
G¯e. The effective symmetry action for h ∈ G is explicitly:
V∂σ(h) ≡∑
{gv}∂σ
∏
e⊂∂σ
(−1)ρˆh
−1
(e)|Ψ∂σs , {hgv}∂σ〉〈Ψ∂σs , {gv}∂σ|.
(150)
We identify the fractionalization of the symmetry, or an ob-
struction to an onsite representation, by considering the effec-
tive symmetry action restricted to a connected submanifold `
of ∂σ (Fig. 19):16
V`(h) ≡∑
{gv}`
∏
e⊂`
(−1)ρˆh
−1
(e)|Ψ∂σs , {hgv}`〉〈Ψ∂σs , {gv}`|, (151)
15 More concretely, any reduced density matrix of the state
|Ψ∂σs , {gv}∂σ〉〈Ψ∂σs , {gv}∂σ | will agree with the reduced density
matrix of |Ψs〉〈Ψs| on regions far from ∂σ.
16 There is some ambiguity in defining the restriction near the boundaries of
`. In fact, the calculation is unaffected by the particular choice. For more
details, we refer to Ref. [12].
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FIG. 19. A loop-like excitation is created at ∂σ (dashed orange line)
by applying the operator Msσ on the surface σ of the direct lattice. `
(thick blue line) is a connected submanifold of ∂σ used to determine
the fractionalization of the symmetry on the gauge charge. a and b
label the end points of `.
with V`(h) acting as the identity on sites in ∂σ not contained
in `. While V∂σ(h) satisfies the group law:
V∂σ(h1)V∂σ(h2) = V∂σ(h1h2), (152)
V`(h) only satisfies the group law up to an operator Ω(h1, h2):
V`(h1)V`(h2) = Ω(h1, h2)V`(h1h2). (153)
For V`(h) given in Eq. (151), we find:
Ω(h1, h2) =
∑
ga,gb
[
(−1)ρ(1,h1,h1h2,ga)+ρ(1,h1,h1h2,gb)
|Ψ∂σs , ga, gb〉〈Ψ∂σs , ga, gb|
]
, (154)
where we have labeled the endpoints of ` as a and b,
and Ω(h1, h2) acts as the identity on all other sites in ∂σ.
Ω(h1, h2) acts non-trivially only near the endpoints of `.
Hence, we can split Ω(h1, h2) into an operator Ωa(h1, h2)
acting at a and an operator Ωb(h1, h2) acting at b. The de-
composition is unique up to a sign,17 which may depend on
h1 and h2. For example, we may write:
Ωa(h1, h2) =
∑
ga
(−1)ρ(1,h1,h1h2,ga)|Ψ∂σb , ga〉〈Ψ∂σb , ga|,
(155)
which acts as the identity away from the endpoint a. Alterna-
tively, we could modify both Ωa(h1, h2) and Ωb(h1, h2) by a
sign (−1)β(1,h1,h1h2), where β is an arbitrary group cochain
in C2(G,Z2).
The symmetry fractionalization can be shown by analyzing
the associativity of the restricted group action. The associa-
tivity of the V`(h) operators implies (see Ref. [12]):
Ω(h1, h2)Ω(h1h2, h3) = (156)
V`(h1)Ω(h2, h3)V`†(h1)Ω(h1, h2h3).
17 The Z2 fusion rules of 1-form gauge charges reduce the ambiguity from a
general phase to a sign [13].
If the effective symmetry action can be written as onsite,
then Eq. (156) is satisfied independently at endpoints a and
b for some choice of β. (This follows from Appendix B of
Ref. [12].) On the other hand, if Eq. (156) is not satisfied in-
dependently at the endpoints for any choice of β, then there is
an obstruction to realizing the effective symmetry action on-
site.
For Ωa in Eq. (155), Eq. (156) only holds up to a G-
dependent sign at the endpoint a:
Ωa(h1, h2)Ωa(h1h2, h3) = (−1)ρ(1,h1,h1h2,h1h2h3)
× V`(h1)Ωa(h2, h3)V`†(h1)Ωa(h1, h2h3). (157)
The sign (−1)ρ(1,h1,h1h2,h1h2h3) in Eq. (157) captures the
symmetry fractionalization on the 1-form gauge charge. Tak-
ing into account the ambiguity in defining Ωa, we see that ρ
is well defined up to a group coboundary δβ, with β an ar-
bitrary element of C2(G,Z2). In other words, the symmetry
fractionalization on the loop-like excitation is described by
an element of the group cohomology H3(G,Z2). Therefore,
when ρ represents a nontrivial class in H3(G,Z2), there is
a nontrivial symmetry fractionalization on the 1-form gauge
charges of the shadow model.
The group cohomology class represented by ρ defines a
quantized invariant of the symmetry-enriched twisted toric
code phase. To make this explicit, we note that any state
belonging to the same symmetry-enriched phase can be con-
structed (approximately) from |Ψs〉 by applying a FDQC built
of symmetric local unitaries. If we modify Us by a FDQC
built of symmetric local unitaries, the calculation above is un-
changed. Thus, the symmetry fractionalization on a gauge
charge is given by the same group cohomology class for any
state in the symmetry-enriched phase.
In the next section, we see that this quantized invariant may
be pushed forward to characterize the corresponding fSPT ob-
tained from condensing the emergent fermion in the shadow
model.
D. Fermionic SPT
Finally, we condense the emergent fermion in the shadow
model to construct a fSPT Hamiltonian corresponding to the
supercohomology data (ρ, ν). In the process, we find a FDQC
Uf that prepares the fSPT ground state from a product state.
We argue that our models exhibit the expected responses to
probing with fermion parity defects, by referring to the prop-
erties of the shadow models. Lastly, using the stacking rules
for supercohomology phases, we verify the equivalence rela-
tion on supercohomology data in Ref. [16].
Fermion condensation, described in Section III C, can be
readily applied to any Hamiltonian expressed in terms of the
operators G¯e, U¯f , and Wt. The fermion is then condensed by
mapping the operators according to:
G¯e → 1, U¯f → Sf , Wt → Pt. (158)
The result is a model defined on a Hilbert space with a single
spinless complex fermion at each tetrahedron.
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To apply the fermion condensation duality in Eq. (158) to
the shadow model:
Hs = UsHGttcU†s , (159)
we write HGttc and Us in terms of G¯e, U¯f , and Wt operators.
By definition,HGttc can be written using G¯e andWt. As for Us,
the Pauli X and Pauli Z operators can be commuted to write
(see Appendix H 2 for a derivation):
Us =
∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
U¯
ρˆ(f)
f
∏
t
W
∫
ρˆ∪2t
t . (160)
Here, we have defined an arbitrary ordering of faces on M :
{f1, . . . , fi, . . .}, (f1 < · · · < fi < · · · ), (161)
and the product of U¯f operators is determined by the order of
faces in M :∏
f
U¯
ρˆ(f)
f =
(
· · · U¯ ρˆ(fi)fi · · · U¯
ρˆ(f1)
f1
)
. (162)
ξρ(M) in Eq. (160) is a sign that compensates for the order
dependence of the product of U¯f operators, so that Us is in-
dependent of the choice of ordering. Specifically, ξρ(M) is
given by (Appendix H 2):
ξρ(M) ≡
∏
i,i′|i′<i
(−1)ρˆ(fi′ )ρˆ(fi)
∫
fi′∪1fi . (163)
We emphasize that, although ξρ(M) and the product of U¯f
operators depend on a choice of ordering of the faces in M ,
the FDQC Us does not depend on the choice of ordering.18
With this, we apply the mapping of operators in Eq. (158) to
Hs to condense the emergent fermion. First,HGttc is mapped to
an atomic insulator and a decoupledG paramagnet (Appendix
E):
HGAI ≡ −
∑
t
Pt −
∑
v
Pv. (164)
Second, Us is mapped to a FDQC Uf :
Uf ≡
∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
S
ρˆ(f)
f
∏
t
P
∫
ρˆ∪2t
t . (165)
Thus, fermion condensation leads to the exactly-solvable
fermionic Hamiltonian:
Hf ≡ UfHGAIU†f . (166)
This is precisely the Hamiltonian described in Section II C.
We note that Hf is symmetric due to the symmetry of both
HGAI and Uf . To see that Uf is symmetric, we consider the
bosonic FDQC Us. Us commutes with the symmetry up to
factors of G¯e (see Appendix H 1), and since G¯e maps to the
identity under fermion condensation, Uf must commute with
the symmetry.
18 The independence on the ordering can be derived from the commutation
relations: U¯f U¯f ′ = (−1)
∫
(f ′∪1f+f∪1f ′)U¯f ′ U¯f , as described in Ap-
pendix H 2.
Equivalence relation on supercohomology data:
For each set of supercohomology data, we can now con-
struct a fSPT Hamiltonian Hf . However, the Hamiltonians
constructed from two a priori different sets of supercoho-
mology data, say (ρ, ν) and (ρ′, ν′), may be within the same
phase. This motivates imposing an equivalence relation on the
supercohomology data, so that two sets of supercohomology
data are equivalent if the corresponding Hamiltonians are in
the same phase. We argue below that the appropriate equiva-
lence relation ∼ on the supercohomology data is:
(ρ, ν) ∼
(ρ+ δβ, ν + δη +
1
2
β ∪ β + 1
2
β ∪1 δβ + 1
2
ρ ∪2 δβ),
(167)
which is in agreement with the equivalence relation identified
using spacetime methods in Ref. [16]. In the equivalence re-
lation, β and η are arbitrary group cochains:
β ∈ C2(G,Z2), η ∈ C3(G,R/Z), (168)
and the group cup products can be written explicitly using
the general formulas in Appendix A 1. To justify the equiv-
alence relation in Eq. (167), we must show that both (i) equiv-
alent sets of supercohomology data lead to Hamiltonians in
the same phase and (ii) inequivalent sets of supercohomology
data give rise to Hamiltonians in distinct phases.
In what follows, we exploit the group structure of super-
cohomology SPT phases under stacking. The operation  on
induced by stacking can be determined by composing FDQCs,
as discussed in Section II C. The stacking operation applied
to (ρ, ν) and (ρ′, ν′) gives:
(ρ, ν) (ρ′, ν′) = (ρ+ ρ′, ν + ν′ + 1
2
ρ ∪2 ρ′). (169)
With this, we argue that Hamiltonians constructed using
equivalent sets of supercohomology data belong to the same
SPT phase. To begin, we notice that the equivalence relation
can be phrased in terms of the stacking operation . Any
two equivalent sets of supercohomology data can be related
by stacking a set of supercohomology data:
(ρ0, ν0) ≡ (δβ, δη + 1
2
β ∪ β + 1
2
β ∪1 δβ), (170)
for some choice of β in C2(G,Z2) and η belonging to
C3(G,R/Z). This is because stacking (ρ0, ν0) with an ar-
bitrary set of supercohomology data (ρ, ν) yields:
(ρ, ν) (δβ, δη + 1
2
β ∪ β + 1
2
β ∪1 δβ) =
(ρ+ δβ, ν + δη +
1
2
β ∪ β + 1
2
β ∪1 δβ + 1
2
ρ ∪2 δβ),
(171)
which is equivalent to (ρ, ν) according to Eq. (167). Hamilto-
nians constructed from supercohomology data (ρ, ν) and any
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equivalent set of data (ρ, ν) (ρ0, ν0) are indeed in the same
phase. This can be seen by constructing the FDQC Uρ0ν0f
corresponding to (ρ0, ν0). One can show that Uρ0ν0f is com-
posed of symmetric local unitaries, for any choice of (ρ0, ν0)
in Eq. (170); the calculation is analogous to Appendix F of
Ref. [23]. Therefore, the composition Uρ0ν0f Uρνf prepares a
state in the same phase as Uρνf , when applied to an unentan-
gled symmetric state. Thus, equivalent sets of supercohomol-
ogy data correspond to Hamiltonians in the same phase.
Conversely, we show that Hamiltonians constructed using
inequivalent sets of supercohomology data belong to different
SPT phases. Suppose (ρ, ν) and (ρ′, ν′) are inequivalent, or
in other words, the stack:
(ρ˜, ν˜) ≡ (ρ, ν) (ρ′, ν′)−1 (172)
is not equal to (ρ0, ν0), for any choice of (ρ0, ν0). Here,
the inverse in Eq. (172) is taken with respect to the stack-
ing operation. There are two possibilities in which (ρ˜, ν˜)
is not equivalent to any (ρ0, ν0), and we address them in
turn. The first possibility is that ρ˜ is a nontrivial element of
H3(G,Z2), so it cannot be written as δβ for any choice of
group cochain β ∈ C2(G,Z2). The second possibility is that
ρ˜ is trivial, i.e., it can be written as δβ, but ν˜ is not equal to
δη + 12β ∪ β + 12β ∪1 δβ for any choice of η ∈ C3(G,R/Z).
Case 1. If ρ˜ represents a nontrivial class inH3(G,Z2), then
we can use the symmetry fractionalization properties of the
shadow model to argue that (ρ˜, ν˜) must correspond to a non-
trivial fSPT phase. To derive a contradiction, suppose that the
Hamiltonian H ρ˜ν˜f built using (ρ˜, ν˜) is in a trivial fSPT phase.
Then, we can find a path of symmetric gapped Hamiltoni-
ans connecting H ρ˜ν˜f to the atomic insulator Hamiltonian H
G
AI.
For each Hamiltonian in this path, we can gauge the fermion
parity symmetry – or “ungauge” the anomalous 2-form sym-
metry. More precisely, we can map the fermionic operators
to bosonic operators according to the duality in Table II. To
avoid ambiguity in this ungauging process, we conjugate the
bosonic operators by local projectors onto the G¯e = 1 sub-
space and add a term −∑e G¯e to enforce the G¯e = 1 con-
straint. The result of ungauging the anomalous 2-form sym-
metry is a symmetric gapped path of Hamiltonians connect-
ing the shadow model corresponding to (ρ˜, ν˜) to the twisted
toric code Hamiltonian HGttc. This is a contradiction, because
the shadow model describes a nontrivial symmetry-enriched
twisted toric code when ρ˜ is nontrivial in H3(G,Z2), while
HGttc is in a trivial symmetry-enriched phase. Therefore, H
ρ˜ν˜
f
is in a nontrivial SPT phase, and (ρ, ν) and (ρ′, ν′) must cor-
respond to distinct fSPT phases.
Case 2. In the second case, we assume that ρ˜ is trivial in
H3(G,Z2). Then there exists an equivalent set of supercoho-
mology data: (0, ν˜′), obtained from (ρ˜, ν˜) by stacking (ρ0, ν0)
with ρ0 = ρ˜. Further, we can assume that ν˜′ is a nontrivial co-
cycle, since it satisfies δν˜′ = 0, and by assumption, it cannot
be written as ν0 for any choice of ν0 in Eq. (170). The data
ν˜′ thus characterizes a bosonic SPT phase with symmetry G
and within the group cohomology classification. For a unitary
symmetry of the form G× Zf2 , the data (0, ν˜′) also describes
a nontrivial fermionic SPT phase. To see this, we gauge the
fermion parity symmetry following the prescription above and
argue that this yields a nontrivial symmetry-enriched twisted
toric code.
The fSPT Hamiltonian associated to (0, ν˜′) is equivalent to
a ν˜′ bSPT Hamiltonian along with a decoupled atomic insu-
lator. Therefore, by gauging the fermion parity symmetry, we
obtain a bSPT model corresponding to ν˜′ stacked with a Z2
gauge theory (twisted toric code). We show that the stacked
system belongs to a nontrivial G-symmetry-enriched twisted
toric code phase by computing a quantized invariant using the
dimensional reduction methods of Ref. [12].
More specifically, the characteristic group cocycle ν˜′ of the
bSPT phase can be extracted by first acting with the global
symmetry on sites within a bounded region R. Given that the
SPT state and the twisted toric code are decoupled and that
the G symmetry acts as the identity on the twisted toric code
d.o.f., the symmetry action on R is equivalent to applying
some unitary operator - an effective symmetry action - sup-
ported solely on the G d.o.f. near the boundary of R. The
quantized invariant can then be deduced from the effective
symmetry action according to Ref. [12]. The process is un-
changed by acting on the stacked system with any FDQC com-
posed of G-symmetric local unitaries. Therefore, the cocycle
ν˜′ is an indicator that the system is in a nontrivial symmetry-
enriched twisted toric code phase. If the fSPT phase with
data (0, ν˜′) can be connected to the trivial phase, then the
ν˜′ SPT phase stacked with a twisted toric code can also be
connected to the trivial symmetry-enriched twisted toric code
phase. This is a contradiction, and (0, ν˜′) must describe a
nontrivial fermionic SPT phase.
With these two cases, we have shown that (ρ˜, ν˜) must
correspond to a nontrivial fSPT phase if (ρ, ν) and (ρ′, ν′)
in Eq. (172) are inequivalent. Hence, inequivalent superco-
homology data correspond to distinct fSPT phases, and the
supercohomology data give quantized invariants for lattice
Hamiltonians.
We note that the procedure for ungauging an anomalous 2-
form symmetry, briefly described above, can be applied to any
fermionic model. We emphasize that it is equivalent to gaug-
ing the fermion parity symmetry – the point-like 1-form fluxes
in the shadow model correspond to fermion parity gauge
charges and the loop-like 1-form gauge charges correspond
to fermion parity gauge fluxes. We also point out that it was
important to analyze the stack of (ρ, ν) and (ρ′, ν′)−1, since
gauging the fermion parity of supercohomology Hamiltoni-
ans in distinct phases can yield the same symmetry-enriched
twisted toric code.
V. GAPPED BOUNDARIES THROUGH SYMMETRY
EXTENSION
The supercohomology models, described in Sections III
and IV, characterize the bulk of the SPT phase, i.e., the Hamil-
tonians are defined on manifolds without boundary. In this
section, we consider models on manifolds with boundary. In
particular, we describe supercohomology models that feature
gapped, topologically ordered boundaries. To get started,
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we review gapped boundaries for group cohomology models,
constructed via a symmetry extension [19]. We then general-
ize the symmetry extension construction to supercohomology
models. Our generalization relies on the connection between
2-group SPT phases and supercohomology phases. We pro-
vide the details of the construction, starting from a 2-group
SPT model, in Appendix K.
A. Review of gapped boundary construction for group
cohomology models
As shown in Ref. [19], symmetric gapped boundaries for
group cohomology models can be constructed by first enlarg-
ing the symmetry at the boundary. One can then partially
gauge the extended symmetry to produce a symmetric, topo-
logically ordered boundary. To illustrate the construction, we
consider a (3 + 1)D group cohomology model correspond-
ing to the group cocycle ν ∈ H4(G,R/Z) with a unitary G
symmetry.
We motivate the gapped boundary construction by review-
ing the proof that the ground state of the group cohomology
model is symmetric on a manifold without boundary. Recall
that the ground state of the group cohomology model is:
|Ψb〉 =
∑
{gv}
Ψb({gv})|{gv}〉, (173)
with the amplitude Ψb({gv}) given by:
Ψb({gv}) ≡
∏
t=〈1234〉
e2piiOtν(1,g1,g2,g3,g4). (174)
Applying the symmetry action V (h), for h ∈ G, to |Ψb〉
yields:
V (h)|Ψb〉 =
∑
{gv}
Ψ˜b({gv})|{gv}〉. (175)
Here, we have shifted the indices and used the homogeneity
of ν to define:
Ψ˜b({gv}) ≡
∏
t=〈1234〉
e2piiOtν(h,g1,g2,g3,g4). (176)
We evaluate Eq. (176) further by using the cocycle property
of ν, which tells us:
ν(h, g1, g2, g3, g4) = ν(1, g1, g2, g3, g4)− ν(1, h, g2, g3, g4)
+ν(1, h, g1, g3, g4)− ν(1, h, g1, g2, g4) + ν(1, h, g1, g2, g3).
(177)
The last four terms in Eq. (177) each correspond to a face of
the tetrahedron 〈1234〉. Therefore, in substituting Eq. (177)
into Eq. (176), the terms associated to faces cancel in pairs.
We are left with: Ψ˜b({gv}) = Ψb({gv}), which implies that
|Ψb〉 is symmetric.
The cancellation of the face terms in the calculation above
relies crucially on the fact that the manifold has no bound-
ary. The wave function in Eq. (173) is not guaranteed to be
FIG. 20. The L symmetric state |ΨLb 〉 is defined on a Hilbert space
with L d.o.f. (blue) on the boundary of M . The vertices on the
interior of M host G d.o.f. (green), as in Fig. 3.
symmetric on a manifold M with boundary ∂M , since the
terms associated with faces fail to cancel at the boundary. In
this case, the symmetry action V (h) on |Ψb〉 leaves a residual
phase factor Vh({gv}) on the boundary of M , i.e.:
Ψ˜b({gv}) = Vh({gv})Ψb({gv}), (178)
where Vh({gv}) is the phase:
Vh({gv}) ≡
∏
f∂=〈123〉
e2piiOf∂ ν(1,h,g1,g2,g3). (179)
Here, the product is over faces f∂ in the boundary of M and
Of∂ ∈ {−1,+1} is −1 if the orientation of f∂ points out of
M and +1 otherwise. The residual phase factor is indicative
of the anomalous symmetry action at the boundary of the SPT
phase [12]. To find a gapped boundary, we search for a modi-
fication of |Ψb〉 near the boundary to “saturate” the anomaly.
The key observation, made in Ref. [19], is that the anomaly
can be saturated by enlarging the symmetry at the boundary.
To make this precise, we define L to be a central extension of
G by a group K,19 giving the short exact sequence:
1→ K → L pi−→ G→ 1. (180)
The group cocycle ν can then be pulled back by pi to form a
cocycle ν∗ ∈ H4(L,R/Z):
ν∗(`0, `1, `2,`3, `4) ≡
ν(pi(`0), pi(`1), pi(`2), pi(`3), pi(`4)),
(181)
with `0, `1, `2, `3, and `4 in L. According to Refs. [19] and
[39], one can always find an extension L such that ν∗ is a
coboundary, i.e.:
ν∗ = δη, (182)
for some η in C4(L,R/Z). As described below, the cochain
η can be used to absorb the residual phase factor in Eq. (178).
19 By a central extension, we mean that K belongs to the center of H .
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To build a symmetric wave function using η, we extend the
global symmetry of the group cohomology model to L by re-
placing each G d.o.f. on the boundary with an L d.o.f. (see
Fig. 20). We denote a configuration of the L and G d.o.f. by
{`w, gv}, where `w is an element of L labeling the boundary
vertex w ∈ ∂M and gv belongs to G and labels a vertex v in
the bulk v ∈ M \ ∂M . For h ∈ L, the global L symmetry is
then represented by:
V (`) ≡
∑
{`w,gv}
|{``w, pi(`)gv}〉〈{`w, gv}|. (183)
Heuristically, the symmetry acts as L on the boundary sites
and G on the bulk sites.
Now, we consider a modified state built using both ν and
η and show that it is invariant under the L symmetry in
Eq. (183). In particular, we consider the state |ΨLb 〉 defined
as:
|ΨLb 〉 ≡
∑
{`w,gv}
Ψη({`w})Ψb({pi(`w), gv})|{`w, gv}〉.
(184)
Here, Ψη({`w}) is a product of η dependent phase factors cor-
responding to faces in ∂M :
Ψη({`w}) ≡
∏
f∂=〈123〉
e−2piiOf∂ η(1,`1,`2,`3). (185)
To see that |ΨLb 〉 is invariant under the L symmetry, we act
on the state with V (`) in Eq. (183). After shifting the indices
and using the homogeneity of ν and η, we find:
V (`)|ΨLb 〉 =
∑
{`w,gv}
Ψ˜η({`w})Ψ˜b({pi(`w), gv})|{`w, gv}〉,
(186)
where Ψ˜η({`w}) is the phase:
Ψ˜η({`w}) ≡
∏
f∂=〈123〉
e−2piiOf∂ η(`,`1,`2,`3). (187)
The phase factors Ψ˜η({`w}) and Ψ˜b({pi(`w), gv}) can be sim-
plified by using the coboundary relations for ν and η. Similar
to Eq. (178), the coboundary relation for ν leads to a residual
phase factor:
Ψ˜b({pi(`w), gv}) = V`({`w, gv})Ψb({pi(`w), gv}), (188)
with V`({`w, gv}) given by:
V`({`w, gv}) ≡
∏
f∂=〈123〉
e2piiOf∂ ν
∗(1,`,`1,`2,`3). (189)
As for η, the coboundary relation in Eq. (182) tells us:
η(`, `1, `2, `3) = ν
∗(1, `, `1, `2, `3) + η(1, `1, `2, `3)
− η(1, `, `2, `3) + η(1, `, `1, `3)− η(1, `, `1, `2). (190)
The last three terms correspond to edges in ∂M and cancel
pairwise, when substituted into Eq. (187). The ν∗ term in
the coboundary relation of η produces a phase that precisely
cancels the excess phase factor in Eq. (189):
Ψ˜η({`w}) = V−1` ({`w, gv})Ψη({`w}). (191)
Inserting Eqs. (188) and (191) into the expression for
V (`)|ΨLb 〉, we see that |ΨLb 〉 is symmetric under theL symme-
try. The η-dependent phase factors at the boundary compen-
sates for the failure of the bulk wave function to be symmetric.
(We note the similarity with anomalous SPT states introduced
in Ref. [40].)
The state |ΨLb 〉 can be prepared from the product state:
|ΨL〉 ≡
∑
{`w,gv}
|{`w, gv}〉 (192)
by the FDQC ULb :
ULb ≡
∏
f∂
e−2piiOf∂ ηˆ(f∂)
∏
t
e2piiOtνˆ(t). (193)
Here, ηˆ(f∂) is the operator given by:
ηˆ(〈123〉) ≡
∑
{`w,gv}
η(1, `1, `2, `3)|{`w, gv}〉〈{`w, gv}|,
(194)
and νˆ(t) is explicitly:
νˆ(t) =
∑
{`w,gv}
ν{pi(`w),gv}|{`w, gv}〉〈{`w, gv}|, (195)
with ν{pi(`w),gv} defined in Eq. (98). ULb can be used to create a
gapped parent Hamiltonian for |ΨLb 〉 by conjugating a certain
paramagnet Hamiltonian whose ground state is |ΨL〉.
To recover the G symmetry, we can gauge the K subgroup
of the L symmetry. This results in a G symmetric system
with a K gauge theory at the boundary. The K gauge theory
lives only on the boundary d.o.f., because theK subgroup acts
as the identity on the bulk sites. We have thus constructed
a group cohomology model with a symmetric, topologically
ordered gapped boundary.
B. Gapped boundary construction for supercohomology
models
We now generalize the construction of gapped boundaries
for group cohomology models to build gapped boundaries for
(3 + 1)D supercohomology models. The first step of the con-
struction for group cohomology models is to find an extension
of theG symmetry to ‘trivialize’ the cocycle ν. That is, to find
an extension L such that the pull back of ν is a coboundary.
Similarly, for supercohomology models, we first identify an
extension of theG symmetry to an L symmetry that trivializes
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the supercohomology data (ρ, ν). Here, we say the superco-
homology data is trivialized if the pull back (ρ∗, ν∗) is of the
form:
(ρ∗, ν∗) = (δβ, δη +
1
2
β ∪ β + 1
2
β ∪1 δβ), (196)
for some β ∈ C2(L,Z2) and η ∈ C3(L,R/Z). (The triv-
ial supercohomology data in Eq. (196) was identified in Sec-
tion IV D.) We then use the data (β, η) to build a symmetric,
topologically ordered gapped boundary for the supercohomol-
ogy model. The detailed derivation from a 2-group SPT model
is given in Appendix K. In Appendix I 2, we describe a sim-
ilar construction of gapped, spontaneous symmetry breaking
boundaries for (2 + 1)D supercohomology models.
Before defining the supercohomology models on a mani-
fold with boundary using (β, η), we argue that there exists a
central extension of G for which the supercohomology data is
trivialized, as in Eq. (196). To show that such an extension
exists, we make two consecutive extensions of G. The first is
given by the short exact sequence:
1→ K1 → L′ pi1−→ G→ 1, (197)
and is chosen to trivialize ρ. We denote the pull backs of ρ
and ν to L′ by ρ′ and ν′, respectively. By the definition of
this extension, ρ′ can be written as: ρ′ = δβ′, for some β′ ∈
C2(L′,Z2). Using ν′ and β′, we then construct a cocycle:
ν′ +
1
2
β′ ∪ β′ + 1
2
β′ ∪1 δβ′. (198)
The second extension is defined to trivialize the cocycle in
Eq. (198) and corresponds to the short exact sequence:
1→ K2 → L pi2−→ L′ → 1. (199)
Consequently, there exists η ∈ C3(L,R/Z) such that:
δη = ν∗ +
1
2
β ∪ β + 1
2
β ∪1 δβ, (200)
where ν∗ and β are the pull backs of ν′ and β′ by pi2. The
extensions in Eqs. (197) and (199) are guaranteed to exist by
the arguments presented in Ref. [39]. Since the composition
of two central extensions is itself a central extension, there
exists an extension:
1→ K → L pi−→ G→ 1, (201)
which trivializes the supercohomology data (ρ, ν) such that
the pull back (ρ∗, ν∗) is:
(ρ∗, ν∗) = (δβ, δη +
1
2
β ∪ β + 1
2
β ∪1 δβ), (202)
for β ∈ C2(L,Z2) and η ∈ C3(L,R/Z). In Appendix L, we
give an example of the trivialization of supercohomology data
by extending a G = Z2 × Z4 symmetry. We also note that
the two consecutive extensions above were used in Ref. [26]
to construct gapped boundaries for supercohomology models
using a spacetime formalism.
FIG. 21. The Hamiltonian HLf acts on a Hilbert space with an L
d.o.f. (blue) on each boundary vertex and a spinless complex fermion
(yellow) on every face of ∂M . The d.o.f. in the bulk, a G-valued
spin (green) at every vertex and a spinless complex fermion on each
tetrahedron, are the same as the d.o.f. in Fig. 4.
FIG. 22. The hopping operator Se∂ on the boundary is defined by
connecting the vertices in the boundary to an artificial vertex. The
edges connecting to the artificial vertex are shown in orange and are
oriented away from the additional point. The boundary edge e∂ is
associated to the artificial face f(e∂) (shaded orange). For clarity
the bulk d.o.f. are not pictured.
We now use an extension L of G, given in Eq. (201), and
the data (β, η), satisfying Eq. (202), to define supercohomol-
ogy models with a topologically ordered gapped boundary. To
this end, we first build a gapped Hamiltonian HLf with an L
symmetry and bulk terms that are equivalent to those of a su-
percohomology model with a G symmetry. The K subgroup
of the L symmetry can then be gauged to obtain a G symmet-
ric supercohomology model hosting a K gauge theory at the
boundary.
The Hilbert space for theL symmetric HamiltonianHLf can
be constructed from the Hilbert space of the bulk supercoho-
mology models. We recall that the supercohomology models
on a manifold without boundary are defined on a Hilbert space
with aG d.o.f. at each vertex and a single complex fermion on
each tetrahedron, as in Fig. 4. For HLf on a manifold M with
boundary ∂M , we replace theG d.o.f. on the boundary withL
d.o.f. and introduce a single spinless complex fermion on each
face in ∂M (see Fig. 21). To define the hopping operators on
this Hilbert space, we imagine extending the manifold to M
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by connecting all of the boundary vertices to an additional “ar-
tificial” vertex. Each fermionic d.o.f. on a boundary face can
then be associated to a tetrahedron connected to the artificial
vertex, and every boundary edge e∂ can be assigned a face
f(e∂) containing the artificial vertex, as pictured in Fig. 22.
The trick of adding a vertex allows one to unambiguously de-
termine the spin structure dependent sign in the definition of
the hopping operator, discussed in Appendix F. We use Se∂ to
denote the hopping operator Sf(e∂) between ferminionic d.o.f.
at boundary faces:
Se∂ ≡ Sf(e∂). (203)
Similar to Eq. (183), the L symmetry is represented by:
V (`) =
∑
{`w,gv}
|{``w, pi(`)gv}〉〈{`w, gv}|, (204)
tensored with the identity on the fermionic d.o.f..
The Hamiltonian HLf is formed from a trivial Hamiltonian
- with a product state ground state - by conjugation with a
FDQC. The trivial Hamiltonian HLAI is an atomic insulator
with a decoupled L-paramagnet, defined as:
HLAI ≡ −
∑
v/∈∂M
PGv −
∑
w∈∂M
PLw −
∑
f∂∈∂M
Pf∂ −
∑
t∈M
Pt.
(205)
Here, PGv and PLw are projectors onto the symmetric state at
the bulk vertex v and boundary vertexw, respectively, and Pf∂
is the fermion parity operator at a face f∂ in ∂M .
We prepare HLf from H
L
AI by conjugation with the FDQC
ULf :
ULf ≡
∏
f∂
e−2piiOf∂ ηˆ(f∂)χβ(∂M)
∏
e∂
S
ˆ
β(e∂)
e∂
∏
f∂
P
∫
∂M
f∂∪1 ˆβ
f∂
×
∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
S
ρˆ(f)
f
∏
t
P
∫
M
ρˆ∪2t
t .
(206)
The first line of Eq. (206) is a FDQC supported on the bound-
ary sites, while the second line is the FDQC that prepares the
bulk supercohomology model (composed with the projector
pi on the boundary vertices). The ηˆ term in Eq. (206) is the
analog of the ηˆ term in Eq. (193) for the group cohomology
models. In the configuration basis, χβ(∂M) is a sign that de-
pends on an ordering of the faces in ∂M and makes up for
the order dependence of the product of Se∂ hopping opera-
tors; we give the explicit form of χβ(∂M) in Eq, (K41) in
Appendix K. Furthermore, βˆ(e∂) is the diagonal operator:
βˆ(〈12〉) ≡
∑
{`w,gv}
β(1, `1, `2)|{`w, gv}〉〈{`w, gv}|, (207)
defined for an arbitrary edge e∂ in the boundary of M . With
this, HLf is the Hamiltonian:
HLf ≡ ULf HLAIULf †. (208)
The derivation of the model above largely follows the con-
struction of the bulk models, in that, we first build a model
for a 2-group SPT phase, then subsequently gauge the 1-form
symmetry and apply the fermionization duality. However,
special care is needed at the boundary, and we give the full de-
tail in Appendix K. As a consistency check, notice that when
ρ and β are zero, the FDQC ULf reduces to the FDQC ULb
for the group cohomology case in Section V A. We also note
that HLf agrees with the G-symmetric bulk supercohomology
model on the interior of M . This is because, away from the
boundary of M , the action of ULf is equivalent to that of the
bulk circuit Uf .
HLf has a global L symmetry, so to recover a supercoho-
mology model with a G symmetry, one can gauge the K sub-
group of L. Due to the peculiar L symmetry in Eq. (204), the
K gauge fields live only on the boundary of M . Therefore,
after gauging the K symmetry, we obtain a G-symmetric su-
percohomology model with a gapped boundary, hosting a K
gauge theory.
VI. DISCUSSION
We have constructed exactly solvable lattice Hamiltoni-
ans for supercohomology fermionic SPT (fSPT) phases in
(3 + 1)D. Moreover, we have identified finite-depth quan-
tum circuits (FDQCs) that prepare the SPT ground states from
symmetric product states. The Hamiltonians are of the simple
form:
Hf = UfHGAIU†f , (209)
where Uf is the FDQC that prepares the ground state and HGAI
has a unique unentangled symmetric ground state. With our
models, we are able to explicitly compute the supercohomol-
ogy invariants by gauging the fermion parity symmetry and
calculating the symmetry fractionalization on the flux loops.
We also generalized the gapped boundary construction for
group cohomology models in Ref. [19] to construct gapped
boundaries for the supercohomology models through a sym-
metry extension.
Our construction is based on the correspondence between
certain bosonic 2-group SPT phases and the supercohomology
fSPT phases, first recognized in Refs. [21] and [32]. By gaug-
ing the Z2 1-form symmetry of the 2-group SPT phase, we
obtain the shadow model – a Z2 gauge theory with an emer-
gent fermion. The emergent fermion can be interpreted as
the gauge charge of an fSPT phase after gauging fermion par-
ity. The supercohomology model results from condensing the
emergent fermion, or equivalently, applying the fermioniza-
tion duality of Ref. [22].
We would like to point out that by adding a disordered or
quasiperiodic onsite potential to the Hamiltonian in Eq. (209),
the Abelian supercohomology models can in principle exhibit
many-body localization, or at least a long-lived pre-thermal
regime [41–47]. This is because each eigenstate of the disor-
deredHf is short-range entangled and can be viewed as a rep-
resentative ground state of the supercohomology SPT phase.
27
We also comment further on the relation between our mod-
els and the Lagrangian formulation of Ref. [25]. In Ref. [25],
it was shown that the shadow theory can be thought of as a G-
symmetry-enriched Z2 gauge theory with a Steenrod square
topological term in the action, which transmutes the statistics
of the point-like gauge charge. In our case, we built the 2-
group SPT model from a 2-group cocycle α = ν + 12ρ ∪1
 + 12 ∪ , described in Section IV B and Appendix J. The
cocycle α is cohomologous to α′ ≡ ν + 12 ∪1 ρ + 12 ∪ ,
which can be expressed in terms of the Steenrod square Sq2
as α′ = ν + 12Sq
2. α′ is in the same form as the action
in Ref. [25], and accordingly, our shadow model Hamiltoni-
ans can be understood as the Hamiltonian formulation of the
Lagrangians in Ref. [25], for a unitary Gf = G× Zf2 .
There are many interesting potential generalizations of our
models and avenues for future work. We briefly comment on
them below.
Supercohomology models in higher dimensions: We
conjecture that supercohomology models in (n + 1)D can be
constructed using a similar approach. In general, the superco-
homology data (ρ, ν) belongs to Zn(G,Z2)×Cn+1(G,R/Z)
and satisfies the constraints:
δρ = 0, δν =
1
2
ρ ∪n−2 ρ. (210)
Using ρ and ν one can first build an auxiliary bosonic SPT
model with an (n−1)-group symmetry with the (n−1)-group
cocycle:
α = ν +
1
2
ρ ∪n−2 n−1 + 1
2
n−1 ∪n−3 n−1. (211)
Here, n−1 can be pulled back to M to give a cochain n−1 ∈
Cn−1(M,Z2) satisfying δn−1 = ρ.20 In principle, one can
gauge an (n−2)-form Z2 subgroup to build the shadow model
and then apply the fermionization duality of Ref. [30] to con-
struct the fSPT model. We therefore, see no obstruction to
finding symmetric FDQCs that prepare the ground states from
a symmetric product state, unlike the beyond cohomology
model in Ref. [48] and the beyond supercohomology model
in Appendix G of Ref. [23].
Time-reversal and nontrivial extensions by fermion par-
ity: Our supercohomology models are protected by unitary
symmetries of the form Gf = G × Zf2 . An important gen-
eralization is to symmetries which may include anti-unitary
symmetries, such as time-reversal, and for which Gf is a non-
trivial central extension of G by fermion parity. These cases
are outside of the supercohomology framework, however, we
expect some of our results to apply more broadly.
To include time-reversal symmetries, we can modify ν as
in Refs. [15] and [16] so that the homogeneity of ν is replaced
with:
(−1)s(h)ν(g0, g1, g2, g3, g4) = ν(hg0, hg1, hg2, hg3, hg4),
(212)
20 For simplicity, we have suppressed the configuration dependence in the
subscript used in Section IV A.
where s(h) ∈ {0, 1} is 1 if h includes time-reversal. We ex-
pect that, with this modification, the FDQC Uf will prepare
the ground state of the corresponding fSPT model – the sym-
metry fractionalization on fermion parity flux loops can be
generalized to anti-unitary symmetries as described in Ap-
pendix B of Ref. [13]. However, the equivalence relation
in Eq. (167) relies on the assumption that G is unitary. In
fact, the models with time-reversal can be “trivialized” by ac-
counting for the beyond supercohomology data as described
in Refs. [17] and [40].
More generally, Gf can take the form Gf = G ×ψ Zf2 ,
where Gf is a nontrivial central extension of G by Zf2 , spec-
ified by a 2-cocycle ψ ∈ H2(G,Z2). Each element of Gf
can be written as gΠm, with g ∈ G, m ∈ Z2 and Π denoting
global fermion parity. The group laws in Gf are defined by:
(gΠm) (hΠn) = (gh)Πm+n+ψ(1,g,gh). (213)
The supercohomology data (ρ, ν) is modified to satisfy [17]:
δρ = 0, δν =
1
2
ρ ∪1 ρ+ 1
2
ψ ∪ ρ. (214)
We can define a model for the fSPT protected by Gf =
G ×ψ Zf2 corresponding to (ρ, ν) in Eq. (214). To do so,
we first describe the representation of the symmetry on a
Hilbert space with G d.o.f. on vertices and a spinless com-
plex fermion on each tetrahedron. For any gΠm in Gf , the
Gf symmetry acts as:
V(gΠm) ≡
∏
v
Vv(gΠm), (215)
with the product over vertices and Vv(gΠm) the symmetry
action associated to v. Here, Vv(gΠm) is defined as:
Vv(gΠm) ≡ Vv(g)
∏
t=〈1234〉|v=〈1〉
Pmt , (216)
where Vv(g) is the regular representation of g at v, and we
have associated the fermionic d.o.f. at the tetrahedra t =
〈1234〉 to the vertex 〈1〉.
It can be checked that Uf built with the modified (ρ, ν) is
symmetric under the representation of Gf in Eq. (215), so we
can define a Hamiltonian Hf as in Eq. (209). Furthermore, it
can be shown that the symmetry fractionalizes on the fermion
parity flux loops according to ρ as in Section IV C. Finally,
using a similar argument as in Ref. [23], it can be verified that
the symmetry fractionalization on the fermion parity gauge
charges is determined byψ, in accordance with Ref. [7]. How-
ever, in this case, more work is needed to understand both the
equivalence relations and the corresponding auxiliary bosonic
SPT phases.
Beyond supercohomology models: We showed in Sec-
tion II C that the ground states of the supercohomology mod-
els have (0 + 1)D junctions of symmetry domain walls deco-
rated by complex fermions. The domain wall decoration pic-
ture can be extended to the beyond supercohomology phases,
where the fixed point wave functions feature (1 + 1)D and
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(2 + 1)D junctions of symmetry domains decorated by Ma-
jorana wires and p + ip superconductors, respectively [17].
Although exactly-solvable models for beyond supercohomol-
ogy phases have been constructed in Refs. [20, 21, 32, 49–
54], it would be interesting to search for models of the form
in Eq. (209) – related to a trivial SPT Hamiltonian by con-
jugation with a locality preserving unitary. Such a construc-
tion might have implications for the classification of fermionic
quantum cellular automata, analogous to the beyond group co-
homology models in Ref. [48]. It would also be interesting to
study the boundaries of the beyond supercohomology models
in (3+1)D using exactly-solvable models, similar to Ref. [55].
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Appendix A: Terminology from cohomology
Here, we compile the cohomology notation used in the
main text. This includes the group cohomology notation used
to define the supercohomology data as well as the simplicial
cohomology notation employed to describe the construction
of the supercohomology models. For both, we define group
cochains, the coboundary operator, and cup products.
1. Group cohomology
For our purposes, a p-cochain is a homogeneous function
from Gp+1 to A, where G is a finite group and A is either
Z2 = {0, 1} or R/Z = [0, 1). By a homogeneous function,
we mean that the p-cochain c satisfies:
c(g0, . . . , gp) = c(hg0, . . . , hgp), ∀h ∈ G. (A1)
The collection of p-cochains is denoted as Cp(G,A).
The coboundary operator δ maps a p-cochain to a (p + 1)-
cochain. Explicitly, the coboundary operator maps c to the
(p+ 1)-cochain δc, defined as:
δc(g0, . . . , gp+1) ≡
p+1∑
i=0
(−1)ic(g0, . . . , ĝi, . . . , gp+1), (A2)
where ĝi indicates that gi has been omitted. When A = Z2,
the sign in Eq. (A2) can be ignored. A p-cochain c satisfying
δc = 0 is called a p-cocycle, and we use Zp(G,A) to denote
the set of p-cocycles.
We can impose an equivalence relation on Zp(G,A) to de-
fine the pth group cohomology. We call the p-cocycles c and
c′ equivalent if there exists a (p−1)-cochain d ∈ Cp−1(G,A)
such that:
c′ = c+ δd. (A3)
The set of equivalence classes under the equivalence relation
above defines the pth group cohomology, denoted Hp(G,A).
Throughout our calculations, we assume that the cocycles
are normalized. That is, the p-cocycle c satisfies:
c(1, 1, g2, . . . , gp) = 0, ∀gi, i ∈ {2, . . . , p}, (A4)
where 1 is the identity in G. This assumption is justified by
the fact that every group cohomology equivalence class has a
normalized representative.
Lastly, for A = Z2, we define the cup-n products ∪n with
n ∈ {0, 1, 2}. The cup-n product maps a p-cochain c and a
q-cochain d to a (p+ q − n)-cochain c ∪n d. We note that the
cup-0 product is referred to as simply the cup product and is
denoted by ∪. The cup product of the homogeneous group
cochains c ∈ Cp(G,Z2) and d ∈ Cq(G,Z2) is the (p + q)-
cochain given by:
c ∪ d(g0, . . . , gp+q) ≡ c(g0, . . . , gp)d(gp, . . . , gp+q). (A5)
The cup-1 product of a p-cochain c and a q-cochain d is the
(p+ q − 1)-cochain defined by:
c ∪1 d(g0, . . . , gp+q) = (A6)
p−1∑
i=0
c(g0, . . . , gi, gq+i, . . . , gp+q−1)d(gi, . . . , gq+i).
We refer to Ref. [30] for the general formula for the cup-2
product. In the main text, we only ever use the cup-2 product
between two group 3-cochains. Hence, we give the explicit
cup-2 product of c and d with c, d ∈ C3(G,Z2):
c ∪2 d(g1, g2, g3, g4, g5) ≡ c(g1, g2, g3, g4)d(g1, g2, g4, g5)
+ c(g1, g3, g4, g5)d(g1, g2, g3, g5)
+ c(g1, g2, g3, g4)d(g2, g3, g4, g5)
+ c(g1, g2, g4, g5)d(g2, g3, g4, g5).
(A7)
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2. Simplicial cohomology
Simplicial cohomology on M with coefficients in Z2 was
introduced in Section III A in the context of the 1-form SPT
model. Here, we summarize the terminology from Sec-
tion III A and give the cup product relations that are used in
the appendices.
Given a triangulation of a manifold M , we denote the ver-
tices, edges, faces, and tetrahedra by v, e, f , and t, respec-
tively. We often denote a p-simplex by its p+ 1 vertices, i.e.,
〈0, . . . , p〉. (Elsewhere in the text, we omit the commas be-
tween vertices for simplicity.) We define a p-chain as a formal
sum (mod 2) of p-simplices in the manifold M .
A p-cochain on M is a linear, Z2-valued function of p-
chains. The set of p-cochains onM is denoted byCp(M,Z2).
We use a bold font for cochains on M , e.g., c ∈ Cp(M,Z2).
A cochain labeled by a p-simplex is a p-cochain that evalu-
ates to 1 on the corresponding p-simplex and 0 otherwise. For
example, v denotes the 0-cochain dual to the vertex v, i.e.:
v(v′) =
{
1 v′ = v
0 otherwise.
(A8)
Likewise, for an edge e, we have:
e(e′) =
{
1 e′ = e
0 otherwise,
(A9)
and for a face f :
f(f ′) =
{
1 f ′ = f
0 otherwise.
(A10)
The coboundary operator δ is a linear map from p-cochains
to (p+ 1)-cochains:
δ : Cp(M,Z2)→ Cp+1(M,Z2). (A11)
The coboundary of a p-cochain c is defined as the (p + 1)-
cochain δc such that:
δc(s) = c(∂s), (A12)
for an arbitrary (p + 1)-simplex s and ∂s its boundary. Ex-
plicitly, ∂s is an equally weighted sum of the p-simplices in
s.
A p-cochain c is called closed, if δc = 0. We denote the
collection of closed p-cochains on M as Zp(M,Z2). We also
note that δδ = 0, which follows from Eq. (A12) and the fact
that ∂∂ = 0. Therefore, δd is a closed p-cochain for any
d ∈ Cp−1(M,Z2).
The cup product ∪ maps a p-cochain and a q-cochain to a
(p+ q)-cochain:
∪ : Cp(M,Z2)× Cq(M,Z2)→ Cp+q(M,Z2). (A13)
The cup product of c ∈ Cp(M,Z2) and d ∈ Cq(M,Z2)
evaluated on a (p+ q)-simplex 〈0 . . . p+ q〉 is:
c ∪ d(〈0 . . . p+ q〉) = c(〈0 . . . p〉)d(〈p . . . p+ q〉). (A14)
The coboundary operator is a derivation, meaning it satisfies:
δ (c ∪ d) = δc ∪ d+ c ∪ δd. (A15)
The cup-1 product ∪1 produces a (p+ q− 1)-cochain from
a p-cochain and a q-cochain:
∪1 : Cp(M,Z2)× Cq(M,Z2)→ Cp+q−1(M,Z2). (A16)
For c ∈ Cp(M,Z2) and d ∈ Cq(M,Z2) the cup-1 product
c∪1 d evaluated on the (p+ q−1)-simplex 〈0, . . . , p+ q−1〉
is:
c ∪1 d(〈0, . . . , p+ q − 1〉) = (A17)
p−1∑
i=0
c(〈0, . . . , i, q + i, . . . , p+ q − 1〉)d(〈i, . . . , q + i〉).
Furthermore, the cup-1 product satisfies [57]:
δ(c ∪1 d) = δc ∪1 d+ c ∪1 δd+ c ∪ d+ d ∪ c. (A18)
Finally, we introduce the cup-2 product
∪2 : Cp(M,Z2)× Cq(M,Z2)→ Cp+q−2(M,Z2). (A19)
The general formula for the cup-2 product is given in
Ref. [30]. We provide the explicit formula for the cup-2
product of a 3-cochains c ∈ C3(M,Z2) and a 4-cochain
d ∈ C4(M,Z2):
c ∪2 d(〈1234〉) ≡
c(〈123〉)d(〈1234〉) + c(〈134〉)d(〈1234〉), (A20)
for an arbitrary tetrahedron 〈1234〉. The cup-2 product satis-
fies:
δ(c ∪2 d) = δc ∪2 d+ c ∪2 δd+ c ∪1 d+ d ∪1 c. (A21)
To simplify the expressions in the text, we also introduce
the notation
∫
N
c as shorthand for the sum:∫
N
c =
∑
s
c(s). (A22)
Here, N is a p-dimensional manifold, c is a p-cochain, and
the sum is over all p-simplices in N . If unspecified, it should
be assumed that the integral is over the manifold M .
Appendix B: Explicit 1-form SPT Hamiltonian
In this appendix, we derive the 1-form SPT Hamiltonian
H1 in Eq. (60), i.e.:
H1 = −
∑
e
Xe∏
f
W
∫
δe∪1f
f
 , (B1)
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and demonstrate that it is indeed symmetric under the 1-form
symmetry in Eq. (30). We begin with H1 defined in Eq. (34)
as:
H1 = −
∑
e
U1XeU†1 , (B2)
with U1 given by:
U1 =
∑
ae
∏
t
(−1)ae∪δae(t)|ae〉〈ae|. (B3)
To compute U1XeU†1 in Eq. (B2) explicitly, we first evaluate
U1Xe. We find:
U1Xe =
∑
ae
∏
t
(−1)ae∪δae(t)|ae〉〈ae|
∑
a′e
|a′e + e〉〈a′e|
(B4)
=
∑
ae
∏
t
(−1)(ae+e)∪δ(ae+e)(t)|ae + e〉〈ae|
= Xe
∑
ae
∏
t
(−1)(ae+e)∪δ(ae+e)(t)|ae〉〈ae|
Expanding the cup product in the last line of Eq. (B4), we
obtain:
U1Xe = (B5)
Xe
∑
ae
∏
t
(−1)(e∪δae+ae∪δe+e∪δe)(t)|ae〉〈ae|U1
e ∪ δe(t), in the expression above [Eq. (B5)], is zero for all
tetrahedra t. This can be seen by evaluating e ∪ δe on an
arbitrary tetrahedron 〈1234〉:
e ∪ δe(〈1234〉) = e(〈12〉) [e(〈23〉) + e(〈34〉) + e(〈24〉)] .
(B6)
The right hand side is zero if e 6= 〈12〉. However, if e = 〈12〉,
then the term in square brackets must be zero. Hence, we see
that e ∪ δe(t) = 0. We then have:
U1Xe = Xe
∑
ae
∏
t
(−1)(e∪δae+ae∪δe)(t)|ae〉〈ae|U1. (B7)
We simplify the right hand side of Eq. (B7) further by em-
ploying the identities in Eqs. (A15) and (A18). An application
of Eq. (A15) gives us:
U1Xe = Xe
∑
ae
∏
t
(−1)(δe∪ae+ae∪δe)(t)|ae〉〈ae|U1, (B8)
where we have also used that M is closed. Then, using
Eq. (A18), we see:
U1Xe = Xe
∑
ae
∏
t
(−1)δae∪1δe(t)|ae〉〈ae|U1, (B9)
where again we have used that M is closed.
We can express the term:∑
ae
∏
t
(−1)δae∪1δe(t)|ae〉〈ae| (B10)
in Eq. (B9) using Pauli Z operators. To do so, we notice that,
for any face f = 〈123〉:∑
ae
(−1)δae(f)|ae〉〈ae| =
∑
ae
(−1)a12+a23+a13 |ae〉〈ae| = Wf ,
(B11)
where in the last equality we have defined:
Wf ≡
∏
e⊂f
Ze. (B12)
Therefore, Eq. (B10) can be written as:∑
ae
∏
t
(−1)δae∪1δe(t)|ae〉〈ae| =
∏
t
∏
f
W
f∪1δe(t)
f , (B13)
with
∏
f a product over all faces in M . Exchanging the prod-
uct over tetrahedra for a sum, we see that:∑
ae
∏
t
(−1)δae∪1δe(t)|ae〉〈ae| =
∏
f
W
∫
f∪1δe
f . (B14)
Then, plugging Eq. (B14) into Eq. (B9), we arrive at:
U1Xe = Xe
∏
f
W
∫
f∪1δe
f U1. (B15)
Finally, we can compute U1XeU1†. From Eq. (B15), we
have:
U1XeU1† =
Xe∏
f
W
∫
f∪1δe
f U1
U1† (B16)
= Xe
∏
f
W
∫
f∪1δe
f .
The 1-form SPT Hamiltonian is then:
H1 = −
∑
e
Xe∏
f
W
∫
f∪1δe
f
 , (B17)
as claimed.
Next, we show that H1 is symmetric under the Z2 1-form
symmetry. Recall that the symmetry is generated by operators
of the form [Eq. (30)]:
AΣ ≡
∏
e⊥Σ
Xe, (B18)
for a closed surface Σ of the dual lattice. We prove that H1 is
symmetric by showing that U1 is symmetric, i.e.:
AΣU1AΣ = U1, (B19)
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FIG. 23. Γ maps the configuration state |ae〉 to the state |δae〉. |δae〉
is an element of the Hilbert space formed from Z2 d.o.f. on faces
(represented by circles).
for all choices of Σ.
Conjugation of U1 by an arbitrary generator of the 1-form
symmetry AΣ gives:
AΣU1AΣ =
∑
ae
∏
t
(−1)ae∪δae(t)|ae + Σ〉〈ae + Σ|.
(B20)
Redefining the summation, we have:
AΣU1AΣ =
∑
ae
∏
t
(−1)(ae+Σ)∪δ(ae+Σ)(t)|ae〉〈ae|.
(B21)
Then we expand the exponent and use that δΣ = 0 to obtain:
AΣU1AΣ =
∑
ae
∏
t
(−1)ae∪δae(t)+Σ∪δae(t)|ae〉〈ae|.
(B22)
Finally, we employ the identity in Eq. (A15) and use that M
is closed to arrive at:
AΣU1AΣ =
∑
ae
∏
t
(−1)ae∪δae(t)+δ(Σ∪ae)(t)|ae〉〈ae|
(B23)
=
∑
ae
∏
t
(−1)ae∪δae(t)|ae〉〈ae|
= U1.
Thus, U1 is symmetric.
Appendix C: Gauging a Z2 1-form symmetry at the level of
quantum states
In Section III B, we gave a physically motivated description
of the gauging procedure and the construction of the twisted
toric code. We use this appendix to give a more careful con-
struction of the twisted toric code using a gauging procedure
defined at the level of quantum states [33].
We begin by denoting the Hilbert space of the 1-form SPT
model as H1 and the Hilbert space of the twisted toric code
as Httc. Then, in gauging the Z2 1-form symmetry, we map
symmetric states fromH1 to a certain constrained subspace of
Httc. For this purpose, we define the linear map Γ by:
Γ : |ae〉 7→ |δae〉, (C1)
as shown schematically in Fig. 23. We note that in Eq. (C1),
we have omitted a normalization factor for simplicity.21
Γ is a many-to-one mapping, since configuration states
differing by a 1-form symmetry action are mapped to the
same state. Explicitly, for an arbitrary closed 1-cochain Σ
(δΣ = 0), we have:
Γ(AΣ|ae〉) = Γ(|ae + Σ〉) = |δae + δΣ〉 = |δae〉 (C2)
Thus, |ae〉 and AΣ|ae〉 map to the same state, namely |δae〉.
This observation suggests that a one-to-one mapping of
states can be defined by restricting Γ to the subspace of Z2
1-form symmetric statesHsym1 , i.e.:
Hsym1 ≡ {|Ψ〉 ∈ H1 : AΣ|Ψ〉 = |Ψ〉, ∀Σ s.t. δΣ = 0}.
(C3)
Γ then defines an isomorphism (a duality) between Hsym1 and
its image, where the image of Γ is spanned by the set of con-
figuration states |δae〉 for some 1-cochain ae. We denote the
image of Γ asHconttc :
Hconttc ≡ {|Ψ〉 ∈ Httc : |Ψ〉 =
∑
ae
Cae |δae〉, Cae ∈ C}.
(C4)
Alternatively, Hconttc can be expressed as a subspace of Httc
with a particular Z2 1-form gauge constraint. To motivate this,
we notice that any basis state |δae〉 ∈ Hconttc satisfies:∏
f⊂σ
Zf |δae〉 = |δae〉, (C5)
where σ is an arbitrary closed surface (∂σ = 0) of the direct
lattice, and the product is over faces contained in σ. This fol-
lows from the definition of Zf [Eq. (71)] and the definition of
the coboundary [Eq. (47)]:∏
f⊂σ
Zf |δae〉 = (−1)δae(σ)|δae〉 = (−1)ae(∂σ)|δae〉 = |δae〉.
(C6)
Physically, Eq. (C5) is a statement that |δae〉 contains no
1-form gauge fluxes and has a trivial holonomy. It can be
checked that an equivalent definition ofHconttc is then the set of
constrained states:
Hconttc = {|Ψ〉 ∈ Httc :
∏
f⊂σ
Zf |Ψ〉 = |Ψ〉, ∀σ s.t. ∂σ = 0}.
(C7)
21 More precisely, Γ maps: Γ : |ae〉 7→ 1A |δae〉. The normalization factor
A is given byA =√|Z1(M,Z2)|, where |Z1(M,Z2)| is the cardinality
of the set of closed 1-cochains on M .
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Here, the Z2 1-form gauge constraints are:∏
f⊂σ
Zf = 1, (C8)
for any closed surface σ. We note that the local constraints are
generated by the set of operators:
Wt ≡
∏
f⊂t
Zf = 1 (C9)
for all tetrahedra t.
Γ restricted to Hsym1 defines a duality at the level of states.
However, to apply the duality to H0 and H1, we need to ex-
tend our understanding of Γ to operators. In particular, we
consider operators that preserve the subspaceHsym1 , i.e., com-
mute with AΣ for all Σ. The local, 1-form symmetric opera-
tors can, in fact, be generated by: Xe and Wf . Accordingly,
we focus on the image of Xe and Wf under the mapping Γ.
For an arbitrary state |Ψsym〉 inHsym1 , we have:
Γ(Xe′ |Ψsym〉) = Γ
(∑
ae
|ae + e′〉〈ae|Ψsym〉
)
(C10)
=
∑
ae
|δae + δe′〉〈ae|Ψsym〉
=
∏
f⊃e′
Xf
∑
ae
|δae〉〈ae|Ψsym〉
=
∏
f⊃e′
XfΓ(|Ψsym〉),
where the product is over faces containing e′ in their bound-
ary. For Wf , on the other hand, we find:
Γ(Wf |Ψsym〉) = Γ
(∑
ae
(−1)δae(f)|ae〉〈ae|Ψsym〉
)
(C11)
=
∑
ae
(−1)δae(f)|δae〉〈ae|Ψsym〉
= Zf
∑
ae
|δae〉〈ae|Ψsym〉
= ZfΓ(|Ψsym〉).
Therefore, the operators Xe and Wf on Hsym1 are dual to the
operators
∏
f⊃eXf and Zf onHconttc , respectively:
Xe ↔
∏
f⊃e
Xf (C12)
Wf ↔ Zf . (C13)
We note that the commutation relations are preserved by the
duality. InH1,Xe anticommutes withWf if and only if e is in
the boundary of f . Likewise, inHttc,
∏
f⊃eXf anticommutes
with Zf if and only if e is in the boundary of f .
We are now ready to apply the gauging duality to the mod-
els discussed in Section III A. We begin with the 1-form para-
magnet. The ground state of the 1-form paramagnet is:
|Ψ0〉 =
∑
ae
|ae〉, (C14)
which certainly belongs to the subspace Hsym1 . Applying Γ to
|Ψ0〉 then yields:
|Ψtc〉 ≡ Γ (|Ψ0〉) =
∑
ae
|δae〉. (C15)
Using Eq. (C12), the 1-form paramagnet Hamiltonian:
H0 = −
∑
e
Xe, (C16)
is dual to the Hamiltonian Hcontc :
Hcontc = −
∑
e
∏
f⊃e
Xf , (C17)
defined on Hconttc . |Ψtc〉 is the unique ground state of Hcontc in
Hconttc .
The final step of the gauging procedure is to impose the lo-
cal constraints [Eq. (C9)] of Hconttc energetically. The resulting
Hamiltonian is:22
Htc ≡ Hcontc −
∑
t
Wt = −
∑
e
∏
f⊃e
Xf −
∑
t
Wt. (C18)
This is the Hamiltonian for the usual 3D toric code (on the
dual lattice). Bosonic point-like excitations (1-form gauge
fluxes) can be created by the string operators:∏
f⊥p
Xf , (C19)
where p is a path in the dual lattice, and the product is over
faces intersected by p.
Finally, we construct the twisted toric code from the non-
trivial Z2 1-form SPT Hamiltonian H1 by gauging the sym-
metry. The ground state of H1 is given in Eq. (35) as:
|Ψ1〉 = U1|Ψ0〉 =
∑
ae
∏
t
(−1)ae∪δae(t)|ae〉. (C20)
As shown in Appendix B, U1 is symmetric, so |Ψ1〉 is inHsym1 .
Therefore, we may apply Γ to |Ψ1〉:
|Ψttc〉 ≡ Γ(|Ψ1〉) =
∑
ae
∏
t
(−1)ae∪δae(t)|δae〉. (C21)
When viewed as an element of the unconstrained space Httc,
|Ψttc〉 is a ground state of the twisted toric code (also see Ap-
pendix D).
The twisted toric code Hamiltonian can be derived by ap-
plying the operator duality in Eqs. (C12) and (C13) to the 1-
form SPT Hamiltonian:
H1 = −
∑
e
Xe∏
f
W
∫
f∪1δe
f
 . (C22)
22 Strictly speaking,Hcontc is ill-defined on the unconstrained space. However,
we make the non-unique choice to map the operator
∏
f⊃eXf onHconttc to
the operator
∏
f⊃eXf onHttc. Importantly, this choice preserves locality
and |Ψtc〉 remains a +1 eigenstate regardless of the ambient Hilbert space.
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This results in Hconttc defined in the constrained spaceHconttc :
Hconttc = −
∑
e
G¯e, (C23)
where G¯e is defined as:
G¯e ≡
∏
f⊃e
Xf
∏
f
Z
∫
f∪1δe
f . (C24)
Lastly, we impose the local constraints ofHconttc energetically:
Httc ≡ −
∑
e
G¯e −
∑
t
Wt. (C25)
Httc is the Hamilitonian for the twisted toric code with a
ground state given by |Ψttc〉.
Appendix D: A ground state of the twisted toric code
Here, we give a direct proof that the state |Ψttc〉, defined in
Eq. (74) as:
|Ψttc〉 ≡
∑
ae
∏
t
(−1)ae∪δae(t)|δae〉, (D1)
is a ground state of the twisted toric code Hamiltonian:
Httc =
∑
e
G¯e −
∑
t
Wt. (D2)
In particular, we show that |Ψttc〉 is a +1 eigenstate of both
Wt and G¯e. This implies that |Ψttc〉 is a ground state of Httc,
since Wt and G¯e have eigenvalues ±1.23
Let us compute Wt|Ψttc〉 and G¯e|Ψttc〉 explicitly. For
Wt|Ψttc〉, we have:
Wt|Ψttc〉 = Wt
∑
ae
∏
t
(−1)ae∪δae(t)|δae〉 (D3)
=
∑
ae
(−1)δae(∂t)
∏
t
(−1)ae∪δae(t)|δae〉
=
∑
ae
(−1)ae(∂∂t)
∏
t
(−1)ae∪δae(t)|δae〉
= |Ψttc〉.
While for G¯e|Ψttc〉, we find:
G¯e|Ψttc〉 = G¯e
∑
ae
∏
t
(−1)ae∪δae(t)|δae〉 (D4)
=
∑
ae
∏
t
(−1)ae∪δae(t)+δae∪1δe(t)|δae + δe〉.
23 This follows from the observation that Wt and G¯e square to the identity
To evaluate this further, we focus on the sign:∏
t
(−1)ae∪δae(t)+δe∪1δae(t). (D5)
Using Eqs. (A18), (A15) and that M is closed, we can write
the sign as: ∏
t
(−1)(ae+e)∪δ(ae+e)(t). (D6)
Now, we plug this sign into the expression for G¯e|Ψttc〉 in
Eq. (D4):
G¯e|Ψttc〉 =
∑
ae
∏
t
(−1)(ae+e)∪δ(ae+e)(t)|δae + δe〉 (D7)
=
∑
ae
∏
t
(−1)ae∪δae(t)|δae〉
= |Ψttc〉.
Therefore, |Ψttc〉 is a +1 eigenstate of Wt and G¯e for all t and
e, respectively.
Appendix E: Fermion condensation of the twisted toric code
Here, we elaborate on the fermion condensation procedure
for the twisted toric code:
Httc = −
∑
e
G¯e −
∑
t
Wt. (E1)
We begin by showing that the operators G¯e are local genera-
tors of an anomalous Z2 2-form symmetry of the twisted toric
code. Then, we apply the prescription for fermion condensa-
tion in Section III C to the twisted toric code.
Anomalous 2-form symmetry of the twisted toric code:
We prove the identity in Eq. (83) – for a path pe intersecting
the faces meeting at the edge e:
G¯e = S˜pe , (E2)
where for reference, G¯e is defined as:
G¯e =
∏
f⊃e
Xf
∏
f
Z
∫
f∪1δe
f . (E3)
Eq. (E2) says that G¯e is equal to a small loop of emer-
gent fermion string operator, i.e., it is a local generator of a
Z2 anomalous 2-form symmetry. We prove the equality in
Eq. (E2) as follows. First, by definition, S˜pe is:
S˜pe ≡
∏
f∈F⊥pe
U¯f
∏
f∈F⊥pe
WR(f). (E4)
We simplify the Wt term and U¯f term independently and then
show that their product is G¯e.
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To simplify the Wt term, we note that the product∏
f∈F⊥pe WR(f) can be rewritten as:∏
t
W
t∪1e(t)+e∪1t(t)
t . (E5)
For t = 〈1234〉, the cochain t ∪1 e(t) + e ∪1 t(t) evaluates
to:
e(〈12〉) + e(〈23〉) + e(〈34〉) + e(〈14〉). (E6)
The edges 〈12〉, 〈23〉, 〈34〉, and 〈14〉 above are precisely the
edges e of t such that, for the two faces of t meeting at e, the
orientation of one is towards the center of t, while the orien-
tation of the other is away from the center of t. Therefore,
for exactly one of these faces, we have R(f) = t. Using
the higher cup product relations in Appendix A 2, we can re-
express Eq. (E5) in terms of a product over faces as:∏
t
W
t∪1e(t)+e∪1t(t)
t =
∏
f
Z
∫
(f∪1δe+δe∪1f)
f . (E7)
For the U¯f term of Eq. (E4), we have:∏
f∈F⊥pe
U¯f =
∏
f
Z
∫
δe∪1f
f
∏
f⊃e
Xf . (E8)
By commuting the Pauli Z operators to the right of the Pauli
X operators, we find:∏
f∈F⊥pe
U¯f = (−1)
∫
δe∪1δe
∏
f⊃e
Xf
∏
f
Z
δe∪1f(t)
f . (E9)
Using the cup product relations in Appendix A 2, it can be
shown that
∫
δe∪1 δe = 0. Therefore, the product in Eq. (E4)
is:
S˜pe =
∏
f⊃e
Xf
∏
f
Z
δe∪1f(t)
f
∏
f
Z
∫
(f∪1δe+δe∪1f)
f (E10)
=
∏
f⊃e
Xf
∏
f
Z
∫
f∪1δe
f .
This is exactly G¯e in Eq. (E2).
Fermion condensation procedure:
Following the steps outlined in Section III C, we first intro-
duce a fermionic d.o.f. at the center of each tetrahedron and
impose the gauge constraint:
U˜f S˜f = 1, (E11)
at each face f . As noted in the main text, the product of U˜f S˜f
over faces adjoined to the edge e is precisely G¯e. Therefore, in
the constrained space and after a shift of energy,Httc becomes:
H ′ttc = −
∑
t
Wt. (E12)
Next, we couple Httc to the fermionic d.o.f. to make the
Hamiltonian gauge invariant. We do so by replacing Wt with
WtPt:
H ′′ttc ≡ −
∑
t
WtPt. (E13)
The last step is to fix a gauge in which the eigenvalue of each
Zf is +1. Starting with H ′′ttc, this gives us the atomic insulator
Hamiltonian:
HAI = −
∑
t
Pt. (E14)
Thus, fermion condensation produces the atomic insulator
from the twisted toric code Hamiltonian.
For completeness, let us show here that the gauge con-
straints in Eq. (E11) are all mutually commuting. Using the
definition PL(f)S˜f = Sf and Eq. (86), the commutation rela-
tions between S˜f and S˜f ′ are:
S˜f S˜f ′ = (−1)
∫
(f ′∪1f+f∪1f ′)(−1)δf ′(L(f))+δf(L(f ′))S˜f ′ S˜f .
The expression δf ′(L(f))+δf(L(f ′)) is 1 when both f and
f ′ share a tetrahedron t and the orientation of only one of the
faces points towards the center of t. Otherwise, the expression
is 0. This is also true of δf ′(R(f)) + δf(R(f ′)), so we may
write:
S˜f S˜f ′ = (−1)
∫
(f ′∪1f+f∪1f ′)(−1)δf ′(R(f))+δf(R(f ′))S˜f ′ S˜f .
Given the commutation relations between U¯f and U¯f ′ in
Eq. (77), for U˜f and U˜f ′ , we have:
U˜f U˜f ′ = (−1)
∫
(f ′∪1f+f∪1f ′)(−1)δf ′(R(f))+δf(R(f ′))U˜f ′U˜f .
Therefore, for all faces f and f ′:(
U˜f S˜f
)(
U˜f ′ S˜f ′
)
=
(
U˜f ′ S˜f ′
)(
U˜f S˜f
)
.
Appendix F: Bosonization duality in (3 + 1)D and spin structure
In this appendix, we review the operator-level duality be-
tween a fermionic theory and aZ2 lattice gauge theory in three
spatial dimensions [22]. The fermion condensation duality in
Section III C is functionally equivalent to applying the dual-
ity described here. We also elaborate on the spin structure
dependent sign in the definition of the hopping operator. We
note that the boson-fermion duality in (2 + 1)D is described
in Ref. [31], and the duality in arbitrary dimensions is worked
out in Ref. [30].
The duality is defined for fermionic systems where each
tetrahedron t of the triangulated 3-manifold M hosts a single
spinless complex fermion with an operator algebra generated
by the Majorana operators γt, γ′t. The fermion parity even
algebra is generated by the site fermion parity:
Pt = −iγtγ′t, (F1)
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FIG. 24. A coordinate frame field can be constructed from the
branching structure. We show cross sections of the frame field above.
The x-axes (blue vectors) are given by an interpolation of the edge
orientations into the interior of the tetrahedron. The y-axes (red vec-
tors) are an interpolation of the face orientations into the interior of
the tetrahedron. The z-axes (not pictured) are chosen with respect to
the orientation of the manifold.
and the fermionic hopping operator:
Sf = (−1)f(E)iγL(f)γ′R(f). (F2)
In the definition of Sf , L(f) and R(f) are the tetrahedra on
either side of f , with the orientation of f pointing out of L(f)
and into R(f) (Fig. 5). We discuss the spin structure depen-
dent sign (−1)f(E) of Sf in detail below.
The 2-chainE ∈ C2(M,Z2) in Eq. (F2), is a formal sum of
faces, corresponding to a choice of spin structure. E is chosen
such that the boundary of E is equal to w2 ∈ C1(M,Z2),
a representative of the Poincaré dual of the second Stiefel-
Whitney cohomology class w2(TM). For a triangulated 3D
manifold, a representative w2 is given by [17, 30, 58, 59]:
w2 =
∑
e
[1 +N+13(e) +N
−
02(e)]2 · e, (F3)
where [· · · ]2 denotes that the coefficient of e is taken mod-
ulo 2, N+13(e) is the number of positively oriented tetrahedra
〈0123〉 such that 〈13〉 = e, and N−02(e) is the number of neg-
atively oriented tetrahedra 〈0123〉 such that 〈02〉 = e.
The set of edges with coefficient 1 in w2 admits a graphical
interpretation, which generalizes the graphical interpretation
in Refs. [23] and [60] for a spin structure in 2D. To see this,
we use the branching structure of M to define a section of
the frame bundle on M - an assignment of a coordinate frame
to each point in M . Similar to the 2D case, we first inter-
polate the branching structure to a vector field on the interior
FIG. 25. The frames along a path (yellow) rotate by an odd multiple
of 2pi when linked with the 1-chain w2 (red). The 2-chain E (blue)
satisfies ∂E = w2. The hopping operators are modified with the
sign (−1)f(E) to account for the twisting of the framed path by an
odd multiple of 2pi.
of a tetrahedron of M , as depicted in Fig. 24. These vectors
form the x-axes of the coordinate frames. The y-axes are then
formed by interpolating the orientations of the faces to a vec-
tor field on the interior of the tetrahedron. Finally, the z-axes
are determined by the orientation of M . The edges forming
w2 give precisely the singular edges of the frame field, i.e.,
for any path that encloses an odd number of edges in w2,
the frames along the path rotate by an odd multiple of 2pi.
Heuristically, a fermion that is moved around a singular edge
is rotated by an odd multiple of 2pi, and the sign in Eq. (F2)
compensates for the rotation via the spin-statistics of fermions
(see Fig. 25).
To describe the bosonization duality, it is convenient to
define a product of hopping operators corresponding to a 2-
cochain. For a 2-cochain λ, we define Sλ to be:
Sλ =
∏
i,i′|i<i′
(−1)λ(fi)λ(fi′ )
∫
fi∪1fi′
∏
f
S
λ(f)
f , (F4)
where the faces are arbitrarily ordered {f1, f2, f3, · · · } and
the product is
∏
f∈{f1,f2,··· ,fn} Sf = Sfn · · ·Sf2Sf1 . The
order dependent sign ensures that the definition of Sλ is in-
dependent of the choice of ordering. This follows from the
commutation relations of the hopping operators:
SfSf ′ = (−1)
∫
(f∪1f ′+f ′∪1f)SfSf ′ . (F5)
Given a pair of 2-cochains λ and λ′, we have the identity:
Sλ+λ′ ≡ (−1)
∫
λ∪1λ′Sλ′Sλ. (F6)
The two generators Pt and Sf satisfy the following con-
straint at each edge e [30]:
Sδe
∏
t
P
∫
e∪1t+t∪1e
t = 1 (F7)
The physical meaning of this identity is that moving a fermion
along a small loop around a edge e is an identity operator. We
note that the spin structure dependent sign in the definition of
the hopping operator guarantees that the product in Eq. (F7)
is 1.
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The bosonic dual of this system has Z2-valued spins on the
faces of the triangulation, with an operator algebra generated
by X , Z Pauli operators. For every tetrahedron t, we define
the flux operator:
Wt =
∏
f⊂t
Zf , (F8)
and for every face f , we define a bosonic hopping operator:
U¯f =
∏
f ′
Z
∫
f∪1f ′
f ′ Xf . (F9)
Similar to the fermionic hopping operator, we define a product
of U¯f for any 2-cochain λ. In this case, U¯λ is defined as:
U¯λ =
∏
f ′
Z
∫
λ∪1f ′
f ′
∏
f
X
λ(f)
f . (F10)
To define a consistent duality between the even fermionic op-
erator algebra and the algebra generated by Wt and U¯f oper-
ators, we also define G¯e, given by:
G¯e =
∏
f⊃e
Xf
∏
f ′
Z
∫
f ′∪1δe
f ′ . (F11)
The duality in Ref. [31], is an isomorphism of the C∗ alge-
bras F and B, where F is the algebra of even fermion parity
operators and B is the algebra generated by Wt and U¯f with
the constraint G¯e = 1. The mapping of operators is:
Wt ↔ Pt, U¯f ↔ Sf . (F12)
We note the correspondence above is well-defined since the
nontrivial relations map to constraints on the algebra, i.e.:
G¯e ↔ Sδe
∏
t
P
∫
e∪1t+t∪1e
t = 1∏
t
Wt = 1↔
∏
t
Pt.
(F13)
Also, the operators U¯λ and Sλ are defined so that the duality
in Eq. (F12) maps:
U¯λ ↔ Sλ, (F14)
for any 2-cochain λ. This is because the Pauli X and Pauli Z
operators in U¯λ can be commuted past one another to obtain
(see Appendix H 2):
U¯λ =
∏
i,i′|i<i′
(−1)λ(fi)λ(fi′ )
∫
fi∪1fi′
∏
f
U¯
λ(f)
f . (F15)
Appendix G: Symmetry of the 2-group SPT Hamiltonian
We use this Appendix to prove that the 2-group Hamilto-
nian H2 = U2HG0 U†2 in Section IV B is symmetric. Given
that HG0 is invariant under the 2-group symmetry, it suffices
to show that U2 is symmetric. For convenience, we re-write
U2 here as:
U2 =
∑
{gv},ae
∏
t
e2piiOtα{gv}(t)|{gv},ae〉〈{gv},ae|, (G1)
where the 3-cochain α{gv} is:
α{gv} =ν{gv} +
1
2
ρ{gv} ∪1 ρ{gv} (G2)
+
1
2
ρ{gv} ∪1 δae +
1
2
ae ∪ δae.
We note that we have expressed the Wf term of U2 in terms
of δae.
First of all, the FDQC U2 is symmetric under the 1-form
symmetry in Eq. (107). The 1-form symmetry only affects the
last two terms of α{gv}, those with ae. The
1
2ae ∪ δae term is
invariant, as shown in Appendix B. The 12ρ{gv}∪1 δae term is
also symmetric, since it can be written in terms of the 1-form
symmetric operators Wf , as in Eq. (115).
Second, we show that U2 commutes with the 0-form sym-
metry operator Vρ(h), for all h ∈ G:
Vρ(h) = V (h)
∏
e
X ρˆ
h
(e)
e . (G3)
Specifically, we compute:
Vρ(h)U2V †ρ (h). (G4)
First, in moving the product of Pauli X operators in Eq. (G3)
past U2, we find:
Vρ(h)U2V †ρ (h) = (G5)
V (h)
∑
{gv},ae
∏
t
e2piiOtα
′
{gv}(t)|{gv},ae〉〈{gv},ae|V †(h),
where α′{gv} is:
α′{gv} =ν{gv} +
1
2
ρ{gv} ∪1 ρ{gv}
+
1
2
ρ{gv} ∪1 δ(ae + ρh{gv}) (G6)
+
1
2
(ae + ρ
h
{gv}) ∪ δ(ae + ρh{gv}).
Then, conjugation by V (h) on the right hand side of Eq. (G5)
produces:
Vρ(h)U2V †ρ (h) = (G7)∑
{gv},ae
∏
t
e
2piiOtα
′
{h−1gv}
(t)|{gv},ae〉〈{gv},ae|,
with α′{h−1gv} given explicitly by:
α′{h−1gv} =ν{h−1gv} +
1
2
ρ{h−1gv} ∪1 ρ{h−1gv}
+
1
2
ρ{h−1gv} ∪1 δ(ae + ρh{h−1gv}) (G8)
+
1
2
(ae + ρ
h
{h−1gv}) ∪ δ(ae + ρh{h−1gv}).
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We now simplify the expression for α′{h−1gv} in Eq. (G8).
To do so, we make use of the cochain ρ˜h{gv}, defined on an
arbitrary edge 〈12〉 as:
ρ˜h{gv}(〈12〉) = ρ(h, 1, g1, g2). (G9)
It is also useful to introduce ν˜ h{gv}:
ν˜ h{gv}(〈123〉) ≡ ν(h, 1, g1, g2, g3), (G10)
for an arbitrary face 〈123〉. We then employ the following
identities:
ν{h−1gv} =ν{gv} + δν˜
h
{gv} +
1
2
δρ˜h{gv} ∪1 ρ{gv} (G11)
+
1
2
ρ˜h{gv} ∪ δρ˜h{gv} + δ(ρ˜h{gv} ∪1 ρ{gv}),
ρ{h−1gv} =ρ{gv} + δρ˜
h
{gv}, (G12)
ρh{h−1gv} =ρ˜
h
{gv}. (G13)
The first relation, in Eq. (G11), can be derived using the
coboundary relation of ν [Eq. (2)], the homogeneity of ν
[Eq. (6)], and the cup product relations in Appendix A 2. The
second identity, [Eq. (G12)], follows from the fact that ρ is
closed [Eq. (2)] as well as the homogeneity of ρ [Eq. (6)].
The final relation, [Eq. (G13)], is a result of the homogeneity
of ρ. Plugging Eqs. (G11), (G12), and (G13) into the right
hand side of Eq. (G8) and using the cup product relations, we
find:
α′{h−1gv} = α{gv}
+
1
2
δ
[
ν˜ h{gv} + ρ˜
h
{gv} ∪1 (ρ{gv} + δae) + ae ∪ ρ˜h{gv}
]
.
(G14)
On a closed manifold, the coboundary term in Eq. (G14)
vanishes after taking the product over all tetrahedron in
Eq. (G1), by Stokes’ theorem. Therefore, for arbitrary h ∈ G:
Vρ(h)U2V †ρ (h) = U2. (G15)
Since U2 commutes with the symmetry, H2 must be symmet-
ric under the 2-group symmetry.
Appendix H: Properties of Us
The goal of this Appendix is to establish the properties of
the FDQC Us employed in the main text. We first show that
Us is symmetric up to factors of G¯e. This is used to compute
the fractionalization of the G symmetry on the loop-like exci-
tations of the shadow model (see Section IV C). Next, we ex-
press Us in terms of U¯f and Wt, as required in Section IV D.
As such, Us can be straightforwardly fermionized using the
fermion condensation duality in Section III B. Lastly, we de-
rive the algebraic composition laws of the FDQCs for differ-
ent sets of supercohomology data. With this, we determine
the stacking laws of the corresponding fSPT phases in Sec-
tion IV D.
To start, we make a minor simplification to Us:
Us =
∏
f
X
ρˆ(f)
f
∏
t
[
e2piiOt[νˆ(t)+
1
2 ρˆ∪1ρˆ(t)]
∏
f⊂t
Z
ρˆ∪1f(t)
f
]
×
∏
t
W
∫
ρˆ∪2t
t . (H1)
We commute the product of Xf operators past the product of
Zf operators. This cancels the sign from 12 ρˆ ∪1 ρˆ(t), and we
are left with:
Us =
∏
t
e2piiOtνˆ(t)
∏
f
Z
∫
ρˆ∪1f
f
∏
f
X
ρˆ(f)
f
∏
t
W
∫
ρˆ∪2t
t .
(H2)
We have also changed the product of Zf operators to a prod-
uct over all faces in M . Since the ∪1 product vanishes if f
is not contained in the boundary of t, the change of bounds
does not affect Us. We use the form of Us in Eq. (H2) for the
calculations below.
1. Symmetry variation
Our goal is to show the identity:
V (h)Us = Us
[∏
e
G¯ρˆ
h−1
(e)
e
]
V (h), (H3)
for an arbitrary h ∈ G, used in Section IV C [Eq. (148)]. We
compute the action of the symmetry on Us, i.e., V (h)UsV †(h)
by conjugating terms in Us one at a time.
First, conjugation of the νˆ term by V (h) produces:
V (h)
∏
t
e2piiOtνˆ(t)V †(h) = φ(h, {gv})
∏
t
e2piiOtνˆ(t).
(H4)
φ(h, {gv}) is a phase factor that depends on h and the {gv}-
configuration. We put constraints on the phase factors that
appear during the calculation at the end by using the symmetry
of the ground state(s) of Hs.
Next, we conjugate the Pauli X and Pauli Z terms:∏
f
Z
∫
ρˆ∪1f
f
∏
f
X
ρˆ(f)
f . (H5)
After conjugation by the symmetry, ρˆ becomes:
ρˆ→ ρˆ+ δρˆh
−1
. (H6)
Therefore, up to a phase factor φ′1(h, {gv}), the Pauli X and Z
terms of Us are mapped by the symmetry action to:∏
f
Z
∫
ρˆ∪1f
f
∏
f
X
ρˆ(f)
f
× φ′1(h, {gv})
∏
f
X
δρˆ
h−1
(f)
f
∏
f
Z
∫
δρˆ
h−1∪1f
f (H7)
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Rearranging the last two products in Eq. (H7), we find:
∏
f
Z
∫
ρˆ∪1f
f
∏
f
X
ρˆ(f)
f
× φ′2(h, {gv})
∏
e
∏
f⊃e
Xf
∏
f
Z
∫
δe∪1f
f
ρˆ
g−1
(e)
, (H8)
for another phase factor φ′2(h, {gv}). The term in parentheses
in Eq. (H8) is equal to:∏
f⊃e
Xf
∏
f
Z
∫
δe∪1f
f = G¯e
∏
t
W
∫
δe∪2t
t , (H9)
after using a cup product relation from Appendix A 2. Thus,
the symmetry action on the Pauli X and Pauli Z terms yields:
∏
f
Z
∫
ρˆ∪1f
f
∏
f
X
ρˆ(f)
f
× φ′2(h, {gv})
∏
e
G¯ρˆ
g−1
(e)
e
∏
t
W
∫
δρˆ
h−1∪2t
t . (H10)
Lastly, we compute the symmetry action on the Wt term of
Us: ∏
t
W
∫
ρˆ∪2t
t . (H11)
ρˆ is transformed as in Eq. (H6), so we obtain:
∏
t
W
∫
ρˆ∪2t
t
∏
t
W
∫
δρˆ
h−1∪2t
t . (H12)
Putting Eqs. (H4), (H10), and (H12) together, we have:
V (h)UsV †(h) = φ′′(h, {gv})Us
∏
e
G¯ρˆ
h−1
e , (H13)
where φ′′(h, {gv}) is some yet undetermined phase factor. We
note that the equality above differs from Eq. (H3) by precisely
φ′′(h, {gv}). In what follows, we use the symmetry of the
ground state(s) of Hs to argue that φ′′(h, {gv}) is indeed 1.
A ground state of the shadow model is given by applying
Us to a ground state of HGttc:
|Ψs〉 ≡ Us
∑
{gv},{ae}
(−1)
∑
t ae∪δae(t)|{gv}, {δae}〉. (H14)
Furthermore, the state |Ψs〉 is invariant under theG symmetry,
i.e.:
V (g)|Ψs〉 = |Ψs〉. (H15)
The symmetry of |Ψs〉 follows from the symmetry of Hs and
the fact that it can be prepared from a ground state of HGttc by
a FDQC.
With this, we argue that the phase factor φ′′(h, {gv}) is 1.
We apply V (h) to |Ψs〉 to find:
V (h)|Ψs〉 (H16)
= V (h)Us
∑
{gv},{ae}
(−1)
∑
t ae∪δae(t)|{gv}, {δae}〉.
= Us
∑
{gv},{ae}
φ(h, {gv})(−1)
∑
t ae∪δae(t)|{gv}, {δae}〉,
where we have used both Eq. (H13) and that the ground
state(s) of HGttc are +1 eigenstates of G¯e. Now, in compar-
ing Eq. (H15) and the last line of Eq. (H16), we see that
φ′′(h, {gv}) must be 1 for every {gv}. This implies that:
V (h)Us = Us
∏
e
G¯ρˆ
h−1
e V (h), (H17)
as claimed.
2. Fermionizability
Here, we show that the FDQC Us in Eq. (H2) can be ex-
pressed in terms of U¯f and Wt operators. The fermion con-
densation duality (Table II) can then be immediately applied
to Us to construct the the FDQC Uf .
By re-arranging the Pauli X and Pauli Z operators in
Eq. (H1):
Us =
∏
t
e2piiOtνˆ(t)
∏
f
Z
∫
ρˆ∪1f
f
∏
f
X
ρˆ(f)
f
∏
t
W
∫
ρˆ∪2t
t ,
(H18)
we can form U¯f operators. To show this, we decompose the
product of Zf operators into:∏
f
Z
∫
ρˆ∪1f
f =
∏
f
∏
f ′
Z
ρˆ(f)
∑
t f∪1f ′(t)
f ′ . (H19)
We then see that we can form a factor of U¯ ρˆ(f)f for each face
f :
U¯
ρˆ(f)
f = X
ρˆ(f)
f
∏
f ′
Z
ρˆ(f)
∑
t f∪1f ′(t)
f ′ . (H20)
Given the commutation relations of U¯f operators, the result-
ing product of U¯ ρˆ(f)f operators will generically depend on a
choice of ordering. Hence, we choose an arbitrary ordering of
the faces (f1 < · · · < fi < · · · ) of the set F of faces in M .
We aim to form a product of U¯ ρˆ(f)f according to the ordering
on F , i.e.: ∏
f∈F
U¯
ρˆ(f)
f = (· · · U¯ ρˆ(fi)fi · · · U¯
ρˆ(f1)
f1
). (H21)
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We re-order the Pauli X and Pauli Z operators of Us into the
product in Eq. (H21) by first, ordering the product of Zf op-
erators by the ordering on F :
∏
f∈F
∏
f ′
Z
ρˆ(f)
∑
t f∪1f ′(t)
f ′ =[
· · ·
∏
f ′
Z
ρˆ(fi)
∑
t f∪1f ′(t)
f ′ · · ·
∏
f ′
Z
ρˆ(f1)
∑
t f∪1f ′(t)
f ′
]
.
(H22)
To form U¯ ρˆ(fi)fi , X
ρˆ(fi)
fi
in Eq. (H18) is commuted past the
Pauli Z operators of U¯ ρˆ(fi′ )fi′ for each i
′ < i. This produces the
sign: ∏
i′<i
(−1)ρˆ(fi′ )ρˆ(fi)
∑
t fi′∪1fi(t). (H23)
In creating the product in Eq (H21), we thus accrue the sign:
ξρ(F ) =
∏
i
[∏
i′<i
(−1)ρˆ(fi′ )ρˆ(fi)
∫
fi′∪1fi
]
. (H24)
In summary, we have shown that Us can be written as:
Us =
∏
t
e2piiOtνˆ(t)ξρ(F )
∏
f∈F
U¯
ρˆ(f)
f
∏
t
W
∫
ρˆ∪2t
t . (H25)
which matches the form of Us in Eq. (160). Fermion conden-
sation is implemented by replacing U¯f with Sf and Wt with
Pt. This gives the circuit Uf in Eq. (165):
Uf ≡
∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
S
ρˆ(f)
f
∏
t
P
∫
ρˆ∪2t
t . (H26)
3. Composition laws
As argued in Section II C, the stacking laws of supercoho-
mology phases can be determined by composing the FDQCs
Uf that prepare the supercohomology models. For conve-
nience, we evaluate the composition of the FDQCs Us that
prepare the shadow model. The composition of Uf operators
follows from this by applying the fermionization duality to the
Us circuits. For reference, the FDQC Us corresponding to the
supercohomology data (ρ, ν) is:
Uρνs =∏
t
e2pii νˆ(t)Ot
∏
f ′
Z
∫
ρˆ∪1f ′
f ′
∏
f
X
ρˆ(f)
f
∏
t
W
∫
ρˆ∪2t
t . (H27)
Given two sets of supercohomology data (ρ, ν) and (ρ′, ν′),
we calculate the product of Uρνs and Uρ
′ν′
s directly:
Uρνs Uρ
′ν′
s
=
∏
t
e2pii νˆ(t)Ot
∏
f ′
Z
∫
ρˆ∪1f ′
f ′
∏
f
X
ρˆ(f)
f
∏
t
W
∫
ρˆ∪2t
t
×
∏
t
e2pii νˆ
′
(t)Ot
∏
f ′
Z
∫
ρˆ
′∪1f ′
f ′
∏
f
X
ρˆ
′
(f)
f
∏
t
W
∫
ρˆ
′∪2t
t
=
∏
t
e2pii νˆ
′′
(t)Ot
∏
f ′
Z
∫
ρˆ
′′∪1f ′
f ′
∏
f
X
ρˆ
′′
(f)
f
∏
t
W
∫
ρˆ
′′∪2t
t .
(H28)
In the last line, we have combined the Pauli Z and Pauli X
operators and defined ρˆ
′′ ≡ ρˆ + ρˆ′. The operator νˆ′′ is a
sum of νˆ and νˆ
′
and also incorporates the sign incurred from
commuting the Pauli X and Pauli Z operators. In particular, to
form the last line in Eq. (H28), we commute the operators:∏
f ′
(
Z
∫
ρˆ
′∪1f ′
f ′
)
past
∏
f
(
X
ρˆ(f)
f
)
,
∏
f
(
X
ρˆ
′
(f)
f
)
past
∏
t
(
W ρˆ∪2tt
)
.
(H29)
This produces the sign:
(−1)
∫
ρˆ
′∪1ρˆ+ρˆ∪2δρˆ′ , (H30)
so we define νˆ
′′
as:
νˆ
′′ ≡ νˆ + νˆ′ + 1
2
ρˆ
′ ∪1 ρˆ+ 1
2
ρˆ ∪2 δρˆ′. (H31)
Now, we recover the supercohomology data corresponding
to ρˆ
′′
and νˆ
′′
from their diagonal matrix elements. For a face
〈123〉, the matrix element 〈{gv}|ρˆ′′(〈123〉)|{gv}〉 is:
〈{gv}|ρˆ′′(〈123〉)|{gv}〉 = ρ(1, g1, g2, g3) + ρ′(1, g1, g2, g3).
(H32)
Therefore, ρˆ
′′
corresponds to the function ρ′′ = ρ + ρ′. For
νˆ
′′
, we compute the matrix element 〈{gv}|νˆ′′(〈1234〉)|{gv}〉,
with an arbitrary tetrahedron 〈1234〉:
〈{gv}|νˆ′′(〈1234〉)|{gv}〉 =
ν(1, g1, g2, g3, g4) + ν
′(1, g1, g2, g3, g4)
+
1
2
ρ(1, g1, g2, g3)ρ
′(1, g1, g3, g4)
+
1
2
ρ(1, g2, g3, g4)ρ
′(1, g1, g2, g4)
+
1
2
ρ(1, g1, g2, g3)ρ
′(g1, g2, g3, g4)
+
1
2
ρ(1, g1, g3, g4)ρ
′(g1, g2, g3, g4).
(H33)
To obtain the right-hand side of Eq. (H33), we have used
the explicit formulas for cup products in Appendix A 2.
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The sum of ρ and ρ′ terms can be further simplified to
1
2ρ ∪2 ρ′(1, g1, g2, g3, g4) with Eq. (A7). Thus, νˆ
′′
corre-
sponds to the function ν′′ ≡ ν + ν′′ + 12ρ ∪2 ρ′.
In summary, we have found Uρνs Uρ
′ν′
s = Uρ
′′ν′′
s , where
(ρ′′, ν′′) is:
(ρ′′, ν′′) = (ρ+ ρ′, ν + ν′′ +
1
2
ρ ∪2 ρ′). (H34)
Since the composition rules are preserved under fermioniza-
tion, we have that Uρνf Uρ
′ν′
f = Uρ
′′ν′′
f . Hence, the stacking
rules for supercohomology phases is given by:
(ρ, ν) (ρ′, ν′) = (ρ+ ρ′, ν + ν′ + 1
2
ρ ∪2 ρ′). (H35)
Appendix I: Review of (2+1)D supercohomology models
In this appendix, we review the (2+1)D supercohomology
fSPT construction with symmetry G × Zf2 in [23]. This is a
warm-up for (3+1)D construction described in Appendix K.
1. Bulk construction
We start with the bulk construction, i.e., SPT states on a
closed manifold. The (2+1)D supercohomology data is (n, ν)
with n ∈ H2(G,Z2) and ν ∈ C3(G,R/Z), satisfying the
equation [16]:
δν =
1
2
n ∪ n. (I1)
Similar to the (3+1)D case described in the main text, we first
construct an auxiliary bSPT model from the supercohomology
data. The bosonic model is in a 0-form SPT phase protected
by a symmetry G′ with a normal Z2 subgroup. By gauging
the Z2 subgroup, we obtain the shadow model, and by subse-
quently applying the fermionization duality of Ref. [31], we
arrive at a fermionic model for the supercohomology phase.
The 2-cocycle n ∈ H2(G,Z2) corresponds to a central ex-
tension of G by Z2, which we denote as G′ ≡ Z2 ×n G given
by the short exact sequence:
0→ Z2 → G′ → G→ 1. (I2)
The group elements in G′ are g(a) with label g ∈ G and a ∈
Z2 = {0, 1}, and the group law is
g
(a1)
1 g
(a2)
2 = (g1g2)
(a1+a2+n(1,g1,g1g2)). (I3)
We can define a cocycle in H3(G′,R/Z) by:
α3 = ν +
1
2
n ∪ 1 (I4)
where 1(g
(a1)
1 , g
(a2)
2 ) ≡ a1 +a2 +n(1, g1, g2) is a 1-cochain
in G′ satisfying δ1 = n (where n and ν are implicitly pulled
FIG. 26. The gauging map Γ for 0-form Z2 symmetry. The Hilbert
space H1 on the left contains Z2 spins at all vertices, with the sym-
metry constraint
∏
vXv = 1. The Hilbert spaceH2 on the right con-
tains Z2 spins at all edges, with the gauge constraint
∏
e⊂f Ze = 1
for each face f . For non simply-connected M2, there are extra con-
straints that the product of Z around nontrivial cycles are equal to 1.
The gauging map is an isomorphism betweenH1 andH2.
back to G′). One can check that 1 is homogeneous, i.e.
1(h
′g′i, h
′g′j) = (g
′
i, g
′
j).
Following the familiar group cohomology construction, we
build an auxiliary bSPT state with symmetry G′ on a spatial
manifold M2 corresponding to the 3-cocycle α3:
|Ψb〉
=
∑
{gv},{av}
∏
f=〈123〉
e2piiα3(1,g
(a1)
1 ,g
(a2)
2 ,g
(a3)
3 )Of |{gv}, {av}〉
=
∑
{gv},{av}
∏
f=〈123〉
[
e2piiν(1,g1,g2,g3)Of×
(−1)n(1,g1,g2)(a2+a3+n(1,g2,g3))
]
|{gv}, {av}〉.
(I5)
where Of denotes the orientation of the face f . This state is
invariant under multiplication of constant h(b) on all vertices,
i.e g(av)v → (hgv)(av+b+n(1,h,hgv)). In other words, |Ψb〉 is
invariant under the symmetry action:
|{gv}, {av}〉 → |{hgv}, {av + b+ n(1, h, hgv)}〉, (I6)
for all h ∈ G and b ∈ Z2. By introducing the operators
νˆ(〈123〉)|{gv}, {av}〉 = ν(1, g1, g2, g3)|{gv}, {av}〉
nˆ(〈12〉)|{gv}, {av}〉 = ν(1, g1, g2)|{gv}, {av}〉,
(I7)
and representing {av} by a 0-cochain av ∈ C0(M2,Z2), the
SPT state can alternatively be written as:
|Ψb〉 =
∑
{gv},av
∏
f
e2piiνˆ(f)Of (−1)
∫
M2
nˆ∪(δav+nˆ)|{gv},av〉.
(I8)
The next step is to gauge the 0-form Z2 subgroup. This
is a duality mapping {av} d.o.f. on vertices to {ae} d.o.f.
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on the edges, where each {ae} configuration can be labeled
by a 1-cochain ae ∈ C1(M2,Z2). Since each configuration
{av} can be represented by the cochain av , the gauging map
is defined as:
Γ(|av〉) = |δav〉 (I9)
where δav are Z2 fields living on edges, i.e. δav(eij) = ai +
aj , shown in Fig. 26. The ground state of the bosonic shadow
model is:
|Ψs〉 = Γ(|Ψb〉)
=
∑
{gv},av
∏
f
[
e2piiνˆ(f)Of
]
(−1)
∫
M2
nˆ∪(δav+nˆ)|{gv}, δav〉.
(I10)
Now, we define a new basis of states by a unitary transforma-
tionR ≡∏eXnˆ(e)e :
|{gv},ae〉′ ≡ R|{gv},ae〉
= |{gv},ae + n¯{gv}〉,
(I11)
where n¯{gv} is the 1-cochain given by:
n¯{gv}(〈12〉) ≡ n(1, g1, g2). (I12)
One can check that the symmetry action (I6) acting on this
new basis becomes
V (h(b)) : |{gv},ae〉′ → |{hgv},ae〉′, (I13)
which is an onsite symmetry acting only on the vertex vari-
ables {gv}. Pauli matrices Xe′ and Ze′ are defined to be act-
ing on the second entry of states in the new basis, i.e.,
Xe′ |{gv},ae〉′ = |{gv},ae + e′〉′
Ze′ |{gv},ae〉′ = (−1)ae(e′)|{gv},ae〉′.
(I14)
The bosonic shadow state with an onsite G symmetry is then:
|Ψs〉 =
∑
{gv},av
∏
f
e2piiνˆ(f)Of
∏
e′
Z
∫
M2
nˆ∪e′
e′ |{gv}, δav + nˆ〉′
=
∑
{gv},av
∏
f
e2piiνˆ(f)Of
∏
e′
Z
∫
M2
nˆ∪e′
e′
∏
e
Xnˆ(e)e |{gv}, δav〉′.
(I15)
Finally, we apply the (2 + 1)D fermionization duality of
Refs. [22, 31] to |Ψb〉 to find the fSPT state. To apply the du-
ality to |Ψb〉, we introduce the notation [similar to Eq. (F10)]:
U¯n¯ =
∏
e′
Z
∫
nˆ∪e′
e′
∏
e
Xnˆ(e)e . (I16)
With this, the shadow state is:
|Ψs〉 =
∑
{gv},{av}
∏
f∈M2
e2piiνˆ(f)Of U¯n¯|{gv}, δav〉′, (I17)
The operator U¯n¯ is dual to the fermionic operator Sn¯, defined
as:
Sn¯ = ξn(M2)
∏
e
Snˆ(e)e , (I18)
where ξn(M2) is a sign that depends on the order of edges in
M2:
ξn(M2) =
∏
ei,ei′∈M2|i<i′
(−1)nˆ(e)nˆ(e′)
∫
ei∪ei′ , (I19)
and Se is the following fermionic hopping operator:
Se = (−1)e(E)iγL(e)γ′R(e). (I20)
Here, E ∈ C1(M2,Z2) is a choice of spin structure, and
L(e),R(e) are the faces to the left and right of the edge e,
respectively [22, 23, 30]. The supercohomology state is thus:
|Ψf 〉 =
∑
{gv}
∏
f
e2piiνˆ(f)OfSn¯|{gv}, vac〉, (I21)
where |vac〉 is the fermionic state with trivial fermion occu-
pancy. The toric code ground state is mapped to the fermionic
vacuum state, since the toric code Hamiltonian is mapped to
the atomic insulator Hf = −
∑
f Pf . The symmetry in the
fermionic model acts as:
V (h) : |{gv}, · · ·〉 → |{hgv}, · · ·〉, (I22)
because the symmetry in Eq. (I13) only involves theG degrees
of freedom.
2. Boundary construction
In this section, we demonstrate how to construct SPT states
for (2+1)D supercohomology phases on a spatial manifoldM2
with boundary ∂M2. The construction is based on extend-
ing the symmetry at the boundary, similar to Section V B and
Ref. [19]. In fact, since α3 ∈ H3(G′,R/Z) in Eq. (I4) de-
scribes a bSPT phase, we can apply the methods of Ref. [19]
to first build a gapped boundary for the auxiliary bSPT. To this
end, we identify an extension of G′ to G′′ that trivializes α3,
i.e., for some µ2 in C2(G′′,R/Z), we have δµ2 = α∗3, where
α∗3 is the pullback of α3. The extension is such that we can
then gauge a Z2 subgroup to construct the shadow model and
then fermionize according to Ref. [31] to build the supercoho-
mology state on M2.
In analogy to Section V B, we find such an extension by
composing two central extensions of G. The first trivializes
n, so that n′ = δβ′, where n′ is the pullback to an extended
groupL′, and β′ belongs toC1(L′,Z2). The second extension
trivializes the cocycle ν′ + 12β
′ ∪ δβ′, with ν′ the pullback of
ν to L′. The existence of these two extensions is guaranteed
by the results of Ref. [39]. Therefore, there is an extension of
G to L by K:
1→ K → L −→ G→ 1, (I23)
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such that the pullback of the supercohomology data (n∗, ν∗)
is trivialized:
(n∗, ν∗) = (δβ, δη +
1
2
β ∪ δβ), (I24)
for some β ∈ C1(L,Z2) and η ∈ C2(L,R/Z). Note that
the right-hand side of Eq. (I24) corresponds to a trivial set of
supercohomology data [23]. Elements of the group L can be
written as ` = g(k), where g is in G and k is in K. The group
law in L is defined by a 2-cocycle m ∈ H2(G,K):
g
(k1)
1 g
(k2)
2 = (g1g2)
(k1+k2+m(1,g1,g1g2)), (I25)
with K taken to be an additive group.
We claim that the pullback of α3 to G′′, with G′′ defined
as:
G′′ ≡ Z2 ×n∗ L = K ×m∗ G′, (I26)
is trivial in H3(G′′,R/Z). In Eq. (I26), we have used
Z2 ×n∗ L to mean the extension of L by Z2 corresponding
to the pullback of n to L, and we have used K ×m∗ G′ to
denote the extension of G′ by K corresponding to m pulled
back to G′. Using this, we find that the pullback of 1 is
∗1 ∈ C1(G′′,Z2):
∗1(`1
(a1), `2
(a2)) = a1 + a2 + β(`1, `2) + δβ¯(`1, `2), (I27)
where `1(a1), `2(a2) are elments of G′′ labeled by `1, `2 in L
and a1, a2 in Z2, β¯(`1) is defined by β¯(`1) ≡ β(1, `1), and β
is implicitly pulled back toG′′. Inserting this into the pullback
of α3, we obtain:
α∗3 = δη +
1
2
β ∪ δβ + 1
2
δβ ∪ ∗1
= δ(η +
1
2
β ∪ ∗1). (I28)
Hence, we can define:
µ2 ≡ η + 1
2
β ∪ ∗1, (I29)
such that α∗3 = δµ2.
Following the discussion for bosonic SPT phases in Sec-
tion V A, we extend the symmetry on the boundary to G′′ by
adding extra degrees of freedom kv∂ ∈ K to each boundary
vertex v∂ ∈ ∂M2. We see that the symmetry action for each
h(k) ∈ L is
V (h(k)) :gv → hgv, ∀v ∈M2,
kv → k + kv +m(h−1, 1, g), ∀v ∈ ∂M2,
av → av + n(h−1, 1, gi), ∀v ∈M2.
(I30)
There is also a 0-form Z2 symmetry (analogous to the 1-form
symmetry in the (3 + 1)D construction):
A : av → av + 1, ∀v ∈M2. (I31)
The symmetric wave function on M2 is then:
|Ψb〉 =
∑
{gv,av,kv∂ }
∏
e12∈∂M2
e−2piiµ2(1,g
(k1)
1 ,g
(k2)
2 )Oe12
∏
f=〈123〉∈M2
e2piiα3(1,g
′
1,g
′
2,g
′
3)Of |{gv}, {kv∂},av〉,
(I32)
where Oe12 is the orientation of the boundary edge e12. Using
the operators introduced in the previous section, |Ψb〉 can be
written as:
|Ψb〉 =∑
{gv},{kv∂ },av
∏
e∈∂M2
[
e−2piiηˆ(e)Oe(−1)
∫
∂M2
ˆ
β∪(δav+nˆ)
]
∏
f∈M2
[
e2piiνˆ(f)Of
]
(−1)
∫
M2
nˆ∪(δav+nˆ)|{gv}, {kv∂},av〉,
(I33)
where ηˆ and βˆ are defined as:
ηˆ(〈12〉)|{gv}, {kv∂},av〉 =
η(1, g
(k1)
1 , g
(k2)
2 )|{gv}, {kv∂},av〉,
βˆ(〈1〉)|{gv}, {kv∂},av〉 = β(1, g(k1)1 )|{gv}, {kv∂},av〉.
(I34)
We now gauge the Z2 symmetry in Eq. (I31) to obtain the
bosonic shadow model. To do so, we consider the manifold
M2, formed by connecting all boundary vertices of M2 to an
additional vertex 0. In other words, M2 is M2
∐
C(∂M2),
where the cone of ∂M2, C(∂M2), is attached to M2. We
define a0 = 0 for this extra vertex and apply the gauging
map Γ on the simply connected manifold M2. The bosonic
shadow state is |Ψs〉 ≡ Γ(|Ψb〉), defined on a Hilbert space
with {ae}-configurations on edges labeled by a 1-cochain
ae ∈ C1(M2,Z2).
As in the bulk construction, we perform a change of basis
to make the symmetry onsite. Including the edges e = 〈0i〉,
for all 〈i〉 ∈ ∂M2, the basis transformation is:
|{gv}, {kv∂},ae〉′ ≡ |{gv}, {kv∂},ae +Be〉, (I35)
whereBe is defined as:
Be(〈ij〉) = n(1, gi, gj)
Be(〈0i〉) = β(1, g′′i ).
(I36)
We define Pauli operators in the new basis by:
Xe′ |{gv}, {kv∂},ae〉′ ≡ |{gv}, {kv∂},ae + e′〉′
Ze′ |{gv}, {kv∂},ae〉′ ≡ (−1)ae(e
′)|{gv}, {kv∂},ae〉′.
(I37)
After applying the basis transformation in Eq. (I35), the
bosonic shadow state is:
|Ψs〉 =
∑
{gv},{kv∂ },av
∏
e∈∂M2
[
e−2piiηˆ(e)Oe
]
U¯β¯
∏
f∈M2
[
e2piiνˆ(f)Of
]
U¯n¯|{gv}, {kv∂}, δav〉′.
(I38)
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Above, U¯n¯ is the product of Pauli Z and Pauli X operators:
U¯n¯ =
∏
e′
Z
∫
M2
nˆ∪e′
e′
∏
e∈M2
Xnˆ(e)e , (I39)
and U¯β¯ is the operator:
U¯β¯ =
∏
〈12〉∈∂M2
Z
ˆ
β(〈1〉)
12
∏
v∂∈∂M2
X
ˆ
β(v∂)
0v∂
. (I40)
The operators U¯n¯ and U¯β¯ in the expression for the shadow
state can be fermionized following Refs. [22, 31]. U¯n¯ maps to
the product of hopping operators Sn¯ in Eq. (I18):
Sn¯ = ξn(M2)
∏
e∈M2
Snˆ(e)e , (I41)
while U¯β¯ fermionizes to:∏
v∂∈∂M2
S
ˆ
β(v∂)
v∂
. (I42)
Here, Sv∂ is shorthand for the operator S0v∂ , and we note that
there is no order dependence of the product of Sv∂ operators,
since the Sv∂ are all commuting.
The (2+1)D boson-fermion duality maps the bosonic
shadow state to the supercohomology state:
|Ψf 〉 =
∑
{gv},{kv∂ }
∏
e∈∂M2
[
e−2piiηˆ(e)Oe
] ∏
v∂∈∂M2
S
ˆ
β(v∂)
v∂∏
f∈M2
[
e2piiνˆ(f)Of
]
ξn(M2)
∏
e∈M2
Snˆ(e)e
|{gv}, {kv∂}, vac〉.
(I43)
|Ψf 〉 is defined on M2 with a spinless complex fermion at
each face f and at each edge e ∈ ∂M2.
Appendix J: 2-groups and 2-gauge theories
The goal of this appendix is to define 2-groups and 2-gauge
theory [32]. In Section J 1, we give a formal definition of strict
2-groups and argue that certain equivalence classes of strict 2-
groups, i.e., weak 2-groups, can be labeled by a 3-cocycle.
In Section J 2, we describe 2-gauge theories [32], built from
2-groups. The machinery of 2-gauge theory is used to de-
rive the 2-group SPT model and symmetric gapped boundaries
of supercohomology models in the subsequent appendix, Ap-
pendix K.
1. Definition of 2-groups
We first define strict 2-groups before describing the notion
of weak 2-groups, also simply referred to as 2-groups, which
are used directly in the definition of 2-gauge theory in the next
section. Following Ref. [32], a strict 2-group is given by G =
(G′, A′, t′, α′), where G′ and A′ are groups, t′ : A′ → G′ is a
group homomorphism, and α′ : G′ → Aut(A′) is an action of
G′ on A′. Furthermore, for any g′ ∈ G′ and a′, a′1, a′2 ∈ A′,
the maps t′ and α′ satisfy:
t′(α′[g′](a′)) = g′t′(a′)g′−1, α′[t′(a′1)](a
′
2) = a
′
1a
′
2a
′−1
1 .
(J1)
Weak 2-groups, on the other hand, correspond to cer-
tain equivalence classes of strict 2-groups sharing the same
ker t′ and coker t′ = G′/ Im t′. Given any strict 2-group
(G′, A′, t′, α′) with ker t′ = A and coker t′ = G, it can be
organized into the short exact sequence:
1→ A ι−→ A′ t
′
−→ G′ pi−→ G→ 1, (J2)
also known as a double extension of G by A. The double
extensions of G by A can be labeled by an action of G on A
given by a map α : G → Aut(A) (induced from α′) and a
cocycle % ∈ H3(G,A). A weak 2-group is specified by the
quadruple (G,A, α, %).
We find the prescription, described below, for determining
the cocycle % associated to the double extension illuminating.
For example, we take A to be Z2, in which case, α is trivial,
and consider the double extension of G by Z2 :
1→ Z2 ι−→ A′ t
′
−→ G′ pi−→ G→ 1, (J3)
with the action α′ : G′ → Aut(A′). First, any section s :
G→ G′ satisfies the group law projectively:
s(g)s(h) = f(g, h)s(gh) (J4)
with f : G × G → kerpi. Furthermore, by the associative
property, f must obey:
[s(g)f(h, k)s(g)−1]f(g, hk) = f(g, h)f(gh, k). (J5)
Finally, since Im t′ = kerpi, we can lift f to F : G×G→ A′,
where Eq. (J5) is satisfied projectively:
(α′[s(g)]F (h, k))F (g, hk) = ι(%(g, h, k))F (g, h)F (gh, k).
(J6)
It can be shown that % is a 3-cocycle, whose cohomology class
is independent on the choice of s and F , and therefore the
double extension can be labeled by H3(G,A). We point out
that the calculation of % here is analogous to the calculation of
the G-symmetry fractionalization on loop-like excitations of
the shadow model in Section IV C [12].
2. Review of 2-gauge theory
We now define a 2-gauge theory, using the data (G,A, α, %)
described in the previous section [32]. For our purposes, we
considerA to be Z2, in which case, only a trivial α exists. The
2-gauge theory is defined on a discrete spacetime manifold
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N with a branching structure, and the field configurations are
given by an assignment of an element ge ∈ G to each edge and
an element bf ∈ Z2 to each face. We denote a configuration
of {ge} and {bf} fields by (g¯, b¯), where g¯ and b¯ are shorthand
for {ge} and {bf}, respectively. The allowable field configu-
rations must satisfy the following “flatness condition”. First,
for every face f = 〈012〉, g¯ must satisfy:
g01g12 = g02. (J7)
Second, on each tetrahedron, (g¯, b¯) has to satisfy:
δb = b012 + b013 + b023 + b123 = %(g01, g12, g23). (J8)
The 0-form gauge transformations are parameterized by
h¯ = {hv}, i.e., a choice of hv ∈ G for every vertex v, and
are defined by:
g¯ → g¯h = {ghij} = {h−1i gijhj}
b¯→ b¯h = {bhijk} = {bijk + ζ(gij , gjk, hi, hj , hk)}
(J9)
where ζ is a Z2-valued 2-cochain on N with the property:
δζ(g¯, h¯) = ρ(g¯h)− ρ(g¯). (J10)
Here and below, we use the homogeneous notation ρ for the
cocycle %, i.e. ρ(1, g, gh, ghk) = %(g, h, k). Heuristically,
one can show that a solution for ζ in Eq. (J10) always exists by
considering ρ as a label for a “Dijkgraaf-Witten-type” theory
(see Section J 3). Therefore, the 0-form gauge transformation
only changes the values of % in Eq. (J8) by coboundary terms.
In what follows, we take ζ to be:
ζ(g12, g23, h1, h2, h3) = ρ(1, g12, g12g23, g12g23h3)+
ρ(1, g12, g12h2, g12g23h3) + ρ(1, h1, g12h2, g12g23h3),
(J11)
derived in Section J 3. In particular, we note that for the trivial
G configuration ge = 1, ∀e, the gauge transformation on the
b¯ fields yields:
ζ(1, 1, h1, h2, h3) = ρ(1, h1, h2, h3). (J12)
The 1-form symmetry depends on a Z2-valued 1-cochain λ¯ =
{λe}. The transformation is as usual:
ge → ge
bf → bf + δλe. (J13)
The classifying space of a 2-group G, denoted as BG al-
lows us to define a 2-gauge theory via the map M → BG. It
can be described by a ∆-complex structure. BG contains one
vertex and edges labeled by g ∈ G. Its 2-simplices 〈012〉
are labeled by (g01, g12, g02, b012) such that g01g12 = g02
and b012 = 0, 1. Its 3-simplices 〈0123〉 contains boundary
2-simplices 〈012〉, 〈013〉, 〈023〉, and 〈123〉 such that
%(g01, g12, g23) =ρ(1, g01, g01g12, g01g12g23)
=b012 + b013 + b023 + b123
(J14)
For n ≥ 4, we glue n-simplices to (n − 1)-cycles to
eliminate all higher homotopy groups. According to Dijk-
graaf and Witten [61], topological gauge theories with gauge
group G in (n + 1) spacetime dimensions are classified by
Hd+1(G,R/Z) ≡ Hn+1(BG,R/Z). This was generalized
to 2-group gauge theories by Kapustin and Thorngren [32]:
2-gauge theories with 2-groupG in (n+ 1)D are classified by
Hn+1(BG,R/Z).
3. Derivation of ζ
Here, we derive the choice of ζ in (J11). Consider a
tetrahedron 〈0123〉 with group elements g, h, k on edges
〈01〉, 〈12〉, 〈23〉. The value of cocycle ρ on this tetrahedron
is expressed as ρ(1, g, gh, ghk). First, we perform a gauge
transformation on vertex 0 by group element c0 (and identity
element on all other vertices); g, h, k becomes c−10 g, h, k and
the value of cocycle is (using the homogeneity of ρ):
ρ(c0, g, gh, ghk) = ρ(1, c0, g, ghk)− ρ(1, c0, g, gh)
− ρ(1, c0, gk, ghk) + ρ(1, g, gh, ghk)
(J15)
To satisfy (J10), we can define the gauge transformation of
bijk by c0 at the vertex i of a face 〈ijk〉 as ρ(1, c0, gij , gijgjk),
or explicitly ζ(gij , gjk, c0, 1, 1) = ρ(1, c0, gij , gijgjk) .
Secondly, we perform a gauge transformation on vertex 1
by group element c1. g, h, k becomes gc1, c−11 h, k and the
value of the cocycle is
ρ(1, gc1, gh, ghk) = ρ(1, g, gc1, gh)− ρ(1, g, gc1, ghk)
+ ρ(g, gc1, gh, ghk) + ρ(1, g, gh, ghk)
= ρ(1, g, gc1, gh)− ρ(1, g, gc1, ghk)
+ ρ(1, c1, h, hk) + ρ(1, g, gh, ghk).
(J16)
The first two terms after the last equality indicate that
the gauge transformation on the vertex j of a face
〈ijk〉 is ρ(1, gij , gijc1, gjk), or ζ(gij , gjk, 1, c1, 1) =
ρ(1, gij , gijc1, gjk), and the third term after the second equal-
ity is consistent with the previous case.
Similarly for the gauge transformation on the vertex 2 by
group element c2, we have
ρ(1, g, ghc2, ghk) = ρ(g, gh, ghc2, ghk)− ρ(1, g, gh, ghc2)
+ ρ(1, g, ghc2, ghk) + ρ(1, g, gh, ghk)
= ρ(1, h, hc2, hk)− ρ(1, g, gh, ghc2)
+ ρ(1, g, ghc2, ghk) + ρ(1, g, gh, ghk).
(J17)
The term ρ(1, g, gh, ghc2) after the last equality implies
ζ(gij , gjk, 1, 1, c2) = ρ(1, gij , gijgjk, gijgjkc2); the remain-
ing terms are consistent with the previous cases.
We can check the gauge transformation on the 3 vertex of
the tetrahedron. However, it just gives us a consistency check.
The previous three cases specify the gauge transformation.
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FIG. 27. For a representative tetrahedron including the 0 vertex, we
show the mapping of the configuration Φ (left) to the configuration
dΦ (right). In general, ijk is aij +aik+ajk+ρ(1, gi, gj , gk), with
the labels determined by Φ. We have assumed that ρ is normalized,
i.e., ρ(1, 1, g, h) = 0. Notice that dΦ can be interpreted as applying
gauge transformation specified by the configuration Φ on the trivial
configuration of a 2-gauge theory.
Now, we combine the three cases and apply the three gauge
transformations h3, h2, h1 on vertices 3, 2, 1 of a face 〈123〉
in sequence. First, we add ρ(1, g12, g12g23, g12g23h3) to b123
and g12, g23 is mapped to g12, g23h3. Second, we gain a
factor of ρ(1, g12, g12h2, g12g23h3) and g12, g23h3 becomes
g12h2, h
−1
2 g23h3. Finally, we add ρ(1, h1, g12h2, g12g23h3).
In total, the gauge transformation on b123 is
ζ(g12, g23, h1, h2, h3) = ρ(1, g12, g12g23, g12g23h3)+
ρ(1, g12, g12h2, g12g23h3) + ρ(1, h1, g12h2, g12g23h3).
(J18)
Appendix K: Spacetime construction of the 2-group SPT model
and supercohomology models with a boundary
We use the language of 2-gauge theory, summarized in Ap-
pendix J, to describe a 2-gauge theory dual to the 2-group
SPT models of Section IV B. We then provide the details be-
hind the construction of the topologically ordered symmet-
ric gapped boundaries of the supercohomology models from
Section V B. We start by constructing the partition function
for the 2-group model on a manifold without boundary from
the corresponding 2-gauge theory in Section K 1. Then, in
Section K 2, we describe the construction of the supercoho-
mology models on a manifold with boundary starting with the
spacetime description of the 2-group model.
1. 2-gauge theory interpretation of the bulk 2-group SPT
model
2-group SPT phases are dual to 2-gauge theories, similar
to the familiar duality between ordinary 0-form SPT phases
and conventional Dijkgraaf-Witten gauge theories [1, 9, 16].
To see this, we consider a triangulated spatial 3-manifold M
along with the spacetime manifold CM formed by connect-
ing each vertex of M to a vertex 0, sometimes referred to
as the spacetime infinity vertex. We define a configuration
Φ = {{gv}, {ae}} on CM by assigning a gv ∈ G to each
vertex v ∈ M and an ae ∈ Z2 to each edge e ∈ M ; the
temporal edges (connected to the 0 vertex) are labeled with
0 ∈ Z2 and the 0 vertex is labeled with 1 ∈ G. Furthermore,
we define a map d from a configuration Φ to a configuration
dΦ on CM . The configuration dΦ consists of a set of G la-
bels gij for all edges in CM and Z2 labels aijk for all faces
in CM . Specifically, for a configuration Φ = {{gv}, {ae}},
the associated configuration dΦ is:
dΦ = {{g−1i gj}, {aij + aik + ajk + ρ¯(1, gi, gj , gk)}},
(K1)
depicted in Fig. 27. One can verify that this dΦ satisfies the
constraint (J8) and therefore is an allowed configuration for a
2-gauge theory.
Given a 2-group cocycle α ∈ H4(BG,R/Z) we can now
define the corresponding 2-group SPT state. We first pull back
α to a cocycle on CM . In a slight abuse of the notation intro-
duced in the main text, for a configuration dΦ, we denote the
pullback of α to CM as αdΦ ∈ Z4(CM,R/Z). When it is
clear from context, we also omit the subscript dΦ. A ground
state in the associated 2-group SPT phase can then be written
as:
|ΨSPT〉 ≡
∑
Φ
∏
t=〈1234〉∈M
e2piiαdΦ(01234)Ot |Φ〉 (K2)
Here, the product in Eq. (K2) is over all 4-simplices in CM ,
Ot is the orientation of t, and we have omitted the angled
brackets around the 4-simplex 〈01234〉. In what follows, to
simplify the notation, we often omit the angled brackets.
We recover the 2-group SPT states from Section IV B, by
considering the 2-gauge theory corresponding to the weak 2-
group (G,Z2, 0, ρ)24 and the choice of 2-group 4-cocycle α:
α = ν +
1
2
ρ ∪1 + 1
2
 ∪ , (K3)
described in Section IV B. We use the remainder of this sec-
tion to verify that the SPT state associated to this choice of α
is indeed symmetric. The calculation will prove useful in the
construction of supercohomology models on a manifold with
boundary in the next section.
The 2-group symmetry contains two types of symmetry ac-
tions: 0-form and 1-form. The 0-form part is:
Vρ(h) :gv → hgv, ∀v ∈M
aij → aij + ρ(1, h−1, gi, gj), ∀〈ij〉 ∈M,
(K4)
and the local 1-form symmetry at the vertex v ∈M is:
Aδv : aij → aij + δv(〈ij〉), ∀〈ij〉 ∈M. (K5)
24 Here, 0 denotes the trivial action of G on A.
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FIG. 28. The first row represents the 0-form symmetry action [represented by Vρ(h)]. Acting on the configuration Φ, it multiplies h on spatial
vertices v ∈ M and modifies spatial edges eij ∈ M by ρ(1, h−1, gi, gj). The resulting configuration is Φ′1. Given that α depends only on
dΦ′1, we can consider this configuration to be equivalent to Φ′2, which is generated from Φ by changing g0 = 1 to h−1. The second row
represents the 1-form symmetry action at the vertex 1. The labels on the edges joined at 1 change by +1. With respect to α, this is equivalent
to only changing the temporal edge a01 by +1, i.e., dΦ′′1 = dΦ′′2 .
These two symmetries are explicitly demonstrated in Fig. 28.
Notice that the symmetry actions in Eq. (K4) and Eq. (K5)
only change the spatial d.o.f., i.e., those belonging to M .
To simplify the symmetry analysis, we use that the ampli-
tude of the SPT state depends only on the configuration dΦ
and not on the configuration Φ. As such, we can consider
two configurations Φ1 and Φ2 equivalent, with respect to the
amplitude, if dΦ1 = dΦ2. In Fig. 28, the configuration Φ
is mapped to the configuration Φ′1 by the 0-form symmetry
action. Furthermore, Φ′1 is equivalent to a configuration Φ
′
2
obtained from Φ by simply changing g0 = 1 to g0 = h−1,
see Fig. 29. Similarly, the 1-form symmetry action by Aδv
is equivalent to changing a0v = 0 to a0v = 1 for all the
temporal edges 〈0v〉. This is analogous to the homogeneous
property of 0-form group cocycles. More generally, the total
2-group symmetry can be labeled by (h, {yv}) with h ∈ G
and yv = 0, 1, ∀v ∈M :
V2(h, {yv}) ≡ Vρ(h)
∏
v
Ayvδv, (K6)
and with respect to the amplitude of |ΨSPT〉, this is effectively
equivalent to mapping g0 = 1 to g0 = h−1 at the 0 vertex and
a0v = 0 to a0v = yv on all temporal edges 〈0v〉.
To show that the 2-group state is invariant under the 2-group
symmetry, we consider the affect of the symmetry action on
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FIG. 29. The (local) 2-group symmetry is parameterized by
(h, {yv}). The configuration Φ is mapped by the symmetry to a con-
figuration Φ˜ that is equivalent to Φ′, in the sense that dΦ′1 = dΦ′. Φ′
differs from Φ on the temporal links, where a0v = yv , for v ∈ M ,
and at the 0 vertex, where g0 is g0 = h−1.
the amplitude of the state. The symmetry action maps a con-
figuration Φ to a configuration equivalent to Φ′, depicted in
Fig. 29. We thus need to compare αdΦ′ to αdΦ. To do so, it is
useful to append a vertex 0h toCM by connecting each vertex
of CM to 0h. We assign a configuration on any 4-simplices
of the form 〈01234〉 with 〈1234〉 inM according to Φ, and we
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assign a configuration to any 4-simplices 〈0h1234〉 according
to Φ′. (We also fix a00h = 0.) We can then consider the
difference:
α(0h1234)− α(01234) =α(00h123)− α(00h124)
α(00h134)− α(00h234), (K7)
where the equality comes from the cocycle condition
δα(00h1234) = 0. The change in the amplitude depends on
the sum over all tetrahedra in M :∑
t=〈1234〉∈M
[α(0h1234)− α(01234)]Ot. (K8)
Inserting the right-hand side of Eq. (K7) into the expression
above, we find that each term appears exactly twice and with
the opposite sign. This can be seen by noting that every term
can be associated to a face, e.g., α(00h123) corresponds to
f = 〈123〉. Thus, the sum in Eq. (K8) vanishes, and the 2-
group SPT state in Eq. (K2) is invariant under 2-group sym-
metry action in Eq. (K6).
2. Derivation of the supercohomology models with a boundary
We now describe the construction of the supercohomol-
ogy models on a manifold with boundary, introduced in Sec-
tion V B, starting from a spacetime model for the 2-group SPT
phase. For a spatial manifold M with boundary ∂M , the 2-
group SPT model is defined on the cone CM , and has a mod-
ified 2-group symmetry action on the boundary of CM . With
this spacetime 2-group SPT model, we follow the prescrip-
tion for the bulk construction of the supercohomology mod-
els, i.e., gauging the 1-form symmetry followed by applying
the fermionization duality.
As described in Section V B, the symmetry G can be ex-
tended by K to L such that the supercohomology data is triv-
ialized:
(ρ∗, ν∗) = (δβ, δη +
1
2
β ∪1 δβ + 1
2
β ∪ β), (K9)
for some β ∈ C2(L,Z2) and η ∈ C3(L,R/Z). The elements
of L can be written as ` = g(k) with g ∈ G and k ∈ K. If we
let m be the 2-cocycle m ∈ H2(G,K) corresponding to the
extension of G by K, then the group law in L is specified by:
g
(k1)
1 g
(k2)
2 = (g1g2)
(k1+k2+m(1,g1,g1g2)). (K10)
To define the spacetime 2-group SPT models, we first de-
scribe the configurations Φ on CM . A configuration Φ is
specified by a G label on each vertex, a K label on the ver-
tices v∂ in ∂M , and a Z2 label on every edge in the boundary
of CM , which we denote as M . Unless otherwise specified,
we fix the label at 0 to be 1 ∈ L and the labels at the temporal
edges e /∈ M to be 0 ∈ Z2. We write such a configuration Φ
as Φ = {{gv}, {kv∂}, {ae}}. We note that, since each vertex
in the boundary of M is labeled by an element g ∈ G and a
k ∈ K, one can consider the boundary vertices to be labeled
by an element of L.
The SPT model has a 0-form symmetry parameterized by
an element h(k) ∈ L as well as a Z2 1-form symmetry. The
0-form symmetry action is:
VB(h
(k)) : gv → hgv ∀v ∈M
kv → k + kv +m(1, h, hg), ∀v ∈ ∂M
aij → aij +Bh(k)ij , ∀〈ij〉 ∈M,
(K11)
where Bh
(k)
ij is defined as:
Bh
(k)
ij =
{
ρ(1, h−1, gi, gj) i 6= 0
β(1, h(k)
−1
, g
(kj)
j ) i = 0.
(K12)
The local 1-form symmetry action, for v ∈M , is given by:
Aδv : aij → aij + δv(〈ij〉), ∀〈ij〉 ∈M. (K13)
Note that, unlike the symmetry action in the previous section,
the symmetry acts on some of the temporal links of CM as
well. A more general 2-group symmetry action is specified
by a choice (h(k), {yv}) with h ∈ G, k ∈ K, and yv = 0, 1,
∀v ∈M , and is represented by:
V2(h
(k), {yv}) ≡ VB(h(k))
∏
v
Ayvδv. (K14)
We now (naively) follow the prescription for building a 2-
group SPT state - described in Section K 1 - using the 2-group
cocycle α∗, the pullback of α to H4(BL,R/Z). The ampli-
tude of the state in Eq. (K2) depends on the configuration dΦ
as opposed to Φ. We use this fact to analyze the symmetry (or
lack thereof) of the state constructed using α∗.
In particular, the symmetry action corresponding to
(h(k), {yv}) on a configuration Φ maps it to a configuration Φ˜
according to the maps in Eqs. (K11) and (K13). dΦ˜ is equiva-
lent to dΦ′, where Φ′ (pictured in Fig. 30) is obtained from Φ
by changing the label on the 0 vertex to (h(k))−1 and adding
β(1, h(k)
−1
, g
(kv)
v ) to any temporal link connected to a bound-
ary vertex v ∈ ∂M .
Similar to the argument in the previous section, we can in-
troduce a vertex 0h and use δα = 0 to evaluate the difference:∑
t=〈1234〉∈M
[α∗(0h1234)− α∗(01234)]Ot. (K15)
Here, we have assigned the configuration Φ (Φ′) to 4-
simplices formed from a tetrahedron in M and the 0 (0h) ver-
tex. Unlike the case in Section K 1, where M had no bound-
ary, the sum in Eq. (K15) does not vanish. Instead, we have:∑
t=〈1234〉∈M
[α∗(0h1234)− α∗(01234)]Ot
=
∑
f=〈123〉∈∂M
α∗(00h123)Of , (K16)
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FIG. 30. When M has a boundary, the 2-group symmetry action is
modified to act on the temporal links connected to vertices v∂ ∈ ∂M .
In the figure above, 〈123〉 is a face in ∂M . The (local) 2-group
symmetry, parameterized by (h(k), {yv}), maps Φ to a configura-
tion Φ˜, which satisfies: dΦ˜ = dΦ′. Φ′ is equivalent to chang-
ing Φ so that g0 = 1 goes to g0 = h(k)
−1
and a0v∂ goes to
a0v∂ + β(1, h
(k)−1, g
kv∂
v∂ ). Acting on Φ with the local 1-form sym-
metry at a vertex in ∂M does not affect Φ′.
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FIG. 31. To determine the effect of the 0-form symmetry action
VB(h
(k)) on α, we append a vertex 0h, labeled by h(k)
−1
, to CM .
The edges connected to 0h and a vertex v ∈ ∂M are labeled by
a0v + β(1, h
(k)−1, g(kv)v ). The vertex 0 and 0h are connected by
the edge 〈00h〉, labeled by a00h = 0. When pulled back to this
manifold, ( + β) evaluates to zero on the face 〈00h1〉, as shown in
Eq. (K18).
where Of ∈ {−1,+1} is the orientation of the face f with
respect to the orientation of the boundary. Thus, the state con-
structed using α∗ [Eq. (K2)] is not invariant under the sym-
metry in Eq. (K14).
To remedy this, we first observe that the cocycle α∗ ∈
H4(BL,R/Z) can be written as:
α∗ = ν∗ +
1
2
ρ∗ ∪1 ∗ + 1
2
∗ ∪ ∗
= δµ+
1
2
(∗ + β) ∪ (∗ + β)
(K17)
where µ is defined as µ ≡ η + 12β ∪1 . The leftover factor
α∗(00h123) in Eq. (K16) is equivalent to δµ(00h123). This
is because (+ β)(00h1) is trivial (Fig. 31):
(+ β)(00h1) = (δa+ ρ¯+ β)(00h1)
= 2× β(1, h(k)−1, g(k1)1 ) + ρ(1, 1, h−1, g1)
= 0,
(K18)
where we have implicitly pulled back functions to cochains on
the manifold with 0h, and we have used that ρ is normalized.
Therefore, the phase difference in Eq. (K16) is:∑
f=〈123〉∈∂M
α∗(00h123)Of
=
∑
f=〈123〉∈∂M
[µ(0h123)− µ(0123)]Of . (K19)
To form a symmetric wave function, we can include a factor
of −µ(0ijk) for each face f = 〈ijk〉 in the boundary of M .
According to Eq. (K19), the change in this factor under the
symmetry action will precisely cancel the change from the α∗
terms. Consequently, the following state is invariant under the
symmetry action:
|Ψb〉 =
∑
Φ
∏
f∂=〈123〉∈∂M
e−2piiµ(0123)Of
∏
t=〈1234〉∈M
e2piiα
∗(01234)Ot |Φ〉, (K20)
where the sum is over all configurations Φ with the label for
the 0 vertex fixed as 1 ∈ L and the labels for the temporal
edges e /∈ M set to 0 ∈ Z2. By replacing the configurations
{ae} on the edges in M with a 1-cochain ae and using the
notation introduced in the main text, we can write the state
|Ψb〉 more explicitly as:
|Ψb〉 =
∑
{gv,kv∂ },ae
∏
f∂=〈123〉∈∂M
e−2piiOf∂ ηˆ(123)(−1)ˆβ(23)δa(012)(−1)ˆβ(13)[δa(123)+ρˆ(123)]
∏
t=〈1234〉
e2piiOtνˆ(1234)(−1)δa(012)δa(234)(−1)ρˆ(134)[δa(123)+ρˆ(123)]+ρˆ(124)[δa(234)+ρˆ(234)]|{gv}, {kv∂},ae〉.
(K21)
The next steps in the construction of the supercohomology models on a manifold with boundary are to gauge the 1-form
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symmetry of |Ψb〉 and to apply the fermionization duality. The
1-form symmetry can be gauged by applying the linear map
Γ defined in Appendix C, which, up to a normalization factor,
acts on a configuration state as:
Γ
(|{gv}, {kv∂},ae〉) = |{gv}, {kv∂}, δae〉. (K22)
A ground state of the bosonic shadow model is then simply
|Ψs〉 = Γ
(|Ψb〉).
Similar to the bulk construction in Section IV, we make a
change of basis to ensure that the L symmetry is onsite. Here,
the temporal edges in M are also included in the basis trans-
formation. The basis change is implemented by the operator
R:
R ≡
∏
e=〈ij〉∈∂M
X
ˆ
β(e)
〈0ij〉
∏
f∈M
X
ρˆ(f)
f . (K23)
Letting af denote a 2-cochain on M , the action of R on a
configuration state is:
R|{gv}, {kv∂},af 〉 = |{gv}, {kv∂},af +Bf 〉, (K24)
whereBf is the 2-cochain satisfying:
Bf(〈ijk〉) = ρ(1, gi, gj , gk), ∀〈ijk〉 ∈M
Bf(〈0ij〉) = β(1, g(ki)i , g(kj)j ), ∀〈ij〉 ∈ ∂M.
(K25)
Further, we define a new basis by the identification:
|{gv}, {kv∂},af 〉′ ≡ R|{gv}, {kv∂},af 〉
= |{gv}, {kv∂},af +Bf 〉.
(K26)
In this basis, the 0-form L symmetry is onsite:
V (h(k))|{gv}, {kv∂},af 〉′
= |{hgv}, {k + kv∂ +m(1, h, hgv∂ )},af 〉′. (K27)
We also re-define the Pauli operators in this basis so that:
Xf ′ |{gv}, {kv∂},af 〉′ = |{gv}, {kv∂},af + f ′〉′
Zf ′ |{gv}, {kv∂},af 〉′ = (−1)af (f
′)|{gv}, {kv∂},af 〉′.
(K28)
Finally, the shadow model ground state |Ψs〉 can be written as:
|Ψs〉 =
∑
{gv,kv∂ },ae
∏
f∂=〈123〉∈∂M
e−2pii[ηˆ(123)+
1
2
ˆ
β(12)
ˆ
β(23)]Of∂Z
ˆ
β(23)
012 Z
ˆ
β(13)
123
∏
t=〈1234〉
e2pii νˆ(1234)Ot(−1)δa(012)δa(234)Z ρˆ(134)123 Z ρˆ(124)234 |{gv}, {kv∂}, δae +Bf 〉′.
(K29)
Next, we write |Ψs〉 in a form that can be more readily fermionized using the duality in Appendix F or equivalently Ref. [22].
First, theBf factor in Eq. (K29) can be expressed using Xf operators:
|Ψs〉 =
∑
{gv,kv∂ },ae
∏
f∂=〈123〉∈∂M
e−2pii[ηˆ(123)+
1
2
ˆ
β(12)
ˆ
β(23)]Of∂Z
ˆ
β(23)
012 Z
ˆ
β(13)
123
∏
〈ij〉∈∂M
X
ˆ
β(ij)
0ij
∏
t=〈1234〉∈M
e2pii νˆ(1234)Ot(−1)δa(012)δa(234)Z ρˆ(134)123 Z ρˆ(124)234
∏
f∈M
X
ρˆ(f)
f |{gv}, {kv∂}, δae〉′
(K30)
Then, the Pauli X and Pauli Z operators can be commuted to form the fermionizable operators U¯β¯ and U¯ρ¯, defined as:
U¯β¯ ≡
∏
f ′∈M
Z
∫
M
βˆ∪1f ′
f ′
∏
〈ij〉∈∂M
X
ˆ
β(ij)
0ij , and U¯ρ¯ ≡
∏
f ′∈M
Z
∫
M
ρˆ∪1f ′
f ′
∏
f∈M
X
ρˆ(f)
f , (K31)
where βˆ(〈ijk〉)|{gv}, {kv∂},ae〉 = β(g(ki)i , g(kj)j , g(kk)k )|{gv}, {kv∂},ae〉 for i, j, k ∈ ∂M ∪ {0}. With this, the shadow state
|Ψs〉 can be written as:
|Ψs〉 =
∏
f∂=〈123〉∈∂M
e−2pii[ηˆ(123)+
1
2
ˆ
β(12)
ˆ
β(23)]Of∂ U¯β¯
∏
t=〈1234〉
e2pii νˆ(1234)OtU¯ρ¯
∑
{gv,kv∂ },ae
∏
f∂=〈123〉∈∂M
(−1)a(01)δa(123)
∏
t=〈1234〉
(−1)a(12)δa(234)|{gv}, {kv∂}, δae〉′.
(K32)
To write Eq. (K32), we have also used Stokes’ theorem:∫
CM
δa ∪ δa =
∫
M
a ∪ δa. (K33)
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The state in Eq. (K32) can be fermionized straightfor-
wardly. First of all, the second line in Eq. (K32) is precisely
a ground state of the twisted toric code on M . Therefore, it
is dual to the ground state of an atomic insulator. Further-
more, according to Appendix F, the operators U¯β¯ and U¯ρ¯ can
be fermionized to the product of hopping operators:
U¯β¯ → ξβ(∂M)
∏
〈0ij〉
S
ˆ
β(ij)
0ij , and U¯ρ¯ → ξρ(M)
∏
f∈M
S
ρˆ(f)
f .
(K34)
Here, ξβ(∂M) is a sign that depends on an ordering of the
faces 〈0ij〉, where 〈ij〉 is some edge in ∂M . It compensates
for the order dependence of the product of hopping operators
and is explicitly:
ξβ(∂M) ≡
∏
ei,ei′∈∂M |i<i′
(−1)ˆβ(ei)ˆβ(ei′ )
∫
∂M
ei′∪ei . (K35)
ξρ(M) is defined in Section IV D and Appendix H 2.
Fermionization thus results in the supercohomology state:
|Ψf 〉 =
∏
f∂
e−2piiOf∂ [ηˆ(f∂)+
1
2
ˆ
β∪ˆβ(f∂)]ξβ(∂M)
∏
e∂
S
ˆ
β(e∂)
e∂∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
S
ρˆ(f)
f
∑
{gv},{kv∂ }
|{gv}, {kv∂}, vac〉,
(K36)
where the second product is over edges e∂ in ∂M , Se∂ is the
hopping operator associated to the face formed by e∂ and the
0 vertex, and |vac〉 is the fermionic state with zero fermion
occupancy at each site. The fermionic d.o.f. on the tetrahedra
in M \M can be associated to faces in ∂M as in Section V B.
From Eq. (K36), we see that the supercohomology state
|Ψf 〉 can be prepared from a symmetric product state by the
FDQC:
U˜Lf ≡
∏
f∂
e−2piiOf∂ [ηˆ(f∂)+
1
2
ˆ
β∪ˆβ(f∂)]ξβ(∂M)
∏
e∂
S
ˆ
β(e∂)
e∂∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
S
ρˆ(f)
f
(K37)
However, U˜Lf is not symmetric. A symmetric FDQC can be
formed by multiplying on the right by a product of parity op-
erators: ∏
t
P
∫
M
Bf∪2t
t . (K38)
This is analogous to the product of parity operators in the defi-
nition of Uf on a manifold without boundary in Eq. (165). The
product of parity operators does not change the state produced
by U˜Lf , since |vac〉 is a +1 eigenstate of the parity operators.
Using the definition of Bf in Eq. (K25) and the explicit for-
mulas for the cup products, the product of parity operators in
Eq. (K38) can be decomposed into:∏
t
P
∫
M
Bf∪2t
t =
∏
t
P
∫
M
ρˆ∪2t
t
∏
f∈∂M
P
∫
∂M
f∪1 ˆβ
f . (K39)
Thus, the FDQC ULf in the main text is produced by compos-
ing U˜Lf with the product of parity operators above:
ULf =
∏
f∂
e−2piiOf∂ ηˆ(f∂)χβ(∂M)
∏
e∂
S
ˆ
β(e∂)
e∂
∏
f∂
P
∫
∂M
f∂∪1 ˆβ
f∂
×
∏
t
e2piiOtνˆ(t)ξρ(M)
∏
f
S
ρˆ(f)
f
∏
t
P
∫
M
ρˆ∪2t
t .
(K40)
Here, we have absorbed the sign from commuting parity op-
erators and the 12 βˆ ∪ βˆ factor into χβ(∂M), defined as:
χβ(∂M) ≡(−1)
∫
∂M
(
βˆ∪1 ˆβ+δˆβ∪1 ˆβ+ˆβ∪ˆβ
)
ξβ(∂M). (K41)
Appendix L: Trivialization of supercohomology data:
Gf = Z2 × Z4 × Zf2
In this appendix, we give an example of using a symmetry
extension to trivialize the supercohomology data, as described
in the construction of the gapped boundaries of supercoho-
mology models in Section V. We consider a fSPT phase pro-
tected by a Gf = Z2 × Z4 × Zf2 symmetry, and we identify
two possible symmetry extensions that trivialize the superco-
homology data. We note that a gapped boundary for the par-
ticularGf = Z2×Z4×Zf2 phase has been found in Refs. [56]
and [62].
To get started, we describe the supercohomology data (ρ, ν)
corresponding to our phase of interest. We represent a generic
group element as (g, h) ∈ Z2 × Z4 where g = 0, 1 and
h = 0, 1, 2, 3, and use the notation [· · · ]N to denote modulo
N . The cocycle ρ can be obtained from a decorated domain-
wall picture. Namely, a (2 + 1)D N = 2 supercohomology
SPT with Z2 symmetry is decorated on the Z4 domain walls.
The supercohomology data for the (2 + 1)D phase (in homo-
geneous variables) is given by[16]:
n2(g0, g1, g2) = [g0 − g1]2[g1 − g2]2, (L1)
ν3(g0, g1, g2, g3) =
1
4
[g0 − g1]2[g1 − g2]2[g2 − g3]2. (L2)
Therefore, the cocycle ρ ∈ Z3(Z2 × Z4,Z2) takes the form:
ρ = n2 ∪ φ1 (L3)
where the class of φ1 is the generator of H1(Z4,Z2) given
by φ1(h0, h1) = [h0 − h1]2, and both cocycles are implicitly
pulled back via the projection map to each subgroup. Explic-
itly, the supercohomology data can be chosen to be:
ρ((g0, h0), (g1, h1), (g2, h2), (g3, h3)) (L4)
= [g0 − g1]2[g1 − g2]2[h2 − h3]2,
ν((g0, h0), (g1, h1), (g2, h2), (g3, h3), (g4, h4))
=
1
4
[g0 − g1]2[g1 − g2]2[g2 − g3]2[h3 − h4]4 (L5)
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One can verify that they indeed satisfy the supercohomology
equations in Eq. (2).
To construct a symmetric gapped boundary, we perform
two symmetry extensions to trivialize the supercohomology
data. First, we extend by Z2 to trivialize ρ3. The extension is
given by:
1→ Z2 −→ Z4 × Z4 pi1−→ Z2 × Z4 → 1 (L6)
where pi1 is the projector pi1((g, h)) = ([g]2, h). The pulled-
back cocycle ρ∗ is a coboundary of the cochain:
β2((g0, g1), (g1, h1), (g2, h2)) =
⌊
g0 − g1
2
⌋
[h1 − h2]2.
(L7)
The next step is to trivialize the following cocycle:
ω ≡ ν∗ + 1
2
β ∪ β + 1
2
β ∪1 δβ (L8)
which was defined in Eq. (200). However, because ω has a
very complicated closed form, we instead identify the coho-
mology class of ω in H4(Z4×Z4,R/Z) ∼= Z24 by using topo-
logical invariants that completely distinguish the elements of
the above cohomology group [9, 59]. In particular, for inho-
mogeneous cocycles, the invariants of the cohomology group
H4(ZNi × ZNj ,R/Z) ∼= Z2gcd(Ni,Nj) are given by:
I1 =
Nj−1∑
n=0
i(1,0)ω((0, 1), (0, n), (0, 1)),
I2 =
Ni−1∑
n=0
i(0,1)ω((1, 0), (n, 0), (1, 0)).
where igω is called the slant product of g and ω and is defined
as
igω(a, b, c) = ω(g, a, b, c)− ω(a, g, b, c)
+ ω(a, b, g, c)− ω(a, b, c, g). (L9)
We stress that the quantities above are invariant under adding
a coboundary to ω.
In our case, the topological invariants are valued in R/Z
and are multiples of 14 :
I1 =
3∑
n=0
i(1,0)ω((0, n+ 2), (0, n+ 1), (0, 1), (0, 0)),
(L10)
I2 =
3∑
n=0
i(0,1)ω((n+ 2, 0), (n+ 1, 0), (1, 0), (0, 0)).
(L11)
where the equations above are now using homogeneous cocy-
cles Computing the invariants for the cocycle ω given in Eq.
(L8), we find I1 = 0 and I2 = 12 .
One can also check that the following “canonical” cocycle
ωcan((g0, h0), (g1, h1), (g2, h2), (g3, h3), (g4, h4))
=
1
8
[g0 − g1]4[h3 − h4]4
× ([g1 − g2]4 + [g2 − g3]4 − [g1 − g3]4)
(L12)
has the same topological invariants, and therefore is in the
same cohomology class as the previous cocycle. It follows
that the two must differ by a coboundary
ω = ωcan + δλ (L13)
For some group 3-cochain λ. Although we do not have a
closed form for λ, it can in principle be obtained by numeri-
cally solving linear equations δλ = ω − ωcan using the Smith
decomposition. We refer to Appendix G of Ref. [59] for fur-
ther details.
We can now perform a second symmetry extension. Here,
we present two possible extensions. The first is given by
1→ Z2 −→ Z8 × Z4 pi2−→ Z4 × Z4 → 1, (L14)
where, pi2((g, h)) = ([g]4, h), and the second is given by
1→ Z2 −→ Z4 × Z8 pi3−→ Z4 × Z4 → 1, (L15)
where pi3((g, h)) = (g, [h]4). One can check that the pulled
back canonical cocycles are trivialized in both cases by com-
puting similar topological invariants of cocycles in the ex-
tended groups. This means that pi∗ωcan = δηcan for some
choice of η, where pi = pi2 ◦ pi1 or pi = pi3 ◦ pi1 depending
on the choice of extension. It follows that we can choose
η = ηcan + λ, (L16)
so that δη = pi∗ω, as desired.
We have two extensions that trivialize the supercohomol-
ogy data, one is an extension byK = Z2×Z2 and the other is
by K = Z4. To build the gapped boundary, we gauge the K
symmetry, these give a Z2 × Z2 gauge theory and a Z4 gauge
theory, respectively. It would be interesting to compare the Z4
anomalous topological order here with that found in Refs. [56]
and [62]. It would also be interesting to study the anomalous
Z2 × Z2 topological order.
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