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Abstract
The quality of genetics-based personalized medicine is a direct function of the suc-
cess of statistical genomics, defined here as the application of statistical methodologies to
genome data. The following dissertation provides two new statistical tools and insights
for three areas of interest within the statistical genomics field: (1) better disease out-
come prediction using personal genomes, (2) describing the association between genome
regions and an outcome, and (3) discovering previously unknown subpopulations within
a population. With respect to each of the three problems, penalized regression, in par-
ticular regression utilizing the truncated L1-penalty (TLP), is an essential element of
the related methodology. Collectively, the dissertation reveals potential gains from us-
ing penalties better aligned with the data’s structure and the research aim; for example,
by syncing penalty features to underlying genetic architectures to improve prediction.
Supported by both simulation and real data analysis, the work herein develops and
demonstrates the promise of (1) a new global testing statistic for quantifying the associ-
ation of a targeted genome region and a disease outcome and (2) a new group truncated
L1−penalty (gTLP) methodology akin to hierarchical clustering that in some settings is
able to uncover previously unknown subpopulations.
iii
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Chapter 1
Introduction
Genetics-based personalized medicine has the potential to positively impact preventive
care, diagnosis, treatment, and quality of life. Better personalized medicine can be
realized through advances in statistical genomics, by which I mean the application of
statistical methodologies to genome data. The following dissertation offers insight and
statistical tools for three emerging areas of interest for researchers wanting to incor-
porate genetic information. First, there is a strong demand for better disease outcome
prediction using personal genomes. Second, researchers want new statistical tests to find
associations between genome regions and an outcome. Third, it is becoming increasingly
necessary to develop methodologies for uncovering previously unknown subpopulations
within a population.
Penalized regression is a diverse and promising methodology useful for statistics-
based work in these three areas. Penalized regression can use information about the
disease structure to develop richer genotype-phenotype maps that can then be leveraged
to improve disease prediction. For example, penalized regression has two possible fea-
tures, variable selection and proportional coefficient shrinkage, that allow researchers to
build models tailored to hypothesized characteristics of the genotype-phenotype map. In
effect, the regression methodology boosts prediction by incorporating estimation compo-
nents that leverage features of known or hypothesized networks of genetic variants linked
to the disease outcome. As another example of its use, the coefficient sets estimated with
penalized regression for a targeted genomic region can themselves be incorporated into
1
2new testing statistics. The expansive range of penalties provides researchers great flexi-
bility in how they apply penalized regression to problems. Penalizing differences between
simultaneously estimated sample-level models represents a new application. The result is
a new hierarchical clustering tool to partition a population into unknown subpopulations
defined by unique models.
In Chapter 2 the predictive performance of penalized regression is investigated in the
genome-wide association studies (GWAS) setting. Pioneering work in genetic statistical
modeling focused on this setting, where the candidate mutations occurred with at least
a certain frequency in the population (e.g. 5%). GWAS research commonly applied a
stringent significance threshold to account for multiple testing. Therefore, the number
of variants determined to be causative for a disease was usually small and consisted
only of variants with a strong individual association with the disease outcome. The
work described in Chapter 2 demonstrates how penalized regression can outperform
maximum likelihood estimation. Penalized regression, in particular, can be used to
overcome the issue of high-dimensionality; that is, the number of covariates exceeding
the number of samples. Of equal importance, the methodology can enhance predictive
and classification performance by considering variants that marginally fail to meet a
GWAS-level significance threshold. Because of this it is reasonable to hypothesize that
predictive performance gains are possible when penalized regression accounts for the
simultaneous impact on a disease of groups of variants individually with only moderate
association with a disease. The work used simulation to explore different underlying
genetic architectures: sparse versus non-sparse, and strong versus moderate effect sizes.
When the features of the penalty match the architecture of the disease, performance
likewise improves. However, application to real data sets for Crohn’s disease and bipolar
disorder, show a need to incorporate more genetic variants and biological features of a
studied disease into the penalized regression models.
The boom in available genome data through sequencing has provided adequate num-
bers of samples to facilitate dependable investigation of rarer variants; that is, mutations
occurring at small frequencies (less than 5% here). The availability of whole genome se-
quence data means that statistical genetics models must evolve to meet the challenge
of using both rare and common variants to link previously unidentified genome loci to
disease related traits. In Chapter 3 I extend the penalized regression approach to include
3rare variants. Using a real systolic blood pressure dataset provided by the Genetic Anal-
ysis Workshop 18 (GAW18), it is possible to confirm the value of penalized regression
in predicting this hypertension related trait. The work presented in this chapter is a
comparison of the performance of a spectrum of penalized regressions that used at first
only common variants (mutation frequencies ≥ 5%) or only rare variants to predict sys-
tolic blood pressure (SBP). Next, combinations of common and rare variants were used
to model SBP, and the impact on prediction was quantified. The study demonstrates
how penalized regression can improve prediction for any combination of common and
rare variants compared to maximum likelihood estimation. Models using both types of
variants, though, provide better predictions of systolic blood pressure than those using
only one variant type. The results in this chapter exhibit how penalties directed towards
the interrelationships between these variants hold vast potential to improve prediction.
Of note, this work provides evidence that penalized regression may be able to account for
environmental covariates. Chapters 2 and 3 substantiate the use of penalized regression
in a statistical genetics setting.
Natural genetic structures like genes may contain multiple variants that work as a
group to determine a biologic outcome. The effect of rare variants are hypothesized to
be explained best as groups collectively associated with a biologic function. Therefore,
it is important to develop statistical tools such as powerful association tests to identify a
true association between a group of variants and an outcome of interest. In Chapter 4 I
delineate a novel penalized regression based global test for the association between sets
of variants and a disease phenotype. Rare variant analysis is given particular emphasis
to provide insight into potential gains in power when testing on sequence data. I again
utilize GAW18 data, specifically 200 sets of simulated disease outcomes from the real
genomes of nearly 150 unrelated individuals. The power values of the new statistic are
calculated and compared to those obtained from five well-regarded global tests that do
not use logistic regression (Score, Sum, SSU, SSUw, and UminP) and a set of tests
using either the SSU or score statistics and LASSO logistic regression. The results in
this chapter lend support for several conclusions upon which to build. First, the new
penalized regression based association test may be more powerful in some settings for
testing sets of rare variants or regions with both rare and common variants. Second, as
shown with an analysis of the MAP4 gene, the new test may be able to better leverage
4variants with non-overlapping disease information. In fact, there is some evidence that
with further improvements the new global test may be able to be tailored to different rare
variant architectures for further power gains. Third, the penalized regression approach
provides meaningful, though not complete, information on associated variants in a group
of interest. Other methods do not provide this information.
For some modeling problems a population may be better assessed as an aggregate
of unknown subpopulations, each with a distinct relationship between a response and
associated variables. The finite mixture of regressions (FMR) model, where an outcome
is derived from one of a finite number of linear regression models, is a natural tool in
this setting. In Chapter 5 I first propose a novel penalized regression approach, then
demonstrate how it can, in some types of problems, better identify subpopulations and
their corresponding models than a semiparametric FMR method. The new method fits
models for each person via grouping pursuit, utilizing a new group truncated L1−penalty
(gTLP) that shrinks differences between estimated parameter vectors. The methodology
causes the individuals’ regression coefficients to cluster into a few common models, in
turn revealing previously unknown subpopulations. In fact, by varying the penalty
strength, the new method can reveal a hierarchical structure among the subpopulations
that can be useful in exploratory analysis. Simulations using FMR models and real data
analysis show the performance of the method is promising.
Chapter 6 provides conclusions for the aggregate work. Statistical genomics is a con-
stantly expanding area providing biostatisticians and public health researchers numerous
challenges, three of which are addressed herein. In this dissertation penalized regression
is part of all the methodology used or derived. Its consistent use allows for some gener-
alizable interpretations despite differences in the exact problem being addressed. Ideas
for future work are included in the discussion.
Chapter 2
Penalized Regression and Risk
Prediction in Genome-Wide
Association Studies
2.1 Introduction
Genetic information has the potential to improve health outcomes by allowing an indi-
vidual to tailor preventive care and treatment plans to his or her personalized medical
needs. An important task in personalized medicine is using a person’s genome to predict
disease risk (and treatment response). A necessity for making accurate risk predictions
based on individuals’ genomes is obtaining data on their genetic variants and phenotypes.
Genome-wide association studies (GWAS) provide such data to researchers. Now one
critical question is how to best predict disease risk from a large number of genetic vari-
ants, such as single-nucleotide polymorphisms (SNPs). Penalized regression equipped
with variable selection, such as LASSO (Tibshirani, 1996), is deemed to be promising
in this setting. However, for some diseases the sparsity assumption used by penalized
regression to facilitate variable selection may not hold, in which case it is not completely
clear how to proceed: should we apply a penalized or unpenalized approach? how about
other penalized methods that do not conduct variable selection, such as ridge regression
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6(Hoerl and Kennard, 1970)? To answer these questions, our current research investi-
gated the performance of an unpenalized approach and several representative penalized
regression approaches under various scenarios with sparse or non-sparse models.
GWAS identify risk SNPs by individually testing each SNP with a stringent sig-
nificance level adjusting for multiple testing. Many SNPs discovered to be associated
with disease have been validated (McCarthy et al., 2008). However, for many strongly
heritable diseases, their risk cannot be adequately explained by only a small number of
identified SNPs. For example, adding seven SNPs known to be associated with breast
cancer to the National Cancer Institute’s Breast Cancer Risk Assessment Tool increased
the discriminatory accuracy of the tool by only a small amount as measured by the area
under the receiver operating characteristic curve (AUC) (Gail, 2009). In related work
Gail (2008) demonstrated that very large relative risks are needed for a single factor to
meaningfully improve disease classification; therefore, estimation of the effect of many
disease associated SNPs with small effects will require researchers to address the issue of
candidate SNPs vastly outnumbering available case samples. Penalized regression with
variable selection can address this issue. In another study the percent of phenotypic
variance in the highly heritable trait height explained by SNPs increased from 5% to
45% when both genome-wide significant SNPs and many non-significant SNPs were con-
sidered simultaneously (Yang et al., 2010). Increasing the number of SNPs used may also
impact risk prediction: the inclusion of many non-significant SNPs discriminated bipolar
disorder, coronary heart disease, hypertension, and Crohn’s disease to some degree bet-
ter than when only fewer and more significant SNPs were included (Evans et al., 2009).
Furthermore, there was evidence to support polygenic effects for many common diseases
(Park et al., 2010). For example, the risk of schizophrenia seemed to be associated with
hundreds to thousands of SNPs (The International Schizophrenia Consortium, 2009). It
is now hypothesized that many common diseases are associated with many SNPs with
small to moderate effects.
Two studies have confirmed the value in including up to thousands of SNPs when
assessing disease risk (Kang et al., 2011; Wei et al., 2009). Importantly, both stud-
ies revealed that, while still noticeably better than random, logistic regression with
maximum-likelihood estimation was suboptimal in utilizing large numbers of SNPs to
classify disease status. A recent study concluded that utilizing penalized regression with
7variable selection, specifically LASSO, on a large number of SNPs in addition to those
reaching the genome-wide significance level could improve prediction of Crohn’s disease
(Kooperberg et al., 2010). This disease is a form of inflammatory bowel disease affecting
as many as 1.4 million Americans (About Crohn’s Disease, 2009; Crohn’s Disease, 2010).
Patients with Crohn’s disease have a chronic inflammation of the gastrointestinal tract
that causes mild to severe symptoms such as abdominal pain, fever, and fatigue (Crohn’s
Disease, 2010).
Gaya et al. (2006) presented evidence of the heritability of Crohn’s disease. Two
subsequent studies (WTCCC, 2007; Franke et al., 2010) identified six regions of chro-
mosome 10 associated with Crohn’s disease. To mimic real situations we use the real
SNP data from chromosome 10 to generate simulated disease risks and disease pheno-
types in order to assess the performance of various regression methods with respect to
risk estimation and disease classification. Specifically, we consider four types of true
models: (1) a sparse model with risk being determined by a small number of SNPs with
large effect sizes, (2) a sparse model with a small number of SNPs with moderate effect
sizes, (3) a non-sparse model with risk being determined by a large number of SNPs
with moderate effects, and (4) a non-sparse model with an even larger number (> 1/3
of the sample size) of SNPs with small effect sizes. We consider both unpenalized and
penalized regressions, the former based on maximum likelihood estimator (MLE) while
the latter on (1) least absolute shrinkage and selection operator (LASSO) (Tibshirani,
1996), (2) smoothly clipped absolute deviation (SCAD) (Fan and Li, 2001), (3) trun-
cated L1−penalty (TLP) (Shen et al., 2012), (4) ridge regression (Hoerl and Kennard,
1970) and (5) elastic net (Zou and Hastie, 2005). This study is a follow-up on Kooper-
berg et al. (2010), in that we consider several new penalized regression methods and
contrast the performance of the methods between sparse and non-sparse true models.
We also study the discrimination capabilities of the regression methods on two real
data sets, Crohn’s disease and bipolar disorder provided by the Wellcome Trust Case
Control Consortium (WTCCC) (2007). It was confirmed that the best performer was
dependent on the number and effect sizes of causal SNPs in the true model, and the inclu-
sion of SNPs failing to meet the genome-wide significance level impacted the prediction
accuracy.
82.2 Methods
2.2.1 Data
We use the Crohn’s disease and bipolar disorder case and control data provided by the
WTCCC. The WTCCC has collected genotype data of about 500,000 SNPs for approx-
imately 2,000 samples for each of seven diseases, such as type 1 diabetes, hypertension,
bipolar disorder and Crohn’s disease, and 3,000 controls (WTCCC, 2007). For simula-
tions, we use the genotype data of 28501 SNPs on chromosome 10 for Crohn’s disease
cases and controls. For quality control purposes, per WTCCC recommendations, we re-
move some samples and retain 1748 Crohn’s disease samples and 2938 control samples;
we also exclude some SNPs as recommended. Next, we eliminate the SNPs with a minor
allele frequency (MAF) less than 5%. Furthermore, to mimic practical situations while
maintaining a reasonable size for repeated simulations, we test each SNP separately by a
chi-squared test for its association with Crohn’s disease, and remove those with p-values
larger than 0.1. At the end, we have about 2300 SNPs left and use them throughout our
simulations.
2.2.2 Model
Let Yi = 0 or 1 be a binary disease indicator for subject i = 1, ..., n, and Xij subject
i’s minor allele number (0,1, or 2) for SNP j = 1, ...,m. Our aim is to build a model to
successfully estimate subject i’s risk of disease, P (Yi = 1|xi), based on his or her SNP
data xi = (Xi1, ..., Xim)T . As in standard practice for binary outcomes, we use a logistic
regression model:
logit(P (Yi = 1|xi)) = log( P (Yi = 1|xi)
1− P (Yi = 1|xi)) = β0 +
p∑
k=1
Xikβk, (2.1)
where β0 and βk are unknown regression coefficients to be estimated; p ≤ m indicates
any user specified subset of the SNPs.
In unpenalized logistic regression with maximum-likelihood estimator (MLE), β0 and
β = (β1, ..., βp)
T are estimated by maximizing the log-likelihood:
l(β0, β) =
n∑
i=1
Yj(β0 + x
T
i β)− log[1 + exp(β0 + xTi β)]. (2.2)
9The MLE is asymptotically unbiased with fixed p as n → ∞, but it may not be for a
large p. One possible remedy is to introduce regularization or penalization on regression
coefficients. The use of certain penalties, such as LASSO (Tibshirani, 1996) and SCAD
(Fan and Li, 2001), shrinks many regression coefficient estimates to be 0, effectively
selecting a subset of SNPs to be used for prediction. Penalized logistic regression provides
coefficient estimates for β0 and β by maximizing a penalized log-likelihood (Friedman
et al., 2008):
l(β0, β)− λP (β), (2.3)
where λ ≥ 0 is a tuning parameter controlling the extent of penalization imposed by
penalty P (β). LASSO regression uses
P (β) =
p∑
k=1
| βk |, (2.4)
which is convex and computationally convenient. However, LASSO estimates are biased
and may not be consistent. To avoid these issues, Fan and Li (2001) proposed using the
SCAD penalty P (β, λ) replacing λP (β):
dP (β, λ)
dβ
=
p∑
k=1
λsign(βk)[I(|βk| ≤ λ) + (aλ− | βk |)+
(a− 1)λ · I(| βk |> λ)] (2.5)
for a = 3.7. While maintaining the capability of variable selection, the SCAD penalty
does not introduce biased estimates for some larger coefficients. The truncated L1−penalty
(TLP) adaptively determines which larger coefficients will not be penalized by introduc-
ing a separate thresholding parameter τ > 0 (Shen et al., 2012):
P (β) =
p∑
k=1
min(|βk|/τ, 1). (2.6)
If a coefficient βk > τ , it will not be further penalized. The TLP approaches the L0-loss
as τ → 0+. A penalized method without the capability of variable selection is ridge
regression (Hoerl and Kennard, 1970) with penalty
P (β) =
p∑
k=1
β2k. (2.7)
Certain true models might be best estimated using a hybrid penalty that simultaneously
performs variable selection and continuous shrinkage (Zou and Hastie, 2005). In these
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settings elastic net penalized regression may be more suitable. Elastic net penalized
regression has been shown to produce a sparse model with good prediction accuracy,
possibly superior to LASSO, while simultaneously promoting the grouping of strongly
correlated predictors (Zou and Hastie, 2005). Its penalty structure is a weighted combi-
nation of the LASSO and ridge penalties controlled by a user specified mixing parameter
α, which is restricted to [0, 1]. The naive elastic net penalty (Zou and Hastie, 2005) is
P (β) = (1− α)‖β‖22 + α‖β‖1, (2.8)
where α is selected to match the desired balance of variable selection and coefficient
shrinkage. Zou and Hastie (2005) suggested that further gains may be possible from
using a rescaled version of the elastic net penalty. However, Friedman et al. (2008) used
the naive version of the penalty in the R package glmnet they developed to perform
elastic net penalized regression. Results presented here follow this convention and are
not rescaled. For sparse true models (i.e. with few non-zero βk’s) with a large number
of candidate predictors (i.e. a large p), variable selection is often beneficial. However,
for non-sparse models with many small non-zero |βk|’s, variable selection will be difficult
and may not result in good performance. On the other hand, since the ridge penalty
has the grouping function (Zou and Hastie, 2005), ridge regression performs like model
averaging. It is known that neither model selection nor model averaging can dominate
the other, and each performs better under different situations (Yuan and Yang, 2005;
Shen and Huang, 2006). In the current context, especially with non-sparse true models,
it is not clear how LASSO, SCAD, and TLP compare to the ridge penalty for risk
prediction, or if the elastic net penalty is superior, which is one of our aims.
2.3 Simulations
2.3.1 Simulation Set-ups
We use the real SNP data of the WTCCC control cohort to generate disease probabilities,
pii = P (Yi = 1). First, we randomly select p1 causal SNPs (i.e. with corresponding βk 6=
0). The true correlations for any two SNPs range from -0.8371 to 1 and approximately fit
a symmetric unimodal distribution centered at 0. Table 2.1 provides summary statistics
for all pairwise correlations for example sets of size p = 5, 10, 50, 100, 500, 1000 randomly
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selected SNPs. Table 2.1 demonstrates how the true models with various numbers of
p SNPs contain a diverse range of minor, moderate or strong correlations among the
SNPs.
p Minimum 1st Quartile Median 3rd Quartile Maximum
5 -0.096 -0.026 -0.003 0.002 0.019
10 -0.040 -0.013 -0.001 0.017 0.216
50 -0.136 -0.012 -0.001 0.011 0.994
100 -0.408 -0.013 0 0.012 0.999
500 -0.668 -0.013 0 0.013 1
1000 -0.835 -0.013 0 0.013 1
Table 2.1: Summary Statistics for All Pairwise Correlations among the top p SNPs.
We use p1 = 10 for two sparse models, one with strong effects (i.e. large |βk|’s)
and the other with only moderate effects (i.e. smaller |βk|’s); we also use p1 = 300 and
p1 = 900 for two non-sparse models. Second, we set β0 = log(0.05/0.95) to emulate
diseases with low prevalence, and follow Wray et al. (2007) to create odds ratios (ORs,
ORk = exp(βk)) of having disease for the p1 causal SNPs. Specifically, we set ORk =
1 + (OR0 − 1) with  randomly generated from a standard exponential distribution
Exp(1) and OR0 being the mean OR, which is 2.75 and 1.415 for the two sparse models
and 1.17 and 1.125 for the two non-sparse models respectively. We also randomly choose
the sign of each βk to be positive or negative to reflect both risk and protective causal
SNPs. Third, the disease probability pii for each subject i = 1, ..., 2938 in the WTCCC
control cohort, is generated according to logistic regression model (1) with only chosen
causal SNPs.
Finally, we use each pii sequentially to generate disease status Yi ∼ Bin(pii); this step
is repeated until we have n = 2000 cases and n = 2000 controls (while the other cases or
controls are ignored) for each simulated dataset. One hundred datasets were generated
under each of the four true models.
For each simulated dataset a randomly selected half of both the cases and controls
is used as training set for building regression models, while the remaining half is the
12
test set used for unbiased assessment of performance. The performance of each method
is evaluated in two distinct settings. In the first setting we rank all SNPs by the p-
values of their univariate association with disease. Starting with a few of the most
significant SNPs, we fit and refit the logistic model for each method, sequentially adding
more and more top ranked SNPs into the model (1) to be fit. The structure of this
scenario informs when the inclusion of increasingly less significant SNPs improves or
deteriorates the performance. Gail (2009) measured the impact of only seven SNPs on
classification of one disease, breast cancer, finding a very minor effect. Although they
were not directly studying prediction, Yang et al. (2010) identified one trait, height,
whose heritability could be explained better with models that considered many non-
significant SNPs. Our first modeling scenario generalizes this previous work to measure
the impact of including more and more SNPs (by design including less significant SNPs)
on a spectrum of models with less and less true sparsity. Thus, the results can inform
about underlying genetic architectures for which penalized regression can use additional
SNPs to improve risk classification. The results presented in the following section for
the unpenalized regression are from the usual MLE, while those for LASSO, SCAD and
ridge use the tuning parameter λ selected via 10-fold cross-validation to have the smallest
prediction error for any given number of candidate SNPs.
As exhibited in equations (2.6) and (2.8), the elastic net penalty depends on an
additional parameter, α, and the TLP penalty requires specification of τ . Elastic net
estimates are generated for each of a sequence of penalties defined by a uniformly spaced
sequence of values for the mixing parameter, α. The elastic net regression models are
fit starting with α = 0, corresponding to ridge regression, and then with α increased by
units of 0.10 until α= 1, corresponding to LASSO regression. For the TLP we apply
a range of τ values chosen to yield a series of models with minor to major coefficient
shrinkage. To save computing time for tuning parameter selection for the simulated
datasets, we use an independent tuning dataset of an equal size generated exactly like
the training and test data sets. The idea is similar to the CV except that we only need
to fit a model once with the training data, then use the tuning data to calculate the
prediction error and thus select λ and τ .
The second setting is designed to compare the performance of the methods with a
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large number of the candidate SNPs. In penalized regression the regularization param-
eter λ is systematically varied to generate a solution path of the regression coefficients,
from which we identify a global maximum of some performance measurement to repre-
sent the best ever performance of the corresponding method.
For each method, the estimated β0 and βk from a training set are applied to the
corresponding test set to obtain risk estimates, pii. The correlation of the pii and the
true pii for the test samples is computed and used to compare the predictive performance
of the methods.
This metric has been used in risk and outcome prediction for GWAS data (Wray et
al., 2007; Lee et al., 2008). In addition, we also utilize the area under a receiver operating
curve (AUC) for test samples to assess the discriminatory capabilities of the regression
methods. The AUC is the gold standard metric that has been most consistently used
in the GWAS literature. The use of AUC also permits direct comparison to previous
related work. R package glmnet was used to fit the LASSO, ridge and elastic net
penalized regression models. SCAD models were fit using the R package ncvreg. TLP
models for the simulated data sets were fit using Feature Grouping and Selection Over
and Undirected Graph (FGSG) software implemented in Matlab (Yang et al., 2012) while
those for the real data were fit using our own implemented R function. Computational
time necessitated using the FGSG software, which was much faster in fitting penalized
linear regression models. It is known that linear regression models perform well for binary
traits with GWAS data (Wu et al., 2010). We also compared the results from penalized
logistic regression models fitted by the R function with those from linear models by the
FGSG software for the first ten simulated datasets; their differences were within 0.031
in the correlation metric and within 0.01 in the AUC metric.
2.3.2 Main Results
We first investigate the effect of using an increasing number of top SNPs for risk pre-
diction. Figure 2.1(a) presents the correlation between true risk and predicted risk,
Corr(pii, pˆii). For each of the four true models, Corr(pii, pˆii) for each method is plotted
as a gray curve against the number of the top SNPs used in the candidate model (before
penalization) for each of the 100 simulated datasets, and the mean correlation curve
over all 100 simulations is plotted as a dark red curve. The elastic net and TLP results
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are for the data-tuned values of α and τ respectively. In addition, vertical lines mark
the number of the SNPs that would meet a Bonferroni adjusted genome-wide signifi-
cance level at 0.05 when evaluated individually using a chi-squared test. Examination
of the curves beyond the vertical lines reveals situations in which better estimates of the
disease risk can be obtained by considering more SNPs, including those failing to meet
the genome-wide significance level. The horizontal lines mark the correlations obtained
from the MLE of the true model (with exactly all the causal SNPs).
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Figure 2.1: Correlation of the true pii and the pii estimated with various numbers of top
SNPs. (a) Each panel displays the performance of a regression method (column) when
estimating a true model (row). (b) Boxplots of the maximum correlation obtained for
each simulated dataset across the number of top SNPs.
In the sparse model with strong effect sizes, all penalized methods predict risk nearly
as well or better than the unpenalized method, as shown in Figure 2.1(b) where only the
maximum correlation across various numbers of top SNPs from each simulated dataset
is plotted. For the sparse model with weaker effects and both non-sparse models, all
penalized methods by far surpass the MLEs, even ones based on the true models. Among
the penalized methods, LASSO, SCAD, TLP and elastic net outperform ridge regression
for sparse models, but the trend reverses for non-sparse models for all but the elastic
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net. As the number of causal SNPs increases or strength of effect decreases, the relative
performance of the elastic net and TLP penalties improves. In fact, the elastic net
outperforms all methods for the p1 = 300 case, which is to be expected as it is a model
balanced between extreme sparse and non-sparse models. The best performing elastic net
models are at least as good in the non-sparse p1 = 900 case as those of ridge regression,
the best overall performer of the non-mixture penalties. Table 2.2 provides the mean
values of the maximum performance metrics of each regression method for the datasets.
The table allows quick comparisons of the various methods in all modeling scenarios.
These results reinforce the importance of using a suitable penalty for a given problem,
depending on whether the model sparsity assumption holds.
Model/Data #SNPs Metric MLE SCAD LASSO Elastic Net Ridge TLP
10 Strong SNPs
Varying
Corr 0.954 0.982 0.951 0.951 0.944 0.966
AUC 0.841 0.853 0.852 0.852 0.849 0.851
Fixed
Corr - 0.974 0.975 0.970 0.769 -
AUC - 0.850 0.851 0.850 0.775 -
10 Weak SNPs
Varying
Corr 0.885 0.931 0.931 0.935 0.920 0.925
AUC 0.678 0.686 0.685 0.686 0.682 0.684
Fixed
Corr - 0.912 0.928 0.927 0.620 -
AUC - 0.682 0.684 0.684 0.607 -
300 SNPs
Varying
Corr 0.619 0.683 0.735 0.750 0.749 0.726
AUC 0.763 0.803 0.808 0.810 0.800 0.804
Fixed
Corr - 0.659 0.716 0.720 0.725 -
AUC - 0.791 0.808 0.808 0.786 -
900 SNPs
Varying
Corr 0.638 0.702 0.751 0.779 0.779 0.767
AUC 0.787 0.827 0.854 0.862 0.860 0.852
Fixed
Corr - 0.674 0.761 0.766 0.784 -
AUC - 0.815 0.854 0.856 0.860 -
Crohn’s Disease
Varying AUC 0.675 0.677 0.678 0.678 0.677 0.686
Fixed AUC - 0.672 0.668 0.660 0.612 -
Bipolar Disorder
Varying AUC 0.607 0.606 0.606 0.609 0.608 0.609
Fixed AUC - 0.595 0.602 0.603 0.594 -
Table 2.2: Mean of the maximum correlations (Corr) and AUCs for each method under
either varying or fixed numbers of input SNPs.
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To quantify the impact of including more SNPs, we first examine the performance
for the sparse models. The LASSO and SCAD, methods with a variable selection fea-
ture, are able to maintain near optimal performance even when the number of candidate
SNPs far exceeds that of the true model. Further, the elastic net appears to improve on
the LASSO. In contrast, both unpenalized and ridge regressions have their prediction
accuracy worsened markedly with the inclusion of more SNPs. For non-sparse mod-
els containing many SNPs failing to meet the genome-wide significance level, LASSO,
SCAD, and TLP are again able to deal with a large number of SNPs for better risk
estimation than the MLE. TLP uses the additional SNPs noticeably better than LASSO
and SCAD when the true number of causal SNPs grows. Ridge regression is able to
surpass these three penalization methods. In all four models the elastic net performs
comparably to the best of the other regressions. This is likely due to its being a hybrid
of the sparse and non-sparse regression methods, and our method examined a range of
α’s corresponding to a range of models from those strongly favoring LASSO to those
strongly favoring ridge regression. However, it is noteworthy that the elastic net was not
bounded by the performances of LASSO and ridge regressions.
Next, the discriminatory abilities of the methods are assessed because correct classi-
fication of disease status is key to personalized medicine. The literature for the clinical
application of disease assessments universally reported AUCs as the standard for compar-
ing disease classification methods. Therefore, the current study will assess classification
using this metric to enable comparisons to previous work. Figure 2.2 demonstrates the
classification performance of the methods in terms of their AUCs. The main conclusions
remain the same: SCAD, closely followed by LASSO , elastic net, and TLP, is the winner
for the two sparse models, while elastic net and ridge regression beat other methods for
the non-sparse model with p1 = 900. However, for the non-sparse model with p1 = 300,
ridge regression performs worse than all other penalization methods. Elastic net per-
forms best, followed by LASSO, TLP, and then SCAD. Overall, elastic net is either the
top performer or close to the top for all true models,
17
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Figure 2.2: AUC calculated for 100 simulated test datasets with various numbers of top
SNPs. (a) Each panel displays the performance of a regression method (column) when
estimating a true model (row). (b) Boxplots of the maximum AUC obtained for each
simulated dataset across the number of top SNPs
and every type of penalized regression always beats MLE.
The results presented in Figure 2.2 demonstrate the value of penalized regression
in disease risk estimation and classification, especially in utilizing the information in
less significant SNPs that may often go unused. A natural question is whether we can
eliminate the need to rank SNPs marginally and examine all SNPs simultaneously. The
below simulation results address this question. All the penalized methods start with a full
model containing all available SNPs; by varying the tuning parameter λ monotonically,
various models are fitted and their performance is assessed. Figure 2.3(a) provides curves
for the correlations between true and predicted risk at any given value of λ for four of
the penalized methods: LASSO, SCAD, ridge, and elastic net. Elastic net results for
only models with α = 0.5 are shown. Since one value of τ that provides a single intuitive
interpretation across all four true models does not exist, TLP results as a regularization
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path in terms of λ would have limited comparability to the results from the other models
in this setting and are not presented here. As before, the result for each simulation is
represented by a gray curve, and the mean curve across all simulations is plotted as
a dark red curve. For comparison, the horizontal lines mark the correlations obtained
from maximum likelihood estimation using exactly the true causal SNPs. To facilitate
plotting, for each penalized method, the value of λ is scaled by its maximum so that it
falls inside the interval [0, 1].
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Figure 2.3: Correlation of the true pii and the pii estimated from all SNPs with various
values of regularization parameter λ. (a) Each panel displays the performance of a
regression method (column) when estimating a true model (row). (b) Boxplots of the
maximum correlation obtained for each simulated dataset across the values of λ.
As before, SCAD, LASSO and elastic net with α = 0.5 outperform ridge regression
for sparse models, while for both non-sparse models ridge regression is the best when
judged by their optimal performance shown in Figure 2.3(b). Interestingly, LASSO
outperforms SCAD in all situations, suggesting the robustness of LASSO to a large
number of input variables. The performance of the elastic net with α = 0.5 is between
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that of LASSO and ridge in all cases as expected. This elastic net’s results are closer
to the better of ridge and LASSO in all four models; however, the degree to which
the best method outperforms the balanced elastic net (α = 0.5) varies by true model.
This provides strong evidence that matching the sparsity of the penalty to the model
sparsity improves classification. Comparing with earlier results, we can conclude that
simultaneous use of too many SNPs will deteriorate the performance of any penalized
method, suggesting possible gain in performance by a preliminary screening of a large
number of variables. Similar conclusions hold if AUC is used to measure the classification
performance of the methods (Figure 2.4); however, LASSO, followed closely by the elastic
net (α=0.5), is the overall winner, in particular it beats ridge regression even for the
non-sparse model with p1 = 300, indicating the necessity of variable selection for large
p.
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Figure 2.4: AUC calculated for 100 simulated test datasets from all SNPs with various
values of λ. (a) Each panel displays the performance of a regression method (column)
when estimating a true model (row). (b) Boxplots of the maximum AUC obtained for
each simulated dataset across the values of λ.
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2.3.3 Other Results
Two of the penalties, SCAD and TLP, are non-convex. Thus, there may be multiple local
maxima with respect to their corresponding penalized log-likelihood functions, leading
to possibly different estimates with different starting values. To examine this issue the
authors refit some SCAD and TLP models for the first 20 data sets. The refit models
considered the top ranked 1000 SNPs at a few fixed λ values (and a fixed τ = 0.1 for
TLP). Eight different sets of initial regression coefficient values were used as the starting
values for SCAD and TLP: the estimated coefficient values with the true model, a vector
of all zeros, and the coefficients estimated by LASSO at each of the six λ values: 0.01,
0.1, 1, 2.5, 5, and 10. This was done for the true models with 10 (strong) and 300
causal SNPs to represent one sparse true model and one non-sparse true model. The R
package SIS was used to fit the SCAD models as it allowed user specified initial value
sets. FGSG software was used to fit TLP models as before.
Figure 2.5 presents the findings. Each curve represents the average AUC at a given
λ over the 20 data sets for each set of the starting values (with the solid one for the
first set). The primary finding is that for the λ generating the best AUC given a set of
initial coefficients, all eight sets yield comparable AUCs. Results for many of the SCAD
models could not be obtained when λ exceeded 0.1 due to numerical problems in the
R package; the partial curves are still provided. Many AUC values were the same or
within 0.01 for the SCAD scenarios, thus, given the scale the curves appear to overlap
in the plots. Not surprisingly the AUC is impacted by the starting values used to find
regression coefficient estimates. Importantly, the impact appears to be small near tuning
parameter values yielding the top performing SCAD or TLP models.
Below is a short summary on computing time needed to fit each type of penalized
regression models. We calculated the average CPU time for one value or one set of
tuning parameters for each penalized regression method with 1000 candidate SNPs for
the true models with 10 (strong) and 300 causal SNPs. For the 10 strong SNP scenario,
SCAD used approximately 30 seconds to fit a model, TLP used 20 seconds, and the
model fitting using glmnet ranged from 1.5 seconds for ridge regression to 7 seconds for
LASSO. For the 300 SNP scenario, SCAD used approximately 44 seconds per model-
fitting, TLP used 20 seconds, and glmnet ranged from 1.2 seconds for ridge regression
to 5 seconds with LASSO.
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Figure 2.5: Results of SCAD and TLP with various starting values.
2.4 Examples
The final part of our study examines the classification accuracy of the six regression
methods on two WTCCC datasets for Crohn’s disease and bipolar disorder. The training
and test data are created by randomly dividing the WTCCC disease (case) and WTCCC
control samples into two (almost) equally sized sets, one for training and one for test.
We consider the 5000 most significant SNPs from all chromosomes as determined by a
univariate chi-squared test on each SNP. The whole process, including randomly dividing
the true cases and controls into training and test sets, and identifying the 5000 most
significant SNPs, is repeated ten times. The results for each of these ten datasets
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are presented in the following plots. The number of the significant SNPs meeting the
significance level of 0.05/373191 are plotted as vertical lines. Horizontal tick marks on the
secondary y-axis represent the maximum AUC achieved by MLE with these significant
SNPs.
2.4.1 Crohn’s Disease
Current research has identified about 80 SNPs associated with Crohn’s disease. Fig-
ure 2.6 shows that approximately only the top 50 SNPs are needed to obtain the best
risk prediction for all the methods; however, this includes more than just those SNPs
meeting the significance level of 0.05/373191. Interestingly, although TLP was the over-
all winner and all five penalized methods are better than the unpenalized one, the
performance difference among the methods is small.
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Figure 2.6: AUC calculated for the Crohn’s disease test datasets with various numbers
of top SNPs. (a) Each panel displays the performance of one regression method. (b)
Boxplots of the maximum AUC obtained for each dataset across the number of top
SNPs.
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Figure 2.7 presents the results of the four penalized methods starting with all 5000
SNPs included in a candidate model. With such a large number of candidate SNPs,
while the number of the truly predictive SNPs may be small, the ridge penalty is largely
outperformed by LASSO and SCAD that are capable of variable selection. The ridge
regression is similarly outperformed by an elastic net penalty that shifts part of the
weight from the ridge penalty to the LASSO penalty.
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Figure 2.7: AUC calculated for the Crohn’s disease test datasets with all SNPs across
the values of λ. (a) Each panel displays the performance of one regression method. (b)
Boxplots of the maximum AUC obtained for each dataset across the values of λ.
2.4.2 Bipolar Disorder
Bipolar disorder is a condition in which people go back and forth between mania periods
of a very good or irritable mood and depression (Bipolar disorder, 2011). Figure 2.8
presents the AUC results as the number of candidate SNPs was increased. Unlike Crohn’s
disease, penalized regression does not always outperform MLE. Elastic net penalized
regression and TLP perform best, though again the performance difference among the
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methods is small. As shown in 2.8(b), the inclusion of many SNPs failing to reach
the genome-wide significance level does not diminish the discrimination strength of the
penalized methods, and in fact ridge and elastic net regression and TLP better use these
extra SNPs than both LASSO and SCAD to exceed or nearly exceed its performance
achieved with only the few significant SNPs.
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Figure 2.8: AUC calculated for the bipolar disorder test datasets with various numbers
of top SNPs. (a) Each panel displays the performance of one regression method. (b)
Boxplots of the maximum AUC obtained for each dataset across the number of top
SNPs.
Next we include all SNPs in each penalized regression model and vary the tuning
parameter λ (Figure 2.9). Again it seems that, with a large candidate model containing
a large number of predictors, ridge regression performs less well than the other three
penalized methods, perhaps due to the former’s inability for variable selection. LASSO
and elastic net with α= 0.5 are the winners.
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Figure 2.9: AUC calculated for the bipolar disorder test datasets with all SNPs across
various values of λ. (a) Each panel displays the performance of one regression method.
(b) Boxplots of the maximum AUC obtained for each data across the values of λ.
2.5 Discussion
The primary objective of our study was to provide insight into general categories of
models for which penalized regression improved disease risk prediction and classification
for GWAS data. More specifically, we investigated the performance of MLE, LASSO,
SCAD, ridge, elastic net and TLP regression methods for four different true models. The
four models were chosen to represent broad categories defined by sparsity and strength of
SNPs associated with disease. Two sparse models were considered with strong or mod-
erate association strengths of only 10 causal SNPs. Two non-sparse models included 300
and 900 causal SNPs with weak effects respectively. Overall, we confirmed the commonly
held belief that penalized regressions based on the model sparsity assumption, such as
LASSO, SCAD, TLP and elastic net weighted towards its LASSO component were most
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suitable for sparse true models. This was true for both risk prediction and discrimina-
tion. However, we did discover that when effect sizes were strong in a sparse model, MLE
performed as well. An interesting result was about how the penalized regressions used
the information (or lack of information) when many SNPs were considered, in particular
SNPs that would not meet a strict genome-wide significance level. As a rule, if a various
number of top SNPs ranked by their marginal association significance are allowed to en-
ter into a model, the LASSO and SCAD regressions were able to detect and thus ignore
many unassociated SNPs in sparse model settings, while ridge regression was able to
outperform LASSO and SCAD for non-sparse models with many SNPs with only weak
associations. This may be important going forward as non-sparse and polygenic models
may hold for many common diseases and complex traits. For sparse models the TLP’s
performance was comparable to LASSO and SCAD, but it outperformed LASSO and
SCAD, but not ridge, when the true model was non-sparse with many weakly associated
SNPs. The elastic net demonstrated the value in both variable selection and continuous
shrinkage features of a penalty as it was able to adapt to the true underlying model and
yield the best or nearly the best performance of all penalties. It is noteworthy, though,
that the elastic net did not uniformly outperform either TLP or SCAD, in particular
the TLP performed best on the real Crohn’s disease and bipolar disorder data in the
modeling scenario where the number of input SNPs was varied.
We have focused on penalized regression methods, but Bayesian approaches (Guan
and Stephens, 2011) are also potentially useful and worth further investigation, which
however is beyond the scope of this paper.
The current statistical research on high-dimensional data has largely focused on
sparse models, yielding many important and insightful results. Nonetheless, non-sparse
models are also useful, as manifested by polygenic models for complex and common
diseases. There are few theoretical studies on non-sparse models; an exception is the
work of Cook et al. (2012) on dimension reduction. The main message of our study,
certainly not new, is that different penalized methods may be more suitable depending
on the underlying architecture of the true model: for example if the model is sparse or
non-sparse. Hopefully this will prompt more empirical and theoretical investigations for
non-sparse models.
Chapter 3
Does the Inclusion of Rare Variants
Improve Risk Prediction?
3.1 Introduction
The potential number of lives impacted by successful early identification of patients at
high risk for hypertension has motivated researchers across a spectrum of fields. On
the frontier of risk prediction is the identification of genetic variants linked to traits
such as high blood pressure. Advancements in sequencing have fostered the identifica-
tion of a growing number of loci related to blood pressure. One such study performed
by The International Consortium for Blood Pressure Genome-Wide Association Studies
identified 29 SNPs related to systolic blood pressure (The International Consortium for
Blood Pressure Genome-Wide Association Studies, 2011). A second compelling study
concluded that perhaps as many as hundreds of SNPs affect blood pressure; moreover,
rare variants (variants with minor allele frequency less than 5%) in addition to novel
common variants (minor allele frequencies greater than 5%) are necessary to explain the
relationship between allelic variants and blood pressure (Levy et al., 2009).
One promising tool that may be able to simultaneously leverage risk information in
both common and rare variants is penalized regression. The range of available penalties
allows researchers to estimate models with a mixture of two desirable properties: vari-
able selection and proportional shrinkage of regression coefficients. The following work
systematically measured the advantages of the different types of penalized regression
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methods in the prediction of SBP using only common variants, only rare variants, or
combinations of the two types of variants.
3.2 Methods
3.2.1 Data
The primary source for genotypic, phenotypic, and covariate data was Genetic Analysis
Workshop 18 (GAW18) data files. GAW18 data is provided for approximately 1000
Mexican American individuals comprising 20 pedigrees enriched for type 2 diabetes.
The pedigrees contained between 21 and 76 individuals. The phenotype of interest was
the systolic blood pressure (SBP) measure from the first time point. Genotype data
for more than 8,000,000 genome locations was derived from sequencing data for all odd
numbered chromosomes, representing all sequencing data made available by GAW18.
Approximately one third of the variants were common. The analysis accounted for the
covariates age, gender, smoking status, and antihypertensive medication.
The pairwise correlation structure resulting from either a family structure or a cryptic
population structure was removed using an estimate of the variance-covariance matrix.
We estimated the variance-covariance structure as a function of the Identity-By-State
(IBS) matrix calculated from all available GWAS data. Efficient Mixed-Model Associ-
ation eXpedited (EMMAX) software (Kang et al., 2010) was used to obtain our IBS
matrix estimate. For IBS matrix convergence it was necessary to exclude individuals
missing more than 10% of genotypes (pre-imputation). Therefore, the final sample size
for this study was 759.
3.2.2 Model
Let Yi be the SBP value at the first examination for subject i = 1, ..., n, and define Xij as
subject i’s minor allele count (0,1, or 2) for SNP j = 1, ..., p. Covariate information for
subject i is notated by Xi,age for age, Xi,gen for gender, Xi,smoke for smoking status, and
Xi,med for antihypertensive medication use. The effect of antihypertensive medication
on blood pressure is not consistent across samples; thus it is not ideal to include patients
using this medication. However, removing patients who used treatment medication from
a diabetes enriched sample would have excluded a significant part of the GAW18 data.
The authors chose to incorporate use of antihypertensive medication as a covariate in
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order to account for medication use while minimizing assumptions about its impact
on SBP. We assumed the following model relates the genotypic data to the phenotype:
Y = Xβ+ where  ∼ N (0,Σ). Here, Y = Yn×1, a vector of the phenotype measurement
for the n samples, X = Xn×(1+4+p), the design matrix for the genotype and covariate
data including a column of ones for β0 estimation, and  is a n × 1 vector of random
errors. The vector of predicted phenotypes, Yˆ , is then equal to Xβˆ, where βˆ is the
maximum likelihood estimate (MLE) of the coefficient vector, β. More specifically,
βˆ = (X
′
Σ−1X)−1X
′
Σ−1Y = [(Σ−1/2X)
′
(Σ−1/2X)]−1(Σ−1/2X)
′
Σ−1/2Y = [(X∗)
′
(X∗)]−1(X∗)
′
Y ∗
where Y ∗ = Σ−1/2Y and X∗ = Σ−1/2X. Thus, we can decorrelate our samples
by premultipling both Y and X by Σ−1/2. Kang et al. (2010) demonstrated that
the variance-covariance matrix, Σˆ, can be estimated effectively as a function of the
Identity-by-State (IBS) matrix. Kang et al. showed the effectiveness of their method on
both seemingly unrelated samples and samples with a substantial population structure.
For Kang’s method Σˆ = σ2gK + σ2rIn where σ2g = genetic variance parameter, σ2r =
residual variance parameter, and K = ˆIBS. We decorrelated our samples using the
Σˆ−1/2 derived with the Kang et al. method. During preparation of the final manuscript,
work appeared by Rakitsch et al. (2013) using a similar method to correct for popula-
tion structures in a penalized regression approach to multi-marker association mapping.
The present investigation studied a model of the new vector of decorrelated phenotypes,
Y ∗, as a function of the new genotype and covariate matrix, X∗. To be clear the model
utilized in the current study is Y ∗ = X∗β + ∗ where ∗ ∼ N (0, σ2In). Note, σ2 ≈ 1.
We first consider the unpenalized regression model. MLE is asymptotically unbiased
with fixed p as n→∞, but it may not be for a large p. One possible remedy is to intro-
duce regularization or penalization on regression coefficients. We obtained predictions
of Y ∗ by first obtaining βˆ, then Yˆ ∗ = X∗βˆ. For penalized regression methods βˆ is found
by maximizing a penalized log-likelihood (Friedman et al., 2008): l(β)− λP (β).
Candidate penalties that perform variable selection are LASSO (Tibshirani, 1996),
SCAD (Fan and Li, 2001), and the truncated L1−penalty (TLP) (Shen et al., 2012). Per-
form LASSO regression by applying the penalty P (β) =
∑p
k=1 | βk |. The SCAD penalty,
P (β, λ), replaces λP (β) with dP (β, λ)/dβ =
∑p
k=1 λsign(βk)[I(|βk| ≤ λ) + (aλ− | βk |
)+/(a− 1)λ · I(| βk |> λ)] for a = 3.7. TLP regression uses P (β) =
∑p
k=1 min(|βk|/τ, 1)
where τ > 0 is a thresholding parameter, beyond which there is no further penalty. Re-
gressions using these penalties are three methods to shrink many regression coefficient
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estimates to 0, effectively selecting a subset of SNPs to be used for prediction. The
variable selection feature can be of particular value in genetics settings such as ours
where the number of true causative variants is likely a small fraction of the considered
SNPs. If instead of variable selection, it is advantageous to proportionally shrink all re-
gression coefficients, a candidate penalized regression method is ridge regression (Hoerl
and Kennard, 1970). Ridge regression employs the penalty P (β) =
∑p
k=1 β
2
k. Elastic
net penalized regression (Zou and Hastie, 2005) is a hybrid of the two approaches, with
a penalty structure that is a mixture of the LASSO and ridge penalties controlled by a
user specified mixing parameter, α, which is restricted to [0,1]. The elastic net penalty is
P (β) = (1−α)‖β‖22 +α‖β‖1 where α is selected to match the desired balance of variable
selection and coefficient shrinkage.
3.2.3 Implementation
We restricted our study to the top 1000 common variant SNPs and top 1000 rare vari-
ant SNPs as identified by the marginal significance of a Kruskal-Wallis test of the minor
allele counts and SBP values for the 759 samples. The real data observations were ran-
domly divided into equally sized training, tuning, and testing sets (n = 253 for each),
and a sequence of models was then fit on the training set. The sequence was defined
by incremental increases in both the penalty and penalty specific parameters (e.g. α
and τ). The sequence of penalty (and tuning parameter when applicable) values used
to fit the models spanned a range comprehensive enough to allow identification of the
values which optimized performance for SCAD, LASSO, elastic net, and ridge regres-
sion. The additional tuning parameter, τ , used in TLP penalized regression greatly
increased the computational time; therefore, the number of λ and τ pairs considered
was constrained. The TLP results presented here likely underestimate the true perfor-
mance of this method. In all penalized regressions the optimal penalty value was the
one minimizing prediction error in the estimated tuning phenotypes when applying the
regression coefficients estimated from the training model based on that penalty value.
Models were fit in a directed way based on the number and type of variants. First,
the authors examined only the top 10, 100, and 1000 most significant common variants.
This examination was repeated using only the top 10, 100, and 1000 rare variants.
Next, 1, 10, 100, and 1000 of the complimentary type of variant were added to the
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model. For example, after fitting a model with only the top 10 common variants, four
models were fit using these same 10 common variant SNPs and the top 1, then top
10, then top 100, and finally the top 1000 rare variants. The formal assessment of
the regression methods was done by applying the training coefficients corresponding to
the optimal penalty to the testing data. This process of randomly dividing the real
data set into training, tuning, and testing sets, and then investigating the predictive
performance of penalized regression methods was repeated 100 times, as a form of cross-
validation. The regression approaches were compared using predictive mean squared
error (PSME). Define PMSE=
∑n
i=1(Yˆ
∗
i − Y ∗i )2/n. OLS, SCAD, LASSO, elastic net,
and ridge regression estimates were generated using R packages glmnet (Friedman et
al., 2008) and ncvreg (Breheny and Huang, 2011). TLP estimates were obtained using
FGSG: Feature Grouping and Selection Over an Undirected Graph in Matlab (Yang et
al., 2012).
3.3 Results
Descriptions of the predictive mean squared error (PMSE) of Y ∗ from the 100 randomly
created testing data sets are presented in Figure 3.1 and Table 3.1. Figure 3.1 provides
box plots for the predicted mean squared errors obtained using the different types of
regression on the 100 data sets. The intent of Figure 3.1 is to provide an assessment of
differences and reductions in PSME for different regression penalization methods within
and between inputted SNP scenarios. Figure 3.1(a) presents results from models where
fitting was based on the top 10 SNPs for each of the variant types. Figure 3.1(b) presents
results where fitting was based on the top 100 SNPs for each of the variant types, and
Figure 3.1(c) presents results where fitting was based on the top 1000 SNPs for each
of the variant types. In each figure the first two columns represent models using only
common variants (CVs) or only rare variants (RVs). The third column provides PMSEs
of Y ∗ for the best model using the fixed number of common variants and either 1, 10,
100, or 1000 RVs. For example, the column labeled "CV=10,RV>0" gives the smallest
PSME from the four models using exactly the top 10 common variants and either the
top 1, 10, 100, or 1000 rare variants. Similarly, the fourth column describes the model
with the smallest PMSE using the fixed number of rare variants and either 1, 10, 100, or
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1000 CVs. Figures 3.1(a), 3.1(b), and 3.1(c) are plotted on the same scale to facilitate
comparisons across them. Table 3.1 gives the median PMSE for the twelve modeling
scenarios across the 100 data sets. Please note the OLS predicted mean squared errors
are not presented in Figure 3.1 due to their relative size.
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Figure 3.1: Boxplots of the Median Predicted Mean Square Errors (PMSEs) for Y ∗
calculated from the 100 Randomly Generated Testing Sets.
Table 3.1 gives the median PMSE for the twelve modeling scenarios across the 100
data sets.
Regression Top 10 SNPs Top 100 SNPs Top 1000 SNPs
Method CV Only RV Only CV=10,RV>0 CV>0,RV=10 CV Only RV Only CV=100,RV>0 CV>0 ,RV=100 CV Only RV Only CV=1000,RV>0 CV>0, RV=1000
OLS 3.723 0.719 1.856 0.722 107.775 24 98.109 21.748 370644.875 311336.868 37064.875 63274.28
SCAD 0.701 0.674 0.636 0.625 0.657 0.664 0.625 0.635 0.641 0.656 0.625 0.639
LASSO 0.691 0.661 0.613 0.612 0.649 0.644 0.601 0.616 0.632 0.625 0.608 0.611
Elastic Net (α = 0.5) 0.689 0.661 0.610 0.610 0.646 0.643 0.601 0.613 0.630 0.619 0.608 0.610
Ridge 0.681 0.658 0.644 0.640 0.664 0.680 0.641 0.672 0.778 0.780 0.742 0.741
TLP 0.688 0.657 0.616 0.621 0.652 0.641 0.618 0.617 0.653 0.633 0.653 0.607
Table 3.1: Median Predicted Mean Square Errors (PMSEs) for Y ∗ calculated from the
100 Randomly Generated Testing Sets.
It is evident from Table 3.1 that penalized regression methods outperform OLS re-
gardless of the number or type of candidate variants. Fixing the type of penalized
regression and the number of top SNPs considered for the model allows us to uncover
that rare variant only models usually outperformed common variant only models. The
difference was small, though. The central question to be answered by this work was
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whether adding rare variants to common variant models improved SBP prediction. We
found that for penalized regression models the inclusion of at least 1 of the complemen-
tary type of variant improved or maintained the performance of the model. This was
true whether we fixed 10, 100, or 1000 top SNPs, added common variants to rare variant
only models, or added rare variants to common variant models. Again, the differences
were small; however, small but perceptible shifts in the overall distributions as presented
in Figure 3.1 support this conclusion.
Comparisons across models based on the top 10, top 100, and top 1000 SNPs revealed
an interesting pattern. As the number of candidate SNPs increased, the sparse SCAD,
LASSO, and TLP penalties were generally superior to the non-sparse ridge penalty.
Differences were small, at most 0.1555 mmHg, and need confirmation on different SBP
real data sets. The conclusion should also be corroborated with simulated SBP data sets
generated from genetic models reflecting a comprehensive range of possible SBP genetic
architectures. Further, while reductions in PMSE occurred within the same variant
composition across the three top SNP groupings (e.g. comparing CV Only for the Top
10 to CV Only with the Top 100 SNPs), the gains were often less than those made
by just adding the complementary type of variant to the model. Combined, these two
results suggest that the true number of strong causative variants is at most moderate
and includes both rare and common variants. Ridge regression was the best or nearly
identical to the best penalty choice when only the top 10 common or rare variants
were used, indicating that all of these top variants are integral in understanding the
association between genotypes and SBP. TLP was a top performer with models using
only the top 10 or top 100 rare variants. As more SNPs of any type were included, the
elastic net equally weighted to LASSO and ridge was generally superior. That is, there
was a need for a selection element to distinguish noise from true effect, and there was a
need for a non-sparse penalty feature to still incorporate larger numbers of SNPs in the
regression model. This perhaps indicates that beyond a small set of strong causative
SNPs, there are many SNPs that are truly associated with the outcome, but the majority
of them have small marginal effects sizes. This could prove important when considering
that previous research has found at least 29 causative SNPs; thus, undiscovered variants
associated with SBP may have at most moderate effect sizes.
34
3.4 Discussion
The strongest conclusion can be drawn about the effect of including rare variants in
addition to common variants when predicting systolic blood pressure. The PMSE was
reduced by up to 11.5%, and generally reduced between 4% and 9%, when rare variants
were added to common variant only penalized regression models. This was true when
any of 10, 100, or 1000 top SNPs were used. PMSE comparisons of single variant type
models to combined variant type models revealed that both rare and common variants
explain variance in SBP. Every penalty considered in the study improved SBP predic-
tion over OLS. This was true whether estimation used only common variants, used only
rare variants, or used both types of variants. The elastic net penalized regression was
best at leveraging the information in the additional SNPs (rare or common), and pro-
duced the best overall models (again the absolute reduction in PMSE was too small to
be statistically significant because of the variance in the PSME median distributions.).
Caution when making conclusions about the TLP is needed because of the limited num-
ber of combinations of λ and τ studied due to time constraints. The results here likely
understate the performance of TLP, thus the small gains from using TLP with the top
10 and top 100 rare variants warrant future analysis for possible confirmation. Work
on the genotype-hypertension map should specifically consider rare and common vari-
ants. The interesting result that a hybrid penalty with both selection and proportional
shrinkage components performed best hints at an underlying architecture where numer-
ous SNPs with moderate main effects are interrelated in how they are associated with
blood pressure. Overall, results presented here provide evidence that penalized regres-
sion, especially a hybrid of LASSO and ridge regression, can be used to improve SBP
prediction.
Chapter 4
A Novel Statistic for Global
Association Testing based on
Penalized Regression
4.1 Introduction
Genetic variants naturally partition into meaningful structures, such as genes. As a
result the variants within a specific gene may be a related set of genetic predictors
that conjointly cause a biologic function such as disease. Consequently, it is essential
to develop statistical tools such as association tests to identify a true link between a
group of variants and disease outcomes. The challenge of manufacturing a powerful
test is rich as its power can be impacted by genomic properties like the rarity of a
variant’s mutation, the size of the variant’s effect, the number of null variants tested,
and the linkage disequilibrium (LD) of the variants. In the following we first develop a
new elastic net-based test statistic. We then use Genetic Analysis Workshop 18 (GAW
18) data to assess the power of the corresponding global association test to capture a
relationship between an aggregated group of variants and hypertension. GAW18 provides
200 sets of simulated disease outcomes from the real genomes of nearly 1000 individuals
(approximately 150 unrelated). We find that there are genetic settings determined by
genome regions where the new test’s power exceeds existing tests. More, the novel test
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provides specific information about the relationship between individual variants and the
outcome, something usually not available with existing methods.
Frame the exploration for powerful association tests by letting Yi = 0 or 1 be a
binary response variable for subject i = 1, ..., n, and denote the values of m ordinal
genetic predictors for subject i with a m× 1 vector Xi = (Xi1, ..., Xim)T . Describe the
map from genetic predictor to disease with main effects logistic regression:
Logit Pr(Yi = 1) = β0 +
m∑
j=1
Xijβj . (4.1)
True associations in this framework can be quantified with a global test on the null
hypothesis H0 : β = (βi, ..., βm)T = 0 versus a general alternative H1 : β 6= 0 (Goeman
et al., 2004). Here, the global test will assess the joint impact of a set of m predictors
on the disease.
Because single variant tests have successfully identified many strong sources of heri-
tability for common disease, an intuitive approach to the global testing of a set of variants
is to combine or pool the results from the individual tests. One common approach is
to use the minimum p-value from score statistic derived tests of individual variants.
Seaman et al. (2005) effectively applied a direct simulation approach to minimum p-
value calculations describing the associations between candidate genes and treatment
response to anti depression drugs. The flexible combined statistic (CS) is another exam-
ple allowing a test of no associated markers in a prespecified functionally related genome
region (De la Cruz et al., 2009). Here, user defined truncation thresholds are applied
to individual variant p-values that are then combined multiplicatively. The method
is flexible and includes the Truncated Product method of Zaykin et al. (2002) which
uses a fixed truncation threshold for all variants. The framework also allows for the
Rank Truncated Product method of Dudbridge and Koeleman (2003) which uses a fixed
number of p-values. The authors found the method increases power for testing a set of
variants by allowing the inclusion of moderate signals, whereas the single variant tests
find strong individual associations. Yu and colleagues (2009) developed the Adaptive
Rank Truncated Product (ARTP) method as another way to combine the p-values from
tests on individual variants like SNPs. The ARTP-based conclusions mirror those of De
la Cruz et al., but the authors also discuss how power of a global null hypothesis may
not increase if the marginal effects of the variants are weak while the interaction effect
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is strong. The cohort allelic sums test (CAST) takes a different approach to aggregating
single variant information, testing the difference in the sums of allelic mutation frequen-
cies in a functional region between affected and unaffected populations (Morgenthaler
et al, 2007). CAST was robust in identifying associations between common diseases
and suspected risk genes. CAST, though, is skewed toward common variants; so, Mad-
sen and Browning (2009) developed an alternative methodology comparing the sums
of mutations in a group of variants. Their method weights the sums by the mutation
frequencies in the unaffected samples. The method showed favorable power compared
to existing similar methods, but the authors remark that their statistic’s power gains
are at the cost of generality and require correct determinations of the disease risk al-
lele (Madsen and Browning, 2009). The numerous limitations of tests which depend
on single variant statistics make it desirable to find alternative approaches. One such
approach is to model the effect of each variant simultaneously and then test for a group
level association with a disease outcome.
A uniformly most powerful unbiased (UMPU) test for H0 is not possible; however, a
scaled version of β = δb/
√
m will permit a most powerful (MP) test (Cox and Hinkley,
1974). Here b is a fixed vector and δ is a scalar. The corresponding test statistic is
TMP = b
TU where U is the score vector; thus, substituting βˆ for b will provide estimates
of the most powerful (EMP) test statistic, TEMP . A number of existing test statistics
have been used to estimate TMP in the genetics context. For example, Schaid et al.
(2002) used score statistics for haplotype analysis, and Pan (2009) developed two tests,
SSU and SSUw, to overcome situations where the covariates have opposite causal effects
on the trait.
Limited research, though, has attempted to find powerful global tests based on pe-
nalized regression; for example, using methodology based on the least absolute shrinkage
and selection operator penalty (LASSO) (Tibshirani, 1996) or ridge regression (Hoerl
and Kennard, 1970). The value of penalized regression features such as dimension re-
duction is shown in a setting with both primary and secondary variables Martinez et
al. (2010). Reducing the dimension of secondary variables with Adaptive LASSO re-
vealed the possibility of increasing the power of a score test on the coefficients of primary
variables; however, the penalized regression applied only to variable selection and not
association testing. In a genome-wide association setting, a selection procedure based
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on LASSO was underpowered compared to marginal regression based methods (Alexan-
der and Lange, 2011). The Gene set Ridge regression in Association Studies (GRASS)
methodology generates a test statistic for the association between related sets of genes
and a disease (Chen et al., 2010). GRASS regularizes with ridge regression between
genes and LASSO penalized regression within genes. Using GWAS data (variants with
minor allele frequencies ≥ 5%) the method is effective at identifying an association be-
tween a group of genes, e.g. those in a pathway, and a disease, especially if several of
the genes are causal. There is evidence that statistical association tests using a subset of
variants selected by LASSO penalized regression do not have more power than existing
tests like the SSU and SSUw on the full set (Basu et al., 2011). The Basu et al. statistics
used LASSO logistic regression to perform variant selection, and then the global asso-
ciation test used SSU and score statistics based on the components of the score vector
corresponding to the selected variants. The present work uses penalized regression as
in the Basu approach, but directly employs the model estimated by penalized logistic
regression.
Our novel approach uses the elastic net penalty (Zou and Hastie, 2005). We assess the
statistical significance of the estimated coefficients through the estimated TEMP = βˆTU .
In this paper we examine two genomic regions within the GAW18 data. We utilize
coefficient estimates for variants in the these regions using a spectrum of elastic net
penalties to show situations where gains in power are possible through the use of our
penalized regression approach. Specifically, we quantify the power of global hypothesis
tests using only a region’s rare variants, using only a region’s common variants, and
considering both types of variants in a region. Rare variants are defined as those with
minor allele frequency (MAF) less than or equal to 5%, and common variants are the
complement (MAF>5%). The power values from our method are compared to power
values obtained from a set of unpenalized logistic regression based test statistics and
those using the Basu LASSO penalized regression testing approach. It is notable that
our method has the added advantage of providing information about the association
of individual variants. We provide information on the identification of true and false
positive risk relationships, showing how the penalized regression methods can in fact
provide insight into which variants are associated with the outcome.
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4.2 Methods
4.2.1 A New Test Statistic Based on Penalized Regression
The primary goal of this article is to demonstrate that a penalized regression based
association test can be more powerful (while controlling for Type I error) than either
a maximum likelihood based approach or one of a representative set of well-established
global tests. As describe previously, the most powerful test statistic is a function of the
coefficient estimates of β.
To be complete in our description, we briefly describe how estimates are derived
with penalized regression. Penalized regression based βˆ are obtained by maximizing the
penalized log-likelihood (Friedman et al., 2008) for a given set (α, λ):
l(β0, β)− λPα(β). (4.2)
In our problem, the first term results from equation (4.1)
l(β0, β) =
n∑
i=1
Yj(β0 +X
T
i β)− log[1 + exp(β0 +XTi β)], (4.3)
and the second term, Pα(β), denotes the elastic net penalty (Zou and Hastie, 2005)
Pα(β) = (1− α)‖β‖22 + α‖β‖1. (4.4)
The elastic net penalty includes a mixing parameter α ∈ [0,1]. The α is selected by the
user to match the desired balance of simultaneous coefficient shrinkage (‖β‖22) and vari-
able selection (‖β‖1). Ridge regression corresponds to α = 0; therefore, more emphasis
is placed on simultaneous coefficient shrinkage as α → 0. When α = 1 the elastic net
penalty becomes the LASSO penalty, meaning that the penalty features increased vari-
able selection more as α→ 1. We use the elastic net penalty in the present examination
because it provides a framework to easily explore the relationship between power and
different mixtures of its two desirable features by simply considering different values of
α.
Evident from equations (4.2) and (4.4), finding the coefficient estimates necessary for
calculating any TEMP using elastic net penalized regression requires user-specification
of the mixing parameter α and the tuning or penalty parameter λ. We wanted to study
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the power and type I error for a range of penalties weighted towards ridge or LASSO
regression to various degrees. Therefore, we examined and present results for a sequence
of five evenly spaced α from [0,1]; that is, α ∈ {0, 14 , 12 , 34 , 1}. An optimal λ is not
known in advance. As will be shown shortly, our new statistic overcomes this issue by
combining sets of coefficient estimates from models fit using different λ in a very specific
way. That is, we do not need to try to specify a single best λ, but can instead specify
a k-sized candidate set, Λ = {λ1, . . . , λk}, whose range and refinement likely describe
the overall performance of the penalty. The R package glmnet (Friedman et al., 2010)
was used to obtain regression coefficient estimates. For each of the α we fit models for
k = 20 λs covering a range determined automatically by the glmnet() function. The
choice of k = 20 provided sufficiently refined candidate sets to capture a wide range of
the performance possible given α. The result is that our method is to a noticeable extent
robust to the choice of λ. To summarize up to this point in our process, we have only
created k = 20 sets of βˆs for a given data set and one of five user specified αs using the
default settings of the highly regarded glmnet software. The key to our method is to
take these sets, the result of limited user input, and aggregate them into a test statistic
that is similarly free of the need for further user specification.
To see how we calculate the test statistic for our global test, it is helpful to first
consider a single grid point (α, λ1) representing the smallest λ used for one speci-
fied α. Using equation (4.2) the estimate of β is βˆ(α,λ1) = arg maxβ0,β{l(β0, β) −
λ1Pα(β)} where Pα(β) = (1 − α)‖β‖22 + α‖β‖1. Extending the conclusions of Cox and
Hinkley, the most powerful test statistic for this single grid point (α, λ1) is
T(α,λ1) =
∣∣∣∣ βˆ(α,λ1)U‖βˆ(α,λ1)‖2
∣∣∣∣ (4.5)
where U =
∑n
i=1(Yi − Y¯ )Xi.
It is important to remark that the desired statistical significance summaries of the
penalized regression approach is for the specified α; that is, we want to summarize the
performance models for all λ used with this penalty (determined by α). Descriptions
at the α level require aggregation of the coefficients found with the k elements of Λ =
{λ1, ..., λk}. To our knowledge aggregations of the test statistics, notated generically as
T(α,Λ), do not have a parametric asymptotic distribution; therefore, a permutation based
empirical p-value was derived to quantify power and Type I error rates. The calculation
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and statistical significance of T(α,Λ={λ1,...,λk}) and the resulting decision can be found
using B permutations in the following manner.
Step 1: Set α.
Step 2: Generate with the corresponding elastic net penalty k sets of coefficient estimates
labeled (βˆ(α,λ1), ..., βˆ(α,λk)).
Step 3: Calculate the corresponding k original test statistics T(α,λ1) to T(α,λk) with
equation (4.5)
Step 4: Randomly permute B times the vector of the binary outcomes, Y . Label these
permuted outcome vectors Y (b) with b = 1, ..., B.
Step 5: Using the exact same Λ = {λ1, ..., λk} and the same elastic net penalty, generate
β(b) = (β
(b)
(α,λ1)
, ..., β
(b)
(α,λk)
)T from Y (b) and the original X, the n × m covariate
matrix.
Step 6: Calculate T (b)(α,λ1) to T
(b)
(α,λk)
for each b = 1, ..., B with equation (4.5)
Step 7: Calculate p-values for each of the k scalars T(α,λ1) to T(α,λk) as
P(α,λ1) =
∑B
b=1 I(T(α,λ1) > T
(b)
(α,λ1)
)
B
to P(α,λk) =
∑B
b=1 I(T(α,λk) > T
(b)
(α,λk)
)
B
and select minP=min(P(α,λ1),...,P(α,λk))
Step 8: For each permutation b = 1, ..., B calculate p-values for each of the k scalars
T
(b)
(α,λ1)
to T (b)(α,λk) as
P
(b)
(α,λ1)
=
∑
h6=b I(T
(b)
(α,λ1)
> T
(h)
(α,λ1)
)
B − 1 to P
(b)
(α,λk)
=
∑
h6=b I(T
(b)
(α,λk)
> T
(h)
(α,λk)
)
B − 1
and select minP(b) =min(P (b)1 ,...,P
(b)
k )
Step 9: Calculate the p-value for T(α,Λ={λ1,...,λk}) as
PT(α,Λ) =
∑B
b=1 I(minP < minP
(b))
B
.
Step 10: If PT(α,Λ) ≤ 0.05 the decision is to reject H0.
The new test statistic’s decisions will be compared to those from existing global tests
detailed in the following section. Even when these tests have an asymptotic distribution,
we compare to the permutation p-value for each of these tests to maintain the same
context. Here, the permutation p-value is the percentile of the p-value calculated from
the original data set compared to those from the B permuted data sets.
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4.2.2 Other Global Tests
In this section we will provide background on five unpenalized logistic regression global
tests and a set of LASSO based global test of H0 : β = (βi, ..., βm)T = 0 versus H1 : β 6=
0.
First to describe the five unpenalized tests: the score test, SSU, SSUw, Sum, and
UminP. The tests are a function of model (1)’s score vector. For reference, under H0
the score vector, denoted U , and its covariance matrix, denoted V , equal
U =
n∑
i=1
(Yi − Y¯ )Xi,
V = Cov(U) = Y¯ (1− Y¯ )
n∑
i=1
(Xi − X¯)(Xi − X¯)T
where Y¯ =
∑n
i=1 Yi/n and X¯ =
∑n
i=1Xi/n.
Score test
The multivariate score test statistic is
Tscore = U
TV −1U,
where V −1 is the inverse of the variance matrix of the score vector (generalized inverse
if it is not of full rank). Under H0, TScore ∼ χ2(rank(V )).
It is common practice with case-control studies to use a likelihood-ratio test statistic
to assess the association between a set of variants and disease status. The multivariate
score statistic is asymptotically equivalent without requiring potentially time consuming
computation of the maximum-likelihood estimates of β (Schaid et al., 2002).
UminP
In high-dimensional data the score test may lose power or it may be difficult to estimate
the covariance matrix V. Therefore, it may be desirable to test each covariate univariately
and aggregate the results from these marginal tests. One such way is to use the UminP
test which equals the minimum of the m p-values resulting from a univariate test of each
predictor. The UminP test statistic is
TUminP = maxj=1,2,...,mU
2
j /vj ,
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where Uj is the jth element of U and vj is the (j, j)th diagonal element of V . Con-
neely and Boehnke (2007) showed that the asymptotic p-value could be calculated by
integration of the multivariate normal density because a vector of score statistics has
asymptotic normality.
Sum test
First, make a working assumption that β1 = · · ·βm ≡ βc such that equation (4.1) can
be written:
Logit Pr(Yi = 1) = β0 +
m∑
j=1
Xijβj = β0 +
m∑
j=1
Xijβc.
Then test H0 : βc = 0 with
TSum = βˆ
2
c /Vc
where βˆc =
∑m
j=1
∑n
i=1X
2
ij βˆM,j∑n
i=1(
∑m
j=1Xij)
2 and βˆM ’s are the MLEs of the βM ’s of the marginal linear
regression models. Under H0, TSum ∼ χ2(1). The sum test has asymptotically correct
test size when H0 is true. More, βC is likely non-zero when H1 is false, leading to good
power (Pan, 2009).
SSU and SSUw
A problem with the sum test is that power is reduced when the direction of the effect
size varies; that is, when the signs of the βj are both positive and negative. Two tests
called SSU and SSUw overcome this issue by utilizing the sum of the squares of the
marginal score statistics (Pan 2009). The SSU test statistic is
TSSU = U
TU.
SSUw is based on Vd = Diag(V ) and is defined
TSSUw = U
TV −1d U.
Under H0, TSSU and TSSUw have quadratic forms and approximately follow a mixture
of χ21, which can be approximated by a scaled and shifted chi-sqared distribution (Pan
2009).
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Tests based on LASSO logistic regression
Basu et al. (2011) created LASSO penalized regression based score and SSU statistics,
hypothesizing that dimension reduction would increase power (2011). First, with a user
specified penalty parameter, λ, generate the LASSO estimate, βˆL(λ), using:
βˆL(λ) = arg max
β
{
logL(β)− λ‖β‖1
}
.
Next, let U(λ) be the component of the score vector corresponding to the nonzero
components of βˆL(λ). As will be explained next, the Basu et al. test statistics are
created using U(λ) and V (λ), the respective submatrix of V , through
TSSU (λ) = U(λ)
TU(λ) and TSco(λ) = U(λ)TV −1(λ)U(λ).
Three SSU (Score) type statistics were created from a k-sized candidate set of penalty pa-
rameters, Λ = {λ1, · · · , λk}. Calculate and standardize TSSU (λi) for i = 1, · · · , k. Per-
mutation based p-values for all λi in Λ were combined or averaged with three methods:
minimum (Min) p-value, Fisher’s method (1932), and the truncated product method or
TPM (Zaykin et al., 2002). Specifically,
TAve,SSU,Min = max
λi∈Λ
PSSU (λi)
TAve,SSU,F isher =
∏
λi∈Λ
PSSU (λi)
TAve,SSU,TPM =
∏
λi∈Λ
PSSU (λi)
I(PSSU (λi)≤α0) with α0 = 0.05
Label the corresponding Score versions of the three statistics: TAve,Score,Min;
TAve,Score,F isher; and TAve,Score,TPM .
4.3 GAW18
The Genetic Analysis Workshop 18 (GAW18) collected and provide genotypic, hyperten-
sion phenotypic, and covariate data for approximately 1000 Mexican American individ-
uals comprising 20 pedigrees enriched for type 2 diabetes. Genetic variant data for more
than 8,000,000 genome locations was derived from sequencing data for all odd numbered
chromosomes. The ratio of rare to common variates is approximately 2:1. Phenotypic
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variables included systolic blood pressure (SBP), diastolic blood pressure (DBP), and a
binary hypertension (HT) classification, all reported for up to four exams over a 30 year
period.
Additionally, GAW18 provides 200 sets of simulated hypertension outcomes from the
true genome and covariate data. The outcomes were generated with reported effect sizes
from a known subset of nearly 1500 variants. MAP4 on chromosome 3 was the gene
given the strongest effect on the phenotype with 15 selected variants (of 894) explaining
about 7 percent of the variance. Therefore, we examined the global tests for quantifying
the significance of association tests between regions on this gene and the samples’ first
simulated hypertension outcome. Of import to the following analysis, GAW18 identified
nearly 150 individuals that are unrelated. The results described below are for only these
samples.
Our investigation focused on two regions chosen because they contain both rare
and common variants causal variants as well as a range of correlation strengths among
variants in the region. More, the minor allele frequencies of the variants and correlation
within and between causal and null variants exhibit interesting patterns and differences
across the regions. Each region contains four causal variants, but the number of rare
variants is different. There are two rare variants in Region 1, and three variants are
rare in Region 2. Region 1 contains 62 null variants (58 rare) while Region 2 has 77
null variants (65 rare). Each region had exactly two of the 55 variants most affecting
on SBP. To be clear the selected regions are intended to provide examples and insight
about when the various global tests could leverage the information in multiple variants
(and rare variants in particular) to increase power.
The correlation structures for the full sample are presented in Figure 4.1. The left
panel shows the pairwise LD in r2 for Region 1, and the right panel shows the LD plot for
Region 2. Please note that case and control correlation structures are omitted because
the disease statuses varied by simulation. The causal variants are identified with stars
and labeled along the center diagonal in each plot. The causal variants in Region 1
exhibit a range of correlation strength from mild to strong with both the null and other
causal variants. In moderate contrast the casual variants in Region 2 appear to have
minimal correlation with both the null variants and with each other. Studying these
two regions will thereby provide some insight into how power is affected when the causal
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variants are providing various degrees of the same information.
Region 1 - All Variants
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(a)
Region 2 - All Variants
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*
*
  48040283
  48040284
  48061725
  48054461
R2 Color Key
0 0.2 0.4 0.6 0.8 1
(b)
Figure 4.1: Pairwise LD in r2 with notated true causal variants for (a) MAP4 Gene
Region 1 (b) MAP4 Gene Region 2
The minor allele frequencies (MAFs) of the four variants in Region 1 were 0.7%,
35.9%, 2.1%, and 31.7%. Region 2 MAFs equaled 2.5%, 2.1%, 7.4%, and 0.4%. Note
that the common causal variant’s MAF is close to the 5% threshold. Figure 4.2 (a)
provides a box plot of the MAFs for each region’s common variants and (b) rare variants.
Interestingly, Region 2 has a more rare variants with MAF in the 1% to 5% than Region
1 and more common variants with MAF between 5% and 30%.
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Figure 4.2: Minor Allele Frequency (MAF) boxplots by region for MAP4 Gene (a)
common variants and (b) rare variants
When considering the MAFs and LD structures, Region 1 has relatively stronger
correlation associated with the causal variants and more with MAFs further from 5%.
Region 2 shows much less correlation associated with causal SNPs but more variants
of each type closer to the 5% MAF boundary. With the literature stressing a need
for insight specific to variant type, we begin by partitioning the regions into rare and
common variants. Next, we investigated the power of association tests for subsets of each
variant type: only Region 1 common variants (section 4.3.1), only Region 2 common
variants (section 4.3.1), only Region 1 rare variants (section 4.3.2), and only Region 2
rare variants (section 4.3.2). To conclude we report power results at a 5% level for the
full regions: Region 1 combined common and rare variants (section 4.3.3), and Region
2 combined common and rare variants (section 4.3.3). For the full Region analyses, we
show summaries of the true and false positive rates calculated using the variants selected
via the penalized regression element of our new association test.
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4.3.1 Common variants
The LD structures are noticeably different among the common variants in the two MAP4
regions (Figure 4.3). The correlation between the markers in Region 1 is noticeably
stronger (Figure 4.3(a)). The two causal variants appear to be in a subset of strongly
overlapping markers. While Region 2 does have variants in strong LD, there are also
less correlated variants (Figure 4.3(b)). The most striking difference is how the causal
variant in Region 2 has limited correlation with all other variants.
Region 1 - Common Variants
Physical Length:7kb
*
*
  47956424
  47958037
R2 Color Key
0 0.2 0.4 0.6 0.8 1
(a)
Region 2 - Common Variants
Physical Length:12kb
*
  48054461
R2 Color Key
0 0.2 0.4 0.6 0.8 1
(b)
Figure 4.3: Pairwise LD in r2 with notated true causal common variants for (a) MAP4
Gene Region 1 (b) MAP4 Gene Region 2
Table 4.1 provides the power and median p-values [interquartile range] by region
for the various global association tests at a 5% level for the 200 GAW18 data sets of
common variants. The first five rows present results for our new penalized regression
based testing approach. The next six give results for the association tests based on
LASSO logistic regression developed by Basu et al. The final set of results, on the last
five rows, shows the breakdown for the five tests that do not use penalized regression.
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Test Category Test Statistic
Region 1 Region 2
Power Median P-value [Q1,Q3] Power Median P-value [Q1,Q3]
New Penalized
Regression Based
Test
T(Ridge) 0.055 0.294 [0.168,0.451] 0.040 0.314 [0.184,0.502]
T(α=0.25) 0.110 0.212 [0.116,0.406] 0.120 0.264 [0.131,0.471]
T(α=0.50) 0.125 0.198 [0.106,0.386] 0.125 0.266 [0.117,0.462]
T(α=0.75) 0.140 0.190 [0.101,0.379] 0.115 0.274 [0.116,0.452]
T(LASSO) 0.145 0.196 [0.088,0.36] 0.075 0.278 [0.143,0.492]
Tests Based on
LASSO Logistic
Regression
TAve,SSU,Min 0.120 0.300 [0.108,0.556] 0.085 0.396 [0.178,0.648]
TAve,SSU,F isher 0.030 0.349 [0.186,0.540] 0.030 0.040 [0.252,0.617]
TAve,SSU,TPM 0.030 0.138 [0.122,0.152] 0.030 0.224 [0.196,0.250]
TAve,Score,Min 0.215 0.189 [0.066,0.414] 0.115 0.312 [0.116,0.565]
TAve,Score,F isher 0.220 0.194 [0.062,0.434] 0.100 0.278 [0.138,0.536]
TAve,Score,TPM 0.240 0.152 [0.058,0.174] 0.100 0.264 [0.154,0.292]
Tests without
Penalized
Regression
TScore 0.215 0.181 [0.067,0.391] 0.080 0.260 [0.120,0.470]
TSSU 0.035 0.384 [0.213,0.519] 0.025 0.396 [0.241,0.564]
TSSUw 0.035 0.336 [0.200,0.455] 0.035 0.365 [0.225,0.525]
TSum 0.060 0.426 [0.187,0.681] 0.025 0.538 [0.313,0.727]
TUminP 0.120 0.265 [0.104,0.467] 0.090 0.336 [0.172,0.571]
Table 4.1: Summary of Global Test P-values for 200 sets using only common variants
In Region 1 the tests incorporating the score statistic are most powerful. The top
performer was the score statistic truncated product LASSO based test, but the Fisher
and minimum P versions of the LASSO based score test, as well as the score test itself,
all have similar power. All tests using a SSU statistics performed poorer than those
using the score test in Region 1. If our elastic net has positive weight on the selection
feature, then our method has power like tests using the minimum P. In these cases power
was roughly half of the score based tests. As the selection feature is given more weight,
then the power of our method increases, but is still less that the score test related values.
Interestingly, though, the median p-value for our method was comparable to all score
statistic based tests.
The number of causal variants decreases and the number of null variants increases
in Region 2. Consequently, the penalized regression with a selection feature may be
more effective relative to other tests. Table 4.1 shows how in Region 2 our method is
now the most powerful when the elastic net includes both ridge and LASSO components
(α ∈ (0, 1)). The LASSO based score association tests, one of the other penalized
50
regression style tests, are the next best and have only slightly less power. Besides the
score test, the tests without a penalized regression feature are less powerful, and even
Tscore performs worse than the best performer in each of the penalized regression groups.
With and without penalized regression, the minimum P and score tests are more valuable
than the SSU test. Overall, the main finding is that the more direct the use of penalized
regression the better the power.
The global testing of common variants in the two Regions did not have good power in
general. Our method shows the most promise in harnessing information in uncorrelated
sets of variants. This possibly means that our test does a better job of aggregating
or leveraging the information from multiple variants with limited overlap. Even in the
scenario with strong LD between causal variants and null variants, our method had
average performance across all methods.
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4.3.2 Rare variants
Next, association testing on variants with MAF ≤ 5% was investigated. Begin with the
two region specific LD plots in Figure 4.4.
Region 1 - Rare Variants
Physical Length:56kb
*
*
  47955326
  47957741
R2 Color Key
0 0.2 0.4 0.6 0.8 1
(a)
Region 2 - Rare Variants
Physical Length:67kb
**
*
  48040283
  48040284
  48061725
R2 Color Key
0 0.2 0.4 0.6 0.8 1
(b)
Figure 4.4: Pairwise LD in r2 with notated true causal rare variants for (a) MAP4 Gene
Region 1 (b) MAP4 Gene Region 2
There is much less dependence among the rare variants than the common variants.
This is true for both regions and the GAW18 selected causal markers in particular.
The significance testing results in Table 4.2 show the promise of our new method when
assessing a group of rare variants.
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Test Category Test Statistic
Region 1 Region 2
Power Median P-value [Q1,Q3] Power Median P-value [Q1,Q3]
New Penalized
Regression Based
Test
T(Ridge) 0.365 0.084 [0.022,0.228] 0.340 0.103 [0.032,0.281]
T(α=0.25) 0.390 0.082 [0.018,0.211] 0.355 0.091 [0.029,0.229]
T(α=0.50) 0.410 0.075 [0.017,0.194] 0.350 0.094 [0.025,0.224]
T(α=0.75) 0.430 0.070 [0.017,0.183] 0.355 0.091 [0.023,0.218]
T(LASSO) 0.310 0.110 [0.035,0.248] 0.390 0.081 [0.024,0.232]
Tests Based on
LASSO Logistic
Regression
TAve,SSU,Min 0.060 0.456 [0.182,0.690] 0.085 0.352 [0.155,0.636]
TAve,SSU,F isher 0.407 0.086 [0.013,0.263] 0.281 0.160 [0.038,0.347]
TAve,SSU,TPM 0.412 0.226 [0.012,0.566] 0.312 0.248 [0.033,0.428]
TAve,Score,Min 0.166 0.230 [0.087,0.49] 0.136 0.260 [0.119,0.458]
TAve,Score,F isher 0.241 0.166 [0.058,0.322] 0.171 0.206 [0.089,0.384]
TAve,Score,TPM 0.226 0.248 [0.062,0.487] 0.156 0.324 [0.121,0.500]
Tests without
Penalized
Regression
TScore 0.030 0.285 [0.156,0.411] 0.015 0.284 [0.181,0.408]
TSSU 0.390 0.096 [0.020,0.262] 0.290 0.139 [0.039,0.358]
TSSUw 0.260 0.140 [0.048,0.260] 0.155 0.231 [0.085,0.402]
TSum 0.185 0.272 [0.074,0.505] 0.100 0.384 [0.122,0.697]
TUminP 0.015 0.524 [0.375,0.662] 0.010 0.619 [0.376,0.725]
Table 4.2: Summary of Global Test P-values for 200 sets using only rare variants
In both regions our method provided the single most powerful test of all the tests
(α = 0.75 in Region 1 and LASSO in Region 2). Examining only Region 1 our hybrid
versions of ridge and LASSO, the original SSU, and the Lasso based SSU tests using
Fisher’s method or the TPM essentially do as well. Interestingly, our LASSO test has
less power than these tests, but it still outperforms all score, sum, and minimum p-value
based tests. Besides the score test and any test using minimum p-values, the global tests
have vastly more power to find associated rare variants in Region 1 than what was found
testing only common variants.
The results in Region 2 indicated an increase in power from the most powerful of
the five tests without logistic regression to the most powerful of the LASSO based tests.
There is another increase for the most powerful of our new tests, the overall top performer
is in this group (LASSO). The median [Q1,Q3] values provide supporting evidence of a
shift in performance of the three categories of tests. Using our methodology with LASSO
was best, but unlike the common variant results, using our approach with ridge did not
cause a dramatic loss of power. Tests using the score or minimum p-value statistics
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underperformed comparatively. It is also noteworthy that in this larger set of candidate
variants, any test with penalized regression has at least the power and usual more than
the power of test on the smaller common variant candidate sets. This was not true for
the unpenalized association tests.
Comparing the two regions’ power results, several observations are noteworthy. First,
the relative gain in power with our method increases as more rare variants are in the
region. The rare variant LD structure in both regions is more similar to that of the
common variant LD in Region 2 than Region 1. This is significant as it adds further
evidence that when there is an absence of strong correlation between causal and null
variants our test may be the better choice. Finally, the relative power (rank of perfor-
mance) within the second two groups of tests does not change by region, but it does
with our test. It may be possible that our method could make further power gains once
it is better understood how to match a balance of the elastic net features to a genetic
architecture.
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4.3.3 Combined Common and Rare variants
The penalized regression based test in general showed at least some potential for testing
common variants and possible much more potential with rare variants. This prompted
us to wonder if our test could leverage both rare and common variants simultaneously.
We combined and tested all variants in each region and a summary of the results for the
200 GAW18 data sets is given in Table 4.3.
Test Category Test Statistic
Region 1 Region 2
Power Median P-value [Q1,Q3] Power Median P-value [Q1,Q3]
New Penalized
Regression Based
Test
T(Ridge) 0.350 0.086 [0.025,0.251] 0.285 0.126 [0.043,0.239]
T(α=0.25) 0.440 0.078 [0.016,0.209] 0.320 0.104 [0.034,0.246]
T(α=0.50) 0.455 0.067 [0.017,0.200] 0.295 0.105 [0.037,0.244]
T(α=0.75) 0.470 0.062 [0.017,0.194] 0.315 0.100 [0.038,0.235]
T(LASSO) 0.375 0.104 [0.026,0.259] 0.300 0.095 [0.038,0.230]
Tests Based on
LASSO Logistic
Regression
TAve,SSU,Min 0.105 0.381 [0.148,0.628] 0.095 0.370 [0.145,0.602]
TAve,SSU,F isher 0.045 0.251 [0.140,0.420] 0.045 0.303 [0.176,0.476]
TAve,SSU,TPM 0.055 0.284 [0.128,0.616] 0.055 0.350 [0.158,0.578]
TAve,Score,Min 0.155 0.248 [0.090,0.510] 0.135 0.259 [0.104,0.472]
TAve,Score,F isher 0.200 0.198 [0.062,0.420] 0.135 0.254 [0.102,0.429]
TAve,Score,TPM 0.225 0.282 [0.058,0.520] 0.160 0.319 [0.118,0.555]
Tests without
Penalized
Regression
TScore 0.040 0.294 [0.180,0.478] 0.010 0.319 [0.206,0.450]
TSSU 0.050 0.305 [0.179,0.447] 0.025 0.349 [0.218,0.482]
TSSUw 0.200 0.171 [0.071,0.316] 0.105 0.259 [0.124,0.402]
TSum 0.015 0.521 [0.307,0.78] 0.030 0.553 [0.300,0.765]
TUminP 0.020 0.517 [0.280,0.646] 0.015 0.579 [0.302,0.728]
Table 4.3: Summary of Global Test P-values for 200 sets using only all variants
The primary result is that the simultaneous testing of common and rare variants is
noticeably more powerful with our method than any other method. Quite interestingly,
when comparing these results to the rare variant results, common variants increased the
power of the rare variants in any meaningful way for only our test and TAve,SSU,Min and
only in Region 1. The power based on our approach was reduced from rare variant only
testing in Region 2 as well, but did not diminish on average as much as other methods.
This was slightly unexpected as the common variant’s MAF was only 7.5%. The LASSO
based tests were better when based on the score test, but the weighted SSU was the best
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among the tests without logistic regression. For all tests but weighted SSU in these
two groups of tests, the power seems nearly capped by the power obtained using only
common variants. Considering that there is likely nonzero LD between rare and common
variants in practice, our method holds even more promise when testing the full region.
Despite power gains or top performance, the penalized regression holds one more
major advantage. Our method can incorporate variant selection, allowing our method
to provide variant specific association information. Table 4.4 gives true positive and
false positive rates for the 200 simulated sets.
Test Region 1 Region 2
Statistic TP FP TP FP
Ridge 3.180 (1.584) 38.43 (18.978) 2.86 (1.793) 49.315 (30.849)
α = 0.25 1.535 (1.407) 16.585 (14.959) 1.490 (1.446) 15.255 (15.692)
α = 0.50 1.225 (1.242) 13.015 (13.552) 1.200 (1.364) 11.585 (13.372)
α = 0.75 1.185 (1.203) 13.495 (13.733) 1.155 (1.400) 10.375 (12.597)
LASSO 1.04 (1.04) 10.93 (11.731) 0.995 (1.270) 8.57 (11.192)
Table 4.4: Mean (SD) of True Positive (TP) and False Positive (FP) for 200 sets using
all variants
Here we see that for even strong selection there is possibly actionable information on
associated variables. That is, the TP rates capture at least 1 of the 4 variants even though
the null variants are more than 90% of each region. This indicates that beyond power
information, our method provides insight into variants deserving of possible further
investigation.
4.4 Discussion
The results in this article offer support for several conclusions that might contribute
to future research. First, our penalized regression based association test, one that uses
the full coefficient sets resulting from penalization, may be more powerful when global
testing sets of rare variants or regions with both variants. This was true even when
compared to other penalized regression approaches that use coefficient estimates only
for variable selection. Second, as shown with the MAP4 gene analysis, our new statistic
may be able to better leverage variants with non-overlapping disease information. In
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fact, there is some evidence that with further improvements our new method may be able
to be tailored to different rare variant architectures for further power gains. Third, the
penalized regression approach provides meaningful, though not complete, information
on associated variants in a group of interest. Other methods do provide this information.
Chapter 5
A New Semiparametric Approach to
Finite Mixture of Regressions using
Penalized Regression via Fusion
5.1 Introduction
A traditional way to assess the association between candidate variables and an out-
come of interest is to generate model estimates at a population level. However, it is
often reasonable to hypothesize that for different, unknown subpopulations, an outcome
results from different sets of variables (or possibly from different sized effects of the
same variables). For example, a disease outcome may be a function of different sets of
genetic variants for different groups of individuals within a population. Modeling ap-
proaches that don’t account for subpopulation induced heterogeneity and the possibility
of subpopulation specific effect sizes could easily fail to identify factors associated with
a response for only some of the subpopulations.
Statistically, modeling outcomes for a population may in fact require the assumption
of a distinct relationship for distinct but unknown subpopulations. One modeling frame-
work useful for this strategy is the finite mixture of regressions (FMR) model. Here, an
individual’s outcome is predicted from one regression model (known as a component)
out of a set of possible regression models. Because the actual component is unknown
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for any given observation, a natural choice for fitting FMR models is the Expectation-
Maximization (EM) algorithm of Dempster, Laird, and Rubin (1977). Methods based
on the EM algorithm yield density estimates and component level regression coefficient
estimates depending on the likelihood assumptions used when fitting the model. Wedel
and DeSarbo (1995) showed how the algorithm could successfully estimate regression
parameters for mixtures of common distributions such as normal or binomial. An EM-
like algorithm was developed by Benaglia, Chauveau, and Hunter (2009) to allow for
more generality in the error term. Their algorithm was able to lower error rates when
compared to current best methods. However, in this algorithm it is unclear what objec-
tive function is being maximized and whether successive iterations guarantee an increase
in the objective function. A maximum smoothed likelihood algorithm was created by
Levine, Hunter, and Chauveau (2011) to remedy the Benaglia shortcomings without de-
creasing its success in estimating FMR models. The algorithm’s advantages, though, did
not hold when using the Benaglia, Chauveau, and Hunter (2009) approach to updating
bandwidths; the authors remarked how effective bandwidth choice remains a problem
with their algorithm. Subsequently, Hunter and Young (2012) developed a semiparamet-
ric EM-like algorithm removing the parametric assumptions on the components. The
authors showed the method was successful when the initialization was directed towards
true values. EM or EM-like algorithms have been successful in FMR problems where it
is possible to both dependably specify the mixture distribution including the number of
components and initialize the algorithm well.
The EM algorithm has served as the main statistical tool for another category of
approaches to subpopulation estimation. For these approaches the focus is on clustering
subject-specific regression models. In earlier work, DeSarbo and Cron (1988) used the
EM algorithm for clusterwise linear regression. The methodology estimated sets of
linear regression parameters assuming normal densities and a given number of clusters
of individuals, each cluster with its own regression function. Individuals could then be
assigned to a cluster using the estimated posterior probabilities. Interested in the model-
based clustering of cyclone tracks or curves, Gaffney and Smyth (2003) used a maximum
a posteriori (MAP) EM algorithm for random effects regression mixtures. Specifically,
the authors defined a hierarchical model structure with a mixture of parameters at the
top level and a simple cyclone-specific regression model at the data level. Again, the
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cyclone-specific regression parameters were estimated under the assumption that they
were from one of k prespecified subpopulations that follow a normal density. Xu and
Hedeker (2001) were also successful using the random-effects mixture model framework
with normal density assumptions when classifying subjects in longitudinal clinical trials.
Their method revealed if patients receiving either the treatment or placebo comprised
distinct subpopulations. As part of the methodology, either one or two components were
specified and the respective models were compared. While still dependent on the density
and components assumptions, the work of these authors demonstrated the potential for
the clustering of subject-specific models.
In settings where the number of subpopulations is unknown or the error distribution
cannot be reasonably assumed, alternatives to or enhancements of the EM algorithm
must be considered. Penalized regression has shown promise as one such improvement.
Specific to the goal of variable selection, some investigators have integrated in a limited
way penalized regression into common Markov chain Monte Carlo (MCMC) approaches.
An EM algorithm developed by Khalili and Chen (2007) for a penalized mixture model
was applied to the FMR setting for the purpose of variable selection, but estimation was
based on a parametric likelihood assumption. The method had computational superi-
ority and equal performance to BIC for variable selection in some simulation scenarios.
The same authors, Khalili, Chen, and Lin, followed-up in 2011, commenting that despite
the many recent advances on the variable selection problem for linear and generalized
linear models, methods that gear toward finite-mixture models are still very limited. In
their 2011 work an EM approach, again using penalized likelihood for variable selec-
tion, was effective in simulations at selecting important covariates, but this was after
applying a screening method. To our knowledge the most successful approaches to date
for estimating FMR models depend on methodology using some form or approximation
of the EM algorithm, and thus depend on making successful likelihood assumptions or
successful density estimations. Previous research has also, though, demonstrated po-
tential value in using penalized regression as part of successful FMR estimation. We
will go further and exclusively approach the clustered models problem with a penalized
regression-based methodology that does not use EM techniques.
In the following work we take a novel approach towards identifying unknown sub-
groups and their corresponding regression models via grouping pursuit (fusion). Our
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approach does not depend on any likelihood assumptions or component density esti-
mations. The key to our methodology is the application of a new type of penalized
regression to simultaneous fitting of separate regression models for each subject. If there
exist unknown subpopulations, then the individual fitted models should be the same
within the same subpopulation but different across the subpopulations. Specifically, the
subjects within a subpopulation share a common model, but the common models differ
by subpopulation. Thus, a logical methodological step is the inclusion of a grouping
feature to penalize differences in the estimated covariate coefficients across individuals.
As we will elaborate on shortly, we develop just such a penalty that enables us to force
the individuals’ models to cluster into a few common models, corresponding to different
subpopulations. The methodology can be used as an exploratory data analysis tool akin
to hierarchical clustering versus model-based clustering or k-means clustering where the
number of clusters is specified.
Penalized regression has been researched to specifically assess its ability to iden-
tify and/or leverage groups of variables associated with an outcome. Yuan and Lin
(2006) demonstrated that when groups of variables appeared (or disappeared) together
in a model, using a group LASSO (Least Absolute Shrinkage and Selection Operator)
penalty to select groups of variables or factors (group LASSO) resulted in better per-
formance than the standard LASSO. Another penalized regression approach, the fused
LASSO from Tibshirani et al. (2005), added an additional penalty to LASSO specifi-
cally for differences in successive regression coefficients. In situations where the features
had a natural order, the additional grouping penalty showed promise for both regression
and classification. Again using the EM algorithm and a penalized likelihood, Chen and
Khalili (2008) applied a smoothly clipped absolute deviation (SCAD) penalty (Fan and
Li, 2001) to differences in parameter values for adjacent components in a one covariate
FMR model. That is, when it could be assumed that the parameter values could be or-
dered, their penalized likelihood approach (MSCAD) was as effective as existing methods
at finding the number of components of the FMR model. A correlation-based penalty
applied to all pairs of coefficients used by Tutz and Ulbricht (2009) outperformed an
elastic net penalized regression approach that did not use a grouping penalty. Recently,
Shen, Huang, and Pan (2012) developed a penalized regression method for simultaneous
supervised clustering and feature selection over a given undirected graph that utilized a
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truncated-L1 penalty (TLP) for grouping pursuit. Successful identification and estima-
tion of unknown homogenous groups of effects were possible with their approach. The
method used a single linear regression model for a single response, but assumed that
the full coefficient vector could be partitioned into subsets of homogeneous coefficients.
The new method improved parameter estimation and group identification by penalizing
differences within these smaller vectors. In related work, Pan, Shen, and Liu (2013)
developed a penalized regression-based clustering (PRclust) method where the TLP
penalty was applied to differences in the centroids of data points. PRclust performed
well in situations such as non-convex clusters where other more common methods did
not. Pivotal to the current work, the success of PRclust demonstrated the potential for
comparisons across subjects with a grouping penalty. While using penalized regression
to exploit the structure of networks or underlying factors is promising, it still ignores the
possibility that any set of variables might only affect a subset of the population. That
is, penalized regression to our knowledge has not been used to directly seek or identify
subpopulation structures via multiple regression models without explicit use of FMR.
The following work incorporates a grouping pursuit framework to shrink differences be-
tween subject-specific models for problems similar to FMR. Our approach to penalized
regression uses grouping pursuit when simultaneously fitting separate models for each
subject. To be explicit, we penalize only the differences in corresponding parameter
estimates between each pair of subject-specific regression models. We study both the
LASSO penalty developed by Tibshirani (1996) and the TLP invented by Shen, Pan,
and Zhu (2012) in two ways. First, we penalize without using a group feature by apply-
ing the penalty to the individual coefficient differences. In a sense we are grouping the
subjects for each coefficient separately. This approach shrinks differences in the subjects’
models parameter by parameter and does not explicitly shrink differences between the
full models. Therefore, we next apply two group penalties based on LASSO and TLP
to the differences in the estimated parameter vectors for each pair of samples’ regression
model. The resulting estimates are compared to the very successful Hunter and Young
semiparametric FMR which uses an EM-like approach.
When applied, it is our hypothesis that we will see a hierarchical clustering of indi-
vidual models depending on the magnitude of the penalty and thresholding parameters.
In turn we reveal a partition of the population into subpopulations; although, we do not
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focus here on the choice of the number of subpopulations. The following discussion uses
simulated FMR models to permit comparison to previous methods and is followed by
application to two real data settings. The intent of the following is to show the new penal-
ized regression-based method can handle FMR models and the clustering of subject-level
regression models. Because of this we establish its efficacy in the cornerstone case of one
covariate problems, a necessary step before building to higher dimensions in subsequent
work.
5.2 Methods
In this section we first detail the FMR model. A second section delineates our penalized
regression approach and its computation.
5.2.1 Finite Mixture of Regressions Model (FMR)
To motivate and contrast with our new method, we briefly review the Finite Mixture
of Regressions (FMR) Model. Using the language of McLachlan and Peel (2000) and
notation of Khalili and Chen (2007), suppose Yi represents the value of a continuous
random variable, or response, for subject i = 1, ..., n. Let Xij equal subject i’s value
for covariate j = 1, ..., p; therefore, Xi = (x1i, x2i, ..., xpi) is the vector of covariates for
subject i. Next, let f(y; θk(x), φk) for k = 1, . . . ,K represent K conditional parametric
densities of y given x as a function of a canonical parameter, θk, and a dispersion
parameter, φk. Utilize the identity link function g(µ) = µ such that θ = Xβ = µ, and
(x, Y ) follows a FMR model of order K where the conditional density function of Y
given x has the form:
f(y;x,Ψ) =
K∑
k=1
pikf(y; θk(x), φk). (5.1)
The FMR model has orderK <∞ as it is a mixture ofK densities (known as component
densities). In this equation the unknown parameters are Ψ = (β1, β2, ..., βK , φ, pi), where
βk = (β1k, β2k, ..., βpk)
T , φ = (φ1, φ2, ..., φK)T , pi = (pi1, pi2, ..., piK−1)T such that both
pik > 0 and
∑K
k=1 pik = 1.
Parametric approaches by specifying a parametric form of f(θ, φ) and estimating
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f(θˆ, φˆ) are most common. As described in the introduction, though, parametric ap-
proaches can be too restrictive; therefore, we compare our penalized regression approach
to a semiparametric method developed by Hunter and Young. Their method estimates
each of the component densities by a nonparametric kernel estimate fˆ(·) and provides
component level regression coefficients based on a specific K. The Hunter and Young
method generates K sets of regression coefficient estimates, partly depending on the
specified and estimated likelihoods in an EM-like algorithm. As is described in the next
section, our method starts with over-specified n sets of regression coefficients and uses
grouping pursuit with group penalties to find a hierarchical clustering of the individual
regression models without specifying or estimating a parametric model or likelihood.
5.2.2 A Novel Semiparametric Approach Based on Penalized Regres-
sion
Model
We begin by hypothesizing that the parameters of the underlying model for a response
can vary by subpopulation. To capture this we estimate a model for each subject in the
study using penalized regression with a group feature intended to reveal subpopulations
via clustering among these models.
As before suppose Yi represents the value of a continuous response for subject i =
1, . . . , n. Again, letXi = (x1i, . . . , xpi) be the vector of p covariates for subject i. Assume
for each subject i there is a subject-specific linear model:
Yi|Xi = β0i +Xiβi + i (5.2)
where βi = (β1i, . . . , βpi)T and E(i)= 0. Please note how we initially allow for a sample-
dependent (β0i, βTi ) for each subject, and we at no time specify or estimate a density
function for i. Our method is semiparametric as we specify the linear form of the
relationship, but we do not use f(·) in the FMR model.
Observe from our model how the covariates associated with an outcome would have
non-zero values in βi, but we do not assume the set of non-zero coefficients are identical
for all i. For example, a set of covariates might affect the responses of only a subset of the
populations (affect only a subpopulation). Even in cases where the same set of covariates
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affect multiple subpopulations, the magnitude and/or direction of effect can vary. That
is, a set of covariates might affect the outcome of interest for several subpopulations, but
affect each differently. In each of these scenarios there is one overarching principle: if
multiple subjects’ outcomes are affected by the group of covariates in the same functional
way, then the (β0i, βTi )’s for this subset of the population should be identical. In this
way we can partition our population into groups defined by identical (β0i, βTi )’s. Our
method provides estimates for β0i and βi by minimizing
(1/2) ‖ Y −Xβ ‖22 +λP (β)
with Y =

Y1
Y2
...
Yn
, X =

1 X1 0 0 · · · 0
0 1 X2 0 · · · 0
...
. . . . . . . . .
...
0 0 · · · 0 1 Xn
 with 0T =

0
0
...
0


p+ 1 , and β =

β01
β1
β02
β2
...
β0n
βn

.
The penalty parameter λ is applied to a specified penalty, P (β). We consider two
penalty forms and require λ > 0 for identifiability: Tibshirani’s convex LASSO penalty
(1996) and Shen, Pan, and Zhu’s non-convex truncated L1− penalty (TLP) (2012). For
our two approaches with respect to the LASSO penalty and grouping pursuit:
1. PL(β) := LASSO(β) :=
∑
i<j ‖β0i − β0j‖1 +
∑p
m=1
∑
i<j ‖βmi − βmj‖1
2. PgL(β) := gLASSO(β) :=
∑
i<j ‖
(
β0i
βi
)− (β0j
βj
)‖2
where ‖ · ‖1 is the L1 norm and ‖ · ‖2 is the L2 norm. The nongroup version, PL(β),
bases selection on the between sample differences in individual coefficient estimates.
Depending on the size of λ, the nongroup version chooses the nonzero differences between
final estimated sample models by comparing corresponding parameters separately. In
contrast, the group version, PgL(β), will shrink differences between the full estimated
parameter sets and more likely have (β0i, βTi ) = (β0j , β
T
j ).
The LASSO penalty will shrink all coefficient differences. However, if there are in fact
multiple groups, then group LASSO will encourage shrinkage between and not just within
groups. To better maintain between group while reducing within group differences, one
strategy is to truncate the penalty for large coefficient differences. Potentially, this
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could lessen the between group shrinkage, thus maintaining between group differences
for better clustering or subpopulation identification. The TLP does exactly this by
implementing a thresholding parameter, τ > 0. For our two approaches with respect to
TLP:
1. PTLP (β) := TLP (β) :=
∑
i<j min(‖β0i − β0j‖1/τ, 1)
+
∑p
m=1
∑
i<j min(‖βmi − βmj‖1/τ, 1)
2. PgTLP (β) := gTLP (β) :=
∑
i<j min(‖
(
β0i
βi
)− (β0j
βj
)‖2/τ, 1)
In comparing the LASSO and TLP versions, there is no further penalty for differences
greater than τ for the TLP version, but there is with LASSO. Overall, LASSO yields
biased parameter estimates that the, per Shen, Pan, and Zhu (2012), TLP penalty
corrects through adaptive shrinkage that combines shrinkage and thresholding.
Computation
Given λ and τ (TLP only), estimates using the nongroup penalties PL and PTLP were
obtained from slight modifications of the gflasso and ncTLF functions in FGSG: Feature
Grouping and Selection Over an Undirected Graph in Matlab engineered by Yang et al.
(2012).
We develop an alternating direction method of multipliers (ADMM) to fit the models
when using group penalties. The ADMM form introduces another variable, Z, reflecting
how the objective function can be separated and subsequently solved in parallel. In
ADMM the problem with respect to group LASSO (gLASSO) is stated as:
minimize f(β) = (1/2)‖Y −Xβ‖22 + λPgL(Z)
subject to Fβ − Z = 0
where F is the linear transformation matrix comparing vectors of coefficients for all pairs
of samples (1 ≤ i < j ≤ n). That is, F =
[
F T1,2, F
T
1,3, · · · , F Tn−1,n
]T
where each Fi,j
is a (p+ 1)× n(p+ 1) matrix
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Fi,j =
(i(p+1)-1)th (j(p+1)-1)th
columny columny
· · · 0 1 0 · · · 0 −1 0 · · · · · ·
· · · · · ·
· · · · · · 0 1 0 · · · 0 −1 0 · · ·
· · · · · ·
· · · · · · · · · . . . . . . . . . . . . . . . . . . . . .
· · · · · ·
· · · · · · · · · · · · 0 1 0 · · · 0 −1
0 · · ·

The corresponding gLASSO objective function, derived as in the method of multipliers
from an augmented Lagrangian with u the scaled dual variable, is
Lρ(β, z, u) = (1/2)‖Y −Xβ‖22 + λPgL(Z) + (ρ/2)‖Fβ − z + u‖22.
Boyd et al. (2011) showed the ADMM algorithm then iterates three steps until converg-
ing to coefficient estimates:
1. β(h+1) = (XTX + ρF TF )−1
(
XTY + ρF T (z(h) − u(h)))
2. z(h+1) =

Sλ/ρ
(
F1,2β
(h+1) + u
(h)
1,2
)
...
Sλ/ρ
(
Fn−1,nβ(h+1) + u
(h)
n−1,n
)

3. u(h+1) = u(h) + Fβ(h+1) − z(h+1).
In the above, the notation “(h)” is for the hth iteration. S is the vector soft thresholding
operator : Sκ(a) =
(
1 − κ/‖a‖2
)
+
a, and a+ is equal to the positive part of a. Remark
how the Sκ(a) can shrink a whole vector to 0 if the coefficient vectors being compared
are the same, which is in contrast to the individual soft thresholding used in LASSO(β).
Finally, u is partitioned corresponding to the pairwise differences in coefficient vectors;
thus, ui,j represents the subvector of u corresponding to the comparison made with Fi,j .
For our estimation we set ρ = 1.
The group TLP (gTLP) penalty is not convex, an important distinction from gLASSO;
therefore, we use a difference convex method to facilitate computation. First, define the
objective function:
S(β) = (1/2)
∥∥∥Y −Xβ∥∥∥2
2
+ λ
∑
i<j
min
(∥∥∥(β0i
βi
)
−
(
β0j
βj
)∥∥∥
2
/τ, 1
)
.
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Similar to Shen, Huang, and Pan (2012), S(β) can be written as a difference of two
convex functions S1(β)− S2(β) with
S1(β) = (1/2)
∥∥∥Y −Xβ∥∥∥2
2
+ (λ/τ)
∑
i<j
∥∥∥(β0i
βi
)
−
(
β0j
βj
)∥∥∥
2
S2(β) = (λ/τ)
∑
i<j
(∥∥∥(β0i
βi
)
−
(
β0j
βj
)∥∥∥
2
− τ
)
+
.
As demonstrated by those authors, a sequence of upper approximations can be con-
structed iteratively by replacing S2(β) at the iteration h + 1 by its piecewise affine
minimization
S2(β)
(h) = S2(βˆ
(h)) + (λ/τ)
∑
i<j
I
(∥∥∥(βˆ0i
βˆi
)(h)
−
(
βˆ0j
βˆj
)(h)∥∥∥
2
≥ τ
)
x
(∥∥∥(β0i
βi
)
−
(
β0j
βj
)∥∥∥
2
−
∥∥∥(βˆ0i
βˆi
)(h)
−
(
βˆ0j
βˆj
)(h)∥∥∥
2
)
at iteration h, yielding an upper convex approximation for S(β) at iteration h+ 1:
S(h+1)(β) = (1/2)
∥∥∥Y −Xβ∥∥∥2
2
+ (λ/τ)
∑
i<j
(∥∥∥(β0i
βi
)
−
(
β0j
βj
)∥∥∥
2
)
×
I
(∥∥∥(βˆ0i
βˆi
)(h)
−
(
βˆ0j
βˆj
)(h)∥∥∥
2
< τ
)
.
Because of this we can use ADMM for gTLP by replacing step two of the gLASSO al-
gorithm with
z(h+1) =

Sλh/ρ
(
F1,2β
(h+1) + u
(h)
1,2
)
...
Sλh/ρ
(
Fn−1,nβ(h+1) + u
(h)
n−1,n
)

where we calculate for each comparison i < j
λh/ρ = λ(ρτ)
−1 I
(∥∥∥(βˆ0i
βˆi
)(h)
−
(
βˆ0j
βˆj
)(h)∥∥∥
2
< τ
)
.
Our method is distinct from the competing FMR estimation methods, which are
intended to find estimates at the component level. In particular, it is semiparametric.
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Therefore, for comparison we present results from application of a semiparametric FMR
methodology of Hunter and Young (2012). The Hunter and Young method estimates
β0k and βk for k = 1, ...,K (refer to equation (5.1)); that is, an estimate of β0 and β for
each component k. The semiparametric models were fitted with the default settings of
the spregmix function in the R package mixtools from Benaglia et al. (2009).
For both penalty types models were fit with a large decreasing sequence of λ in
order to show a wide range of degree of selection. When fitting models for a data set
we started with the largest value of penalty. The resulting parameter estimates were
used to initialize the subsequent model’s estimation for the same data set (the model
fit using the next smallest candidate in the sequence). We repeated this process until
the fitting of the model with the smallest λ was initialized with the estimates found
with the second smallest λ. For the TLP models we considered a range of small to large
candidates for the tuning parameter τ ’s in order to show results from situations where
nearly all differences exceeded the threshold to situations with performance similar to
LASSO.
The threshold and penalty parameters used for the presented results were determined
with generalized cross-validation (GCV). Golub, Heath, and Wahba (1979) showed
GCV’s viability in selecting the parameter in ridge regression, and Pan, Shen, and Liu
(2013) used GCV successfully to choose the threshold parameter when applying their
TLP based PRclust clustering algorithm. When calculating the GCV in our setting,
first allow µˆi = βˆ0i + Xiβˆi. Following Golub, Heath, and Wahba (1979) generalized
cross-validation can be defined as
GCV (df) =
RSS
(n− df)2 =
∑n
i=1(Yi − µˆi)2
(n− df)2 .
Here, the notation shows how the GCV statistic is a function of df , equal to the degrees
of freedom used when generating the µi. Pan, Shen, and Liu (2013) found estimates
could be improved by using generalized degrees of freedom (GDF) instead of the usual
df = p. Ye (1998) provided the calculation for GDF, which in our problem is
GDF =
n∑
i=1
lim
δ→0
Eµ
[ µˆi(Yi + δei)− µˆi(Yi)
δ
]
where ei is the ith column of the n × n identity matrix. Correspondingly, Ye (1998)
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provided the following Monte Carlo algorithm to estimate GDF (adapted to our setting)
when applying one of our four penalties:
1. Repeat steps 2 and 3 for b = 1, . . . , B. In the following we set B = 100
2. Generate ∆b = (δb,1, . . . , δb,n) with δb,i iid N (0, ν). For our problems ν ≈ .5σY
3. Compute µˆ(Y + ∆b) with the penalty-specific algorithm using data Y + ∆b
4. Calculate hˆi as the regression slope from µˆi(Y + ∆b) = α+ hˆiδb,i for b = 1, . . . , B
5. Use GDF =
∑n
i=1 hˆi when calculating GCV for the βˆ found with a specified λ
and τ (TLP only).
The parameter values for the following results are those with the smallest GCV (GDF )
statistic among the candidates considered.
5.3 Simulations
We explored two related settings using a single continuous response generated from a
standard linear regression model with one continuous covariate (p = 1) and an intercept
for n = 200 subjects. The responses were generated from a FMR model with K = 2
components; that is, the responses were generated using different regression models for
k = 1 and k = 2.
5.3.1 Simulation Design
The component for sample i was simulated from a Bernoulli distribution with mean
equal to 0.5; that is, equal probability of either component generating the true response.
Resulting from the use of the Bernoulli distribution to randomly assign group, 100
subjects’ responses were created with each component. The simulated response was
generated as
Yi|Xi, k = β0k +Xiβ1k + i, (5.3)
where k ∈ {1, 2} indicates the component generating Yi and (β0k, β1k)T are the intercept
and regression coefficient for the kth regression component.
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The first stage of the simulation is the generation of the covariate value. Let Xi
represent a continuous covariate. Specifically, Xi is generated from a normal distribution
with mean 2 and standard deviation 0.5. Next, we let i ∼ N (0, 0.5). In the following
two simulations we consider two different (β01, β11)T and (β02, β12)T combinations and
generate Yi subsequently from the respective regression components using equation (5.3).
5.3.2 Simulation Results
The first simulation evaluates a scenario with strong separation between responses gen-
erated with different components. Set β01 = 1 and β11 = 1 for component one and
β02 = −4 and β12 = −3 for component two. The (Xi, Yi) pairs are plotted in Fig-
ure 5.1(a). Subjects from the first component are plotted with circles and subjects from
the second component are plotted with pluses. Additionally, the true regression lines
for the two components are plotted with solid lines. The resulting Yi are plotted in
Figure 5.1(b) and include component specific Epanechnikov kernel density estimates to
provide a sense of their distribution. For completeness, we remark that the Epanech-
nikov kernel was chosen because it minimizes the asymptotic mean integrated squared
error, a well-established performance measure for kernel density estimation. The curve
was generated using the density function with its default bandwidth provided in the R
base stats package version 2.15.1.
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Figure 5.1: (a) Yi and Xi scatterplot with true regression lines (b) Yi distribution
The first set of results examine the performance of penalized regression with the
nongroup penalties: LASSO and TLP. In Figures 5.2(a) and (b) the individual λ regu-
larization paths for each subject i are plotted for β0i (top row) and β1i (bottom row).
In our usage, a regularization path is the curve connecting the estimates obtained for
person i when using each value of λ in sequential order (λ value given on the horizontal
axis). From left to right the value of the penalty parameter is decreasing to allow any
natural hierarchical structure to be exhibited. For TLP the plot is based on τ = 2, the
value with the lowest combined GCV statistics across the candidate penalty parameters.
Specifically, (a) provides the TLP version with penalized pairs of individual coefficients.
The respective LASSO results are given in (b). True values are given as horizontal lines,
and the regularization paths for subjects from the first component are darker than those
from the second.
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Figure 5.2: β0 (row 1) and β1 (row 2) estimates using (a) TLP and (b) LASSO
Subjects from the two components can be distinguished for both TLP and LASSO for
small enough λ. Not unexpectedly, the divergence in parameter estimates for subjects
in the same component generally increases with both the TLP and LASSO methods
as the penalty decreases. This becomes significant because the λ at which the groups
separate is different for the β0i’s and the β1i’s. TLP does outperform LASSO in terms of
providing closer estimates of the true βi as λ decreases, but there is still no λ range for
either method at which both components’ β0 or β1 estimates are simultaneously within
even one unit for all n subjects (using a course metric for illustrative purposes). These
two deficiencies prompted an investigation of the effect of a group penalty applied to the
distance between the samples’ coefficient vectors.
Figure 5.3(a) reveals the success of our group TLP (gTLP) method at overcoming
these issues. The individual λ regularization path for each sample i are plotted for
τ = 2.5 (lowest total λ path GCV). As before the hierarchical structure can be seen in
both the β0i and β1i plots, where the two distinct groups become more apparent as the
penalty is reduced. The estimates themselves show increased β0 and β1 accuracy for
both components simultaneously unlike in the TLP or LASSO versions (closer to the
true values for small λ). gTLP definitely exhibits this property more than that of the
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group LASSO plots in Figure 5.3(b). We see the gLASSO is effective at identifying two
distinct components, but shows less accuracy (distance between the true and estimated
values) than the gTLP approach in at least one parameter. Comparing the group and
nongroup approaches, the largest penalty parameter value which induces separation
between components is the same for both the slope and coefficient. For both types
of penalties the group versions improve parameter estimates relative to their nongroup
counterparts.
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Figure 5.3: β0 (row 1) and β1 (row 2) estimates using (a) gTLP, (b) gLASSO, and (c)
SP
Semiparametric (abbreviated SP) FMR models were fit with K = 1, ..., 10 specified
components (x-axis), and the parameter estimates are plotted in the third panel of
the figure. Figure 5.3(c) reports β0k (top row) and β1k (bottom row) for k = 1, ...,K
components. Please note the descending order of the axis. The figures reveal that for
K = 2, semiparametric estimation is overall not successful, seeming to provide estimates
centered around one of the two true component parameter values for both β0 and β1.
Interestingly, when specifying K = 3, 4, 6, 7, 8, or 9 the SP method finds essentially two
groups with good parameter estimation (note that multiple component estimates overlap
significantly in the plot). However, when K is specified as two components, the method
essentially centers the two β0 estimates around component two’s value of -4 and centers
the two β1 estimates around component ones’s value of 1. That is, one component drives
the estimates for the intercept and the other component drives the estimation for the
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regression coefficient, something that it appears the group feature prevents.
The first simulation for outcomes that are distinct with respect to component yielded
evidence that gTLP can outperform the other methods and modeling approaches. Our
second simulation considered the complementary context, that of overlapping responses
for both components. With β01 = −5 and β11 = 1 for component one and β02 = 1
and β12 = −3 for component two, the regression lines intersect within our X range.
The (Xi, Yi) pairs and the Yi distribution are presented in Figures 5.4(a) and (b). Un-
like scenario one there is considerable overlap in responses generated from the different
components (compare Figure 5.4b to Figure 5.1b).
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Figure 5.4: (a) Yi and Xi scatterplot with true regression lines (b) Yi distribution
Here, the semiparametric method excels and the two penalized regression based
methods are unsuccessful as can be seen in Figure 5.5. The gTLP (a) and gLASSO (b)
methods are not able to distinguish any subpopulations; thus, they essentially provide
estimates centered around a population mean (theK = 1 value in the SP method in (c)).
Even with small λ the penalized regression approaches do not provide solid parameter
estimates for any samples for any reasonable distance metric. Figure 5.5(c) show how
the SP method provides estimates with little bias for the true number of components
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K = 2. TLP and LASSO penalized regression results were less successful and are not
presented.
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Figure 5.5: β0 (row 1) and β1 (row 2) estimates using (a) gTLP, (b) gLASSO, and (c)
SP
An early possible insight from the two simulations is that gTLP and to a lesser degree
gLASSO are best when responses are generally distinguishable between components.
The additional thresholding parameter when using TLP may be advantageous when
the distance between component coefficient vectors is dominated by one parameter.
Similarly, it may be valuable to truncate penalization in order to reduce the effect of
penalizing samples that are truly in different subpopulations. However, the SP method
was the only method that could distinguish components in the scenario where the Yi’s
overlapped for the two components.
5.4 Examples
The final data section shows examples from two nonsimulated data sets. In the first
the number of components is known, allowing the method to be tested on a real data
set. The second data set exploration represents an extension of our methodology to the
investigation of how a third factor may influence the relationship between two other
factors (and possibly allow for population partitioning based on this influence).
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5.4.1 Coffee Data
In 1973 Streuli presented coffee data collected from 43 samples of one of two varieties:
Arabica or Robusta. The data is available in the pgmm R package built by McNicholas
et al. (2011) and consists of measurements for chemical properties such as "water"
and "caffine" content, the variables used in our analysis. The seven Robusta samples
are plotted with pluses on the top of plot Figure 5.6(a), and their fitted regression
line with a positive effect for water is provided. The caffine and water relationship for
the remaining thirty-six Arabica samples are represented by circles surrounding their
decreasing fitted regression line.
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Figure 5.6: (a) Caffine and Water scatterplot with fitted regression lines (b) Caffine
distribution
Compare the coffee plots in Figure 5.6 to those of our first simulation in Figure 5.1
and note the (slightly less) distinct groupings of outcomes by variety of coffee. In the
simulation setting the gTLP method was superior to the gLASSO, which was in turn
superior to the semiparametric method. In particular, the semiparametric method pro-
duced parameter estimates of the regression coefficients further from the true values.
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The results are even more extreme for the real data example. The coefficient estimates
for all three methods are presented in Figure 5.7, starting with SP for comparison. Be-
cause the true variety is known, lighter colored lines are used for the seven Robusta
samples.
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Figure 5.7: β0 (row 1) and β1 (row 2) estimates using (a) SP (b) gTLP and (c) gLASSO
The semiparametric approach does not distinguish between the two varieties. In fact,
for K ≤ 5 the method sees the 43 samples as essentially one population. This result
held for 10 different random starting values. Both the gTLP and gLASSO approaches
show evidence of two groups, particularly in the β1 parameters (second row), as the
penalty is decreased. There is only small separation in the intercept parameters espe-
cially across varieties (more in gTLP than gLASSO), but this is not unexpected after
examining fitted lines in Figure 5.6(a). Perhaps the biggest difference between the two
varieties when examining Figure 5.6(a) is the likely direction of the β1i’s. Importantly,
the gTLP method estimates more positive β1i’s for the Robusta samples than gLASSO
as λ decreases. The effect is noticeably better fits at a sample level (Figure 5.8(b) versus
(c)) when applying the λ associated with the smallest individual GCV value.
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Figure 5.8: Scatterplot coffee sample level regression estimates using (a) SP (b) gTLP
and (c) gLASSO
From Figure 5.8(a) it is clear that the SP does not find evidence of multiple subpop-
ulations. In this plot the posterior weighted regression lines (K = 2) for each sample
are plotted. In contrast both penalized regression approaches do see two varieties, but
the gTLP outperforms gLASSO in capturing the key difference in varieties: likely re-
gression coefficient direction. The results provide evidence that the success of penalized
regression with a group feature (gTLP in particular) demonstrated by simulation can
also hold in real data settings.
5.4.2 Saccharomyces Cerevisiae Cell-cycle Data
The first simulation and real coffee data support the promise of our gTLP methodology.
Natural questions emerge in our setting that we will start to address in this section.
First, what factors lead to the underlying subgroups? In particular, how do the various
methodologies perform when the relationship between our independent and outcome
variables is dependent on the value of a third variable? Finally, what if this third variable
is continuous? That is, what if the subpopulation definition is really a continuum and
not a strict ordinal classification?
In a genetics context this situation was considered by Li (2002) in the development
of the liquid association (LA) statistic. LA is the quantification of the dependency of
the coexpression (as correlation) of two genes on a third gene. Ho et al. (2011) extended
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the statistic to variable triplets with more complex codependencies. Specifically, Ho and
colleagues created the modified liquid association (MLA) statistic and demonstrated its
value on the Saccharomyces cerevisiae cell-cycle data set from Spellman et al. (1998).
Ho et al. (2011) defined modified liquid association (MLA) as the expected value of
change in X1 and X2’s conditional correlation with a standard normal X3. Specifically,
MLA(X1, X2|X3) = E{h′(X3)} = E{h(X3)X3} where h(X3) = ρ(X1, X2|X3).
This data is available in the R package LiquidAssociation from Ho (2009). The RNA
abundance measures of eleven gene triplets in the Saccharomyces cerevisiae met the
criterion used by Ho et al. (2011) for large MLA, indicating strong evidence that the
correlation of two of the genes depends on a third. Using this data we can begin studying
our new methods in a setting where Ho et al. documented evidence of a linear relation-
ship between two continuous variables impacted by a known third continuous variable.
The results begin to provide some insight into the questions posed above.
We studied the 69 samples with RNA values for all variables in the triplet consist-
ing of the MF(ALPHA)2, HSP12, and WSC4 genes. Figure 5.9(a) shows the pairwise
scatterplots among the three genes. The lower diagonal panels provide pairwise 68%
concentration ellipses with a loess smoothed curve.
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Figure 5.9: (a) MF(ALPHA)2 and HSP12 scatterplot (b) SP (c) gTLP (d) gLASSO
Ho et al. (2011) found good evidence that the relationship between the MF(ALPHA)2
and HSP12 genes was dependent on the WSC4 gene. Thus, we regressed the RNA
abundance of MF(ALPHA)2 onto the corresponding abundances of HSP12 by the SP,
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gTLP,and gLASSO methods. We then explored basic ways to capture the dependance
on the WSC4 gene by comparing our subject-specific regression slope estimates and their
respective WSC4 abundances.
Figure 5.9(b), (c), and (d) focus on the regression coefficient of HSP12 which we
label β1. The SP results in plot (b) seem to indicate two or three groups. However, the
pseudo likelihoods provided by the spregmix function favor 5 or 9 groups and not 2 or
3, preventing strong conclusions about a subpopulation structure from being drawn. By
design the penalized regression approaches permit divergence in the sample level βˆ1i (if
it exists). In this sense the fan patterns shown in Figures 5.9(c) and (d) are not un-
expected. Moreover, the thresholding parameter of the gTLP does seem to allow some
loose clustering for sufficiently small λ that is not apparent with gLASSO. Comparing
the gTLP to the SP, we see the penalized regression approach can provide better insight
into the degree of clustering. The example here illuminates that gTLP is more flexible
than SP in that it will not force aggregation that may not exist. This property could
prove valuable when the relationship between two variables is fluid and not easily cate-
gorized by clustering methods but still can be described meaningfully in the context of
a third factor. For example, if the third gene (WSC4) truly affects the relationship of
MF(ALPHA)2 and HSP12, then consideration of each sample’s WSC4 abundance should
yield insight into the pattern shown in the gTLP results. Consequently, there should be
some predictable structure in the fan pattern dependent on the samples’ corresponding
WSC4i RNA abundances. The final set of Figures (5.10) begins to describe this de-
pendence by revealing a simple but distinct pattern when the samples are classified by
tertile of WSC4.
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Figure 5.10: (a) WSC4i and β1i scatterplot with Loess curve (b) mean gTLP by tertile
(c) distribution of β1’s by tertile for fixed λ = 0.01 and τ = 2
In Figure 5.10 (a) a Loess curve is fit to a scatterplot of the WSC4i RNA abundances
and the β1i’s from the subject-specific regression models estimated with λ = 0.01 and
τ = 2. The curve shows a distinct positive linear trend for the smaller and larger WSC4
abundances and a flattened area for the average values. Therefore, we divided the WSC4
abundances into tertiles as a form of partioning the population. The mean coefficient
estimate by tertile for each value of λ is plotted Figure 5.10 (b). The first tertile is plotted
with circles, the second with triangles, and the largest third of WSC4 abundances with
plus signs. We see a modest pattern based on the tertiles. The coefficients within higher
WSC4 tertiles are in general larger as λ decreases. Even with the basic exploratory
analysis used here, the gTLP can provide some insight into how association between two
genes depends on a third genetic covariate. This can be seen better in panel (c) where
the βˆ1i distributions by tertile are plotted for the (λ,τ) value with the lowest GCV value.
The MLA value was 0.522 for our triplet as reported in Ho et al. (2011), a value which
indicated a significant dependency on WSC4 of the correlation between MF(ALPHA)2
and HSP12. Our method examines an association between the third variable, WSC4,
and the regression coefficients for predicting each sample’s MF(ALPHA)2 value from its
HSP12 measure; specifically, the samples’ coefficients for MF(ALPHA)2 regressed onto
HSP12. Using even a simple metric like correlation we find a strong association. In this
example the correlation between the βˆi1 and the WSC4 abundances for the 69 samples
82
was 0.55.
The relatively large correlation value shows the potential for using comparisons be-
tween the gTLP coefficient estimates and the actual values of a third gene as a comple-
ment to MLA for capturing the dependency of the relationship between two factors on
a third. The MLA calculation requires specification of the third variable, but the gTLP
approach does not when estimating regression models. Therefore, the gTLP derived es-
timates can be compared to multiple candidate variables or sets of candidate variables.
The novel gTLP holds promise as an complement to MLA by providing sample-level
regression estimates that can be integrated into potentially quick exploratory analyses.
5.5 Discussion
The article has provided evidence using real data supported by simulation that our new
grouping pursuit gTLP method, and to a lesser extent a grouping pursuit gLASSO, han-
dles certain types of problems for which previous methods such as Hunter and Young’s
semiparametric approach were not successful. Our novel gTLP approach was successful
in scenarios using FMR when responses generated by different component regression
models were distinguishable. The gTLP method, which applies group penalization to
differences between coefficient vectors, was able to correctly classify subpopulations and
provide good subject level estimates of regression coefficients. While warranting further
investigation, the truncation threshold parameter (τ) used by the gTLP may improve on
gLASSO methods by weighting the penalty more towards within component differences.
If the responses from different component regression models are well separated, the gTLP
may be better than gLASSO at maintaining between component/subpopulation sepa-
ration in the coefficients while reducing within component differences. In addition, this
work confirms that group penalties, such as gTLP and gLASSO, can improve compo-
nent identification and regression model estimation over their corresponding coefficient
specific penalties, TLP and LASSO.
Importantly, our new method focuses on the estimation (and then clustering) of
individual regression models. This holds great promise for application to personalized
medicine. In the present work we have only begun to show how a different grouping
approach to penalized regression may be able to overcome some of the limitations of
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current approaches. The simulations were basic and do not cover a large range of possible
combinations of component models, but they do provide support for gTLP’s value in
the essential setting (single variable) needed for analysis of more complicated scenarios.
Future work will need to apply the method to more scenarios to further define the class
of problems for which gTLP shows strong promise. A particular problem of interest
occurs when a variant has a true effect for only one of several subsets of the population.
Also, future work must include scenarios with more covariates and variable selection
features in addition to grouping features. The work to date employed the squared
loss function only, but the method could be modified to accommodate different loss
functions that might better serve a problem. For example, it could be interesting to
look at an L1 function in data with outliers. The authors thought it advantageous to
show how the penalty magnitude could uncover a hierarchal structure; thereby, showing
the potential for different partitions of the population as for the MLA example. Finally,
in our examples the GCV was successful at choosing a single set of coefficient estimates
among those generated by different threshold and penalty values, but it will be beneficial
to revisit this issue and potentially develop a better criterion for selecting optimal tuning
parameters and the number of components (if indeed they exist). Our main goal here is
to demonstrate the feasibility and promise of our proposed penalized regression approach
as a proof of concept.
Chapter 6
Conclusion and Discussion
The work presented above provides evidence that penalized regression can be valuable
in translating genetic information. Analysis using simulated and real data show its
potential to advance risk prediction, even in the presence of environmental covariates.
A new statistic has potential as a useful tool for assessing the relationship between the
genetic information in a genome region and a disease outcome. Finally, the initial success
of a new semiparametric group penalized regression approach reveals its potential as a
clustering methodolgy that can partition populations into risk groups.
The individual chapters give context-specific insight on the strengths and limitations
of the three approaches. Taken collectively there is strong evidence to advance the
Truncated L1-Penalty (TLP) as a candidate on par with the LASSO or ridge regression.
First, it outperformed other penalties in some of the prediction scenarios in the second
and third chapters. Second, the group version (gTLP) was demonstrably superior to
group LASSO in the FMR setting. While its additional thresholding parameter can
result in improved function, it can also complicate computation and cross-validation
(relating to parameter choice). Future work will need to address these issues beyond
what is shown in this dissertation.
A broad theme in the second through fourth chapters is penalty choice. More specif-
ically, how the choice of penalty influenced the strength of conclusions with respect to
prediction, classification, power analysis, and true associated variant identification. This
was in no way surprising, but the results reinforce the value in gaining more understand-
ing of why the different penalty features have such an impact in different genetic settings.
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If possible, future work will need to provide more insight into how to choose a penalty
to best leverage a genetic architecture.
The work that I am most excited about going forward was established at the proof-
of-concept level in the fifth chapter. The gTLP clustering methodology can be taken
in many directions. In fact, some of this has already begun. The technical strength of
the method can be improved by better addressing the issue of identifiability. A natural
extension needed to impact genetics questions is to increase dimensionality, eventually
applying to the p >> n setting. One possible enhancement is to introduce additional
penalties; for example, address the identifiability with an additional ridge penalty and
address high dimensionality with an added variable selection penalty. A major goal is
to create a general hierarchical clustering tool; thus, it will be necessary to find criteria
for cases where more than two subgroups can be found, even if the boundaries are fluid.
The examples provided in Chapter 5 begin to show the potential of the tool, but they
also reveal concerns that must be addressed.
This dissertation work in its entirety can be describe as solving initial problems on the
path to personalized medicine. The collective work shows how penalized regression can
be used in more and more settings, and the reported results substantiate the potential
of our new penalized-regression based statistical tools. In each of the three settings,
though, limitations were found that must be addressed before the new methodologies can
make more meaningful contributions to the field. As this dissertation is the cornerstone
of my career, future work will focus (at least initially) on adapting and evolving the
methodologies in order to solve increasingly more challenging problems.
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