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1. Introduction
In 1991, Katsuura [10] published an example of a continuous nowhere differentiable function based on a ﬁxed-point
method. Let X = [0,1]2 denote the unit square of the plane and let K(X) denote the set of non-empty, compact subsets
of X . K(X) is a complete metric space in the Hausdorff metric (see, for example, Theorem 2.4.4 of Edgar [3]). Let A1, A2,
and A3 be aﬃne contractions on X given by the following rules: for (x, y) ∈ X, let
A1(x, y) = (x/3,2y/3), A2(x, y) =
(
(2− x)/3, (1+ y)/3), A3(x, y) = ((2+ x)/3, (1+ 2y)/3).
Given F ∈K(X), let
A(F ) = A1(F ) ∪ A2(F ) ∪ A3(F ).
Let G0 = {(x, x): x ∈ [0,1]} and, for k 1, let Gk = A(Gk−1). Katsuura showed that A is a contraction map on K(X). As such,
there is a unique ﬁxed-point G of A in K(X), and Gk → G in the Hausdorff metric; see, for example, Theorem 8.3 of [4].
For each k  0, Gk is the graph of a continuous function, which we will denote by fk; see Fig. 1. The set G is the graph of
a function f , which is Katsuura’s function. Katsuura showed that the sequence of functions { fn} converges uniformly to f
and that f is continuous but nowhere differentiable. Kuttler [14] has shown that Katsuura’s function is an example of a
Kiesswetter curve and that its Hausdorff–Besicovitch dimension is log(5)/ log(3) ≈ 1.465. Edgar [3, p. 200ff], gives a nice
account of Kiesswetter curves. Thim [15] has written an excellent survey of the history of continuous, nowhere differentiable
functions.
Chuang and Lewis [2] studied the increments of Katsuura’s function and showed that if x is chosen uniformly from the
interval [0,1), then ln | f (x + hk) − f (x)|, suitably normalized, converges in measure to a standard normal random variable
as hk → 0+ along either hk = 1/3k or hk = 2/3k , k → +∞. A principal defect in this work is the severe restriction on the
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form of the increment; it is the aim of this present work to remove this restriction and introduce some new techniques in
proof.
Let γ = ((2/3)(1/3)(2/3))1/3 be the geometric mean of the y-contraction ratios of Katsuura’s function, let μ = − log2 γ ,
and let σ = √2/3. For (x,h) ∈ [0,1)2 and k 0, let
Δk(x,h) = log2
∣∣ f (x+ 3−kh)− f (x)∣∣+ kμ.
Our main result asserts that {Δk(x,h): k  1} satisﬁes the strong law of large numbers, the central limit theorem, and the
law of the iterated logarithm on the probability space [0,1)2 endowed with Lebesgue measure. Hereafter we will write m1
and m2 for linear and planar Lebesgue measure respectively.
Theorem 1.1.
(a) For almost every (x,h) ∈ [0,1)2 with respect to m2 ,
lim
k→∞
Δk(x,h)
k
= 0.
(b) For all real numbers a < b,
m2
{
(x,h) ∈ [0,1)2: Δk(x,h)
σ
√
k
∈ (a,b]
}
→ 1√
2π
b∫
a
e−x2/2 dx
as k → ∞.
(c) For almost every (x,h) ∈ [0,1)2 with respect to m2 ,
limsup
k→∞
Δk(x,h)
σ
√
2k log log(k)
= 1.
This theorem asserts, in various ways, that the typical increment satisﬁes
log2
∣∣ f (x+ 3−kh)− f (x)∣∣= −kμ + o(k) as k → ∞,
or, with less precision, that | f (x + 3−kh) − f (x)| ≈ γ k as k → ∞. In other words, the typical increase in the function f at
the scale 3−k is on the order of γ k .
Probabilistic properties of continuous nowhere differentiable functions have been investigated by Kono [11] and Gamkre-
lidze [7] for Takagi’s function and by Gamkrelidze [6] for Weierstrass’ function. Katsuura’s function is closely related to the
self-aﬃne and nearly self-aﬃne functions. These function classes were introduced and studied by Kono; see [12] and [13].
Kamae [8] enlarged the deﬁnition of a self-aﬃne function and showed that a self-aﬃne function is equivalent to a ﬁnite
automaton. Kamae and Keane [9] studied self-aﬃne processes and established, among other things, their weak convergence.
In particular they showed that the Rudin–Shapiro process, a process derived from the Rudin–Shapiro self-aﬃne function, has
numerous Brownian motion-like properties. Katsuura’s function, however, is neither self-aﬃne nor nearly self-aﬃne. This is
essentially a consequence of Eq. (11), which can be used to show that the localization set of f is inﬁnite; see §2 of [9]. We
develop this connection between the self-aﬃne functions and Katsuura’s function in more detail in Comment 2.1.
There are two key steps in the proof of Theorem 1.1: ﬁrst, we express Δk(x,h) as the sum of a random walk and a
residual part (see Proposition 3.1); second, we show that this residual part is of smaller order than
√
k as k → ∞ for almost
every (x,h) (see Proposition 3.3). Consequently limiting properties of Δk(x,h) are inherited from the corresponding random
walk. Thus the three parts of Theorem 1.1 can be seen to correspond to the strong law of large numbers, the central limit
theorem, and the law of the iterated logarithm for random walk. The second step in our work, the analysis of the residual
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as follows: for each Borel set A ⊂ R1, let
ν(A) = m1
{
x ∈ [0,1]: f (x) ∈ A}.
Theorem 1.2. Let q = ln(2/3)/ ln(1/3) ≈ 0.369. If [a,b] ⊂ [0,1], then
ν
([a,b]) 6(b − a)q.
A related result is present in Chuang and Lewis [2], but the proof we give here has been substantially revised.
2. Preliminary deﬁnitions and results
Throughout x will denote a nonnegative real number. Given x, let
x(k) = xk =
⌊
3kx
⌋
(mod 3).
The numbers {xk} are the ternary digits of x. Of course, we can recover x through
x =
∞∑
k=−∞
xk/3
k,
and we will write
x = . . . x−2x−1x0.x1x2x3 . . .
for the ternary expansion of x. Let
χk(x) =
{
1 if xk = 1,
0 if xk 	= 1.
Given a nonnegative integer n, let Tn : [0,∞) → [0,∞) according to the rule
Tnx =
⌊
3nx
⌋
/3n. (1)
Tn acts as a truncation operator on the ternary expansion of x, truncating x after the nth digit, xn . Likewise let
Snx = 3nx− ⌊3nx⌋. (2)
Sn acts as a shift operator on the ternary expansion of x. We observe for future reference that SnTn+1 = T1Sn for each
n 0. Let
σn(x) =
n∑
k=−∞
χk(x), (3)
which counts the number of 1’s in the ternary expansion of 
3nx, and let
pn(x) = (2/3)n−σn(x)(−1/3)σn(x) = 2
n(−2)−σn(x)
3n
. (4)
The function σn(x) will play a critical role in the proof of Theorem 1.1. The key observation is that the random variables
{χk(x): k  1} are independent and identically distributed with respect to m1 on [0,1); see, for example, Section I.11 of
Feller [5] or Chapter 1, Section 1 of Billingsley [1]. Thus {σn(x),n 0} is a random walk.
Here is the main result of this section.
Proposition 2.1. For each j  1 and for t ∈ [0,1),
f (t) = p j(t) f
(
S jt
)+ f (T jt). (5)
Proof. The functions { fn} satisfy: for n 1 and for t = .t1t2 . . . ∈ [0,1),
fn(t) =
⎧⎪⎪⎨
⎪⎪⎩
2
3 fn−1(St) if t1 = 0,
− 13 fn−1(St) + 23 if t1 = 1,
2 f (St) + 1 if t = 2.
(6)3 n−1 3 1
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f (t) =
⎧⎪⎪⎨
⎪⎪⎩
2
3 f (St) if t1 = 0,
− 13 f (St) + 23 if t1 = 1,
2
3 f (St) + 13 if t1 = 2.
(7)
We can rewrite (7) in the compact formula: for t ∈ [0,1),
f (t) = p1(t) f (St) + f (T1t), (8)
which yields (5) in the case j = 1. Now let us assume that the claim of Proposition 2.1 is valid up to index j  1; thus, for
t ∈ [0,1),
f (t) = p j(t) f
(
S jt
)+ f (T jt). (9)
If we replace t by T j+1t , then
f (T j+1t) = p j(T j+1t) f
(
S j T j+1t
)+ f (T j T j+1t)
= p j(t) f (.t j+1) + f (T jt). (10)
But
f
(
S jt
)= p1(S jt) f (S(S jt))+ f (T1(S jt))= p1(S jt) f (S j+1t)+ f (.t j+1).
If we substitute this into Eq. (9), then, by (10),
f (t) = p j(t)
(
p1
(
S jt
)
f
(
S j+1t
)+ f (.t j+1))+ f (T jt)
= p j(t)p1
(
S jt
)
f
(
S j+1t
)+ p j(t) f (.t j+1) + f (T jt)
= p j+1(t) f
(
S j+1t
)+ f (T j+1t),
completing our proof. 
Comment 2.1. At this point we can observe an interesting connection with the self-aﬃne functions of Kono and Kamae. If
n 0, 0 i < 3n − 1, and h ∈ [0,1), then, by Proposition 2.2,
f
(
(i + h)3−n)− f (i3−n)= ±γ n f (h)2n/3−σn(i3−nr),
where, you will recall, γ = ((2/3)(1/3)(2/3))1/3 is the geometric mean of the y-contraction ratios of Katsuura’s function.
This should be compared with, for example, Deﬁnition 1 in the paper of Kamae [8]. If not for the presence of the term
2n/3−σn(i3−n) , f would be a self-aﬃne function in the sense of Kono and Kamae to the base r = 3 and order α = − log3(γ ).
While f is deﬁned properly on [0,1], we can extend it in a natural way. If 3k−1  x < 3k , k 1, then deﬁne
f (x) =
(
3
2
)k
f
(
x/3k
)
.
Proposition 2.2. Eq. (5) is valid for all nonnegative real numbers t.
Proof. Let us assume that 3k−1  x < 3k for some k 1 and let n 0. Then
f (x) =
(
3
2
)k
f
(
x/3k
)=
(
3
2
)k
pn+k
(
x/3n+k
)
f
(
Sn+k
(
x/3k
))+
(
3
2
)k
f
(
Tn+k
(
x/3k
))
.
It is easy to see that Sn+k(x/3k) = Snx and Tn+k(x/3k) = (Tnx)/3k . Likewise σn+k(x/3k) = σn(x); thus,
pn+k
(
x/3k
)=
(
2
3
)k
pn(x).
Hence
f (x) =
(
3
2
)k(2
3
)k
pn(x) f
(
Snx
)+
(
3
2
)k
f
(
(Tnx)/3
k)
= pn(x) f
(
Snx
)+ f (Tnx),
as was to be shown. 
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rational numbers of depth k, and let D =⋃k0 Dk . For α ∈ Dk ∩ [0,∞), deﬁne
N = max{ j  k: α( j) 	= 2}.
Since the ternary expansion of an element of Dk has a block of 0’s on the left, the number N is well deﬁned. For example,
in D4, if α = 0.2012, then N = 3 and if α = 02.2222, then N = −1.
Proposition 2.3. Let α ∈ Dk ∩ [0,∞) and let β = α + 3−k, the next largest element of Dk. Then
σk(β) =
{
σk(α) + 1 if αN = 0,
σk(α) − 1 if αN = 1.
Proof. We will relate the ternary digits of α to those of β . Consider the ternary expansions of α and 3−k . In adding these
expansions, the digit 1 of 3−k will carry over the terminal block of 2’s (possibly empty) on the right in the expansion of α;
each of these 2’s in α will be replaced by a 0 in β , having no net effect on the value of σ from these digits. The carrying
process will continue until the digit αN is reached. If αN is a 0, then βN = 1; if αN = 1, then βN = 2. Since α j = β j for
j < N , the result follows. 
3. The increment
For x,h ∈ [0,1) and k 1, let α = Tkx, τ = Skx, θ = (τ + h) (mod 1), and
Rk(x,h) =
⎧⎪⎨
⎪⎩
f (θ) − f (τ ) if τ + h < 1,
1− 2 f (θ) − f (τ ) if τ + h 1 and αN = 0,
1− 12 f (θ) − f (τ ) if τ + h 1 and αN = 1.
Proposition 3.1. For x,h ∈ [0,1) and k 1,
f
(
x+ 3−kh)− f (x) = pk(x)Rk(x,h). (11)
Proof. By Proposition 2.1 or 2.2,
f (x) = f (α + 3−kτ )= pk(α) f (τ ) + f (α).
Let
ε =
{
1/3k if τ + h 1,
0 if otherwise.
Then
f
(
x+ 3−kh)= f (α + ε + 3−kθ)= pk(α + ε) f (θ) + f (α + ε).
If ε = 0, then
f
(
x+ 3−kh)− f (x) = pk(α) f (θ) + f (α) − pk(α) f (τ ) − f (α)
= pk(α)
(
f (θ) − f (τ )).
If ε = 1/3k , then let u ∈ [0,1) and observe that f (α +uε) = pk(α) f (u)+ f (α) by Proposition 2.1. Since f is continuous and
f (1) = 1, it follows that f (α + ε) − f (α) = pk(α). Thus, in accord with Proposition 2.3,
f
(
x+ 3−kh)− f (x) = −2±1pk(α) f (θ) + f (α) + pk(α) − pk(α) f (τ ) − f (α)
= pk(α)
(−2±1 f (θ) − f (τ ) + 1).
The plus or minus sign is chosen according to whether αN = 0 or 1. 
Proposition 3.2. Let q = ln(2/3)/ ln(1/3). There exists a positive constant C such that, for each δ ∈ (0,1) and k 1,
m2
{
(x,h) ∈ [0,1)2: ∣∣Rk(x,h)∣∣< δ} Cδq.
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A = {α ∈ Dk ∩ [0,1): αN = 0},
B = {α ∈ Dk ∩ [0,1): αN = 1}.
With respect to m1, Tkx and Skx are independent random variables and each is uniformly distributed. Thus, by the law of
total probability,
m2
{∣∣Rk(x,h)∣∣< δ}= 1
3k
∑
α∈A
1∫
0
m2
{∣∣Rk(x,h)∣∣< δ ∣∣ Tkx = α, Skx = τ}dτ
+ 1
3k
∑
α∈B
1∫
0
m2
{∣∣Rk(x,h)∣∣< δ ∣∣ Tkx = α, Skx = τ}dτ . (12)
If α ∈ A, then
m2
{∣∣Rk(x,h)∣∣< δ ∣∣ Tkx = α, Skx = τ}= m1{0 h < 1− τ : ∣∣ f (τ + h) − f (τ )∣∣< δ}
+m1
{
1− τ  h < 1: ∣∣1− 2 f (τ + h − 1) − f (τ )∣∣< δ}
= m1
{
τ  s < 1:
∣∣ f (s) − f (τ )∣∣< δ}
+m1
{
0 s < τ :
∣∣ f (s) − (1− f (τ ))/2∣∣< δ/2}
< 6
(
2q + 1)δq,
where we have used Theorem 1.2 to obtain this last bound. If α ∈ B , then a similar analysis demonstrates that
m1
{∣∣Rk(x,h)∣∣< δ ∣∣ Tkx = α, Skx = τ}< 6(2q + 4q)δq.
Upon substituting these bounds back into Eq. (12), we obtain
m2
{
(x,h) ∈ [0,1)2: ∣∣Rk(x,h)∣∣< δ}< Cδq,
as was to be shown. 
Proposition 3.3. For almost all (x,h) ∈ [0,1)2 with respect to m2 ,
lim
k→∞
log2 |Rk(x,h)|√
k
= 0.
Proof. Let ε > 0 be given and observe that −∞ log2 |Rk(x,h)| 1. Thus, for ε
√
k 1,
m2
(∣∣ log2 ∣∣Rk(x,h)∣∣∣∣> ε√k )= m2(log2 ∣∣Rk(x,h)∣∣< −ε√k )
= m2
(∣∣Rk(x,h)∣∣< 2−ε
√
k)
 C2−qε
√
k,
by Proposition 3.2. Since this ultimate term forms a summable sequence, it follows that
∞∑
k=1
m2
(∣∣ log2 ∣∣Rk(x,h)∣∣∣∣> ε√k )< ∞.
By the Borel–Cantelli lemma,
limsup
k→∞
| log2 |Rk(x,h)||√
k
 ε
for almost every (x,h) ∈ [0,1)2 with respect to m2. And, since this is true for every ε > 0, our claim is established. 
Proof of Theorem 1.1. By Eqs. (11) and (4), we ﬁnd
Δk(x,h) = log2
∣∣ f (x+ ·3−kh)− f (x)∣∣+ kμ = log2 ∣∣pk(x)∣∣+ log2 ∣∣Rk(x,h)∣∣+ kμ
=
(
k − σk(x)
)
+ log2
∣∣Rk(x,h)∣∣.3
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large numbers,
lim
k→∞
k/3− σk(x)
k
= 0,
for almost every x ∈ [0,1) with respect to m1. By the central limit theorem, for all real numbers a < b,
m1
{
x ∈ [0,1): k/3− σk(x)
σ
√
k
∈ (a,b]
}
→ 1√
2π
b∫
a
e−x2/2 dx
as k → ∞. Likewise for the law of the iterated logarithm. Accordingly, items (a)–(c) of Theorem 1.1 follow from Proposi-
tion 3.3, as was to be shown. 
4. The occupation measure of Katsuura’s function
In this section we give a proof of Theorem 1.2. For x ∈ R, let ϕ1(x) = (3/2)x, ϕ2(x) = 2− 3x, and ϕ3(x) = (3x− 1)/2.
Proposition 4.1. For each Borel set A ⊂ R,
ν(A) = 1
3
ν(ϕ1A) + 1
3
ν(ϕ2A) + 1
3
ν(ϕ3A).
Proof. First observe that
ν(A) = m1
{
0 x 1/3: f (x) ∈ A}+m1{1/3 x 2/3: f (x) ∈ A}
+m1
{
2/3 x 1: f (x) ∈ A}.
By (7) and properties of Lebesgue measure,
m1
{
0 x 1/3: f (x) ∈ A}= m1{0 3x 1: (2/3) f (3x) ∈ A}
= 1
3
m1
{
0 u  1: f (u) ∈ ϕ1A
}
= 1
3
ν(ϕ1A).
The remaining two terms can be treated in a similar fashion. 
For n 0 and  ∈ Z, let I,n = [/3n, ( + 1)/3n]. Observe that if i ∈ {1,2,3},  ∈ Z, and n 1, then there exists a unique
i ∈ Z such that
ϕi(I,n) ⊂ Ii ,n−1.
Consequently, by Proposition 4.1,
ν(I,n)
1
3
ν(I1,n−1) +
1
3
ν(I2,n−1) +
1
3
ν(I3,n−1). (13)
Proposition 4.2. For each n 0 and 0  < 3n,
ν(I,n)
{
(2/3)n if I,n ⊂ [1/3,2/3],
(1/2)(2/3)n if I,n ⊂ [0,1/3] ∪ [2/3,1].
Proof. Since {x ∈ [0,1]: f (x) = 0} = {0} and {x ∈ [0,1]: f (x) = 1} = {1}, ν(A) = ν(A ∩ (0,1)) for every Borel set A ⊂ R.
Obviously ν([0,1]) = 1, which establishes the case n = 0. Since
ϕ1[0,1/3] = [0,1/2], ϕ2[0,1/3] = [1,2], ϕ3[0,1/3] = [−1/2,0], (14)
it follows from Proposition 4.1 and the symmetry of f that
ν
([0,1/3])= 1
3
ν
([0,1/2])= 1
6
.
Likewise ν([2/3,1]) = 1/6 hence ν([1/3,2/3]) = 2/3. Thus we have established our claim for the case n = 1.
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If I,n ⊂ [0,1/3], then, by (14), I2,n−1 ∩ (0,1) = ∅ and I3,n−1 ∩ (0,1) = ∅. Thus, by (13) and our induction hypothesis,
ν(I,n)
1
3
ν(I1,n−1) (1/3)(2/3)n−1 = (1/2)(2/3)n.
A similar argument treats the case I,n ⊂ [2/3,1]. If I,n ⊂ [3/9,4/9], then I1,n−1 ⊂ [1/2,2/3], I2,n−1 ⊂ [2/3,1], and
I3,n−1 ⊂ [0,1/6]. By our induction hypotheses, ν(I2,n−1)  (1/2)(2/3)n−1, ν(I3,n−1)  (1/2)(2/3)n−1, and ν(I1,n−1) 
(2/3)n−1; thus,
ν(I,n) (1/3)(2/3)n−1 + (1/6)(2/3)n−1 + (1/6)(2/3)n−1 = (2/3)n.
A similar argument handles the cases where I,n resides in either [4/9,5/9] or [5/9,6/9], as was to be shown. 
Proof of Theorem 1.2. Let I = [a,b] ⊂ [0,1] be given and let
n =min{k 0: [a,b] ⊃ I,k for some  ∈ Z}.
It follows that [a,b] must contain at least one interval of the form I j,n but must be contained by at most 6 such intervals.
Recall that q = ln(2/3)/ ln(1/3) ≈ 0.369; thus, (1/3)q = (2/3). Since b − a (1/3)n ,
ν
([a,b]) 6(2/3)n = 6((1/3)n)q  6(b − a)q,
as was to be shown. 
Comment 4.1. For each t ∈ R, let F (t) =m1{x ∈ [0,1]: f (x) t} denote the cumulative distribution function of f . For δ > 0,
let
ω(δ) = sup{∣∣F (t) − F (s)∣∣: s, t ∈ [0,1], |t − s| < δ}
denote the uniform modulus of continuity of F . Theorem 1.2 implies that ω(δ) 6δq , but it would be interesting to deter-
mine the precise rate at which ω(δ) converges to 0 as δ → 0+ .
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