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Systematized subject classification is essential for funding and assessing scientific projects. Con-
ventionally, classification schemes are founded on the empirical knowledge of the group of experts;
thus, the experts’ perspectives have influenced the current systems of scientific classification. Those
systems archived the current state-of-art in practice, yet the global effect of the accelerating scientific
change over time has made the updating of the classifications system on a timely basis vertually im-
possible. To overcome the aforementioned limitations, we propose an unbiased classification scheme
that takes dvantage of collective knowledge; Wikipedia, an Internet encyclopedia edited by millions
of users, sets a prompt classification in a collective fashion. We construct a Wikipedia network for
scientific disciplines and extract the backbone of the network. This structure displays a landscape
of science and technology that is based on a collective intelligence and that is more unbiased and
adaptable than conventional classifications.
PACS numbers: 07.05.Kf, 89.75.k, 89.75.Fb
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I. INTRODUCTIONS
It is essential to establish the subject classifications
as the instrument of information retrieval and decision
making [1]. Naturally, humankind has produced vari-
ous classification systems for the practical reasons, and
the taxonomy for science and technology is one of the
most demanded resources regarding the fact that sci-
ence and technology is the complex of the knowledge
composed of diverse correlated subjects. Since the as-
sessment of research output highly depends on the cur-
rent shape of classification system [2], it necessitates
∗E-mail: jinhyuk.yun@kisti.re.kr
†E-mail: wsjung@postech.ac.kr
constructing the unbiased classification system for the
science and technology. Conventionally, a group of ex-
perts dedicate their expertise to these classification sys-
tems, e.g. ASJC (SCOPUS), MeSH (NCBI), PACS and
PhySH (APS). For decades, these conventional classifica-
tion scheme show practical results [3,4], yet accelerating
the changes of real world make it impossible to respond
the current shape of science and technology timely due
to the limitation of individuals’ domain knowledge. Con-
ventional classification schemes begin to disclose the lim-
itations on flexibility, objectivity, and responsiveness. A
new systematic way requested.
On the opposite site, scholars attempted to describe
the shape of science and technology by mapping of pa-
per citation data to overcome the aforementioned limita-
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tions. They proposed the two-level hierarchical system of
natural science, social science and arts&humanities with
the three-step iterative process: cognitive-, pragmatic-,
and scientometric- approaches [5]. Nested maps of sci-
ence and technology with 14 factors, 172 categories, and
6 164 journals were also proposed [6]. Inspired by the
similarity of the network community structure and sci-
entific classification, community detection algorithm that
classifies the nodes by cluster are also applied. As the
illustrative example, scholars obtained a cognitive map
of astrophysics using topic affinity network with the In-
fomap algorithm [7,8]. Also, the publication-level clas-
sification of research publications was also detected with
the modularity optimization and compared with the pre-
defined external classification [10]. However, stressing
the fact that the overall journal review process accom-
panies long delay on publication, citations also accompa-
nies time lags. Accordingly, citation data of paper also
cannot trace fast-changing landscape of contemporary
science and technology.
Here, on the basis of collective intelligence data, we at-
tempt the systematic and quantitative extraction of the
structure of science and technology in the society. Col-
lective intelligence is the knowledge that emerges from
the systems of multiple agents, which evolves with the
competition and cooperation of many entities in systems.
Naturally, it has high receptivity for the social change;
we thus choose to take advantage of such collective in-
telligence. Accordingly, we supposed that an extensive
encyclopedic collective intelligence data produced on the
web might be suitable for such analysis. Wikipedia is
free on-line encyclopedia editing by volunteers who edit
and debate the contents in real time. As the represen-
tative example of collective intelligence, Wikipedia data
has been widely investigated. The dynamics and pattern
of modification in Wikipedia were investigated, and clear
evidence of bursty activity patterns is discovered [11,
12]. Oligarchy structure in editing behavior also reported
with the mechanistic model for intellectual interchanges
[13]. Taxonomy of Wikipedia was extracted by integrat-
ing WordNet and Wikitaxonomy [14].Also, the category
structure of Wikipedia was decoded as the concepts and
discovered the relations between concepts according to
the network structure [15]. They found that the titles are
an abundant collection of human knowledge. Wikipedia
reflects the landscape of the contemporary science and
technology without any delay.
In this paper, we construct the classification scheme
for science and technology with extracting the backbone
of the network on the advantage of collective intelligence.
The rest of the paper is organized as follows. In Section
II, we describe the Wikipedia meta data that use in our
study. In section III, we introduce the method to extract
the backbone of science and technology. We demonstrate
the extracted classification scheme can be verified with
the raw network and the All Science Journal Classifica-
tion (ASJC) that the new backbone does not ruin the es-
sential properties of both systems in Section IV. Finally,
we present our conclusion and discussion in Section V.
II. DATA AND NETWORK
CONSTRUNCTION
For the analysis, we use the September 09, 2017
dump of the metadata and category link data of Ko-
rean Wikipedia. For each metadata of the article, there
is name-space element, which indicates the role of the
article in 34 types. Specifically, we used the articles with
namespace 0 and 14, which are the contents page and
category page, respectively. Category-link data includ-
ing the reference relations from articles pointing to the
category also used to construct the network as the link
for science and technology classification scheme.
We construct a directed and unweighted network from
the data above. We assign a node as a category or a
page. A directed link connects if node A refers node B.
As the illustrative example, if complex system refers
statistical mechanics, we then assign directed link
from complex system to statistical mechanics. Be-
cause we consider both the articles and categories as
the node distinguished from the name, there is a pos-
sibility of homonyms from the different name-space,
e.g. Category:Natural science and Article:Natural
science; we thus merge multiple nodes sharing the
names into a single node. The category network is to
describe the entire interrelationship between the arti-
cles in Wikipedia that is essentially accompanying the
surplus nodes, so the filtering is required to construct
the classification scheme of science and technology. We
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thus use the subnetwork of nodes that can be reach-
able to Category:scientific discipline (분류:분야
별 과학 in Korean). As a result, the subnetwork is
composed of 568 676 nodes and 2 251 667 links in total.
Fig. 1. (Color online) The procedure of the reduction
process.
III. EXTRACTING THE BACKBONE OF
THE NETWORK
Although we already remove the inessential nodes for
the scientific classification in Section II, the network is
too dense to utilize as the scientific classification scheme;
uncovering a hierarchical structure is needed. We extract
the backbone of the network with following processes. i)
Pruning Process prunes insignificant links using shortest
path information. ii) Reduction Process reduces the net-
work using local structural information of the network.
1. Pruning Process
As the first step, we remove redundant links from the
shortest path information. We compute entire short-
est paths of all nodes to the root node (Scientific
discipline) and check whether a certain link is used
for a certain shortest paths or not. If the link does not
belong to the any of shortest paths, we remove the link.
During the pruning process, ∼ 61% redundant links are
eliminated. Specifically, only 871 766 links remain in the
pruned network out of 2 241 667 links (see Table 1).
2. Reduction Process
For the next step, we now employ the backbone ex-
tracting method that uses the information of common
neighbors of two connected nodes [16,17]. We calculate
impact vectors Yi = [yi,1, yi,2, ..., yi,n] for n parents of the
given node. The elements of impact vector displays the
influence of a certain parent node to the give node, which
is computed by linear combination of an out-similarity
vector Souti = [s
out
i,1 , s
out
i,2 , ..., s
out
i,n ] and an in-similarity vec-
tor Sini = [s
in
i,1, s
in
i,2, ..., s
in
i,n], which can be written as
Yi = f ∗ Souti + (1− f) ∗ Sini , (1)
where f is a control parameter that determines the ratio
of reliance between ancestors and descendants. This can
be chosen in real number between 0 and 1, yet we choose
the most basic value of f = 1/2. Here, the similarity
Souti,j , S
in
i,j is defined as
Souti,j = aij
∑
t6=i
1
koutt
∑
l
ailatl
kinl
, (2)
Sini,j = aij
∑
t6=i
1
kint
∑
l
alialt
koutl
, (3)
where aij is (i, j)
th a element of the network’s adjacency
matrix which is 1 if there exists a link from i to j, 0 oth-
erwise, and koutt , k
in
t is out-degree and in-degree of the
node t, respectively. We then define a set of peer nodes
pij , which are children of node j except node i to cal-
culate Souti,j (S
in
i,j). For out(in)-similarity, the similarity
is equivalent as the summation of the probability that
random walker starting at peer node l reaches the desti-
nation node i across the common ancestor(descendant)
node t in two step. For the out-similarity, the walker
moves along the direction for the first step, whereas the
walker traces back as the reverse direction of the link
for the second step. The order is reverse in case of in-
similarity.
Once we compute the impact vector, we reduce
the networks by removing the links with small im-
pacts. Specifically, we assign the reduction cutoff λ ∈
[0, 1] (real numbers between 0 and 1) that determine
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how much information of the pruned network pre-
served in the reduced network. We then delete links
to the nodes whose impact value yi,j < maxj(yi,j) −
λ [maxj(yi,j)−minj(yi,j)] (see Fig. 1). As the extreme
cases, all nodes with maximum values are selected for
λ = 0 and the pruned network without reduction is re-
tained for λ = 1. One should note that overall structure
of the reduced network varies with the reduction cutoff
λ; thus, finding adequate λ is crucial. Accordingly, we set
three criteria for appropriate λ and reduce the network
until the following conditions are satisfied:
1. All nodes in the original network is remained in the
reduced network.
2. The reduced network is in a single component.
3. The root node is reachable from all nodes in the
reduced network (at least one path).
Table 1. Size of the extracted backbones of the network:
i) the number of the nodes in the largest component (N),
ii) the number of the links (M), iii) link-node ratio (r),
and iv) the percentage of remained links compare with
original network(%M ) for different values of reduction
cutoff λ.
λ N M r %M
Original 568 876 2 241 667 3.941 100%
Pruned 568 876 871 766 1.532 38.89%
0.1 568 876 577 497 1.015 26.76%
0.01 568 876 571 787 1.005 25.51%
0 568 876 571 110 1.003 25.48%
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Fig. 2. (Color online) The number of distinct nodes as
the function of out-degree kout. Each color corresponds
to the reduction cutoff λ, which is control parameter.
IV. RESULTS
In Section III, we propose the reduction method to
extract category structure of science and technology in
Korean Wikipedia. A logical step forward is to assess the
possibility to use the reduced network as the alternative
classification scheme for science and technology. In this
section, we inspect the suitableness of the reduced net-
work as the taxonomy.
1. Properties of reduced network
We discover that the three criteria set in Section III
are not violated for our reduced network. Even though
we choose the smallest λ, the number of nodes in the
largest component maintained, whereas the number of
links consistently decreases with smaller λ (criteria 1 and
2; see Table 1). Also, all nodes are reachable to the root
node for all range of λ (criteria 3). The network is be-
coming sparser when reduction cutoff λ is closer to 0.
Only 25.48% of the links are remained in the extracted
backbone with λ = 0 in compare to the original network.
In addition, We observe the wide ranged out-degree dis-
tribution for larger value of λ (see Fig. 2). For example,
there is a node has 28 parent nodes for λ = 1. Because
the smallest λ (∼ 0) also meet all three criteria, we set
the smallest reduction parameter λ = 0 for the following
analysis.
The next question is whether nodes in the reduced net-
work can be sorted into clusters sharing common topics
with hierarchy. In other words, if the network function as
the classification scheme, the nodes should have an ac-
ceptable number of shortest paths to the root node, oth-
erwise the network can be clustered into a single group
with the complex interrelations. Indeed, nodes in the
pruned network have many alternative paths, e.g. a node
with 229 shortest paths to root nodes [see Fig. 3(a)]. In
that sense, the pruned network is improper to use as the
classification scheme. In contrast, nodes in the reduced
network have an adequate number of the shortest paths
compared to the pruned network [see Fig. 3(b) and (c)].
Moreover, our filtering method does not change the
shortest path length. The influence of the filtering is
strictly limited to the cutting redundant information
without ruining the hierarchal levels of the nodes. There-
fore, the processed network can be used as the classifica-
tion scheme for science and technology. The illustrative
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Fig. 3. (Color online) Properties of reduced network. (a)
Numbers of alternative shortest paths n for a given node
as the function of the shortest path length of the pruned
network lp. (b) Numbers of alternative shortest paths
n for a given node as the function of the shortest path
length of the reduced network network lo with reduction
cutoff lambda = 0. For (a) and (b), the color indicates
the number of nodes for a certain n and shortest path
[lp for (a) and lr for (b)] (c) Distributions of the number
of the shortest paths of given node in the pruned net-
work and the reduced network. (d) Correlation between
between lp and lr. For (d) the color denotes the number
of nodes of a certain pair of lp and lr
example is shown in Figs. 4 and 5, which is the visual-
ization of the network up to the second level and third
level, respectively. Both visualizations display the hier-
archal structure as well: seven major areas of science and
technology appear in the first level, subareas is attached
like branches of a tree. Interestingly, our classification
system has a multi-routed path to the discipline that
is absent in conventional classification system (Fig. 6),
which give the better description for the disciplines from
interdisciplinary sources.
2. Verification with a conventional classifications
Although reduced Wikipedia classification scheme is
well-defined to account the structure of science and tech-
nology described in Wikipedia, the new classification
scheme should be corresponding to the conventional sys-
tem, e.g. All Science Journal Classification (ASJC), at
least to some degree for practical use. For comparison, we
identified the equivalence ASJC entities for each nodes
in the reduced Wikipedia category network. The number
Fig. 4. (Color online) Illustrative example of the reduced
network. The graph is drawn up to second level that is
defined as the shortest path length from the root node.
Each label corresponds to the name of the first level node
of the group of the nodes.
Fig. 5. (Color online) Illustrative example of the reduced
network drawn up to third level. The level is defined as
the shortest path length from the root node.
of entities in ASJC is considerably smaller than those
of Wikipedia category network. Naturally, entities in
ASJC can be matched with the multiple nodes of the
reduced category network. For example, History and
philosophy of science in ASJC matched to History
of science and Philosophy of science in the re-
duced category network. Additionally, only 238 ASJC
subjects out of 329 subjects are matched with the ex-
tracted classification scheme because we neglect the frag-
mentary matched subjects to minimize the ambiguity.
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Fig. 6. (Color online) The sample paths of the con-
structed classification scheme with collective intelligence.
In this figure, the arrow is drawn in the reverse direction
of the actual link.
For verification, we define the levels as 1 for the sub-
ject areas (large categories) and 2 for the subject cate-
gories (small categories) for ASJC classification scheme,
whereas the shortest path length from the root node
is used as the level for the reduced Wikipedia classifi-
cation scheme. We then perform the correlation anal-
ysis between the levels of entries for two classification
schemes. Kendall’s τ rank correlation measures the ordi-
nal association between two sequences that range from
0 for the minimal correlation to 1 as the maximal corre-
lation. We used the modified version of Kendall’s τ rank
correlation (τb), to account the multiple ties essentially
accompanied in the level [19]. We observe the signifi-
cant positive correlation between two levels (τb ' 0.46)
reflecting the acceptability of the conventional subject
classifications. Fig. 7 shows the distributions of the re-
duced Wikipedia category network for the different levels
for matched ASJC categories. Two distributions clearly
fall into the different regime. Level 1 nodes mainly oc-
cupy higher levels (from 1 to 3) and level 2 nodes lo-
cated in the lower level (from 3 to 4). Interestingly, both
ASJC subject categories and areas do not match with the
Wikipedia categories with the level lower than 6, indi-
cating our new classification is more segmentalized than
the conventional classification scheme. KL-divergences
that measure the distance between two distributions
[18] are 1.01(first level→second level) and 0.711(second
level→first level).
It also should be noted that the order of level should
not be reversed in the new classification scheme for the
consistency, between two classification scheme. Accord-
ingly, we perform the analysis on the order of matched
ASJC levels by generating a minimal ASJC level se-
quence of reduced Wikipedia category network (see
Fig. 8(a). First, we select all shortest paths to root node
in the extracted classification scheme. In these paths,
there are some nodes that can be matched with ASJC or
not. We then drop the nodes that are not matched with
ASJC to extract the minimal matched path. Finally, the
minimal ASJC level sequence is generated by replacing
the node to the level of the matched ASJC areas in the
reduce path. For the sequence, we consider order is vio-
lated if the lower level, i.e. 2, appears before the higher
level, i.e. 1. As expected, all existing sequences do not
violate the ordinal sequences Fig. 8(b). Additionally, the
strings that have consecutive sequences observed. This
finding may imply that reduced Wikipedia category net-
work is more segmented than the coarse classification in
ASJC classification scheme, which is coherent with the
level distribution itself (see Fig. 7).
By incorporating the above evidences, reduced
Wikipedia category network has clear consistency
against the conventional classification scheme, i.e. ASJC.
Moreover, considering the detailed subdivisions in our
new classification system, it has clear advantage to de-
scribe contemporary science and technology compared to
the conventional systems.
V. CONCLUSION
In this study, we extract the Wikipedia category net-
work taking advantage of collective intelligence. A new
classification system has clear advantages: it has higher
receptiveness and responsiveness on the change of science
and technology. We propose the guidelines for deriving
the reduced network as classification scheme with crite-
ria, and verify our method does not violate any criteria
in all cases. In addition to the flexibility, the new clas-
sification scheme gives the more detailed description of
the scientific structure than conventional ones (compar-
ing fourteen levels depth of our classification with two
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Fig. 7. (Color online) The distributions for the level of
reduced Wikipedia category network for a given ASJC
level. Lw denotes the level of the extracted classification
scheme and LA denotes the level of the ASJC.
Fig. 8. (Color online) Schematic diagrams and result of
the validation method.
levels of ASJC classifications). We suggest that in-depth
analysis into interrelation between scientific research and
Wikipedia article may be warranted to enhance the im-
pact of our approach. Also, extending our analysis to
other language editions other than Korean Wikipedia
and refining the presented reduction method are left for
the further study. We hope that our approach sheds light
on establishing the unbiased real-time classification sys-
tem of the science and technology in the future.
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