This paper deals with the estimation of the time to contact in dynamic vision problems. A novel approach based on set membership estimation theory is proposed. It allows for the computation of bounds on the time to contact estimates in finite time.
Introduction
One of the main problems in robot visual navigation and in robot manipulation systems is the determination of the time to contact (or time to collision). In mobile robots, the recovery of this parameter is of paramount importance in collision avoidance and in braking. Reference [15] is one of the first papers where vision-based spatio-temporal techniques enable the robotic device to avoid collisions by computing the time to contact (see [7] for a comprehensive bibliography on the topic). The basic problem consists in computing the time needed for the observer to reach a fixed object, in the hypothesis that the relative velocity along the optical axis is kept constant.
Within the world of dynamic vision, this specific problem appears as a typical 'goal oriented' problem, in the sense that its solution does not require the complete 3-D scene reconstruction, but it can be accomplished in an efficient way by using only a partial solution of the general motion to structure problem. Two main approaches have been proposed in the literature. The first one (71 is based on differential invariants of the image velocity field (curl, divergence and shear), which are used to characterize the changes in the shape of objects in the scene due to the relative motion between the observer and the scene. Under the hypothesis of constant velocity along the optical axis, the time to contact turns out to be a function of the area enclosed by the object contour and its time derivative. One advantage of this method consists in the fact that the evaluation of the time to contact is performed without tracking point features in the image, i.e. estimating the full image velocity field, which is an ill conditioned problem. In fact, since the estimates are based on surface integrals along the contours, the method is weakly sensitive to noise measurements. The main drawback of this technique consists in its sensitiveness to partial occlusions of the object. The second approach is based on the estimation of the optical flow [12] . As such, this method shows good ability in following fast changes in the time to contact, but because it involves estimation of derivatives of the optical flow, it is quite sensitive to measurement noise. This paper focuses on the differential invariants approach [7] and its aim is twofold. First, a new recursive estimation technique is introduced for evaluating the variables involved in the computation of the time to contact. The new approach relies on an estimation theory developed quite recently in the system identification area of research, where it is known as 'set membership' or 'unknownn but bounded' approach (see e.g. [16, 13, 141). The basic assumption underlying this theory is that error and noise processes belong to prescribed sets. These sets are generally defined in terms of norms. The objective is to find optimal set estimators and evaluate the corresponding minimal uncertainty intervals for the unknown variables to be estimated. The second contribution of the paper consists in providing theoretical results which allow for the computation of guaranteed uncertainty intervals for the time to contact estimate in a finite number of steps. This topic is important in all the problems where an explicit evaluation of the accuracy of the estimate of the time to contact is crucial. For example, obstacle avoidance in autonomous navigation of mobile robots fall in this category of problems. Set membership techniques for the estimation of the time to contact through the optical flow approach are reported in [9] and in [lo] . This paper is organized as follows. Section 2 describes the approach based on contour tracking and introduces the set membership approach used to track contours parameterized according to B-splines snakes. Section 3 solves the problem of evaluating nonconservative uncer-0-7803-4394-8198 $10.00 0 1998 IEEE tainty intervals for the time to contact estimates computed through the technique proposed in Sections 2
Contour tracking
The linear parameterization of image contours is largely used in computer vision. B-splines interpolation shows attractive features for fitting both open and closed contours (see e.g. [3] ). In fact, it is well known that this parameterization leads to numerically well behaved solutions and to efficient algorithms. A closed B-spline curve of degree h is defined as 
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(1)
Assuming a planar motion with uniform velocity, the contour dynamics equations are given as
O I
where w represents the process noise accounting for randomly varying forces acting on the object. An equation similar to (2) holds for the state variables Y and Y .
The visual measurement process consists in collecting L measurements of the contour position, by searching along normal rays to the estimated curve and within a search window, whose size is function of the positional variance of the current estimate. It is convenient to express measurements of the system output in terms of the state vectors:
where U is the measurement noise and B(u) is a vector whose components are the B-spline base functions 
Planar affine transformation of contours
If the shape of the image is complex, the parameterization through B-splines requires a large number of control points. As a consequence, the dimension of the state space vector built by grouping control points in (1) dramatically increases leading image tracking algorithms to instability [3] . Usually, for many purposes, e.g., the computation of the time to contact, the considered object are rigid bodies, as for instance the area of the rear windscreen of a car in automatic parking applications. In such cases, the control points parameterization would allow the image contour redundant degrees of freedom. In fact, it is known [18] that the projection onto the image plane of a planar rigid object, moving with respect to the camera, can be completely described by just six ufine degrees of freedom embodied by a vector Q defined as
where t, (ty) represents the translation of the contour in the image plane along the z (y) direction, s the sealing factor and rij the entry ( i , j ) of the rotation matrix (det(R) = 1). The Q-parameterization describes the contour relatively to the template [8] , i.e., the initial reference estimated contour denoted by control points (X, Y ) . The relationship between the Q vector and the control points of a single captured image is given by
where M is the H-weighted pseudoinverse From (2) and (7) the contour dynamics in the affine state space is easily obtained as
As regards the visual measurements process, equation (3) and its y counterpart turn into
Discrete time dynamics of image contour
In order to derive a tracking algorithm for the image contour, the discrete-time version of the contour dynamics should be computed. The discrete-time dynamics is derived for the control points approach first and for the affine parameterization after. For both approaches the discrete dynamics and the measurement equation assume the following form
where According to (8, 9) , the discrete-time version of the contour dynamics for the affine parameterization approach, and the output matrix in (10) can be written as
being Finally, in the Q-parameterization approach, the measurement noise vector assume the following form
Set membership filtering
Following an alternative approach with respect to the literature, it will be assumed that both process and measurement noises in (10) are unknown-but-bounded [16, 13, 14, 111 . This means that the a priori knowledge on the uncertainty affecting the system can be expressed as 
where M ( k ) = { A , : 11 Y k -H A k lloo< E , } is the set of state vectors compatible with the measurements at time
IC, and Sa(&,)
is the ball of radius E, in the co-norm.
In general, as k increases, the sets X ( k l k ) and X ( k + l l k )
become very complicated and their exact computation requires a large amount of calculations. Therefore, approximation through simple regions like ellipsoids [2, 51 is often pursued. In this paper, the approximating regions adopted are p a r a l l e l o t o p e s . An n-dimensional parallelotope is defined as
where is the center of the parallelotope and T is the n x n matrix whose column vectors represent the edges of the parallelotope. Recursive approximittion of polytopic regions through parallelotopes has been introduced in [19] , and then applied to the state estimation problem in [6] , where two sequences of outer approximating parallelotopes P ( k l k )
and P ( k + Ilk) are computed so that they satisfy the inclusions for k = 0 , 1 , . . . . In order to reduce the conservativeness introduced by the approximation, minimum volume parallelotopes are considered. The measurements z, (u~, k ) contained in the vector yk are processed sequentially, so that the approximating boxes can be updated according to the ROBP Algorithm introduced in [6] . Hence, at time k , the set theoretic parallelotopic state filter provides the set estimate where is the central estimate of the state vector and Tklk defines the uncertainty region associated with the central estimate. The uncertainty intervals relative to each control point coordinate, and corresponding time derivative, can be obtained by computing the minimum volume axis-aligned box containing the parallelotope P(lcllc). The following lemma provides the desired out bounding box. L e m m a 1. Consider the paralleotope P ( k l k ) in (21) , and let T k l k = {tij}. Then, the minimum volume misaligned box containing P ( k J k ) is given by
C o m p u t a t i o n of the time to contact
The time to contact (or time to collision) T is defined as the time interval between the present instant and the instant when the observing sensor and the point on the object along the optical axis come to collision, under the hypothesis of uniform relative motion.
Denoting by A(t) the area enclosed by the contour estimated at time t , and by A(t) its time derivative, it can be shown that the time to contact T is given by [7] In the case of contour parameterization through Bsplines control points, from Green's theorem in the plane it is easy to show that the area enclosed by a curve with parametrization X ( u ) and Y ( u ) is given by: d
A(t) = r'= UmilI du X('1L;t)-Y(u;t)du .
For a B-spline curve it can be shown that the area is given by:
In matrix notation one gets,
A(t) = X'(t)SY(t)
(24)
and its time derivative:
A(t) = X'(t)SY(t) + X'(t)SY(t)
where
BikgBjkdu. Note that both A(t) and A(t) are multilinear function of the control points and their derivatives.
Notice that the entries of matrix S in A(t) and A(t) are integral parameters which can be computed quite inexpensively at any iteration of the set membership filter recursion, described in Section 2.3. In fact, X i , yZ, X i , E are exactly the state variables of the contour dynamics model. Moreover, since the integral factors do not depend on time t , they can be computed off-line without affecting the computational burden of the tracking algorithm. Finally, notice that the integral nature of the parameters used to compute I-provides a natural noise filter, ensuring a reliable degree of stability of the recursive estimates of the time to contact. The feasibility region P ( k J k ) associated with the estimate provided by the set membership filter can be employed to compute upper and lower bounds on the time to contact estimate, as it will be illustrated in Section 3. For the Q-parameterization, let us separate equation
The area contained in the image contour and its derivative become
(27) (28) Due to the particular structure of matrices W, and W,, the diagonal elements of matrix WLSW, are null. Hence also for the Q-parameterization case, A(t) and A(t) are multilinear functions of the state vector [Q' Q'] components.
Observe that multilinearity will play a key role in computing the bounds on the time to contact estimate, cf. Section 3. 
From (24,25) and from (27,28), it ensues that, for both the control points and the affine parameterization, the time to contact (29) is given by the ratio of two multilinear function in the respective state space variable A. Now, we want to compute the uncertainty interval 
XES
Notice that problems (30) are nonconvex, being the objective function the ratio of two multilinear functions of the independent variables. We show in the following that both problems (30) can be solved in a finite number of steps. First, we provide a lemma which will be used later. Let Remark 1 Theorem 1 states that the evaluation of the bounds on T can be made by simply considering a very special extremal subset of the entire parameter uncertainty set. In principle, this result reduces a nonconvex optimization problem to a finite time search algorithm.
Remark 2 The main difference between using the control points and the affine parameterization is that in the first approach, the number of vertices may be high, depending on the number of control points used to parameterize the contour of the considered image area. However, since for the time to contact problem the reference contour on the object is chosen by the operator, in practical applications it is always possible to use a limited number of control points. In the second approach the dimension of the state vector does not depend on the number of control points and it is always equal to 12. If the number of control points is greater than 3, the time to contact estimation procedure becomes faster. Under the hypothesis of uniform relative motion along the optical axis, traslational parameters in (4) are identically zero and the dimension of the state vector A reduces to 8, thus increasing the computational efficiency of the affine parameterization approach. However, it should be noted that the affine parameterization is less general than parameterization by control points, because it exactly applies only for moving planar rigid objects.
Remark 3
Note that, if the optical flow approach [12] is used, the parameter vector to be estimated is p = + zu,vy + yv,vy + yuyvy> .
In this case n ( p ) is multilinear in p , while d ( p ) is multilinear for any fixed value of p6 = vy. As a consequence, for any fixed value of p6, the time to contact is again the ratio of two multilinear functions and the computation of its uncertainty interval requires two one dimensional searches on a finite interval [9, lo] . 4 
Conclusions
In this paper the set-membership estimation theory has been applied to the contour tracking problem in dynamic vision. The aim was to estimate the time to contact with the differential invariant approach. Due to the nature of the set-membership filtering, exact error bounds on the time to contact were obtained as solutions of two non-convex optimization problems. From a computational point of view, it has been shown that such problems can be solved through finite time searches.
