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Abstract
We extend our work in [1] to the case of Hopf comodule coalgebras.
We introduce the cocylindrical module C♮H, where H is a Hopf alge-
bra with bijective antipode and C is a Hopf comodule coalgebra over
H. We show that there exists an isomorphism between the cocyclic
module of the crossed coproduct coalgebra C>◭H and ∆(C♮H), the
cocyclic module related to the diagonal of C♮H. We approximate
HC•(C >◭H) by a spectral sequence and we give an interpretation
for E0,E1 and E2 terms of this spectral sequence.
Keywords. Cyclic homology, Hopf algebras .
1 Introduction
Getzler and Jones in [5] introduced a method to compute the cyclic homol-
ogy of a crossed product algebras A⋊G, where G is a group that acts on an
algebra A by automorphisms. This method is based on constructing a cylin-
drical module, A♮G, and showing that ∆(A♮G) ∼= C•(A ⋊ G), where ∆ is
the diagonal and C• the cyclic module functor. Then by using the Eilenberg-
Zilber theorem for cylindrical modules, they obtained a quasi-isomorphism of
mixed complexes ∆(A♮G) ∼= Tot•(A♮G), and a spectral sequence converging
to HC•(A ⋊ G). This spectral sequence was first obtained, by a different
method, by Feigin and Tsygan [4]. We used the the same method in [1] to
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generalize their work to Hopf module algebras with the action of a Hopf alge-
bra H on an algebra A, where the antipode of H is assumed to be bijective.
In this paper we continue our work in [1] to obtain similar results for Hopf
comodule coalgebras.
We construct a cocylindrical module C♮H and we show that there ex-
ists an isomorphism between cocyclic structures of the diagonal of C♮H,
denoted by ∆(C♮H), and the crossed coproduct coalgebra C >◭ H. We
apply the Eilenberg-Zilber theorem for cocylindrical modules to get a quasi-
isomorphism of mixed complexes, ∆(C♮H) ∼= Tot•(C♮H), and we approxi-
mate HC•(C >◭H) by a spectral sequence. We give an interpretation for
the first three terms of this spectral sequence. In our computations we find
the coinvariant cocyclic module C•H(C) that is dual to C
H
• (A) that we found
in [1].
2 Preliminaries on cocylindrical modules and
Hopf algebras
Let [j], j ∈ Z+ be the set of all integers with the standard ordering and
tj an automorphism of [j] defined by tj(i) = i + 1, i ∈ Z. The paracyclic
category Λ∞ is a category whose objects are [j], j ≥ 0 and whose morphisms,
HomΛ∞([i], [j]), are the sets of all nondecreasing maps f : [i] → [j] with
tj+1j f = f t
i+1
i [4].
One can identify the simplicial category ∆ as a sub category of Λ∞ so
that the objects of ∆ are the same as Λ∞ and morphisms, Hom∆([i], [j]), are
those morphisms of HomΛ∞([i], [j]) that map {0, 1, . . . , i} into {0, 1, . . . , j}.
Every element g ∈ HomΛ∞([i], [j]) , 0 ≤ r ≤ ∞, has a unique decomposition
g = f tki where f ∈ Hom∆([i], [j]).
If A is any category, a paracocyclic object in A is a covariant functor
from Λ∞ to A. This definition is equivalent to giving a sequence of objects
A0, A1, . . . together with coface operators ∂
i : An → An+1, (i = 0, 1, . . . , n +
1), codegeneracy operators σi : An → An−1, (i = 0, 1, . . . , n − 1), and cyclic
operators τn : An → An where these operators satisfy the cosimplicial and
Λ∞-identities:
∂j∂i = ∂i∂j−1 i < j,
σjσi = σiσj+1 i ≤ j,
2
σj∂i =


∂iσj−1 i < j
identity i = j or i = j + 1
∂i−1σj i > j + 1.
τn+1∂
i = ∂i−1τn, 1 ≤ i ≤ n , τn+1∂
0 = ∂n,
τn−1σ
i = σi−1τn, 1 ≤ i ≤ n , τn−1σ
0 = σn−1τ 2n . (1)
(2)
If in addition we have τn+1n = id, then we have a cocyclic object in the
sense of Connes [3]. By a bi-paracocyclic object in a category A, we mean a
paracocyclic object in the category of paracocyclic objects in A. So, giving a
bi-paracocyclic object in A is equivalent to giving a double sequence A(p, q)
of objects of A and operators ∂p,q, σp,q, τp,q and ∂¯p,q, σ¯p,q, τ¯p,q such that, for all
p ≥ 0,
Bp(q) = {A(p, q), σ
i
p,q, ∂
i
p,q, τp,q},
and for all q ≥ 0,
B¯q(p) = {A(p, q), σ¯
i
p,q, ∂¯
i
p,q, τ¯p,q},
are paracocyclic objects in A and every horizontal operator commutes with
every vertical operator.
We say that a bi-paracocyclic object is cocylindrical [5] if for all p, q ≥ 0,
τ¯ p+1p,q τ
q+1
p,q = idp,q. (3)
If A is a bi-paracocyclic object in a category A, the paracocyclic object
related to the diagonal of A will be denoted by ∆A. So, the paracocyclic
operators on ∆A(n) = A(n, n) are ∂¯in,n+1 ∂
i
n,n, σ¯
i
n,n−1σ
i
n,n, τ¯n,nτn,n. When A
is a cocylindrical object since the cyclic operator of ∆A is τ¯n,nτn,n and τ¯ , τ
commute, then, from τ¯n+1n,n τ
n+1
n,n = idn,n, we conclude that (τ¯n,nτn,n)
n+1 = id.
So that ∆A is a cocyclic object.
Let k be a commutative unital ring. By a paracocyclic (resp. cocylindri-
cal or cocyclic) module over k, we mean a paracocyclic (resp. cocylindrical
or cocyclic) object in the category of k-modules.
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An important example of a cocyclic module in this paper is the cocyclic
module of a coalgebra C, denoted by C•(C). It is defined by Cn(C) =
C⊗(n+1), n ≥ 0, with coface, codegeneracy and cyclic oparators
∂i(a0, a1, . . . , an) = (a0, . . . , a
(0)
i , a
(1)
i , . . . , an), 1 ≤ i ≤ n,
∂n+1(a0, a1, . . . , an) = (a
(1)
0 , . . . , . . . , an, a
(0)
0 ),
σi(a0, a1, . . . , an) = ǫ(ai)(a0, . . . , ai−1, ai+1, . . . , an), 1 ≤ i ≤ n,
τ(a0, a1, . . . , an) = (a1, a2, . . . , a0).
A paracochain complex, by definition, is a graded k-module V• = (V i)i∈N
equipped with operators b : V i → V i+1 and B : V i → V i−1 such that
b2 = B2 = 0, and the operator T = 1 − (bB + Bb) is invertible. In the case
that T = 1, the paracochain complex is called a mixed (cochain) complex.
Corresponding to any paracocyclic module A, we can define the para-
cochain complex C•(A) with the underlying graded module Cn(A) = A(n)
and the operators b =
∑n
i=0(−1)
i∂i and B = Nσ(1 − (−1)n+1τ). Here,
σ is the extra degeneracy satisfying τσ0 = στ , and N =
∑n
i=0(−1)
inτ i is
the norm operator. For any bi-paracocyclic module A, Tot(C(A)) is a para-
cochain complex with Totn(C(A)) =
∑
p+q=nA(p, q) and with the operators
Tot(b) = b + b¯ and Tot(B) = B + TB¯, where T = 1 − (bB + Bb). It is a
mixed complex if A is cocylindrical [5].
If we define the normalized cochain functor N from paracocyclic mod-
ules to paracochain complexes with the underlying graded module Nn(A) =⋂n−1
i=0 ker(σ
i) and the operators b, B induced from C•(A), then we have the
following well-known results(see [5] for a dual version):
1. The inclusion (N•(A), b) → (C•(A), b) is a quasi-isomorphism of com-
plexes.
2. The cyclic Eilenberg-Zilber theorem holds for cocylindrical modules, i.e.,
for any cocylindrical module A, there is a natural quasi-isomorphism f0+uf1 :
N
•(∆(A))→ Tot•(N(A)) of mixed complexes, where f0 is the shuffle map.
When A is a cocyclic module, then we can construct the related mixed
complex (C •(A)[u], b+uB). The cohomology of the complex (C •(A)[u]⊗k[u]
W, b+ uB) defines the cyclic cohomology of A with coefficients in W, where
W is a graded k[u]-module with finite homological dimention. We denote
C •(A)⊗k[u]W by C(A)⊠W. We know that ifW = k[u,u
−1], k[u,u−1]/uk[u],
k[u]/uk[u] we get, respectively, HP •(A) the periodic cyclic cohomology,
HC•(A) the cyclic cohomology and HH•(A) the Hochschild cohomology of
A [5].
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In this paper the word coalgebra means a coassociative, not necessarily
cocommutative, counital coalgebra over a fixed commutative ring k. Simi-
larly, our Hopf algebras are over k and are not assumed to be commutative
or cocommutative. The undecorated tensor product ⊗ means tensor product
over k. IfH is a Hopf algebra, we denote its coproduct by ∆ : H → H⊗H, its
counit by ǫ : H → k, its unit by η : k → H and its antipode by S : H → H.
We will use Sweedler’s notation ∆(h) = h(0)⊗h(1),∆2(h) = (∆⊗id)◦∆(h) =
(id⊗∆) ◦∆(h) = h(0) ⊗ h(1) ⊗ h(2), etc., where summation is understood.
If H is a Hopf algebra, the word H-comodule means a comodule over the
underlying coalgebra of H. We use Sweedler’s notation for comodules. Thus
if ρ : M → H⊗M , is the structure map of a left H-comodule M , we write
ρ(m) = m(1¯) ⊗m(0¯), where summation is understood.
A coalgebra C is called a left H-comodule coalgebra if C is a left H-
comodule and the comultiplication map C → C ⊗ C and the counit map
C → k are morphisms of H -comodules, i.e., for all a ∈ C,
∑
a(0)
¯(1)a(1)
¯(1) ⊗ a(0)
¯(0) ⊗ a(1)
¯(0) =
∑
a
¯(1) ⊗ a
¯(0)(0) ⊗ a
¯(0)(1),
∑
a
¯(1)ǫ(a(0¯)) = ǫ(a)1H,
where ǫ is the counit of C. The reader can consult [2] for various examples
of comodule coalgebras.
If H is a bialgebra and C a left H-comodule coalgebra, the crossed co-
product coalgebra C>◭H is defined as C ⊗H with the coalgebra structure
∆(a⊗ g) =
∑
a(0) ⊗ a(1)
¯(1)g(0) ⊗ a(1)
¯(0) ⊗ g(1),
ǫ(a⊗ g) = ǫ(a)ǫ(g),
for g ∈ H and a ∈ C.
For more information on cyclic homology and Hopf algebras we recom-
mend [3, 6, 7, 8, 9].
3 The Cocylindrical Module C♮H
Let H be a Hopf algebra with bijective antipode and C a left H-comodule
coalgebra. In this section we associate a cocylindrical module C♮H to this
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data by C♮H = {H⊗(p+1)⊗C⊗(q+1)}p,q≥0. We define the operators τp,q, ∂p,q, σp,q
and τ¯p,q, ∂¯p,q, σ¯p,q as follows:
τp,q(g0, . . . , gp | a0, . . . , aq) = (S
−1(a
¯(1)
0 ) · (g0, . . . , gp) | a1, . . . , aq, a
¯(0)
0 ),
σip,q(g0, . . . , gp | a0, . . . , aq)
= (g0, . . . , gp | a0, . . . , ai, ai+2, . . . , aq)ǫ(ai+1) 0 ≤ i < q,
∂ip,q(g0, . . . , gp | a0, . . . , aq)
= (g0, . . . , gp | a0, . . . , a
(0)
i , a
(1)
i , ai+1, . . . , aq) 0 ≤ i ≤ q, (4)
∂q+1p,q (g0, . . . , gp | a0, . . . , aq)
= (S−1(a
(0) ¯(1)
0 ) · (g1, . . . , gp) | a
(1)
0 , a0, . . . , aq, a
(0) ¯(0)
0 ),
where h · (g0, . . . , gp) := (h
(0)g0, . . . , h
(p)gp), and we see that
S−1(a
¯(1)
0 ) · (g0, . . . , gp) = (S
−1(a
¯(1)(p)
0 )g0, . . . , S
−1(a
¯(1)(0)
0 )gp)
= (S−1(a
¯(1)
0 )g0, . . . , S
−1(a
(p+1)
0 )gp).
τ¯p,q(g0, . . . , gp | a0, . . . , aq) = (g1, . . . , gp−1, (a
¯(1)
0 . . . a
¯(1)
q )g0 | a
¯(0)
0 , . . . , a
¯(0)
q ),
σ¯ip,q(g0, . . . , gp | a0, . . . , aq)
= (g0, . . . , gi, gi+2, . . . , , gp | a0, . . . , aq)ǫ(gi+1) 0 ≤ i < p,
∂¯ip,q(g0, . . . , gp | a0, . . . , aq) (5)
= (g0, . . . , g
(0)
i , g
(1)
i , . . . , gp | a0, . . . , aq) 0 ≤ i ≤ p,
∂¯p+1p,q (g0, . . . , gp | a0, . . . , aq)
= (g
(1)
0 , g0, . . . , gp, (a
¯(1)
0 . . . a
¯(1)
q )g
(0)
0 | a
¯(0)
0 , . . . , a
¯(0)
q ).
Theorem 3.1. C♮H with the operators defined in (4),(5) is a cocylindrical
module.
Proof. We verify only some of the important identities. The other identities
are similar to check.
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• τp,q+1∂
0
p,q = ∂
q+1
p,q
τp,q+1∂
0
p,q(g0, . . . , gp | a0, . . . , aq)
= τp,q+1(g0, . . . , gp | a
(0)
0 , a
(1)
0 , . . . , aq)
= ∂p,q(S
−1(a
(0) ¯(1)
0 ) · (g0, . . . , gp) | a
(1)
0 , . . . , aq, a
(0) ¯(0)
0 )
= ∂q+1p,q (g0, . . . , gp | a0, . . . , aq).
• τp,q−1σ
0
p,q = σ
q+1
p,q (τ
q
p,q)
2
τp,q−1σ
0
p,q(g0, . . . , gp | a0, . . . , aq) = (S
−1(a
¯(1)
0 ) · (g0, . . . , gp) | a1, . . . , aq, a
¯(0)
0 )ǫ(a1),
σq+1p,q (τp,q)
2(g0, . . . , gp | a0, . . . , aq)
= σq+1p,q ((S
−1(a
¯(1))
1 )(S
−1(a
¯(1))
0 )) · (g0, . . . , gp) | a2, . . . , aq, a
¯(0)
0 , a
¯(0)
1 )
= (S−1(a
¯(1)
0 ) · (g0, . . . , gp) | a1, . . . , aq, a
¯(0)
0 )ǫ(a1).
• τ¯p−1,qσ¯
0
p,q = σ¯
p−1
p,q (τ¯p,q)
2
τ¯p−1,qσ¯
0
p,q(g0, . . . , gp | a0, . . . , aq) = (g2, . . . , gp, (a
¯(1)
0 . . . a
¯(1)
q )g0 | a
¯(0)
0 , . . . , a
¯(0)
q )ǫ(g1),
σ¯p−1p,q (τ¯p,q)
2(g0, . . . , gp | a0, . . . , aq)
= σ¯p−1p,q (g2, . . . , gp, (a
¯(2)
0 . . . a
¯(2)
q )g0, (a
¯(1)
0 . . . a
¯(1)
q )g1 | a
¯(0)
0 , . . . , a
¯(0)
q )
= (g2, . . . , gp, (a
¯(1)
0 . . . a
¯(1)
q )g0 | a
¯(0)
0 , . . . , a
¯(0)
q )ǫ(g1).
• τ¯p+1,q∂¯
0
p,q = ∂¯
q+1
p,q
τ¯p+1,q∂¯
0
p,q(g0, . . . , gp | a0, . . . , aq)
= (g
(1)
0 , g1, . . . , gp−1, (a
¯(1)
0 . . . a
¯(1)
q )g
(0)
0 | a
¯(0)
0 , . . . , a
¯(0)
q )
= ∂¯p,qq+1(g0, . . . , gp | a0, . . . , aq).
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• τp,q τ¯p,q = τ¯p,qτp,q
(τp,qτ¯p,q)(g0, . . . , gp | a0, . . . , aq)
= τp,q(g1, . . . , gp, (a
¯(1)
0 . . . a
¯(1)
q )g0 | a
¯(0)
0 , . . . , a
¯(0)
q )
= (S−1(a
¯(1)
0 ) · (g1, . . . gp, (a
¯(2)
0 . . . a
¯(1)
q )g0) | a
¯(0)
1 , . . . a
¯(0)
q , a
¯(0)
0 )
= (S−1(a
¯(1)(0)
0 ) · (g1, . . . gp), S
−1(a
¯(1)(1)
0 )(a
¯(1)(2)
0 a
¯(1)
1 . . . a
¯(1)
q )g0) | a
¯(0)
1 , . . . a
¯(0)
q , a
¯(0)
0 )
= (S−1(a
¯(1)
0 ) · (g1, . . . gp), (a
¯(1)
1 . . . a
¯(1)
q )g0 | a
¯(0)
1 , . . . a
¯(0)
q , a
¯(0)
0 ).
(τ¯p,qτp,q)(g0, . . . , gp | a0, . . . , aq)
= τ¯p,q(S
−1(a
¯(1)
0 ) · (g0, . . . , gp) | a1, . . . , aq, a
¯(0)
0 )
= τ¯p,q(S
−1(a
¯(1)(0)
0 )g0, S
−1(a
¯(1)(1)
0 ) · (g1, . . . , gp) | a1, . . . , aq, a
¯(0)
0 )
= (S−1(a
¯(2)(1)
0 ) · (g1, . . . , gp), (a
¯(1)
1 . . . a
¯(1)
p a
¯(1)
0 )S
−1(a
¯(2)(1)
0 )g0) | a1, . . . , aq, a
¯(0)
0 )
= (S−1(a
¯(1)(1)
0 ) · (g1, . . . , gp), (a
¯(1)
1 . . . a
¯(1)
p a
¯(1)(0)
0 )S
−1(a
¯(1)(1)
0 )g0) | a1, . . . , aq, a
¯(0)
0 )
= (S−1(a
¯(1)
0 ) · (g1, . . . , gp), (a
¯(1)
1 . . . a
¯(1)
p )g0) | a1, . . . , aq, a
¯(0)
0 ).
• τ¯ p+1p,q τ
q+1
p,q = τ
q+1
p,q τ¯
p+1
p,q = idp,q
τ q+1p,q τ¯
p+1
p,q (g0, . . . , gp | a0, . . . , aq)
= τ q+1p,q ((a
(p+1)
0 . . . a
(p+1)
q )g0, . . . , (a
¯(1)
0 . . . a
¯(1)
q )gp | a
¯(0)
0 , . . . , a
¯(0)
q )
= S−1(a
(1)
0 . . . a
(1)
q ) · ((a
(p+2)
0 . . . a
(p+2)
q )g0, . . . , (a
¯(2)
0 . . . a
¯(2)
q )gp) | a
¯(0)
0 , . . . , a
¯(0)
q )
= (g0, . . . , gp | a0, . . . , aq).
Corollary 3.1. The diagonal ∆(C♮H) is a cocyclic module.
4 Relation of ∆(C♮H) with the Cocyclic Mod-
ule of the Crossed Coproduct Coalgebra
C>◭H
We define a map φ : C•(C>◭H)→ ∆(C♮H), by
φ(a0 ⊗ g0, . . . , an ⊗ gn) =
8
(S−1(a
¯(1)
1 . . . a
¯(1)
p )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
p )g1, . . . , S
−1(a(p)p )gp−1, gp | a0, a
¯(0)
1 , . . . , a
¯(0)
q ),
where C•(C >◭ H) denotes the cocyclic module of the crossed coproduct
coalgebra C>◭H.
Theorem 4.1. φ : C•(C>◭H)→ ∆(C♮H) defines a cocyclic map.
Proof. We show that φ commutes with the cosimplicial and cyclic operators:
• τn,nτ¯n,nφ = φτ
C>◭H
n
τn,nτ¯n,nφ(a0 ⊗ g0, . . . , an ⊗ gn)
= τn,nτ¯n,n(S
−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a(n)n )gn−1, gn | a0, a
¯(0)
1 , . . . , a
¯(0)
n )
= τn,n(S
−1(a
¯(3)
2 . . . a
¯(3)
n )g1, . . . , S
−1(a(n+2)n )gn, (a
¯(1)
0 . . . a
¯(1)
n )S
−1(a
¯(2)
1 . . . a
¯(2)
n )g0
| a
¯(0)
0 , a1, . . . , a
¯(0)
n )
= τn,n(S
−1(a
¯(1)
2 . . . a
¯(1)
n )g1, . . . , gn, a
¯(1)
0 g0 | a
¯(0)
0 , . . . , a
¯(0)
n )
= (S−1(a
¯(1)
0 ) · (S
−1(a
¯(1)
2 . . . a
¯(1)
n )g1, . . . , gn, a
¯(2)
0 g0) | a1, a
¯(0)
2 , . . . , a
¯(0)
n , a
¯(0)
0 )
= (S−1(a
¯(1)
2 . . . a
¯(1)
n a
¯(1)
0 )g1, . . . , S
−1(a
(n)
0 )gn, S
−1(a
(n+1)
0 )a
(n+2)
0 g0) | a1, a
¯(0)
2 , . . . , a
¯(0)
n , a
¯(0)
0 )
= (S−1(a
¯(1)
2 . . . a
¯(1)
n a
¯(1)
0 )g1, . . . , S
−1(a
(n)
0 )gn, g0) | a1, a
¯(0)
2 , . . . , a
¯(0)
n , a
¯(0)
0 )
= φ(a1 ⊗ g1, . . . , an ⊗ gn, a0 ⊗ g0) = φτ
C>◭H
n (a0 ⊗ g0, . . . , an ⊗ gn).
• σin,nσ¯
i
n,nφ = φσ
C>◭H
i 0 ≤ i < n
σin,nσ¯
i
n,nφ(a0 ⊗ g0, . . . , an ⊗ gn)
= σin,nσ¯
i
n,n(S
−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a(n)n )gn−1, gn | a0, a
¯(0)
1 , . . . , a
¯(0)
n )
= σin,n(S
−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a(n)n )gn−1, gn
| a0, a
¯(0)
1 , . . . , a
¯(0)
n )ǫ(S
−1(a
(i+2)
i+2 . . . a
(i+2)
n )gi+1)
= (S−1(a
¯(1)
1 . . . a
¯(1)
i−1a
¯(1)
i+1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
i−1a
¯(2)
i+1 . . . a
¯(2)
n )g1, . . . , S
−1(a(n)n )gn−1, gn
| a0, a
¯(0)
1 , . . . , a
¯(0)
i , a
¯(0)
i+2, . . . , a
¯(0)
n )ǫ(gi+1)ǫ(ai+1)
= (S−1(a
¯(1)
1 . . . a
¯(1)
i−1a
¯(1)
i+1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
i−1a
¯(2)
i+1 . . . a
¯(2)
n )g1, . . . , S
−1(a(n)n )gn−1, gn
| a0, a
¯(0)
1 , . . . , a
¯(0)
i , a
¯(0)
i+2, . . . , a
¯(0)
n )ǫ(gi+1 ⊗ ai+1)
= φσC>◭Hi (a0 ⊗ g0, . . . , an ⊗ gn).
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• ∂n+1n,n ∂¯
n+1
n,n φ = φ∂
C>◭H
n+1
∂n+1n,n ∂¯
n+1
n,n φ(a0 ⊗ g0, . . . , an ⊗ gn)
= ∂n+1n,n ∂¯
n+1
n,n (S
−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a(n)n )gn−1, gn
| a0, a
¯(0)
1 , . . . , a
¯(0)
n )
= ∂n+1n,n (S
−1(a
¯(2)(0)
1 . . . a
¯(2)(0)
n )g
(1)
0 , S
−1(a
¯(3)
2 . . . a
¯(3)
n )g1, . . . , gn,
(a
¯(1)
0 . . . a
¯(1)
n )S
−1(a
¯(2)(1)
1 . . . a
¯(2)(1)
n )g
(0)
0 | a
¯(0)
0 , . . . , a
¯(0)
n )
= ∂n+1n,n (S
−1(a
¯(3)
0 . . . a
¯(3)
n )g
(1)
0 , S
−1(a
¯(4)
1 . . . a
¯(4)
n )g1, . . . , gn,
(a
¯(1)
0 . . . a
¯(1)
n )S
−1(a
¯(2)
2 . . . a
¯(2)
n )g
(0)
0 | a
¯(0)
0 , . . . , a
¯(0)
n )
= ∂n+1n,n (S
−1(a
¯(1)
1 . . . a
¯(1)
n )g
(1)
0 , S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , gn, a
¯(1)
0 g
(0)
0 | a
¯(0)
0 , . . . , a
¯(0)
n )
= (S−1(a
(0) ¯(1)
0 ) · (S
−1(a
¯(1)
1 . . . a
¯(1)
n )g
(1)
0 , S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , gn, a
(0) ¯(2)
0 a
(1) ¯(1)
0 g
(0)
0 )
| a
(1) ¯(0)
0 , . . . , a
¯(0)
n , a
(0) ¯(0)
0 )
= (S−1(a
¯(1)
1 . . . a
¯(1)
n a
(0) ¯(1)
0 )g
(0)
0 , S
−1(a
¯(2)
2 . . . a
¯(2)
n a
(0) ¯(2)
0 )g1, . . . , S
−1(a
(0)(n+1)
0 )gn,
S−1(a
(0)(n+2)
0 )a
(0)(n+3)
0 a
(1) ¯(1)
0 g
(0)
0 ) | a
(1) ¯(0)
0 , . . . , a
¯(0)
n , a
(0) ¯(0)
0 )
= (S−1(a
¯(1)
1 . . . a
¯(1)
n a
(0) ¯(1)
0 )g
(1)
0 , S
−1(a
¯(2)
2 . . . a
¯(2)
n a
(0) ¯(2)
0 )g1, . . . , S
−1(a
(0)(n+1)
0 )gn,
a
(1) ¯(1)
0 g
(0)
0 ) | a
(1) ¯(0)
0 , . . . , a
¯(0)
n , a
(0) ¯(0)
0 ).
φ∂C>◭Hn+1 (a0 ⊗ g0, . . . , an ⊗ gn)
= φ(a
(1) ¯(0)
0 ⊗ g
(1)
0 , a1 ⊗ g1, . . . , an ⊗ gn, a
(0)
0 ⊗ a
(1) ¯(1)
0 g
(0)
0 )
= (S−1(a
¯(1)
1 . . . a
¯(1)
n a
(0) ¯(1)
0 )g
(1)
0 , S
−1(a
¯(2)
2 . . . a
¯(2)
n a
(0) ¯(2)
0 )g1, . . . ,
S−1(a
(0)(n+1)
0 )gn, a
(1) ¯(1)
0 g
(0)
0 ) | a
(1) ¯(0)
0 , . . . , a
¯(0)
n , a
(0) ¯(0)
0 )
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• ∂in,n∂¯
i
n,nφ = φ∂
C>◭H
i 0 ≤ i ≤ n
∂in,n∂¯
i
n,nφ(a0 ⊗ g0, . . . , an ⊗ gn)
= ∂in,n∂¯
i
n,n(S
−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a(n)n )gn−1, gn | a0, a
¯(0)
1 , . . . , a
¯(0)
n )
= ∂in,n(S
−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a
(i+1)(1)
i+1 . . . a
(i+1)(1)
i+1 )g
(0)
i ,
S−1(a
(i+1)(0)
i+1 . . . a
(i+1)(0)
i+1 )g
(1)
i , . . . , S
−1(a(n)n )gn−1, gn | a0, a
¯(0)
1 , . . . , a
¯(0)
n )
= ∂in,n(S
−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a
(i+1)
i+1 . . . a
(i+1)
n )g
(0)
i ,
S−1(a
(i+2)
i+1 . . . a
(i+2)
n )g
(1)
i , . . . , S
−1(a(n+1)n )gn−1, gn | a0, a
¯(0)
1 , . . . , a
¯(0)
n )
= (S−1(a
¯(1)
1 . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
n )g1, . . . , S
−1(a
(i+1)
i+1 . . . a
(i+1)
n )g
(0)
i ,
S−1(a
(i+2)
i+1 . . . a
(i+2)
n )g
(1)
i , . . . , S
−1(a(n+1)n )gn−1, gn | a0, a
¯(0)
1 , . . . , a
¯(0)(0)
i , a
¯(0)(1)
i , . . . , a
¯(0)
n ).
φ∂C>◭Hi (a0 ⊗ g0, . . . , an ⊗ gn)
= φ(a0 ⊗ g0, . . . , a
(0)
i ⊗ a
(1) ¯(1)
i g
(0)
i , a
(1) ¯(0)
i ⊗ g
(1)
i , . . . , an ⊗ gn)
= (S−1(a
¯(1)
1 . . . a
(0) ¯(1)
i a
(1) ¯(1)
i . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
(0) ¯(2)
i a
(1) ¯(2)
i . . . a
¯(2)
n )g1, . . . ,
S−1(a
(0)(i)
i a
(1)(i)
i . . . a
(i)
n )gi−1, S
−1(a
(1)(i+1)
i . . . a
(i+1)
n )a
(1)(i+2)
i g
(0)
i ,
S−1(a
(i+2)
i+1 . . . a
(i+2)
n )g
(1)
i , . . . , S
−1(a(n+1)n )gn−1, gn | a0, a
¯(0)
1 , . . . , a
(0) ¯(0)
i , a
(1) ¯(0)
i , . . . a
¯(0)
n )
= (S−1(a
¯(1)
1 . . . a
¯(1)
i . . . a
¯(1)
n )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
i . . . a
¯(2)
n )g1, . . . , S
−1(a
(i)
i . . . a
(i)
n )gi−1
, S−1(a
(i+1)
i+1 . . . a
(i+1)
n )g
(0)
i , S
−1(a
(i+2)
i+1 . . . a
(i+2)
n )g
(1)
i , . . . , S
−1(a(n+1)n )gn−1, gn
| a0, a
¯(0)
1 , . . . , a
¯(0)(0)
i , a
¯(0)(1)
i , . . . a
¯(0)
n ).
Theorem 4.2. We have an isomorphism of cocyclic modules
∆(C♮H) ∼= C•(C>◭H).
Proof. We define a map ψ : ∆(C♮H)→ C•(C>◭H), by
ψ(g0, . . . , gn | a0, . . . , an) =
(a0 ⊗ (a
¯(1)
1 . . . a
¯(p)
p )g0, a
¯(0)
1 ⊗ (a
¯(2)
2 . . . a
(p−1)
p )g1, . . . , a
¯(0)
p−1 ⊗ (a
¯(0)
p )gp−1, a
¯(0)
p ⊗ gp).
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One can check that ψ is a cocyclic map and φ ◦ψ = ψ ◦φ = id. For example
φ ◦ ψ(g0, . . . , gn | a0, . . . , an) =
(S−1(a
¯(1)
1 . . . a
¯(1)
p )(a
¯(2)
1 a
¯(4)
2 . . . a
(2p)
p )g0, S
−1(a
¯(2)
2 . . . a
¯(2)
p )(a
¯(3)
2 a
¯(5)
3 . . . a
(2p−1)
p )g1,
. . . , S−1(a(p)p )a
(p+1)
p gp−1, gp | a0, a
¯(0)
1 , . . . , a
¯(0)
p )
= (g0, . . . , gn | a0, . . . , an).
Now, we can use the Eilenberg-Zilber theorem for cocylindrical modules
to conclude
H•(Tot(C♮H);W) ∼= HC•(∆(C♮H);W) ∼= HC•(C>◭H;W).
5 The Cocyclic Module C•H(C) of Coinvariants
and Cyclic Cohomology of C>◭H
Let M be a left H-comodule with the coaction ∆M . We define the space of
p-cochains on H with values in M by Cp(H,M) = H⊗p ⊗M , and we define
the coboundary δ : Cp(H,M)→ Cp+1(H,M) by
δ(g1, g2, . . . , gp, m) = (1, g1, . . . , gp, m) + (6)
p∑
i=1
(−1)i(g1, . . . , g
(0)
i , g
(1)
i , . . . , gp, m) + (−1)
p+1(g1, . . . , gp,∆M(m)).
We denote the p-th cohomology of the complex (C•(H,M), δ) by Hp(H,M).
Now we define a left H-coaction on the first row of C♮H, C♮H = {H ⊗
C⊗(n+1)}n≥0, by
∆(g | a0, . . . , an) = (S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q ). (7)
We define Cq(C♮H) = H
⊗q ⊗ C♮H and a coaction on it by ∆(g1, . . . , gp | m) =
(g1, . . . , gp | ∆(m)) where m ∈ C
♮
H. So we can construct H
p(H,Cq(C♮H)). We
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define C•H(C) as the coinvariant subspace of C
♮
H under the above coaction,
so that CnH(C) is the space of all (g | a0, . . . , an) such that
∆(g | a0, . . . , an) = (1 | g | a0, . . . , an).
Now we replace the complex (C♮H, (∂, σ, τ), (∂¯, σ¯, τ¯)) with the complex
(Cp(H,Cq(C♮H), (d, s, t), (d¯, s¯, t¯)), under the transformation defined by the maps
β : (C♮H)p,q → C
p(H,Cq(C♮H)), and γ : C
p(H,Cq(C♮H)) → (C♮H)p,q, defined
by
β(g0, . . . , gp | a0, . . . , aq) = (S
−1(g(1)) · (g1, . . . , gp) | g
(0)
0 | a0, . . . , aq),
γ(g1, . . . , gp | g | a0, . . . , aq) = (g
(0), g(1) · (g1, . . . , gp) | a0, . . . , aq).
One can check that β ◦ γ = γ ◦ β = id. We find the operators (d, s, t)
and (d¯, s¯, t¯) under this transformation.
• First we compute b¯ = βb¯γ. Since
b¯(g0, . . . , gp | a0, . . . , aq) =
∑
0≤i≤p
(−1)i(g0, . . . , g
(0)
i , g
(1)
i , . . . , gp | a0, . . . , aq)
+ (−1)(p+1)(g
(1)
0 , . . . , gp, (a
¯(1)
q . . . a
¯(1)
0 )g
(0)
0 ) | a
¯(0)
0 , . . . , a
¯(0)
q ),
we see that,
b¯(g1, . . . , gp | g | a0, . . . , aq) = βb¯(g
(0), g(1) · (g1, . . . , gp) | a0, . . . , aq)
= β{(g(0), g(1), g(2) · (g1, . . . , gp) | a0, . . . , aq)
+
∑
1≤i≤p
(−1)i(g(0), g(1)g1, . . . , g
(i)g
(0)
i , g
(i+1)g
(1)
i , . . . , g
(p+1)gp | a0, . . . , aq)
+ (−1)(p+1)(g(1), g(2) · (g1, . . . , gp), (a
¯(1)
0 . . . a
¯(1)
q )g
(0) | a
¯(0)
0 , . . . , a
¯(0)
q )
= (S−1(g(1)) · (g(2), g(3) · (g1, . . . , gp)) | g
(0) | a0, . . . , aq)
+
∑
1≤i≤p
(−1)i(S−1(g(1)) · (g(2)g1, . . . , g
(i+1)g
(0)
i , g
(i+2)g
(1)
i , . . . , g
(p+2)gp) | g
(0) | a0, . . . , aq)
+ (−1)(p+1)(S−1(g(2)) · (g(3) · (g1, . . . , gp), (a
¯(1)
0 . . . a
¯(1)
q )g
(0)) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q )
= (S−1(g(2))g(3), (S−1(g(1))g(4)) · (g1, . . . , gp) | g
(0) | a0, . . . , aq)
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+
∑
1≤i≤p
(−1)i(S−1(g(1)) · (g(2) · (g1, . . . , g
(0)
i , g
(1)
i , . . . , gp)) | g
(0) | a0, . . . , aq)
+ (−1)(p+1)((S−1(g(3))(g(4)) · (g1, . . . , gp), S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0)) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q )
= (1, g1, . . . , gp | g | a0, . . . , aq)
+
∑
1≤i≤p
(−1)i(g1, . . . , g
(0)
i , g
(1)
i , . . . , gp | g | a0, . . . , aq)
+ (−1)(p+1)(g1, . . . , gp, S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q )
= δ(g1, . . . , gp | g | a0, . . . , aq).
So we have,
d¯0(g1, . . . , gp | g | a0, . . . , aq) = (1, g1, . . . , gp | g | a0, . . . , aq),
d¯i(g1, . . . , gp | g | a0, . . . , aq) = (g1, . . . , g
(0)
i , g
(1)
i , . . . , gp | g | a0, . . . , aq) 1 ≤ i ≤ p,
d¯p+1(g1, . . . , gp | g | a0, . . . , aq) = (g1, . . . , gp | ∆(g | a0, . . . , aq)).
• To compute t¯ = βτ¯γ, we see that,
t¯(g1, . . . , gp | g | a0, . . . , aq) = βτ¯(g
(0), g(1) · (g1, . . . , gp) | a0, . . . , aq)
= β(g(1) · (g1, . . . , gp), (a
¯(1)
0 . . . a
¯(1)
q )g
(0) | a
¯(0)
0 , . . . , a
¯(0)
q )
= β(g(1)g1, . . . , g
(p)gp, (a
¯(1)
0 . . . a
¯(1)
q )g
(0) | a
¯(0)
0 , . . . , a
¯(0)
q )
= (S−1(g(2)g
(1)
1 ) · (g
(3)g2, . . . , g
(p+1)gp, (a
¯(1)
0 . . . a
¯(1)
q )g
(0)) | g(1)g
(0)
1 | a
¯(0)
0 , . . . , a
¯(0)
q )
= (S−1(g
(1)
1 ) · (g2, . . . , gp, S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0)) | g(1)g
(0)
1 | a
¯(0)
0 , . . . , a
¯(0)
q ).
So we conclude that
t¯(g1, . . . , gp | g | a0, . . . , aq)
= (S−1(g
(1)
1 ) · (g2, . . . , gp, S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0)) | g(1)g
(0)
1 | a
¯(0)
0 , . . . , a
¯(0)
q ).
For s¯i = βσ¯iγ, 0 ≤ i < p, we have
s¯i(g1, . . . , gp | g | a0, . . . , aq) = βσ¯i(g
(0), g(1) · (g1, . . . , gp) | a0, . . . , aq)
= β(g(0), g(1) · (g1, . . . , gi, gi+2, . . . , gp) | a0, . . . , aq)ǫ(gi+1)
= (g1, . . . , gi, gi+2, . . . , gp | g | a0, . . . , aq)ǫ(gi+1).
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• Next we compute the operator b = βbγ. We have
b(g1, . . . , gp | g | a0, . . . , aq) = βb(g
(0), g(1) · (g1, . . . , gp) | a0, . . . , aq)
= β(
∑
0≤i≤q
(−1)i(g(0), g(1) · (g1, . . . , gp) | a0, . . . , a
(0)
i , a
(1)
i , . . . , aq)
+ (−1)q+1(S−1(a
(0) ¯(1)
0 ) · (g
(0), g(1) · (g1, . . . , gp) | a
(1)
0 , a0, . . . , aq, a
(0) ¯(0)
0 )
= (
∑
0≤i≤q
(−1)i((S−1(g(1))g(2)) · (g1, . . . , gp) | g
(0) | a0, . . . , a
(0)
i , a
(1)
i , . . . , aq)
+ (−1)q+1((S−1(g(1))a
(0) ¯(2)
0 S
−1(a
(0) ¯(3)
0 )) · (g
(2) · (g1, . . . , gp)) | S
−1(a
(0) ¯(1)
0 )g
(0)
| a
(1)
0 , a0, . . . , aq, a
(0) ¯(0)
0 )
= (
∑
0≤i≤q
(−1)i(g1, . . . , gp | g | a0, . . . , a
(0)
i , a
(1)
i , . . . , aq)
+ (−1)q+1(g1, . . . , gp | S
−1(a
(0) ¯(1)
0 )g | a
(1)
0 , a0, . . . , aq, a
(0) ¯(0)
0 ).
So we conclude that,
di(g1, . . . , gp | g | a0, . . . , aq) = (g1, . . . , gp | g | a0, . . . , a
(0)
i , a
(1)
i , . . . , aq), 0 ≤ i ≤ q,
dq+1(g1, . . . , gp | g | a0, . . . , aq) = (g1, . . . , gp | S
−1(a
(0) ¯(1)
0 )g | a
(1)
0 , a0, . . . , aq, a
(0) ¯(0)
0 ).
• We consider si = βσiγ and t = βτγ.
si(g1, . . . , gp | g | a0, . . . , aq)
= β(g(0), g(1) · (g1, . . . , gp) | a0, . . . , ai, ai+2, . . . , aq)ǫ(ai+1)
= (g1, . . . , gp | g | a0, . . . , ai, ai+2, . . . , aq)ǫ(ai+1).
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Also, for t = βτγ, we have
t(g1, . . . , gp | g | a0. . . . , aq)
= βτ(g(0), g(1) · (g1, . . . , gp) | a0, . . . , aq)
= β(S−1(a
¯(1)
0 ) · (g
(0), g(1) · (g1, . . . , gp)) | a1, . . . , aq, a
¯(0)
0 ))
= β(S−1(a
¯(1)
0 )g
(0), S−1(a
¯(2)
0 ) · (g
(1) · (g1, . . . , gp)) | a1, . . . , aq, a
¯(0)
0 ))
= ((S−1(g(1))a
¯(2)
0 S
−1(a
¯(3)
0 )) · (g1, . . . , gp)) | S
−1(a
¯(1)
0 )g
(0) | a1, . . . , aq, a
¯(0)
0 ))
= ((S−1(g(1)) · (g1, . . . , gp)) | S
−1(a
¯(1)
0 )g
(0) | a1, . . . , aq, a
¯(0)
0 )).
By the above computations, we can state the following theorems.
Theorem 5.1. The complex (C(C♮H)p,q⊠W, b+uB, b¯+uB¯) is isomorphic
to the complex (Cp(H,Cq(C♮H ⊠W), b + uB, b¯ + uB¯), where b¯ is the Hopf-
comodule coboundary on Cq(C♮H).
Theorem 5.2. For p ≥ 0, Hp(H,Cq(C♮H)), with the operators defined as
follows, are cocyclic modules, where H0(H,Cq(C♮H))
∼= C•H(C),
t(g1, . . . , gp | g | a0, . . . , aq) = ((S
−1(g(1)) · (g1, . . . , gp)) | S
−1(a
¯(1)
0 )g
(0) | a1, . . . , aq, a
¯(0)
0 )),
di(g1, . . . , gp | g | a0, . . . , aq) = (g1, . . . , gp | g | a0, . . . , a
(0)
i , a
(1)
i , . . . , aq), 0 ≤ i ≤ q,
dq+1(g1, . . . , gp | g | a0, . . . , aq) = (g1, . . . , gp | S
−1(a
(0) ¯(1)
0 )g | a
(1)
0 , a0, . . . , aq, a
(0) ¯(0)
0 ),
si(g1, . . . , gp | g | a0, . . . , aq) = (g1, . . . , gp | g | a0, . . . , ai, ai+2, . . . , aq)ǫ(ai+1).
Proof. We prove this for p = 0, the general case being similar.
The operators are well defined on the coinvariant subspaces. For example,
for t, since tb¯ = b¯t and b¯(g | a0, . . . , an) = ∆(g | a0, . . . , an) − (1 | g |
a0, . . . , an), if tb¯ = 0 then b¯t = 0 .
To show for example tn+1 = 1, we see that in the coinvariant subspace we
have,
(1 | g | a0, . . . , an) ≡ (S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q ).
16
So we have,
s¯0 ◦ t¯(1 | g | a0, . . . , an) = s¯0 ◦ t¯(S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q )
= s¯0(S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q )
= (g(1) | a
¯(0)
0 , . . . , a
¯(0)
q )ǫ(S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0))
= (g | a0, . . . , an).
Therefore,
s¯0 ◦ t¯(S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q )
= s¯0(S
−1(g(3))(a
¯(1)
0 . . . a
¯(1)
n )g
(1) | g(2)S−1(g(4))(a
¯(2)
0 . . . a
¯(2)
n )g
(0) | a
¯(0)
0 , . . . , a
¯(0)
0 )
= (g(2)S−1(g(4))(a
¯(2)
0 . . . a
¯(2)
n )g
(0) | a
¯(0)
0 , . . . , a
¯(0)
0 )ǫ(S
−1(g(3))(a
¯(1)
0 . . . a
¯(1)
n )g
(1))
= ((a
¯(1)
0 . . . a
¯(1)
n )g | a
¯(0)
0 , . . . , a
¯(0)
0 ).
Therefore, in the coinvariant subspace we have
(g | a0, . . . , an) = ((a
¯(1)
0 . . . a
¯(1)
n )g | a
¯(0)
0 , . . . , a
¯(0)
n ),
and then we conclude that
t
n+1(g | a0, . . . , an)
= tn+1((a
¯(1)
0 . . . a
¯(1)
n )g | a
¯(0)
0 , . . . , a
¯(0)
n )
= (S−1(a
¯(1)
0 . . . a
¯(1)
n )(a
¯(2)
0 . . . a
¯(2)
n )g | a
¯(0)
0 , . . . , a
¯(0)
n )
= (g | a0, . . . , an).
Also when p = 0, then
δ0(g | a0, . . . , an)
= (1 | g | a0, . . . , an)−∆(g | a0, . . . , an)
= (1 | g | a0, . . . , an)− (S
−1(g(2))(a
¯(1)
0 . . . a
¯(1)
q )g
(0) | g(1) | a
¯(0)
0 , . . . , a
¯(0)
q ).
So ker δ0 is the coinvariant subspace.
To compute the cohomologies of the mixed complex (Tot•(C(C♮H), b +
b¯+ u(B + B¯)), we filter the complex C•(C♮H) by the subspaces
F
i
pqTot
•(C(C♮H)⊠W) =
∑
q≤i
(H⊗(p+1) ⊗ C⊗(q+1))⊠W.
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If we separate the operator b+ b¯+u(B+ TB¯) as b¯+ (b+uB) +uTB¯. From
Theorem(5.1) and (5.2) we can deduce the following theorem.
Theorem 5.3. The E0-term of the spectral sequence is isomorphic to the
complex
E
0
pq = (C
p(H,Cq(C♮H)⊠W), δ),
and the E1-term is
E
1
pq = (H
p(H,Cq(C♮H)⊠W), b+ uB)).
The E2-term of the spectral sequence is
E
2
pq = HC
q(Hp(H,Cq(C♮H));W),
the cyclic cohomologies of the cocyclic modules Hp(H,Cq(C♮H)) with coeffi-
cieints in W.
We give an application of the above spectral sequence. Let k be a field.
Recall that a Hopf algebra H over k is called cosemisimple if H is cosemisim-
ple as a coalgebra, that is, every left H-comodule is completely reducible [8].
One knows that a Hopf algebra is cosemisimple if and only if there exists a left
integral x ∈ H⋆ with x(1) = 1 ([8],Theorem 14.0.3). It is easy to see that if H
is cosemisimple and M is an H-bicomodule, then the coalgebra (Hochschild)
cohomology groups satisfy H i(H,M) = 0 for i > 0, and H0(H,M) = M coH,
the subspace of coinvariants of the bicomodule M . In fact, we have the
following homotopy operator h : H⊗n ⊗M →H⊗(n−1) ⊗M,n ≥ 1,
h(g1, . . . , gn, m) = x(g1)(g2, . . . , gn, m).
One can check theat δh + hδ = id. Note that the antipode of H is bijective
if H is cosemisimple.
Proposition 5.1. Let H be a cosemisimple Hopf algebra. Then there is a
natural isomorphism of cyclic and Hochschild cohomology groups
HC•(C>◭H) ≃ HC•(C•H(C)),
HH•(C>◭H) ≃ HH•(C•H(C)).
Proof. Since H is cosemisimple, we have E2p,q = 0 for p > 0 and the spectral
sequence collapses. The first column of E2 is exactly H•(H, C♮H) = C
•
H(C).
18
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