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ABSTRACT 
Some rapid approxi.mate methods of estimating the standard deviation 
from samples of moderate size (20~ n ~100) are presented. The 
emphasis is placed on solutions of problems commonly encountered in 
statistical quality control, especially in the electronics industry. 
Factors and efficiency values are given for the use of these estimators 
on normally distributed data. 
Statistical and practical engineering and administrative criteria 
are suggested for testing whether particular estimators are desirable 
in the usual industrial situation. 
The estimates discussed in this paper are all order statistics, 
i.e. statistics which are a function of only a small number of observa-
tions selected from the whole sa~ple. These observations are selected 
because of the position they occupy among the other observations when 
all sample observations are arranged in order of magnitude. The first 
estimator discussed, for instance, is the range. 
The range of a sample is merely the numerical difference between 
the largest member of the sample and the smallest member of the sample. 
The standard deviation of the distribution from which the sample was 
drawn may be estimated by dividing the range by a suitable constant. 
The constant is a function of the sample size and of the shape of the 
distribution. Factors are given for sample sizes up to ten, for the 
normal distribution only. 
The average range is suggested for use with samples larger than 
10 if the magnitude of observations is independent of their order of 
vi 
appearance and if observations are recorded as written numbers, rather 
than tally marks or as a histogram. The procedure for calculating the 
average range consists of dividing the sample into subsamples of five 
observations each (assigning observations to subgroups in order of 
appearance or by a randomizing process, but not by magnitude). The 
range of each subsample is found; the average of the subsamples is the 
average range, R, of the sample. For subgroups of five observations 
each, 0.43 R is an unbiased estimate of the lot standard deviation if 
the lot is normally distributed. Although the factor 0.43 is constant 
for all sample sizes, provided only that the subsample size is fixed at 
five, the percentage points vary with sample size and are given in 
Table 4. The efficiency of R estimates of (j' is quite constant at 
approximately 73%, regardless of sample size. 
Quasi range estimates of <r are sirr-ilar to those based on the 
range. While the range of a sample is the difference between the 
largest and the smallest observations in the sample, the second quasi 
range (QR2) is the difference between the second-largest and the second-
smallest observations in the sample. The standard deviation of the lot 
is estimated by multiplying the observed value of QR2 by the appropriate 
factor. The same purpose may be accomplished with the third quasi range 
(QR3)". the differe~ce between the third-lare-est and the third-smallest 
observations), the fourth quasi range (QR4), or the rth quasi range 
QRr, with r any convenient small integer). Multiplying factors for 
QR2, ~~3 , ~nd QR4 ar; given in Table 5 for selected sample sizes between 
11 and 150 (comuuted under the assumption that the sa~ple was drawn from 
a normal distribution). 
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The quasi ranges are particular~ useful estimators if observations 
are recorded on tallY sheets, histograms, or b,y some other means in 
which on~ the magnitude is preserved. The efficiency of each quasi 
range varies with sample size; each quasi range efficiency rises to a 
maximum and then drops again, somewhat more slow~ at first. Therefore, 
the experimenter or quality control engineer ought to exercise some 
care in choosing optimum value for r for a given sample size when using 
the quasi range as an estimator of tJ • 
The following choice is suggested among the various quasi ranges 
in order to achieve optimum efficiency: 
Sam:Qle Size Q:Qtimum guasi range Efficiencz 
n ~ 15 Range (R) greater than 75~ 
15~ n ~)5 Second quasi range (QR2) 67-71~ 
)O~n~ 50 Third quasi range ( QR;) 67-68f, 
45~n~75 Fourth quasi range (~) 66-68f, 
As may be seen from this table, there are no critical division 
points in sample sizes where the choice of one quasi range over the next 
most efficient quasi range would result in a reallY sharp difference in 
efficiency. 
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INTRODUCTION 
In industrial applications of statistics it is frequently necessary 
to estimate from a sample the degree of dispersion of a particular 
characteristic in a lot or process. The purpose may be to compare two 
lots or processes, to compare a lot or process with a specification, to 
isolate causes of variation (as in the analysis of variance), or for use 
in predicting percentage points of known or assumed distributions (as in 
predicting yield for a process assumed to have a normally distributed 
characteristic.) 
In the case of characteristics that give rise to histograms that 
have at least a resemblance to the shape of the Normal distribution, it 
is common practice to use the standard deviation as the measure of 
dispersion in the lot or process. Therefore, it is necessary to obtain 
from the sample data an estimate of the standard deviation of the lot or 
process (designated b,y (f in this paper). 
The specific problem discussed in this paper is the estimation of 
the lot or process standard deviation, cr t from sample data. The 
solutions will apply to point estimates of ~ , to confidence inter-
vals for (f , and to tests of hypothesis about () • Conversion factors 
for estimating () from samples are given o~ for a few sample sizes 
between 20 and 100. An expanded table not elsewhere available is given 
for use with estimates of <f based on average ranges and another for 
estimates of ~ based on quasi ranges. 
This investigation was prompted by the increasing pressure for 
measurement and control of dispersion of certain electrical characteris-
tics in certain types of electronic tubes. This desire of tube users is 
( 
1x 
illustrated by the current Inspection Instructions for Electron Tubes 
of the Armed Services Electro Standards Agency, Ft. Monmouth, N.J., 
and the work in this field by the Committee on Sampling of the Joint 
Electron Tube Engineering Council. Since this investigation was under-
taken primarily to design procedures to be used at Raytheon Manufacturing 
Company to satisf.y ASESA requirements, the sample sizes considered in 
computing coefficients for estimating cr were primari~ those commo~ 
encountered in acceptance sampling of vacuum tubes at ~heon. 
All tables in this paper were computed for samples drawn from 
normal distributions. The effect of non-normality on bias and efficiency 
of some of the estimators is covered brief~ in Section IV. 
SECTION I 
CHARACTERISTICS OF SAMPLE ESTIMATORS 
It is desirable that a sample estimator of any population para-
meter satisfy certain criteria: 
1\ 
1 
Preferably, an estimator Q should be unbiased, i.e. it estimates 
1\ 
the population parameter e in such a way that the expected value of e 
is really & • 
" An estimator e is said to be consistent if it converges in 
probability, as the sample size increases, to the parameter & of 
which it is an estimator. In other words, a consistent estimator 
tends to be closer and closer to the true value of Q. as more and more 
information is made available to form the estimate. 
The bias of an estimator may be eliminated by a correction factor 
(e.g. Bessel's correction for the mean square estimator or <S" ) but if 
an estimator is not consistent (e.g. X as an estimator of the median 
of a Cauchy distribution) there is no remedy. Therefore, in practice 
a biased estimator is made unbiased by adding or multiplying the 
appropriate factor, while an inconsistent estimator is abandoned • 
• tnother desirable attribute of an estimator is a high relative 
efficiency. The relative efficiency or any estimator is merely the 
ratio or the expected mean square deviation or the most efficient 
estimator from the parameter being estimated to the e~cted mean 
square deviation or the estimator from the parameter. 
2 
1\ 
A statistic e is said to be the most efficient estimator of 
the parameter & if 
t\ 
a. rn ( 9 -g) is asymptotically normally distributed with zero 
mean and finite variance, and 
At ~"'~t 
b. for any other estimator 9 with vn ( 9 - 8 ) asymptotically 
normal~ distributed with zero mean and finite variance, the variance of 
~ ~, 
~ is not more than the variance of ~ • 
With the exception of the range, the estimators discussed in this 
paper are asymptotical~ normally distributed for large sample sizes. 
However, even for non-normal distributions the ratio of variances is a 
convenient measure of relative efficiency. 
Frequently in industrial situations, estimators must be found by 
operators, inspectors, or clerks with no training in statistics and only 
limited facility with the simplest artithmetical manipulation of data. 
An adding machine, desk calculator, or slide rule may not be readi~ 
available, andeven if available the operator or clerk may not be trained 
in their use. A further limitation on tools and methods m~ result 
from company rules or union contract provisions which may prohibit 
certain labor grades to use office equipment, to do any clerical work 
beyond posting hours worked or the number of pieces produced. For 
instance, it may be permissible to require an inspector to record 
the hourly inspection results as tally marks on a control chart and 
to find and circle the sample median by a simple counting process, but 
not permissible to have the inspector calculate the sample mean, X • 
The median serves as an estimator of the process mean, not as efficiently 
as ~ but much more cheaply because addition of the hourly sample 
values would have required new skills of the inspector and therefore 
would have resulted in a reclassification and upgrading of the job. 
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This example of substitution of the sample median for the mean 
illustrates several of the attributes desired for non-statistical 
reasons in any estimator destined to be used in the factory or even in 
the laboratory by non-statisticians: 
It must not require any special tools or equipment (no adding 
machines, calculators, or slide rules); 
It must be the result of a predetermined step-by-step routine 
which has been reduced to writing, requiring no choices by the computer; 
It ought to involve as small a number of steps to calculate as is 
consistent with the other requirements; 
It ought to require little time for computation; 
All calculations must be simple. Substitute a nomograph or 
special~ prepared slide rule for divisions or multiplications whenever 
possible; 
All calculations ought to be easi~ checked and lead to unique 
results (i.e., a given set of readings can lead to on~ one result and 
estimate). 
Idea~, there is a close intuitive association between the estima-
tor and the attribute it measures, as between the sample median and the 
central value of a process. However, the association may be somewhat 
less direct, as in routine estimation of dispersion from sample ranges 
or of a percentage from the number of sample members possessing a given 
attribute. 
Perhaps these non-statistical criteria could be eliminated by having 
all tests and estimates computed b.Y statisticians or statistical clerks. 
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But in many instances the effectiveness of statistical techniques in 
the factory depends on having the data at least rough~ digested as 
close to its source as possible and as soon as possible. Further, even 
statisticians are liable to make errors if computations are involved 
and/or inefficient~ arranged, and even statisticians are sometimes in 
a hurry to test a hypothesis or estimate a parameter without first 
hunting up a calculator or covering a sheet of paper with calculations. 
Further, it is not always necessary to squeeze every last drop of 
information out of a fixed and limited set of data in order to form an 
estimate or test a hypothesis. Frequently, a quality control engineer 
has all too much raw data. If he is investigating past process perform-
ance, the inspection department's files are probably bulging with charts 
and sheets just begging to be analyzed. Even if the investigation is 
to be based on measurements made especial~ for this purpose, it may be 
cheaper and faster to take the larger number of readings required to 
reduce the length of the confidence interval of a test or estimate with 
a low statistical relative efficiency than it would be to grind out the 
calculations required by the most efficient test or estimate. Therefore, 
practical considerations may be more pressing than any of the statistical 
criteria first listed, with the sole exception of consistency. Even 
bias may be neglected, if it is sufficiently small. 
It is important to keep in mind that the values for efficiency 
mentioned above and as used throughout this paper are actually ratios 
of variances. Therefore, an estimator whichhasa 70% efficiency in 
respect to a second estimator will require 100 observations in order to 
achieve as short a confidence interval as the second estimator can 
achieve with on~ 70 observations. However, given the same fixed 
5 
sample size for both estimators, the confidence interval of the 
second estimator w1~J0.70 or 84% as long as that of the first. In 
other words) under same conditions the square root of the efficiency 
may offer a more meaningful comparison between two estimators than 
would the efficiena,r.1 
If s~ is defined as follows, it is an unbiased estimator of() 
'3. ~ _)'Z-
s = -'- c:::. (x-- >< 
n-1 • 
oz... 
"""" Unfortunately, although s "J- is an unbiased estimator of Q" , s is 
not an unbiased estimator of v . Again the amount of bias is a function 
of sample size. Tables are available2 of a factor c'Z- such that s/c~ is 
an unbiased estimate of~ • 
~ ((i) 
~~: vn-1 rcY\7) 
The factor~ rapidly approaches·/ with increasing sample size, 
as may be seen from the following table: 
Table 1 
cz.. = Expected Value of Ycr 
n 
2 
5 
10 
25 
50 
75 
100 
0.798 
0.940 
0.973 
0.990 
0.995 
0.997 
0.998 
1. G. E. Noether, "Use of the Range instead of the Standard Deviation", 
Journal of the American Statistical Association, December 1955, pp 1052. 
2. E. s. Pearson and H. 0. Hartle,y, Biometrika Tables for Statisticians, 
Vol I, Cambridge Uni v. Press, 19 54, p 184. 
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Therefore, for sample sizes greater than 25, s may be treated as 
an unbiased estimator of Gl without further adjustment for most 
purposes. The universality of this assumption is illustrated b,y the 
fact that few quality control texts or introducto~statistics texts 
even mention the existence of such an adjustment. However, all values 
of estimator efficiency tabulated in this paper are based on the 
variance of s / c L. • 
The adjusted sample standard deviation also satisfies asymptotical~ 
the conditions for the most efficient estimator of ff , because it is 
asymptotical~ normal~ distributed and has a smaller variance than any 
(1'2. 
other estimator of cr • The variance of s approaches 2(n-1) 
asymptotical~ as the sample size, n, increases. For n = 26, the 
-z, 
exact value for the variance of s is 0.0203 v while the asymptotic 
..... 
approximation yields 0.0200v , an error of 1.5%. 
In spite of its attractive theoretical attributes, the sample 
standard deviation is avoided whenever possible in quality control 
applications because its computation is time consuming and difficult 
to teach to inspectors or operators who have neither facility nor 
interest in manipulating complex calculations. In fact, the sample 
standard deviation has most of the desired theoretical attributes 
and none of the desired non-statistical attributes listed earlier in 
this paper. 
A number of substitutes for s have been suggested, including the 
average deviation of sample values from the sample mean or median, 
estimating (J graphical~ b,y plotting the sample cumulative frequencies 
on Normal probability paper, and various differences between sample 
values or functions of sample values; an example of this latter form of 
estimate was described recently by Dr. W. L. Jenkins3: 
If a £airly large sample is drawn from a normal distribution, then 
the expected value of 1.58 times the difference between the sum of the 
highest 25~ of the sample values and the sum of the lowest 25~ of the 
sample values is equal to n q- • Therefore 1.58/n times that differ-
ence is an unbiased estimator of <J • 
The estimator more commo~ used than any other in quality control 
work is the sample range. 
3. W. L. Jenkins, "A Quick Method for Estimating Standard Deviation", 
Psychological Reports, 1955, pp 77-78. 
7 
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SECTION II 
TRE RANGE AND AVERAGE RANGE 
One of the handicaps to a more rapid spread of the use of 
statistical techniques in industry is the common feeling that most of 
these techniques require complicated and time consuming.computations. 
In many statistical procedures for estimating or testing a 
hypothesis, the main hurdle in the path of simplificaticn has been 
the necessity of using the sample standard deviation to estimate the 
standard deviation of the p~rent universe, lot, or process. In many 
applications this hurdle was bypassed for small samples more than thirty 
years ago when Tippett1 suggested the sample Range to estimate Gl 
This simplification in procedure must get at least a share of the credit 
for the rapid spread of :j -R control charts in the f'ollowine years. 
The sample range, the difference between the largest and the smallest 
observation in the sample, has several outstanding att:dbutes V~.tlich 
enhance its appeal as a tool in the factory by non-statisticians: it 
is simple to compute without special equipment, it is unique, and it 
has an intuitive relation to lot dispersion. 
Mathematically, its attributes are less endearing. Its frequency 
distribution function has a deceptively simple appearance, but is 
insoluble by direct integration for frequency distributions generally 
l. L. H. C. Tippett, 110n the Extreme Individuals and the Range of Samples 
Taken from a Normal Population", Biometrika, 17, 1925, pp 364-87. 
"' 
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encountered in industrial data. For normally distributed data, the 
distribution of the range is quite badly skewed for small n and 
susceptible to no approximation that is both simple or accurate. 
The expected value of R and percentage points for some sample sizes 
have been tabled extensively2. 
Table 2 
EXpected Value of the Sample Range and Some Percentage Points 
Sample EXpected Value of Percentage Points for the Range 
Size \ sr (Range) = d2 ~ ~ lli 2Q! ~ 99.9% 
2 1.12838 o.oo 0.02 0.18 2.)3 3.64 4.65 
J l.f:$25? o.o6 0.19 0.62 2.90 4.12 5.06 
4 2.05875 0.20 0.43 0.98 ).24 4.40 5.31 
5 2.)~.3 0.37 o.66 1.26 ).48 4.60 5.48 
6 2.5)441 0.54 0.87 1.49 ).66 4.76 5.62 
7 2.7o436 0.69 1.05 1.68 3.81 4.88 5-73 
8 2.84720 o.8J 1.20 1.8) J.9J 4.99 5.82 
9 2.9700.3 0.96 1.34 1.97 4.o4 5.08 5.90 
10 3.07751 1.08 1.4? 2.09 4.1) 5.16 5-97 
" Since the expected value of R is d2 <l , it follows that (f = .lL • 
d2 
However, as the sample size increases the relative efficiency of the 
range decreases noticeably. This is one reason that the sample range is 
seldom used to estimate (f if the sample contains more than 10 or 15 
observations. 
2. E. S. Pearson and H. 0. Hartley, Biometrika Tables for Statisticians, 
Vol I, Gambridge University Press, 1954, P• 165. 
Table 3 
The Standard Deviation and Efficiency of Estimates of ar Based 
Sample 
Size 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
on the Sample Range 
Standard Deviation 
A ~ 
of <fg "b 
0.7555 
0.5248 
0.4274 
0.3714 
0.3346 
0.3081 
0.2879 
0.2720 
0.2590 
0.2481 
0.2389 
0.231 
0.224 
0.218 
0.212 
0.207 
0.203 
0.199 
0.19.5 
Efficiency 
1.000 
0.995 
0.97 
0.96 
0.91 
0.89 
0.87 
0.8.5 
0.83 
0.81 
0.80 
0.78 
0.76 
0.7.5 
0.74 
0.72 
0.71 
0.70 
Reference: E. S. Pearson and H. 0. Hartley, Biometrika Tables 
tor Statisticians, vol 1, Cambridge University Press, 
19.54, p. 164 and P• 184. 
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Further, as the sample size increases the effect on the range of 
"wild" readings or "outliers" in the distribution of observations 
becomes increasingly serious. These "outliers" re:present a small 
fraction of almost every distribution found in the factory (caused by 
anything from gross measurement error to the occasional misfeed of a 
punch press or loss of vacuum in a pump). The decision of whether a 
suspiciously high or low reading ought to be included in subsequent 
calculations or rejected as not properly belonging to the main parent 
distribution is one that requires knowledge of the process and 
judgment, knowledge and judgment beyond what is generally expected in 
production operators, inspectors, or technicians. 
As the sair.p1.e size increases the range depends on values farther 
and farther out in the tails of the distribution from which the data 
is drawn. "Outliers" and other inter-.nixtures of a small percentage of 
members from another distribution generally disturb the "regularity" of 
the main distribution seriously only in its tails. As a matter of 
fact, tests of data for "normality" or conformance to one of the other 
distributions commonly incorporated into the mathematical model are 
usually carried out on samples of such limited size that discrepancies 
between an actual distribution and its model are impossible to detect 
if the discrepancy occurs at even a moderate distance into a tail of 
the distribution. 
The use of the average range of subsamples to estirnate is one 
method of preserving the simplicity of the range estimate and yet 
maintaining a high relative efficiency even though the sample size 
becomes very large. F. E. Grubbs and C. L. Heaver in 1947 proposed a 
procedure for finding the average range, R, for samples containing 12 
or more observations.3 Their procedure is based on the fact that the 
maximum efficiency of the estimator occurs when the sample is divided 
into subsamples of eight observations each. 
If the sample size is a multiple of 8, divide the sample into 
subsamples of 8 observations each (n = 8r ), find the range of each 
subsample, divide the mean of these ranges b,y d~ = 2.847 to obtain an 
unbiased estimate of ~ , whose efficiene,r is approximately equal to 
If the sample size is not a multiple of 8, the authors give a 
scheme for dividing the sample into subsamples of 7, 8, or 9 observations 
each. For sample sizes between 12 and 20, subsamples of 6 and 10 are 
sometimes also used. Each subsample range is multiplied by the appropriate 
value of d~and the final estimate of 01 is the mean of these subsample 
estimates. For sample sizes between 12 and 100, only two sample sizes 
not divisible by 8 are divided into subsamples of equal size. For all 
other sample sizes, Grubbs and Weaver's procedure requires at least 
two different sizes of subsamples for each sample. 
Although Grubbs and Weaver's procedure results in an unbiased 
estimate with the maximum efficiency obtainable by ranges, it has two 
features which are ver,y undesirable in practice: 
1. the subsamples are too large. If the observations are recorded 
as written numbers, the eye must scan from seven to nine numbers to pick 
3. F. E. Grubbs and C. L. Weaver, "The Best Unbiased Estimate of 
Population Standard Deviation Based on Group Ranges", Journal of the 
American Statistical Assn., 1947, p 227. 
lJ 
out the largest and smallest; experience at Raytheon has been that for 
most operators and inspectors this span is too long for consistent 
speed and accuracy. 
2. division of a sample into subsamples of unequal .size leads to 
complicated routines and calculations and therefore to confusion and 
errors. 
The solution of smaller, equal-sized subsamples will of course 
reduce the statistical efficiency. Subsamples of 5 observations each 
were finally introduced as a satisfactory compromise between statistical 
and administrative preferences: 
l. high statistical efficiency - the efficiency is about 73%. a 
small loss from the maxi..'Tlum of about 75% when the subsa.mples contain 8 
observations each. 
2. ease of administration all sample sizes in common use which 
are large enough to be subdivided were already multiples of 5. 
J. speeded up computations and reduced errors. 
The current procedure of estimating (f" by the R method is then as 
follovrs4 : 
a. Divide the sample into subsamples of 5 measurements each. If 
n is not divisible by 5, the remaining one, two, three, or four measure-
ments are not used. 
b. Determine the range of each subsample (R) and find their mean (R). 
c. Multiply R by o.4J.. The product is an unbiased estirnate of the 
standard deviation of the lot or process from which the sample was drawn. 
4. :9. P. Goldsmith, "Estimation of Standard Deviation from Gro11ped 
Ranges," report prepared for the Committee on Sampling, Joint 
Electron Tube Engineering Council, 1954. 
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Percentage points of R based on subsamples of 5 observations each 
and the efficiency of such R estimates of <J are given in Table 4. These 
values were computed by approximating the distribution of the average 
1.--
range for each sample sise by a ,C distribution with the appropriate 
number of degrees of freedom, so that the first three moments were equal 
to the known values of the average range estimate for the given sample 
size. The method is described by Grubbs and WeaverS; 
The mean of the estimate is the standard deviation of the normal 
population from which the observations were drawn, (f : 
<'\ 
E (<J') • () 
The variance of the estimate is equal to the variance of the range 
estimate based on a single subsa.mple, divided by the number of such 
subsamples entering into the average range. The standard deviation of a 
range estimate based on a single sample of 5 observations is 0.)114 ~ ; 
therefore, the standard deviation of an average range estimate based on m 
subsamples of 5 observations each is: 
"' 0..~714 
'S.:O.(G"): (W\ 
The skewness of the distribution of the average range estimators 
was expressed in terms of the ratio of the square of the third moment 
of the estimate about its mean to the cube of its variance, a ratio 
sometimes denoted by f, • The r• of an average range estimate is equal 
to the~ 
1 
of the range estimate basecl on a single subsample, divided by 
the number of such subsamples entering into the average range. The ~' 
of a range estimate based on a single sample of 5 observations is 0.2157; 
5. F. E. Grubbs and c. L. Weaver, 11The Best Unbiased Estimate of 
Population Standard Deviation Based on Grouped Ranges,• Journal of 
the American Statistical Assn. , 1947, pp 238-9. The author gratefully 
acknowledges Mr. Weaver's aid in reviewing the method used in computing 
the values of Table 4 and suggesting some helptul simplifications. 
15 
therefore, the ~ 1 of an average range estimate based on m subsamples 
of 5 observations each is 
0,2.157 
W1 
In their paper, Grubbs and Weaver also showed that the measure or 
peakedness or ex:cess, ~,.. , rapidly converges to three (the value of ~l. 
of a Normal distribution). For 4 or more subsamples of 5, thef,_ of 
an average range estimate lies between 3 and 3 .04. 
The percentage points for the average range estimates of CJ were 
computed in the following form: 
Where k:-p'" is the 100~ percentage point for an estimate based 
I 
on m subsamples and 
,.. 
Where iGp is the 100~ percentage point of a chi-square distribu-
tion with ~ degrees or freedom. It follows from this definition or v 
that 
£(u):= o 
va.r (u) = I 
(3 (u) :: ~ 
\ I '\) 
A ~ 
By lett~,( U ) & ~, ( cr.,. ) , the degrees of freedom, ~ , of the,{ 
distribltion were determined for each value of m. For example, for 
m ~ 5 the corresponding degrees of freedom are as follows: 
-!!!... ...i 
1 37.09 
2 74.18 
3 111.27 
4 148.36 
5 185.45 
16 
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The 100~ percentage points of the various x{ distributions were 
~ 
found by interpolation in tables of the~ distribution on the 
reciprocals of the degrees of freedom form~ 5. Form~ 5, the 
percent~e points were found by use of the Wilson-Hilfertyapproximation 
for ;((since the degrees of freedom were so large)6: 
;~; .. v ( 1- ~~ + :zp J 9 ~ )~ 
where .z: is N ( 0
1 
1 ) 
and 'R-1~ <~p} ... p 
L-
For m=5 these two methods of computing ~pwere found to lead to 
results that differed very little. 
The validity of estimates of q- based on the average range depends 
on the validity of the assumption that observations are drawn at random 
from a normal distribution, with their magnitude independent of their 
order of appearance. Therefore, it is important that the observations 
in a subsample be made close enough together in time so that there is 
no change in level of the process between members of a subsample. 
The method cannot be used for such phenomena as hours to failure 
in a life test or of similar characteristics in which the data arises 
in order of magnitude. But since such phenomena are rarely normally 
distributed, this last restriction is rarely a serious hurdle. 
The presence of a "wild" reading in the sample is usually easily 
detected by the occurrence of a corresponding very large range for that 
subsample. As a rule of thumb, it is suggested to check for a "wild" 
reading in aQY subgroup whose range is more than twice R. 
6. T. L. Kelley, The Kelley Statistical Tables, Harvard University 
Press, 1948, p 25. 
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One of the big advantages of the R method is the ease with which 
new data can be added to increase the sample size without the necessity 
of starting from the beginning to estimate(f from the entire sample. 
It is merely necessary to compute the range for each of the additional 
subgroups and to recompute R; the ranges of the original subgroups 
remain unchanged. 
Probably the most serious drawbacks of the R method are that it 
is not practical for use on observations which are recorded graphically 
(e.g., as a histogram) and that the results are not unique, i.e. a given 
set of observations leads to different values of R when the set is 
rearranged. 
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Table 4 
Table of Percentage Points for R Estimate of <r 
vmen Sample is Divided into Groups of Five 
... 
~= 
Size Efficiency Factor for <J 
" of of (Column Heading is the Probability that (f will 
Sample Estimate Exceed cr- multiplied by Factor) 
n 
~ m 2.5if 90% ~ 2o% ~ ~ J1 ~ 
5 0.96 0.24 0.28 0.44 0.54 0.67 1.31 1.50 1.66 1.98 2.10 
10 o.83 0.42 0.46 0.59 o.67 0.77 1.22 1.35 1.46 1.67 1.75 
15 0.79 0.51 0.55 o.66 0.7.3 0.82 1.18 1.28 1.37 1.54 1.60 
20 0.77 0.56 0.60 0.71 0.77 0.85 1.16 1.25 1.32 1.46 1.52 
25 0.76 0.60 0.64 0.74 0.79 0.87 1.14 1.22 1.28 1.41 1.46 
30 0.75 o.63 0.67 0.76 0.81 0.88 1.13 1.20 1.26 1.37 1.41 
35 0.75 0.66 0.69 0.78 0.82 0.88 1.12 1.18 1.24 1..34 1.38 
40 0.74 0.68 0.71 0.79 0.83 0.89 1.11 1.17 1.22 1..32 1.36 
45 0.74 0.70 0.7.3 0.80 0.84 0.90 1.11 1.16 1.21 1..30 1.34 
50 0.74 0.71 0.74 0,81 0.85 0.90 1.10 1.15 1.20 1.28 1.)2 
55 0.74 0.72 0.75 0.82 0.86 0.91 1.10 1.15 1.19 1.27 1.30 
60 0.74 0.74 0.76 o.83 0.87 0.91 1.09 1.14 1.18 1.26 1.29 
65 0.74 0.75 0.77 0.84 0.87 0.91 1.09 1.14 1.17 1.25 1.28 
70 0.74 0.75 0.78 0.84 0.88 0.92 1.08 1.13 1.17 1.24 1.27 
75 0.7.3 0.76 0.78 0.85 0.88 0.92 1.08 1.12 1.16 1.2.3 1.26 
80 0.7.3 0.77 0.79 0.85 0.88 0.92 1.08 1.12 1.16 1.22 1.25 
85 0.7) 0.78 0.80 0.86 0.89 0.92 1.08 1.12 1.15 1.22 1.24 
90 0.7.3 0.78 0.80 0.86 0.89 0.9.3 1.07 1.11 1.15 1.21 1.23 
95 0.7.3 0.79 0.81 0.86 0.89 0.93 1.07 1.11 1.14 1.20 1.23 
100 0.7.3 0.79 0.81 0.87 0.90 0.93 1.07 1.11 1.14 1.20 1.22 
105 0.73 0.80 0.82 0.87 0.90 0.93 1.07 1.11 1.14 1.19 1.22 
110 0.73 0.80 0.82 0.87 0.90 0.9.3 1.07 1.10 1.1.3 1.19 1.21 
115 0.73 0.81 0.82 0.87 0.90 0.94 1.07 1.10 1.13 1.18 1.21 
120 0.7.3 0.81 o.83 0.88 0.90 0.94 1.06 1.10 1.13 1.18 1.20 
125 0.7.3 0.81 o.83 0.88 0.91 0.94 1.06 1.10 1.14 1.18 1.20 
150 0.73 0.8.3 0.84 0.89 0.91 0.94 1.06 1.09 1.11 1.16 1.18 
175 0.7.3 0.84 0.85 0.90 0.92 0.95 1.05 1.08 1.10 1.15 1.16 
200 0.73 0.85 0.86 0.90 0.92 0.95 1.05 1.08 1.10 1.14 1.15 
225 0.73 0.86 o.87 0.91 0.93 0.95 1.05 1.07 1.09 1.13 1.14 
250 0.73 0.86 0.88 0.91 0.9.3 0.96 l.o4 1.07 1.09 1.12 1.14 
,., .300 0.7.3 0.88 0.89 0.92 0.94 0.96 1.04 1.06 1.08 1.11 1.12 
.350 0.7.3 0.89 0.90 0.93 0.94 0.96 l.o4 1.06 1.07 1.10 1.11 
400 0.7.3 0.89 0.90 0.9.3 0.95 0.96 1.04 1.05 1.07 1.10 1.11 
450 0.73 0.90 0.91 0.94 0.95 0.97 1.03 1.05 1.06 1.09 1.10 
500 0.7.3 0.90 0.91 0.9LL 0.95 0.97 1.03 1.05 1.06 1.09 1.10 
1000 0.7.3 0.9.3 0.94 0.96 0.97 0.98 1.02 1.0.3 1.04 1.06 1.07 
SECTION III 
THE QUASI RA..TIJGES 
In the previous section, Cf was estimated from the difference 
between the largest and the smallest observation in a sample. By an 
analogous procedure, <f may be estimated from the difference between 
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the second-largest and second-smallest observation in a sample; similarly, 
the differences between third most extreme observations may be used, or 
those of k-most extreme, providing only that the appropriate multipliers 
are applied. 
This type of estimator was first discussed by Karl Pearson1 in 1920, 
but there appears to have been no further work along this line until 
1946, when Mosteller2 pointed out the advantages of quasi ranges, as he 
called them in a paper concerned with a varjety of short-cut procedures 
for use with large samples. In the same year A. E. Jones3 published a 
mathematical treatment of the same problem, but again only for large 
sample sizes {100 ~ n ~ 1000) 
1. K. Pearson, "On the Probable Errors of Frequency Conste.r.ts," 
Biometrika, 13 (1920), pp 113-132. 
2. F. Mosteller, "On Some Useful Inefficient Statistics", Annals 
of ?'"J.athematical Statistics, 1'7 (1946), pp 377-408. 
3· A. E. Jones, "A Useful Y.ethod for the Routine Esti.'ll.etion of 
Dispersion from Large Samples", Biometrika, 33 (1946), 
pp 274-282 
The first discussion of the application of quasi ranges for 
20 ~ n ~100 and the resulting ef'f'iciency appears to have been by 
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J. H. Cadwell4 in 1953. Cadwell's results confirmed the applicability 
in this particular range of sample sizes of' Mosteller's earlier general 
statement with ref'erence to large samples that in order to keep the 
relative efficiency at a high level, the quasi range ought to be based on 
the observations that cut off approximately ?% in each tail of the 
distribution. 
Specifically, Cadwell found that for n<'l7 the most efficient esti-
mate of (f' of this type is the range. For 17 !{" n $' 31, the most 
ef'ficient estimate is the difference between the second-smallest and 
the second-largest observation, usually called the second quasi range,. 
QR2• For 32s nc:; 50 the third quasi range, ~' becomes optimum, but 
Cadwell points out that the efficiency curves for QR2, QR3, and probably 
QR4 are quite flat in respect to increasing sample size. For example, 
in the interval 20 S: n ~ 65 the ef'ficiency of QR:3 rises .from 65.5t% to 
7cYP and then falls off slowly to 66.~. In the same interval, the 
efficiency of QRz declines steadily .from 73% to 59%. Cadwell gives the 
mean, variance, t· . r,· and a number o£ percentage points J:or QR2 ;for 
n = 10(1)30 for normal distributions. 
The mean of any quasi range .for n = 2(1)26(2)50 may be computed very 
simply from any table of normal order statistics5. Such a table gives 
the expected value of the rth largest observation in a sample of n 
observations from a standardized unit normal distribution. Therefore, 
each entry is exactly half of the rth quasi range. 
4. J. H. Cadwell, "The Distribution of Quasi Ranges in Samples .from a 
Normal Population", Annals o.f Mathematical Statistics, 24 (1953), pp 603-613. 
5. For example, E. s. Pearson and H. 0. Hartley, Biometrika Tables for 
Statisticians, vol I, Cambridge University Press, 1954, P. 175. 
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For the sample sizes and quasi ranges of primary interest in this 
investigation, the following approximations yield excellent results for 
samples from normal distributions: 
Let z~ be equal to the standardized normal unit deviate wrich is 
exceeded by 100~% of the distribution 
and let y~ be equal to the ordinate at -=2-f 
or in symbols 
!)() 
1 j ex:p (-~ z2) dz = ()(. 
(2:f 
~II( 
and('ZTl ex:p (-~ t) = y~ 
then let (j. = r - 0,4 
n 
and~ = r-0!3 
n 
Where n is the sample size and r the index of the rth quasi range. 
then E (ORr) = 2 zt>l (J' 
and var (QRr)= 2 ~ n(~-~) ~,... 
" ~ 
or var ( () QR)= 2Fr (1-2 ~ ) (),. 
n (l Toe y~ )'i 
This last equation is a refinement of a large-sample approxinmtion 
given by Mosteller6; the approximations result in errors of less than 1% 
in the mean and less than 2% in the variance for 20 ~ n ~ 100 and 
2 ~ r t; 4 if the underlying distribution of the data is normal. Simpler 
approximations suitable for ver,y large sample sizes are given b,y 
van der Waerden and Ni~~ergelt7~ 
6. F. Mosteller, "On Some Useful Inefficient Statistics," Annals of 
Mathematical Statistics, 17 (1946), p 392. 
7. B. L, van der Waerden_ and E. Nievergelt, lrafeln zum Vergleich Zweier 
Stichproben Mitte!s X-Test und Zeiehentest, Springer Verlag, Berlin, 1956, 
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Table 5 
Mean, Variance, and Efficiency of 
Second, Third, and Fourth Quasi Ranges 
(For samples from a Normal Distribution) 
Sample Mean of ~ Variance of QRr Efficiency of QRr 
Size Approx. :Exact Approx. Cadwell* Approx. Cadwell* 
Second Quasi Range (QR2) 
ll 2.113 2.12)8 o.J43 0.3)62 o.69 o.67 
13 2.319 2.)282 0.)29 0.)240 o.n 0.72 
15 2.488 2.4959 0.317 0.3128 0.72 0.72 
20 2.810 2.8152 0.292 0.2898 0.73 0.73 
25 3.044 3.0486 0.273 0.2723 0.72 0.72 )0 ).227 3.2312 0.258 0.2588 0.70 0.70 
35 3-37 3.38 0.247 X 0.68 0.68 
40 ).50 ).50 0.237 X o.66 o.66 
45 ).61 ).62 0.229 X 0.64 0.64 
50 ).67 ).70 0.223 X o.61 0.62 
Third Quasi Range (QR;) 
25 2.52 2.52 0.196 X o.68 o.69 
30 2.72 2.72 0.186 X 0.69 0.70 
35 2.87 2.89 0.178 X 0.69 0.70 
40 3.03 3.04 0.171 X o.68 0.69 
45 ).15 ).16 0.166 X o.68 0.68 
50 ).26 ).26 0.161 X 0.67 0.67 
75 ).63 X 0.142 X 0.6) X 
100 ).89 X 0.1)2 X 0.58 X 
Fourth Quasi Range ( QR4) 
35 2.53 2.5) 0.143 X o.66 X 
50 2.92 2.92 0.128 X 0.68 X 
75 3.33 X 0.114 X o.66 X 
100 ).60 X 0.105 X 0.62 X 
110 ).68 X 0.102 X 0.61 X 
"" 
150 ).95 X 0.093 X 0 • .56 X 
* J. H. Cadwell, 1oc cit, pp 609-610 
Both Mosteller and StevensB b,y different approaches arrived at the 
conclusion that for n large the maximum efficiency for a quasi range type 
of estimator of CJ is 6).2% and that this maxinmm is achieved if the 
ratio of r ton is 0.0694 (Mosteller) or 0.0692 (Stevens). However, as 
can be seen from the above tables, with 20 < n <75 this large-sample 
limit can be improved on considerably with a little care in choosing an 
optimum si:z.e for r • 
The three major advantages of the quasi ranges as estimators of ~ 
are 
1. convenient to use when data is recorded graphically (as in a 
histogram or tally sheet). 
2. not greatly· affected by a small fraction of extremely high or 
low observations that are extraneous to the main distribution being 
investigated. The quasi ranges are also robust estin1ators in respect 
to those deviations from normality that are confined to the extremes 
of the tails. 
). estimates are unique; rearrangement of a given set of observa-
tions will not affect any quasi range. 
Experience has shown that for situations in which both the mean 
and the standard deviation must be estimated from samples of the size 
discussed in this paper, it is easiest to pair the )( estimate of the 
mean with the R estimate of cr , and the sample median estimate of the 
mean with the QR estimate of <r • The choice between these two pairs 
depends on the manner in which data is collected (are order of arrival 
and magnitude of observation independent?) and the manner in which it 
is recorded (written numbers or tally sheet?) 
8. W. L. Stevens, "Control b.Y Gauging", Journal of the Royal Statistical 
Society, Series B, vol x, no 1, 1948, p 72. 
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Computations of t• and ~\.-for QRz for 15 ~ n ~ 30 by Cadwell and 
for isolated values of ~ b,y Torrey9 indicate that the shape of the 
distribution for at least QR2 and QR3 are approximately normal for mod-
erate sample sizes. However, caution is indicated in computing ver,y 
high or very low percentage points under the normality assumption from 
the means and variances given in this paper. 
9. M. N. Torrey, Bell Telephone Laboratories, Unpublished memorandum to 
the Sampling Committee of the Joint Electron Tube Engineering 
Council, 1955. 
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SECTION IV 
EFFECT OF NON-NORMALITY ON ESTIMATORS 
Distributions encountered in industrial data are rare~ distinguished 
qy rigid conformance to any common mathematical model. Perhaps the 
most common model is the normal distribution, and a good many 
almost-bell shaped, almost-symmetrical histograms have been tossed 
into "the normal pot" for want of a more appropriate solution with as 
much to offer in simplicity. 
In case of severe non-normality, the more careful engineer may 
(if he has the time) try one or more of the standard normalizing 
transformations - square root, logarithmic, arc sine, etc. If the 
transformation actually normalizes, there is no problem in using any of 
the estimators of this paper to estimate the standard deviation of ~ 
transformed variable. It is important to remember that the estimate will 
~ pertain to the standard deviation of the original distribution. 
Stevensl investigated the efficiencies of the large-sample analogs 
of the quasi range as estimators of the scaling parameter of the 
sharp~-peaked Cauchy and sharply skewed Pearson T,ype III distributions. 
The efficiency in the first case was found to be over So% and 45% in 
the second case. 
Stevens points out that such order statistics far surpass the 
efficiency of the usual measures of scale and location because i and s 
have asymptotically zero efficiency in estimating the scale and location 
1. W. L. Stevens, loc. cit. , p 85f. 
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parameters of the Cauchy di~tribution, that "favorite exhibit in the 
I 
statisticians museum of monstrosities." 
However, it is important to note that Stevens achieved his high 
efficiencies with these two distributions only by using constants 
different from those used in estimating from a normal distribution. For 
a normal distribution the optimum ratio of r to n is approximate~ 0.07, 
for the Cauchy distribution the optimum ratio is 0.25, and for the 
Pearson III the optimum ratio is 0.10. Results obtained qy Barry2 in 
fair~ large-scale sampling experiments with n = 35 from a truncated 
normal distribution (1~ one-tail truncation) and from a JL2 distribution 
(with 4 degrees of freedom) indicate that QR2 and QRJ are still usable 
estimators of the standard deviation of these distributions. There was 
an insufficient number of samples in this series of experiments to 
conclude from the sample variances whether the efficiencies of the 
estimators were seriously affected. 
2. G. F. Barry, Unpublished Thesis, Y.:.assachusetts Institute of 
Technology, 1957. 
SECTION V 
SOME APPLICATIONS OF R AND QR 
1. To Estimate the Standard Deviation ( U) of a lot from a sample 
(by the R method) 
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a. Divide the sample into m separate random subgroups of 5 measure-
ments each. If n is not divisible b,y 5, the re~Aining one, two, 
three, or four measurements are not used. 
b. Determine the range (R) of each subgroup. The range is the 
difference between the highest and the lowest measurement in 
each group of 5. 
c. Calculate the average (R) of the m ranges. 
d. Multiply R by 0.43. The product is an unbiased estimate of the 
standard deviation of the universe from which the sample was 
"' -drawn: cy" = 0.43 R. 
Example 
Q. Given the lengths of a sample of 27 pins, estimate the standard 
deviation of the process from which the sample was drawn. 
12.4 m.m. 10.1 mm. 12.2 mm. 11.7 mm. 11.9 mm. 10.2 mm. 
10.7 12.6 11.9 11.3 12.1 11.5 
11.9 12.3 10.7 12.3 10.1 
11.0 10.8 ll.3 11.3 12.1 
12.5 13.2 ll.4 12.0 13.5 
A. The ranges of the 5 groups of 5 each are: 1.8, 3.1, 1.5, 1.0, 
and 3.4 mm., respectively. 
R = ,1.8+J.1+1.2tl.O+J.42 = 2.16 mm. 
5 
t\ 
<f = o.4JR = (0.43) (2.16) = 0.2J mm. 
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2. To Estimate <f' of a lot from a sample (by the OR method) 
Example 
Q. Given the same 27 pins as in 1. above 
A. Since n = 27, the most efficient quasi range estimator is 
QR2 , although ~ is a close second-best. 
for QR2 : find the second-largest reading (13.2 mm.) and 
the second-smallest reading (10.1 :mm.): divide the differ-
ence (3.1 mm.) by the appropriate factor (3.12, by inter-,. 
polation in Table 5) to obtain <l QR2 • 0.99 mm. 
for ~: find the third-largest reading (12.6 mm.) and 
the third-smallest reading (10.2 mm.): divide the differ-
ence (2.4 mm.) by the appropriate factor (2.62, by inter-
" polation in Table 5) to obtain <f QR3 = 0.92 mm. 
Note that the usual adjusted root-mean-square estimator of cr com-
puted from the given data is s = 0.88 mm., with a 95% confidence 
interval for <f of 0. 7 - 1.2 mm. 
"' 3. To set Control Chart Limits for <f with R ( <f known or assumed) 
-Control charts in which each point represents an independent R 
estimate of <I are similar in purpose and application to control charts 
in which each point represents an independent estimate of cr based on 
a single range, R. Either type of chart may be used to detect changes 
in 0 ; however, R charts are limited to small sample sizes and there-
fore relatively wide control limits, while R charts may be used even 
with very large samples and therefore detect very small changes in Cf • 
Example I 
Q. Experience has shown that in order to meet specifications, a parti-
cular piece of equipment needs to be adjusted only when the standard 
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deviation of the pin length exceeds 1.4 mm. The standard deviation of 
-pin lengths is estimated from the R of hourly samples of 30 pin lengths. 
How high may the R rise before the inspector can be at least 99% confi-
dent that the standard deviation has risen above 1.4 mm? 
A. As long as the true standard deviation ((f) remains below 1.4 mm., 
the R estimate of ~ will be less than 1.4 times the 1% factor for sample 
size 30: 
UCL<f = (1.4) (1.37) = 1.92 mm. 
"' -but <T = o.43R 
therefore UCLa = 1 (1.92) = 4.47 mm. 
o.43 
Inspector ought to call for machine adjustment whenever the R for 
an hourly sample exceeds 4.47 k\1WI. 
Example II 
Q. Set control limits for a chart to control dispersion for a process 
whose standard deviation has been 135 mv. Dispersion will be measured b,y 
"' calculating <r -from R of daily 100 piece samples. Compute limits so 
that 99% of these estimates will be within control limits as long as 
Cf = 135 mv. 
A. UCL~ 
LCLA 
~ 
= (135) (1.22) = 164.7 mv. 
= (135) (0.79) = 106.6 mv. 
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4. To set Confidence Limits .for ~ ( <f Unlmown) 
The R estimate o.f () may be used to estimate bounds .for the 
unlmown true value o.f o. The width o.f the bounds depends on the 
sample size and on the degree o.f confidence (or certainty) required. 
The more certain we must be that cr lies within these bounds, the 
.farther apart the bounds will be .for a given sample size. 
Example 
Q. A new process is being controlled by control charts o.f the 
average and range o.f hourly samples o.f 5 pieces each. At the end o.f 
the .first day, there are twenty-four points on the chart. The average 
range is 2.17 mm. Therefore, an unbiased estimate o.f <f is 0.43 t 
(2.17) = 0.93 mm. What limits can we set so that we will be 9~ 
confident of bracketing (f ? 
A. Upper confidence limit will be equal to the estimate divided 
by the 95~ factor: 
.2.!2l = 1.06 mm. 
0.88 
Lower confidence limit will be equal to the estimate divided by the 
5~ .factor: 
5L.2J. = 0 .8) mm. 
1.13 
On the basis ot our R estimate from a 120-piece sample, we can 
state with 9~ confidence that the true standard deviation of the lot 
is more than 0.83 mm. and less than 1.06 mm., i.e. 0.83 < ~ < 1.06 • 
.5. To Determine Equivalent Sample Sizes 
It is sometimes necessary to substitute an R test or chart for 
dispersion .for a test or chart previously based on the sample standard 
deviation. Columns one and two of Table 4 are useful when making such 
substitutions. 
Exuple I 
Q. A machine set-up is now being controlled by a control chart 
on the standard deviation or samples or twenty measurements each. How 
large a sample will be necessary if dispersion is to be controlled by 
R? by QR2 1 
Jl 
A. R based on samples or JO each will be as P"Cise as ~e sample 
standard deviation of samples of 20. Samples or JO are necessary because 
this is the lowest multiple or 5 that satisfies the stated requirements. 
QR2 based on samples of 28 each will be as precise as the sample 
standard deviation of samples of 20. 
Use of QRJ would require samples of 29 observations eaeh. 
Examp1e n 
Q. Lots are now evaluated by R estimates from samples of 100 pieces 
each. How large a sample will be necessary if dispersion is to be 
estimated by computing sample standard deviations? 
A. The standard deviation of samples of 73 each will be as precise 
as the R of samples of 100. 
6. To Determine the Operating Characteristic of R Test for Dispersion 
An R Test for dispersion is usually of the form: Take a sample of n 
pieces from the lot, determine the R or the sample, accept the lot only 
if R does not exceed a specified Acceptance Limit for Dispersion (ALD). 
The ALD is a multiple or the Maximum Rated Standard Deviation (MRSD), 
such that a lot whose ~ = MRSD has about a 95% probability or passing 
the ALD. The Operating Characteristic shows the Probability of Acceptance 
corresponding to various given values of (f • 
Example 
Q. Given a sample size of 35 and the requirement that lots with 
<i = 40.0 ma shall have at least 95~ probability of acceptance, compute 
the Acceptance Limit for Dispersion and the Operating Characteristic. 
A. ALD = MRSD 
o.4.3 
(Factor for 5~) = 40,0 (1,24) = 11.5.3 ma 
0.4.3 
Accept any lot for which R ~ 11.5 • .3 ma 
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The value of cr corresponding to a given Probability of Acceptance, 
100~, is computed as follows: 
= (0 14J) (ALD) = (0.4Jl (ll5.J) 
Factor for (100-~) Factor for (100-~) 
Probability or Factor for 
Acceptance (lOO-P)~ (J 
99·5~ 1.38 3.5.9 ma 
99 f, 1.)4 37.0 ma 
9.5 ~ 1.24 40,0 ma 
90 % 1.18 42,0 ma 
80 f, 1.12 44,) ma 
20 % 0.88 .56 • .3 ma 
10 ~ 0.82 60,.5 ma 
5 % 0,78 63.6 ma 
1 ~ 0.69 71.9 ma 
o.5f, 0,66 7.5.1 ma 
The same problem may be solved in terms of quasi ranges. For a 
sample size of 35 the third quasi range is most efficient, therefore the 
following solution will be in terms of QR3. For n=J5 the distribution of 
QR) has the following constantsl: 
1. M. N. Torrey, Bell Telephone Laboratories, Unpublished memorandum to 
the Sampling Committee of the Joint Electron Tube Engineering Council,l9.55. 
~ 
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E(QR3) • 2.89 
var (QR3) = 0.178 
0>. • 0.073 
~£.. = 3.15 
Applying the .method described in Section lli of this paper to find a 
-;C., distribution to approximate the distribution of QR3 leads to a. X, z.... 
distribution with 110 degrees of freedom. However, since the values of~' 
and ~ v are so close to the corresponding values for a normal distribution, 
a normal approximation would be sufficiently accurate under most circum-
stances. Therefore the following percentage points were computed in the 
form 
Kp = E(QR3) + !p S.D. (QR3) 
= 2.89 + Zp (0.42) 
where Z is N(O,l) 
and 'Pr~.:c~~P}::.P 
Then the maximum acceptable value of QR3 is computed as follows: 
QR.; ~ (MRSD)(Factor for 5~) 
<$" 40.0 (2.89 + 1.64.5 • 0.42) • 143.2 -
The value of ~ corresponding to a given Probability of Acceptance, 
100~, is computed as follows: 
~ • 14).2 
Factor for 100(1-P)~ 
Probability of 
Acceptance Factor for 100(1-P)~ 
100~ 
9~ 2.89 + 2.326 (0.42) = 3.87 
95~ 2.89 + 1.645 (0.42) = 3.58 
9rl1> 2.89 + 1.282 (0.42) = 3.43 
8rf1, 2.89 + 0.842 (0.42) = 3.24 
2rf1, 2.89 - 0.842 (0.42) = 2.54 
lrJI, 2.89 - 1.282 (0.42) = 2.35 
5% 2.89 - 1.645 (0.42) = 2.20 
1% 2.89 - 2.326 (0.42) = 1.91 
37.0 ma 
40.0 ma 
41.8 ma 
44.2 ma 
56.4 ma 
60.9 ma 
65.2 ma 
75.0 ma 
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For values ot <I near the MRSD the Operating Characteristic ot 
QR.3 is slightly steeper than the Operating Characteristic ot R with 
the same sample size. However, tor larger values of (j"" (those 
associated with a Probability of Acceptance of less than lQ%) the 
Operating Characteristic of R is noticeably steeper than that of 
QR.3. 
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