We study an inhomogeneous random connection model on the unit cube S = − 1 2 , 1 2 d , d ≥ 2. The vertex set of the graph is a homogeneous Poisson point process Ps on S of intensity s > 0. Each vertex is endowed with an independent random weight distributed as W , where P (W > w) = w −β 1 [1,∞) (w), β > 0. Given the vertex set and the weights an edge exists between x, y ∈ Ps with probability 1 − exp − ηWxWy (d(x,y)/r) α , independent of everything else, where η, α > 0, r > 0 is a scaling parameter and d is the toroidal metric on S. We derive conditions on α, β such that under the scaling rs(
INTRODUCTION
Social, financial and other networks such as the internet and wireless networks have been objects of much interest among researchers and practitioners in various fields in recent years. This is largely due to following stylized features observed in empirical data (See [15] , and Section 1.3, in [8] ). Small world effect: Typically the number of 'links' required to connect two distant vertices is very small (see [20] ). Clustering property: Linked vertices have mutual connections. Heavy-tailed degree distribution: It has been observed that the degree distribution is heavy-tailed with tail parameter between 1 and 2 (see [8] ).
These real-life networks naturally possess long range connections among the vertices. The homogeneous long range percolation model on Z was first introduced by Zhang in [21] . The model can be extended to a random graph with vertex set Z d . Vertices x, y are connected by an edge with probability proportional to η|x − y| −α as |x− y| → ∞ for some η, α > 0. Since nearby points are connected with higher probability, this form of connection probability leads to the graph having the clustering property. For certain range of values of the parameter α a small world effect has also been observed [4] . The random graph model described above does not exhibit a heavy-tailed degree distribution. To overcome this, Deijfen et. al. in [7] proposed an inhomogeneous version of this long-range percolation model on Z d and called it the scale-free percolation model. The inhomogeneity was introduced by assigning independent and identically distributed positive weights W x at each vertex x ∈ Z d with a heavy-tailed (Pareto) distribution. These weights can be thought of as being representative of the importance of a vertex. Given any two points x, y ∈ Z d and corresponding weights W x , W y , the probability that there is an edge between these We shall study the asymptotic behavior of the number of isolated nodes and vertices of certain degree for the inhomogeneous random graph studied in [6] in the connectivity regime. As is often the case, it is convenient to study the connectivity problem on the unit cube. The vertex set is assumed to be distributed according a homogeneous Poisson point process with intensity s on the unit cube. To avoid edge effects, we equip the space with the toroidal metric d (to be specified below). The connection function is given by
where η, α > 0 and P (W x > w) = w −β 1 [1,∞) (w) for some β > 0. We denote the so obtained random graph by G(P s , r). To stabilize the expected number of isolated nodes and vertices of certain degree we must scale the connection function by making the parameter r depend on the intensity s. We derive an explicit expression for this scaling parameter and show that the number of isolated nodes converges to a Poisson distribution under certain condition on the parameters. We also show that under similar scaling under additional condition on the parameters the number of vertices of arbitrary degree converges to a Poisson random variable. The result is proved using the Stein's method and thus gives convergence in the total variation distance. We adapt Theorem 3.1 from [19] to account for the inhomogeneity arising from the random weights associated with the vertices of the graph. Much of the effort in proving this result lies in overcoming the challenge posed by the fact that the connection function given by (1.1) can take values arbitrarily close to one and the presence of weights on the vertices. The connectivity problem for geometric random graphs is, in general hard. Having derived the Poisson convergence for the number of isolated nodes, one would like to show that the graph is connected with high probability whenever the number of isolated nodes is zero. We derive a sufficient condition for the graph to be connected with high probability under mild conditions on the parameters.
THE INHOMOGENEOUS RANDOM CONNECTION MODEL
We now provide a precise definition of the model that is the object of our study. Consider the unit cube S = − 1 2 , 1 2 d . Equip S with the toroidal metric d(·, ·) :
where || · || is the Euclidean norm. Let P s be a Poisson point process with intensity s on S. In this model the connection probabilities depends on the distance as well as the weights at the vertices. The probability that there is an edge between vertices (located at) x, y ∈ P s is given by (1.1) independent of everything else for fixed α > 0, η > 0. (W x ) x∈Ps are given i.i.d. random weights at each node in P s with probability distribution satisfying
We denote the resulting random graph by G(P s , r). Note that in (1.1) we should be writing g(x, W x , y, W y , r) for g d(x,y) r but we shall use the later for brevity. The parameter η is not important for our results and can be set equal to one. For the model on the lattice Z d results in the thermodynamic regime such as phase transitions are stated in terms of η. For the continuum model such results can be stated either in terms of η or the intensity of the underlying Poisson process.
STATEMENTS OF MAIN RESULTS
Let D k be the number of vertices of degree k in G(P s , r). We derive a scaling regime in which the expected number of vertices of degree k stabilise under certain conditions on the parameters. In this regime we show that the number of vertices of degree k converges to a Poisson random variable. The scaling we consider is r s ≡ r s (ξ), defined by
For c > 0, let P o(c) be a Poisson random variable with mean c and d − → denote convergence in distribution.
Theorem 3.1. Consider the random graph G(P s , r s ) with the connection function g of the form 1.1 with α > d and β > 1 and the scaling parameter as given in (3.1). Then we have
Note that we need min{α, αβ} > d for the vertices to have finite degrees. This holds since we also require that the weights have a finite mean (β > 1). We have been able to prove the Poisson convergence results under some additional conditions on the parameters. Coming to connectivity, for random geometric graphs, that is, when g(r) is the indicator function on the unit ball, it is known (see 13.37, [17] ) that the graph is connected with high probability in the absence of isolated nodes. Such a result would imply that under the conditions of Theorem 3.1(ii) that the graph G(P s , r s ) is connected asymptotically with probability exp(−e −ξ ). Though such a result is out of our reach at the moment, the next result provides a sufficient condition for the graph G(P s , ·) to be connected with high probability. For γ > 0, let
Note that κ < ∞ provided β > 1 and α > d. Let θ d be the volume of the unit ball. Define the functions
Observe that Q(0) = 0, Q(∞) = ∞. Since Q ′ (γ) > 0, Q is an increasing function of γ on [0, ∞). Define
Theorem 3.2. Suppose the connection function is of the form (1.1) with α > d and β > 1. Then for the sequence of graphs G(P s ,r s (γ))
as s → ∞, for all γ > ρ where ρ is defined as in (3.4).
PROOFS
In all the proofs c, c 0 , c 1 , c 2 , · · · and C, C 0 , C 1 , C 2 , · · · will denote constants whose values will change from place to place. To avoid clutter, we shall often abuse notation while suppressing the weights. For instance, a change of variable could transform g (d(x, y)/r s ) = 1 − exp − ηWxWy (d(x,y)/rs) α to 1 − exp − ηWxWy |y| α which we shall write as g(|y|) until such time when the weights are required to be written explicitly. We denote the origin by O and the ball of radius r centered at x by B(x, r).
4.1.
Proof of Theorem 3.1 (i). Fix ξ ∈ R and let r s be as defined in (3.1) . By the Campbell-Mecke formula we have
rs W x and E Wy is the expectation with respect to the weight W y at y. We suppress the dependence of g 1 on the weight W x . Since d(O, x) = |x|, we shall write g 1 (|x|) for g 1 (d(O, x)). We shall compute upper and lower bounds on the expectation in (4.1). By a change of variable we obtain 1 2 ). To compute the bounds on the expectation we use the following trivial inequalities.
We first bound the integral on the right in (4.3) from above. To do this note that probability density function of the weights is given by βw −β−1 1 [1,∞) (w). First use this form of the density function of the weights and the definition of g 1 . Then change to polar coordinates and apply the Fubini's theorem. Finally make a change of variables t = r −α .
By a change of variable the inner integral in (4.4) can be evaluated to yield
where the gamma function Γ 1 − d α is well defined since α > d. Substituting (4.5) in (4.4) we obtain
where we have used the fact that αβ > d and set
We now bound the integral on the left in (4.3) from below. Proceeding as above and using (4.6) we obtain (4.7)
where by a use of the Fubini's theorem we can write (4.8)
By a change of variable t = r −α and using α > d, the inner integral on the right hand side in (4.8) can be evaluated to yield
. From (4.8), (4.9) and the fact that β > 1 we obtain
where c 2 = βc 1 β−1 . From (4.7), (4.10) and the fact that g 1 > 0 we obtain
where c 3 = 2πβc 2 . Substituting from (4.6) and (4.11) in (4.3) we obtain
It follows from (4.2) and (4.12) that
The next step is to prove that both the upper and lower bounds in (4.13) converge to e −ξ as s → ∞. For later use we shall state the convergence of the lower and upper bounds as separate lemmas. lim
(ii) Let r s be as defined in (3.1). Suppose α > d and k ≥ 1, then
Lemma 4.2. Let r s be as defined in (3.1) with k = 0. Suppose j ≥ 1, α > d and αβ > jd, then as s → ∞ 
The following observations will be invoked several times in the proofs.
Proof of Lemma 4.1(i). Using the density of W 0 we obtain
Since sr d s → ∞ as s → ∞ we can apply to L'Hospital's rule to conclude that the limit of the last expression in (4.19) equals the limit of the ratio 
Since sr d s → ∞ as s → ∞ we can apply to L'Hospital's rule to conclude that the limit of the ratio on the right in (4.21) equals the limit of (4.22)
The first term in 
hand side of (4.16) equals
The second term in (4.23) converges to zero by (3.1) since αβ > jd. By changing the variable t = jc 0 sr d s w d α in the first term in (4.23) we obtain
Since sr d s → ∞ as s → ∞ we can apply to L'Hospital's rule to conclude that the limit of the expression on the right in (4.24) equals the limit of
the first term on the right in (4.25) simplifies to
by (4.18) and the assumption that αβ > jd. Lemma 4.2 now follows by using (4.18) in the second term on the right in (4.25) and the assumption that α > d.
Proof of Lemma 4.3. By the observation at the beginning of the proof of Lemma 4.2, the left hand side of (4.17) equals
By changing the variable t = c 0 sr d s w d α in the second term in (4.26) we obtain
Since sr d s → ∞ as s → ∞ we can apply L'Hospital's rule to conclude that the limit of the expression on the right hand side in (4.27) equals the limit of (4.28) αβ
By making the same change of variable t = c 0 sr d s w d α in the first term in (4.26) we obtain
Since sr d s → ∞ as s → ∞ (and the integral in the numerator on the right converges to zero) we can apply L'Hospital's rule to conclude that the limit of the expression on the right in (4.29) equals the limit of
Substituting from (4.28) and (4.30) in (4.26) and observing that the expression on the right in (4.28) cancels with the first term in (4.30) we obtain [19] . This result which is based on the Stein's method is modified to account for the inhomogeneity arising from the random weights associated with the vertices of the graph.
Letη s be the point process that is a W -marking of η s . That is, suppose η s = Ns i=1 δ Xn where N s is a Poisson random variable with mean s and X 1 , X 2 , . . . is a sequence of independent uniformly distributed random variables on S.
. is a sequence of independent random variables with probability distribution satisfying P (W > w) = w −β 1 [1,∞) (w) for some β > 0 and independent of the random variable N s and the sequence {X n } n≥1 . We write
where f is the indicator random variable that deg(y) equals k in the graph G(P s ∪ {y}, r s ). We shall abbreviate
= W independent of everything else. Note that this is an abuse of notation since the underlying point process is homogeneous and the metric is toroidal, p(x) depends on s, W x and not on x. Then Let d T V denote the total variation distance, Z ν be a Poisson random variable with mean ν and F D k , F Zν denote the distribution functions of D k , Z ν respectively. For any function φ : N ∪ {0} → R, let ∆φ(i) = φ(i + 1) − φ(i) and || · || ∞ denote the sup norm.
Theorem 4.4. Suppose that for almost every x ∈ S withp(x) > 0 we can find a random variable V
Then
Proof of Theorem 4.4. Let φ : N ∪ {0} → R be a bounded function. By using the definition of D k and the Campbell-Mecke formula we have 
where in the last step we have used the fact that |φ
By Lemma 1.1.1 of [3] φ is bounded and satisfies ||∆φ|| ∞ ≤ 1 ∧ ν −1 . (4.33) now follows by taking expectations in (4.37) and using (4.36).
To use Theorem 4.4 we need to construct a random variables V x coupled with D k for any x ∈ S. The heart of the problem lies in estimating a uniform upper bound for E |D k − V x | W x . The difficulty in the computations are due to the presence of random weights at each vertex and the fact that the connection function can be arbitrarily close to one. In [19] the connection function is assumed to be uniformly bounded away from one and the inhomogeneity in the graph arises from the non-uniform intensity and the fact that the (non-random) connection function is location dependent. 
x is the number of vertices y ∈ P s,x such that y is not connected to any point in P s and V ′
x is the number of pairs of vertices (y, z), y ∈ P s,x , z ∈ P s with y = z, z is connected to y and z having no neighbours in P x s . If |P s,x | = 0 then D 0 = V x . By the Theorem 4.4 . Again by an abuse of notation we shall write p(x) for p s (x). dy.
By using the bound obtained in (4.12) for the second factor inside the integral on the right in (4.42) we obtain
.
Note that f 1 (s) does not depend on W x . Using the upper bound of E U ′ x W x obtained in (4.43) for the integral in the first term on the right in (4.38) after making change of variable for x we get (recall, we write p(x) for p s (x))
where in the last step we have used the Cauchy-Schwarz inequality. By Lemma 4.3 in [7] we have
This yields the following upper bound for the integral with respect to y in (4.45).
(4.47)
since αβ > 2d and α > d. Substituting from (4.47) in (4.45) we have for some constant c that It follows from this observation together with (4.45) and the remark preceding it and (4.50) that the first term on the right in (4.38) is bounded by
It remains to show that the second term on the right in (4.38) also converges to zero as s → ∞. By the Campbell-Mecke formula
If the connection function g were to be uniformly bounded away from zero, then replacing 1 − g by some ǫ > 0 in f s above simplifies the computations considerably as in [19] . Recall that d 1 is the toroidal metric on r −1 s S defined in (4.40). By making the standard change of variables in (4.52) and setting
dz dy, (4.53) by the Cauchy-Schwarz inequality. To bound E Wz h s (x, z) 2 we first use the fact that the weights are larger than one to obtain
Since β > 1 we have c 1 = E[W w ] < ∞. By the Jensen's inequality
Substituting from (4.55) in (4.54) we obtain 
Substituting from (4.57) in (4.56) we obtain
Substituting from (4.58) in (4.53) and then the resulting expression in (4.53) and then using the toroidal metric we get
Another application of the Cauchy-Schwarz inequality in (4.59) yields
where we have used (4.47). Substituting from (4.60) in the second term on the right in (4.38) we obtain
By applying the Cauchy-Schwarz inequality twice and then using (4.47) we can bound the integral with respect to y on right hand side of (4.61) by where we have used (4.12). Substituting from (4.62)-(4.64) in (4.61) we obtain
By the definition of R T (s) and the fact that sr d s ≤ C log s for s ≥ 2, we have Since T → ∞ and sr d s ≥ log s 2 we have for all s sufficiently large We construct a coupled point process P * ⊂ P s ∪ {Y 1 , Y 2 , · · · , Y k }. If |P s,x | > k, then discard |P s,x | − k many points from P s,x chosen uniformly at random and call the resulting collection of points as P * . If |P s,x | < k, then take 
x is the number of vertices y ∈ P s,x such that y is connected to k points in P s and V ′
x is the number of pairs of vertices (y, z), y ∈ P s,x , z ∈ P s with y = z, z is connected to y and z having at most k neighbours in P x s .
x is the number of vertices y ∈ Y x such that y is connected to at most k points in P s and V ′′
x is the number of pairs of vertices (y, z), y ∈ Y x , z ∈ P s with y = z, z is connected to y and z having atmost k neighbours in P s .
By the Theorem 4.4 where d 1 is the toroidal metric defined in (4.40 dy.
By using the bound obtained in (4.12) for the second factor inside the integral on the right above we obtain .
Note that f 1 (s, k) does not depend on W x . Using (4.75) the first term on the right in (4.71) after a change of variable for x can be bounded by
where in the last step we have used the Cauchy-Schwarz inequality. Using (4.47) in (4.77) we obtain
for some constant c. Using (4.12) to bound (4.73) and comparing with (4.76) we obtain
which on substituting in (4.78) yields If the connection function g were to be uniformly bounded away from zero, then replacing 1 − g by some ǫ > 0 in f s above simplifies the computations considerably as in [19] . Recall that d 1 is the toroidal metric on r −1 s S defined in (4.40). By making the standard change of variables in (4.80) and setting g(d 1 (x,w) ))]dw
we obtain
by the Cauchy-Schwarz inequality. Using the fact that the weights are larger than one we can bound E Wz h s (x, z, i) 2 by
Proceeding as we did to obtain (4.58) from (4.54) we get
Substituting from (4.83) in (4.82) and using the toroidal metric yields
Substitute from (4.84) in (4.81) and then using the toroidal metric to obtain
dz dy
dz dy, Substituting from (4.99) in the term involving E U ′′ x W x in the integral in the second term on the right in (4.71) after making change of variable for x we get (recall that we write p(x) for p s (x))
where in the last step we have used the Cauchy-Schwarz inequality. From (4.73), (4.12) and (4.98) we obtain
Substituting from (4.101) in (4.100) we obtain (3.4) . Fix γ > ρ. Since Q is continuous and increasing (see remark above (3.4)), we can and do choose b > 1 such that γT ( γ b ) > 1. Letr s (b) d := b log s θ d s . In any graph G with vertex set V and edge set E, a one-hop path between distinct vertices x, y ∈ V is a two-path comprising of edges {x, z}, {z, y} ∈ E for some z ∈ V . Let E s ≡ E s (γ, b) be the event that there is a vertex X ∈ P s such that X does not have a one-hop path to some vertex in P s ∩ B(X,r s (b)) in the graph G(P s ,r s (γ)).
If P (E s ) → 0 as s → ∞, then every vertex in the graph G(P s ,r s (γ)) is connected to a point in P s ∩ B(X,r s (b)) through an one-hop path whp. The result then follows since the existence of a path to all ther s (b)-neighbours for some b > 1 will imply that the graph G(P s ,r s (γ)) is connected whp ( Theorem 13.7 [17] ). Thus it suffices to show that P (E s ) → 0 as s → ∞.
Let E s (x) be the event that x ∈ R d is not connected to at least one of itsr s (b) neighbour through a one hop-path in the graph G(P s ∪ {x},r s (γ)). By an abuse of notation for any X ∈ P s we shall also denote by 1 Es(X) the function that takes value one whenever X is not connected to at least one of itsr s (b) neighbour in the graph G(P s ,r s (γ)) and zero otherwise. By the Campbell-Mecke formula we have Since the weights are all greater than one, the integral inside the exponential in (4.115) can be bounded from below as follows. Sincer s (γ) → 0 as s → ∞, we have for all s sufficiently large, 
