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Abstract
The robust memoryless state feedback H∞ control problem for uncertain time-delay discrete-time singular systems is discussed.
Under a series of equivalent transformation, the equivalence of this problem and the robust state feedback H∞ control problem
for standard state-space uncertain time-delay discrete-time systems is presented. In terms of matrix inequality, the delay-dependent
sufﬁcient condition for the solution of this problem is given, the design method of the memoryless state feedback controller and the
controller are also given.
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1. Introduction
The study of time-delay systems has received considerable interest in the last decades. Time-delay systems are
frequently encountered in various areas, including engineering and economics. A time-delay is frequently a source of
instability and poor performance in a system. Recently, guaranteed cost control [4,17], robust stabilization andH∞ con-
trol of uncertain time-delay systems have been extensively investigated [8–11,13–15,18,22]. Commonly, the approaches
to solved time-delay systems can be classiﬁed into two types: delay-dependent conditions, which include information
on the size of delays [8,9,11,14,15], and delay-independent conditions, which are applicable to delays of arbitrary size
[10,13,17,18,22]. Since the stability of systems depends explicitly on the time-delay, a delay-independent condition is
more conservative, especially for small delays, while a delay-dependent condition is usually less conservative.
Singular systems, which are also referred to as implicit systems, descriptor systems, have comprehensive practical
background, they are more general representation than state-space systems, great progress have beenmade in the theory
and its applications since the 1970’s [1,3,5]. In recent years, much attention has been forced on time-delay singular
systems [2,7,16,20,21,23]. Obviously, most of the results for time-delay singular systems investigated were the time-
delay continue-time singular systems [2,7,16,21,23]. For example, [16,21,23] discussed the H∞ control problem,
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Boukas and AL-Muthairi [2] discussed the stabilization problem by using delay-dependent method. For the time-delay
discrete-time singular systems, Xu et al. [20] solved the robust H∞ control problem based on the delay-independent
matrix inequality condition. To the best of our knowledge, the delay-dependent robust H∞ control problem for time-
delay discrete-time singular systems has not been investigated in the literature.
In this paper, the robust memoryless state feedback H∞ control problem for uncertain discrete-time singular sys-
tems with time-delay is discussed. First, based on a generalized rank condition, the nonsingular transformation of
state–control pair for the singular systems is introduced, and the equivalent relation of this problem to the robust state
feedback H∞ control problem for standard state-space uncertain time-delay discrete-time systems is obtained; next,
in terms of matrix inequalities, the delay-dependent sufﬁcient condition, which guarantees the problem is solvable, is
given, and the designmethod of the memoryless state feedbackH∞ controller is also given by using a cone complement
technique.
2. Description of problem
Consider the uncertain time-delay discrete-time singular system described by⎧⎪⎨
⎪⎩
Ex(k + 1) = (A + A)x(k) + (Ad + Ad)x(k − d) + (B1 + B1)w(k)
+(B2 + B2)u(k) + (Bd + Bd)u(k − d),
z(k) = C1x(k) + Cdx(k − d) + D11w(k) + D12u(k) + Ddu(k − d),
(1)
where x(k) ∈ Rn is the state variable, w(k) ∈ Rq is the square integrable disturbance input, u(k) ∈ Rp is the control
input, z(k) ∈ Rm is the controlled output, and d is the unknown integer time-delay, and 0<d d¯, d¯ > 0 is the known
integer. The matrix E ∈ Rn×n is singular, and rankE = r <n, A ∈ Rn×n, Ad ∈ Rn×n, B1 ∈ Rn×q , B2 ∈ Rn×p,
Bd ∈ Rn×p, C1 ∈ Rm×n, Cd ∈ Rm×n, D11 ∈ Rm×q, D12 ∈ Rm×p, Dd ∈ Rm×p, are real constant matrices, A,
Ad , B1, B2, Bd are norm-bounded uncertain parameter matrices, which are decomposed as follows:
[A Ad B1 B2 Bd ] = E1(k)[F1 F2 F3 F4 F5], (2)
where (k) ∈ Rk×s are unknown time-varying parameter matrix satisfying
T(k)(k)I , (3)
E1,F1,F2,F3,F4,F5 are known constant matrices with appropriate dimension. In the following,(k) is simply written
as .
Deﬁnition 1 (Dai [5]). (1) The pair (E,A) is regular, if det(zE−A) /≡ 0. The regular pair (E,A) is said to be stable,
if all roots of det(zE − A) = 0 lie inside the unit disk with center at the origin.
(2) The pair (E,A) is said to be causal, if it is regular and degree {det(zE − A)} = rankE.
(3) The system (E,A,B) is said to be causality controllable (Y-controllable), if there exists a matrix K such that
(E,A + BK) is causal.
Lemma 1. For the time-delay discrete singular system
Ex(k + 1) = Ax(k) + Adx(k − d), x(k) = (k), k ∈ [−d, 0],
if the pair (E,A) is regular and causal, then for any compatible initial value (k), the system has unique solution.
Proof. Noting the regularity and causality of the pair (E,A) and employing the restricted system equivalent (r.s.e.)
transformation [5], one can obtain the desired result directly. 
Deﬁnition 2. The system Ex(k + 1) = Ax(k) + Adx(k − d) is said to be regular and causal, if the pair (E,A) is
regular and causal. The system is said to be admissible, if it is regular, causal and asymptotically stable.
The purpose of this paper is designing a memoryless state feedback controller u(k)=Kx(k) for the system (1) such
that the closed-loop system is admissible, and the H∞ performance index satisﬁes ‖Tzw(z)‖∞ <  for all uncertainties
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satisfying (3). Here, Tzw(z) is the transfer function fromw(k) to z(k), > 0 is given. For next discussion, the following
assumption for the system (1) is needed.
Assumption 1.
rank
[ 0 E 0
E A B2
]
= n + r . (4)
Remark 1. Obviously, if (k) = 0, then Assumption 1 is the necessary and sufﬁcient condition that the system (1) is
Y-controllable [5]. A matter of considerable interest is that Eq. (4) is necessary condition which guarantees the robust
state feedback H∞ control problem is solvable.
3. Transformation of system
Since rankE = r <n, there exist two nonsingular matrices M,N ∈ Rn×n such that
MEN =
[
Ir 0
0 0
]
. (5a)
Let ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
MAN =
[
A11 A12
A21 A22
]
, MAdN =
[
Ad1 Ad2
Ad3 Ad4
]
, MB1 =
[
B11
B12
]
,
MB2 =
[
B21
B22
]
, MBd =
[
Bd1
Bd2
]
, C1N = [C11 C12], CdN = [Cd1 Cd2],
ME1 =
[
E11
E12
]
, F1N = [F11 F12], F2N = [F21 F22], x(k) = N
[
x1(k)
x2(k)
]
,
(5b)
then system (1) is r.s.e. to the following system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1(k + 1) = (A11 + E11F11)x1(k) + (A12 + E11F12)x2(k)
+(Ad1 + E11F21)x1(k − d) + (Ad2 + E11F22)x2(k − d)
+(B11 + E11F3)w(k) + (B21 + E11F4)u(k) + (Bd1 + E11F5)u(k − d),
0 = (A21 + E12F11)x1(k) + (A22 + E12F12)x2(k)
+(Ad3 + E12F21)x1(k − d) + (Ad4 + E12F22)x2(k − d)
+(B12 + E12F3)w(k) + (B22 + E12F4)u(k) + (Bd2 + E12F5)u(k − d),
z(k) = C11x1(k) + C12x2(k) + Cd1x1(k − d) + Cd2x2(k − d)
+D11w(k) + D12u(k) + Ddu(k − d).
(6)
From (5), it is obtained that
rank
[ 0 E 0
E A B2
]
= rank
[
M
M
] [ 0 E 0
E A B2
]⎡⎢⎣
N
N
Ip
⎤
⎥⎦
= rank
⎡
⎢⎢⎢⎣
0 0 Ir 0 0
0 0 0 0 0
Ir 0 A11 A12 B21
0 0 A21 A22 B22
⎤
⎥⎥⎥⎦= 2r + rank[A22 B22], (7)
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so Assumption 1 is equivalent to that rank[A22 B22] = n − r, i.e., the matrix [A22 B22] has full row rank. Thus there
exist two matrices Q21 ∈ Rp×(n−r), Q22 ∈ Rp×p such that the following matrix
Q =
[
A22 B22
Q21 Q22
]
(8)
is nonsingular. Let P = Q−1, then by QP = I yields
[A22 B22]P = [In−r 0]. (9)
Let ⎡
⎢⎢⎢⎣
A12 B21
Ad2 Bd1
Ad4 Bd2
C12 D12
⎤
⎥⎥⎥⎦P =
⎡
⎢⎢⎢⎣
A¯12 B¯21
A¯d2 B¯d1
A¯d4 B¯d2
C¯12 D¯12
⎤
⎥⎥⎥⎦ ,
⎡
⎢⎣
Cd2 Dd
F12 F4
F22 F5
⎤
⎥⎦P =
⎡
⎢⎣
C¯d2 D¯d
F¯12 F¯4
F¯22 F¯5
⎤
⎥⎦ . (10)
According to (9), take the following nonsingular transformation:[
x2(k)
u(k)
]
= P
[
x¯2(k)
u¯(k)
]
, (11)
where x¯2(k) ∈ Rn−r , u¯(k) ∈ Rp. Obviously, via (11) system (6) is transformed into⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1(k + 1) = (A11 + E11F11)x1(k) + (A¯12 + E11F¯12)x¯2(k)
+(Ad1 + E11F21)x1(k − d) + (A¯d2 + E11F¯22)x¯2(k − d)
+(B11 + E11F3)w(k) + (B¯21 + E11F¯4)u¯(k) + (B¯d1 + E11F¯5)u¯(k − d),
0 = (A21 + E12F11)x1(k) + (In−r + E12F¯12)x¯2(k)
+(Ad3 + E12F21)x1(k − d) + (A¯d4 + E12F¯22)x¯2(k − d)
+(B12 + E12F3)w(k) + E12F¯4u¯(k) + (B¯d2 + E12F¯5)u¯(k − d),
z(k) = C11x1(k) + C¯12x¯2(k) + Cd1x1(k − d) + C¯d2x¯2(k − d)
+D11w(k) + D¯12u¯(k) + D¯d u¯(k − d).
(12)
Lemma 2. Under Assumption 1, if there exists the robust state feedback H∞ controller u(k) = Kx(k) for the system
(1), then there exist matrix Q21 and nonsingular matrix Q22, such that ‖F¯12E12‖< 1, where ‖ · ‖ denotes the spcetral
norm of the matrix.
Proof. Assume that there exists the robust state feedbackH∞ controller u(k)=Kx(k) for system (1), fromAssumption
1 and Eq. (5) it follows that the controller
u(k) = [K1 K2]
[
x1(k)
x2(k)
]
(13)
is also the robust state feedbackH∞ controller for system (6), whereKN=[K1 K2]. So, the closed-loop system formed
by system (6) and the controller (13) is regular and causal for all uncertainties satisfying (3), and from Deﬁnition 1,
this is equivalent to the matrix
A˘22 = (A22 + E12F12) + (B22 + E12F4)K2 (14)
being nonsingular. In (14), it is clear that A¯22 = A22 + B22K2 is nonsingular when = 0. Let
Q21 = −Q22K2, Q =
[
A22 B22
−Q22K2 Q22
]
, (15)
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where Q22 ∈ Rp×p is an arbitrary nonsingular matrix. From[
In−r −B22Q−122
0 Ip
] [
A22 B22
−Q22K2 Q22
]
=
[
A22 + B22K2 0
−Q22K2 Q22
]
(16)
it follows that Q is nonsingular. Denoting that
P = Q−1 =
[
A¯−122 −A¯−122 B22Q−122
K2A¯
−1
22 (−K2A¯−122 B22 + Ip)Q−122
]
, (17)
and then by (10), it is obtained that
F¯12 = (F12 + F4K2)A¯−122 , F¯4 = (−(F12 + F4K2)A¯−122 B22 + F4)Q−122 . (18)
Further, using
(I + CD)−1 = I − C(I + DC)−1D (19)
it can be concluded that
A˘−122 = ((A22 + E12F12) + (B22 + E12F4)K2)−1
= A¯−122 (In−r + E12(F12 + F4K2)A¯−122 )−1
(18)= A¯−122 (In−r + E12F¯12)−1
(19)= A¯−122 (In−r − E12(I + F¯12E12)−1F¯12), ∀ TI , (20)
and then ‖F¯12E12‖< 1 holds. This completes the proof. 
Lemma 2 points out that if there is no matrixQ shown as (15) such that ‖F¯12E12‖< 1, then the robust state feedback
H∞ controller for system (6) (or system (1)) has no solution.
It is easy to prove that ‖F¯12E12‖ depends only on the matrix Q, i.e., the choice of Q21, Q22 is independence of the
choice of M, N [12] (see Appendix B).
To continue the discussion for system (12), it is needed to give the method of the choice of the matrix Q such that
‖F¯12E12‖< 1.
Let Q be given as (8), and set
Q¯ =
[
In−r 0
−Q¯21 Ip
]
Q =
[
A22 B22
−Q¯21A22 + Q21 −Q¯21B22 + Q22
]
, (21)
where Q¯21 ∈ Rp×(n−r) satisfying that
det(Ip − Q−122 Q¯21B22) = 0. (22)
Denote P¯ = Q¯−1, and then from (10) and (21), it follows that
[F12 F4]P¯ = [F12 F4]P
[
In−r 0
Q¯21 Ip
]
= [F¯12 + F¯4Q¯21 F¯4]. (23)
Based on the above analysis, the following algorithm is given.
(1) Let M , N be nonsingular, and satisfy that MEN = [ Ir0 00 ].
(2) Let Q = [A22
Q21
B22
Q22
] be nonsingular, where Q22 is one of nonsingular matrices, Q22 ∈ Rp×p. Without loss of
generality, we can take Q22 = Ip. Check whether ‖F¯12E12‖< 1, if yes, then continue the discussion for system (12);
if no, then go to step (3).
(3) Find a matrix Q¯21 ∈ Rp×(n−r) such that det(I − Q¯21B22) = 0, and ‖(F¯12 + F¯4Q¯21)E12‖< 1, if there does
not exist such a matrix, then the problem has no solution. Otherwise, take Q¯ as (21), and continue the discussion for
system (12).
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Next, consider system (12). If ‖F¯12E12‖< 1, then the matrix In−r + E12F¯12 is nonsingular for all uncertainties
satisfying (3). From (19) it follows that
(In−r + E12F¯12)−1 = In−r − E12ˆF¯12, ˆ= (Is + F¯12E12)−1, (24)
and then system (12) is rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1(k + 1) = (Aˆ11 + Eˆ1ˆFˆ1)x1(k) + (Aˆd1 + Eˆ1ˆFˆ21)x1(k − d)
+(Aˆd2 + Eˆ1ˆFˆ22)x¯2(k − d) + (Bˆ11 + Eˆ1ˆFˆ3)w(k)
+(B¯21 + Eˆ1ˆF¯4)u¯(k) + (Bˆd1 + Eˆ1ˆFˆ5)u¯(k − d),
x¯2(k) = −(A21 + E12ˆFˆ1)x1(k) − (Ad3 + E12ˆFˆ21)x1(k − d)
−(A¯d4 + E12ˆFˆ22)x¯2(k − d) − (B12 + E12ˆFˆ3)w(k)
−E12ˆF¯4u¯(k) − (B¯d2 + E12ˆFˆ5)u¯(k − d),
z(k) = (Cˆ11 − C¯12E12ˆFˆ1)x1(k) + (Cˆd1 − C¯12E12ˆFˆ21)x1(k − d)
+(Cˆd2 − C¯12E12ˆFˆ22)x¯2(k − d) + (Dˆ11 − C¯12E12ˆFˆ3)w(k)
+(D¯12 − C¯12E12ˆF¯4)u¯(k) + (Dˆd − C¯12E12ˆFˆ5)u¯(k − d),
(25)
where⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Aˆ11 = A11 − A¯12A21, Aˆd1 = Ad1 − A¯12Ad3, Aˆd2 = A¯d2 − A¯12A¯d4, Bˆ11 = B11 − A¯12B12,
Bˆd1 = B¯d1 − A¯12B¯d2, Cˆ11 = C11 − C¯12A21, Cˆd1 = Cd1 − C¯12Ad3, Cˆd2 = C¯d2 − C¯12A¯d4,
Dˆ11 = D11 − C¯12B12, Dˆd = D¯d − C¯12B¯d2, Eˆ1 = E11 − A¯12E12, Fˆ1 = F11 − F¯12A21,
Fˆ21 = F21 − F¯12Ad3, Fˆ22 = F¯22 − F¯12A¯d4, Fˆ3 = F3 − F¯12B12, Fˆ5 = F¯5 − F¯12B¯d2.
(26)
Introduce new state and control vectors as
xˆ(k) = [xT1 (k), x¯T2 (k − 1), xT1 (k − 1), x¯T2 (k − 2)]T, uˆ(k) = [u¯T(k), u¯T(k − 1)]T, (27)
to system (25), then system (25) can take the form as⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
xˆ(k + 1) = (Aˆ + EˆˆFˆ )xˆ(k) + (Aˆd−1 + EˆˆFˆx,d−1)xˆ(k − d + 1) + (Bˆ1 + EˆˆFˆ3)w(k)
+(Bˆ2 + EˆˆFˆu)uˆ(k) + (Bˆd−1 + EˆˆFˆu,d−1)uˆ(k − d + 1),
z(k) = (Cˆ − C¯12E12ˆFˆ )xˆ(k) + (Cˆd−1 − C¯12E12ˆFˆx,d−1)xˆ(k − d + 1)
+(Dˆ11 − C¯12E12ˆFˆ3)w(k) + (Dˆu − C¯12E12ˆFˆu)uˆ(k)
+(Dˆd−1 − C¯12E12ˆFu,d−1)uˆ(k − d + 1),
(28)
where
Aˆ =
⎡
⎢⎢⎢⎣
Aˆ11 0 0 0
−A21 0 0 0
Ir 0 0 0
0 In−r 0 0
⎤
⎥⎥⎥⎦ , Aˆd−1 =
⎡
⎢⎢⎢⎣
0 Aˆd2 Aˆd1 0
0 −A¯d4 −Ad3 0
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎦ , Bˆ1 =
⎡
⎢⎢⎢⎣
Bˆ11
−B12
0
0
⎤
⎥⎥⎥⎦ ,
Bˆ2 =
⎡
⎢⎢⎢⎣
B¯21 0
0 0
0 0
0 0
⎤
⎥⎥⎥⎦ , Bˆd−1 =
⎡
⎢⎢⎢⎣
0 Bˆd1
0 −B¯d2
0 0
0 0
⎤
⎥⎥⎥⎦ , Cˆ = [Cˆ11 0 0 0], Dˆu = [D¯12 0],
Cˆd−1 = [0 Cˆd2 Cˆd1 0], Dˆd−1 = [0 Dˆd ], Eˆ = [EˆT1 − ET12 0 0]T,
Fˆ = [Fˆ1 0 0 0], Fˆx,d−1 = [0 Fˆ22 Fˆ21 0], Fˆu = [F¯4 0], Fˆu,d−1 = [0 Fˆ5]. (29)
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From transformations (5), (11), (27), system (1) is transformed into system (28), and system (28) is a standard
state-space uncertain discrete-time system with constant delay d − 1. It is evident, that if the robust state feedback H∞
control problem for system (1) is equivalent to that one for system (28), then the robust state feedback H∞ control
problem for system (1) can be solved by solving the robust state feedback H∞ control problem for system (28).
4. Controller design
In this section, the robust H∞ controller design for system (1) will be discussed. For this, two useful lemmas are
given. Consider the uncertain discrete-time system{
x(k + 1) = Ax(k) + Adx(k − d) + Bw(k),
z(k) = Cx(k) + Cdx(k − d) + Dw(k),
(30)
where d is the unknown constant integer time-delay, and 0<d d¯, d¯ > 0 is the known integer.
Lemma 3. For a given scalar > 0, if there exist symmetric matrices X> 0, U > 0, H > 0, Z> 0, and a matrix V
such that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
11 −V 0 ATX d¯(A − I )TZ CT
−V T −U 0 ATdX d¯ATdZ CTd
0 0 −2I BTX d¯BTZ DT
XA XAd XB −X 0 0
d¯Z(A − I ) d¯ZAd d¯ZB 0 −d¯Z 0
C Cd D 0 0 −I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (31a)
[
H V
V T Z
]
0, (31b)
where
11 = −X + U + d¯H + V + V T, (31c)
then system (30) is asymptotically stable and the transfer function ‖Tzw(z)‖∞ <  for any time-delay d ∈ [0, d¯].
Proof. See Appendix A.
Lemma 4 (Xie [19]). Given appropriate dimensional matrices Y, L and R, Y = Y T, then
Y + L˜R + RT˜TLT < 0 (32)
where ˜=(I +J)−1 with TI , J is a constant matrix with appropriate dimension if and only if for some scalar
> 0
Y + [−1RT L]
[
I J
J T I
]−1 [ −1R
LT
]
< 0. (33)
Based on the discussion in Section 3, it is known that from transformations (5), (11), (27), system (1) can be
transformed into the standard state-space uncertain discrete-time delay system (28), if it can be proved that the robust
state feedback H∞ control problem for system (1) is equivalent to the same problem for system (28), then the robust
state feedback H∞ control problem for system (1) can be solved by solving the robust state feedback H∞ control
problem for system (28). First, we discuss the equivalence between the robust state feedback H∞ control problem for
system (1) and the robust state feedback H∞ control problem for system (28).
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Theorem 1. Under Assumption 1, the robust state feedback H∞ control problem for system (1) has a solution u(k)=
Kx(k) if and only if there exists a nonsingular matrix Q = [A22
Q21
B22
Q22
], where Q22 is nonsingular such that system (1)
can be transformed into system (28), and the robust state feedback H∞ control problem for system (28) has a solution
uˆ(k) = Kˆxˆ(k), Kˆ =
[
K¯ 0 0 0
0 0 K¯ 0
]
. (34)
Proof. Necessity. If system (1) has a robust state feedback H∞ controller u(k) = Kx(k), then by Assumption 1 and
transformation (5), the following closed-loop system formed by system (6) and the state feedback controller (13):⎧⎪⎨
⎪⎩
x1(k + 1) = A˘11x1(k) + A˘12x2(k) + A˘d1x1(k − d) + A˘d2x2(k − d) + (B11 + E11F3)w(k),
0 = A˘21x1(k) + A˘22x2(k) + A˘d3x1(k − d) + A˘d4x2(k − d) + (B12 + E12F3)w(k),
z(k) = C11kx1(k) + C12kx2(k) + Cd1kx1(k − d) + Cd2kx2(k − d) + D11w(k)
(35)
is admissible, and ‖Tzw(z)‖∞ <  for all uncertainties satisfying (3), where⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
A˘11 = A11 + B21K1 + E11(F11 + F4K1), A˘12 = A12 + B21K2 + E11(F12 + F4K2),
A˘21 = A21 + B22K1 + E12(F11 + F4K1), A˘22 = A22 + B22K2 + E12(F12 + F4K2),
A˘d1 = Ad1 + Bd1K1 + E11(F21 + F5K1), A˘d2 = Ad2 + Bd1K2 + E11(F22 + F5K2),
A˘d3 = Ad3 + Bd2K1 + E12(F21 + F5K1), A˘d4 = Ad4 + Bd2K2 + E12(F22 + F5K2),
C11k = C11 + D12K1, C12k = C12 + D12K2, Cd1k = Cd1 + DdK1, Cd2k = Cd2 + DdK2.
(36)
Since A˘22 is nonsingular, system (35) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x1(k + 1) = (A˘11 − A˘12A˘−122 A˘21)x1(k) + (A˘d1 − A˘12A˘−122 A˘d3)x1(k − d)
+(A˘d2 − A˘12A˘−122 A˘d4)x2(k − d) + (B11 + E11F3 − A˘12A˘−122 (B12 + E12F3))w(k),
x2(k) = −A˘−122 A˘21x1(k) − A˘−122 A˘d3x1(k − d) − A˘−122 A˘d4x2(k − d) − A˘−122 (B12 + E12F3)w(k),
z(k) = (C11k − C12kA˘−122 A˘21)x1(k) + (Cd1k − C12kA˘−122 A˘d3)x1(k − d)
+(Cd2k − C12kA˘−122 A˘d4)x2(k − d) + (D11 − C12kA˘−122 (B12 + E12F3))w(k),
(37)
so system (37) is robust stable, i.e., x1(k) → 0, x2(k) → 0, when k → ∞, and ‖Tzw(z)‖∞ <  for all uncertainties
satisfying (3).
Investigate the closed-loop system formed by system (28) and controller (34):
{
xˆ(k + 1) = Aˆclxˆ(k) + Aˆd−1,clxˆ(k − d + 1) + (Bˆ1 + EˆˆFˆ3)w(k),
z(k) = Cˆclxˆ(k) + Cˆd−1,clxˆ(k − d + 1) + (Dˆ11 − C¯12E12ˆFˆ3)w(k),
(38)
where⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Aˆcl = Aˆ + Bˆ2Kˆ + Eˆˆ(Fˆ + FˆuKˆ),
Aˆd−1,cl = Aˆd−1 + Bˆd−1Kˆ + Eˆˆ(Fˆx,d−1 + Fˆu,d−1Kˆ),
Cˆcl = Cˆ + DˆuKˆ − C¯12E12ˆ(Fˆ + FˆuKˆ),
Cˆd−1,cl = Cˆd−1 + Dˆd−1Kˆ − C¯12E12ˆ(Fˆx,d−1 + Fˆu,d−1Kˆ).
(39)
According to transformation (11), it is clear that
A22x2(k) + B22u(k) = x¯2(k), (40a)
Q21x2(k) + Q22u(k) = u¯(k). (40b)
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From u(k) = K1x1(k) + K2x2(k) and (40a), it follows that
x¯2(k) = A¯22x2(k) + B22K1x1(k), (41)
where A¯22 = A22 + B22K2. From (41), it is obtained that the states of system (37) and the states of system (38) have
the following relation:⎡
⎢⎢⎢⎢⎢⎢⎣
x1(k)
x¯2(k − 1)
x1(k − 1)
x¯2(k − 2)
x1(k − 2)
⎤
⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎣
Ir 0 0 0 0
0 A¯22 B22K1 0 0
0 0 Ir 0 0
0 0 0 A¯22 B22K1
0 0 0 0 Ir
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
x1(k)
x2(k − 1)
x1(k − 1)
x2(k − 2)
x1(k − 2)
⎤
⎥⎥⎥⎥⎥⎥⎦
. (42)
Setting Q= [ A22−K2
B22
Ip
], from u(k)=K1x1(k)+K2x2(k) and (40b), it follows that u¯(k)=K1x1(k). Setting K¯ =K1,
from (42), it is obtained that the closed-loop system (38) is equivalent to the closed-loop system (37), and both systems
(38) and (37) have the same transfer function Tzw(z).
Since system (37) is robust stable, i.e., x1(k) → 0, x2(k) → 0, when k → ∞, and from (42), it follows that
system (38) is robust stable. Since the transfer function of system (37) satisﬁes that ‖Tzw(z)‖∞ < , and systems (37)
and (38) have the same transfer function Tzw(z), so the transfer function of system (38) satisﬁes that ‖Tzw(z)‖∞ < 
also.
Sufﬁciency: If there exists a nonsingular matrix Q such that system (1) can be transformed into system (28), and
there exists a robust state feedback H∞ controller (34) for system (28), then the closed-loop system (38) formed by
system (28) and controller (34) is robust stable and ‖Tzw(z)‖∞ <  for all uncertainties satisfying (3). From (27), (34),
it follows that u¯(k) = K¯x1(k). Note the transformation (11); then from (40b), it follows that the state feedback H∞
controller for system (1) is
u(k) = [K1 K2]N−1x(k), K1 = Q−122 K¯, K2 = −Q−122 Q21. (43)
Reviewing transformation (5), it is clear that the expression of the closed-loop system formed by (43) and system (6)
is (35), where K1,K2 in (36) is given as (43). Next, investigate the admissibility of the closed-loop system (35). Since[
In−r −B22Q−122
0 Ip
] [
A22 B22
Q21 Q22
]
=
[
A22 − B22Q−122 Q21 0
Q21 Q22
]
(44)
and Q, Q22 are nonsingular, it follows that the matrix A¯22 = A22 − B22Q−122 Q21 = A22 + B22K2 is nonsingular.
Further, since the matrix Q has made system (1) to be transformed into system (28), it follows that In−r +E12F¯12 is
nonsingular for all uncertainties satisfying (3), and then ‖F¯12E12‖< 1, where F¯12 = (F12 −F4Q−122 Q21)A¯−122 . By (36)
and (43), it is obtained that
A˘22 = A22 − B22Q−122 Q21 + E12(F12 − F4Q−122 Q21) = (In−r + E12F¯12)A¯22. (45)
Since TI , it follows that A˘22 is nonsingular for all uncertainties satisfying (3), and then system (35) is regular,
causal, and equivalent to system (37). By (40a) and (43), it is also true that (41), (42) hold. From (42), (43), it
follows that system (37) is equivalent to system (38), and both systems (38) and (37) have the same transfer function
Tzw(z).
Since system (38) is robust stable and ‖Tzw(z)‖∞ < , it follows that system (37) is robust stable and ‖Tzw(z)‖∞ < .
Thus the closed-loop system (35) formed by system (6) and controller (43) is admissible and ‖Tzw(z)‖∞ < . It points
out that controller (43) is the robust state feedback H∞ controller for system (1). This completes the proof. 
Remark 2. Theorem 1 points out that the robust state feedback H∞ control problem for system (1) (i.e., for system
(6)) can be equally transformed into that one for system (28) with Assumption 1, so the robust state feedback H∞
control problem for system (1) can be solved by solving the same problem for system (28).
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Theorem 2. Assume that Assumption 1 holds, d¯ > 0 and > 0 are given scalars. If there exist a scalar > 0, matrices
Yi > 0, i = 1, . . . , 4, S > 0, R> 0, Hˆ > 0 and matrices Vˆ ,W such that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
11 −Vˆ 0 12 (d¯ − 1)13 14 15 0
∗ −S 0 21 (d¯ − 1)22 23 24 0
∗ ∗ −2I 31 (d¯ − 1)BˆT1 DˆT11 Fˆ T3 0
∗ ∗ ∗ −Y˜ 0 0 0 41
∗ ∗ ∗ ∗ −(d¯ − 1)R 0 0 (d¯ − 1)Eˆ
∗ ∗ ∗ ∗ ∗ −I 0 −C¯12E12
∗ ∗ ∗ ∗ ∗ ∗ −I −F¯12E12
∗ ∗ ∗ ∗ ∗ ∗ ∗ −I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (46a)
[
Hˆ Vˆ
Vˆ T YR−1Y
]
0, (46b)
where
11 = −Y + Yˆ + S + (d¯ − 1)Hˆ + Vˆ + Vˆ T,
Y = diag{Y1, Y2, Y3, Y4}, Yˆ = diag{Y3, Y4, 0, 0}, Y˜ = diag{Y1, Y2},
12 =
⎡
⎢⎢⎢⎣
Y1Aˆ
T
11 + WTB¯T21 −Y1AT21
0 0
0 0
0 0
⎤
⎥⎥⎥⎦ , 14 =
⎡
⎢⎢⎢⎣
Y1Cˆ
T
11 + WTD¯T12
0
0
0
⎤
⎥⎥⎥⎦ ,
13 =
⎡
⎢⎢⎢⎣
Y1Aˆ
T
11 + WTB¯T21 − Y1 −Y1AT21 Y3 0
0 −Y2 0 Y4
0 0 −Y3 0
0 0 0 −Y4
⎤
⎥⎥⎥⎦ ,
15 =
⎡
⎢⎢⎢⎣
Y1Fˆ
T
1 + WTF¯ T4
0
0
0
⎤
⎥⎥⎥⎦ , 21 =
⎡
⎢⎢⎢⎣
0 0
Y2Aˆ
T
d2 −Y2A¯Td4
Y1Aˆ
T
d1 + WTBˆTd1 −Y1ATd3 − WTB¯Td2
0 0
⎤
⎥⎥⎥⎦ ,
22 =
⎡
⎢⎢⎢⎣
0 0 0 0
Y2Aˆ
T
d2 −Y2A¯Td4 0 0
Y1Aˆ
T
d1 + WTBˆTd1 −Y1ATd3 − WTB¯Td2 0 0
0 0 0 0
⎤
⎥⎥⎥⎦ , 31 =
[
Bˆ11
−B12
]T
,
23 =
⎡
⎢⎢⎢⎣
0
Y2Cˆ
T
d2
Y1Cˆ
T
d1 + WTDˆTd
0
⎤
⎥⎥⎥⎦ , 24 =
⎡
⎢⎢⎢⎣
0
Y2Fˆ
T
22
Y1Fˆ
T
21 + WTFˆ T5
0
⎤
⎥⎥⎥⎦ , 41 =
[
Eˆ1
−E12
]
, (47)
then there exists a robust memoryless state feedback H∞ controller of system (1) (or system (6)), where the controller
is given by (43), and K¯ = WY−11 .
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Proof. By Theorem 1, the robust state feedback H∞ control problem for system (1) (or system (6)) can be equally
transformed into the same problem for system (28) with Assumption 1. By Lemma 3, if there exist matrices X> 0,
U > 0, H > 0, Z> 0, and a matrix V such that
R =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R11 −V 0 AˆTclX (d¯ − 1)(Aˆcl − I )TZ CˆTcl
∗ −U 0 AˆT
d−1,clX (d¯ − 1)AˆTd−1,clZ CˆTd−1,cl
∗ ∗ −2I (Bˆ1+EˆˆFˆ3)TX (d¯−1)(Bˆ1+EˆˆFˆ3)TZ (Dˆ11 − C¯12E12ˆFˆ3)T
∗ ∗ ∗ −X 0 0
∗ ∗ ∗ ∗ −(d¯ − 1)Z 0
∗ ∗ ∗ ∗ ∗ −I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (48a)
[
H V
V T Z
]
0, (48b)
where
R11 = −X + U + (d¯ − 1)H + V + V T, (49)
then the closed-loop system (38) formed by system (28) and controller (34) is robust stable and ‖Tzw(z)‖∞ <  for all
uncertainties satisfying (3). Let
R1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
R11 −V 0 AˆTclX (d¯ − 1)(Aˆcl − I )TZ CˆTcl
∗ −U 0 AˆTd−1,clX (d¯ − 1)AˆTd−1,clZ CˆTd−1,cl
∗ ∗ −2I BˆT1 X (d¯ − 1)BˆT1 Z DˆT11
∗ ∗ ∗ −X 0 0
∗ ∗ ∗ ∗ −(d¯ − 1)Z 0
∗ ∗ ∗ ∗ ∗ −I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (50)
where
Aˆcl = Aˆ + Bˆ2Kˆ, Aˆd−1,cl = Aˆd−1 + Bˆd−1Kˆ, Cˆcl = Cˆ + DˆuKˆ, Cˆd−1,cl = Cˆd−1 + Dˆd−1Kˆ , (51)
according to (39), rewrite (48a) as
R = R1 +
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
XEˆ
(d¯ − 1)ZEˆ
−C¯12E12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
ˆ
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(Fˆ + FˆuKˆ)T
(Fˆx,d−1 + Fˆu,d−1Kˆ)T
Fˆ T3
0
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(Fˆ + FˆuKˆ)T
(Fˆx,d−1 + Fˆu,d−1Kˆ)T
Fˆ T3
0
0
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ˆ
T
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
XEˆ
(d¯ − 1)ZEˆ
−C¯12E12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
T
< 0, (52)
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by Lemma 4, inequality (52) holds if and only if there exists ¯> 0 such that
R1 +
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
¯−1(Fˆ + FˆuKˆ)T 0
¯−1(Fˆx,d−1 + Fˆu,d−1Kˆ)T 0
¯−1Fˆ T3 0
0 ¯XEˆ
0 ¯(d¯ − 1)ZEˆ
0 −¯C¯12E12
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
[
I F¯12E12
(F¯12E12)
T I
]−1
×
[ ¯−1(Fˆ+FˆuKˆ) ¯−1(Fˆx,d−1+Fˆu,d−1Kˆ) ¯−1Fˆ3 0 0 0
0 0 0 ¯EˆTX ¯(d¯ − 1)EˆTZ −¯(C¯12E12)T
]
< 0, (53)
based on Schur complement method, inequality (53) is equivalent to
(54)
Let T1 = diag{X−1, X−1, I,X−1, Z−1, I, ¯I, ¯I }, pre- and postmultiply the inequality (54) by T1 and T T1 , respectively,
and let
Y¯ = X−1, R¯ = Z−1, S¯ = X−1UX−1, H¯ = X−1HX−1, V¯ = X−1VX−1, = ¯2, (55)
then ⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Rˆ11 −V 0 Y¯ AˆTcl (d¯−1)Y¯ (Aˆcl−I )T Y¯ CˆTcl Y¯ (Fˆ+FˆuKˆ)T 0
∗ −S¯ 0 Y¯ AˆTd−1,cl (d¯−1)Y¯ AˆTd−1,cl Y¯ CˆTd−1,cl Y¯ (Fˆx,d−1+Fˆu,d−1Kˆ)T 0
∗ ∗ −2I BˆT1 (d¯−1)BˆT1 DˆT11 Fˆ T3 0
∗ ∗ ∗ −Y¯ 0 0 0 Eˆ
∗ ∗ ∗ ∗ −(d¯−1)R¯ 0 0 (d¯−1)Eˆ
∗ ∗ ∗ ∗ ∗ −I 0 −C¯12E12
∗ ∗ ∗ ∗ ∗ ∗ −I −F¯12E12
∗ ∗ ∗ ∗ ∗ ∗ ∗ −I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,
(56a)
where
Rˆ11 = −Y¯ + S¯ + (d¯ − 1)H¯ + V¯ + V¯ T, (56b)
let T2 = diag{X−1, X−1}, pre- and postmultiply the inequality (48b) by T2 and T T2 , respectively, then[
H¯ V¯
V¯ T Y¯ R¯−1Y¯
]
0. (57)
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Let
Y¯ = diag{Y1, Y2, Y¯3, Y¯4}, T3 = diag{I, I, Y1Y¯−13 , Y2Y¯−14 }, T6 = diag{T3, T3},
T4 =
⎡
⎢⎢⎢⎣
0 0 Y1Y¯−13 0
0 0 0 Y2Y¯−14
0 0 0 0
0 0 0 0
⎤
⎥⎥⎥⎦ , T5 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
T3 0 0 T4 0 0 0 0
0 T3 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 T3 0 0 0 0
0 0 0 0 T3 0 0 0
0 0 0 0 0 I 0 0
0 0 0 0 0 0 I 0
0 0 0 0 0 0 0 I
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (58)
pre- and postmultiply the inequality (56a) by T5 and T T5 , respectively, and according to (29), (34), let
Y3 = Y1Y¯−13 Y1, Y4 = Y2Y¯−14 Y2, S = T3S¯T T3 ,
Hˆ = T3H¯T T3 , Vˆ = T3V¯ T T3 , R = T3R¯T T3 , W = K¯Y1, (59)
then (46a) is obtained, pre- and postmultiply inequality (57) byT6 andT T6 , respectively, (46b) is obtained. This completes
the proof. 
Remark 3. Since the delay d in system (1) is unknown, condition (46) depends on the upper bound d¯ of the delay d,
it is weak delay-dependence. If the delay d is known, then d¯ in (46) can be changed as d. Further, according to Lemma
3, it is known that if condition (46) holds for d¯ , then it holds for any d ∈ (0, d¯].
Remark 4. If Assumption 1 holds, there exists a nonsingular matrix Q, and Q22 is nonsingular, such that inequality
(46) holds, then the robust state feedback H∞ control problem for system (1) is solvable, the existence of the solution
to inequality (46) depends on the matrix Q.
Remark 5. Condition (46) in Theorem 2 is delay-dependent, and the condition given in [20] is delay-independent.
System (1) discussed in this paper is more general than the system discussed in [20]. So the result in this paper is less
conservative and more general.
Note that inequality (46) is nonconvex LMI, using the cone complementarity algorithm proposed in [11,14,15],
replacing (46b) with⎧⎪⎪⎨
⎪⎪⎩
[
Hˆ Vˆ
Vˆ T J1
]
0,
[
S1 S2
S2 S3
]
0,
[
J1 I
I S1
]
0,
[
Y I
I S2
]
0,
[
R I
I S3
]
0, S2 = diag{S11, S22, S33, S44}> 0,
(60)
solving the nonconvex LMI (46) is transformed into solving the following nonlinear minimization problem involving
LMI conditions.
min Trace(J1S1 + YS2 + RS3)
subject to (46a), (60).
Based on the above analysis, we give the algorithm of designing a robust memoryless state feedback H∞ controller
for system (1) satisfying Assumption 1:
1. Based on the algorithm given in Section 3, ﬁnd matrix Q such that ‖F¯12E12‖< 1. If there is no such a matrix, then
the problem has no solution. Otherwise, go to step 2.
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2. For an integer d¯ > 0 given, ﬁnd a feasible set of matrices (J 01 , S
0
1 , Y
0, S02 , R
0, S03 , ) satisfying (46a) and (60). Set
k = 0.
3. Solve the following LMI problem:
min Trace{J k1 S1 + Sk1J1 + Y kS2 + Sk2Y + RkS3 + Sk3R}
subject to (46a) and (60).
Set J k+11 = J1, Sk+11 = S1, Y k+1 = Y, Sk+12 = S2, Rk+1 = R, Sk+13 = S3.
4. If the condition (46b) is satisﬁed, there exists the robustH∞ controller for system (1) for any d ∈ (0, d¯]. If condition
(46b) is not satisﬁed, give a maximum iterations kmax, set k = k + 1, if k < kmax, and go to step 3. Otherwise, go to
step 1 again.
Remark 6. It is difﬁcult to solve the stabilization and H∞ control problem for the discrete-time singular system by
using LMI with coefﬁcient matrices of the given system, inequality (46) is given by the transformed system from
system (1), but the robustH∞ control problem for system (1) can be solved according to the above algorithm. The cone
complementarity algorithm convergence has been discussed in [6]. The choice of the matrix Q¯21 is difﬁcult, which is
a deﬁciency.
5. Example
Consider the robust state feedbackH∞ control problem for the following uncertain time-delay discrete-time singular
system:
E =
[1 0
0 0
]
, A =
[ 0 0.1
0.2 0
]
, Ad =
[0 0
0 0.1
]
, B1 =
[0.1
1
]
,
B2 =
[−0.02
1
]
, Bd =
[0.01
0
]
, C1 =
[0.1 0
0 1
]
, Cd =
[ 0 0.1
0.1 0
]
,
D11 =
[0.1
0.1
]
, D12 =
[1
0
]
, Dd =
[0.01
0.02
]
, E1 =
[0.2
0.1
]
,
F1 = [0.1 0 ] , F2 = [0.01 0.02], F3 = 0.01, F4 = 0.05, F5 = 0.02. (61)
From (8), let Q = [ 05 11 ], then P = Q−1 = [−0.21 0.20 ], by (10), (26) yields
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Aˆ11 = 0.008, Aˆd1 = 0, Aˆd2 = 0.0092, Bˆ11 = 0.14, Bˆd1 = 0.0008,
Cˆ11 =
[−0.1
0.04
]
, Cˆd1 =
[ 0
0.1
]
, Cˆd2 =
[ 0.01
0.016
]
, Dˆ11 =
[−0.9
0.3
]
, Dˆd =
[ 0
0.004
]
,
Eˆ1 = 0.204, Fˆ1 = 0.09, Fˆ21 = 0.01, Fˆ22 = 0.017, Fˆ3 = −0.04, Fˆ5 = 0.003.
Remark 7. The abovematrices obtained by (10), (26) are the coefﬁcientmatrices of systems (12) and (25), respectively,
which will be used in inequality (46).
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Since ‖F¯12E12‖ = 0.05 × 0.1 = 0.005< 1, then let d¯ = 4, = 4, solve the matrix inequality (46); it is feasible and
S =
⎡
⎢⎢⎢⎣
0.0095 0.0007 −0.0147 0.0295
0.0007 0.0128 0.0305 0.0037
−0.0147 0.0305 0.6140 −0.0532
0.0295 0.0037 −0.0532 0.0981
⎤
⎥⎥⎥⎦ , Hˆ =
⎡
⎢⎢⎢⎣
0.0086 −0.0008 −0.0062 −0.0039
−0.0008 0.0006 −0.0000 0.0020
−0.0062 −0.0000 0.0054 −0.0001
−0.0039 0.0020 −0.0001 0.0108
⎤
⎥⎥⎥⎦ ,
Vˆ =
⎡
⎢⎢⎢⎣
0.0101 0.0409 0.0274 0.0371
−0.0019 −0.0147 −0.0016 −0.0072
−0.0048 −0.0125 −0.0213 −0.0134
−0.0194 −0.0721 −0.0150 −0.0632
⎤
⎥⎥⎥⎦ ,
R =
⎡
⎢⎢⎢⎣
148.9896 48.1719 −67.9657 −5.8620
48.1719 97.0595 −21.6399 −71.0118
−67.9657 −21.6399 39.0251 1.9100
−5.8620 −71.0118 1.9100 70.5635
⎤
⎥⎥⎥⎦ ,
Y1 = 3.9304, Y2 = 4.3680, Y3 = 1.7287, Y4 = 3.6716, W = 4.3680, = 3.9304,
K¯ = 1.1113. Thus K = [1.1113 − 5].
Remark 8. The closed-loop system formed by system (61) and the state feedback K = [1.1113 − 5] is admissible
and ‖Tzw(z)‖∞ < 4 for any d ∈ (0, 4]. The example is not feasible by using the method in [20].
6. Conclusions
In this paper, the robust memoryless state feedback H∞ control problem for uncertain time-delay discrete-time
singular systems is discussed. Under a general assumption, the equivalent relation of this problem to the robust
state feedback H∞ control problem for standard state-space uncertain time-delay discrete-time systems is obtained.
In terms of matrix inequalities, the delay-dependent sufﬁcient condition, which guarantees the problem is solv-
able, is presented, and the design method of the memoryless state feedback H∞ controller is given by using a
cone complement technique. The numerical example illustrates the effectiveness of the method proposed in this
paper.
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Appendix A.
The proof of Lemma 3. Rewrite the ﬁrst formula of system (30) as
x(k + 1) = x(k) + y(k),
0 = −y(k) + (A + Ad − I )x(k) − Ad
k−1∑
l=k−d
y(l) + Bw(k). (A.1)
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LetXk = (x(k), x(k− 1), . . . , x(k− d)), Yk = (y(k− 1), . . . , y(k− d)) construct Lyapunov–Krasovskii functional as
V (Xk, Yk, k) = xT(k)Xx(k) +
k−1∑
l=k−d
xT(l)Ux(l) +
0∑
	=−d+1
k−1∑
l=k−1+	
yT(l)Zy(l), (A.2)
where matrices X> 0, U > 0, Z > 0. Then
V = V (Xk+1, Yk+1, k + 1) − V (Xk, Yk, k)
= yT(k)Xy(k) + 2xT(k)Xy(k) + xT(k)Ux(k) − xT(k − d)Ux(k − d)
+ dyT(k)Zy(k) −
0∑
	=−d+1
yT(k − 1 + 	)Zy(k − 1 + 	) (A.3)
by
dxT(k)Hx(k) + 2xT(k)V
0∑
	=−d+1
y(k − 1 + 	) +
0∑
	=−d+1
yT(k − 1 + 	)Zy(k − 1 + 	)
=
0∑
	=−d+1
[xT(k) yT(k − 1 + 	)]
[
H V
V T Z
] [
x(k)
y(k − 1 + 	)
]
0, (A.4)
it is obtained that
−
0∑
	=−d+1
yT(k − 1 + 	)Zy(k − 1 + 	)dxT(k)Hx(k) + 2xT(k)V
0∑
	=−d+1
y(k − 1 + 	)
 d¯xT(k)Hx(k) + 2xT(k)V
0∑
	=−d+1
y(k − 1 + 	), (A.5)
then
V yT(k)Xy(k) + 2xT(k)Xy(k) + xT(k)Ux(k) − xT(k − d)Ux(k − d)
+ d¯yT(k)Zy(k) + d¯xT(k)Hx(k) + 2xT(k)V
0∑
	=−d+1
y(k − 1 + 	)
= [xT(k) xT(k − d) wT(k)]
1
⎡
⎢⎣
x(k)
x(k − d)
w(k)
⎤
⎥⎦ , (A.6)
where

1 =
⎡
⎢⎣

11 ATXAd + d¯(A − I )TZAd − V ATXB + d¯(A − I )TZB
∗ ATdXAd + d¯ATdZAd − U ATdXB + d¯ATdZB
∗ ∗ BTXB + d¯BTZB
⎤
⎥⎦ , (A.7)

11 = ATXA − X + U + d¯H + V + V T + d¯(A − I )TZ(A − I ). (A.8)
(31a) yields[

11 ATXAd + d¯(A − I )TZAd − V
∗ ATdXAd + d¯ATdZAd − U
]
< 0, (A.9)
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then by (A.6), system (30) is asymptotically stable when w(k)= 0. Assuming system (30) with zero initial conditions,
since V (·)|k=0 = 0, V (·)|k→∞ → 0, it follows that
‖z(k)‖22 − 2‖w(k)‖22 =
∞∑
k=0
(‖z(k)‖2 − 2‖w(k)‖2 + V (∞) − V (0))
=
∞∑
k=0
(‖z(k)‖2 − 2‖w(k)‖2 + V )

∞∑
k=0
[xT(k) xT(k − d) wT(k)]
2
⎡
⎢⎣
x(k)
x(k − d)
w(k)
⎤
⎥⎦ , (A.10)
where

2 =
⎡
⎢⎣

11 + CTC ATXAd + d¯(A − I )TZAd − V + CTCd ATXB + d¯(A − I )TZB + CTD
∗ ATdXAd + d¯ATdZAd − U + CTd Cd ATdXB + d¯ATdZB + CTd D
∗ ∗ −2I + DTD + BTXB + d¯BTZB
⎤
⎥⎦ ,
(A.11)
based on Schur complement, and (31a), it is obtained that 
2 < 0, then
‖z(k)‖22 − 2‖w(k)‖22 < 0, (A.12)
that is ‖Tzw(z)‖∞ < . This completes the proof. 
Appendix B.
Prove that ‖F¯12E12‖ only depends on the matrix Q and is independent of the choice of the matrices M,N .
Let M1, N1 be two nonsingular matrices
M1 =
[
M111 M
1
12
M121 M
1
22
]
, N1 =
[
N111 N
1
12
N121 N
1
22
]
, (B.1)
such that
M1
[
Ir 0
0 0
]
N1 =
[
Ir 0
0 0
]
. (B.2)
Then
M111N
1
11 = Ir , M121 = 0, N112 = 0, det M122 = 0, det N122 = 0. (B.3)
(B.3) yields that
M1
[
E11
E12
]
=
[
M111E11 + M112E12
M122E12
]
, [F11 F12]N1 = [F11N111 + F12N121 F12N122],
M1
[
A11 A12
A21 A22
]
N1 =
[∗ (M111A12 + M112A22)N122
∗ M122A22N122
]
, M1
[
B21
B22
]
=
[
M111B21 + M112B22
M122B22
]
, (B.4)
here ∗ expresses needless matrix blocks. Let Q be as deﬁned in (8), then P = Q−1 = [P11
P21
P12
P22
] satisﬁes (9), and
[F12 F4]P = [F¯12 F¯4]. (B.5)
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According to (B.4), let
Q1 =
[
M122
I
] [
A22 B22
Q21 Q22
] [
N122
I
]
=
[
M122A22N
1
22 M
1
22B22
Q21N
1
22 Q22
]
, (B.6)
and
P 1 = Q1−1 =
[
N122
−1
P11M
1
22
−1
N122
−1
P12
P21M
1
22
−1
P22
]
, (B.7)
[F12N122 F4]P 1 = [F¯12M122−1 F¯4]. (B.8)
Thus by (B.8), (B.4), it is obtained that
‖F¯12M122−1M122E12‖ = ‖F¯12E12‖. (B.9)
(B.9) shows that ‖F¯12E12‖ is independent of the choice of the matrices M,N .
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