Computing the LZ77 factorization is a fundamental task in text compression and indexing, being the size z of this compressed representation closely related to the self-repetitiveness of the text. A long-standing problem is to compute LZ77 using small working space. Considering that O(z) words of space can be significantly (up to exponentially) smaller than the size n of the input text, even succinct and entropycompressed solutions are often unduly memory demanding. In this work we focus on an important measure of text repetitiveness: the number r of equal-letter runs in the Burrows-Wheeler transform of the reversed input text. As z, the measure r is closely related to the number of repetitions in the text and can be exponentially smaller than n. We describe two algorithms computing LZ77 in O(r log n) bits of working space and O(n log r ) time. Roughly speaking, our algorithms store a constant number of memory words per BWT run to keep track of first-last run-positions and a suitable indexing mechanism to sample the runs of the BWT (instead of its positions). Important consequences of our results include (i) the possibility to convert from RLBWT-to LZ77-based compressed formats without first decompressing the text, and (ii) the existence of asymptotically-optimal construction algorithms for repetition-aware selfindexes based on these compression techniques. We finally describe an implementation of our solutions and present extensive experiments on highly repetitive datasets. Our algorithms use a working space as small as 1% of the dataset size and are two to three orders of magnitude more space-efficient (albeit slower) than existing solutions based, respectively, on entropy compression and suffix arrays.
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Introduction
Being able to estimate and exploit the self-repetitiveness of a text T ∈ n is a task that stands at the basis of many efficient compression algorithms. This issue is particularly relevant in situations where the text to be processed is extremely large and repetitive (e.g. consider all versions of the articles belonging to the Wikipedia corpus or a large set of genomes belonging to individuals of the same species): in such cases, it is not always feasible to load the text into main memory in order to process it, even if the size of the final compressed representation could easily fit in RAM.
While fixed-order statistical methods are able to exploit only short text regularities [15] , techniques such as Lempel-Ziv parsing (LZ77) [36] , grammar compression [7] , and run-length encoding of the Burrows-Wheeler transform [31, 32] have been shown superior in the task of compressing highly repetitive texts. Some recent works showed, moreover, that such efficient representations can be augmented without asymptotically increasing their space usage in order to support also fast search functionalities [3, 8, 22] (repetition-aware self-indexes). One of the most remarkable properties of such indexes is the possibility of representing (extremely) repetitive texts in (up to) exponentially less space than that of the text itself.
Among the above mentioned repetition-aware compression techniques, LZ77 has been shown to be superior to both grammar-compression [30] and run-length encoding of the Burrows-Wheeler transform (RLBWT) [3] . For this reason, much research is focusing into methods to efficiently build, access, and index LZ77-compressed text [4, 22] . A major concern while computing LZ77 and building LZ77-based selfindexes is to use limited working space. This is particular concerning in situations where the input text is highly repetitive: in these domains, algorithms working in space (n log n) [9] , O(n log | |) [5, 26] , or even O(n H k ) [22, 29] bits are of little use as they could be much more memory-demanding than the final compressed representation. Very recent results suggested that it is possible to achieve these goals in repetitionaware working space. Let z be the number of phrases of the LZ77 parse. Fischer et al. in [14] proposed a randomized algorithm to compute in O( −1 n log n) time and O(z) words of space an approximation of the parsing consisting of at most (1 + )z phrases, where 0 < ≤ 1. Nishimoto et al. in [25] show how to build the LZ77 parsing in O(z log n log * n) words of space.
In this work, we focus on the measure r of repetitiveness: the number of equal-letter runs in the BWT of the (reversed) text. Several works [3, 31, 32] studied the empirical behavior of r on highly repetitive text collections, suggesting that on such instances r grows at the same rate as z. Let = {s 1 , . . . , s σ } be the alphabet. Both z and r are at least σ and can be (σ ), e.g. in the text (s 1 s 2 . . . s σ ) e , e > 0. However, infinite families of strings for which r/z ∈ (log σ n) exist: this happens, for example, in de Bruijn sequences of order k > 1. To see this, consider the BWT row-partition induced by length-(k − 1) contexts. Each x ∈ k−1 appears exactly σ times in the de Bruijn sequence and all such occurrences are preceded by different characters. It follows that each of the above BWT partitions contains at least σ − 1 runs, so the BWT has at least (σ − 1)σ k−1 ∈ O(σ k ) = O(n) runs. The number of LZ77 phrases of any text is, on the other hand, always O(n/ log σ n) [36] . The opposite relation z/r ∈ (log σ n) also holds true for certain families of strings. This is the case-for example-of Fibonacci words. Such words are defined recursively as follows: f 1 = a, f 2 = b, f n = f n−1 f n−2 . Fibonacci words are a particular case of standard words; such words produce a total clustering of the alphabet letters in the BWT [23] (i.e. two runs). On the other hand, the LZ77 factorization of f n corresponds to the factorization of f n into singular wordsf i , where eachf i is obtained by complementing the first letter in the left rotation of the Fibonacci word f i (see [13] for more details). Since | f i | is exponential in i, it follows that the Lempel-Ziv factorization of f n has (log | f n |) factors. We emphasize the fact that the algorithms presented in this work use a space proportional to the number of runs in the BWT of the reversed text. Experimentally it has been observed [3] that the number of runs in BW T (T ) and BW T ( ← − T ) are two measures of repetitiveness that behave very similarly. This should be expected since, if T is very repetitive, then so is ← − T . However, we are not aware of theoretical results relating in a more precise way the two measures.
The main obstacle in building LZ77 within O(r log n) bits of space with a runlength encoded FM-index is the suffix array (SA) sampling: by sampling the SA every 0 < k ≤ n text positions, this structure takes O((n/k) log n) bits of space and supports locate queries in time proportional to k. The main contributions of this work are two algorithms that compute LZ77 by combining a (dynamic) run-length BWT with a repetition-aware sparse suffix array sampling. The first algorithm stores only two samples per BWT equal-letter run, while the second stores at most one sample per LZ77 factor. Both algorithms run in O(n log r ) time and require O(r log n) bits of working space.
As a by-product of our results we obtain a O(r log n)-space algorithm to convert from RLBWT-to LZ77-based compressed formats. This is one of the first works showing how to convert a compressed format into another without first decompressing the text; see [1, 2, 30] (grammar compression to/from Lempel-Ziv), and [34] (run-length encoding of the text to LZ78) for similar results. Another important application of our results is related to text indexing. In particular, we obtain that indexes based on combinations of LZ77 and RLBWT compressors-see, e.g. [3] -can be built in asymptotically optimal O(z + r ) words of working space. To the best of our knowledge, the only other repetition-aware index that can be built in asymptotically optimal working space is based on grammar compression and is described in [33] .
The paper is organized as follows. We first describe-in Sect. 3-a dynamic runlength encoded string data structure. This structure is used in our algorithms to build online and in small space the RLBWT of the reversed input text. In Sects. 4 and 5 we describe our two algorithms to compute LZ77 in repetition-aware working space.
We conclude by presenting a C++ implementation of our algorithms and extensive results on highly repetitive datasets. Our implementation is available as part of the DYNAMIC library [10] , featuring several dynamic compressed data structures. In some real-case scenarios, our algorithms are two and three orders of magnitude more spaceefficient than existing solutions based, respectively, on entropy compression and suffix arrays. This space efficiency is, however, paid in terms of running times, which in some cases are up to two orders of magnitude higher than those of suffix array-based algorithms.
Preliminaries
Let our input text be of the form T = #T $ ∈ n , with T ∈ ( \ {$, #}) n−2 , $ LZ77-terminator, and #-lexicographically smaller than all elements in -BWTterminator. We put # in first position since we will build the BWT of the reverse of T . We assume, for simplicity, that we are working on an integer alphabet = {0, . . . , σ − 1} (in this respect, we reserve codes 0 and 1 for the two terminators).
The LZ77 parsing (or factorization) of a text T is the stream of z phrases (or factors)
where π i ∈ {0, . . . , n − 1} ∪ {⊥} and ⊥ stands for "undefined", λ i ∈ {0, . . . , n − 2}, c i ∈ , and:
For any i = 1, . . . , z, the string ω i is the longest string that occurs at least twice in
The notation ← − S indicates the reverse of the string S ∈ * . An (equal-letter) run in a string S is a maximal substring a k , with k > 0 and a ∈ . A substring V of a string S ∈ * is right-maximal if there exist two distinct characters a = b, a, b ∈ such that both V a and V b are substrings of S.
The Burrows-Wheeler transform BW T (S) of a (#-terminated) string S is the Spermutation obtained by sorting all circular permutations of S in a conceptual matrix of size n × n and by taking the last column of this matrix [6] . With F-and L-positions we denote positions on the first an last column of the BWT, respectively. The LF mapping is a function associating to each L-position i its corresponding F-position i (i.e. i and i correspond to the same text's position). We denote this function as BW T.L F(i) (BWT being a structure representing the Burrows-Wheeler transform of some string and supporting LF-function computation). Let V be a substring of S. Note that V is a prefix of some interval We indicate by r (S) (or simply by r , when clear from the context) the number of (equal-letter) runs of BW T (S). Throughout the paper, we will work with BW T ( ← − S ). As a consequence, the quantity r will always denote the number of (equal-letter) runs of BW T (
← − S ). A run-length encoded representation of BW T (S)-to be denoted as RL BW T (S)-is any representation of BW T (S)
storing it as a sequence of runs and taking therefore space proportional to r words. See [32] for an example of such representation. We remind that the BWT can be turned into a self-index by encoding it with a structure supporting rank queries and by augmenting it with a sampling of the suffix array (see, e.g., [11, 12] ). If a RLBWT is used, the resulting index takes space proportional to r plus the size of the suffix array sampling [3, 31, 32] . We recall that BW T ( ← − S ) can be built online with an algorithm that reads Scharacters left-to-right and inserts them in a dynamic string data structure (see, e.g., [24, 28] for a detailed description of this algorithm). Let a ∈ . Briefly, the algorithm is based on the idea of backward-searching the extended reversed text ← − Sa in the BWT index for ← − S . This operation leads to an empty interval [l, l) (since Sa does not appear in S) such that l is the lexicographic position of ← − Sa among all ← − S 's suffixes. At this point, it is sufficient to insert # at position l in BW T ( ← − S ) and replace the old # with a to obtain BW T ( ← − Sa ).
Dynamic RLBWT Data Structure
In this section we describe a run-length encoded string data structure supporting access and rank operations. In the next sections we will use this structure to encode the BWT of the reversed input. We adopt the general approach of [32] , that is run-length encoding of the FM index. We store one character per run in a string H ∈ r , we mark the beginning of the runs with a 1 in a bit-vector G all [0, . . . , n − 1], and for every c ∈ we store all c-runs lengths consecutively in a bit-vector G c as follows: every m-length c-run is represented in G c as 10 m−1 . For example, letting BW T = bc#bbbbccccbaaaaaaaaaaa, we have H = bc#bcba, G all = 11110001000110000000000, G a = 10000000000, G b = 110001, and G c = 11000 (G # is always 1). Then, rank/access on the BWT are reduced to rank/select/access on H , G all , and G c . Briefly: to answer rank c (i) we count the number of bits set in G all before position i and use this value to access the position j in H corresponding to the run containing position i. Then, with a rank c ( j) query on H we retrieve the number k of c-runs before position i in the BW T . Finally, we call select 1 (k + 1) on G c to retrieve the number of c's contained in all c-runs appearing before position i in the BW T . Special care has to be taken in the case i falls inside a c-run. To answer select c (i), we proceed as follows. Suppose, for simplicity, that the i-th c is the first of its c-run (the general case is slightly more complicated and we do not discuss it here). We count the number j of bits set before position i in G c . We then call select c ( j) on H to find the rank k (among all runs) of the c-run containing the i-th c. Finally, we call G all .select 1 (k) to find the text position corresponding to the i-th c.
The structure takes O(r ) words of space if all bit-vectors are gap-encoded and supports the insertion of character c in the BWT, by (possibly) one character insertion in H followed by a constant number of rank, select, insert and delete (of 0-bits) operations in G all and G c .
All structures are implemented dynamically. For H we can use the result in [24] , guaranteeing O(r log n) bits of space. Note that in [24] there is an extra O(σ log r ) spatial term amounting, in our case, to O(r log n) bits, since σ ≤ r ≤ n. This structure supports O(log r )-time rank, select, access, and insert. We can reduce dynamic gap-encoded bit-vectors to the so-called Searchable Partial Sums with Indels (SPSI) problem. The SPSI asks for a data structure P S to maintain a sequence s 1 , . . . , s m of non-negative k-bits integers (in our case, k ∈ (log n), n being the text length), supporting the following operations:
is the smallest i such that It is easy to see that rank/access and select operations on B reduce to search and sum operations on P S, respectively. B.delete 0 (i) requires just a search and an update on P S. To support insert on B, we can operate as follows: B.insert(i, 0), i > 0, is implemented with PS.update(PS.search(i), 1). B.insert(0, 1) is implemented with PS.insert(0) followed by PS.update(0, 1). B.insert(i, 1), i > 0, "splits" an integer into two integers: let j = PS.search(i) and δ = PS.sum( j) − i. We first decrease s j with PS.update( j, −δ). Then, we insert a new integer δ + 1 with PS.insert( j + 1) and PS.update( j + 1, δ + 1). We obtain: Lemma 1 Let S ∈ n and let r be the number of runs in S. The structure above described takes O(r log n) bits of space and supports rank, access, and insert operations on S in O(log r ) time.
Combining the BWT construction algorithm sketched in the Preliminaries section with the above data structure, we obtain:
Theorem 2 Let r be the number of runs in BW T ( ← − S ). We can build online RL BW T ( ← − S ) by reading T left-to-right in O(n log r ) time and O(r log n) bits of space.

The Searchable Partial Sums with Indels Problem
In our case, the bit-length of the integers in each of our P S-structures is k ∈ (log n). We can use O(m · k) = O(m log n) bits of space by employing a red-black tree (RBT) in which we store integers s 1 , . . . , s m in the leaves. Internal nodes of the tree are used instead to store the number of nodes and partial sum of its subtrees. sum and search queries can then be implemented with a traversal of the tree from the root to the target leaf. update queries require finding the integer (leaf) of interest and then updating O(log m) partial sums while climbing the tree from the leaf to the root. Finally, insert queries require finding an integer (leaf) s i immediately preceding or following the insert position, substituting it with an internal node with two children leaves s i and 0 (the order depending on the insert position-before or after s i ), incrementing by one O(log m) subtree-size counters while climbing the tree up to the root, and applying the RBT update rules. This last step requires the modification of O(log m) counters (subtree-size/partial sum) if RBT rotations are involved. All operations take O(log m) time.
First Algorithm: SA Sampling Based on BWT Runs
In this section we describe our first algorithm. The main data structures we use are a dynamic RLBWT of the text ← − T and σ sets storing the suffix array sampling. The algorithm works in two phases.
In the first phase, we read T from left to right, building RL BW T ( ← − T ) (see Theorem 2). This step employs the online BWT construction algorithm briefly illustrated in Section 2, which requires a dynamic string data structure D to represent the BWT. The algorithm performs a total amount of |T | rank and insert operations on D.
In our case, D will be designed to be also run-length compressed: we represent it with the data structure described in the previous section.
In the second phase, the algorithm scans T left to right once more, this time using the RLBWT just built-i.e. by repeatedly using the LF mapping on the entire BWT 
Note that the computation is performed on an index of the entire text (not just of T [0, . . . , j]), thus we need to take special care to ensure that the occurrences of T [i, . . . , j] we find are indeed previous occurrences. Informally, we need an index of the entire text for the following reason. Our strategy will consist in maintaining this invariant: we keep track, for each BWT run, of the two most external suffix array samples (i.e. text positions) encountered while scanning the text left-to-right. Using an index for T [0, . . . , j] only, we do not know whether an equal-letter run a k will later be split in two runs a k ca k (with k + k = k and a = c).
In such a case, we would have to sample the last and first a's of the two new runs a k and a k , respectively, in order to preserve the validity of our invariant. Sampling (i.e. mapping an L-position on the text) is an expensive task as it requires navigating the BWT until a sample is found (O(n) backwards steps), so this strategy is not feasible. Notice that keeping an index for the entire text solves this problem as we already have access to all runs and therefore we know which L-positions, among the ones we have already visited, are the most external in their run.
In the following we show how to implement our algorithm in O(r log n) bits of working space, by maintaining σ dynamic sets equipped with a total of O(r ) SAsamples.
Strategy and Correctness
From now on BWT stands for BW T ( ← − T ). As said above, our strategy will consist in keeping track, for each BWT run, of the two most external suffix array samples while scanning the text left-to-right. In this respect, when saying that we sample the suffix array we actually mean that we associate to some L-positions their corresponding text position (the sparse suffix array is, instead, a sampling of F-positions). Moreover, since we enumerate positions in T -order (not 
we first locate the (inclusive) bounds l ≤ k ≤ r of its associated BWT a-run, then we update the trees according to the following rules:
, then we remove it and: 
By saying that T -positions 0, . . . , j have been processed, we mean that-starting with all trees empty-we have applied the update rules to the SAsamples 0, 
Moreover, since we processed T -positions 0, . . . , j only, it must be the case that j ≤ j and hence Va occurs in The intuition behind our algorithm is to search the LZ phrase prefix ending at the end of the current text prefix. If the phrase prefix occurs before, then we proceed to the next prefix. Otherwise, we output a new phrase. Note that prefixes of LZ phrases are not necessarily right-maximal. We therefore need a way to apply Lemma 3 also to nonright-maximal strings. We start by showing how to quickly detect right-maximality of a string. We now show how we can drop the right-maximality requirement from Lemma 3. Note that we perform overall m steps. In each step, we execute a backward search query to extend the BWT interval of current W 's prefix, check for its right-maximality, and query the red-black trees storing suffix array samples. Our claimed complexity follows from Lemmas 1 and 4.
Lemma 4 Let
Lemma 5 directly gives us an efficient algorithm to locate phrase boundaries and previous occurrences of phrases (and, therefore, compute the LZ77 factorization of T using a RLBWT data structure). Figures 1, 2 , and 3 depict the three cases of the strategy (see next section for a more detailed description). In Fig. 1 the phrase prefix is right-maximal but the letter that follows is not sampled on the BWT range (we output an LZ factor); in Fig. 2 the phrase prefix is right-maximal and the letter that follows is sampled on the BWT range (we extend the current LZ factor); in Fig. 3 the phrase prefix is not right-maximal (we extend the current LZ factor). 
Pseudocode
Our complete procedure is reported as Algorithm 1. The pseudocode implements an iterative version of Lemma 5. In Line 1 we build the RLBWT of ← − T using the online algorithm mentioned at the beginning of this section and employing a dynamic run-length encoded string data structure to represent the BWT. This is the only step requiring access to the input text, which is read only once from left to right. Since the dynamic string we use is run-length compressed, this step requires O(r log n) bits of working space.
From Lines 2-9 we initialize all variables. In order: the text length n, the current position j in T , the position k in RL BW T corresponding to position j in T (at the beginning, The while loop at Line 10 scans T positions from the first to last. Note that we do not actually access the text T itself; rather, we extract T 's characters from RL BW T . (O(log r ) time) . Similarly, RL BW T.locate_run(k) requires finding the two bits set preceding and following position k in G all (O(log r ) time with a constant number of rank and select operations). Correctness of our algorithm follows easily from Lemma 5. We obtain:
Algorithm 1: rle_lz77_1(T)
input : A text T ∈ n beginning with # and ending with $ output: LZ77 factors of T in text order.
RL BW T ← build_rev_RL BW T (T );
/ Note that in Algorithm 1 we can remove the step at Line 1 and take as input a RLBWT encoding of T , i.e. a series of pairs λ i , c i i=1,...,r , where λ i is the length of the i-th c i -run in BW T (T ). We can then easily turn-in O(n log r ) time and O(r log n) bits of space-this representation into a run-length encoded string data structure with support for access and rank 1 and continue with the execution of Algorithm 1. We obtain the following result: 
Second Algorithm: SA Sampling Based on LZ77 Factors
The algorithm presented in the previous section employs a RLBWT and additional data structures storing 2r suffix array samples. Even with a careful implementation of these components, the overall space is therefore lower bounded by roughly 3r words. The question we raise in this section is the following: can we reduce the impact of the constant involved in this lower bound? We propose a solution based on the following observation. As previous works [3, 32] suggested, in practice the size z of the LZ77 parsing is often (much) smaller than the number r of runs in the Burrows-Wheeler transform. From the practical point of view, it could be therefore more advantageous to employ a suffix array sampling based on LZ77 phrases rather than on BWT runs. The solution presented in this section employs a RLBWT and sparse suffix array sampled at the end of LZ phrases. The overall working space is lower-bounded by roughly r + 2z words. In the case z is larger than r , we moreover show how we can compute z with a RLBWT data structure so that we can choose the most space-efficient strategy between the ones presented in this section and in the previous one.
We first give an overview of the algorithm, which is described more in detail in the next subsection. The algorithm works in three steps. In the first step, we build online RL BW T ( ← − T ) by reading T -characters from left to right and by inserting them in a run-length compressed dynamic string data structure (with the same algorithm used in the previous section). At the same time, we search in the RLBWT the current (reversed) LZ77 phrase prefix using backward search. While doing this, we mark BWT positions corresponding to sources of (reversed) LZ phrases with the corresponding phrase rank: while searching the j-th LZ phrase, as soon as the BWT interval for ← − W c, W ∈ λ , c ∈ , λ > 0 becomes empty, we mark one of the F-positions in the BWT interval for ← − W with the integer j, being careful of choosing a position corresponding to a previous occurrence of W in the text (not the current one). Note that a F-position can be assigned more than one integer, so we need to maintain sets of integers on a subset of F-positions. This problem can be solved efficiently with a dynamic sparse bitvector marking with a bit set F-positions with at least one integer, with a dynamic succinct bitvector storing sets multiplicities in unary (i.e. a size-k set, k > 0, corresponds to the sequence of bits 10 k−1 in this bitvector), and with a dynamic sequence of integers (for this last component we can use the SPSI described in Sect. 3.1).
In the second step, we scan T from left-to-right by using the RL BW T just built (i.e. by applying iteratively the LF function starting from F-position 0) and we use the integers stored in the previous step to locate the sources of LZ phrases. We store such sources in a vector SOU RC E S[0, . . . , z − 1] initialized with ⊥ (null) values: while reading text position i, if the position is associated with a set { j 1 , ..., j t } of integers, we assign the value i to SOU RC E S[ j 1 ], . . . , SOU RC E S[ j t ]. Note that i is the last position of the source, so in the next algorithm step we will need to subtract λ from it before outputting the LZ77 factor.
In the third and last step we delete all structures except SOU RC E S and re-build RL BW T by reading T left-to-right. As done in step 1, while building RL BW T we search the current (reversed) LZ phrase. In this way, each time the BWT interval for ← − W c, W ∈ λ , c ∈ , λ ≥ 0 becomes empty, we output the LZ77 factor λ, c (or ⊥, 0, c if λ = 0) , j = 0, . . . , z − 1 being the rank of the current LZ phrase. Note that SOU RC E S[ j] is ⊥ iff the j-th phrase is a single character.
Pseudocode
Algorithm 2 describes steps 1 (Lines 1-22) and 2 (Lines 23-29) sketched above. In Lines 1-5 we initialize the number z of LZ phrases (0 at the beginning: we will count them online), the RLBWT (as an empty run-length encoded string data structure), the BWT interval [l, r ] of the current LZ phrase prefix, the current LZ phrase prefix length λ, and the position k of the BWT terminator character # on the L column of the BWT. At the beginning, k = ⊥ (undefined) as the BWT is empty.
We are going to read T The complete procedure to compute the parse is reported as Algorithm 3. We do not discuss it in detail as it basically repeats the online construction of the RLBWT described above while computing LZ phrase boundaries. While doing this, at Line 10 we access the SOU RC E S vector computed with procedure f ind_sources(T ) and output LZ77 phrases in text order, being careful to subtract the phrase length from the content of SOU RC E S since this vector contains the last position of each phrase source. To simplify the description, at this Line we use the convention that
Analysis
Building the RLBWT in the first and third steps and performing the n backward search steps takes overall O(n log r ) time (for the same reasons discussed in Sect. 4). We update the sets of integers once per phrase; we remind that such sets are encoded with a dynamic gap-encoded bitvector, a dynamic succinct bitvector, and a dynamic string. The total number of integers is z, so each update operation on the sets takes O(log z) time with the structures described in Sect. 3 and the red-black tree implementing the dynamic string. Since z ∈ O(n/ log σ n) [36] , updating and querying the sets takes therefore O(z log z) ⊆ O(n log σ ) ⊆ O(n log r ) time.
As discussed in Sect. 4, the RLBWT takes O(r log n) bits of space. Each integer stored in the sets takes O(log n) bits, so the algorithm uses overall O((r + z) log n) bits of working space. In the case z is asymptotically larger than r , this strategy is less space-efficient than Algorithm 1. We can however choose-within O(r log n) bits of working space-the most space-efficient strategy:
Lemma 8 The number z of LZ77 phrases of a text T can be computed with an online algorithm running in O(n log r ) time and using O(r log n) bits of working space, r being the number of equal-letter runs in BW T ( ← − T ).
Proof Algorithm 3 without the instructions at Lines 5 and 10 solves exactly this problem: we just need to return the value z at the end of its execution.
We can use Lemma 8 and compute z in O(n log r ) time and O(r log n) bits of working space before computing the actual parse. If z ≤ r , we execute Algorithm 3, otherwise Algorithm 1. Overall, this combined strategy runs therefore in O(n log r ) time and uses O(r log n) bits of working space. We obtain: are implemented-as mentioned at the beginning of Sect. 5.2-with a gap-encoded bitvector, a succinct bitvector, and a sequence of integers (an SPSI). Table 1 reports the sizes of the above files before and after compression with 7-Zip, followed by compression rate (size-after/size-before).
Experimental Setup
We tested implementations of six LZ77 factorization algorithms on the datasets (in order of decreasing space usage): Figure 4 reports the results of the experiments, with solid and dotted horizontal lines marking the sizes of the plain input files and the 7-Zip-compressed files, respectively. For a more precise comparison, in Table 2 we report detailed working space and running times values of all tools on three representative datasets: sdsl, cere, and einstein. As expected, the linear-space LZscan algorithm and the zero-order compressed-space h0-lz77 algorithm always use space close to the plain file size, with h0-lz77 always slightly below and LZscan slightly above the solid lines. ISA6r and KKP1s exhibit very similar performances: these algorithms are the fastest but use one order of magnitude more space than the plain file size. In all cases but para and sdsl, the algorithm ISA6r was slightly faster than KKP1s. This behavior is probably due to the fact that ISA6r is specialized for highly repetitive inputs, on which it should be faster than KKP1s. rle-lz77-2 always dominates rle-lz77-1, suggesting that the SA sampling based on LZ77 factors in practice is much more effective than the one based on BWT runs. Our two algorithms use approximately one order of magnitude more space than the 7-Zip-compressed file size, and in almost all cases from 2 to 3 orders of magnitude less space than all other methods. The only exceptions occur in correspondence of the DNA datasets, which are much less repetitive than the others. In such cases our algorithms use a working space comparable to (in one case higher than) the uncompressed file size. Table 2 shows that rle-lz77-2's working space is approximately 60% of rle-lz77-1's working space on very compressible datasets (sdsl and einstein). On the less repetitive dataset cere, this fraction drops to 31%. It is worth to note that, on very compressible datasets, rle-lz77-2 uses a working space close to only 1% of the dataset size. This space efficiency is not paid in terms of running times: rle-lz77-2 requires approximately 75% of rle-lz77-2's running time to terminate. As expected, the algorithms making use of complex dynamic data structures (h0-lz77, rle-lz77-1, and rle-lz77-2) are much slower than the others (from 1 to 3 orders of magnitude).
Results
Conclusions and Future Work
In this work we proved that LZ-based text compression and indexing can be carried out in a working space proportional to the size of the run-length compressed BurrowsWheeler transform of the text. We believe our results are both of theoretical as well as of practical interest. We achieve the first algorithms that compute the exact LZ77 parse in a space that can turn out (up to) exponentially smaller than that of the input text, if this is highly compressible. Moreover, we showed that also in practice our techniques use only one order of magnitude more space than the 7-Zip-compressed file size; on repetitive inputs, this space is several orders of magnitude smaller than the size of the text and of data structures-e.g. suffix arrays-employed in other algorithms described in literature. The only practical weak point of our strategies is the use of run-length encoding of T and back). We leave to future works the problem of computing the LZ77 factorization of T (instead of ← − T ) from the RLBWT of T and the opposite direction (LZ77 to RLBWT). The opposite direction can be easily obtained by extracting text from LZ77 and building online a RLBWT structure. The problem with this approach is that text extraction from LZ77 compressed text representations is a computationally expensive task as it requires to follow chains of character's copies. In the worst case, the height h of the LZ77 parse can be O(n), which leads to a quadratic-time solution. We leave open the problem whether this can be done more efficiently-e.g. in O(n log n) time.
The implementation of the two algorithms described in this paper led to the creation of a C++ library, DYNAMIC [10] , collecting several compressed dynamic data structures. To date, several excellent libraries such as sdsl [17] offer efficient implementations of static compressed data structures; however, few code can be found on the dynamic side. Our library has been written in modern C++11 standard and features dynamic partial sums, succinct and gap-encoded bitvectors, Huffman and run-length compressed strings and FM indexes. DYNAMIC has been heavily profiled in order to get the best space/time trade-offs and we believe it will be useful also in other works making use of dynamic compressed data structures.
To conclude, we provide two scripts [16, 35] that can be used to generate very repetitive datasets by downloading all versions of a Wikipedia web page and a GitHub repository. The scripts are easy to use and can generate heavy datasets (up to several GB) compressible by thousands of times with techniques such as the Lempel-Ziv factorization.
