Abstract A novel integrated guidance and autopilot design method is proposed for homing missiles based on the adaptive block dynamic surface control approach. The fully integrated guidance and autopilot model is established by combining the nonlinear missile dynamics with the nonlinear dynamics describing the pursuit situation of a missile and a target in the three-dimensional space. The integrated guidance and autopilot design problem is further converted to a state regulation problem of a time-varying nonlinear system with matched and unmatched uncertainties. A new and simple adaptive block dynamic surface control algorithm is proposed to address such a state regulation problem. The stability of the closed-loop system is proven based on the Lyapunov theory. The six degrees of freedom (6DOF) nonlinear numerical simulation results show that the proposed integrated guidance and autopilot algorithm can ensure the accuracy of target interception and the robust stability of the closed-loop system with respect to the uncertainties in the missile dynamics.
Introduction
The traditional design method of the missile guidance and autopilot system is to design each subsystem separately and then integrate them. In order to achieve the desired overall system performance, modifications are generally inevitably required to each subsystem. Hence such a design approach usually leads to excessive design iterations and high costs.
What's more, it is argued that this approach may not fully exploit the synergistic relationships between these two interacting subsystems. As a result, the performance of the overall system may be constrained. 1, 2 To overcome this problem, a new design method called integrated guidance and autopilot was proposed. Integrated guidance and autopilot directly generates the fin deflection commands according to the states of the missile and the target relative to the missile to drive the missile to intercept the target. 1 In the integrated guidance and autopilot system, there is no separation between guidance and autopilot. 2 Therefore, the synergistic relationships between the coupled subsystems can be fully exploited to optimize the performance of the overall system. Due to this reason, integrated guidance and autopilot has received more and more attention recently. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] However, most of the existing relevant literature is on the three-channel independent design idea and is focused on the integrated guidance and autopilot design when the missile and the target only move in the same plane. Only a few of them consider the coupled relationships among different channels of the missile dynamics, which in fact can also be exploited to improve the performance of the overall system. In the recent literature, some control methods like feedback linearization method, 1 nonlinear optimal control method including statedependent Riccati equation (SDRE) method 2, 8 and h-D method, 9 etc., have been applied to the integrated guidance and autopilot framework where the full nonlinear missile dynamics is used. But these methods all involve complicated numerical computations. For example, in the feedback linearization method, 1 complicated numerical computations are required to transform the nonlinear system into a linear system, and then the linear control method is used; in the nonlinear optimal control method, 2, 8, 9 it is needed to solve the Hamilton-Jaccobi-Bellman (HJB) equation on-line, hence complicated numerical calculations are also unavoidable. What is more, these methods cannot ensure the robustness of the closed-loop system. Therefore, it is necessary and interesting to develop simple and effective fully integrated guidance and autopilot algorithms with good performance and stability robustness.
In the current paper, an integrated guidance and autopilot algorithm is proposed for a kind of homing missiles at the stage of diving to attack, that is, the passive homing phase. This kind of missiles is used to attack ground targets and adopt the skid-to-turn (STT) technology. First of all, the integrated guidance and autopilot model is established by combining the nonlinear missile dynamics with the nonlinear dynamics describing the pursuit situation of a missile and a target in the three-dimensional space. As a result, the integrated guidance and autopilot design problem is converted to a state regulation problem of a time-varying nonlinear system with matched and unmatched uncertainties. Fortunately, this model satisfies the so-called block low-triangular structure, which makes it possible to design the control algorithm utilizing the block backstepping methodology. 11 However, the block backstepping methodology suffers from the problem of ''explosion of complexity'' arising from the repeated differentiations of the virtual controls. As a consequence, the complexity of the control algorithm grows drastically as the order of the system increases. To avoid such a problem, a block dynamic surface control approach is proposed in this paper by introducing a set of first-order filters at each step of the traditional block backstepping approach. The proposed adaptive block dynamic surface control approach can be viewed as an extension of the traditional dynamic surface control approach. 10, [12] [13] [14] The stability analysis of the closed-loop system is also given based on the Lyapunov theory. The six degrees of freedom (6DOF) nonlinear numerical simulation results show that the proposed feedback controller can ensure the accuracy of target interception and the robust stability of the closed-loop system with respect to the inevitable uncertainties in the missile dynamics.
Problem formulation
In this section, the integrated model of the missile guidance and autopilot system is firstly established. Then, the control design objective of this paper is presented.
Model derivation
The nonlinear missile dynamics with uncertainties is described by 15, 16 
The acceleration components of the missile along the z-and y-axes of the missile velocity coordinate system are given by 17 a 3z a 3y
where Y and Z are given by T and the first term on the right side of Eq. (7). If the missile flies heading to the target at initial time (this can be satisfied in many cases), then the missile velocity coordinate system approximately coincides with the LOS coordinate system. As a result, one has 
! then combining Eqs. (7) and (8) with Eq. (4), we have
where According to the above analysis, the integrated model of the guidance and autopilot system for homing missiles can be written as
In this paper, the uncertainties d 0 (t), d 1 (t) and d 2 (t) are assumed to satisfy Assumption 1.
There exist a set of unknown constants q i (i = 0, 1, 2) such that 
System (10) is a time-varying nonlinear system with unmatched uncertainties d 0 (t) and d 1 (t), and matched uncertainty d 2 (t). Here it is assumed that these uncertainties are all normbounded, but the bounds are unknown.
It is noted that when the missile is close to the target enough, the seeker will operate in its dead zone; as a result, the integrated guidance and autopilot system will not work anymore. Hence, we just need to consider the situation when r P r f , or equivalently, R P R f , where r f and R f are two positive numbers related to the dead zone of the seeker. In this case, g 0 (t) is well defined since m > 0. Furthermore, we assume that g 0 (t) satisfies Assumption 2 below.
Assumption 2. The elements of g 0 (t) and g 
such that g 1 is invertible for arbitrary variable c and ða; b; #Þ 2 fða; b; #Þ : jaj 6 a m ; jbj 6 b m ; j#j 6 # m g
According to Lemma 1, we give Assumption 3 which is useful in the sequential control design and analysis process. Assumption 3 is mainly used to ensure that g 1 is invertible, since the inverse of g 1 will be used in the proposed integrated guidance and autopilot algorithm. In most cases, this assumption can be satisfied. However, whether this assumption is really satisfied can only be verified when a m , b m and # m are obtained from the simulation results.
Design objective
In this paper, the main guidelines for the design of the integrated guidance and autopilot algorithm are given as follows:
(1) To intercept the maneuvering targets with small miss distance. (2) To maintain the change of the roll angle near zero throughout the engagement. (3) To stabilize the states of the missile. (4) To be robust with respect to the inevitable uncertainties existing in the missile dynamics. That is to say, the above three guidelines should also be satisfied when there exist uncertainties in the missile dynamics.
According to the parallel approaching method, 20 to acquire a zero miss-distance, the LOS direction should be kept constant ultimately. Hence, to satisfy the first guideline, _ g and _ e should be driven to zero as much as possible. The second guideline can be satisfied by maintaining the roll angle c near zero throughout the engagement if the initial roll angle is set as zero. And the third guideline requires that the states of the missile should be kept bounded (Strictly speaking, each one of the states should be kept in a reasonable bound, but this problem is too difficult to be solved at present).
Therefore, the integrated guidance and autopilot algorithm design problem can be viewed as the state regulation problem of the uncertain nonlinear system (10) , that is, to propose an appropriate control algorithm for system (10) not only to drive its partial states x 01 (i.e., _ g), x 02 (i.e., _ e) and x 11 (i.e., c) (x ij refers to the jth element of the state vector x i ) to zero as much as possible, but also to ensure that all the states of the closed-loop system are kept bounded.
Control design and stability analysis
In this section, an adaptive block dynamic surface control algorithm is developed for the uncertain nonlinear system (10) which can drive the states x 01 , x 02 and x 11 into a neighborhood of zero, and keep the other states bounded simultaneously.
Control algorithm
System (10) is a time-varying nonlinear system with matched and unmatched uncertainties. For such a kind of nonlinear systems, the most natural control method is the block backstepping approach since the system satisfies the so-called block low-triangular structure. But the traditional block backstepping methodology suffers from the problem of ''explosion of complexity'' arising from the repeated differentiations of the virtual controls. To avoid this problem, an adaptive block dynamic surface controller is given as follows:
where s 0 , s 1 and s 2 are the dynamic surface vectors; k 0 = diag(k 01 , k 02 ), k 1 = diag(k 11 , k 12 , k 13 ) and k 2 = diag(k 21 , k 22 , k 23 ) denotes the dynamic surface gain matrices, whose elements are called the dynamic surface gains; the control algorithm includes three steps starting from s 0 , s 1 and s 2 , respectively; x respectively, pass through a set of low pass filters (i.e., the third and the sixth equations of the control algorithm (11)); s 1 = diag(s 11 , s 12 ) and s 2 = diag(s 21 , s 22 , s 23 ) denote the filter time constant matrices, whose elements are called the filter time constants; l i is the estimate of q i and satisfies the following updating law
where k i and r i are positive design parameters.
Remark
; as a result, the control algorithm (11) becomes the traditional block backstepping control approach. In this case, it is necessary to compute the differentiations of the virtual controls repeatedly, which will result in a complex control algorithm. In our algorithm, by introducing two sets of filters, the repeated differentiations of the virtual controls are avoided. In addition, it is noted that the derivatives of the command inputs can be obtained by simple algebraic manipulations as follows:
Remark 2. Compared to the existing integrated and autopilot algorithms based on the feedback linearization or the nonlinear optimal control method, the proposed integrated guidance and autopilot algorithm (11) is very simple and analytic, avoiding complicated computations.
Stability analysis
For simplification, a function f(AE) will be denoted by f in the following process.
Define the boundary layer error vectors as
and the estimate error vectors as
then we have
and
According to Eqs. (11), (15) and (16), we have
Define
Simple computations yield that
Similar to the existing literature on the dynamic surface control approach, for example Ref. 13 , etc., here the closedloop dynamics can be expressed in terms of the dynamic surface vectors, the boundary layer error vectors and the estimate error vectors. That is to say, the closed-loop dynamics can be expressed by Eqs. (17), (18), (19) , (26), (27) and (28), or equivalently,
Define the candidate Lyapunov function as
then
Direct computations yield that
ði ¼ 0; 1; 2Þ ð 37Þ
Then we have
where
By some tedious but straightforward calculations (please see Appendix A), we have where g 0 , g 1 and g 2 are both nonnegative continuous functions. Given any p > 0, the set
e 0 e 1 e 2 Â Ã T : E 6 p n o is compact since E is a continuous function with respect to s (the direct product 21 of B 1 and B 2 ) is also compact. Therefore, g 0 , g 1 and g 2 have maximums, say M 0 , M 1 and M 2 on B 1 · B 2 . As a result, we have
If the design parameters are selected such that 1 2
where j is a positive real number, then we have
If E = p and j > C/p, then dE/dt 6 0. This implies that E(t) < p for all t> 0 if E(0) 6 p. By comparison principle, 22 it is easy from Eq. (44) to obtain that 0
, are all uniformly ultimately bounded. Furthermore, x 0 , x 1 and x 2 are all uniformly ultimately bounded. In addition, it is easy to see that for given r i , C is a constant independent of j, so C/j can be made arbitrarily small by choosing j big enough. This implies that s 0 and s 1 can be made arbitrarily small ultimately. Hence, x 01 , x 02 and x 11 can be made arbitrarily small ultimately.
To sum up, we have the following theorem.
Theorem 1. For the uncertain nonlinear system (10) satisfying Assumptions 1-3, the robust adaptive dynamic surface control algorithm (11) with appropriate design parameters can keep all the states of the closed-loop system bounded and ultimately drive the partial states x 01 , x 02 and x 11 into a neighborhood of zero whose size can be reduced by increasing the design parameters k ij and k i r j and reducing the design parameters s ij at the same time.
Remark 3. The design parameters include k 0 , k 1 , k 2 , s 1 , s 2 , k 0 , k 1 , k 2 , r 0 , r 1 and r 2 . M 0 depends only on k 0 . M 1 depends only on k 0 , k 0 and r 0 . M 2 depends only on k 0 , k 1 , s 1 , k 0 , k 1 , r 0 and r 1 . Hence, according to Eq. (44), the design parameters k 0 , k 1 , k 2 , r 0 , r 1 , r 2 and k 2 can be selected easily; but for the design parameters k 0 , k 1 , s 1 and s 2 , k 0 should be selected firstly, then one can select k 1 and s 1 , and further, one can select s 2 .
Remark 4. Similar to the existing literature on the dynamic surface control method (e.g., Refs. 12,13 , etc.), Theorem 1 shows the existence of the control algorithm to ensure the stability of the closed-loop system but does not provide a quantitative criterion on how to select the design parameters. In fact, it is very difficult to give such a criterion. By far, the design parameters can only be selected by trial and error.
Remark 5. Theoretically speaking, the bigger the design parameters k ij and k i r j are, and meanwhile the smaller the design parameters s ij are, the smaller the ultimate bounds of the states x 01 , x 02 and x 11 (i.e., _ g; _ e and c) will be; as a result, the smaller the miss distance will be. However, a large amount of simulation experiments show that it may lead to unsatisfactory or even unacceptable transient performance of the closedloop system if the dynamic surface gains k ij are selected too big and the filter time constants s ij are selected too small. For example, the transient values of the key states a and b may become too big to satisfy the practical requirements. Therefore, the design parameters should be adjusted by trading off between the transient performance and the precision of the regulation.
Numerical simulations
In this section, the effectiveness of the proposed integrated missile guidance and autopilot algorithm based on the adaptive dynamic surface control approach is verified by the 6DOF nonlinear numerical simulations.
It is noted that system (10) is only used for the integrated guidance and autopilot design, but not for the 6DOF nonlinear numerical simulations. For the 6DOF nonlinear numerical simulations, the original nonlinear motion model of the missile given in Ref. 17 is adopted, where the aerodynamic forces and moments are given as follows:
In the inertial coordinate system, the motion model of the target is described by
T and a t = [a tx a ty a tz ]
T are, respectively, the position, velocity and acceleration vectors of the target.
Define x m = [x m y m z m ] T to be the position vector of the missile in the inertial coordinate system, then the states R, r, e and g are calculated by
The initial position, the initial velocity and the acceleration vectors of the target are, respectively, set as For the missile, the initial position coordinate vector in the inertial coordinate system is set as
The velocity, the pitch, yaw and roll angles, the flight path and heading angles, the pitch, yaw and roll rates at initial time are, respectively, set as Use N(0,1) to generate a number from a normal distribution with mean 0 and standard deviation 1. Based on this, we define N T as
Nð0; 1Þ < À1 1 3 Nð0; 1Þ À1 < 1 3 Nð0; 1Þ < 1 1 1 3 Nð0; 1Þ > 1
Remark 6. N T is used to generate a random number in the interval [À1, 1]. It is noted that in the sequel, for each occurrence of N T , it almost always denotes a different number.
With the help of N T , the missile-related parameters used in the Monte Carlo simulation experiments are given in Table 1 . Table 1 , the numbers before the brackets denote the nominal values of these parameters. These nominal values are used in the integrated guidance and autopilot algorithm.
Remark 7. For the formulas of the parameters' values in
The main requirements for the present design are as follows:
(1) the miss distance is no greater than 0.1 m. Fig. 2 shows that the roll angle OEc OE < 0.2°, that is, the change of the roll angle can be kept near zero throughout the engagement. Figs. 2, 3 and 6 show that the states of the missile are bounded. In addition, in the Monte Carlo simulation experiments, the uncertainties of the missile-related parameters have been fully considered, hence it is reasonable to say that the proposed integrated guidance and autopilot is robust with respect to the inevitable uncertainties existing in the missile dynamics. These imply that the design objectives of the integrated guidance and autopilot system are achieved.
Remark 8. It is noted that in Fig. 6 , the derivatives of g and e are diverging. This is consistent with the reality since the missile-target range is converging to zero finally. But this problem is insignificant since the integrated guidance and control system will stop working when these two variables become big enough.
Remark 9. From Figs. 2 and 7 , we can see that OEa OE < 5°, OEb OE < 5°and # > À40°. It is easy to check that detðg 1 ð#; x 1 ÞÞ > 0 Fig. 2 Curves of the angles a, b and c. , g 1 (#, x 1 ) is always invertible.
Remark 10. It should be pointed out that it is assumed in this paper that the angles of attack and sideslip are available for the integrated guidance and autopilot algorithm design. Although it is generally difficult to measure these angles directly in practice, there already exist some effective methods to estimate them. The interested readers can refer to Ref. 23 and the references therein for detail.
Conclusions
In this paper, a novel fully integrated guidance and autopilot design scheme is proposed for homing missiles. The couplings between the guidance system and the autopilot system and those between different channels (i.e., the roll, the yaw and the pitch channels) of the missile dynamics are fully and explicitly considered in the design procedure. The proposed integrated guidance and autopilot algorithm is based on a new adaptive block dynamic surface control method. It is simple and analytic, and can avoid complicated computations compared to the existing ones. Also, the effectiveness of the proposed integrated guidance and autopilot algorithm is demonstrated by the 6DOF nonlinear numerical simulation results.
