Abstract -This paper deals with the structural properties of lattice-ladder realization of digital filters in a state-space model context. A salient feature of the lattice-ladder realization in state space is its close connection to the Schwarz form, a class of matrices which plays a key role in the stability analysis of linear systems. This connection is further investigated and generalized in this paper to yield a new class of matrices called a generalized Schwurz form. Based on the recursive structure of this new class of matrices, it is shown that there are 2"-' lattice realizations of a given digital filter of order n, each of which corresponds to a different way of connecting lattice sections. Some interesting algebraic properties of generalized lattice realizations are derived which recast the input/output properties of lattice-ladder form from the state-space point of view. Practical advantages of using the generalized lattice form are discussed and a design example is illustrated.
I. INTRODUCTION 
ARIOUS V
CIRCUIT structures have been proposed for the realization of digital filters. Among them, the lattice-ladder realization has received an increasing amount of interests, because of its superiority in the roundoff error performance [l] , [2] and its easiness of VLSI implementation [3] . The lattice form was initially used for speech coding by Itakura and Saito [4] , and later, a systematic realization procedure was established by Gray and Markel [5] . Now it is widely used as the most popular device in various fields of signal processing [6] .
Besides the practical usefulness, the lattice form has a number of interesting features from theoretical point of view, such as its connection to the theory of orthogonal polynomials [7] , to network synthesis and linear prediction theory [8] , [9] , to stability theory [lo] , to name a few. While many researches have been compiled on theoretical aspects of lattice filters, relatively little is known about the statespace properties of lattice structure, though state-space approach is sometimes very powerful for the analysis of internal structure of digital filters [ll] . Recently, Morf and Lee pointed out that the state-space form of lattice filter is described by a discrete-time Schwarz form [12] . Independently, Takizawa, Kishi, and Hamada noticed the close tie between discrete Schwarz form and lattice filter [23] . Kailath and Porat derived a state-space form of normalized lattice filters based on a novel obserlation of its nesting property [13] . Manuscript received June 4, 1984; revised March 8, 1985 . The author is with the Department of Control Engineering, Osaka University, Toyonaka, Osaka 560, Japan.
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The notion of discrete-time Schwarz form, which was initially introduced by Mansour [14] , plays a central role in the state-space analysis of lattice fiiters, as was pointed out by Morf and Lee [12] . Its nesting property, discussed by Kailath and Porat [13] , suggests that the Schwarz form is appropriately handled by considering a sequence of matrices which are themselves Schwarz forms. This sequence of Schwarz forms is generated interatively under some constraints. First, it is nested, in the sense that each constituent matrix of the sequence has the preceding one as its principal submatrix. Second, the associated sequence of characteristic polynomials is consistent with the recursion of Schur-Cohn test, or equivalently, the SzegB-Levinson algorithm for generating orthogonal polynomials. Third, the corresponding sequence of Lyapunov equations has the identity matrices as their solutions. These properties, which are closely related' to each other, represent the essential characteristic features of lattice structure.
A natural question may arise: whether the Schwarz form is the only class of matrices, or is there a broader class of matrices, that is generated by a sequence satisfying the above three conditions? This question is important to clarify the meaning of lattice structure in the state space, as well as to exploit the possibility of more general lattice schemes that might exhibit a better performance. This question was suggested implicitly in [13] .
In this paper, the complete answer to this question is provided, showing that a much broader class of matrices has the above three properties. This class, called a generalized Schwarz form in this paper, is characterized based on the factorization of the Schwarz form into the product of n -1 plane rotations, and parameterized as a set on n -1 signatures. This factorization can be regarded as a state-space representation of Szeg&Levinson recursion having a similar characteristic. It is shown that, for a given stable polynomial of order n, there exist 2"-' generalized Schwarz forms, each of which corresponds to a different way of connecting lattice sections in terms of circuit implementation. As a consequence, there are 2"-' possible lattice realizations of different types for a transfer function of order n. The expected advantages of these generalized versions of lattice filters are as follows: First, the roundoff error performance can be further improved, because the state-space representations of these generalized versions can be more sparse than the usual lattice realizations, while its localized connections are preserved. Second, the throughput of the filter can be improved, because the generalized versions give the possibility of reducing the length of the critical (longest) delay-free path in their hardware implementation.
In Section II, the state-space representation of the lattice filter in usual form is derived. Section III discusses some algebraic properties of Schwarz form, and derives its factorization into plane rotations. In Section IV, a generalized Schwarz form is introduced and its complete characterization is given. Section V is devoted to the discussions of circuit implementation using generalized Schwarz form, as well as its sparsity structure. In Section VI, a numerical design example is given.
Throughout the paper, we use a simplified notation for representing block diagonal matrices:
We denote by RIXj the set of i x j matrices with real entries.
II. STATE-SPACE REPRESENTATION OF LATTICE-LADDER FILTERS
Assume that the transfer function of a digital filter is given by eoZ~+e,Z~-l+ --. +e, = zn+c&zn--l+ ... +q& . 0) Gray and Markel[5] proposed a procedure for the realization of (1) in the lattice-ladder configuration. Their procedure is as follows: Construct a sequence of polynomials +n( z), I$~,-i(z), . . . , &,(z)=l and a sequence of parameters k,, k,-l,..., k, by the recursion
where @T(z) is the reciprocal polynomial of &(z) defined by #(z) = zi&(z-I 
and vice versa. Next step is the computation of the tap parameters h,, hnpl, h,. They are calculated as the coefficients of the expansion of the polynomial e(z)-8&,(z) of order n -1 by z"-'@g(z), z"-~$I~(z);. .,+:,*-i(z), i.e., e(z)-eo&)
Then, Fig. 1 gives the lattice realization of (1). Assigning the state variables xi( t ) (i = 1,. . *, n), as shown in Fig. 1 , and tracing the interconnection structure, we obtain the state-space representation of Fig. 1 
-Here we use the convension kf = /-. Other parameters in (5) are given by
This state-space representation was initially derived by Morf and Lee [12] . They pointed out that the matrix F,* is a discrete-time Schwarz form, which was first discussed by Mansour [14] , and later by Anderson et al. [15] . This is a discrete-time version of the class of matrices introduced by Schwarz [22] , which plays a key role in stability analysis of linear systems. If we use the normalized lattice section, as shown in Fig.  2 , the state-space representation becomes
where
gn=P n s,*, I;, = h,Z,, in = v,*.
n-l Z, = diag 1, k;, kfk;; . . , n k; . ;i I kf 6; ) results in one-multiplyer sections [16] , as shown in Fig. 4 .
In what follows, we are mainly concerned with the normalized version E, of Schwarz form, which we call a normalized Schwarz form. All the results are easily carried over to general scaled versions FnA. (12) we notice that the i th principal submatrix, which is composed of (1,2; . ., i) rows and (1,2; . -, i) columns of F,, has the identical structure to F, with n being replaced by i. In other words, the ith principal submatrix of F,, denoted by E, is itself a NSF of order i. Thus, we see that F, is generated by a nested sequence {z}, i = 1,. . . , n, of NSF in the form e+l=T :. I I
06)
The nesting property (16) reflects the iterative structure of lattice filter and was discussed in [13] . Obviously, 6. corresponds to the F-matrix of the statespace representation of the lattice filter of order i. Therefore, det(zl-E)=+;(z), i=l;..,n, (17) ~ -in other words, the characteristic polynomials of F, are consistent with the Schur-Cohn recursion (2).
In order to derive another important property of NSF, we show that a NSF can be factored into the product of The matrix F, was derived by Kailath and Porat by a sparse matrices. To do this, observe that E contains k, as a different approach [13] . They called it a state-space genera-common factor of the last column. Hence, we have the tor. As was pointed out in [l] , it is sometimes important to rePresentation introduce a scaling of the signals in the implementation of E=w;X, -k,k;
.j+
The corresponding lattice section is shown in Fig. 3 . The usual Schwarz form (6) corresponds to the scaling A, = 8,.
The scaling factors Ai can be chosen to simplify the lattice KIMURA:
The generalization of (20) The identity (21) can be easily verified by a direct manipulation. Let wi,,z RiX' and Ki j E Rix' (i > j) be the augmentations of W, and Kj defined by
From (21) it follows that
Since m;,, = 1, and e,i = w,, the repeated use of (25) yields
Finally, we get, from (18) that
(27) As is easily seen from the structure of the lattice section shown in Fig. 2 , we see that I$ describes the input-output map of the jth lattice section. Letting sin8, = k,, we get kc = cos Bj. Therefore, Kj represents the plane rotation of angle ej with negative orientation. The interpretation of the lattice section as a plane rotation was discussed by Deprettre and Dewilde [17] in a more general framework. In view of the structure Kj, j in (24) the factorization (27) implies that the NSF represents the successive plane rotations with respect to each adjacent pair of coordinates, and a scaling of the last coordinate. Successive plane rotation is widely used in numerical analysis, e.g., in Jacobi-Givens method for converting a given matrix into Hessenberg form. The factorization (27) exhibits a close tie between linear prediction theory and numerical eigenvalue problem, as discussed by Cybenko [18] . Since Ki is orthogonal, K,,, -and W, are also orthogonal, i.e., 
This implies that the identity matrix 1, is the solution of the Lyapunov equation with respect to F. The identity (31) also shows that Fi is quite close to an orthogonal matrix. We call the property (31) of E a pseudo orthogonality for the sake of simplicity. So far, we have shown that the NSF F, is generated by a sequence {E} of NSF's which has the three properties, namely, (i) the nesting property represented in (16), (ii) the consistency of the characteristic polynomials with Schur-Cohn recursion, and (iii) pseudo orthogonality. It is not difficult to see that the transpose FnT of the NSF, which corresponds to the dual realization of lattice filter, has the similar properties. The nesting property obviously holds because (32) The characteristic polynomials are obviously consistent with Sch_ur-Cohn recursion, because det (~1 -ET) = det (zZ -Z$) = +i( z). As for pseudo orthogonality, 4:' takes a different form from E, as I, -E;cT= ( kf)2wjeier&T.
The identity (33) is easily shown from (18) (29) and (30).
In the next section, we shall show that a more general class of matrices is generated by a sequence {E;} satisfying the above three properties (i)-(iii). Generalizations of the above results to a scaled Schwarz form FnA are worth mentioning here. The nesting property (16) and the consistency with Schur-Cohn recursion (17) are obviously satisfied for the sequence {e'} given by
i-l h,=diag 1,X1;.., nAj . 
The relation (31) is generalized to A;* -(Et) TA;2Ex = (kF/X, . . . Xip,)*e,eT.
In the case of scaled versions, the transpose ( EX)Tdoes not correspond to the dual realization. Instead, we must take qAD= A;(E;X)TA,2
as the dual version of EA. It allows the factorization which is the order reversion of the factorization (36), i.e., AND SYSTEMS, VOL. CAS-32, NO. 11, NOVEMBER 1985 IV. GENERALIZED SCHWARZ FORM
In the preceding section, it was shown that, for a given stable polynomial Gn(z) of order n, there corresponds a sequence { Fi;;, &, . . f , F,} of NSF's which satisfies (i) the nesting property, (ii) the consistency of the characteristic polynomials with Schur-Cohn recursion, and (iii) the pseudo orthogonality. In this section, we shall show that a more general class of matrix sequence { Fi} enjoys these properties.
A matrix I;, E Rnx" is called a generalized Schwarz form (GSF) associated with a stable polynomial &(z) of order n, if it is generated by a sequence { Fi }, i = 1,. . . , n, of matrices satisfying (Sl) Nesting property:
(S2) The consistency of characteristic polynomials:
where (p,(z) is the polynomial generated by a Schur-Cohn recursion (2).
(S3) The pseudo orthogonality Ii -I;;TE; = gig:, i=l;..,n.
for some q, E Rix'. The NSF and its transpose satisfy the above conditions, as shown in the preceding section. From the definition, it is obvious that each 6 in the above sequence is itself a GSF of order i for the polynomial (p,(z) . This means that the notion of GSF is essentially the notion concerning the sequence, or the chain, of GSF's. The properties (Sl)-(S3) represent the essential characteristic features of lattice realizations in state 'space.
The following two results provide a basis for parametrizing all GSF's. The proofs are found in Appendix.
Lemma I: If a matrix 4. satisfies (44) and (45) 
The above two lemmas imply that each sequence {F,}, i=l,. . ., n, satisfying the conditions (Sl)-(S3) must be of the form (46), in which the orthogonal matrices U, are generated by either of the relations (48) at each i. The selection of the signs &-1 in (48) does not affect the essential structure of 6 in (46). Therefore, without loss of generality, we can always choose the plus sign in the recursions (48).
Using Lemmas 1 and 2, we can parametrize all GSF sequences for a polynomial &(z) by an n-tuple u = (VI, V*,' * *, v,) of signatures vi = + 1. Associated with a Y, define a sequence {q }, i = 1,. . 1, n, of orthogonal matrices q E Rixi by the recursion, which is induced by (48), 
generates GSF's. Thus we have parametrized all GSF's associated with a stable polynomial of order n by an n-tuple of signatures u = (vi,. . . , v,), v, = & 1. As is seen from (49), the first index vi does not affect the sequence { Fi }. Hence, (n -1) signatures ( v2,. . . , v,) really determine the sequence. Thus we have the following result. Proposition 1: There exist 2"-l sequences of GSF's for a given polynomial, which are parametrized by (n -1) signature indexes ( v2,. . . , v,,), vi = + 1, in a way described by (49) and (50). As a consequence, there exist 2"-l GSF's of order n for a given polynomial of order n.
The recursion (49) can be represented in a more convenient way which allows an alternative parametrization of GSF. Associated with an index set v, define a sequence {q}, I+$ E Rjxj, as follows:
The following lemma shows that the recursion (49) induces a simpler recursion on { WJ }. Lemma 3: The sequence { Wj} follows the recursion:
Proof: For brevity, we drop signatures Vi in the following arguments. An obvious relation
for S E R(J-l)x(j-l) plays a key role in the proof. First, we prove the lemma for vj =l. In this case, the recursion (49) which establishes (52) for uj = 1. Fo'Vj = -1, the recursion (49) implies that C$Ej = [q-i CB l]Wj'W, = [q.-,@ l] due to (29). Therefore, using (21) and (53) For n = 4, we have eight GSF's, the two of which are the SSF parametrized as F, (l, 1,l) and its transpose F4 ( -1, -1, -1) . The other six are
where the first suffix 4 in Ki, j is omitted. The explicit expression of F4 (1, -1,l) is given in Section VI. In general cases, we obtain the following result. 
where the index (it, i,;-., i,-l) is a permutation of (L2,. . -> n -1) satisfying i, > i, > . . . i, =l, ik+,<ik+2< ... <in-l.
The above result is easily justified by noting that F'. . *, i,-r) is the set of i for which vi = -1, while 'k+l * * * 'n-1 ) is the set of i for which Vi = 1. Before concluding the section, we remark about the generalization to the scaled version. The definition of scaled GSF, denoted by eA, is identical to GSF except that the condition (S3) is modified to R,2-(4A)TA;2Z$A=qiq7, i=l;e.,n.
The parametrization of &A is given by cA( V1,'. . ,V;) =R;U,(V1,~~',Vi)E;UiT(V~,'~~',Yi)A~l instead of (50), where the sequence {U,} of orthogonal matrices follows the same recursion as (49). Proposition 1 holds for scaled versions under this modification. Proposition 2 holds for F," with K,,i being replaced by Knli which is defined by (37).
V. LATTICEREALIZATIONUSING GSF
The implication of GSF in terms of circuit realization is discussed in this section. The recursion (52) gives the basis of arguments. Assume that the realization of the autono- mous system of order i
is given, and consider how to construct a realization of based on the recursion (52). For Vj =l, the recursion (52) indicates that a realization of (61) is constructed by replacing xi(t), the last state variable of (60), with kjxj(t)+ k;xj+,(t) and adding a first-order dynamics xj+l(t + 1) = kfxj(t)-kjxj+,(t). This amounts to replacing the edge corresponding to xj(t) in the realization of (60) by the jth lattice section and to adding a unit delay. This is illustrated in Fig. 5(a) . Analogously, for *j = -1, a realization of (61) is obtained by replacing the edge corresponding to xj( t + 1) in the realization of (60) with the jth lattice section and adding a unit delay. This illustrated in Fig. 5(b) . Starting from the realization x(t + 1) = W2x(t) = K,x( t) we can apply the above procedures successively to obtain x(t + 1) = yIx( t). It is easily noticed in the final configuration that the signatures Vj determine the location of the unit delay at the connection of the (j -1) and the jth lattice sections. If Vj = 1, the unit delay is placed in the lower (feedback) path, and if *j= -1, it is placed in the upper (feedforward) path (Fig. 6) .
Once we get a realization of X(t+l)=Wn(~~,~~~,vn-l)X(t)
we can obtain a realization of (62) x(t +l) = F,(v,;~~,u,,)x(t) (63) simply by placing the coefficient k, either before the final unit delay for un =l, or after the final unit delay for v,= -1, of the realization of (62). This is easily justified according to the relations (54), and is illustrated in Fig. 7 . Thus the index v, indicates the way of terminating the circuit. The computation of the tap parameters becomes a bit complicated compared with (4), and is discussed in [18] . Vj = -1 "j= +l In order to show the advantage of using GSF for the realization of lattice filters, let us discuss the ,sparsity structure of GSF. The argument is based on the recursion (52). It is obvious that the premultiplication (the postmultiplication) of the matrix [ Wj@ l] does not affect the last row (column), respectively. Therefore, for *j = 1 (*j = -l), the last row (column) of Wj+ i is identical to that of [ Zj-i@ K,], whose entries are all zero except the last two. Also, it is true that the postmultiplication (the premultiplication) by [Zj-,@K,] of [y. @ l] preserves all the zero entries of the last column (row) of Wj in the last column (row) of the product, respectively. Thus we conclude that, in the recursion (52), the entries of the last row (column) of Wj+, are all zero except the last two, and all the zero entries of the last column (row) of Wj are preserved in the last column (row) of Wj+ t for *j = 1 (vi = -l), respectively. This sparsity structure is carried over to ';; via the identities (54), because the multiplication by Xj does not affect the sparsity structure. The following examples illustrate the above The above examples show that most GSF's are more sparse than the NSF which is of Hessenberg form. ActurJly, F, (l, -l,l, -1) has 16 nonzero elements, while F, = F, (l, 1, 1,1) has 20 nonzero elements, in general. The most sparse structure is attained by a GSF in which Yj takes 1 and -1 alternately, whose block diagram is shown in Fig.  8 . It is not difficult to see that the number of nonzero elements of this structure is equal to 4(n -l), while the NSF of Hessenberg form has ( n2 + 3n -2)/2 nonzero elements. For n =15 for example, these numbers become 56 and 134, respectively.
The sparsity of F, does not necessarily mean the superiority of the roundoff error performance of the filter in general realization schemes. However, since the realization by I;, uses the similar structure of local interconnections to the usual lattice filter in this case, it is reasonable to expect that the sparsity of F, can contribute to improve the roundoff error performance of lattice filters.
A comparison of the diagrams of Figs. 1 and 6 shows that it is possible to reduce 1 the length of the longest delay-free path from the input to the states by using GSF. In the usual lattice filter as shown in Fig'. 1, the longest delay-free path is the one from input to the first (leftmost) state, which has the length of n units in the module implementation. By using the alternate structure of Fig. 8 , this length is reduced to 2 units. This can reduce the propagation time of the signal, resulting in the increase of throughput. This is another advantage of using GSF. The block diagram of the realization is shown in Fig. 9 .
VII. CONCLUSION
Structural properties of lattice filters have been exploited from the state-space point of view. It has been shown that the characteristic features of lattice filters are mapped into the structural properties of Schwarz form in the state space, which are crystalized into the three sequential properties, namely, the nesting property, the consistency of the characteristic polynomials with Schur-Cohn recursion and the pseudo orthogonality. A factorization of Schwarz form into the products of plane rotations has been derived which gives a new insight into the fundamental structure of Schwarz form.
The notion of generalized Schwarz form has been introduced as a class of matrices having the three sequential properties mentioned above. It is the largest class of matrices which preserve the characteristic features of Schwarz form, and hence, preserve the structure of lattice filters in the state space. The two ways of parametrizing generalized Schwarz forms have been derived. The first one is given in terms of n -1 signatures. This parametrization is essentially sequential and determines the way of connecting the lattice sections and the way of termination in circuit implementation. The second one is algebraic and is given in terms of its factorization into the product of plane rotations. The order of the plane rotation determines the sparsity structure of the generalized Schwarz form. Based on this parametrization, it has been shown that generalized Schwarz forms are usually more sparse than the Schwarz form.
As was discussed in Section V, the generalized lattice configuration using the generalized Schwarz form has at least two potential advantages from the viewpoint of circuit implementation. The first one is the possibility of improving the roundoff error performance, which is expected from the sparseness of the generalized Schwarz form. The numerical confirmation for this will be carried out in the near future. The second one is the possibility of reducing the length of the longest delay-free path. This will contribute to increase the throughput of the filter. At any rate, generalized lattice configurations derived in this paper give some flexibility in the circuit implementation. For instance, the symmetric structure shown in Fig. 9 can be desirable in some circumstances.
APPENDIX Proof of Lemma 1
Due to a well-known result in linear system theory, both (ET, ej> and (F,', qi) are controllable because 6 and F; satisfy (31) and (45) It is easy to see that q.T = q.&TQ.-l qi = kfq.ei.
(Al) The pre-multiplication of U, and the post-multiplication of Q' of (31) and using (Al) yield ugT-<.Tq.q.TE;. = qiq:.
Due to the uniqueness of the solution of Lyapunov equation, we get U&l,'= 1, from (45). The proof is now complete.
Proof of Lemma 2
For the proof, we need a preliminary result. Lemma A: If an orthogonal matrix V E Rix' satisfies 6 = vTFy then, V = + Ii. Proof: Since VVT= I, we have Vc = EV, that' is, V commutes E. Obviously, E is cyclic, and hence, V can be represented as a polynomial of E], i.e., V = IJ ( Fi) for some polynomial #(z) of degree i (see [21] and since k/" # 0, we see that (Ye # 0. Due to this fact, the identity (Al) holds if and only if V = G(E) = const. 1,. Since V is orthogonal, the const. must be equal to + 1. Q Now we prove the lemma. From the assumption, we have the representation Let R = q+iTi+r.
Due to (18) Since AU, is orthogonal, Lemma A implies that U,T= k A. Thus from (A3), it follows that q.,, = [k Q@ 5 11, which corresponds to (48a).
Let us consider the case q = 0. Since R is orthogonal, we have EET= I, p=o r2 =l.
('410)
Due to (29) Reyi = q+l. Using (A8) we have EET= AT. Therefore, it follows, from (A3) and (A5), that F. = E Tq.z.U,TE.
Again using Lemma A, we have E = * U,. In view of (AlO), we conclude that Ui+, = RF:, = [f Uj@ f l]wiziT,. This corresponds to (48b). The proof is now complete.
