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Abstract: Wave functions obtained using a standard complex Hamiltonian matrix diagonalization procedure are 
square integrable and therefore constitute only approximations to the corresponding resonance solutions of the 
Schrödinger equation.   The nature of this approximation is investigated by means of explicit calculations using 
the above method which employ accurate diabatic potentials of the B 
1Σ+ - D’ 1Σ+ vibronic resonance states of 
the CO molecule.  It is shown that expanding the basis of complex harmonic oscillator functions gradually 
improves the description of the exact resonance wave functions out to ever larger internuclear distances before 
they take on their unwanted bound-state characteristics.  The justification of the above matrix method has been 
based on a theorem that states that the eigenvalues of a complex-scaled Hamiltonian H (Re
iΘ
) are associated 
with the energy position and linewidth of resonance states (R is an internuclear coordinate and Θ is a real 
number).  It is well known, however, that the results of the approximate method can be obtained directly using 
the unscaled Hamiltonian H (R) in real coordinates provided a particular rule is followed for the evaluation of 
the corresponding matrix elements.  It is shown that the latter rule can itself be justified by carrying out the 
complex diagonalization of the Hamiltonian in real space via a product of two transformation matrices, one of 
which is unitary and the other is complex orthogonal, in which case only the symmetric scalar product is actually 
used in the evaluation of all matrix elements.  There is no limit on the accuracy of the above matrix method with 
an un-rotated Hamiltonian, so that exact solutions of the corresponding Schrödinger equation can in principle be 
obtained with it.  This procedure therefore makes it unnecessary to employ a complex-scaled Hamiltonian to 
describe resonances and shows that any advantages which have heretofore been claimed for its use are actually 
non-existent. 
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1. Introduction: 
 
Resonance wave functions differ from their bound-state counterparts in at least two essential ways: 1) they are 
not square-integrable and 2) they correspond to complex (non-real) eigenvalues of the Hamiltonian [1-3].  First 
attempts to obtain approximate solutions of this type involved use of convergence factors in order to regularize 
integral evaluations [4] as well as the use of complex coordinate rotations [5].  Based on a theorem by Aguilar 
and Combes [6] and Balsev and Combes [7], Simon [8] gave a proof that the eigenvalues W=E-iΓ/2 of a 
complex-scaled Hamiltonian H (Re
iΘ
) correspond to the energy position E and line-width Γ of resonance states.  
Yaris, Lovett and Winkler [9] introduced a technique that they refer to as the Direct Siegert Method that makes 
use of a cancellation of divergent integrals and thereby retains the use of a Hamiltonian in real coordinate space.  
Complex-rotated Hamiltonians [5] on the other hand presented additional difficulties, despite the fact that 
square-integrable functions can be used in principle to form their matrix representations.  Specifically, it was 
shown that only dilation analytic potentials could be treated successfully on this basis within the Born-
Oppenheimer Approximation.   
 
Moiseyev and Corcoran [10] later introduced the complex-rotation (CR) method to carry out approximate 
calculations of resonances.  In practice, a back-rotation method is used to avoid any problems with dilation 
analyticity, whereby the square-integrable basis functions employed are complex-scaled rather than the 
Hamiltonian itself.  The general conclusion from this work has been that it is absolutely necessary to work with 
a complex-scaled Hamiltonian to obtain exact solutions for resonances, but that the CR method allows one to 
obtain useful approximations to such results while using the conventional un-rotated Hamiltonian within the 
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Born-Oppenheimer Approximation.  In the following discussion the above premise will be examined in detail.  
For this purpose it will be helpful to examine the results of an application of the CR method in which vibrational 
resonance wave functions for the B-D’ 1Σ+ band system of the CO molecule [11] have been obtained.   
 
2. The complex-scaling equivalence relations: 
 
The main motivation for using a complex-scaled Hamiltonian to describe resonances is to deal with the fact that 
the corresponding energy eigenvalues are complex, that is, have a non-zero imaginary component.  This is 
necessary in order to explain the spontaneous exponential decay of meta-stable states that result from solution of 
the Schrödinger equation for a time-independent Hamiltonian: 
     H W                                                                      .(1) 
In this equation H (Θ) is a conventional Hamiltonian whose coordinates have been subjected to the complex 
scaling R→ReiΘ  mentioned above and Ψ(Θ) is a resonance eigenfunction with complex energy eigenvalue W.  
The un-scaled Hamiltonian H(0) is related to H (Θ) through the linear transformation T(Θ), whereby T -1(Θ)=T(-
Θ): 
        H T H 0 T    .                                                            (2) 
Substitution of this expression in eq. (1) and making use of the definition,  
      0 T     ,                                                                  (3) 
leads to a corresponding Schrödinger equation for the un-scaled Hamiltonian H (0): 
      H 0 0 W 0   ,                                                                 (4) 
with the same eigenvalue W.   
 
This result shows that there is a one-to-one correspondence between the respective eigenfunctions of the two 
Hamiltonians with the same energy eigenvalue.  It holds for both bound states and for resonances.  This 
relationship is an example of the key characteristic of quantum mechanical theory that its equations are invariant 
with respect to coordinate transformations in general.  The equations take on a different form as a result of such 
transformations, but the physical significance of their solutions is completely independent of which set of 
coordinates is used explicitly in a given theoretical treatment.  In particular, there is never a case where a 
solution exists for one set of coordinates without their being a completely equivalent solution for any other set 
of coordinates.  The equivalence relationships implied by eqs. (1-4) can nonetheless be used to great advantage 
in seeking solutions to specific quantum mechanical equations.  For example, there may be singularities for one 
set of coordinates (representation) that make it quite difficult or even impossible to obtain the desired solutions 
directly in a given application.  A coordinate transformation can be found that removes such singularities, 
thereby allowing for a straightforward solution of the corresponding differential equation.  The point to be 
emphasized in the present discussion is that once a solution has been obtained in this manner, it is always 
possible to convert its results quantitatively to those that would have been obtained in the original representation 
had a direct path to the solution been available in this case. 
 
The reason that efforts to obtain quantum mechanical resonances have concentrated on using complex-
scaled/rotated coordinates is not because equivalent solutions do not exist for the un-scaled Hamiltonian H(0) 
and corresponding Schrödinger equation, but rather because there are computational advantages in doing so, or 
at least it was perceived that this is the case.  This conclusion was based primarily on the fact that the resonance 
wave function for the un-scaled Hamiltonan is not square-integrable because it does not vanish at infinity.  
Rotating the coordinates in the complex plane by a sufficient angle produces a corresponding solution that does 
not have this undesirable characteristic.  It was therefore possible to employ well-established techniques for 
bound-state functions in the search for resonances, such as is done in the CR method [10], for example.  On the 
other hand, this procedure leads to a new problem that is not present when one uses the un-scaled coordinates to 
set up the problem, namely a singularity in the potentials resulting from use of the Born-Oppenheimer 
Approximation for the treatment of molecular systems.  This circumstance led to the introduction of an exterior 
scaling procedure [12-13] that limits the range of inter-nuclear distance for which coordinate rotation is actually 
applied.       
 
All of the above relationships also hold for matrix representations of the operators in eqs. (1-4) when a finite 
basis is employed.  Indeed, H(Θ)=H(0) in this case when the respective basis sets employed are related by the 
same complex-coordinate scaling as for the Hamiltonian operators themselves.  This result follows from the fact 
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that corresponding matrix elements can be converted into one another by a change of variables in the respective 
integrations.  It needs to be emphasized in this connection that the path in the complex plane along which 
integration is actually carried out is also changed as a result of the coordinate scaling.  Indeed, when the scaled 
and un-scaled functions are evaluated along their respective integration paths, the perceived distinction 
disappears entirely.   
 
Diagonalization of H(Θ) and H(0) therefore leads to identical eigenvector (coefficient) matrices, Ψ(Θ) and Ψ(0).  
As a result, any approximate solution obtained by employing complex-scaled coordinates in a matrix formalism 
can be converted into a perfectly equivalent wave function with the same complex energy eigenvalue that is 
obtained by working exclusively with the un-rotated Hamiltonian expressed in real coordinates.  One can make 
use of this identity as a test for the associated computer codes.  One simply scales the basis functions employed 
to construct the matrix representation in exactly the same manner as for the Hamiltonian operator itself [10, 11, 
14].  This fact raises an interesting point, however: Is there any computational advantage whatsoever in 
employing complex-coordinate scaling to obtain resonance wave functions and energies at any level of 
approximation?  In order to study this question in detail, it is helpful to consider the results of specific 
calculations that have made use of the complex-scaling methodology. 
  
3. Description of unbounded wave functions using square-integrable basis functions: 
  
An application of the complex-scaling method employing a basis of complex solutions of the one-dimensional 
harmonic oscillator has been reported earlier for the B-D’ 1Σ+ band system of the CO molecule [11].  Very good 
agreement was obtained with the work of other authors who employed both the close coupling and optical 
potential methods.  Comparisons were made for the energy locations W and predissociation linewidths Γ of the 
v=0-10 vibronic levels.  It was found that the complex-scaling results agreed almost perfectly with those 
employing the optical potential method, which in turn performed better than its close coupling alternative, 
particularly for vibronic states with quite high Γ values.  No consideration was given to the appearance of the 
associated vibronic wave functions in the previous study [11], however.  
 
 
Figure 1: Real and imaginary components of the wave function for the v=3 resonance state in the B 
1Σ+ - D’ 1Σ+ 
band system of the CO molecule obtained by employing a basis set of 150 complex-rotated (Θ= 4.0 deg) 
harmonic oscillator solutions for each of the vibrational functions Φi(r) in multiplying a) the bound electronic 
state ψ1 (R, r) and b) the repulsive electronic state ψ2 (R, r).  Note that r=0 corresponds to the equilibrium bond 
distance of the bound potential H11. 
 
In view of the discussion in Sect. II, it is important to mention that the above calculations were actually carried 
out using the unscaled Hamiltonian H (0).  Formally, the treatment employs a complex-scaled potential and a 
basis of real harmonic oscillator functions {χ (R)}, but the actual calculations make use of the Cauchy-Coursat 
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theorem [15] for integration of a complex analytical function.  An identity that takes advantage of the fact that 
the above basis functions are square-integrable is employed to convert the matrix elements for the original 
complex-scaled Hamiltonian to corresponding integrals using a real potential and complex-scaled basis 
functions {χ (Re-iΘ)}.  The resulting procedure is therefore seen to be an application of eq. (4) in this special 
case, in which approximate eigenfunctions of H (0) are constructed as linear combinations of basis functions 
with complex exponents.  The above identity simply makes clear that the resulting solutions can be transformed 
to their counterparts in eq. (1) by rotating the basis functions back to their original real form. The corresponding 
expansion coefficients are left unchanged in this procedure since they do not depend on Θ.  The eigenvalue W is 
not affected for the same reason, so the one-to-one correspondence between the respective eigenfunctions of 
H(0) and H(Θ) expected from the general discussion in Sect. II is obtained explicitly from these calculations. 
 
 
Figure 2: Real and imaginary components of the wave function for the v=3 resonance state in the B 
1Σ+ - D’ 1Σ+ 
band system of the CO molecule obtained by employing a basis set of 250 complex-rotated (Θ= 4.0 deg) 
harmonic oscillator solutions for each of the vibrational functions Φi(r) in multiplying a) the bound electronic 
state ψ1 (R, r) and b) the repulsive electronic state ψ2 (R, r).  Note that r=0 corresponds to the equilibrium bond 
distance of the bound potential H11. 
 
There is another aspect of the above theoretical treatment that requires further scrutiny, however.  The values of 
Θ employed in these calculations fall generally in the 0-5 deg range.  The new basis functions {χ (Re-iΘ)} 
formed by scaling the coordinates of the real harmonic oscillator basis functions {χ (R)} are therefore still 
square-integrable.  How does this mesh with the requirement that the exact resonance wave functions Ψ (0) of 
eq. (4) must be unbounded?  This question is best answered by looking at some specific examples of computed 
wave functions for the CO vibronic resonances [11], beginning with the results for different basis set sizes for 
the v=3 state shown in Figs. 1a-b and 2a-b.   Convergence of the energy and line-width values with respect to 
the number of complex harmonic oscillator functions in the basis set is found to be quite satisfactory.  The same 
cannot be said for the vibronic functions themselves, however.   Both the real (a) and imaginary (b) parts of the 
wave functions are shown in each case.  Note that a phase convention is chosen so that the part of the function 
associated with the typical harmonic oscillator character is real.   There is almost no imaginary part in the 
equilibrium region (R=0) and the real part in this region is quite similar in both cases, showing the expected 
variations for a v=3 solution (two minima and two maxima).  The behavior at large R values changes 
significantly as the size of the basis is increased, however.  In the 150 function case, both the real (Fig. 1a) and 
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imaginary  (Fig. 1b) parts start to oscillate rapidly near R=1.50 a0.  A maximum is reached in each case at R=2.5 
a0, and then the oscillations die down until both the real and imaginary parts have essentially zero values from 
R=3.0 a0 outwards.  The latter behavior is expected from the exclusively bound character of the present basis 
functions, and is unavoidable for any application of the CR method after a certain point.  It also should be 
pointed out that there are many extraneous roots of the secular equations in the above three treatments that have 
no physical significance whatsoever and are simply ignored in the present discussion.  It is impossible to locate 
a stabilization angle for any of them and the number of such roots simply increases with the size of the basis set. 
 
The corresponding results for 250 functions (Figs. 2a-b) agree very closely with those for 150 functions in the 
R=0 region in which the characteristic form of the v=3 wave function is observed.  In the neighborhood of 
R=1.50 a0, however, significant differences emerge between the two sets of vibronic solutions.  The results for 
250 basis functions show much greater variations beyond R=2.0 a0, reaching a maximum of 30 a0
–1.5
 near R=3.1 
a0.  Despite these differences in the three v=3 wave functions, however, the corresponding energy eigenvalues 
are scarcely affected by the increase in basis set.  The real part changes by only 0.002 cm
-1
 in going from 150 to 
250 functions (Er=6784.09 cm
-1
 [11]), while Ei varies by 0.0005 cm 
–1 
about its value of 45.45 cm 
-1
.  The wave 
functions are each normalized to unity, from which it is clear that the large differences in the intermediate region 
of bond distance, where the respective (absolute) values are increasing exponentially, are simply compensated 
for by correspondingly large changes after the maximum value has been reached in each case.  
 
Further inspection of these diagrams shows that the various representations of the resonance wave functions 
exhibit a well delineated e
ikR
 dependence over the intermediate region of R(k=kr+iki, kr>0 and ki<0).  Starting at 
about R=0.5 a0 in each case, there are nearly parallel variations in the real and imaginary parts of the wave 
functions.  This behavior is expected for the case when the real part of k is notably larger than the corresponding 
imaginary part.  Each peak in the real part (kr) is followed closely by a corresponding peak in the imaginary part 
(ki).  In the 250 function case (Fig. 2a-b), it is possible to identify four such maxima and minima before the 
wave functions start to oscillate between wider ranges.  If we define the difference in R separating successive 
real and imaginary parts as Δ, this means that we can obtain a relatively accurate value for kr as π/2Δ.  The 
exponentially increasing part of the wave function allows one to compute the value of ki to similar accuracy 
based on the envelope formed by ignoring the oscillatory behavior of the function as a whole.  Note that this 
value is fairly sensitive to the number of basis functions, however. 
 
 
Figure 3: Real and imaginary components of the wave function for the v=3 resonance state in the B 1Σ+ - D’ 
1Σ+ band system of the CO molecule obtained by employing a basis set of 200 complex-rotated harmonic 
oscillator solutions for the vibrational function multiplying each electronic state [see eq. (1) for definitions] for 
different values of the scaling parameter: a) Θ= 3.5 deg, b) Θ= 4.0 deg and c) Θ= 4.5 deg. 
 
In Figs. 1-2, Θ=4º has been used for the scaling procedure in each case.  Corresponding results for neighboring 
values of Θ (3.5º and 4.5º) as well as for 4.0º are shown in Figs. 3a-c for the case with 200 basis functions.  
Comparison of these diagrams shows that the long-range part of the v=3 wave function (R=1-4 a0) is by no 
means independent of the parameter Θ, even though the corresponding value of the complex energy W is very 
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nearly constant over the same range.  Not surprisingly, the magnitude of the oscillations gradually increases 
with the value of Θ.  When Θ=0, the basis is real by definition, and so only real values of both the energy 
eigenvalues and associated eigenfunctions can ensue in this case, for example.   In practice, the final 
(stabilization) value of Θ is determined by demanding that the complex energy W be stationary relative to 
variations in this quantity.  This condition is easily satisfied [11] when such large basis sets are used as in the 
present one-dimensional vibronic application, but it is considerably more difficult to achieve this objective when 
multidimensional Hamiltonians are employed [14]. 
 
 
Figure 4: Real and imaginary components of the wave functions for the a) v=0 and b) v=4 resonance states in 
the B 
1Σ+ - D’ 1Σ+ band system of the CO molecule obtained by employing a basis set of 200 complex-rotated 
(Θ= 4.0 deg) harmonic oscillator solutions for the vibrational function multiplying each electronic state. 
 
The characteristics of the v=3 resonance wave functions discussed above are mirrored in the results obtained 
with the same method (200 basis functions) for other vibrational quantum numbers.  The real and imaginary 
parts of the v=0 and 4 wave functions are shown in Fig. 4a-b, respectively.  The Γ values that are obtained in the 
latter two cases (0.0 and 801.8 cm
-1
) [11] differ significantly from that of v=3. One needs a large amount of 
magnification to see that there is complex oscillatory behavior in the v=0 resonance, but it is clear from Fig. 4a 
that a similar pattern of monotonically increasing values of the wave function occurs up to a certain R value, 
corresponding to the expected e
ikR
 asymptotic behavior in this range. Otherwise, the familiar shape of the v=0 
harmonic oscillator solution is apparent in the R=0 region.  Near R=2.7 a0, however, the values of the real and 
imaginary parts begin to decrease until they are completely damped out beyond R=3.2 a0, again as required by 
the use of exclusively bound, albeit complex, harmonic oscillator basis functions.  The v=4  wave function 
differs mainly in its behavior around R=0 and the value of their respective stabilization angle.  It also shows the 
characteristic “tropical fish” pattern in the R=1.5-3.5 a0 region before finally taking on a null value beyond this 
point.  
 
One of the traditional arguments for the coordinate-rotation procedure is the possibility of transforming away 
the unbounded character of the resonance wave function by scaling both it and the Hamiltonian by R→Re iΘ.  In 
the above discussion, we have seen that the computed vibronic resonance wave functions that result from use of 
the un-scaled Hamiltonian H(0) always take on the general form of the product of a sinusoidal and exponential 
function: e
aR
e
ibR
, with a>0, in an intermediate region of R before being damped to zero after a certain point 
(Figs. 1-4).  If the angle of rotation Θ is defined as tan-1 (a/b), it appears from the present calculations that the 
above scaling procedure with this angle or larger will indeed transform the original unbounded wave function 
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into one that is square-integrable, but certainly not eliminate its oscillatory characteristics (as mentioned above, 
however, even this difference goes away once one takes account of the fact that the two functions are to be 
evaluated along different rays in the complex plane).  The above discussion has shown that the values of a and b 
(-iki and kr , respectively) are not very stable with respect to expansions of the basis set, however.  These 
parameters therefore have very little connection with the complex energy eigenvalue W, which is seen to 
converge far more quickly with the size of the basis.   The latter is determined almost exclusively by the short-
range behavior of the computed wave function and is all but unaffected by its corresponding asymptotic 
character. 
 
Returning to the main theme of the present section, however, the effect of complex scaling the vibrational 
coordinate in these calculations is simply to generate a perfectly equivalent resonance wave function in each 
case as defined in eq. (3) for the exact results.  This is the case no matter what the size of the basis set may be in 
a given approximate treatment and it also holds by extension to the limit of complete basis sets for the exact 
solutions of eqs. (1,4).       
 
4. Hermiticity and scalar products:  
 
The discussion in the previous sections has left out an important detail, namely what scalar product to use in 
constructing individual matrix elements.  Since the Hamiltonian operator for electronic structure applications is 
hermitian, it is clear that only real energy eigenvalues can result for square-integrable (bound-state) solutions of 
the Schrödinger equation.  As discussed in the previous section, it is nonetheless possible to obtain accurate 
complex energy eigenvalues, i.e. with non-zero imaginary components, for resonance states with a 
computational method that employs exclusively square-integrable basis functions to construct the matrix 
representation of the conventional un-rotated Hamiltonian H(0).  It is natural to assume that any such matrix 
representation must be accomplished through use of the hermitian scalar product, that is, where the bra function 
is complex conjugated: Hij=< Φi H Φj>=∫Φi* HΦj dτ, but this procedure excludes any possibility of obtaining 
complex energy eigenvalues because of the hermitian character of H (0).   
 
The CR method [10] avoids this problem by employing a mixed scalar product.   The radial parts of basis 
functions are not subjected to complex conjugation, whereas the angular parts (including spin) are.  This 
procedure has been followed in the CO vibronic calculations discussed above, but since there are no angular 
variables in this application, however, one can just as well say that the symmetric scalar product Hij =∫χiH(0)χj 
dR has been used instead.   
 
The theoretical justification of the mixed scalar product mentioned first has been considered by various authors 
[10, 12-13,16-18], and a consensus has been reached that it requires use of the hermitian scalar product in all 
cases but with different basis functions in the bra and ket positions of the Hamiltonian matrix elements.  There 
are difficulties with this procedure in practice, however.  The main problem is that it does not give a clear 
prescription of how to proceed for all types of basis functions.  For example, in electronic structure calculations 
the basis sets employed in standard codes (Gaussian- or Slater-type atomic orbitals) are defined exclusively in 
terms of Cartesian coordinates, making it impossible to make the required distinction between angular and radial 
coordinates.  One might attempt to circumvent this problem by transforming the basis so that it consists of 
complex spherical harmonics, for which a distinction can be made for each atomic basis function, but it is not 
clear how this would work in the case of a general polyatomic molecule in which no axis of symmetry exists.   
 
In any event, the normal procedure in CR molecular calculations is to apply the complex-coordinate rotations to 
exclusively real basis functions and to then evaluate matrix elements over the scaled basis without applying any 
complex conjugation whatsoever (other than in integrations over spin coordinates).  This procedure is clearly the 
same as has been used in the CO vibronic resonance calculations discussed above.  It also suffers from the same 
deficiency as that employing the mixed scalar product, however, in that it is not clear how to apply it in the 
general case when one has to compute matrix elements for linear combinations of such complex-rotated 
functions.  Specifically, when must one apply complex conjugation to the corresponding coefficients and when 
not?  Above all, the choice of scalar product must be consistent with accepted procedures for bound-state 
functions, in which case the hermitian scalar product is assumed to be both necessary and sufficient.  
 
It needs to be pointed out, however, that there is no compelling reason to use the hermitian scalar product 
exclusively in forming matrix representations of a Hamiltonian merely because it satisfies the definition of a 
hermitian operator.  The latter designation simply means that it is possible to form a hermitian matrix 
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representation as long as the corresponding basis functions satisfy certain conditions, for example, being square-
integrable in the present case, and the hermitian scalar product is used for each matrix element.  To show that 
this is a meaningful distinction, let us consider the case when a set of real orthonormal basis functions is 
employed to form the matrix representation.  If the Hamiltonian is real and only square-integrable basis 
functions are employed, the result is a real symmetric matrix.  The latter can be diagonalized by a real 
orthogonal matrix O (OO’=E).  If the Hamiltonian contains imaginary terms, as for example when the spin-orbit 
interaction is included, a Hermitian matrix will result, again assuming that exclusively real orthonormal square-
integrable basis functions are employed.  In this case one needs a unitary matrix U (UU
†
=E) to diagonalize the 
Hamiltonian.  One can use the properties of a hermitian matrix to simplify the procedure computationally, 
however, namely that it can be brought into real symmetric form (Hr=Hr’) by carrying out a preparatory unitary 
transformation with Up.  The resulting matrix can then be diagonalized with a real orthogonal matrix O (OO’=E) 
as before.  The author and coworkers [19] have used this two-step procedure to treat Breit-Pauli terms in the 
molecular Hamiltonian for heavy systems containing lead and bismuth, for example:   
†’ ’d r p pH O H O O U HU O  .                                                           (5) 
The latter matrix operation requires that one apply the complex conjugation operation in forming Up
†
 from Up.  
Since real basis functions are employed throughout, this is the only operation that involves complex conjugation 
in the entire procedure.  One can arrive at the same result in principle if the product matrix X=UpO is formed.  
By construction, X is also unitary since O is real, so alternatively one could accomplish the diagonalization in 
one step: 
 
†
dH X HX ,                                                                          (6) 
in which case again, the only complex conjugation operation to be applied occurs in forming X
†
 from X, thereby 
avoiding use of  the Hermitian scalar product entirely. 
 
It is interesting to consider the above matrix operations for a particular choice of Up, namely the transformation 
that changes the basis from real to complex spherical harmonics.  One can also look upon this as a change from 
Cartesian to polar coordinates in the original real basis, whereby complex conjugation is necessary only for the 
resulting functions that depend on the angular coordinates when they appear in the bra position of the 
Hamiltonian matrix elements.  This is because the basis functions that result from transforming the original real 
basis can be factored into products of radial and angular functions, of which only the latter have imaginary parts.  
This state of affairs allows one to look upon the above (mixed) scalar product feature in the CR method 
[10,17,18] in a different light.  There is actually no need to distinguish between functions of radial and angular 
coordinates in performing the integrations over basis functions required to construct the Hamiltonian matrix 
representation.  One can either a) carry out the entire calculation in a basis that results exclusively by complex-
rotating real functions and then use only the symmetric scalar product to evaluate the matrix elements, or b) first 
transform to a basis of complex spherical harmonics with Up before complex-rotating them and also use the 
symmetric scalar product in evaluating matrix elements, but with the proviso that Up
†
 be used in the basis 
transformation when the resulting functions appear in the bra position, as prescribed in eq. (5).  Avoiding the use 
of the Hermitian scalar product in the above procedure does not change the fact that exclusively real energy 
eigenvalues result from the diagonalization of H (0) if either a real square-integrable basis is employed directly 
or one that only differs from it by a unitary transformation. In both cases H(0) is a hermitian matrix by reason of 
the fact that a) the corresponding operator H(0) is hermitian, b) the basis is square-integrable and c) the bra 
vector in each matrix element is  the complex conjugate of one of the basis functions in all cases.  
 
The situation is different when a complex-rotated square-integrable basis is used, however.  In that case only the 
first two of the latter conditions are fulfilled, and this is sufficient to prevent H(0) from being a Hermitian 
matrix.  Indeed, when the Hamiltonian operator H(0) contains imaginary terms, this means that the H(0) matrix 
is neither symmetric nor Hermitian, and thus a more complicated procedure is required to diagonalize it than in 
the case discussed first.  The two-step transformation procedure described above can also be used effectively for 
such matrices, however.  First of all, it is clear that the same unitary matrix Up that was used to produce a real 
symmetric Hamiltonian matrix Hr in eq. (5) can be used to produce a complex symmetric Hamiltonian matrix Hc 
from H (0) in the present case in which a complex-rotated version of the original real (orthonormal) basis set is 
employed: 
  0c p pH U H U ,                                                                      (7) 
where Hc=Hc’ and Hc≠Hc
*
. 
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This matrix in turn can be diagonalized with a complex orthogonal matrix Oc (OcOc’=E): 
  †’ ’ 0d c c c c p p cH O H O O U H U O  .                                                    (8) 
As in the case for which only real square-integrable basis functions are employed, the only place in this entire 
procedure where the complex-conjugation operation is used is in the formation of Up
†
, and hence only for linear 
coefficients, not for the basis functions themselves.  As a result, the hermitian scalar product is avoided entirely 
in this diagonalization procedure, exactly as for the corresponding bound-state treatment employing eqs. (5,6).  
Note, however, that unlike the case in eq. (6), it is not possible to define a matrix product X=UpOc that can then 
be used to obtain Hd by means of a single unitary transformation.  Clearly, X
†X ≠ E because Oc is not unitary, 
contrary to the case for O in eq. (5).  One can obtain something comparable to eq. (6) in the present case by 
defining a new matrix X
+
=Oc’Up
†
, so that 
 dH X HX
 .                                                                        (9) 
Expectation values of resonance eigenstates for other quantum mechanical operators Q can then be obtained 
from their respective matrix representations Q for the complex-scaled basis by means of the analogous 
transformation with X
+
 and X (note that these matrix elements will also generally be complex). 
 
In practical terms it is necessary to develop a straightforward means of deriving the X
+
 matrix from X.  To 
illustrate this procedure it is helpful to first compute the matrix elements of X by expanding a resonance solution 
Ψk of the Schrödinger equation with complex energy eigenvalue Wk in a basis of orthonormal (formerly real) 
complex-rotated square-integrable functions {ei}: 
  k ik ii x e   .                                                                   (10) 
The matrix elements can be obtained as: 
 ik i kx e d   ,                                                                    (11) 
i.e., by using the symmetric scalar product, not the hermitian.  In order to compute X
+
, it is necessary to 
introduce a particular unitary transformation Up as defined above which satisfies eq. (7), that is, which converts 
the Hamiltonian matrix H(0) in the {ei} basis to the complex- symmetric form of Hc.  By definition, X=UpOc in 
eq. (9), which allows us to obtain first Oc and then X
+
 directly from X: 
 
† 
c pO U X                                                                        (12) 
 
†’c pX O U
  .                                                                     (13) 
The matrix elements of X
+
 are then used to expand a conjugate solution Ψk
+ 
as 
  k kj jj x e
    /                                                                  (14) 
Expectation values Qkk are then obtained as 
      kk k k kj j ik i kkQ Q d  j x e Q i x e d X QX 
         ,                   (15) 
which in the special case (Q=H) of eq. (5) gives Hkk=Wk.  Complex conjugation is only used in forming Up
†
 in 
eqs. (8,9), so there is no question of scaling one kind of spatial coordinates differently than another as is the case 
in the definition of the conjugate operator in Reinhardt’s formalism [17,18].   
 
As has already been pointed out above, this is a key consideration in the case of molecular potentials, where the 
distinction between radial and angular coordinates cannot generally be drawn.  All calculations are carried out 
exclusively in real coordinate space, and complex energy eigenvalues nonetheless result in the limit of complete 
sets.  This occurs because the symmetric rather than the hermitian scalar product is used in evaluating matrix 
elements of the Hamiltonian as well as of all other quantum mechanical operators.  In the case of bound states, 
Oc=O is real and thus Oc’=Oc
 † 
; hence, X
+
=X
†
 in eq. (13) and Ψk
+=Ψk 
* 
in eq. (14), so that the standard 
expression for matrix elements in this type of application is also obtained from eq. (15). 
 
The above discussion has concentrated on the use of a particular type of basis set for applications of the complex 
coordinate method, namely functions that result by complex scaling commonly used sets of real square-
integrable functions.  This is really not a severe restriction, especially for molecular Hamiltonians, in which case 
it is standard practice to work with either real Gaussian or exponential (Slater-type) orbitals.  When one speaks 
of complete sets of such functions, it is necessary to stipulate that only bound states (with zero natural 
linewidths) can be represented with such a basis, that is, no resonances can result from their use according to the 
strict definition of these quantities. On the other hand, one can form a conjugate basis by scaling such real 
Journal of Applied and Fundamental Sciences    
   
   
 
  
   
JAFS|ISSN 2395-5554 (Print)|ISSN 2395-5562 (Online)|Vol 5(1)|June 2019                                                   15 
functions by R→Re-iΘ.  There is clearly a one-to-one relationship between the two sets, which we will refer to as 
{R0} and {RΘ}, respectively.  The two sets of functions have non-zero overlaps with one another, but it still 
possible to think of them as being mutually exclusive in the sense that all bound states can be perfectly 
described with only functions from {R0}, whereas to describe resonances we only need functions from {RΘ}.  
One value of Θ will do in the latter case for one-dimensional problems in the limit of a complete set.  
 
In treating multidimensional problems such as arise in the description of atomic and molecular autionization 
processes, it is clear that different one-electron basis sets need to be used for inner-shell and valence occupied 
orbitals than that mainly responsible for the instability.  In particular, one can choose standard basis sets of type 
{R0} for the former and a complex-rotated set for the latter.  There is no conceptual difficulty with this 
approach, since it ultimately only involves the optimization of exponents and other parameters that define the 
orbitals occupied in the electronic wave function.  The Hamiltonian employed is a function of exclusively real 
coordinates [H (0)] and the calculations can be carried out entirely within the standard Born-Oppenheimer 
approximation commonly used for bound states, i.e. the necessity of an external coordinate scaling does not 
arise [10, 12, 13].   
 
As in the calculations of the last section, the value of the parameter Θ is chosen so as to satisfy the stationary 
principle, specifically that dEr/dΘ=dEi/dΘ=0.  This requirement is the main reason why complex scaling 
calculations for multidimensional potentials are significantly more difficult to carry out successfully for meta-
stable states than they are for bound states.  In principle, the energy should be stable with respect to variations in 
all non-linear parameters, but in practice this condition can usually be relaxed so that at most one or two such 
quantities in addition to Θ are optimized in this way [14].  
 
The matrix operations with Up in eqs. (5,7-8) correspond to a transformation from the original orthonormal basis 
sets {R0} and {RΘ}.  They show that it is always possible to choose orthonormal sets {R0’} and {RΘ’} spanning 
the same linear spaces which lead to symmetric representations of the Hamiltonian (Hij=Hji) because of its 
hermitian character.  The two sets can be merged and transformed to a mutually orthonormal set {R”}, thereby 
making it possible to obtain both bound and resonance states from the same matrix representation of the un-
rotated Hamiltonian H (0), i.e. one that is expressed in exclusively real coordinates.  Taken to the limit of 
complete sets, this procedure therefore makes it possible in principle to describe all solutions {Ψi}of the 
corresponding Schrödinger equation to arbitrary accuracy, that is, which satisfy the relation: 
 k k kH W   ,                                                                      (16) 
whereby Ψk=Σ(i)cikRi” [note that Up
†
 must be used in the bra position while constructing matrix representations 
with the {R’} and {R”} basis sets; see eqs (5-9)].  The stationary principle (δWk=0) employed above to optimize 
the scaling parameter Θ can be derived by employing eq. (16) in connection with the normalization condition: 
Skk=∫Ψk
+Ψkdτ, i.e. δHkk=WkδSkk=0. It also can be shown on this basis that eigenstates with different eigenvalues 
(and therefore bound and resonance states in particular) are mutually orthogonal. 
 
4. Conclusion: 
 
The belief that the complex scaling of spatial coordinates can lead to more accurate solutions of the Schrödinger 
equation for resonances overlooks an important fact. There is a one-to-one correspondence between 
eigenfunctions of the scaled and unscaled Hamiltonians with the same eigenvalue, and these functions can be 
converted into one another by the same transformation that connects the two Hamiltonians.  This situation holds 
for any level of approximation, up to and including the exact solution of the Schrödinger equation.  It manifests 
itself in a particularly striking manner in the complex-rotation (CR) method of Moiseyev and Corcoran [10], 
which leads to identical matrix representations of the scaled and unscaled Hamiltonian so long as the respective 
square-integrable basis sets employed are related by the same change in coordinates as the two operators.  One 
therefore obtains completely equivalent eigenvalue and corresponding eigenvector coefficient results from the 
two theoretical treatments regardless of the size of basis set employed.   
 
The rationale for complex scaling in spite of the above equivalence relations has been that this somehow 
overcomes a basic problem, namely the fact that the resonance wave functions are not square-integrable.  This 
only appears to be the case, however, because one has to keep in mind that the rotated functions are no longer 
evaluated on the real axis.  Consistent with the above equivalence relations, it is seen that once this fact is taken 
into account, the eigenfunctions of the complex-scaled Hamiltonian are no more bounded than their un-scaled 
counterparts.   
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This does not mean that resonance eigenfunctions cannot be described to useful accuracy by employing 
exclusively square-integrable basis functions to form a matrix representation of the un-rotated Hamiltonian, 
however.  Consideration of the results of calculations of vibronic resonances for the CO B-D’ band system has 
shown that the corresponding complex energy eigenvalues converge relatively quickly with respect to increasing 
the size of the basis.  The same is true for the short-range parts of the associated wave functions, whereas their 
behavior far away from the equilibrium bond distance is much less settled.  As more and more functions are 
added, it is clear that the resonance solutions slowly take on their expected exponentially increasing character in 
the intermediate range of internuclear distance (Figs. 1a-b), but at a certain point a maximum in reached in each 
case.  Beyond this point, the functions start to degenerate and ultimately approach the null values that are 
inevitable in view of the square-integrable characteristics of the basis in which they are expanded.    
 
The conclusion is that the asymptotic behavior of resonance wave functions is not critical in the determination 
of their complex energy eigenvalues.  In particular, the imaginary component that determines the time constant 
for exponential decay of resonances is all but independent of the long-range characteristics of their computed 
wave functions.  For all practical purposes, one need only achieve a high level of accuracy for the short-range 
part of these solutions in order to obtain good agreement with experimental observations.  It is certainly not 
surprising that use of square-integrable basis functions is quite adequate for this limited purpose, and thus the 
fact that they are fundamentally incapable of describing the unbound asymptotic characteristics of such wave 
functions is all but irrelevant in the theoretical treatment.   
 
The fact that a quantum mechanical operator is hermitian does not require that its spectrum consist exclusively 
of real eigenvalues.  This will be the case only if two conditions are both satisfied in forming its matrix 
representation: the basis functions must be square-integrable and the hermitian scalar product must be 
employed in the calculation of its matrix elements.  To obtain the complex energy eigenvalues required for 
resonances while still using a Hamiltonian operator that is hermitian [for example, H (0)], it is sufficient to 
violate either one of these conditions.  Since there are great computational advantages to working with a square-
integrable basis, it is best not to change this aspect of the theoretical treatment, however.  That leaves open the 
possibility of working with complex-scaled square-integrable functions such as have been used in ref. [11] but 
using a symmetric scalar product in lieu of its hermitian counterpart.   
 
A computational scheme has therefore been developed which makes exclusive use of the symmetric scalar 
product in forming matrix representations of the un-rotated Hamiltonian H (0).  Two types of square-integrable 
basis sets are employed: a) one with exclusively real functions to describe bound states, the other, b) a complex-
rotated set (R→ReiΘ) with exponential parameters that depend explicitly of the scaling angle Θ.  Formally, 
diagonalization of the resulting Hamiltonian matrices occurs with the aid of a product of two linear 
transformations, one unitary and the other orthogonal (either real or complex depending on the type of basis 
employed).  A preparatory unitary transformation with Up is carried out first for both types of basis sets in order 
to bring the respective Hamiltonian matrix to symmetric form.  This is always possible because of the hermitian 
character of the operator.  In this procedure complex conjugation is only used to form the hermitian conjugate 
matrix Up
†  
 to be used in the bra position of the matrix elements, hence only for linear coefficients and not for 
the basis functions themselves.  Since the basis functions for bound states are real (not complex-rotated), this 
means that the transformed Hamiltonian matrix must also be real-symmetric and therefore only have real energy 
eigenvalues, as required.   If the basis functions are complex rotated (type b), however, the transformed 
Hamiltonian matrix will be complex-symmetric and therefore lead to the desired complex energy eigenvalues 
that are necessary to describe the spontaneous decay of the associated resonance stats.  The quantum mechanical 
description of resonance states is thus reduced to a variational treatment in real coordinate space in which both 
real and complex exponent values are to be optimized in accordance with a stationary principle. 
 
Acknowledgement: 
 
The author wishes to thank Drs. M. Honigmann and Y. Li and Dipl. Phys. H.-P. Liebermann for numerous 
useful discussions during the course of the present study and also for their help in carrying out its calculations.  
The financial support of the Deutsche Forschungsgemeinschaft in the form of Grant No. Bu 450/22-1 is hereby 
gratefully acknowledged. 
 
 
 
Journal of Applied and Fundamental Sciences    
   
   
 
  
   
JAFS|ISSN 2395-5554 (Print)|ISSN 2395-5562 (Online)|Vol 5(1)|June 2019                                                   17 
References:    
 
[1] A. J. F. Siegert, Phys. Rev. 56, 750 (1939). 
[2] G. Gamov, Der Bau des Atomkernes und die Radioaktivitaet (S. Hirzel Verlag, Leipzig, 1932). 
[3] H. Feshbach, Ann. Phys.19, 287 (1962). 
[4] Y. B. Zeldovich, Sov. Phys. Jet. P. 12, 542 (1961). 
[5] A. M. Dyhneke and A. V. Chaplik, Sov. Phys. Jet. P. 13, 1002 (1961). 
[6] J. Aguilar and J. M. Combes, Comm. Math. Phys. 22, 269 (1971). 
[7] E. Balsev and J. M. Combes, Comm. Math. Phys. 22, 280 (1971). 
[8] B. Simon, Comm. Math. Phys. 27, 1 (1972); Phys. Lett. A 36, 23 (1971); Ann. Math. 97, 247 (1973). 
[9] R. Yaris, R. Lovett, and P. Winkler, Chem. Phys. 43, 29 (1979). 
[10] N. Moiseyev and C. Corcoran, Phys. Rev. A 20, 614 (1979). 
[11] Y. Li, O. Bludsky, G. Hirsch, and R. J. Buenker, J. Chem. Phys. 107, 3014 (1997). 
[12] C. W. McCurdy, Phys. Rev. A 21, 464 (1980). 
[13] B. Simon, Phys. Lett. 71A, 211 (1979). 
[14] M. Honigmann, R. J. Buenker, and H.-P. Liebermann, J. Chem. Phys. 125, 234304 (2006). 
[15] F. P. Greenleaf, Introduction to Complex Variables (Saunders, Philadelphia, 1972) 
[16] A. Csoto, B. Yarmati, A. T. Kruppa, K. F. Pal, and N. Moiseyev, Phys. Rev. A 41, 3469 (1990). 
[17] D. G. Truhlar and C. A. Mead, Phys. Rev. A 42, 2593 (1990). 
[18] W. P. Reinhardt, Ann. Rev. Phys. Chem. 33, 223 (1984); in Mathematical Methods in Computational 
Physics, edited by D. G. Truhlar (Springer-Verlag, New York, 1988), pp. 41-84. 
[19] A. B. Alekseyev, H.-P. Liebermann, and R. J. Buenker, in Relativistic Molecular Calculations, edited by K. 
Hirao and M. Ishikawa (World Scientific, Singapore, 2003), pp. 65-105. 
 
