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“[The Computer] was the first machine man built that assisted the 
power of his brain instead of the strength of his arm.”  





Die aktuelle Gesundheitsversorgung ist geprägt durch eine steigende Komplexität, die durch die 
Verzahnung verschiedener medizinischer Bereiche und die Nutzung immer komplexerer, technisch 
unterstützter Behandlungsmöglichkeiten bedingt ist. Gleichzeitig stehen Kliniken und das medizinische 
Fachpersonal unter einem hohen Kosten- und Zeitdruck. Für das Erreichen einer optimalen Behandlung 
des Patienten durch minimalinvasive und mikrochirurgische Eingriffe sind zunehmend Ansätze notwendig, 
die auf eine Interoperabilität verschiedener Systeme setzen und die Verwendung von zusätzlichen 
(semi-)automatischen Unterstützungssystemen ermöglichen.  
Diese Arbeit beschäftigt sich mit Herausforderungen bei der Prozessunterstützung im Operationssaal. 
Dabei liegt der Fokus auf der Aktivitätserfassung und Datenspeicherung als Grundlage zur Erkennung des 
chirurgischen Prozesses. In einem ersten Schritt wurde ein theoretisches Vorgehensmodell für die 
intraoperative Prozessunterstützung auf der Basis eines geschlossenen Regelkreises entwickelt. Dabei 
steht der chirurgische Prozess im Zentrum. In weiteren Schritten wurden ein System zur Erfassung des 
aktuellen Arbeitsschrittes auf Basis der vorhandenen Videodaten (z.B. Mikroskopie, Ultraschall) sowie 
eine zentrale Speicherlösung für den Operationssaal entwickelt. Diese zentralen Komponenten sollen es 
Systemen ermöglichen, während des Eingriffs Daten an die verschiedenen Nutzer bereitzustellen und 
diese gleichzeitig für eine spätere Dokumentation vorzuhalten. Im weiteren Verlauf der Arbeit werden 
Ansätze zum Erreichen einer Interoperabilität von Medizingeräten und IT-Systemen im 
Gesundheitswesen vorgestellt, da technische Systeme neben zusätzlicher Sensorik eine wertvolle 
Informationsquelle für die Erfassung des aktuellen Prozesses im Operationssaal darstellen. Im Rahmen 
der Arbeiten des Projektes OR.NET (BMBF, 2012-2016) wurde mit der IEEE 11073-SDC-Standardfamilie 
eine Möglichkeit zur offenen Vernetzung geschaffen. 
Konzeptionell integriert werden die Systeme durch eine Beschreibung von Mehrwertdiensten von der 
einfachen Anzeige von Geräteparametern bis hin zur Teilautomatisierung von technischen 
Arbeitsschritten auf Basis des Kommunikationsstandards IEEE11073-SDC. Diese wurden basierend auf 
dieser Basistechnologie gemeinsam mit verschiedenen Projektpartnern entwickelt und mit Klinikern und 
Klinikbetreibern evaluiert. Die Ergebnisse der Evaluation zeigen, dass durch eine syntaktische und 
semantische Interoperabilität neue, nutzbringende Funktionen umgesetzt und die Arbeit der 





Abstract ........................................................................................................................................................ iv 
Abkürzungsverzeichnis ............................................................................................................................... viii 
Abbildungsverzeichnis .................................................................................................................................. ix 
Tabellenverzeichnis ..................................................................................................................................... xii 
1 Einleitung .............................................................................................................................................. 1 
1.1 Motivation für diese Arbeit .......................................................................................................... 1 
1.2 Zielsetzung der Arbeit ................................................................................................................... 5 
2 Grundlagen der Arbeit .......................................................................................................................... 7 
2.1 Aktuelle Operationssäle ............................................................................................................... 7 
2.2 Prozessunterstützung ................................................................................................................... 8 
2.2.1 Workflow und Prozessmodellierung ............................................................................... 9 
2.2.2 Workflow in der Medizin ............................................................................................... 10 
2.2.3 Kontextsensitive Systeme ............................................................................................. 13 
2.3 Klinische Anwendungsfälle im Rahmen der Arbeit .................................................................... 15 
2.3.1 Intrakranielle Eingriffe am Gehirn ................................................................................. 17 
2.3.2 Transsphenoidale Hypophysenadenomentfernung ...................................................... 18 
2.3.3 Sanierende Ohr-OP........................................................................................................ 18 
3 Vorgehensmodell zur Prozessunterstützung ...................................................................................... 20 
3.1 Interpretation und Action ........................................................................................................... 21 
3.2 Data analysis und Monitoring ..................................................................................................... 22 
3.3 Mögliche Herangehensweisen bei der Umsetzung einer Prozessunterstützung ....................... 22 
4 Erfassung prozessrelevanter Daten im Operationssaal ...................................................................... 24 
4.1 Stand der Forschung ................................................................................................................... 24 
4.1.1 Team Assessment und Performanzüberwachung......................................................... 24 
4.1.2 OP-Dokumentation, Qualitätssicherung und Elektronische Patientenakte (EPA) ........ 25 
4.1.3 Workflow Recognition ................................................................................................... 26 
VI 
 
4.2 Erkennung der Interaktion zwischen Medizingerät und medizinischem Personal basierend 
auf der Analyse von Videodaten ................................................................................................ 28 
4.2.1 Methode ........................................................................................................................ 29 
4.2.2 Evaluation ...................................................................................................................... 36 
4.2.3 Diskussion ...................................................................................................................... 42 
4.3 Erfassung von Informationen durch OP-Integration .................................................................. 45 
4.3.1 Stand der Forschung ..................................................................................................... 45 
4.3.2 Grundlagen des Projektes OR.NET ................................................................................ 49 
4.3.3 Zusammenfassung ......................................................................................................... 61 
5 Datenspeicherung im Operationssaal (Surgical Data Recorder und die Erweiterungen auf Basis 
von OR.NET) ........................................................................................................................................ 63 
5.1 Surgical Data Recorder ............................................................................................................... 63 
5.1.1 Anforderungsanalyse .................................................................................................... 64 
5.1.2 Systemkonzept .............................................................................................................. 64 
5.1.3 Evaluationsstudie .......................................................................................................... 68 
5.2 Anpassungen des Datenaufzeichnungskonzeptes im Rahmen des OR.NET-Projekts ................ 71 
5.3 Diskussion und Vergleich der Ansätze ........................................................................................ 75 
6 Mehrwertdienste auf Basis einer offenen Vernetzung ...................................................................... 77 
6.1 Setzen von eingriffsspezifischen Informationen auf den angeschlossenen Geräten ................. 78 
6.2 Anzeige von Informationen im Sichtfeld des Chirurgen ............................................................. 80 
6.3 Mehrwerte durch Datenintegration ........................................................................................... 81 
6.4 Funktionen mit Nutzung von Prozessinformationen ................................................................. 84 
7 Entwicklung der OP-Demonstratoren und Evaluation der implementierten Mehrwertdienste 
mit verschiedenen Anwendergruppen ............................................................................................... 86 
7.1 Anforderungsanalyse für den Leipziger Demonstrator .............................................................. 87 
7.2 Infrastruktur des Demonstrators ................................................................................................ 88 
7.3 Integrationsszenarien in den Demonstratoren .......................................................................... 90 
VII 
 
7.4 Umgesetzte Mehrwertdienste im Leipziger Demonstrator ....................................................... 92 
7.5 Vorgehen bei der Evaluation des Leipziger Demonstrators ....................................................... 98 
7.5.1 Technische Evaluation ................................................................................................... 98 
7.5.2 Klinische Evaluation ....................................................................................................... 98 
7.6 Ergebnisse der Evaluation .......................................................................................................... 99 
7.6.1 Technische Evaluation ................................................................................................... 99 
7.6.2 Klinische Evaluation ..................................................................................................... 105 
7.7 Diskussion der Ergebnisse ........................................................................................................ 111 
8 Ausblick auf Weiterentwicklungen der offenen Vernetzung im Operationssaal ............................. 113 
9 Zusammenfassung ............................................................................................................................ 115 
10 Literatur ............................................................................................................................................ 120 
11 Anhang .............................................................................................................................................. 132 
11.1 Modellierung der sanierenden Ohr-OP als EPK inkl. möglicher Vernetzungsszenarien .......... 132 
11.2 Übersicht der umgesetzten Use-Cases im Leipziger Demonstrator ......................................... 136 
11.3 Fragenkatalog OP-Personal ...................................................................................................... 137 
11.4 Fragebogen Betreiber ............................................................................................................... 141 
12 Eigenständigkeitserklärung .............................................................................................................. 143 
13 Eigene Literatur ................................................................................................................................ 144 






BPMN ................................................................................... Business Process Model and Notation 
CCD ............................................................................................................. Charge-Coupled Device 
DDS ...............................................................Data Distribution Services, Data Distribution Service 
DICOM .............................................................. Digital Imaging and Communications in Medicine 
DIM ................................................................................... Domain Information and Service Model 
DPWS ............................................................................................ Device Profiles for Web Services 
DRG ......................................................................................................... Diagnosis Related Groups 
EPA ..................................................................................................... Elektronische Patientenakte 
EPK .............................................................................................. Ereignisgesteuerte Prozessketten 
EPR .................................................................................................................... Endpoint Reference 
gSPM .............................................................................................. general Surgical Process Model 
HF ............................................................................................................................ High Frequency 
HL7 ............................................................................................................................ Health Level 7 
HNO ................................................................................................................... Hals-Nasen-Ohren 
ICCAS ....................................................................... Innovation Center Computer Assisted Surgery 
IEEE ....................................................................... Institute of Electrical and Electronics Engineers 
IoT ........................................................................................................................ Internet of things 
ISO......................................................................... International Organization for Standardization 
iSPM ........................................................................................... individual Surgical Process Model 
KIS ............................................................................................... Krankenhausinformationssystem 
LOINC .................................................................. Logical Observation Identifier Names and Codes 
MDPnP ................................................................................................. Medical Device Plug-n-Play 
MPG ........................................................................................................... Medizinproduktegesetz 
OASIS ............................ Organization for the Advancement of Structured Information Standards 
OpenICE .................................................................. Open-Source Integrated Clinical Environment 
ORM ........................................................................................................................ Order Message 
PACS ........................................................................ Picture Archiving and Communication System 
PDMS ..................................................................................... Patientendatenmanagementsystem 
PDO .................................................................................................... Patient Demographic Object 
PoC .............................................................................................................................. Point of Care 
ROI ...................................................................................................................... Region of Interest 
SDC ......................................................................................... Service-oriented Device Connectivity 
SOA ................................................................................................... Service-Oriented Architecture 
SODA ..................................................................................... Service-Oriented Device Architecture 
SOMDA ................................................................... Service-Oriented Medical Device Architecture 
SRTB .............................................................................................................. Surgical Realtime Bus 
TCP/IP ................................................................. Transmission Control Protocol/Internet Protocol 
TDMA ................................................................................................ Time Division Multiple Access 
TIMMS ............................................................ Therapy Imaging and Model Management System 
UDP ........................................................................................................... User Datagram Protocol 
UML .................................................................................................... Unified Modeling Language 
VLAN ................................................................. Virtuelle Netzwerke (Virtual Local Area Network) 
VM ......................................................................................................................... Virtual Machine 
WHO .................................................................................................... World Health Organization 
WS ................................................................................................................................ Web Service 
XML ................................................................................................... Extensible Markup Language 




Abbildung 1: HNO-Chirurgischer Eingriff an der Klinik für HNO-Heilkunde der Universitätsklinik 
Leipzig. Anordnung der chirurgischen Geräte (Fräse, HF-Schneidegerät, Sauger, 
Spülung) hinter dem Chirurgen ............................................................................................ 2 
Abbildung 2:  Herzchirurgischer Eingriff am Herzzentrum Leipzig. Bereitstellung von verschiedenen 
Informationen durch eine Vielzahl unterschiedlicher Systeme ............................................ 3 
Abbildung 3: Ausdruck einer Thorax-Röntgen-Aufnahme an LCD-Monitor .............................................. 4 
Abbildung 4: Aufbau der weiteren Arbeit .................................................................................................. 6 
Abbildung 5: Ausschnitt einer EPK-Modellierung einer sanierenden Ohr-OP nach Gesprächen mit 
zwei Oberärzten der Klinik und Polyklinik für Hals-, Nasen-, Ohrenheilkunde der 
Universitätsklinik Leipzig ..................................................................................................... 12 
Abbildung 6: Schematische Darstellung des Vorgehensmodells zur intraoperativen 
Prozessunterstützung [71] .................................................................................................. 20 
Abbildung 7: Vierstufiger Ansatz zur Extraktion von Informationen aus Videodaten ............................. 29 
Abbildung 8: Markierung von Regions of Interest (rote Umrandung) mit Dialog zur Datenerfassung 
(links) ................................................................................................................................... 30 
Abbildung 9: Technischer Ablauf bei der Erfassung der Videodaten im Operationssaal ........................ 31 
Abbildung 10: Bildverarbeitungspipeline zur Verbesserung der OCR-Texterkennung am Beispieltext .... 32 
Abbildung 11: Schematischer Überblick über die Bildverarbeitungspipeline bei der 
Aktivitätserkennung ............................................................................................................ 34 
Abbildung 12: Aufbau während der Evaluation ......................................................................................... 40 
Abbildung 13: Aufteilung in Teilprojekte im Forschungsprojekt OR.NET .................................................. 51 
Abbildung 14: Kommunikationsarchitektur im Projekt OR.NET, Quelle: Björn Andersen (Universität 
zu Lübeck) ........................................................................................................................... 53 
Abbildung 15: Exemplarischer Aufbau der Modellierung nach IEEE 11073-10207. Links: Allgemeine 
Modellierung. Rechts: Reduzierte Modellierung einer Fräs-/Spülkombination ................. 58 
Abbildung 16: Vereinfachte Systemarchitektur des Surgical Data Recoders[163] .................................... 65 
Abbildung 17: TiCoLi-Datenmodell............................................................................................................. 66 
Abbildung 18: Visualisierung der Kommunikation im Demonstrator-OP des ICCAS, Visualisierung 
Alexander Oeser, Implementierung Erik Schreiber und Christoph Georgi ......................... 74 
Abbildung 19: Exemplarischer Auszug des Datenverkehrs zwischen Mikroskop und 
Navigationssystem nach Auswahl der entsprechenden Verbindung in der Übersicht 
(Abbildung 16), Bild entnommen aus Bachelorarbeit von Christoph Georgi (2016) .......... 74 
X 
 
Abbildung 20: Implementierung des Kontextmanagers im Leipziger Demonstrator. Auswahl des 
geplanten Eingriffs (oben links), Auswahl der beteiligten Medizingeräte (oben rechts), 
Safety Checklist (unten links). Der Kontextmanager kann sowohl mobil als auch auf 
einem zentralen Bedienpanel angezeigt werden (unten rechts). Implementierung: 
Christoph Georgi, Gero Kraus ............................................................................................. 80 
Abbildung 21: Anzeige von Parametern und patientenspezifischen Informationen im Sichtfeld des 
Chirurgen. Von links nach rechts: Einblendung im Endoskopiebild (umgesetzt von der 
Karl Storz GmbH und der Universität Rostock), Einblendung der Daten am 
Mikroskopiebildschirm (umgesetzt durch die Firma Möller-Wedel GmbH) und Anzeige 
auf einer Mobilplattform (umgesetzt durch ICCAS Leipzig, Sascha Vinz, Gero Kraus) ....... 81 
Abbildung 22: Navigationsansicht in Abhängigkeit der Fokustiefe. Hintergrund: Visualisierung der 
Fa. Localite GmbH ............................................................................................................... 82 
Abbildung 23: Interaktionsmöglichkeiten mit entfernten Medizingeräten / Medizinsoftware am 
Leipziger Demonstrator. Von Links nach Rechts: zentrale Bedienschnittstellen über 
beliebige Endgeräte (umgesetzt durch ICCAS Leipzig), Steuerung über Touchscreen 
oder Tasten des Mikroskops (umgesetzt von Möller-Wedel GmbH), Nutzung der 
Tasten am Endoskop (umgesetzt von Karl Storz GmbH und Universität Rostock) ............. 83 
Abbildung 24: Dynamic Orchestration Component der Universität Rostock (Martin Kasparick) zur 
Belegung von Schaltelementen im vernetzten Operationssaal .......................................... 83 
Abbildung 25: Aufbau des Demonstrators bei der sanierenden Ohr-OP ................................................... 90 
Abbildung 26: Aufbau des Demonstrators bei der endonasalen Hypophysenadenomentfernung .......... 90 
Abbildung 27: Integrationsszenarien bei der Einbindung von Medizingeräten in ein SDC-Netzwerk ....... 91 
Abbildung 28: Integration eines HF-Gerätes der Fa. KLS Martin via externem Schnittstellenkonnektor 
(Raspberry Pi). Implementierung durch die Fa. KLS Martin im Rahmen des Projektes 
OR.NET ................................................................................................................................ 91 
Abbildung 29: Umgesetzte und evaluierte Funktionen am Leipziger Demonstrator. Die oberen 
Funktionen (rot, grün, gelb) beziehen sich auf technische Systeme im OP und sind 
entsprechend markiert. Die unteren Funktionen beziehen sich auf Komponenten in 
der Infrastruktur (Server, Informationssysteme). .............................................................. 95 
Abbildung 30: Einblendung der Signale des Nervenmonitorings auf dem sterilen Bildschirm des 
Mikroskops .......................................................................................................................... 97 
Abbildung 31: Auswertung der Frage 5 (Vor- oder Nachteile für die Klink durch eine weitere 
Vernetzung von Geräten im OP und IT-Systemen ............................................................ 101 
XI 
 
Abbildung 32: Auswertung von Fragenkomplex 7 (Mehrwert durch Verfügbarkeit von medizinischen 
Gerätedaten) ..................................................................................................................... 102 
Abbildung 33: Auswertung von Fragekomplex 9 (Verfügbarkeit von technischen Geräteparametern) . 103 
Abbildung 34: Auswertung von Fragenkomplex 12 (Unterstützung bei Einführung und Betrieb eines 
vernetzten Operationssaales durch die Hersteller) .......................................................... 104 
Abbildung 35: Ergebnisse der Fragen zu möglichen Vor- und Nachteilen von integrierten 
Operationssälen [181]....................................................................................................... 106 





Tabelle 1: Parametrisierung während der Evaluationsstudie ............................................................. 40 
Tabelle 2: Dauer, Anzahl der analysierten Bilder sowie die korrekten Erkennungsraten für aktive 
Nutzung des Gerätes, Inaktivität und Gesamterkennungsrate .......................................... 41 
Tabelle 3: Vierfeldertafel für jeden Gerätetyp mit positiv prädiktivem Wert (PPV), negativ 
prädiktivem Wert (NPV), Sensitivität, Spezifität ................................................................. 42 
Tabelle 4: Datenbanktabellen im Surgical Data Recorder ................................................................... 67 
Tabelle 5: Beispiele der übertragenen Datenquellen und der übermittelten Daten .......................... 69 
Tabelle 6: Lastgrenze der prototypischen Implementierung des Surgical Data Recorder Konzepts
 ............................................................................................................................................ 71 
Tabelle 7: Beteiligte Komponenten im Leipziger Demonstrator zum Zeitpunkt der Evaluation ........ 94 
Tabelle 8: Kontrollmöglichkeiten der verschiedenen Komponenten während der Evaluation .......... 96 
1 
 
1 Einleitung  
Aktuell entfallen im weltweiten Durchschnitt ca. 10 % des Bruttoninlandsproduktes (BIP) auf das 
Gesundheitswesen [1]. Damit haben Ausgaben für die Gesundheitsversorgung einen 
herausragenden Anteil an den Gesamtausgaben. In Deutschland waren das im Jahr 2017 
insgesamt 376 Mrd. Euro [2], von denen mehr als 107 Mrd. Euro für Krankenhäuser 
aufgewendet wurden. Von diesem Geld wurden mehr als 19 Mio. Patientenbehandlungen 
durchgeführt [3]. Trotz der immensen Ausgaben stehen Klinikärzte unter einem enormen Zeit- 
und Kostendruck, was wiederum in einer hohen Arbeitsbelastung resultiert. Dies wird sich mit 
dem zunehmenden demografischen Wandel in den kommenden Jahren dramatisch verschärfen 
[4], da eine höhere Zahl älterer Patienten mit komplexeren Krankheitsbildern auf eine geringere 
Anzahl jüngerer Kliniker trifft. Bereits heute sind die Auswirkungen in einigen Landstrichen 
außerhalb der Großstädte spürbar (vgl. [5] Abschnitt 9.4). In seinem Positionspapier [4] 
beschreibt C. Fuchs im Jahr 2010, damals Hauptgeschäftsführer der Bundesärztekammer, vier 
Strategien, wie mit einer drohenden Unterversorgung der Bevölkerung umgegangen werden 
kann: Mittelerhöhung, Rationalisierung, Priorisierung und Rationierung. Aus Sicht von Fuchs 
sind eine Priorisierung der Behandlung und letztendlich eine Rationierung der medizinischen 
Versorgung unausweichlich für eine Aufrechterhaltung der allgemeinen Patientenversorgung. 
Möglichkeiten, die dieses selektive Vorgehen mildern können, sind sowohl eine Erhöhung der 
Mittel sowie eine Rationalisierung der Behandlungen. Für eine Erhöhung der Mittel sieht Fuchs 
allerdings keine Anzeichen. Für eine erfolgreiche Rationalisierung müssen Arbeitsabläufe 
effizienter gestaltet werden. Dies betrifft alle Funktionseinheiten eines Krankenhauses bzw. 
anderer Versorgungseinrichtungen von der Verwaltung bis zur diagnostischen und 
therapeutischen Versorgung.  
1.1 Motivation für diese Arbeit 
In vielen Bereichen haben sich die Einführung von Computern und die beginnende 
Digitalisierung von Arbeitsschritten und Prozessen als zentrale Faktoren bei der Steigerung der 
Effizienz gezeigt (vgl. Industrie 3.0 und 4.0). Mit der Digitalisierung im Gesundheitswesen in den 
1980er Jahren fanden neue Behandlungsformen wie die videogestützte Endoskopie Einzug in 
den Klinikalltag. Nach der Entwicklung der ersten Farb-CCD-Sensoren (charge-coupled device) 
konnten die ersten digitalen Endoskope entwickelt werden [6]. Auch wenn vorher bereits 
endoskopische Eingriffe durchgeführt wurden, war dies der Beginn des großflächigen Einsatzes 
dieser Operations- und Diagnosetechnik. Durch diese reduziert sich, bedingt durch kleinere 
Zugänge, das Trauma der Patienten, allerdings steigen auch die Anforderungen an den 
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Chirurgen, da mit dem Endoskop eine eingeschränkte Sicht, eine unterbrochene Hand-Auge-
Koordination und eine komplexe Handhabung einhergehen. Ähnliche Herausforderungen gibt 
es auch bei Nutzung anderer Operationstechniken wie mikrochirurgischen Eingriffen unter 
Mikroskopsicht oder kathetergestützten Eingriffen unter Nutzung von radiologischer 
Bildgebung. Der Zwang zur Optimierung der Arbeit aufgrund des Kostendrucks sowie die 
veränderte Anwendung medizinischer Techniken führen zu einem weiteren Bedarf an 
Unterstützungssystemen, welche es dem Personal ermöglichen, eine optimale 
Patientenbehandlung sicherzustellen.  
 
Abbildung 1: HNO-Chirurgischer Eingriff an der Klinik für HNO-Heilkunde der Universitätsklinik Leipzig. 
Anordnung der chirurgischen Geräte (Fräse, HF-Schneidegerät, Sauger, Spülung) hinter dem Chirurgen 
Die Situation in heutigen Kliniken zeigt, dass trotz oder gerade wegen des Einsatzes von 
verschiedenen technischen Systemen das klinische Personal mit einer Vielzahl von 
Herausforderungen konfrontiert wird. In Abbildung 1 wird dies Anhand einer Aufnahme in 
einem HNO-OP der Universitätsklinik Leipzig deutlich. Der Chirurg operiert dabei unter 
Mikroskopsicht am Mittelohr des Patienten. Die von ihm zum Einsatz gebrachten elektrischen 
Instrumente (Fräse, Sauger, Pumpe, HF-Koagulation und Neuromonitoring) sind dabei hinter 
ihm im unsterilen Bereich positioniert. Somit hat der Chirurg keinen direkten Blick auf aktuelle 
Einstellungen der Geräte und keine Möglichkeit, diese selbstständig zu verändern. Sollte es 
notwendig sein, Einstellungen zu prüfen, so muss er seine aktuelle Arbeit unterbrechen und 
hinter sich schauen. Gerade bei Einsatz eines Mikroskops führt dies zu einer Unterbrechung der 
Konzentration. Änderungen an den Einstellungen werden vom Springer durchgeführt, der sich 
an den sterilen Bereichen vorbei zu den Geräten bewegen muss. 
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Abbildung 2 zeigt die hohe Komplexität der Arbeitsumgebung im Herzzentrum Leipzig mit einer 
Vielzahl technischer Systeme, welche diverse Informationen zur Verfügung stellen. Die 
Herausforderung für den Herzchirurgen stellt hierbei die Auswahl der für den aktuellen 
Arbeitsschritt wichtigsten Information dar. Viele Systeme sind für spezifische Teile des Eingriffs 
notwendig, bringen allerdings ihren eigenen Monitor sowie ihr eigenes Alarmsystem mit. Die 
Entscheidung, welche Information für welchen Beteiligten relevant ist, führt zu einer erhöhten 
mentalen Belastung. Gerade bei Alarmen haben Studien gezeigt, dass diese zu einem erhöhten 
Stresslevel führen und nach einer Weile vom Personal in Teilen ignoriert werden [7].  
 
Abbildung 2:  Herzchirurgischer Eingriff am Herzzentrum Leipzig. Bereitstellung von verschiedenen 
Informationen durch eine Vielzahl unterschiedlicher Systeme 
Neben Medizingeräten sind auch Softwarekomponenten im Krankenhaus im Einsatz, die die 
Verwaltung, Darstellung und Verarbeitung von behandlungs- oder abrechnungsrelevanten 
Informationen ermöglichen. Trotz des Einsatzes medizinischer Software stehen dem Personal 
häufig nicht alle Informationen in adäquater Form zur Verfügung, so dass sich teilweise absurde 
Situationen im OP ergeben. Da es entweder zu aufwändig oder sogar unmöglich ist, bestimmte 
Daten in digitaler Form in den Arbeitsablauf zu integrieren, ergreift das Personal kreative 
Maßnahmen, um dem Chirurgen die notwendigen Informationen zur Verfügung zu stellen (vgl. 
Abbildung 3). Diese Problematik besteht leider häufig auch in die umgekehrte Richtung, so dass 
Geräte manuell mit personenbezogenen Daten (ID, Name, Gewicht, usw.) konfiguriert werden 
müssen. Dies ist sowohl aus Gründen der klinischen Dokumentation und der Zuordnung der 
Daten zu einem Patienten als auch für komplexere Systeme ungünstig, die aus den Daten 




Nach Abschluss der OP müssen die Daten der verschiedenen Systeme zur Sicherstellung einer 
nachvollziehbaren und beweissicheren Dokumentation zusammengeführt werden. Bei einer 
fehlenden Integration der Geräte und Systeme 
wird dabei auch häufig noch auf den Einsatz von 
USB-Sticks oder ähnlichem zurückgegriffen. Ein 
hoher Aufwand bei der Eingabe der 
Patientendaten oder des Datenexports führt im 
klinischen Alltag dazu, dass bestimmte Daten 
gar nicht in die Dokumentation einbezogen 
werden, auch wenn Sie bei einer späteren Re-
OP dem behandelnden Arzt ein Nachvollziehen 
des früheren Eingriffs vereinfachen würden. 
Die genannten Probleme führen somit sowohl 
zu einer verminderten Datenqualität, 
Datenquantität als auch zu einem ggf. höheren 
Aufwand und entsprechend höherem 
Zeitbedarf beim Personal. 
Zunächst stellen sich der Medizinsektor und der Operationssaal im Speziellen als Bereich der 
Hochtechnologie dar, dies trifft aber häufig nur bei der isolierten Betrachtung von 
Medizingeräten oder Instrumenten zu. Vor allem im Bereich der Vernetzung von Komponenten 
und der sich daraus ergebenden Möglichkeit für zusätzliche Funktionen sind andere Bereiche 
der Wirtschaft deutlich fortschrittlicher. Dort werden im Zuge des Einzugs des „Internet of 
Things“ (IoT) und „Industrie 4.0“ Anwendungen geschaffen, bei denen alle beteiligten 
Komponenten und Akteure vernetzt sind und somit Abläufe überwacht und gesteuert werden 
können [8], [9]. Ziel soll dabei eine Optimierung aller Prozessschritte und damit eine 
Effizienzsteigerung sein. Es besteht die Hoffnung, dass sich mit einer Vernetzung in der Medizin 
ebenfalls neue Möglichkeiten ergeben, Abläufe zu optimieren und trotz der zukünftig knapper 
werdenden Ressourcen (vgl. [10]) eine gute Behandlung aller Patienten zu ermöglichen. 
Einige der eingangs geschilderten Probleme, vor allem im Bereich der 
Informationsbereitstellung im OP, lassen sich auch schon mit heutigen Produkten lösen. 
Beispielsweise können digitale Dokumente des Patienten im OP zur Verfügung stehen — meist 
allerdings an einem Arbeitsplatzrechner weit entfernt vom Arbeitsraum des Chirurgen. Um 
derartige Situationen geschickter zu gestalten, braucht es eine verbesserte technische 
Ausstattung der Kliniken. Auf aktuelle softwaretechnische Probleme innerhalb der Kliniken kann 
Abbildung 3: Ausdruck einer Thorax-Röntgen-
Aufnahme an LCD-Monitor 
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diese Arbeit zwar nicht eingehen, allerdings liefert sie Ansätze für Unterstützungssysteme im 
Operationssaal. 
1.2 Zielsetzung der Arbeit 
In dieser Arbeit wird ein Vorgehen für die Unterstützung von klinischen Prozessen im 
Operationssaal vorgestellt, wobei Lösungen für verschiedene Aspekte einer solchen 
Prozessunterstützung beschrieben und evaluiert werden. Das Vorhaben wurde dafür in fünf 
Teilziele gegliedert, mit denen sich die einzelnen Kapitel beschäftigen (vgl. Abbildung 4). 
Teilziel 1:  Entwurf eines allgemeinen Vorgehensmodells für intraoperative kontextsensitive 
Prozessunterstützung (Kapitel 3) 
Teilziel 2: Entwicklung von Systemen zur Erfassung des aktuellen Prozesszustandes im 
Operationssaal (Kapitel 4). 
Teilziel 3: Entwicklung eines Systems zur Aufzeichnung und Bereitstellung von Daten aus dem 
Operationssaal zur Unterstützung höherer Mehrwertfunktionen (Kapitel 5) 
Teilziel 4: Beschreibung von Mehrwertfunktionen, die zu einer Unterstützung des chirurgischen 
Prozesses führen können (Kapitel 6) 
Teilziel 5: Entwicklung, Aufbau und Evaluation eines Demonstrator-OP-Saals, in dem 
intelligente Mehrwertfunktionen getestet werden können (Kapitel 7) 
Zunächst werden in Kapitel 2 projektübergreifende Grundlagen der vorliegenden Arbeit 
erläutert. Kapitel 3 beschreibt ein mögliches Vorgehen, mit dem in Operationssälen eine 
kontextsensitive Unterstützung des Personals möglich ist und weitere intelligente 
Assistenzfunktionen implementiert werden können. Die Kapitel 4 bis 7 bilden den Hauptteil der 
Arbeit, welcher die im Rahmen der Arbeit entwickelten Systeme beschreibt sowie das Vorgehen 
bei deren Entwicklung erläutert. Als erstes werden dafür zwei Ansätze zur Erfassung von 
prozessrelevanten Daten im Operationssaal vorgestellt (vgl. Kapitel 4). Danach beschäftigt sich 
Kapitel 5 mit verschiedenen Methoden zur zentralen Speicherung dieser Daten. Kapitel 6 zeigt 
auf, welche Mehrwertfunktionen eine offene Vernetzung der Geräte im Operationssaal schaffen 
kann. Sowohl klassische auf Vernetzung basierende Mehrwertdienste als auch intelligente 
Unterstützungssysteme wurden im Leipziger Demonstrator-OP implementiert. Die Planung des 
Demonstrators, der Aufbau und die Evaluation werden in Kapitel 7 vorgestellt. Die Diskussion 
der vorgestellten Herangehensweisen erfolgt jeweils kapitelbezogen. Abgeschlossen wird die 
Arbeit mit einem Ausblick auf mögliche Weiterentwicklungen der offenen Vernetzung im 































2 Grundlagen der Arbeit 
Zum besseren Verständnis der weiteren Arbeit wird im aktuellen Kapitel der Stand der Technik 
zusammengefasst, soweit er für alle weiteren Projekte gleichermaßen relevant ist. Spezifische 
Grundlagen werden in den Kapiteln im Hauptteil der Arbeit gesondert beschrieben.  
Ebenfalls werden die klinischen Anwendungsfälle aus der HNO- und Neurochirurgie 
beschrieben, die in den Projekten adressiert wurden und auch den Evaluationsstudien zugrunde 
lagen. 
2.1 Aktuelle Operationssäle 
Der Operationssaal stellt als kritische Arbeitsumgebung [11]–[13] hohe Anforderungen an das 
Personal, da neben der eigentlichen Behandlung des Patienten weitere administrative und 
technische Tätigkeiten ausgeführt werden müssen [14], [15]. Bei der Durchführung der Eingriffe 
müssen sich die Chirurgen, Anästhesisten sowie die Pflegekräfte auf eine Vielzahl von 
Informationen verlassen, die ihnen sowohl von technischen Systemen verschiedener Hersteller 
als auch durch händische Aufzeichnungen in Patientenakten zur Verfügung gestellt werden. Die 
Arbeitsbedingungen im Operationssaal unterliegen neben den Anforderungen an die Sterilität 
außerdem einem großen Zeitdruck, sowohl aus medizinischen Gründen (Anästhesiezeit) als auch 
aus finanziellen Gründen [16]. Getrieben durch die Weiterentwicklung von minimalinvasiven 
Operationstechniken [17], [18] und durch die Entwicklung neuer technischer Systeme steigt die 
technische Komplexität des OPs weiterhin [15], [19]–[23].  
Der Einsatz minimalinvasiver Operationstechniken reduziert das Trauma bei Patienten. Durch 
den fehlenden direkten Blick auf den Situs müssen jedoch zusätzliche technische Systeme 
genutzt werden, um die für den Eingriff notwendigen Informationen zu erhalten. Der Einsatz von 
technischen Systemen kann zu zusätzlichen Zwischenfällen und Nebenwirkungen [22], [24] 
führen und es entsteht ein Mehraufwand für das OP-Personal. Die technischen Systeme müssen 
vor dem Einsatz konfiguriert werden. So müssen an Systemen, die zu Dokumentationszwecken 
Daten aufzeichnen (Ultraschall, Mikroskop, Neuromonitoring, etc.), die Patientendaten wie 
Name, ID und Geburtsdatum eingegeben werden. Andere Geräte müssen für den spezifischen 
Eingriff parametrisiert werden (Auswahl der Maximalleistung am HF-Gerät, Spülleistung, etc.). 
Während des Eingriffs stellen verschiedene Fußpedale und Bedienkonsolen an den 
Medizingeräten die Möglichkeit zur Konfiguration zur Verfügung. Häufig ist dabei ein physischer 
Zugang zu den Geräten notwendig. Die Konfiguration der Geräte und die Suche nach den 
aktuellen Informationen in der komplexen Arbeitsumgebung wird dadurch deutlich erschwert 
[25]–[27]. Neben der begrenzten Zugänglichkeit von Informationen sowie den unzureichenden 
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Interaktionsmöglichkeiten mit technischen Ressourcen stellt auch das Risiko einer 
Überfrachtung mit Informationen, der sogenannte Information Overload, ein bekanntes 
Problem dar [17], [27]–[30]. Das OP-Personal steht vor der Herausforderung, die 
bereitgestellten Informationen verschiedener Quellen zu einem mentalen Modell zu integrieren 
und mit der aktuellen Situation abzugleichen. Je nach Profession (Chirurg, Anästhesist, 
instrumentierende Person etc.) sind dabei verschiedene Informationen unterschiedlich 
relevant. Zur Unterstützung des Personals bei den genannten Problemen sind verschiedene 
kommerzielle Lösungen auf dem Markt verfügbar. Für die Interaktion mit den angeschlossenen 
Medizingeräten und einer Videointegration sind beispielsweise von KARL STORZ SE & Co. KG1, 
Richard Wolf GmbH2, Olympus AG3 oder der Stryker Corporation4 erhältlich. Diese Lösungen 
bieten die Möglichkeit, dem Personal alle Informationen zur Verfügung zu stellen, und greifen 
dabei häufig auf zentrale Displays zurück. Dem angesprochenen Information Overload wird 
damit nicht entgegengewirkt, da nicht nur die Verfügbarkeit von Informationen, sondern auch 
die menschliche Aufmerksamkeit einen limitierenden Faktor darstellt [31]. Eine Lösung zur 
Entlastung des klinischen Personal stellt die intraoperative Prozessunterstützung dar sowie die 
Nutzung von kontextsensitiven Unterstützungssystemen, welche die richtige Funktion oder 
Information zur richtigen Zeit am richtigen Ort zur Verfügung stellt [31]. 
2.2 Prozessunterstützung 
Bedingt durch die genannten Schwierigkeiten im Operationssaal und die weiterhin steigende 
Arbeitsbelastung in den Kliniken ist eine Prozessunterstützung durch die Entwicklung von 
intelligenten Systemen wünschenswert [32], [33]. Als Basis für intelligente Systeme hat sich in 
den vergangenen Jahren die Nutzung von chirurgischen Prozessmodellen international etabliert. 
Das aktuelle Kapitel gibt einen kurzen Überblick über die verfügbaren Arbeiten auf dem Gebiet 
und führt in die Begriffe ein. Auf Basis der chirurgischen Prozessmodelle sind anschließend 
kontextabhängige oder auch kontextsensitive Systeme möglich. Daher wir zum Abschluss des 
Kapitels auf diese genauer eingegangen.   
 
1 „Karl Storz OR1“, 07-März-2020. [Online]. Verfügbar unter: https://www.karlstorz.com/de/de/karl-
storz-or1.htm 
2 „Richard Wolf Core Nova“, 07-März-2020. [Online]. Verfügbar unter: http://www.richard-
wolf.com/de/integration/core-nova.html 
3 „Olympus EndoAlpha“, 04-Mai-2017. [Online]. Verfügbar unter: 
https://www.olympus.de/medical/de/medical_systems/products_services/systems_integration/produc
tselector_service_solutions_8.jsp 




2.2.1 Workflow und Prozessmodellierung 
Die im Rahmen dieser Arbeit entwickelten Systeme dienen unter anderem dazu, den 
Arbeitsablauf im Operationssaal zu verbessern. Im Folgenden wird dieser Arbeitsablauf häufig 
als Workflow bzw. chirurgischer Prozess bezeichnet. Die Arbeiten auf dem Gebiet der 
chirurgischen Workflows stammen ursprünglich nicht aus dem medizinischen Bereich, sondern 
basieren auf den Ideen der Geschäftsprozessmodellierung oder Businessprozessmodellierung. 
Diese stellt nach Becker ein Unterstützungsinstrument des Prozessmanagements dar und 
umfasst die Konstruktion, Wartung und Anwendung konzeptioneller Modelle der 
Geschäftsabläufe von Unternehmen und Verwaltung. Sie dient der Anwendungssystem- und 
Organisationsgestaltung aus der Sicht der betrieblichen Abläufe [34]. Aufbauend auf den 
Geschäftsprozessmodellen dient der Workflow einer Automatisierung dieser Prozesse. Die 
Workflow Management Coalition definiert den Begriff Workflow dabei folgendermaßen: „The 
automation of business process, in whole or part, during which documents, information or tasks 
are passed from one participant to another for action, according to a set of procedural rules” 
[35]. Ein Prozess besteht dabei aus einer Menge von Aktivitäten, die miteinander verbunden 
sind und logisch zu Phasen zusammengefasst werden können. Eine Aktivität kann dabei 
folgendermaßen definiert werden: „description of a piece of work that forms one logical step 
within the process“ [35]. Prozesse können auf viele unterschiedliche Arten modelliert werden. 
Neben einer rein grafischen Modellierung, z. B. durch UML (Unified Modeling Language) können 
auch statistische Methoden [36] oder Ontologien [37] genutzt werden. Für den Bereich der 
Geschäftsprozessmodellierung steht eine große Menge an Sprachen, Formalismen und Software 
zur Verfügung. Diese basieren auf Petri-Netzen, Extensible Markup Language (XML) sowie 
Ereignisgesteuerten Prozessketten (EPK). Eine der meist genutzten Sprachen ist die Business 
Process Model and Notation (BPMN 2.0 ). Eine formale Beschreibung von Prozessen bieten die 
graphenbasierten Petri-Netze. Diese wurden bereits in den 1960er Jahren auf Basis von 
Zustandsautomaten entwickelt und eignen sich vor allem für die Beschreibung von 
nebenläufigen und dynamischen Prozessen [38]. Eine Unterstützung der Modellierung mit Petri-
Netzen wird beispielsweise durch YAWL (Yet Another Workflow Language) [39] bereitgestellt. 
EPKs basieren zwar ursprünglich auf Petri-Netzen [40], eignen sich im Gegensatz zu diesen aber 
hauptsächlich für eine statische Abbildung eines Prozesses. Für eine Ausführung muss das EPK 
in eine ausführbare Sprache wie beispielsweise BPMN überführt werden.  
Eine standardisierte [41] und verbreitete Modellierungssprache wird mit BPMN bereitgestellt. 
Diese wird durch eine Vielzahl von Modellierungswerkzeugen verschiedener Hersteller 
unterstützt wie beispielsweise Activiti [42] oder Bonita BPM [43]. 
10 
 
Einen Überblick über die verschiedenen Modellierungsansätze, die Softwareunterstützung und 
die Vor- und Nachteile beim Einsatz in der Chirurgie geben Neumann et al. in einem technischen 
Bericht [44].  
2.2.2 Workflow in der Medizin 
In der Medizin wird Prozessmodellierung im Bereich der Administration und des Managements 
sowie zur Beschreibung von klinischen Behandlungspfaden, sowohl in der Diagnostik als auch 
bei der Therapie, eingesetzt [14], [45]–[48]. Eine weitere Anwendung stellt die Optimierung des 
klinischen Prozesses dar. Bei der Modellierung von klinischen Prozessen müssen zusätzliche 
Aspekte betrachtet werden, wie beispielsweise die Einbindung von domänenspezifischem 
Wissen [49]. Unter Nutzung des Erweiterungskonzeptes von BPMN 2.0 (vgl. beispielsweise [50]) 
wurden die angepassten Erweiterungen BPMN4CP[51] für klinische Behandlungspfade oder 
BPMNSIX[52] für den Bereich der Chirurgie entwickelt. 
Chirurgische Prozesse sind, im Gegensatz zu Geschäftsprozessen in anderen 
Wirtschaftsbereichen, geprägt von einem hohen Maß an Variabilität und schwer mess- und 
kontrollierbaren Einflussgrößen, wie der Anatomie des Patienten oder chemischen Prozessen 
beim Einsatz von Medikamenten. Getrieben durch die Entwicklung neuer bildgestützter 
Eingriffsverfahren und der aufkommenden Robotik wurden erste Konzepte zur Beschreibung 
von Prozessen in der Chirurgie-Domäne entwickelt [53]–[55]. Der chirurgische Workflow wurde 
2007 von Jannin et al. folgendermaßen definiert: „the automation of a business process in the 
surgical management of patients, in whole or part, during which documents, information, 
images or tasks are passed from one participant to another for action, according to a set of 
procedural rules” [56]. Neumuth et al. definieren basierend darauf einen chirurgischen Prozess 
„as a set of one or more linked procedures or activities that collectively realize a surgical 
objective within the context of an organizational structure defining functional roles and 
relationships” [57]. Diese Definitionen als Grundlage annehmend können chirurgische 
Prozessmodelle entweder Top-Down modelliert werden oder Bottom-Up.  
Eine Top-Down-Modellierung wird als Beschreibung des Ablaufes interpretiert und kann aus 
verschiedenen Informationsquellen gewonnen werden. Dazu zählen die chirurgische 
Ausbildungsliteratur, klinische Leitlinien und Interviews mit klinischem Personal [58]. Im 
Rahmen dieser Arbeit wurden Top-Down-Modelle verwendet, um ein gemeinsames Verständnis 
über die chirurgischen Prozesse mit den beteiligten Ärzten und Projektpartnern zu erhalten und 
die kritischen Punkte zu identifizieren, inklusive der beteiligten technischen und menschlichen 
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Akteure. Zur Modellierung wurde dabei auf ARIS Express5 als Modellierungswerkzeug und auf 
Ereignisgesteuerte Prozessketten als Darstellungsform zurückgegriffen. Ein Ausschnitt der 
Modellierung ist in Abbildung 5 dargestellt. EPK als Modellierungssprache stößt durch die hohe 
Variabilität chirurgischer Prozesse an seine Grenzen, da eine präzise Modellierung unter 
Abdeckung vieler Pfade zeitintensiv und damit teuer ist. Außerdem können die so erstellten 
Modelle sowohl durch den Interviewer als auch den Interviewten verzerrt sein [58]. 
 





Abbildung 5: Ausschnitt einer EPK-Modellierung einer sanierenden Ohr-OP nach Gesprächen mit zwei 
Oberärzten der Klinik und Polyklinik für Hals-, Nasen-, Ohrenheilkunde der Universitätsklinik Leipzig 
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Eine Bottom-Up-Modellierung als Gegenentwurf wird im Chirurgieumfeld normalerweise über 
die feingranulare Aufzeichnung von mehreren Interventionen erzeugt. Dabei werden einzelne 
Arbeitsschritte (work steps) beschrieben. Neumuth et al. schlagen die Beschreibung eines 
einzelnen Arbeitsschrittes durch die folgenden fünf Perspektiven vor [57]: 
• Functional (Was wird gemacht?) 
• Organizational (Wer führt den Schritt aus?) 
• Operational (Welche Werkzeuge werden verwendet?) 
• Spatial (An welcher anatomischen Struktur wird gearbeitet?) 
• Behavioral (Wann (in welchem Zeitraum) geschieht dies?) 
Ein entsprechendes 5-Tupel zur Beschreibung eines Arbeitsschrittes könnte entsprechend 
folgendermaßen aussehen: 
(Schneiden; Chirurg; Skalpel; Dura Mater; 00:20:20 – 0:21:00) 
Die Aufzeichnung eines einzelnen Prozesses (zum Beispiel eines kompletten chirurgischen 
Eingriffs) mit einer beliebigen Anzahl einzelner Prozessschritte wird als patientenindividuelles 
chirurgisches Prozessmodell (iSPM) bezeichnet [57]. Eine Menge solcher individuellen 
Prozessmodelle kann zu einem generalisierten Modell (gSPM) zusammengeführt werden [59]. 
Dieses enthält alle Variationen der individuellen Modelle und ist damit in der Regel deutlich 
komplexer und objektiver als eine Top-Down-Modellierung [60]. Neben den verschiedenen 
Pfaden, die sich durch das generalisierte Prozessmodell ergeben können, sind auch statistische 
Auswertungen einzelner Prozessschritte möglich (durchschnittliche Dauer, Varianz). Durch die 
Möglichkeit der Auswertung von relativen Häufigkeiten der Übergänge zwischen einzelnen 
Arbeitsschritten können Wahrscheinlichkeiten für eine Transition zwischen zwei 
Arbeitsschritten im gSPM geschätzt werden. Die in Kapitel 6 und 7 beschriebenen Systeme 
basieren auf der Nutzung von gSPMs als Datenbasis für die Auswertung des aktuellen 
Prozessschrittes, der Abschätzung des zukünftigen Verlaufs des Eingriffs und der Auslösung des 
Regelwerkes zur situationsabhängigen Steuerung einzelner Funktionen im Operationssaal [61]. 
2.2.3 Kontextsensitive Systeme 
Eine Möglichkeit, die Prozessinformationen zum Vorteil des Anwenders zu verwenden, ist die 
Entwicklung und der Einsatz von kontextsensitiven Systemen.  
Zur Definition von Kontextsensitivität (englisch context-awareness) finden sich in der Literatur 
mehrere Ansätze. Dabei kann zwischen zwei Arten von Kontextsensitivität unterschieden 
werden. Zum einen können Systeme Kontextinformationen nutzen, zum anderen sich an den 
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aktuellen Kontext anpassen [62]. Eine der ersten Definitionen des Begriffs Kontextsensitivität 
wurde von Schilit und Theimer im Jahr 1994 geprägt [63], [64]. Die Autoren beschreiben 
Kontextsensitivität als die Fähigkeit einer Software, sich den Gegebenheiten wie Ort, Nutzer 
oder Veränderungen an beteiligten Objekten anzupassen. Durch die Erkenntnis, dass 
intelligente Systeme ein Verständnis der aktuellen Situation und damit des Kontextes haben 
sollten, wird die Definition in den folgenden Jahren von weiteren Autoren in ähnlicher Form 
definiert (z. B. [65], [66]). Eine allgemeine Beschreibung für den Begriff Kontext geben dabei Dey 
et. al. in ihrer Publikation. Sie beschreiben Kontext als „beliebige Information, die die Situation 
einer Entität charakterisiert“ [62]. Als Entität versteht die Autorin eine systemrelevante Person, 
Ort oder Objekt. Weiterhin beschreiben Dey et al. ein System als kontextsensitiv, wenn es den 
Kontext dazu nutzt, dem Benutzer relevante Informationen / Dienste bereitzustellen [66]. Die 
Fragen, die beantwortet werden müssen, um einen Kontext bereitstellen zu können, 
unterscheiden sich dabei nur marginal von den Perspektiven, die zur Beschreibung einer 
Situation eines Arbeitsschrittes (vgl. 2.2.2) notwendig sind. Da sich Schilit et al. auf 
Computersysteme beziehen, betrachten sie im Gegensatz zur Beschreibung von Neumuth et. al. 
nicht die Art des eingesetzten Werkzeugs.  
Hull et al. definieren Kontextsensitivität als die Möglichkeit mobiler Systeme, den Kontext zu 
erfassen, zu interpretieren und eine passende Antwort bzw. Auswertung für die lokale 
Benutzerumgebung und sich selbst zu generieren [67]. Die Art der Nutzung eines 
kontextsensitiven Systems lässt sich in mehrere Stufen der Automation einteilen. Beginnend bei 
der einfachen Anzeige von Informationen, die vom aktuellen Kontext abhängen, bis hin zum 
automatischen Auslösen von komplexen Funktionen unter Einbeziehung der relevanten 
Kontextinformationen. Schilit et al. beschreiben bereits 1994 in ihrer Publikation vier Arten von 
kontextsensitivem Verhalten [64]. Als erste Anwendung wird „Proximate Selection“ genannt, 
also eine situationsabhängige Vorauswahl der Funktionen oder Objekte, um die Interaktion mit 
technischen Systemen einfacher und schneller zu gestalten. Die zweite vorgeschlagene 
Anwendung ist die „Automatic Contextual Reconfiguration“. Dabei werden Systeme 
entsprechend der Situation neu konfiguriert mit dem Ziel einer besseren Anpassung an die 
aktuellen Gegebenheiten (Laden von notwendigen Treibern, Hochfahren von Servern, etc.). 
„Contextual Information and Commands“ als dritte Anwendung meint die abhängige 
Darstellung von Informationen basierend auf der aktuellen Situation und ebenso eine 
situationsspezifische Anpassung von Kommandos (Drucken auf dem nächsten verfügbaren 
Drucker). Die letzte vorgeschlagene Anwendung „Context-Triggered Actions“ befasst sich dann 
mit der regelbasierten Auswahl und Ausführung von Aktionen basierend auf der Situation. 
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Für alle diese Funktionen sind eine präzise Beschreibung der aktuellen Situation, also des 
Kontextes, sowie eine Einordnung in den Gesamtkontext notwendig. Aus diesem Grund müssen 
Daten erfasst, semantisch annotiert und in die Situation eingeordnet werden. Die in dieser 
Arbeit vorgestellten Systeme sollen diese Aspekte unterstützen. 
2.3 Klinische Anwendungsfälle im Rahmen der Arbeit 
Im Rahmen dieser Arbeit werden Projekte vorgestellt, die alle eine Prozessunterstützung im 
Operationssaal zum Ziel haben. Sie gehen jeweils von konkreten klinischen Anforderungen aus 
und wurden gemeinsam mit Klinikern verschiedener Fachdisziplinen vorbereitet 
(Neurochirurgie und HNO). Die eigentliche technisch-methodische Umsetzung zielt auf eine 
breite Einsetzbarkeit ab, unabhängig von der medizinischen Disziplin. Nach Fertigstellung der 
technischen Umsetzung wurde die Eignung der Projektergebnisse an konkreten klinischen 
Anwendungsfällen im Sinne einer Evaluationsstudie überprüft. Sowohl bei der Auswahl der 
klinischen Anwendungsfälle als auch bei der Vorbereitung und Durchführung der Projekte wurde 
nach einem festen Schema vorgegangen. 
Der erste Schritt stellte in jedem der vorgestellten Projekte eine frühzeitige Einbindung unserer 
klinischen Partner dar. Nach der Identifikation eines klinischen Problems wurde erfahrenen 
Ärzten (Facharzt, Oberarzt oder Chefarzt) eine Lösungsstrategie vorgestellt und gemeinsam über 
mögliche klinische Vorteile sowie gegebenenfalls auftretende Probleme diskutiert. 
Anschließend wurden klinische Szenarien zur prototypischen Umsetzung der Strategie 
identifiziert, die sich für das entsprechende technische System eignen und bei denen mit einem 
klinischen Vorteil zu rechnen ist. Im dritten Schritt wurden mehrere Eingriffe der identifizierten 
Arten beobachtet, um aus technischer Sicht die Entscheidung für eine Eingriffsart zu treffen. 
Durch die Erfahrungen im OP und durch die Gespräche mit den Chirurgen konnte anschließend 
mit der Modellierung des Prozesses als Top-Down-Modellierung (vgl. Abschnitt 2.2.2) begonnen 
werden. Die Modellierung und das weitere Vorgehen während der Entwicklung des technischen 
Systems sowie anschließend während der Evaluation wurden mit den klinischen Partnern 
abgestimmt. Für einige Systeme waren zusätzliche Bottom-Up-Modelle der Eingriffe notwendig, 
da diese als generalisierte Prozessmodelle (vgl. Abschnitt 2.2.2) als Basis für die automatisierte 
Verarbeitung zum Einsatz kamen. Diese konnten aus früheren Projekten wiederverwendet 
werden. Alle hier beschriebenen chirurgischen Eingriffe lassen sich in folgende Phasen einteilen: 
• OP-Vorbereitung (pre-operativ) 
• OP-Durchführung (intra-operativ) 
• OP-Nachbereitung (post-operativ) 
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Diese Phasen können sich sowohl von den beteiligten Personen, von den verwendeten 
technischen Ressourcen als auch von der Komplexität stark unterscheiden. Auf die 
Besonderheiten wird in den entsprechenden Unterkapiteln eingegangen. 
In Abhängigkeit vom durchgeführten Eingriff liegen dem klinischen Personal verschiedene 
Dokumente und Daten zum Patienten vor, die sowohl vor als auch während des Eingriffs relevant 
sein können. Dazu zählen neben diagnostischen Daten wie CT / MRT-Datensätzen, 
Audiogrammen etc. auch die unterzeichnete OP-Aufklärung des Patienten. Im 
Universitätsklinikum Leipzig werden diese Daten aktuell von den operierenden Ärzten oder 
ihren Assistenten im Vorfeld des Eingriffs zusammengestellt und die Bilddaten ggf. in ein 
webbasiertes Bildbetrachtungssystem (Siemens MagicWeb) hochgeladen. Intraoperativ stehen 
sie dem Operateur anschließend am Rechnerarbeitsplatz im unsterilen Bereich oder in einer 
Papierakte zur Verfügung. In allen betrachteten chirurgischen Eingriffen findet in der Phase der 
OP-Vorbereitung das sogenannte Team-Timeout statt, in dem eine Reihe von Fragen geklärt 
werden, die sich in Leipzig an der von der WHO vorgeschlagenen Surgical Safety Checklist6 
orientieren. Außerdem werden die technischen Systeme konfiguriert, der Patient dem Eingriff 
entsprechend gelagert und der Eingriffsbereich vorbereitet. Das Anästhesieteam leitet parallel 
dazu die Narkose des Patienten ein. 
An alle Eingriffe schließt sich eine Phase der postoperativen Dokumentation an. Diese wird aus 
Termingründen häufig erst am Ende des Tages von den behandelnden Ärzten durchgeführt. Je 
nach OP-Dokumentationssystem können dabei intraoperativ aufgenommene Daten (z. B. Bilder) 
direkt eingebunden werden. Häufig wird die OP allerdings rein textuell beschrieben.  
Bei der folgenden Beschreibung der Eingriffe wird der Fokus auf die chirurgischen Aspekte der 
Operation gelegt. Im Bereich der Anästhesie laufen parallele Tätigkeiten zur Überwachung und 
Narkose des Patienten ab. Diese werden ebenfalls von technischen Systemen, wie 
Patientenmonitor, Beatmungsgerät u.Ä. unterstützt. Die Dokumentation der gegebenen 
Medikamente sowie der Vitalparameter findet je nach Klinik händisch auf Papier oder über ein 
spezialisiertes Patientendatenmanagementsystem (PDMS) wie z. B. COPRA7 statt. Für einige 
Eingriffsphasen gibt es von Seiten der Anästhesisten und Chirurgen den Bedarf Daten 
auszutauschen, zum Beispiel um bei kritischen Situationen [68]–[70] die Lagerung des Patienten 
 
6 „WHO Surgical Safety Checklist “, 07-März-2020. [Online]. Verfügbar unter: 
https://www.who.int/patientsafety/safesurgery/checklist/en/ 
7 „COPRA PDMS“, 07-März-2020. [Online]. Verfügbar unter: https://copra-system.de/ 
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anzupassen oder der Visualisierung der Vitalparameter beim Chirurgen, um eine Blutung korrekt 
einschätzen zu können. 
2.3.1 Intrakranielle Eingriffe am Gehirn 
Für zwei der in dieser Arbeit beschriebenen Projekte wurden Eingriffe am Gehirn nach Eröffnung 
des Kraniums, des knöchernen Schädels, ausgewählt. Diese Eingriffe zeichnen sich durch eine 
hohe Komplexität, eine lange Dauer und eine große Anzahl an technischen Systemen zur 
Unterstützung des Chirurgen aus. Die Eingriffe werden von erfahrenen Neurochirurgen 
durchgeführt. Für das Projekt „Surgical Data Recorder“ (Abschnitt 5.1) wurden ausschließlich 
Entfernungen von Tumoren im Gehirn betrachtet. Bei dem Projekt zur Analyse der Situation auf 
Basis von Videodaten (Abschnitt 4.2) wurde zusätzlich die Behandlung von Aneurysmen im 
Gehirn sowie die Behandlung eines Schlaganfalles jeweils nach Eröffnung des Kraniums 
eingeschlossen. An dem Eingriff sind neben den beiden Chirurgen eine instrumentierende 
Person, ein Anästhesist sowie ein Springer beteiligt. Das Anästhesieteam wird vor allem in der 
Vorbereitung, aber gegebenenfalls auch während der Operation durch einen Anästhesiepfleger 
bzw. eine Anästhesieschwester unterstützt.  
Die in diesem Abschnitt betrachteten Eingriffe gliedern sich intraoperativ in drei Phasen:  
• Der Eröffnung des Schädels (Kraniotomie),  
• der Entfernung des Tumors bzw. der Versorgung des Aneurysmas und  
• dem Verschluss. 
In der ersten Phase werden Haut, Schädelknochen und Hirnhaut (Dura) eröffnet, dabei kommen 
neben dem HF-Schneidegerät zur Blutungsstillung ein Trepanbohrer für die eigentliche 
Kraniotomie und ein Navigationssystem zum Einsatz. Letzteres wird vor der Kraniotomie für die 
genaue Planung des Zugangsweges verwendet. Nach der Kraniotomie fließt meist Hirnwasser 
ab, was zum sogenannten Brain shift, einer druckbedingten Verschiebung und Deformation des 
Gehirns, führt. Damit werden prä-operativ aufgenommene CT / MRT-Datensätze für eine 
genaue Navigation unbrauchbar. Aus diesem Grund wird in einzelnen OPs zusätzlich Ultraschall 
zur Orientierung eingesetzt. Der Ultraschallkopf wird dabei direkt auf der Dura oder dem Gehirn 
zum Einsatz gebracht. Der weitere Zugangsweg und die Versorgung des Aneurysmas bzw. die 
Entfernung des Tumorgewebes finden unter Mikroskopsicht statt. Diese kann teilweise mit 
Kontrastmitteln und UV-Licht erweitert werden, um die Defekte bzw. das Tumorgewebe besser 
sichtbar zu machen. Außerdem werden HF-Schneidegeräte sowie Navigation und 
Ultraschallgeräte eingesetzt. Bei der Tumorentfernung werden ein oder mehrere 
Schnellschnitte durchgeführt und via Rohrpost oder Boten an die Pathologie zur Analyse 
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gesendet. Die Rückmeldung über die Art des Gewebes erfolgt dann aktuell meist via Telefon. 
Nach Abschluss der Versorgung wird der Zugang durch den Chirurgen wieder verschlossen. Dies 
kann entweder mit dem anfänglich entfernten Knochendeckel (osteoplastische Kraniotomie) 
oder durch direktes Vernähen der Hirnhaut, Kopfschwarte und Kopfhaut (osteoklastische 
Kraniotomie) erfolgen. 
2.3.2 Transsphenoidale Hypophysenadenomentfernung 
Bei der transsphenoidalen Entfernung eines Hypophysenadenoms aufgrund krankhaften 
Wachstums wird diese Struktur zumeist vollständig in einer endoskopischen Operation durch 
die Nase entfernt. Bei dem Eingriff handelt es sich um eine Operation der Neurochirurgie, die 
aber häufig unter Beteiligung der HNO-Chirurgie durchgeführt wird. Damit stellt dieser 
interdisziplinäre Eingriff besondere Anforderungen an die verwendete Technik und das 
Personal. Im Rahmen der Arbeit wurde der Eingriff gemeinsam mit den Chirurgen analysiert und 
war Grundlage der endoskopischen Anwendungsfälle im Demonstrator-OP, welche bei der 
Evaluation im Kapitel 7 Verwendung fanden. Im Gegensatz zu den anderen in der Arbeit 
betrachteten Operationen wird die transsphenoidale Hypophysenadenomentfernung am 
Universitätsklinikum Leipzig durch ein interdisziplinäres Team aus zwei erfahrenen Oberärzten 
der beiden beteiligten Disziplinen durchgeführt, die sich im jeweils anderen Abschnitt 
gegenseitig assistieren. Bei besonders hohem Termindruck kann die Assistenz im zweiten 
Abschnitt, der neurochirurgischen Phase, durch einen Assistenzarzt aus der Neurochirurgie 
übernommen werden.  
Im ersten Teil des Eingriffs wird der Zugang zur Hypophyse durch den HNO-Chirurgen bereitet. 
Dazu werden Teile der hinteren Nasenscheidewand sowie die Vorderwand der Keilbeinhöhle 
entfernt und damit der Arbeitsraum im Bereich der Keilbeinhöhle (Sinus sphenoidalis) erweitert. 
Im zweiten Teil übernimmt der Neurochirurg die teilweise oder vollständige Entfernung des 
Hypophysenadenoms transsphenoidal, indem er die dünne Knochenschicht der 
Hypophysenloge entfernt und sich damit von unten der Hypophyse annähert. Bei der Entfernung 
des Adenoms sollte die Hypophyse selbst erhalten werden. Der Eingriff wird üblicherweise 
endoskopisch durchgeführt, die Verwendung eines Mikroskops ist allerdings ebenfalls möglich. 
Außerdem kann der Eingriff durch den Einsatz eines Navigationssystems unterstützt werden. Zur 
Blutungsstillung können HF-Geräte eingesetzt werden. 
2.3.3 Sanierende Ohr-OP 
Die sanierende Ohr-OP, wie sie im Rahmen dieser Arbeit betrachtet wird, umfasst Eingriffe am 
krankhaft veränderten (Mittel-)Ohr, die zur Schaffung eines entzündungs- bzw. tumorfreien 
Situs im Bereich des Felsenbeins führen (z. B. Antrotomie, Mastoidektomie, 
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Radikalhöhlenanlage). Dieser sanierende ohrchirurgische Eingriff wird dabei häufig (ein- oder 
zweiseitig) mit einer funktionellen Tympanoplastik zur Wiederherstellung der Hörfunktion 
gekoppelt. Im Rahmen der durchgeführten Projekte wurde von einem Zugangsweg über das 
Felsenbein (pars petrosa des Os temporale) ausgegangen.  
Nach der Planung des Eingriffs und der Vorbereitung des Patienten wird der Hautschnitt hinter 
dem Ohr vorgenommen. Anschließend wird mit einer chirurgischen Fräse (Rosen- und 
Diamantbohrer) ein Zugang zum Mittelohr durch das Felsenbein eröffnet. Dabei müssen 
verschiedene Risikostrukturen wie Hirnhaut (Dura mater), Blutgefäße (Sinus sigmoideus) und 
Gesichtsnerv (Nervus facialis) geschont werden. Neben der Fräse kommen in diesem 
Arbeitsschritt im Allgemeinen eine gekoppelte Spülung, ein HF-Schneidegerät, ein chirurgisches 
Mikroskop sowie ein Neuromonitoring zum Einsatz. Nach Erreichen des Mittelohres wird der 
Situs begutachtet und entzündetes bzw. erkranktes Gewebe reseziert. Gegebenenfalls wird die 
Operation durch den Einsatz von Implantaten zur Rekonstruktion der Gehörknöchelchenkette 
komplettiert (s.o.). Anschließend wird der Zugang unter Einsatz von vorher entnommenem 
Gewebe oder künstlichen Verschlussmaterialien verschlossen. 
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3 Vorgehensmodell zur Prozessunterstützung 
Im Folgenden wird das Vorgehensmodell zur intraoperativen Prozessunterstützung beschrieben 
und auf mögliche Anwendungen eingegangen (Teilziel 1). Am Modell werden die Ziele der Arbeit 
verdeutlicht und Arbeiten, die nicht Teil dieser Dissertation sind, abgegrenzt. Das 
Vorgehensmodell wurde inklusive einer exemplarischen Studie auf der Konferenz Biomedical 
Engineering / Biomedizinische Technik 2015 vorgestellt und veröffentlicht [71]. Im Rahmen der 
Arbeit wird von einem Vorgehensmodell für eine intraoperative (teil-)automatische 
Unterstützung des chirurgischen Prozesses ausgegangen, welche an einen geschlossenen 
Regelkreis angelehnt ist.  
Dabei stellen der chirurgische Prozess oder seine Teilaspekte (vgl. Abbildung 6, Surgical process) 
sowohl die Führungs- als auch die Regelgröße dar. Wie in Kapitel 1 beschrieben sind chirurgische 
Prozesse von zahlreichen internen und externen Störfaktoren beeinflusst. Jene Störfaktoren 
sowie eine fehlende technische Unterstützung führen in einigen Fällen zu suboptimalen 
Prozessen. Dies kann zu Verzögerungen, erhöhtem Stress beim Personal und damit auch zu einer 
Gefährdung des Patienten führen. Mögliche Störgrößen im Sinne der Regelung können dabei 
sowohl vom Patienten, dem OP-Team, der Funktion von technischen Systemen oder der 
Verfügbarkeit von Ressourcen ausgehen. Das Ziel einer Prozessunterstützung im Operationssaal 
ist eine Optimierung des gesamten chirurgischen Prozesses, indem Komponenten entwickelt 
werden, welche beispielsweise dem Personal zusätzliche Informationen bereitstellen, es von 
Nebentätigkeiten entlasten oder neuartige Interaktionsmöglichkeiten eröffnen. Der gesamte 
chirurgische Prozess setzt sich aus mehreren parallel ablaufenden Teilprozessen zusammen, die 
aufgrund ihrer engen Verflechtung sowohl einzeln optimiert als auch im Zusammenhang 
betrachtet werden müssen. Beispiele für technische Teilprozesse sind die 
Informationsbereitstellung, die Konfiguration der beteiligten technischen Ressourcen oder die 
Dokumentation der OP-Ergebnisse. Die Auswahl des zu optimierenden Teilprozesses bestimmt 
Abbildung 6: Schematische Darstellung des Vorgehensmodells zur intraoperativen Prozessunterstützung [71] 
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im weiteren Verlauf auch die Wahl des unterstützenden Systems und im Falle einer 
(semi-)automatischen Funktion die Auswahl eines geeigneten Regelwerkes. Die Prozesse im 
Operationssaal können durch den Einsatz von technischen Systemen überwacht werden (vgl. 
Abbildung 6, Monitoring), entweder durch den Einsatz von Vernetzungstechnologie (vgl. Kapitel 
4.3) oder durch den Einsatz von Sensorik (vgl. Kapitel 4.2). Im Gegensatz zur klassischen 
Regelung eines einzelnen technischen Systems müssen die Daten vor einer Analyse strukturiert, 
mit zusätzlichen Informationen angereichert und ggf. semantisch annotiert werden. Als Ergebnis 
liegen den weiterverarbeitenden Systemen Informationen vor (vgl. Abbildung 6, Structured 
data), die auf den aktuellen Status des Prozesses und der beteiligten Akteure und Systeme 
schließen lassen (Chirurg, OP Personal, Patient, technische Ressourcen etc.). Diese Daten 
können analysiert werden, um Rückschlüsse auf die aktuell ausgeführten Aktivitäten zu ziehen 
– diesen Vorgang bezeichnet man allgemein als Workflow Recognition (vgl. Abbildung 6, Data 
analysis). In der klassischen Regelung stellt dies die Messung der Führungsgröße dar. Durch 
einen Vergleich mit der gewünschten Situation (Regelgröße) können Abweichungen zwischen 
aktuellem Prozess und gewünschtem Prozess erkannt werden (Messglied) (vgl. Abbildung 6, 
Procedure state). Die Interpretation der Daten unter Einbeziehung einer Wissensbasis kann eine 
Beschreibung der aktuellen Situation und eine umfassende Darstellung des aktuellen OP-
Kontextes ermöglichen (vgl. Abbildung 6, Surgical situation). Aus Gründen des 
Risikomanagements im medizinischen Bereich ist eine Steuerung von Medizingeräten durch 
eine externe Komponente nicht oder nur mit großem Aufwand umsetzbar. Eine Alternative stellt 
die zentrale Bereitstellung des OP-Kontextes und einer möglichen Verhaltensänderung auf dem 
Netzwerk dar. Bei Einsatz von kontextsensitiven Geräten bzw. Softwareprodukten (vgl. Kapitel 
2.2.3) können diese basierend auf den Informationen situationsabhängig entscheiden, ob und 
wie sie Funktionen zur Verfügung stellen, die den Arbeitsablauf (positiv) beeinflussen. Die 
Veränderung des chirurgischen Prozesses durch diese Einflussnahme kann wiederum erfasst 
werden und mit der Regelgröße verglichen werden. 
In den kommenden Abschnitten werden die einzelnen Schritte des Regelkreises genauer 
beschrieben, beginnend bei Action hinführend zum Monitoring. Anschließend werden zwei 
Möglichkeiten der Umsetzung vorgestellt, wobei Implikationen auf das Risikomanagement 
angerissen werden. 
3.1 Interpretation und Action 
Bei der Entwicklung des Konzeptes gingen wir davon aus, dass ein technisches System eine 
Menge von Funktionen automatisch ausführen kann, um den Ablauf des chirurgischen Prozesses 
positiv zu beeinflussen. Beispielsweise kann das Videosignal des Navigationssystems 
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automatisch auf einen verfügbaren Monitor geschaltet werden, sobald der Chirurg ein 
getracktes Instrument verwendet. Dabei muss das technische System, welches diese 
Unterstützung bereitstellt, in der Lage sein basierend auf dem aktuellen Kontext zu entscheiden, 
welche Unterstützung durchgeführt werden soll. Zu diesem Zweck muss eine maschinenlesbare 
Beschreibung verfügbar sein, welche alle relevanten Informationen enthält, um eine 
Entscheidung darüber zu treffen, ob eine Aktion aktuell ausgeführt werden darf und sollte oder 
nicht. Diese Entscheidung kann neben der aktuellen Situation auch von früheren Situationen, 
bereits durchgeführten Arbeitsschritten, verfügbaren und notwendigen Ressourcen oder 
Annahmen über den weiteren Verlauf des Prozesses abhängen. Diese Informationen können 
nicht ausschließlich aus der Erfassung der aktuellen Situation gewonnen werden, sondern 
benötigen zusätzlich eine Wissensbasis. In den vergangen Jahren hat sich in verschiedenen 
Forschungsgruppen die Verwendung von chirurgischen Prozessmodellen mit unterschiedlichen 
Granularitätsebenen zur Abbildung einer solchen Wissensbasis durchgesetzt [56], [72]. Bei der 
Interpretation werden Informationen aus der Wissensbasis mit Informationen über die aktuelle 
Situation in Verbindung gebracht, dabei sollten alle Informationsentitäten durch ein 
gemeinsames Vokabular beschrieben werden [73]. 
3.2 Data analysis und Monitoring 
Zur Überführung der verfügbaren Daten im Operationssaal in das verwendete Vokabular sind 
eine Datenanalyse und Datentransformation notwendig. Diese Workflow Recognition ist seit 
langem Bestandteil der aktiven Forschung (vgl. Kapitel 4). Eingesetzt werden dabei sowohl 
Datenquellen, die bereits vorhanden sind, wie zum Beispiel Endoskopievideodaten, als auch 
zusätzliche Sensoren wie Time-of-Flight-Kameras [74], RFID Sensoren [75] etc. Die 
Informationen müssen den Systemen zur Verfügung gestellt werden, was direkt über eine 
offene Vernetzung geschehen kann (vgl. Abschnitt 4.3) oder über die Bereitstellung der Daten 
an einem zentralen Datenspeicher (vgl. Abschnitt 5). Dabei ist Wert auf eine geringe 
Einflussnahme der eingesetzten Technologien auf den chirurgischen Prozess und seine 
technische Bearbeitung zu legen. Weder sollte die Netzwerktechnologie stark belastet werden 
noch sollten zusätzliche Arbeitsschritte durch das OP-Personal notwendig sein. 
3.3 Mögliche Herangehensweisen bei der Umsetzung einer 
Prozessunterstützung 
Die Unterstützung des chirurgischen Prozesses kann durch verschiedene kontextsensitive 
Systeme ermöglicht werden. In Abhängigkeit der Komplexität der Systeme gibt es dabei 
verschiedene Möglichkeiten der Kontrolle. Eine Möglichkeit besteht darin, dass die Systeme 
selbstständig eine Entscheidung darüber treffen, ob und wenn ja welche Aktion basierend auf 
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der aktuellen Situation angemessen und einer Unterstützung des Prozesses zuträglich sind. Zu 
diesem Zweck muss allen Systemen eine semantisch interpretierbare Beschreibung der Situation 
zur Verfügung gestellt werden. Diese kann dann durch die Programmlogik der Geräte oder 
Softwaresysteme interpretiert werden und zur Anpassung von Einstellungen o.ä. führen. In 
diesem Fall sind die einzelnen Systeme bzw. deren Hersteller für die Risikoabschätzung und -
behandlung verantwortlich. Alternativ kann auch eine zentrale Komponente für das Ausführen 
der Aktionen an den verschiedenen Systemen bereitgestellt werden, die basierend auf der 
aktuellen Situationsbeschreibung und dem Unterschied zur gewünschten Situation unter 
Nutzung eines zentralen Regelwerk oder einer Heuristik konkrete Einstellungen an den Geräten 
und IT-Systemen vornimmt. Dies führt zu einem umfangreichen Risikomanagement auf Seiten 
der Zentralkomponente, da eine Abschätzung der Risiken, die sich aus den Einstellungen 
ergeben, für jedes nachgelagerte System vorgenommen werden muss. Die in dieser Arbeit 
genannten Systeme zur Prozessunterstützung wurden von Dr.-Ing Stefan Franke entwickelt und 
sind nicht Teil dieser Doktorarbeit. Eine detailliertere Beschreibung der theoretischen Inhalte 
und der entwickelten und evaluierten Systeme geben Franke et al. [76]. Die Systeme wurden für 
verschiedene klinische Anwendungsfälle entwickelt, wobei der Fokus auf technisch 
unterstützten Eingriffen im Bereich der Neurochirurgie sowie der Kopf-Hals-Chirurgie lag. Die 
Entscheidung für ein Eingreifen des Systems nach Erkennen des aktuellen Arbeitsschrittes 
basiert auf der Definition und der Interpretation eines Regelwerkes. Ein genauerer Überblick 
über mögliche Systeme wird im Kapitel 6 gegeben. Dabei wird sowohl auf manuelle 
Mehrwertdienste als auch auf (semi-)automatische Funktionen eingegangen.  
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4 Erfassung prozessrelevanter Daten im Operationssaal 
Das aktuelle Kapitel widmet sich verschiedenen Technologien zur Erfassung von 
prozessrelevanten Daten im Operationssaal (Teilziel 2). Dafür wird auf zwei Ansätze ausführlich 
eingegangen, das sind die Erfassung von Videodaten sowie die Vernetzung verschiedener 
Systeme (OP-Integration). Ein System zur Erfassung der Interaktion zwischen Chirurg und 
technischem Gerät basierend auf der Auswertung von Videodaten wurde im Rahmen dieser 
Arbeit entwickelt und wird im Abschnitt 4.2 detailliert vorgestellt. Außerdem wird in diesem 
Kapitel auf die Bedeutung der OP-Integration eingegangen, speziell auf die Arbeiten im Rahmen 
des BMBF-Leuchtturmprojektes OR.NET8 und die sich daraus ergebenden Möglichkeiten (vgl. 
Abschnitt 4.3). Zunächst erfolgt jedoch ein Abriss über relevante Forschungsarbeiten zur 
Datenerfassung im OP, deren Erkenntnisse in die Entwicklung der Systeme eingeflossen sind, die 
dieser Arbeit zugrunde liegen.  
4.1 Stand der Forschung 
Neben der bereits eingeführten Motivation, intraoperative Daten zur Erfassung des jeweils 
aktuellen Prozessschrittes zu verwenden, gibt es über alle Nutzergruppen hinweg Argumente 
für eine Erfassung und Speicherung der erzeugten Daten. Unter Betrachtung der Literatur lassen 
sich die folgenden Anwendungsfälle identifizieren: 
4.1.1 Team Assessment und Performanzüberwachung 
Moderne Medizingeräte und Kamerasysteme in Operationssälen ermöglichen eine Vielzahl an 
neuen Anwendungen zur Erfassung der Leistungsfähigkeit des OP-Teams und einer Optimierung 
derselbigen. Dabei sollen primär Probleme in der Zusammenarbeit und fehlende technische 
Unterstützung identifiziert werden. Bereits ohne die Anbindung technischer Systeme gibt es 
Methoden zur objektivierten Erfassung verschiedener technischer als auch sozialer Parameter 
des OP-Teams. Eine verbreitete Methode dazu ist OTAS (Observational Teamwork Assessment 
for Surgery), welches von Healey et al. in 2004 vorgestellt [77] und in den folgenden Jahren 
erweitert wurde [78], [79]. Die Methode wurde anschließend von verschiedenen anderen 
Forschungsgruppen eingesetzt [67], [80]. Dabei beobachten mindestens zwei Personen das 
Team, ein Beobachter protokolliert mithilfe einer Checkliste die Aktionen des Teams bei der 
Bewältigung der Behandlung, bei der Benutzung von Ausrüstung sowie bei 
Kommunikationsaufgaben. Die zweite Person beobachtet und bewertet das Teamverhalten in 
den Kategorien Kommunikation, Kooperation, Koordination und gemeinsamer Führung. Andere 
Forschungsgruppen nutzen technische Systeme, um den Beobachtungsvorgang weiter zu 
 
8 BMBF-gefördertes Forschungsprojekt mit der Fördernummer: 16KT1236 (Universität Leipzig, ICCAS) 
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objektivieren und zur späteren Auswertung verfügbar zu machen. Guerlain et al. entwickelten 
bereits 2002 eine „Blackbox“ zur Speicherung von intraoperativen Videodaten zur 
retrospektiven Analyse der Teamperformance [81], [82]. Die verschiedenen Video- und 
Audiostreams wurden dabei synchronisiert gespeichert. Das verwendete RATE (Remote Analysis 
of Team Environments) Tool ermöglicht neben der synchronisierten Aufzeichnung der Video- 
und Audiodaten auch das Nachverfolgen von auftretenden Events und besitzt eine 
Annotationsfunktion inklusive einer Zähl- und Bewertungsfunktion [82]. Weitere Tools zur 
Analyse und Bewertung des OP-Teams sind in der Arbeit von Rosen et al. zusammengefasst [83]. 
Eine Methode, die sowohl die Videodaten als auch Bewegungsdaten zusammenführt, um damit 
die Fähigkeiten des Chirurgen zu bewerten, wurden von Dosis et al. in 2005 [84] und von 
Aggarwal et al. 2007 vorgestellt [85]. Das Forscherteam verwendete dabei das 
Softwareframework ROVIMAS (Robotics Video & Motion Assessment Software), welches von 
Dosis et al. für die Analyse der chirurgischen Fähigkeiten beim Einsatz des Da Vinci 
Telemanipulators (Intuitive Surgical Inc.) entwickelt wurde [86]. In den Arbeiten von 2005 und 
2007 wurden konventionelle Eingriffe mit einem zusätzlichen magnetischen Tracking 
beobachtet und die Daten zusammengeführt. Auch die im Abschnitt 2.2 (Prozessunterstützung) 
vorgestellten Methoden, die zur Prozesserfassung im Operationssaal auf der Basis von 
Geschäftsprozessmodellierung entwickelt wurden (z. B. der Workflow Editor [72], [87]), können 
zur Analyse der Arbeitsschritte herangezogen werden. 
4.1.2 OP-Dokumentation, Qualitätssicherung und Elektronische Patientenakte 
(EPA) 
Die Dokumentation des gesamten Behandlungsverlaufs innerhalb einer Klinik oder Arztpraxis 
zählt zu den Pflichten des behandelnden Arztes und ist in Deutschland im Allgemeinen in den 
Berufsordnungen der Länder geregelt [88]. Die Dokumentation dient dabei verschiedenen 
Zwecken. Zum Ersten sollen notwendige Details der Behandlung festgehalten werden, so dass 
auch andere Ärzte und das Pflegepersonal diese für Ihre Arbeit nutzen können, zum Zweiten 
bildet sie die Grundlage für die Abrechnung und den Nachweis über die erbrachten Leistungen 
gegenüber der Krankenkasse bzw. gegenüber dem Patienten. Außerdem hat die Dokumentation 
eine haftungs- und beweissicherungsrechtliche Funktion [89]. Um eine gut nachvollziehbare, 
objektive Dokumentation der Behandlung im Operationssaal zu ermöglichen und damit sowohl 
das nachgelagerte Personal zu unterstützen als auch den behandelnden Arzt rechtlich 
abzusichern, ist eine Anreicherung der textuellen Beschreibung des Eingriffs mit weiteren 
Informationen sinnvoll. Eine konkrete Umsetzung eines solchen Dokumentationssystems wurde 
von Strauss et. al. beschrieben [90]. In dem System werden neben Bilddaten auch Navigations- 
und Workflowdaten zur Dokumentation bereitgestellt. Bei der Benutzung des Surgical 
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Management and Guidance System (SMGS) kann der Arzt die Arbeitsschritte manuell 
weiterschalten, beispielsweise unter Verwendung eines Fußpedals . Die Arbeitsschritte sind 
innerhalb der Software linear abgebildet und mit Metainformationen, wie erwarteter Zeit für 
den Arbeitsschritt oder empfohlenen Instrumenten, angereichert. Durch die manuelle 
Weiterschaltung entfällt die automatische Erfassung des Prozessschrittes und nach Ende des 
Eingriffs können die Daten zur Unterstützung und Objektivierung der Dokumentation 
weiterverwendet werden.  
Vor allem für die Qualitätssicherung wurde eine vollständige Aufzeichnung aller verfügbarer 
Daten bereits vor mehr als zehn Jahren als relevant eingestuft [91], [92]. Kato et. al. entwickelten 
dabei ein komplexes System mit verschiedenen Sensoren, um die Arbeitsschritte des Personals 
umfassend aufzuzeichnen. Damit sollten vor allem auftretende Störfälle analysiert und so in der 
Zukunft verhindert werden. Vor dem Hintergrund immer komplexerer technischer Systeme und 
komplexerer Eingriffe ergeben sich auch für die Qualitätskontrolle der eingesetzten Systeme 
zusätzliche Anforderungen, derer durch eine Datenaufzeichnung begegnet werden sollte [93]. 
Die so aufgezeichneten Daten und Berichte könnten eine mögliche digitale Patientenakte 
vervollständigen, wie sie in einigen Ländern (z. B. Schweden, Estland) flächendeckend und an 
einzelnen Kliniken in Deutschland [94] bereits verfügbar ist.  
4.1.3 Workflow Recognition 
Zur Bereitstellung von kontext- oder situationsabhängigen Informationen zur optimalen 
Unterstützung des Prozesses ist eine Erfassung der aktuellen Situation und ein Abgleich mit der 
vorhandenen Datenbasis notwendig (Workflow Recognition). Als Datenbasis kann dabei eine 
Modellierung des Arbeitsablaufes dienen. Der Bereich der Business Prozess Modellierung wurde 
ursprünglich für gut standardisierbare Prozesse bei der Fertigung von Industrieprodukten 
entwickelt. Die Herausforderung besteht nun darin, relevante Informationen im Operationssaal 
zu erfassen und diese mit dem erwarteten Modell zu korrelieren. Im Gegensatz zu 
Anwendungen in der Industrie, bei der ein hohes Maß an Kontrolle über die Arbeitsschritte und 
die verwendeten Ressourcen möglich ist, zeichnen sich chirurgische Prozesse durch eine hohe 
Variabilität und eine große Anzahl von technisch nicht unterstützten Schritten aus, was eine 
eindeutige Erkennung des aktuellen Arbeitsschrittes deutlich erschwert. Aus diesem Grund 
nutzen Forscher für die Erkennung von chirurgischen Schritten zusätzliche Sensorik [95]–[99] 
oder erweitern bestehende Systeme. Eine wichtige Informationsquelle können dabei die 
Videoströme der bildgebenden Medizingeräte wie Endoskop oder Mikroskop darstellen [100]–
[106]. In Bezug auf die Beschreibung eines aktuellen Arbeitsschrittes sollen damit sowohl die 
Anatomie als auch das verwendete Instrument erkannt werden. Bedingt durch die hohe 
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Komplexität sind die Systeme auf einen spezifischen Anwendungsfall eingeschränkt. Technische 
Systeme im Operationssaal stellen Informationen über ihre aktuelle Funktion bereit. Durch eine 
fehlende Integration der Geräte in eine gemeinsame Kommunikationsinfrastruktur müssen aber 
auch bei solchen Systemen aktuell noch externe Sensoren eingesetzt werden [107], [108]. 
Mehrere Autoren konnten zeigen, dass eine Kombination mehrerer Sensorsysteme (RFID, 
Beschleunigungssensoren, Kameras) zu einer Verbesserung der Erkennungsraten führen [20], 
[75], [98], [99], [109].  
Mechanische Instrumente wie Skalpelle, Pinzetten oder Spatel stellen eine weitere 
Informationsquelle zur Verfolgung des Prozesses dar, die einen Schluss auf technisch nicht 
unterstützte Arbeitsschritte zulässt, dar. Je nach Methode der Erfassung können damit eine oder 
mehrere der von Neumuth et. al. eingeführten Perspektiven erfasst werden (vgl. Kapitel 2.2.2), 
mindestens jedoch die „Operational Perspective“ (Welche Werkzeuge werden verwendet?). Zur 
Erfassung des aktuell genutzten Instruments gibt es in der Literatur verschiedene Ansätze. Durch 
Methoden der Bildverarbeitung und des maschinellen Lernens können Instrumente innerhalb 
von Videoquellen erfasst, segmentiert und erkannt werden [104], [110], [111], außerdem 
können auch für mechanische Instrumente RFID-Tags zur Identifikation verwendet werden [75], 
[98], [109]. Eine weitere Möglichkeit stellt die Verwendung von Barcodelesegeräten dar, die 
einen auf dem Instrument angebrachten Barcode einlesen. Dies kann sowohl manuell [112] 
durch anhalten des Instruments als auch automatisch bei Verwendung eines Trokars [113], [114] 
durchgeführt werden. Glaser et al. entwickelten außerdem einen Multisensor-
Instrumententisch, der mit verschiedenen Kameras und einer Waage die aktuell auf dem Tisch 
verfügbaren sowie die heruntergenommenen Instrumente erfassen kann [97]. Neben dem 
verwendeten Instrument ist außerdem die damit durchgeführte Aktion von Interesse, um eine 
Übereinstimmung mit bekannten Arbeitsschritten herstellen zu können. Bei einigen 
Instrumenten ergibt sich die durchgeführte Aktion direkt aus dem Instrument (z. B.: Skalpell), 
andere Instrumente können vielfältig eingesetzt werden und müssen daher näher betrachtet 
werden. Dazu können wiederum Videodaten zur Analyse herangezogen [115] oder Sensoren an 
den chirurgischen Instrumenten zur Erfassung der Beschleunigung genutzt werden [109], [116]. 
Aktuelle chirurgische Instrumente sind häufig bereits mit Barcodes ausgestattet und auch zur 
Integration von RFID-Tags in den Instrumenten gibt es bereits Patente [117]. Auffällig ist, dass 
sich die vorgestellten Arbeiten primär mit der Erfassung des eingesetzten Instruments und nicht 
mit den verwendeten technischen Systemen beschäftigen. Die im Weiteren vorgestellten 
Systeme versuchen diese Lücke zu schließen.  
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4.2 Erkennung der Interaktion zwischen Medizingerät und 
medizinischem Personal basierend auf der Analyse von 
Videodaten 
Durch die Erkennung des verwendeten Gerätes bietet sich die Möglichkeit, zu erfassen, wo die 
Aufmerksamkeit des Chirurgen aktuell zentriert ist. Diese Information kann wiederum von 
unterstützenden Systemen genutzt werden, um relevante Informationen im Sichtfeld des 
Chirurgen einzublenden. Ziel muss es somit sein, einen Algorithmus zu entwickeln, welcher 
Phasen der Inaktivität von Phasen der Aktivität zu unterscheiden vermag. Vom Autor dieser 
Arbeit wurde dafür ein Verfahren entwickelt, welches die Interaktion zwischen Medizingerät  
und Medizinpersonal auf Grundlage von Videodaten erkennt. Das Konzept sieht zwei 
verschiedene Arten der Datenerfassung vor. Zum einen werden die Videodaten auf textuelle 
Informationen hin überwacht, zum anderen werden Veränderungen in den Videodaten 
analysiert, um zwischen einer aktiven Nutzung des Gerätes oder einer Inaktivität zu 
unterscheiden.  Die Inhalte dieses Kapitels wurden im Journal for Biomedical Engineering / 
Biomedizinische Technik im Oktober 2016 unter dem Titel Video-based detection of device 
interaction in the operating room veröffentlicht [118]. 
Aufgrund der langen Entwicklungs- und Zulassungszeiträume bei Medizinprodukten werden in 
aktuellen Operationssälen derzeit auch Geräte eingesetzt, die noch nicht über eine 
netzwerkbasierte Schnittstelle verfügen, um Informationen über die Nutzung oder über die 
aktuelle Parametrisierung zur Verfügung zu stellen. Dazu zählen neben diversen mechanisierten 
chirurgischen Geräten wie Fräsen, Sauger und Insuflatoren auch bildgebende Verfahren wie die 
Endoskopie, Mikroskopie oder Ultraschallgeräte. Vor allem bildgebende Instrumente sowie 
Softwareprodukte und Navigationssysteme stellen Informationen in Form von Videodaten zur 
Verfügung.  
Informationen über die Nutzung der Systeme sowie über die verwendete Parametrisierung, die 
einen wertvollen Beitrag zur Workflow Recognition liefern kann, sollen erfasst und an ein 
gemeinsames OP-Netzwerk übermittelt werden, so dass sie anderen Systemen zur weiteren 
Auswertung zur Verfügung zu stehen. In einer Studie an realen OP-Aufzeichnungen konnte 
gezeigt werden, dass dabei in Abhängigkeit der verwendeten Modalität eine hohe Genauigkeit 
bei der Unterscheidung zwischen einer aktiven Nutzung des Gerätes und einer Inaktivität 
erreicht werden konnte. Zum Zeitpunkt der Entwicklung des Konzeptes war kein ähnliches 
System zur Anbindung von Geräten durch eine solche Software bekannt, jedoch haben auch 
andere Forschungsgruppen sich mit der Analyse von Videodaten zur Erreichung verschiedener 




Zur Entwicklung einer allgemeinen Lösung zur Erfassung von Informationen aus Videodaten 
wurde ein vierstufiger Ansatz entwickelt, welcher sich theoretisch bei jedem Gerät anwenden 
lässt, das sein Videosignal einem externen Monitor zur Verfügung stellt. Dazu zählen 
medizinische Software, bildgebende Medizingeräte oder auch Mischformen, wie beispielsweise 




Abbildung 7: Vierstufiger Ansatz zur Extraktion von Informationen aus Videodaten 
Im ersten Schritt wurde eine Software entwickelt, mit der die relevanten Bereiche, die Regions 
of Interest (ROI), innerhalb des Videostreams definiert und maschinenlesbar beschrieben 
werden können (vgl. Abbildung 7, Preoperative definition of the regions of interest). 
Intraoperativ werden die Videostreams mit handelsüblicher Videohardware erfasst und einer 
Videoanalysesoftware zur Verfügung gestellt (vgl. Abbildung 7, Video grabbing). Diese analysiert 
auf Basis der definierten Regionen die Bilder und stellt die Informationen im Netzwerk zur 
Verfügung (vgl. Abbildung 7, Analysis of video sources). In Abhängigkeit von der gewählten und 
implementierten Schnittstelle können andere Systeme diese Informationen nutzen. Zur 
Persistierung der Informationen (vgl. Abbildung 7, Storage of extracted data) wurde im Aufbau 
der Surgical Recorder verwendet (vgl. Kapitel 5.1). In den folgenden Absätzen werden die 
einzelnen Aspekte ausführlicher dargestellt. 
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4.2.1.1 Definition der Region of Interest 
 
Abbildung 8: Markierung von Regions of Interest (rote Umrandung) mit Dialog zur Datenerfassung (links) 
Ziel war es, eine Software zur effizienten Definition der ROIs vor Nutzung des Analysesystems zu 
entwickeln, die die kontextfreien Videodaten mit Kontextinformationen anreichert, so dass 
andere Softwarekomponenten oder Dokumentationssysteme diese weiterverwenden können. 
In einem ersten Schritt markiert der Nutzer mit der Maus einen Bereich, den er für eine spätere 
Analyse als relevant erachtet. Anschließend öffnet sich ein Dialog (vgl. Abbildung 8). Dort 
müssen Kontextinformationen eingetragen werden, die eine Zuordnung der Daten zum 
aufgezeichneten Gerät ermöglichen, dazu zählen die Art des Gerätes und der Gerätetyp. Diese 
lassen sich dauerhaft in der Software anlegen, so dass bei einer späteren Änderung diese 
Informationen nicht erneut eingegeben werden müssen, sondern direkt über ein Auswahlmenü 
zur Verfügung stehen. Außerdem musste die Art des Interfaces erfasst und hinterlegt werden, 
da sowohl Medizingeräte als auch medizinische Software über mehrere Interfaces verfügen 
können, die unterschiedlich von der analysierenden Software behandelt werden müssen und 
unterschiedliche Informationen bereitstellen. Ein Beispiel dafür sind u.a. unterschiedliche Modi 
bei der Verwendung eines chirurgischen Mikroskops (Standardnutzung vs. Kontrastmittel). Die 
Änderung des Modus kann über die Analysesoftware erkannt werden, da sich dabei die Ausgabe 
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des Gerätes stark ändert (andere Aufteilung des Bildes, andere Farbwerte). Zur Vorbereitung 
des Analyseschrittes muss außerdem erfasst werden, welcher Algorithmus in den 
entsprechenden Arealen angewendet werden soll. Für die prototypische Implementierung 
wurde sowohl ein Texterkennungsmodul als auch ein Aktivitätserkennungsmodul 
implementiert. Weitere Module wie die dedizierte Erfassung von Farbveränderungen o.ä. sind 
denkbar. Abschließend kann dem erfassten Feld ein Termcode zugewiesen werden, um eine 
semantische Interoperabilität (Definition vgl. Kapitel 4.3) zu gewährleisten. Zum Zeitpunkt der 
Entwicklung des Projektes wurde dabei nicht vorgeschrieben, welches Codingsystem genutzt 
werden soll. Denkbar sind je nach Anwendungsgebiet zum Beispiel LOINC [119] oder die 11073-
1010X Nomenklatur [120]. 
4.2.1.2 Videograbbing 
Die Anbindung der Videoanalysesoftware an die zu analysierenden Videoquellen erforderte 
mehrere Komponenten. Hauptziel war es dabei, den normalen Ablauf der Intervention nicht zu 
verändern und keinen zusätzlichen Aufwand für das OP-Personal zu generieren. Außerdem 
sollten keine Änderungen an den Medizingeräten selbst vorgenommen werden, die Einfluss auf 
deren Zulassung als Medizinprodukt laut Medizinproduktegesetz (MPG) hätten. Da die 
Herausgabe von Videodaten bei den verwendeten Systemen Teil der Zweckbestimmung war, 
konnten die Videoschnittstellen ohne Einschränkung genutzt werden. Um die Abläufe im 
Operationssaal nicht zu stören und die Aufzeichnung während der Studie zu vereinfachen, 
wurden die Komponenten so weit möglich fest im Operationssaal integriert. Abbildung 9 zeigt 














Abbildung 9: Technischer Ablauf bei der Erfassung der Videodaten im Operationssaal 
Das Videosignal der Medizinprodukte wird über einen Videosplitter vervielfältigt, so dass die 
ursprünglich verwendeten Monitore weiter genutzt werden können. Anschließend wurde das 
Videosignal mit Hardware der Firma Epiphan9 erfasst. Dabei findet eine verlustfreie 
 
9 „Epiphan“, 07-März-2020. [Online]. Verfügbar unter: https://www.epiphan.com/ 
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Komprimierung durch den Videograbber statt. Aufgrund der limitierten Bandbreite des 
verwendeten USB 2.0-Anschlusses konnte die ursprüngliche Bildwiederholrate des 
Eingangssignales bei hoher Auflösung nicht beibehalten werden. Um eine bessere 
Vergleichbarkeit der Daten zu gewährleisten, wurden die Daten von der Analysesoftware 
deshalb mit einer festen Abtastrate (3 Hz) erfasst. Der genaue Ablauf der Analyse wird im 
folgenden Abschnitt 4.2.1.3 beschrieben. Im letzten Schritt wird je nach Anwendungsfall 
entweder eine Aufzeichnung des Videos vorgenommen oder eine Liveanalyse des Videostroms 
durch die entwickelte Software vorgenommen. 
4.2.1.3 Videoanalyse 
Während der Projektlaufzeit (2013-2014) wurden zwei verschiedene Verarbeitungspipelines zur 
Extraktion von Informationen aus Videodaten prototypisch implementiert, um die praktische 
Anwendbarkeit des Konzeptes zu zeigen. Die folgenden beiden Abschnitte gehen auf die 
einzelnen Arbeitsschritte genauer ein. 
Extraktion von textuellen Informationen 
Medizinische Systeme, sowohl Medizingeräte 
als auch Softwaresysteme, stellen viele 
Informationen textuell dar. Dazu zählen Daten 
über den Patienten (Name, ID, Geburtsdaten, 
Art des Eingriffs o.Ä.) genauso wie 
Parametrisierungen des eingesetzten Systems 
(z. B. Art des Ultraschallkopfes, Frequenz). 
Beide Arten von Information können sowohl für 
die Erkennung des aktuellen OP-Schrittes als 
auch zu Zwecken der OP-Dokumentation 
verwendet werden und sollten somit anderen 
Systemen im Operationssaal zur Verfügung 
stehen. Für die Implementierung des Prototyps 
wurden Standard OCR-
Texterkennungsmethoden verwendet. Die 
semantische Zuordnung der Daten erfolgte gemäß der Annotation der ROI. Aufgrund der 
teilweise sehr schlechten Videoqualität bei älteren Geräten wurde außerdem eine 
Bildverarbeitungspipeline der OCR-Texterkennung vorgeschaltet, um die Erkennungsraten zu 
erhöhen. In Abbildung 10 sind diese Bildverarbeitungspipeline und die entsprechenden 
Ergebnisse dargestellt. Die Bilddaten entstammen einem Toshiba Aplio Ultraschall Gerät via 
Abbildung 10: Bildverarbeitungspipeline zur 




analogen VGA-Ausgang. Nach Eingang der Daten werden die definierten ROI extrahiert, um den 
Bearbeitungsaufwand der Software zu reduzieren. Schritt 2 vergrößert den Bildausschnitt und 
interpoliert die Bilddaten entsprechend. Für die weiteren Bearbeitungsschritte wird ein 
Graustufenbild benötigt, so dass dieses in Schritt 3 erzeugt wird. Die Normierung auf 
Histogrammbasis dient der Kontrastverstärkung, indem die häufigen Werte innerhalb des 
Histogramms über den gesamten Wertebereich gespreizt werden. Der letzte 
Bearbeitungsschritt wandelt das Bild in ein Binärbild um (schwarz-weiß), indem es basierend auf 
einem Schwellwert die Pixel entsprechend verändert. Alle bisherigen Arbeitsschritte wurden in 
der prototypischen Implementierung mit dem OpenCV-Framework10 durchgeführt. Die 
anschließende Texterkennung wurde mithilfe des Tesseract Frameworks11 implementiert. Im 
Rahmen der Arbeit wurden die Ergebnisse der Texterkennung nicht explizit in einer Studie 
evaluiert, sondern stellen eine Ergänzung der Aktivitätserkennung dar. 
Erkennung von Geräteinteraktion  
Die Bereiche innerhalb der grafischen Benutzeroberflächen oder innerhalb des bereitgestellten 
Videosignals können sich in ihrer Art stark unterscheiden. Für die Entwicklung des Prototyps 
wurde ein breites Spektrum an unterschiedlichen Arten von Signalen betrachtet. Dazu zählen  
• Diagramme (z.B. Nervenableitung beim intraoperativen Neuromonitoring),  
• 3D-Visualisierungen und 2D-Schichtbilder (intraoperative Navigation),  
• intraoperative Videodaten (Mikroskop, Endoskop, Ultraschall) und 
• allgemeine Videodaten (Raumkamera).  
Die einzelnen Datenquellen stellen unterschiedliche Anforderungen an den 
Verarbeitungsalgorithmus sowohl durch klar benennbare Kriterien wie die Bildqualität und -
quantität als auch durch eher nutzungsspezifische Kriterien. Bei der Verwendung des 
Ultraschallgerätes wird beispielsweise häufig lange auf der Zielstruktur verweilt, so dass sich das 
Bild kaum oder gar nicht verändert. Offensichtlich ist dies allerdings eine typische Nutzung des 
Gerätes, so dass diese durch die Software entsprechend erkannt werden muss. Aufgrund der 
vielfältigen unterschiedlichen Einsatzmöglichkeiten der Geräte ist eine vollständige Abbildung 
und Erkennung komplex, aber immerhin geben die Daten der Erkennungssoftware einen 
Anhaltspunkt auf die Nutzung und ermöglichen gemeinsam mit anderen Daten die Bestimmung 
des aktuellen Arbeitsschrittes.  
 
10 „OpenCV“, 05-März-2020. [Online]. Verfügbar unter: https://opencv.org/ 





 Hintergrundbild (rechts) 
(1) Konvertierung des Originalbildes in ein 
Graustufenbild und Update des 
Hintergrundmodells 
Parameter: Lernrate Alpha 
(2) Kalkulation des Differenzbildes 
Parameter: Treshold 
(3) Erode-Dilate Filter 
Parameter: Erode, Dilate 
(4) Schwellwertbasierte Entscheidung 
Parameter: White amount 
Abbildung 11: Schematischer Überblick über die Bildverarbeitungspipeline bei der Aktivitätserkennung 
Für die Unterscheidung zwischen Aktivität und Inaktivität wurde eine Bildverarbeitungspipeline 
vorgeschlagen, welche unabhängig vom genutzten Gerätetyp in der Lage sein soll, zu erkennen, 
ob das Personal gerade am Patienten mit dem Gerät interagiert. Die Software muss dabei vor 
der ersten Verwendung für die Nutzung des spezifischen Gerätes parametrisiert werden. Die 
einzelnen Schritte der Verarbeitung inklusive der verwendeten Parameter sind in Abbildung 11 
dargestellt. Die Pipeline wird zum Ausgleich der unterschiedlichen Bildwiederholraten der 
Geräte und zur Reduktion des Ressourcenverbrauchs mit einer festen Abtastrate von 3 Hz (vgl. 
Abschnitt 4.2.1.2, Videograbbing) ausgeführt.  
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(1) Ein wichtiger Bestandteil der Pipeline ist die Verwendung eines Hintergrundmodells, 
welches zwei Hauptfunktionen hat. Zum einen wird damit das Rauschen des Bildsignals 
gefiltert, zum anderen werden unwillkürliche und kleine Bewegungen schwächer gewichtet, 
was zu einer besseren Erkennung der willkürlichen Bewegungen führt. Das 
Hintergrundmodell ist eine gewichtete Summe früherer Eingabebilder. Es wird vom 
Eingabebild subtrahiert, so dass unveränderte Pixel nicht betrachtet werden. Anschließend 
wird das Hintergrundmodell mit dem neuen Eingabebild aktualisiert. Die Lernrate α 
kontrollierte dabei die Stabilität des Hintergrundmodells. Ein Wert von 𝛼 → 0 führte zu 
einer schnellen Anpassung des Hintergrundmodells, das heißt, das neue Eingabebild wurde 
in der Summe stärker gewichtet. Dies ist besonders nützlich, um zufälliges Rauschen, z.B. für 
Ultraschallsignale zu unterdrücken. Im Gegensatz dazu führte eine Lernrate 𝛼 → 1  zu einer 
sehr langsamen Anpassung und erlaubte die Unterdrückung langsamer Änderungen, z.B. die 
periodische Bewegung des Gewebes aufgrund des Pulses des Patienten. 
(2) In Schritt 2 wird ein Differenzbild aus dem Hintergrundmodell und dem aktuellen Bild 
errechnet. Der Threshold gibt dabei an, wie stark zwei Pixel sich unterscheiden müssen, um 
als unterschiedlich gewertet zu werden und im Differenzbild zu erscheinen.  
(3) Zur weiteren Rauschunterdrückung und um die Änderungen zwischen Hintergrund und 
aktuellem Bild zu verstärken, wird eine Erode-Dilate-Filterung angewendet. Im ersten Teil, 
der Erosion, werden kleine helle Bereiche entfernt (erodiert), die verblieben Bereiche 
werden in der zweiten Phase, der Dilatation, wieder vergrößert. Die Parameter Erode (γ) 
und Dilate (δ) geben dabei die Anzahl der Iteration an, mit der der Filterkernel auf das Bild 
angewendet wird. Im entwickelten und evaluierten Prototyp wurde sowohl bei Erode als 
auch bei Dilate ein 3x3-Kernel verwendet. Sollten im Differenzbild viele kleine Unterschiede, 
zum Beispiel durch Bildrauschen, dargestellt worden sein, so werden diese durch die 
Filterung entfernt. Einzelbewegungen, wie ein Instrument im Mikroskopbild, werden durch 
die Dilatation verstärkt.  
(4) Abschließend wird anhand eines Schwellwertes entschieden, ab welchem Weißanteil (ε) 
eine Bewegung erkannt wird. 
Für eine robuste Erkennung der Geräteinteraktion reicht die Erkennung eines Bildes mit 
Bewegung nicht aus, da dies auch durch Ausreißer oder eine nicht beabsichtigte Bewegung 
zustande kommen kann. Es muss außerdem beachtet werden, dass auch längere Phasen ohne 
Bewegung bei Verwendung des Gerätes oder der Software auftreten können, ohne dass dies zu 
einem Wechsel des Status in der Erkennungssoftware zu inaktiv führen soll. Dies kann 
beispielsweise bei der Betrachtung der Pathologie mit dem Ultraschallgerät oder bei der 
Zugangsplanung mit dem intraoperativen Neuronavigationssystem vorkommen. Zur 
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Verhinderung einer starken Fragmentierung der erkannten Phasen der Inaktivität oder Aktivität 
wurde eine nachgelagerte Entscheidungsbedingung genutzt. Nur wenn über eine Anzahl ϕ der 
letzten Bilder in jedem Bild eine Veränderung über dem Schwellwert des Algorithmus vorlag, 
wird die Phase von inaktiv auf aktiv geschaltet. Umgekehrt muss in den letzten χ Bildern der 
Schwellwert unterschritten worden sein, um ein Umschalten von aktiv auf inaktiv auszulösen. 
Dies führt unweigerlich zu einer Verzögerung bei der Erkennung, die von der Parametrisierung 
abhängt. Für die retrospektive Analyse der Daten wird dieses Delay herausgerechnet, da die 
Anzahl der betrachteten Bilder sowie die Bildwiederholrate bekannt sind. Ziel bei der 
Parametrisierung war es, eine hohe Sensitivität bei der Erkennung von Aktivität der Nutzung 
eines Systems und eine hohe Spezifität bei der Erkennung von Inaktivität zu erreichen, da dies 
für den Anwendungsfall der Workflow Recognition von hoher Relevanz ist. Eine Aufstellung der 
einzelnen Parameter sowie der während der Evaluation genutzten Parametrisierung wird im 
Abschnitt über die Evaluation näher beschrieben.  
4.2.1.4 Speicherung und weitere Verwendung der Daten 
Zur weiteren Verwendung der extrahierten Daten wurden insgesamt zwei Module entwickelt. 
Die Daten können in einem beliebigen Format direkt in eine Datei (z.B. *.csv) ausgegeben 
werden. Dies ist vor allem für Studienauswertungen interessant und wurde auch bei der 
Evaluationsstudie dieser Arbeit angewendet. Alternativ können die Daten via Netzwerkprotokoll 
im Netzwerk bereitgestellt werden und so beispielsweise an den Surgical Recorder übertragen 
werden, der diese strukturiert abspeichert und gleichzeitig durch eine Anfrageschnittstelle auf 
dem Netzwerk weiter zur Verfügung stellt (vgl. Kapitel 5). 
4.2.2 Evaluation 
Zur Evaluation der oben beschriebenen technischen Lösung wurden Anwendungsfälle aus der 
Neurochirurgie gewählt, welche sich durch eine hohe Komplexität und durch die Nutzung 
mehrerer Systeme mit Videoausgang auszeichnen. Einschlusskriterium der Eingriffe während 
der Studiendurchführung war die Durchführung einer Kraniotomie. Die Anwendungsfälle 
wurden bereits im Abschnitt 2.3.1 beschrieben. Geräte, mit denen Videodaten während der 
Studie aufgezeichnet und ausgewertet wurden, waren Ultraschall, intraoperative 
Neuronavigation und Mikroskop. Je nach Eingriff und Operateur kamen unterschiedlich viele 
Systeme je Eingriff zum Einsatz.  
4.2.2.1 Medizingeräte 
Im folgenden Abschnitt werden die verwendeten Medizingeräte mit ihrer Funktion während des 





Intraoperative Ultraschallgeräte stellen normalerweise einen Videostream des Ultraschallbildes 
sowie einige textuelle Informationen bereit, wie zum Beispiel Informationen zum Patienten oder 
der Parametrisierung des Gerätes. Für die Erkennung der Interaktion mit dem Gerät ist die 
Visualisierung des Ultraschallsignals auschlaggebend. Diese ist, je nach verwendetem Gerät, 
mehr oder weniger stark verrauscht. Der entwickelte Algorithmus kompensiert diese 
Eigenschaft durch die Verwendung des Hintergrundmodells sowie durch die Erode-Dilate-
Filterung (vgl. Abschnitt 4.2.1.3). Intraoperativer Ultraschall wird im Rahmen der 
Hirntumorentfernung primär nach Öffnung des Schädels und des damit möglicherweise 
auftretenden Brainshift eingesetzt, um die Position von Risikostrukturen und des Tumors zu 
prüfen. Außerdem kann er während und nach der Entfernung des Tumors verwendet werden, 
um eventuell vorhandene Tumorreste zu identifizieren. Die Bildgebung kann durch die 
Verwendung von Kontrastmitteln ergänzt werden, um Tumorränder genauer darzustellen [121], 
[122]. Während der Ultraschalluntersuchung kommt es häufiger zu Absprachen innerhalb des 
OP-Teams zum weiteren Vorgehen bzw. werden Strukturen zu Ausbildungszwecken länger 
betrachtet. In dieser Zeit wird das Gerät aktiv verwendet. Einige dieser Szenarien führen dazu, 
dass eine fehlende Veränderung in den Bilddaten nicht zwangsläufig auf eine Nichtverwendung 
des Ultraschallgerätes hindeuten muss. In der Verarbeitungspipeline wird dieser Problematik 
mit einer langen Übergangszeit zwischen einer erkannten Aktivität und einer erkannten 
Inaktivität begegnet. 
Neuronavigation 
Die Visualisierung des intraoperativen Neuronavigationssystems wird ähnlich betrachtet wie die 
des Ultraschallgerätes. Der Videostream ist allerdings deutlich weniger verrauscht. Das 
Navigationssystem wird vor und während des Eingriffs zur Planung des weiteren Vorgehens 
verwendet. Vor Beginn des Eingriffs werden die Ränder der Kraniotomie festgelegt, so dass ein 
möglichst kleines Trauma bei ausreichender Größe für den Eingriff erreicht wird. Nach der 
Kraniotomie kann das Navigationssystem weiterhin zur Orientierung verwendet werden. 
Aufgrund des gegebenenfalls auftretenden Brainshifts ist allerdings mit einer verringerten 
Genauigkeit zu rechnen. Das verwendete Instrument, der Pointer, führt aufgrund seiner 
geringen Ausdehnung und der langsamen und präzisen Bewegungen häufig nur zu kleinen 
Änderungen im Videobild. Um diese kleinen Bewegungen sicher zu detektieren, ist eine robuste 
Erkennung notwendig. In der Parametrisierung des Algorithmus wird dies durch eine asynchrone 
Erode-Dilate-Filterung erreicht, bei der nur eine Iteration erodiert, aber vier Iterationen einer 
Dilatation durchgeführt werden. Auch bei der Navigation ist der Wechsel von inaktiv auf aktiv 
für die Prozesserkennung von großer Relevanz, so dass eine große Sensitivität bei diesem 
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Wechsel im Vordergrund stand. Die genaue Betrachtung der anatomischen Strukturen bei der 
Planung des weiteren Vorgehens führte ähnlich wie beim Ultraschallgerät zu langen Phasen 
ohne Bewegung während der Nutzung, so dass auch bei der Navigation eine lange Übergangszeit 
von Aktivität zu Inaktivität gewählt werden musste, um eine hohe Spezifität bei diesem 
Übergang zu erreichen.  
Mikroskop 
Das Mikroskop stellt aufgrund der Art der Interaktion einen Sonderfall dar. Bei der Analyse des 
Videobildes ist es im Gegensatz zu den beiden bereits genannten Gerätetypen relevanter, die 
chirurgische Aktivität zu erfassen als die Interaktion mit dem Gerät selbst. Bei Ultraschall und 
Navigation wird direkt mit dem Gerät interagiert und dies stellt auch gleichzeitig die chirurgische 
Aktivität dar. Das Mikroskop ist in diesem Zusammenhang nur ein Hilfsmittel, die eigentliche 
Aktivität findet mit Instrumenten unter dem Mikroskop statt. Phasen, bei denen der Chirurg 
unter Mikroskopsicht arbeitet, können die Workflow Recognition unterstützen. Aus diesem 
Grund lag der Fokus bei der Parametrisierung des Algorithmus auf der Erkennung dieser Phasen.  
Bei der Analyse des Videostroms sind mehrere besondere Herausforderungen zu betrachten. 
Zum einen stellt das Mikroskop bereits ein Videobild zur Verfügung, bevor es über dem 
eigentlichen Situs zum Einsatz kommt. Auch in dieser Phase können Bewegungen stattfinden. 
Zur Unterscheidung der Phase vor Nutzung über dem Situs und der Phase während der Nutzung 
mussten die Farbbilder herangezogen werden. Im analysierten Neurochirurgieanwendungsfall 
war eine Betrachtung des Rotanteils im Videobild ausreichend. Für den weiteren Verlauf der 
Analyse wurden nur Zeiträume betrachtet, bei denen sich das Mikroskop über dem Situs befand. 
Technisch wurde dieser vorausgehende Analyseschritt auf einem stark herunterskalierten Bild 
realisiert. 
Weiches Gewebe, wie Haut, Tumor oder Blutgefäße, pulsiert teilweise periodisch mit der 
Herzfrequenz. Außerdem muss mit Flüssigkeiten durch Blutungen oder durch Spülung 
umgegangen werden. Die Parametrisierung des Hintergrundmodells mit einer langsamen 
Lernrate (α=0.2) und damit einem Hintergrundmodell, welches einen langen Zeitraum erfasst, 
unterdrückt diese Effekte. Die Veränderung von Fokus und Zoom sowie die große 
Tiefenunschärfe bei der Verwendung des Mikroskops erschweren algorithmische Ansätze zur 
Kanten- und Objekterkennung, wie sie aktuell bei der Phasenerkennung in Endoskopiebildern 
genutzt werden. Die vorgeschlagene Verarbeitungspipeline war auch bei diesen Problemen 
robust. Einige der eingesetzten Instrumente und Materialien, wie beispielsweise Nadeln oder 
Fäden, mussten ähnlich der Neuronavigation durch eine asymmetrische Erode-Dilate-Filterung 
verstärkt werden. Ein weiteres Problem bei der Analyse stellte die Nichtbereitsstellung von 
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Videodaten am Ausgang des Mikroskops bei der Verwendung spezieller Modi dar. Bei der 
Verwendung der Nah-Infrarot Indocyaningrün Videoangiografie zur besseren Darstellung von 
Blutgefäßen, wurden die Videodaten nur auf dem internen Bildschirm des Mikroskops 
bereitgestellt und konnten in der Analyse nicht betrachtet werden.  
4.2.2.2 Studiendesign 
Zur Prüfung der entwickelten Lösung wurde eine Evaluationsstudie mit Videoaufzeichnungen 
der Eingriffe durchgeführt. Im Gegensatz zu einer Studie auf Live-Daten ist eine 
Reproduzierbarkeit der Ergebnisse gewährleistet. Die genutzten Videos wurden in zwei 
neurochirurgischen Operationssälen aufgezeichnet, wobei die eingeschlossenen klinischen 
Anwendungsfälle danach ausgewählt wurden, ob eine Kraniotomie zur Durchführung notwendig 
war, sowie dass mindestens eines der beschriebenen Geräte zum Einsatz kam. Eine 
Beschreibung der Interventionen wurde bereits im Abschnitt 2.3 „Klinische Anwendungsfälle im 
Rahmen der Arbeit” vorgestellt. Insgesamt wurden acht Hirntumorentfernungen, zwei 
Aneurismenbehandlungen sowie eine Behandlung eines Schlaganfalles (Arteria cerebri media 
(MCA)) aufgezeichnet und ausgewertet. Innerhalb der elf Interventionen konnten zwölf 
Videodatensätze (vier pro Modalität) unter Benutzung von VGA und DVI Videograbbern der Fa. 
Epiphan Systems Inc.12 aufgezeichnet werden. Bei den verwendeten Geräten handelte es sich 
um ein Toshiba Aplio Ultraschallgerät, eine Neuronavigation BrainLab VectorVision® sowie ein 
Carl Zeiss Pentero®. In einer Intervention wurden gleichzeitig Ultraschall und Navigationssystem 
aufgezeichnet. Die Aufnahmehardware war in der Lage eine stabile Bildwiederholrate von 
mindestens 3 Hz aufzuzeichnen. Bei der späteren Auflösung wurde die Analysefrequenz auf 3 Hz 
eingestellt. Durch die hohe Komplexität der Eingriffe und die teilweise komplizierten 
Zugangswege ergibt sich eine mittlere Aufnahmedauer von 3h 23min 44s mit einem Minimum 
von 1h 27m 00s und einem Maximum von 6h 01min 21s. Die Videos wurden in der nativen 
Ausgabeauflösung aufgezeichnet, FullHD beim Mikroskop, 1280x1024 Pixel bei der Navigation 
sowie 800x600 Pixel beim Ultraschallgerät. Die anschließende Auswertung der Daten fand auf 
Standardhardware (Intel Core i7 2600 3.1 Ghz, 8 GB RAM) mit empirisch bestimmten 
Parametern (vgl. Tabelle 1) in Echtzeit statt.  
 
12 „Epiphan“, 07-März-2020. [Online]. Verfügbar unter: https://www.epiphan.com/ 
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Tabelle 1: Parametrisierung während der Evaluationsstudie 
In Abbildung 12 ist der Evaluationsaufbau dargestellt. Der linke Laptop gibt das aufgezeichnete 
Video wieder, welches über einen Epiphan DVI2USB-Videograbber an das Analysenotebook 
(rechts) übertragen und durch die Analysesoftware ausgewertet wird. Der gewählte Aufbau 
entspricht bis auf die Videoquelle dem Aufbau bei einer Liveanalyse. Zur einfacheren 
Auswertung wurden die Daten direkt in eine Datei zur Tabellenkalkulation exportiert.  
 
Abbildung 12: Aufbau während der Evaluation 
Die Videoaufnahmen wurden vor der Analyse durch den Techniker, der auch während des 
Eingriffs im Operationssaal anwesend war, als Goldstandard annotiert. Dabei wurden die Daten 
zur besseren automatischen Vergleichbarkeit ebenfalls in eine Tabellenkalkulation mit gleichem 
Format exportiert. Bei der Annotation wurden Pausen während der Benutzung eines der Geräte 
unter sechs Sekunden Dauer nicht betrachtet, um eine Fragmentierung beim Goldstandard zu 
verhindern. Eine Software verglich anschließend den Goldstandard mit den Ergebnissen der 
Analysesoftware, wobei die Zeiten auf ganze Sekunden gerundet wurden. Da die Analysen auf 
 Navigation Ultraschall Mikroskop 
Alpha (α) 0.5 0.8 0.2 
Threshold (β) 60 25 25 
Erode (γ) 1 3 2 
Dilate (δ) 4 2 4 
White (ε) 1/10000 10/10000 29/10000 
Active (ϕ) 2 5 13 
Inactive (χ) 25 45 17 
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retrospektiven Daten durchgeführt wurden, musste die Verzögerung bei der Erkennung nicht 
betrachtet werden.  
4.2.2.3 Ergebnisse der Evaluation 
Tabelle 2 listet die Erkennungsraten für aktive Nutzung des Gerätes, Inaktivität sowie die 
Gesamterkennungsraten auf. Die Daten wurden mit 3 Hz analysiert. 
Ultrasound Duration Samples Active Inactive Total 
Recording 1 03:28:12 h 37476 98,201 % 99,877 % 99,728 % 
Recording 2 02:56:50 h 31830 100,000 % 99,990 % 99,991 % 
Recording 3 02:42:44 h 29292 98,485 % 99,990 % 99,991 % 
Recording 4 03:20:02 h 36006 100,000 % 99,966 % 99,967 % 
      
Microscope Duration Samples Active Inactive Total 
Recording 5 01:27:00 h 15660 97,245 % 98,466 % 98,008 % 
Recording 6 06:01:21 h 65043 97,758 % 97,299 % 97,643 % 
Recording 7 02:14:34 h 24222 91,045 % 96,516 % 93,262 % 
Recording 8 02:17:55 h 24825 96,236 % 91,253 % 93,861 % 
      
Navigation Duration Samples Active Inactive Total 
Recording 9 03:14:37 h 35031 93,197 % 99,811 % 99,478 % 
Recording 10 02:36:06 h 28098 97,759 % 97,058 % 97,085 % 
Recording 11 05:57:19 h 64317 83,005 % 99,651 % 98,587 % 
Recording 12 04:19:18 h 46674 85,104 % 99,844 % 99,068 % 
Tabelle 2: Dauer, Anzahl der analysierten Bilder sowie die korrekten Erkennungsraten für aktive Nutzung des 
Gerätes, Inaktivität und Gesamterkennungsrate 
Die Implementierung zeigt hohe und stabile Erkennungsraten (Accuracy), wobei sich diese unter 
den verschiedenen Modalitäten unterscheiden. Bei der Analyse von Ultraschalldaten konnte 
eine Erkennungsrate über 98 % erreicht werden, bei den Mikroskopievideos liegen die 
Erkennungsraten zwischen 91 % und 98 %. Die höchste Varianz und die geringsten 
Erkennungsraten sind bei der Analyse des Neuronavigationssystems zu beobachten, dabei lag 
das Minimum bei der Erkennung bei 83 %. Zur Berechnung der Erkennungsraten wurden die 
jeweils erkannten Ergebnisse mit den manuell annotierten verglichen. Für jede Sekunde, in der 
die beiden Angaben übereinstimmten, wurde diese Sekunde als korrekt erkannt gewertet. 
Besonders relevant in Bezug auf die Zielstellung der Arbeit ist die Erkennung der Interaktion, 
also der der aktiven Phasen, da diese für die Konfiguration von technischen Systemen und für 
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die Workflow Recognition von Interesse ist. Die abschließende Auswertung der Analyse findet 
in Tabelle 3 durch Vierfeldertafeln inklusive zeitbasierter Präzision, negativ prädiktivem Wert, 
Sensitivität, Spezifität und Genauigkeit statt. Die gemessene Genauigkeit lag über alle 
ausgewerteten Videos über 96 %, das Maximum der Genauigkeit wurde beim Ultraschallgerät 
erreicht. Die niedrigsten Werte für Sensitivität und Präzision wurden bei der Analyse der 
Navigationsdaten durch häufige kurze Pausen bei der Interaktion erreicht.  









active 1341 19 98.60%  active 2732 379 87.82% 
inactive 20 44017 99.95%  inactive 403 54526 99.27% 
  98.53% 99.96% 99.91%    87.15% 99.31% 98.65% 
         









active 26320 656 97.57%   active   Precision 
inactive 1011 15263 93.79%   Inactive   NPV 
  96.30% 95.88% 96.15%    Sensitivity Specificity Accuracy 
Tabelle 3: Vierfeldertafel für jeden Gerätetyp mit positiv prädiktivem Wert (PPV), negativ prädiktivem Wert 
(NPV), Sensitivität, Spezifität 
4.2.3 Diskussion 
Indem eine Möglichkeit gefunden wird, zu erfassen, worauf der Chirurg zum jeweils aktuellen 
Zeitpunkt seine Aufmerksamkeit richtet, kann er in seinem Operationsprozess unterstützt 
werden. Dies gelingt beispielsweise dadurch, dass ihm OP-relevante Daten ins Sichtfeld (z. B. des 
Mikroskops) eingeblendet werden. Auf dem Weg zur Prozessunterstützung im Operationssaal 
konnte eine Methode gefunden werden, mit der die Aktivität bzw. Inaktivität der im OP 
verwendeten Geräte erkannt wird. Dies gelingt mithilfe der videodatenbasierten Extraktion von 
Geräteinformationen. Dabei konnte auf eine Veränderung der Geräte selbst oder des 
Arbeitsablaufes im Operationssaal verzichtet werden. Die Methode kann auch bei Geräten 
angewendet werden, die aufgrund ihrer technischen Voraussetzungen oder der Beschaffenheit 
der Netzwerkinfrastruktur nicht in ein OP-Netzwerk eingebunden sind und darüber Daten zur 
Verfügung stellen. Die Analyse der Daten kann in Echtzeit auf Standardhardware erfolgen, 
jedoch musste bei der Analyse immer die Historie betrachtet werden, so dass eine Verzögerung 
bei der Erkennung auftrat, welche von der Parametrisierung des Algorithmus abhängt. Die 
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Evaluationsstudie konnte zeigen, dass die Verzögerung bei der Erkennung von Aktivität im 
Videobild bei Ultraschallgerät und Navigation unter zwei Sekunden liegen kann. Das Ende einer 
Interaktion benötigt bei allen untersuchten Geräten eine längere Betrachtung der 
Vergangenheit und damit eine größere Verzögerung. Die Interaktion mit den Medizingeräten 
beinhaltet auch Phasen, in denen der Chirurg die Bilder interpretiert und nicht durch eine 
Bewegung mit ihnen interagiert. Um diesem Umstand zu begegnen, wurden die Zeiträume 
verlängert, die der Algorithmus zur Umschaltung von aktiver Phase zu inaktiver Phase 
betrachtet.  
Für alle in der Evaluation betrachteten Geräte (Ultraschall, Navigationssystem und Mikroskop) 
konnte derselbe Ansatz gewählt werden, jedoch wurde für jede Geräteklasse eine eigene 
Parametrisierung benötigt. Diese Parametrisierung muss bei Verwendung eines anderen 
Gerätes derselben Geräteklasse voraussichtlich angepasst werden. Ebenfalls angepasst werden 
müssen die Regionen innerhalb der Videodaten, die für die unterschiedlichen Arten der Analyse 
verwendet werden sollen. Für die Evaluationsstudie wurden die Parameter empirisch festgelegt, 
für eine breitere Nutzung des Ansatzes kann die Parametrisierung möglicherweise automatisch 
bestimmt werden, indem ein automatisches Optimierungsverfahren anhand von annotierten 
Trainingsdatensätzen implementiert wird. Mit der vorgestellten Arbeit sollte die Machbarkeit 
des vorgestellten Ansatzes gezeigt werden, eine automatische Optimierung war nicht 
Bestandteil. Nach Festlegung der Parametrisierung konnte diese für alle Aufnahmen mit der 
Modalität angewendet werden. Dies und die Nutzung verschiedener Eingriffsarten (Behandlung 
von Aneurysmen, Hirnschlag und Hirntumor) weist darauf hin, dass der Ansatz wahrscheinlich 
auch auf andere Eingriffsarten und eine beliebige Anzahl von Daten angewendet werden kann. 
Die Erkennung der Nutzung des Ultraschallgeräts basierte hauptsächlich auf der Analyse des 
Ultraschallbildes. Die Erkennungsraten zeigten eine sehr robuste Erkennung und es gab nur 
wenige Fälle, in denen eine Erkennung kompliziert war, beispielsweise kann das Ultraschall-Gel 
bereits einige Zeit vor Einsatz des Gerätes durch den Springer aufgebracht werden. Diese 
Prozedur erzeugt große Bildartefakte, welche der Algorithmus als Interaktion deuten kann. Bei 
der Evaluation trat dies einmal für einige Sekunden auf.  
Bei der Analyse der Navigationsvideodaten wurden geringere Erkennungsraten erreicht. Die 
vorgestellte Verarbeitungspipeline war nicht in der Lage in jedem Fall eine kontinuierliche, 
stabile Erkennung der Interaktion während der Registrierungsphase zu gewährleisten. In dieser 
Phase, vor allem während der eigentlichen landmarken- oder oberflächenbasierten 
Registrierung sind im Videobild nur sehr kleine Veränderungen sichtbar, welche zusätzlich von 
längeren Pausen unterbrochen werden. In der Erkennung wird der Registrierungsprozess 
44 
 
deshalb häufig fragmentiert, auch wenn eine durchgehende Nutzung des Systems durch den 
Chirurgen stattfindet. Im weiteren Verlauf des Eingriffs fanden weitere kurze 
Fehlinterpretationen durch den Algorithmus statt. Durch die gewollt hohe Sensitivität bei der 
Erfassung von Aktivität wurde auch der automatisch auftretende Dialog mit der Aufforderung 
an den Chirurgen die Genauigkeit zu prüfen als Aktivität aufgefasst, auch wenn der Chirurg 
diesen nicht beachtete.  
Bei der Analyse der Videodaten des Mikroskops musste ein akzeptabler Mittelweg zwischen 
einer Erkennung der Aktivität und der Vermeidung einer hohen Fragmentierung der 
Erkennungsergebnisse gefunden werden. Ein häufiger Wechsel zwischen den Zuständen 
(aktiv/inaktiv), vor allem wenn diese nicht einen tatsächlichen Wechsel des genutzten Gerätes 
bedeuten, führt zu einem erheblichen Mehraufwand bei den weiterverarbeitenden Systemen, 
da diese mit ihrer internen Programmlogik diese fehlerhaften Zustandswechsel kompensieren 
müssen. Ohne eine Vermeidung der Wechsel kann es bei nachgelagerten Systemen zu 
fehlerhaften Vorgängen kommen, die zu einer sinkenden Nutzerakzeptanz oder im schlimmsten 
Fall zu kritischen Situationen führen. Zur Vermeidung der Fragmentierung musste auch beim 
Wechseln in den aktiven Erkennungszustand eine längere Verzögerung respektive eine längere 
Historie genutzt werden. Die größten Herausforderungen bei der sicheren Erkennung waren 
dabei nicht beabsichtige Bewegungen des Mikroskops sowie teilweise sehr geringe 
Veränderungen im Videobild während des Eingriffs. Neben den kleinen und langsamen 
Bewegungen, zum Beispiel beim Lösen des Tumorgewebes vom gesunden Hirngewebe, wurden 
auch sehr feine Instrumente wie Nadel und Faden beim Zunähen des Situs zum Einsatz gebracht. 
Im Gegensatz zu den anderen Modalitäten fanden sehr viel mehr Wechsel zwischen Interaktion 
und Inaktivität pro Aufnahme statt (Mittelwert = 62). Trotz dieser Herausforderungen konnten 
Erkennungsraten über 90 % über alle Aufnahmen erreicht werden. 
Der vorgeschlagene Ansatz wurde entwickelt, um Dokumentation und Workflow Recognition zu 
unterstützen. Die Dokumentation basiert dabei auf retrospektiven Daten und kann mit den 
korrigierten Ausgabezeiten der Software arbeiten. Die Studie konnte zeigen, dass hohe 
Erkennungsraten mit geringen Verzögerungen möglich sind und der Ansatz damit auch für eine 
intraoperative Nutzung von Interesse ist. Die für die Workflow Recognition relevanten Fälle in 
denen Ultraschall oder Navigation eingesetzt werden, konnten mit einer Verzögerung von 
weniger als zwei Sekunden sicher erkannt werden. Mit dieser Funktion lassen sich beispielsweise 
automatisch die relevante Videoquelle auf dem Primärmonitor darstellen und damit die Arbeit 
des OP-Teams unterstützen. Ein früher Prototyp eines solchen System unter Nutzung der 
Videoerkennung wurde vom Autor dieser Arbeit bereits in [29] vorgestellt. Für eine stabile und 
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nicht fragmentierte Erkennung der Mikroskopnutzung musste im Gegensatz zu den beiden 
übrigen Modalitäten eine längere Sequenz von Bildern betrachtet werden, die zu einer 
Verzögerung in der Erkennung von ca. vier Sekunden führte. Die Information kann unter 
Umständen für die weitere Nutzung in der Workflow Recognition relevant sein. Die 
nachgeschalteten Systeme müssen allerdings in der Lage sein, diese in ihren Modellen 
abzubilden. 
4.3 Erfassung von Informationen durch OP-Integration 
Neben der Nutzung von externer Sensorik bzw. der Analyse von erfassten Bilddaten stellt die 
Verwendung von medizinischen Geräten bzw. deren Parametrisierung eine Informationsquelle 
dar. Beispielsweise können verschiedene Phasen einer Operation daran unterschieden werden, 
welche technischen Systeme zum Einsatz kommen und auch die Information, dass eine Fräse 
mit einer Drehzahl > 0 arbeitet kann dazu einen Beitrag leisten. Die Kollegen um Hubertus 
Feussner konnten in verschiedenen Studien unter Einsatz externer Sensorik zur Erfassung der 
Geräteaktivität gute Ergebnisse für die Phasenerkennung erreichen [108], [123]. Aufgrund der 
bisher oftmals nicht vorhandenen Vernetzung der Medizintechnik bzw. der Nutzung 
proprietärer Protokolle bei der Vernetzung musste bisher auf Hilfsmittel für die Erfassung der 
Daten zurückgegriffen werden. Seit einigen Jahren besteht immer mehr die Bestrebung durch 
eine offene Vernetzung von Medizingeräten und Klinik-IT diese Beschränkungen zu beseitigen. 
4.3.1 Stand der Forschung 
Bereits vor mehr als zehn Jahren wurden die Möglichkeiten einer gemeinsamen technischen 
Infrastruktur und damit eines digitalen, integrierten Operationssaales diskutiert [19], [124], 
[125]. Gemein ist Arbeiten, dass sie durch eine verbesserte Vernetzung im Medizinsektor die 
Behandlung des Patienten optimieren und das Personal in seiner Arbeit unterstützen wollen. Im 
Rahmen von Produktentwicklungen verschiedener kommerzieller Lösungen u.a. KARL STORZ 
OR113, Richard Wolf Core Nova14 und Olympus EndoAlpha15 sowie diverser Forschungsprojekte 
wurden die Herausforderungen, die mit einer Vernetzung von Medizinprodukten einhergehen, 
aufgezeigt. Einen Überblick über den US-amerikanischen Markt und die größten Anbieter von 
integrierten Operationssälen gibt der Bericht von iData Research [126]. Aktuelle Produkte der 
genannten Hersteller verwenden dabei monolithische Lösungen basierend auf einer 
 
13 „Karl Storz OR1“, 06-März-2020. [Online]. Verfügbar unter: https://www.karlstorz.com/de/de/karl-
storz-or1.htm 
14 „Richard Wolf Core Nova“, 07-März-2020. [Online]. Verfügbar unter: http://www.richard-
wolf.com/de/integration/core-nova.html 





proprietären Vernetzung sowohl bei den genutzten Protokollen als teilweise auch bei der 
verwendeten Hardware. Dabei sind im Bereich der Medizin neben den technischen 
Herausforderungen ebenso regulatorische und juristische Aspekte von großer Bedeutung. Um 
den Marktzugang für eine Vielzahl von Unternehmen unterschiedlicher Größe zu erleichtern und 
die Austauschbarkeit und Erweiterbarkeit von Systemen zu ermöglichen, wurde in vielen der 
Forschungsprojekte auf die Verwendung einer auf offenen Standards basierenden 
Integrationsinfrastruktur Wert gelegt [127]–[129]. Gerade für den Wirtschaftsstandort 
Deutschland ist dies von großem Interesse. Deutschland ist eines der führenden Länder bezogen 
auf Unternehmen der Medizintechnik. Aktuell sind mehr als 1300 dieser Unternehmen mit 
ihrem Hauptsitz in Deutschland gemeldet, ein substanzieller Anteil davon fällt in die Kategorie 
der kleinen und mittelständischen Unternehmen (KMU)16. Technisch unterscheiden sich die 
kommerziell verfügbaren Systeme stark von den wissenschaftlichen Projekten mit dem Ziel einer 
intergierten OP-Infrastruktur. Die meisten kommerziellen Systeme setzen aktuell auf einer 
busartigen Infrastruktur mit spezieller Hardware zur Verbindung der Komponenten auf (z.B.: SCB 
der Firma Karl Storz SE und Co.KG). Unter Einsatz von Gateways können diese um IP-basierte 
Kommunikationsstrecken ebenso erweitert werden wie durch Echtzeitbussysteme für kritische 
Anwendungsfälle (vgl. [58] S. 11). Bei Projekten mit akademischem Hintergrund gibt es weltweit 
derzeit drei Forschungsgruppen, das Smart Cyber Operating Theater (SCOT) Projekt in Japan 
[130], das MDPnP-Programm17 zur Realisierung des Integrated Clinical Environment (ICE) in den 
USA sowie die deutsche Initiative OR.NET18, welche auf diversen vorangegangenen Projekten 
mit unterschiedlichen Projektbeteiligten basiert. Gemein ist allen Forschungsvorhaben das Ziel, 
eine Interoperabilität zwischen den verschiedenen technischen Systemen zu erreichen. Nach 
der Definition aus dem HIMSS Wörterbuch (Healthcare Information and Management Systems 
Society) ist Interoperabilität die Fähigkeit eines Systems „to work together within and across 
organizational boundaries in order to advance the effective delivery of healthcare for individuals 
and communities“ [131]. Eine Einteilung der verschiedenen Arten von Interoperabilität gibt 
beispielsweise das National Committee on Vital and Health Statistics (NCVHS) im Jahr 2000. Das 
Komitee unterteilt Interoperabilität in: 
 
16 „Destatis, Statistiken zur Medizintechnik“, 07-März-2020. [Online]. Verfügbar unter: 
https://de.statista.com/themen/793/medizintechnik/ 
17 „MDPnP“, 07-März-2020. [Online]. Verfügbar unter: 
http://www.mdpnp.org/MD_PnP_Program___OpenICE.html 
18 „OR.NET“, 07-März-2020. [Online]. Verfügbar unter: https://ornet.org 
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• Grundlegende Interoperabilität: die Fähigkeit Daten auszutauschen 
• Funktionelle Interoperabiltät: Struktur oder Format der übertragenen Daten (Syntax der 
Nachricht wird definiert) 
• Semantische Interoperabiltät: die Informationen in Nachrichten können verarbeitet und 
verstanden werden 
Die Definition wurde dem „Report to the Secretary of the U.S. Department of Health and Human 
Services“ über „Uniform Data Standards for Patient Medical Record Information”[132] 
entnommen und frei übersetzt. Auch die Definition von Interaoperabilität, wie sie in der Medical 
Device Regulation (MDR) vom 5. April 2017 im Artikel 2-26 definiert ist19, ist als Basis für die 
weitere Arbeit von Bedeutung: „Interoperabilität bezeichnet die Fähigkeit von zwei oder mehr 
Produkten – einschließlich Software – desselben Herstellers oder verschiedener Hersteller,  
a) Informationen auszutauschen und die ausgetauschten Informationen für die korrekte 
Ausführung einer konkreten Funktion ohne Änderung des Inhalts der Daten zu nutzen 
und/oder 
b) miteinander zu kommunizieren und/oder 
c) bestimmungsgemäß zusammenzuarbeiten;“ 
Johner definiert auf Basis der obigen Definition vier Ebenen der Interoperabilität (vgl. [133] 
S. 200f): 
a) Organisatorische Ebene: ermöglicht systemübergreifende Prozesse und Rollen 
b) Semantische Ebene: ermöglicht ein einheitliches Verständnis der Informationseinheiten 
c) Syntaktische Ebene: ermöglicht das Erkennen von Informationseinheiten in den Daten 
d) Strukturelle Ebene: ermöglicht die Übertragung der Daten zwischen zwei oder mehr 
Systemen 
Die einzelnen Forschungsvorhaben unterscheiden sich sowohl in ihrem Umfang als auch in den 
gewählten Lösungen. Das gemeinsame Ziel durch eine verbesserte Vernetzung einen Vorteil für 
Behandelnden oder Patienten zu erreichen, führt zu dem Wunsch einer möglichst umfassenden 
Vernetzung bis hin zu einer semantischen Interoperabilität. Diese wird allerdings von 
verschiedenen Lösungen unterschiedlich gut ermöglicht und stellt große Herausforderungen an 
die verwendeten Technologien. Das SCOT-Projekt setzt dabei auf eine hohe Integration von 
Robotern zur Unterstützung des OP-Personals sowie auf eine Datenintegration zur besseren 
 




Visualisierung der einzelnen Parameter für den Chirurgen. Die ersten Konzepte wurden bereits 
2011 veröffentlicht [134]. Technische Basis der Geräteintegration stellt die Open 
Robot/Ressource interface for the network (ORiN) der Denso Corporation dar20. Zum jetzigen 
Stand des Projektes gibt es keine offenen Ansätze zur Vernetzung von Medizinprodukten. Die 
Anbindung findet durch die beteiligten Firmen unter Verwendung der ORiN-Middleware statt 
[130]. Bei ORiN handelt es sich um eine Middleware, die ursprünglich für den Einsatz in der 
Industrie entwickelt und anschließend durch das SCOT-Projekt an die Anforderungen des 
Operationssaales angepasst wurde. Da kein standardisiertes Datenmodell verwendet wird und 
Teile der Funktionen auf einer Serverkomponente implementiert werden müssen, kann man 
nicht von einer dynamischen Vernetzung sprechen. Im Rahmen der gegenseitigen Besuche der 
Mitarbeiter des Institute for Advanced Biomedical Engineering & Science at Tokyo Women’s 
Medical University und des Innovation Center Computer Assisted Surgery wurde eine engere 
Zusammenarbeit auf dem Gebiet der offenen Vernetzung vereinbart. Durch die sehr 
unterschiedlichen Ansätze der Vernetzung wird im Verlauf des Projektes eine 
Konnektorkomponente entwickelt, welche eine Teilmenge der Daten zwischen den beiden 
Vernetzungslösungen austauscht. Ziel ist es außerdem, ein Mapping zwischen den 
Modellierungen zu entwickeln und damit die Möglichkeit einer dynamischen Einbindung von 
Komponenten in das Netzwerk zu schaffen.  
Die amerikanische Medical Device Plug-n-Play (MDPnP) Initiative beschäftigt sich ebenfalls seit 
ca. 2005 mit der herstellerunabhängigen Vernetzung von Medizingeräten und IT-Systemen. 
Technisch basiert die sogenannte Integrated Clinical Environment (ICE) auf dem Standard 
Medical Devices and Medical Systems – Essential safety requirements for equipment comprising 
the patient-centric integrated clinical environment (ICE) – Part 1: General requirements and 
conceptual model [135]. Im Gegensatz zum OR.NET-Ansatz nutzt MDPnP derzeit Data 
Distribution Services (DDS) als Paradigma zur Vernetzung. Ziel ist es, dass Services die 
Möglichkeit haben, ohne implizites Wissen über die Geräte im Netzwerk Mehrwerte zur 
Verfügung zu stellen. OpenICE als Plattform zur Demonstration existiert seit 2012 und ist seit 
2013 Open-Source. Bereits in den Jahren davor gab es einen klinischen Demonstrator mit Fokus 
auf die Verknüpfung von Radiologie und Anästhesie [136]. Für die Einbindung von 
Medizingeräten in eine vernetzte Umgebung werden vom Standard bereits drei 
Integrationsszenarien vorgeschlagen [137]. Diese decken sich mit den im OR.NET-Projekt von 
den Partnern genutzten Ansätzen (vgl. Abschnitt 7.3). 
 
20 „ORiN“, 05-Apr-2017. [Online]. Verfügbar unter: http://www.orin.jp/e/purpose/. 
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Deutsche Forschungsinstitute beschäftigen sich ebenfalls seit mehr als 10 Jahren mit der 
Vernetzung von Medizingeräten und medizinischer Software. Neben Lösungen, die vor allem 
von einzelnen Instituten vorangetrieben wurden, wie zum Beispiel die TIMMS Communication 
Library [138], wurden vom Bundesministerium für Bildung und Forschung (BMBF) und vom 
Bundesministerium für Wirtschaft und Technologie (BMWi) mehrere Projekte gefördert und mit 
Firmenbeteiligung umgesetzt. Dazu zählen die Projekte Dienste-orientierte OP-Integration 
(DOOP) [139], Tekomed21, SmartOR22 [129], [140] und das Projekt OR.NET23. Die genannten 
Projekte basieren alle auf dem Paradigma der Serviceorientierten Architektur (SOA). Die OASIS 
(Organization for the Advancement of Structured Information Standards) definiert eine SOA im 
SOA Refererence Model folgendermaßen: Service Oriented Architecture (SOA) is a paradigm for 
organizing and utilizing distributed capabilities that may be under the control of different 
ownership domains [141]. Das Referenzmodell gibt weiterhin eine Menge von Funktionalitäten 
vor, die mit dem Paradigma erreicht werden sollen und die auch für ein medizinisches Netzwerk 
von großem Interesse sind. Im Abschnitt 4.3.2.3 (Service-orientierte Gerätekommunikation) 
werden einige der Funktionen einer SOA beschrieben, die für eine Anwendung in einem 
dynamischen Netzwerk von besonderem Interesse sind. 
4.3.2 Grundlagen des Projektes OR.NET 
Der aktuelle Abschnitt beschreibt technische Grundlagen, die während der Projektlaufzeit des 
Projektes OR.NET zwischen 2012 und 2016 gemeinsam mit vielen Partnern entstanden. Der 
Autor dieser Arbeit war an den Forschungsarbeiten und als Leiter des Teilprojektes 6 
„Pilotprojekte/Demonstratoren“ sowohl an der Entwicklung als auch an der Umsetzung beteiligt 
(vgl. Kapitel 7). Konkret hat er dafür die Anforderungsanalyse mittels Interviews und 
Beobachtungen in HNO-, Neuro- und Herzchirurgie durchgeführt. Basierend auf den Ergebnissen 
wurde von ihm ein Konzept für die Evaluation und die dafür notwendige prototypische 
Implementierung am Standort Leipzig erstellt (vgl. Kapitel 7.5). Gemeinsam mit den 
Projektpartnern wurden auch Mehrwertdienste konzipiert, an denen die Vorteile einer offenen 
Vernetzung vorgestellt werden können (vgl. Kapitel 6). Im Verlauf des Projektes war es Aufgabe 
des Autors, den Umbau des Demonstratorraumes zu konzipieren und zu beauftragen, die zu 
implementierenden Dienste gemeinsam mit den Projektpartnern zu konzipieren sowie die 
Evaluation zu planen und in die Praxis umzusetzen. Darüber hinaus oblag es ihm im Rahmen des 
Teilprojekts, die Projektpartner zu koordinieren und die Arbeit zu synchronisieren. Die 
 
21 „Tekomed“, 07-März-2020. [Online]. Verfügbar unter: https://kosse-sh.de/projekte/tekomed/ 
22 „SmartOR“, 07-März-2020. [Online]. Verfügbar unter: http://www.meditec.hia.rwth-
aachen.de/de/forschung/abgeschlossene-projekte/smartor/ 
23 „OR.NET“, 05-Apr-2017. [Online]. Verfügbar unter: ornet.org 
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Ergebnisse des Projektes wurden von unterschiedlichen Autoren in [142]–[145] veröffentlicht. 
Da die Entwicklung der Kommunikationsarchitektur nicht Bestandteil dieser Arbeit ist, sondern 
ein besseres Verständnis der folgenden Kapitel ermöglichen soll, werden bestimmte Aspekte 
nicht im Detail beschrieben, sondern lediglich referenziert. Die Integrationsstrategien der 
unterschiedlichen Hersteller von Hard- und Softwarekomponenten im Projekt OR.NET sowie 
eine Beschreibung der unterschiedlichen Demonstratorstandorte mit ihren spezifischen 
Spezialisierungen und Anwendungsfällen wurde in [144] veröffentlicht. Für den Standort Leipzig 
sind die Entwicklungen in Kapitel 7 ausführlich beschrieben. 
Das Projekt OR.NET, welches in den Jahren 2012-2016 vom Bundesministerium für Bildung und 
Forschung mit rund 15 Mio. € gefördert wurde, hatte zum Ziel, innerhalb von Deutschland eine 
gemeinsame, offene Vernetzung von Medizingeräten und IT-Systemen zu entwickeln. Dabei 
wurde in einer ganzheitlichen Betrachtung neben den notwendigen Technologien auch eine 
spätere Nutzung durch die Klinikbetreiber, Fragestellungen der Zulassung von vernetzten 
Medizingeräten sowie das Einbringen der Ideen in internationale Standardisierungsgremien 
einbezogen. Das Konsortium umfasste neben 42 geförderten Partnern zusätzlich ca. 50 
assoziierte Partner. Bei der Gründung des Konsortiums wurde auf die Einbeziehung aller 
relevanten Stakeholder geachtet. Neben Unternehmen aus dem Bereich der Medizingeräte- und 
Softwareentwicklung (z. B. Karl Storz GmbH, Richard Wolf GmbH, VISUS GmbH) waren auch 
Normungs- und Standardisierungsorganisationen (DIN e.V., IHE Deutschland e.V., VDE e.V.), 
Klinikbetreiber (Uniklinikum Heidelberg, Uniklinikum Schleswig-Holstein, Rhön Klinikum AG), 
unterschiedliche Fachkliniken sowie Forschungsinstitute mit verschiedenen Schwerpunkten 
(Vernetzung, IT-Sicherheit, Medizinprodukterecht u.a.) vertreten. Zur Präsentation der 
Ergebnisse sowie zur Evaluation mit verschiedenen Nutzern wurden Demonstratoren an 
unterschiedlichen universitären Standorten entwickelt. Abbildung 13 stellt die Zusammenhänge 
zwischen den Teilprojekten und die gegenseitigen Einflüsse dar. Im Rahmen dieser Arbeit wird 
primär auf die Technologie (Teilprojekt 2) sowie auf die Überführung in die praktische 
Anwendung in den Demonstratoren (Teilprojekt 6) eingegangen, da diese für eine 
Prozessunterstützung relevant sind bzw. im Falle der Demonstratoren eine praktische 




Abbildung 13: Aufteilung in Teilprojekte im Forschungsprojekt OR.NET24 
In den folgenden Abschnitten wird auf die dem OR.NET-Projekt zugrunde liegende Architektur 
sowie auf die technologischen Grundlagen der Intergerätekommunikation sowie der 
Kommunikation zwischen Klinik-IT und Operationssaal eingegangen.  
4.3.2.1 Architektur der Intergerätekommunikation 
Im Zuge der Anforderungsanalyse zu Beginn des Projektes [146] wurden verschiedene Gruppen 
von notwendigen Funktionen identifiziert. Bei der Anforderungsanalyse wurden sowohl Ärzte 
als auch Klinikbetreiber und Hersteller von Medizingeräten und Medizinsoftware befragt. Dabei 
wurden Anforderungen unterschiedlicher Granularität erfasst. Die spezifischen Anforderungen 
der Anwender wurden zu allgemeinen technischen Anforderungen abstrahiert. Durch ein 
Überführen in eine Kommunikationsmatrix und durch Diskussion mit Experten konnten 
anschließend die Anforderungen an die Kommunikationsarchitektur abgeleitet werden. Einen 
Überblick über die unterschiedlichen Anforderungen der drei primären Stakeholder (Kliniker, 
Krankenhausbetreiber und Hersteller von Medizinprodukten) geben Czaplik et al. [142]. 
 
24 Entnommen aus dem Projektantrag OR.NET vom Oktober 2012. Projektkoordination durch Uniklinikum 
Heidelberg (ZIM), RWTH Aachen (meditec) und TU München (mimed) 
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Aus einer Befragung der im Projekt beteiligten Hersteller nach den Anforderungen an die 
Kommunikationsarchitektur ergaben sich vier Klassen von Daten. Die folgende Klassifikation 
wurde in der Veröffentlichung von Pfeiffer et al. vorgeschlagen [143]. 
• Klasse A: Daten von Klinik-IT-Systemen, wie Bilddaten, Patientendemografie oder 
eingriffsabhängige Konfigurationsdaten. Diese haben kaum oder keine Anforderungen 
an die Übertragungslatenz. Eine verzögerte Übertragung führt normalerweise nicht zu 
einer Gefährdung des Patienten. 
• Klasse B: Konfigurationsdaten oder Geräteparametrisierungen. Bei dieser Art von Daten 
steht die Nutzbarkeit des Systems im Vordergrund. Entsprechend müssen die Latenzen 
von den Nutzern der Systeme akzeptiert werden. Die Ende-zu-Ende-Latenz sollte dabei 
300-400 ms nicht überschreiten. Verzögerte Daten sollten normalerweise dem 
Patienten nicht schaden. 
• Klasse C: Kontrolldaten, die zu einer aktiven Steuerung von Geräten eingesetzt werden. 
Dazu zählen das Aktvieren einer Fräse oder das Auslösen eines HF-Schneidegerätes. Der 
Verlust von Daten kann ernsthafte Konsequenzen für die Gesundheit des Patienten 
haben. Die zulässigen Latenzen hängen stark vom Einsatzgebiet ab und sollten zwischen 
10 und 100 ms liegen. Das Netzwerk muss eine Übertragung im Sinne einer 
Echtzeitkommunikation sicherstellen können. Die meisten aktuellen Steuerszenarien 
lassen sich der Klasse C zuordnen.  
• Klasse D: Echtzeitkommunikation mit Anforderungen an die maximale Latenz <1 ms. 
Dies ist bei heutigen Einsatzszenarien noch nicht notwendig. Die Autoren beschreiben 
als mögliches Einsatzszenario die Steuerung von Roboter mit der Anforderung mehrere 
Achsen synchron zu halten. 
Ziel bei der Entwicklung der Kommunikationsarchitektur war es, bestehende 
Kommunikationsstandards einzubeziehen und nicht zu ersetzen. Aus Sicherheitsgründen wurde 
von einer direkten Integration des Operationssaales in das Netz der Klinik abgesehen. Dies bietet 
unter anderem den Vorteil, dass die Kommunikation aus und in den Operationssaal besser 
abzusichern ist und damit das Eindringen von Schadsoftware verringert werden kann. Heutige 
Systeme, die in Operationssälen oder Intensivstationen arbeiten, wie zum Beispiel 
Anästhesiesysteme oder kommerzielle Integrationslösungen, arbeiten nach demselben Prinzip 
(z. B.: Dräger Infinity Gateway Suite25).  
 





Um den Anforderungen der Hersteller gerecht zu werden, wurden diese in drei Klassen von 
Kommunikationsinhalten zusammengefasst und in eine Kommunikationsarchitektur überführt 
(vgl. Abbildung 14):  
• Kommunikation mit Echtzeitanforderungen,  
• Kommunikation ohne Echtzeitanforderungen sowie  
• Parameter mit einem Patienten- oder Eingriffsbezug.  
 
Abbildung 14: Kommunikationsarchitektur im Projekt OR.NET, Quelle: Björn Andersen (Universität zu 
Lübeck) 
Bild- und Videodaten zwischen Medizingeräten und Monitoren werden über bestehende 
Kommunikationskanäle und bestehende Standards übermittelt und sind derzeit nicht 
Bestandteil der im Projekt OR.NET entwickelten Kommunikationsarchitektur. Die Anbindung an 
vorhandene IT-Systeme wie KIS und PACS werden über die linke Säule realisiert. Dabei kommen 
sowohl Gateways als auch spezielle Komponenten als Mediatoren zwischen IT-Systemen und 
Medizingeräten (z. B. Konnektor IS) zum Einsatz. Die mittlere Säule repräsentiert die 
Kommunikation zwischen Medizingeräten ohne Echtzeitanforderungen, also beispielsweise den 
Austausch von Geräteparameter oder auch die Verteilung von Alarmen. Echtzeitfunktionalitäten 
wie das Auslösen eines HF-Gerätes müssen besonders abgesichert werden. Dazu wurde im 
Projekt auf eine Powerlink-Kommunikation zurückgegriffen. Die Konfiguration des 
Echtzeitnetzes erfolgt weiterhin über eine service-orientierte Kommunikation (SDC – Service-
oriented Device Connectivity). 
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4.3.2.2 Kommunikation zwischen Operationssaal und Klinik-IT-Systemen 
Da die Verfügbarkeit von patientenspezifischen (HL7 Patient Demographic Object - PDO), 
eingriffsspezifischen Daten (HL7 - Order Entry - ORM) oder Bilddaten im Operationssaal von 
großer Bedeutung sind und gleichzeitig die Klinik-IT über Vorgänge im OP informiert werden soll, 
ist eine Integration der Klinik-IT-Systeme von zentraler Bedeutung. Für diesen Bereich gibt es 
bereits etablierte Standards wie HL7 oder DICOM. Bei Medizingeräten oder Softwaresystemen, 
die diese Kommunikationsstandards verarbeiten können, wurde eine Gatewayarchitektur 
vorgesehen. Für Medizingeräte ohne die Möglichkeit, nativ über die genannten Schnittstellen 
auf die Daten zuzugreifen, wurde mit der SDC-Standardfamilie (Service-oriented Device 
Connectivity) eine neue Zugriffsmöglichkeit auf eine relevante Teilmenge der Informationen 
geschaffen. Dazu wurden sogenannte Kontexte definiert, welche folgendermaßen strukturiert 
sind [145]:  
• Location Context beschreibt die physische Position des Gerätes 
• Ensemble Context definiert Gruppen von Medizingeräten, die eine gemeinsame 
Aufgabe erfüllen 
• Patient Context enthält Informationen über den Patienten 
• Workflow Context enthält klinische und administrative Informationen über die 
durchgeführte Prozedur und dessen Workflow 
• Operator Context stellt Informationen zu den möglichen Nutzern der Medizingeräte 
bereit 
In den Demonstratoren gab es mehrere Implementierungen sogenannter Kontextmanager, 
deren Aufgabe es war, patienten- und eingriffsspezifische Daten aus dem 
Krankenhausinformationssystem zu erhalten, sie dem Personal anzuzeigen und anschließend 
die Kontexte auf die angebundenen Geräte zu übertragen. Der Kontextmanager wurde als 
sicherheitsrelevante Komponente konzipiert, welche den Geräten, die an der Intervention 
teilnehmen sollen, einen eindeutigen Schlüssel überträgt (Ensemble Context). Dieser Schlüssel 
muss anschließend während der Kommunikation übertragen werden und verhindert damit, dass 
Geräte, die nicht beteiligt sein sollen (z. B.: weil sie sich nicht im selben Raum befinden) 
steuerbar oder auslesbar sind. Dieser Vorgang wird als Sessionerstellung und 
Sessionmanagement bezeichnet und wurde von Kasparick et al. beschrieben [147]. Die Autoren 
gehen in ihrem Artikel ebenfalls genauer auf die Sicherheitsmechanismen ein.  
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4.3.2.3 Serviceorientierte Gerätekommunikation 
Bestehende Kommunikationsstandards im Operationssaal wie HL7 oder DICOM sind für eine 
Übertragung von Patienten- oder Bilddaten gut geeignet, allerdings wurden sie nicht für eine 
Gerät-zu-Gerät-Kommunikation entwickelt und können den entsprechenden Anforderungen an 
diese nicht gerecht werden. Viele Funktionen, die in der Anforderungsanalyse identifiziert 
wurden, wie das Einstellen von Parametern von Medizingeräten, die Auswahl von 
anzuzeigenden Informationen oder das Einblenden von Werten im Sichtfeld des Chirurgen [142] 
sind der Datenklasse B zuzuordnen. Dabei einzuhaltende Zeitschranken richten sich dabei nach 
der Akzeptanz durch menschliche Nutzer oder den Anforderungen der weiterverarbeitenden 
Systeme bei einer maschinellen Nutzung. Wichtig für eine hohe Flexibilität im Operationssaal 
sind dabei Funktionen wie das automatische Erkennen neuer Kommunikationspartner, eine 
semantisch interoperable Selbstbeschreibung der Systeme sowie eine einfache 
Implementierbarkeit innerhalb der Medizinprodukte [142], [147]. Im Rahmen des Projektes 
OR.NET wurde dabei auf eine Erweiterung des Softwareparadigmas der Service-orientierten 
Architektur (SOA) zurückgegriffen. Im Folgenden wird deshalb kurz darauf eingegangen, wie die 
Service-orientierte Architektur (SOA) über die Service-oriented device architecture (SODA) hin 
zu einer Service-orientierten Medizingeräte-Architektur (SOMDA) angepasst wird. 
4.3.2.4 Grundlegende Funktionen der SOMDA 
Grundlegende Eigenschaften, die eine SOA für den Anwendungsfall eines offen vernetzten 
Operationssaales attraktiv machen, sind die lose Kopplung (loose coupling) als auch die 
standardisierte Beschreibung, die Abstraktion, die Wiederverwendbarkeit und die 
Zustandslosigkeit der Dienste. Unter loser Kopplung versteht man in diesem Zusammenhang 
eine geringe Abhängigkeit der verschiedenen Kommunikationsteilnehmer untereinander und 
die Verwendung von wenigen Schnittstellen [148]. Die Zustandslosigkeit der Dienste kann als 
eine Voraussetzung für die lose Kopplung gesehen werden. Dabei werden Anfragen an den 
Teilnehmer als unabhängig betrachtet, sind also nicht von der früheren Kommunikation 
abhängig. Teilnehmer in einem SOA-Netzwerk lassen sich in Service Provider, Service Consumer 
und die Service Registry unterteilen. Dabei ist es möglich, dass ein Kommunikationsteilnehmer 
mehrere dieser Rollen gleichzeitig einnimmt. Beispiel für einen Service Consumer kann eine 
Software sein, die alle Geräteparameter im Netzwerk visualisiert und dort den Nutzern zur 
Verfügung stellt. Ein reiner Service Provider wäre beispielsweise ein HF-Chirurgiegerät. Dieses 
stellt seine Funktionen (Abrufen und Verändern von Parametern, Alarme etc.) im Netzwerk zur 
Verfügung. Als reiner Provider abonniert er keine fremden Informationen. Vor allem komplexe 
Systeme und Medizingeräte erfüllen beide Rollen, wie beispielsweise ein OP-Mikroskop, 
welches seinen Fokus im Netzwerk bereitstellt (Service Provider) und gleichzeitig die Parameter 
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von anderen Geräten einblendet (Service Consumer). Damit Service-Consumer die Provider im 
Netzwerk finden können, gibt es weiterhin die Service Registry oder auch Broker, welche die 
Referenzen zu den bereitgestellten Diensten speichern. Ein Consumer hat dann die Möglichkeit, 
beim Broker anzufragen, welche Dienste zur Verfügung stehen, und erhält die Referenzen als 
Antwort. Anschließend kann dann eine direkte Verbindung zwischen Consumer und Provider 
aufgebaut werden. Der Broker kann als zentrale Komponente implementiert oder wiederum 
verteilt auf den einzelnen Systemen vorgesehen werden.  
Die am weitesten verbreitete Realisierung des SOA-Paradigmas sind Web Services. Das World 
Wide Web Consortium (W3C) definiert diese als Softwaresysteme, die dazu designt wurden, 
interoperable Maschinen-zu-Maschinen-Interaktionen in einem Netzwerk zu ermöglichen [149]. 
Als ein Zwischenschritt vor der Implementierung in Medizingeräten mit ihren speziellen 
Anforderungen wurde das SOA-Paradigma als interessantes Mittel zur Kommunikation zwischen 
Geräten mit eingeschränkten Ressourcen wie Sensoren oder Aktoren erkannt [150]. Dabei 
werden Geräte bzw. ihre Eigenschaften und Fähigkeiten als Services beschrieben. De Deugd et 
al. nennen dieses Paradigma SODA (Service-oriented device architecture). Eine aktuelle und auf 
die Bedürfnisse von Geräten mit geringen technischen Ressourcen angepasste Realisierung des 
SODA-Konzepts ist DPWS (Device Profiles for Web Services)26. DPWS benutzt dabei die 
sogenannten WS-*-Standards wie WS-Discovery, WS-Eventing etc. Da DPWS ein dynamisches 
Discovery vorsieht, kann mit dieser Implementierung auf einen zentralen Broker verzichtet 
werden. Der Discoverymechanismus kann dabei auf zwei Wegen agieren: sowohl explizit (aktive 
Suche nach Geräten) als auch implizit (Gerät meldet sich mit einer UDP-Multicast Hello-
Nachricht im Netzwerk an und beendet die Verbindung mit einer Bye-Nachricht) [147]. 
Im OR.NET-Projekt wurden die Konzepte der SODA zu einer Service-oriented medical device 
architecture (SOMDA) weiterentwickelt. Dabei wurden im Speziellen die erhöhten 
Sicherheitsanforderungen betrachtet. Kasparick et al. beschreiben in ihrem Artikel die folgenden 
Anforderungen als zentral [147]: 
• Standardisierte Beschreibung der übertragenen Daten 
• Patientensicherheit 
• Möglichkeit, eine Menge von zusammenhängenden Geräteverbünden zu definieren 
• Betrachtung von regulatorischen Problemen 
 
26 OASIS, „Devices Profile for Web Services Version 1.1“, Devices Profile for Web Services Version 1.1. 




Die einzelnen Punkte werden vom SOMDA-Konzept adressiert. Die reine Beschreibung der 
Schnittstellen ist bei Medizingeräten für eine korrekte Datennutzung nicht ausreichend. Es muss 
daher zusätzlich standardisiert beschrieben werden, welche Daten bereitgestellt und 
ausgetauscht werden, damit die Kommunikationspartner die Daten korrekt interpretieren und 
weiterverwenden können. Da es sich bei der Kommunikation von Medizingeräteparametern um 
kritische Funktionen handelt, müssen Maßnahmen zur Fehlervermeidung getroffen werden. 
Außerdem sind verschiedene Maßnahmen zur Sicherstellung einer sicheren Kommunikation im 
Konzept vorgesehen, wie verschlüsselte Kommunikation, eine zertifikationsbasierte 
Authentifikation oder eine Autorisation basierend auf White Lists [147].  
Im Rahmen des Projektes OR.NET sowie in der weiterführenden Arbeit nach Abschluss des 
Projektes sind verschiedene Software-Bibliotheken entstanden, die dem Entwickler eine 
einfachere Implementierung der Schnittstelle auf seiner Komponente ermöglichen. Aktuell 
(Stand November 2019) gibt es zwei Open-Source Java-Implementierungen (OpenSDC27 und 
OSCLibJ28) sowie eine Implementierung für C++ (OSCLibC29). In der nächsten Zeit ist außerdem 
mit der Freigabe einer Implementierung für Python zu rechnen. 
Im Folgenden wird kurz auf zentrale Aufgaben bei der Nutzung der SOMDA, auf die Modellierung 
der Geräte und ihrer Funktionen sowie auf die Nutzung der Funktionen eingegangen. 
Anschließend werden sowohl die zugrundeliegenden IEEE-Standards beschrieben als auch die 
Besonderheiten bei der Echtzeitkommunikation.  
4.3.2.5 IEEE 11073-10207 konforme Modellierung von Komponenten 
Voraussetzung für eine herstellerunabhängige Interoperabilität ist, dass sich die Geräte 
standardisiert beschreiben lassen. Im Rahmen der SDC-Kommunikation wird dazu das 
Datenmodell aus der IEEE 11073-10207, das Domain Information and Service Model (DIM) 
verwendet. Die Modellierung basiert auf einem Baum mit lediglich vier Ebenen, wie in Abbildung 
15 dargestellt.  
 
27 „OpenSDC, Java”, 07-März-2020 [Online]. Verfügbar unter: https://sourceforge.net/projects/opensdc/  
28 „SDCLib/J, Java”, 07-März-2020 [Online]. Verfügbar unter: https://bitbucket.org/besting-
it/sdclibcontrib/  





Abbildung 15: Exemplarischer Aufbau der Modellierung nach IEEE 11073-10207. Links: Allgemeine 
Modellierung. Rechts: Reduzierte Modellierung einer Fräs-/Spülkombination 
Links ist dabei die allgemeine Modellierung laut Standard dargestellt, auf der rechten Seite eine 
vereinfachte konkrete Umsetzung am Beispiel einer chirurgischen Fräse. Jeder Ebene können 
Alarme zugeordnet werden, auf die sich andere Kommunikationspartner genauso abonnieren 
können wie auf Änderungen in Teilen des Baumes. Die ersten drei Ebenen (von der Wurzel von 
oben nach unten betrachtet) dienen hauptsächlich der Strukturierung, in den Blättern sind dann 
die eigentlichen Parameter der Komponente gespeichert und können dort abgerufen und 
verändert werden. Das DIM trennt die Beschreibung der Komponenten, die Medical Device 
Description (MdDescription), von der Beschreibung des Zustandes der Komponenten als 
Medical Device State (MdState). Zusammen werden beide in der sogenannten Medical Device 
Information Base (MDIB) gespeichert. In der MdDescription werden alle Teilkomponenten mit 
den zugehörigen Typen, Einheiten und Abhängigkeiten beschrieben. Diese Informationen 
werden üblicherweise zu Beginn einer Verbindung ausgetauscht, um den 
Kommunikationspartnern einen Überblick über die zur Verfügung stehenden Funktionen 
bereitzustellen. Der MdState beschreibt die Werte aller Komponenten zum Zeitpunkt der 
Anfrage. Die MDIB kann von allen Teilnehmern des SOMDA-Netzwerkes abgerufen werden 
(getMDIB). Die Informationen können von den Geräten dazu verwendet werden, auf Funktionen 
zuzugreifen. 
Eine vollständige Beschreibung inklusive eines ausführlichen Beispiels anhand der Modellierung 
eines Pulsoximeters ist in der Veröffentlichung von Kasparick et al. zu finden [147]. 
4.3.2.6 Nutzung von Funktionen 
Nach dem Aufbau der Verbindung gibt es mehrere Möglichkeiten für ein System, sich über 
Änderungen eines Wertes eines anderen Gerätes informieren zu lassen. Neben der aktiven 
Anfrage nach dem Wert sind auch verschiedene Abonnementfunktionen implementiert. Die 
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Parameter können dabei sowohl periodisch (Periodic Event Report) als auch episodisch (Episodic 
Event Report), das heißt bei Veränderung des Parameters, erhalten werden.  
Für die Veränderung von Parametern gibt es zwei Möglichkeiten. Dies kann entweder durch 
einen setMetric-Befehl geschehen, wobei dann direkt ein bestimmter Wert angegeben werden 
muss, oder über eine ActivateOperation, welche eine Funktion beliebiger Komplexität am 
Zielgerät auslöst [151]. Activations selbst sind dabei zustandslos. Insgesamt bieten sich 
Activations besonders bei Funktionen an, die einen Button am Gerät nachempfinden. Es ist dann 
Aufgabe der internen Programmlogik der Komponente, die Activation korrekt zu interpretieren 
und umzusetzen. Beim dargestellten Beispiel der chirurgischen Fräse kann damit beispielsweise 
die maximale Fräsendrehzahl angepasst werden. Die Sprünge in der Drehzahl beim Drücken der 
Knöpfe am Gerät sind nicht äquidistant, so dass bei Nutzung der setMetic-Operation das Wissen 
über die möglichen Drehzahlen beim steuernden Gerät vorhanden sein müssen. Einen guten 
Überblick die aktuell in den Open-Source-Bibliotheken umgesetzten Funktionen gibt der Artikel 
von Besting et al. [152].  
4.3.2.7 Standardisierung 
Im Projekt OR.NET wurde die Standardfamilie IEEE 11073, bekannt aus dem Bereich der Point-
of-Care-Devices, als passend für eine Standardisierung ausgewählt. Dabei sollen die oben 
genannten drei Ebenen der Interoperabilität (strukturell/grundlegend, syntaktisch, semantisch) 
erreicht werden. Dafür wurden drei neue IEEE-Standards entwickelt, welche sich aktuell in der 
Phase der Übernahme durch die ISO (International Organization for Standardization) befinden:  
• ISO/IEEE 11073-20702 (Medical DPWS) 
• IEEE 11073-10207 (Domain Information- and Service-Model) 
• IEEE 11073-20701 (Service-Oriented Medical Device Exchange Architecture and 
Protocol Binding) 
Der Medical DPWS-Standard (IEEE 11073-20702) adressiert die grundlegende Interoperabilität 
und die neuen Sicherheitsmechanismen zur Erweiterung des DPWS-Standards auf die 
medizinische Domäne. Das Domain-Information and Service Model (IEEE 11073-10207) widmet 
sich der strukturelle bzw. syntaktischen Interoperabilität und ist unterteilt in zwei Abschnitte: 
Das Domain Information Model (DIM) beschreibt die Struktur der übertragenen Daten, das 
Service Model definiert, wie auf die Daten zugegriffen werden kann. Um die Austauschbarkeit 
einzelner Teile des Standards zu vereinfachen wurde ein dritter sogenannter Binding-Standard 
(IEEE 11073-20701) eingeführt, mit dem Verbindungen zwischen dem DIM, MDPWS und 
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anderen relevanten Protokollen (Network Time Protocol (NTP), Quality of Service (QoS)) 
hergestellt werden [147]. 
Zum Erreichen einer semantischen Interoperabilität müssen mindestes zwei weitere Standards 
aus der IEEE 11073-Familie erweitert werden. Die Nomenklatur (IEEE 11073-1010X) muss um 
die notwendigen Terme (Term codes) erweitert werden, mit denen die neuen Parameter 
semantisch beschrieben werden können. Um eine funktionierende Interoperabilität zwischen 
Medizingeräten verschiedener Hersteller ohne eine spezifische Anpassung an jeden 
Anwendungsfall zu ermöglichen, müssen Geräte einer Klasse (z. B.: HF-Geräte) ähnlich 
beschreiben werden. Diese Einigung auf eine Art der Modellierung wird als Device Specialization 
bezeichnet und ist im IEEE 11073-Standard vorgesehen. Aktuell existieren für den Bereich der 
PoC-Devices (Point of Care) bereits Device Specializations unter dem Standard IEEE 11073-104XX 
[147]. In einem Forschungsprojekt, initiiert von der Universität zu Lübeck und der Universität 
Rostock unter Beteiligung zahlreicher Hersteller, soll ein entsprechendes Vorgehen und 
anschließend eine Menge von Standards entwickelt werden [153], [154]. Diese ermöglichen eine 
Interoperabilität in der Medizin künftig unabhängig davon, ob die Vernetzungspartner zur 
Entwicklungszeit bereits bekannt sind. Dadurch wird eine äußerst wichtige Voraussetzung für 
den Einsatz von generischen, intelligenten Diensten sowie KI-Anwendungen im Operationssaal 
geschaffen [155].  
4.3.2.8 Echtzeitkommunikation 
Die Echtzeitkommunikation zwischen Geräten oder Real-time-computing wurde bereits in den 
1990er Jahren als relevantes Forschungsfeld identifiziert, da viele Anwendungen auf eine 
verlässliche und schnelle Kommunikation zurückgreifen müssen (z. B. Flugsysteme, Roboter). 
Neben der Korrektheit der Daten wurde durch Shin et al. die garantierte Übertragung der Daten 
in einem definierten Zeitintervall als Anforderung definiert [156]. Für die Kommunikation der 
oben (vgl. Abschnitt 4.3.2.1) genannten Datenklassen C und D werden diese besonderen 
Anforderungen an die Kommunikationsarchitektur gestellt. Durch die Möglichkeit in einem 
TCP/IP-basierten Netz, dass mehrere Kommunikationspartner im Netzwerk gleichzeitig senden 
können, kann aber eine Übertragung innerhalb einer festen Zeitschranke nicht garantiert 
werden. In den vergangenen Jahren gab es bereits Ansätze, SOA in Echtzeitsystemen zum Einsatz 
zu bringen [157]. Die Anforderungen an eine verlässliche Kommunikation zwischen 
Medizingeräten konnte damit bisher allerdings nicht erfüllt werden [143]. Im Projekt OR.NET 
wurde der Fragestellung durch eine Analyse der Anforderungen und einen Vorschlag zur 
technischen Umsetzung, dem Surgical Realtime Bus (SRTB), nachgegangen. Um geringe 
Änderungen an der technischen Infrastruktur zu gewährleisten, wurde ein auf Ethernet als 
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Übertragungsmedium beruhendes Verfahren zur Echtzeitdatenübertragung gewählt (Ethernet 
POWERLINK™) [143]. Dieses kann über eine SOA-Schnittstelle konfiguriert werden, so dass die 
Vorteile einer Selbstbeschreibung und einer einfachen Konfiguration übernommen werden 
können. Die eigentliche Kommunikation zwischen zwei Systemen mit Echtzeitanforderungen 
findet über ein separates Netzwerk über POWERLINK™ statt. Dieses nutzt dabei ein TDMA-
Verfahren (Time Division Multiple Access) mit einem Echtzeitmaster als Kontrolleinheit. Auf 
Basis der genannten Kommunikation wurden von den Kollegen beispielsweise konfigurierbare 
Fußschalter [158], Navigated Control Systeme zur automatischen Abschaltung bei 
Risikostrukturen [159], [160], Kombinationen mehrerer Navigationssysteme zur Umgehung des 
Line-of-Sight-Problems [161] oder Robotersteuerungen [162] implementiert. Im Leipziger 
Demonstrator wurde konkret die Steuerung eines HF-Gerätes und einer Fräse über dasselbe 
Fußpedal implementiert. Die Umschaltung des aktuell verbundenen Medizingerätes konnte via 
SDC von einer externen Komponente (Workflowinformationssystem oder Tabletfernbedieunng) 
umgeschaltet werden. Eine weitere Möglichkeit zur Adressierung der Echtzeitanforderungen 
ohne Nutzung eines dedizierten Echtzeitnetzes, sondern auf Basis der Standard-SOA-
Kommunikation, konnte durch die Nutzung des save activation state erreicht werden [151]. 
Mithilfe der Funktion kann sichergestellt werden, dass ein System mit hoher Kritikalität 
ausgeschaltet werden kann, auch wenn es keine Nachrichten über seinen Kommunikationskanal 
erhält.  
4.3.3 Zusammenfassung 
Für die hier vorgelegte Arbeit werden diejenigen Medizingeräte und IT-Systeme als Sensoren 
betrachtet, die Informationen über die Nutzung der Komponenten im Operationssaal liefern. 
Für eine über eine spezielle Insellösung hinausgehende Implementierung sind 
Integrationsprojekte wie MDPnP, SCOT oder OR.NET essenziell und bieten Entwicklern von 
intelligenten Mehrwertfunktionen die Möglichkeit, sich die vorhandenen Daten im 
Operationssaal zu Nutze zu machen. Für eine Erfassung prozessrelevanter Daten im 
Operationssaal sind die folgenden Funktionen von besonderer Bedeutung: 
• Es findet eine standardisierte Kommunikation zwischen IT-Systemen und 
Medizingeräten verschiedener Hersteller statt. 
• IT-Systeme und Medizingeräte können im Netzwerk automatisch gefunden werden und 
beschreiben sich und die zur Verfügung stehenden Funktionen und Daten basierend auf 
einem einheitlichen Datenmodell. 
• Neben dem lesenden Zugriff können auch einige Funktionen über das Netzwerk 
„ferngesteuert“ werden. Ausgenommen sind aktuell noch hochkritische Funktionen wie 
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das Auslösen der Fräse oder des HF-Gerätes. Entsprechende Mechanismen zur 
Auslösung der Funktionen über eine SOA wurden aber bereits betrachtet [151]. 
Zusätzlich zur Erfassung von Videodaten sowie der Vernetzung verschiedener Systeme (OP-
Integration) als Methoden zur Erfassung prozessrelevanter Daten im Operationssaal muss 
betrachtet werden, wie mit der Datenspeicherung im OP verfahren wird. Mögliche Ansätze 
werden nachfolgend im Kapitel 5 aufgezeigt. 
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5 Datenspeicherung im Operationssaal (Surgical Data Recorder 
und die Erweiterungen auf Basis von OR.NET) 
Das aktuelle Kapitel beschäftigt sich mit der Entwicklung eines Systems zur Aufzeichnung und 
Bereitstellung von Daten aus dem Operationssaal zur Unterstützung höherer 
Mehrwertfunktionen (Teilziel 3). Teile der nachfolgend vorgestellten Arbeiten wurden von 
Rockstroh et al. im Jahr 2013 unter dem Titel Requirements for the structured recording of 
surgical device data in the digital operating room im International Journal for Computer Assisted 
Radiology and Surgery veröffentlicht [163]. Die Erweiterungen zur passiven Datenspeicherung 
wurden in einer Bachelorarbeit des Studenten Christoph Georgi umgesetzt (Betreuer Max 
Rockstroh).  
Verschiedene Arten, Informationen im Operationssaal zu erfassen und zu speichern, wurden 
bereits zu Beginn von Kapitel 4 beschrieben. Hier haben verschiedene Forschergruppen Systeme 
realisiert, die eine Datenerfassung und -speicherung für jeweils spezifische Anwendungsfälle 
umsetzen, zum Beispiel das RATE Tool [81] oder das ROVIMAS System [86]. Einen allgemeinen 
Datenrekorder, der hauptsächlich zur Erfassung und Nachbesprechung von Fehlern während der 
OP-Durchführung diente, wurde bereits 2008 durch die Autoren Kato und Ikuta [91], [92] 
vorgestellt. Dabei sollte ein System zum besseren Verständnis von Fehlerursachen und 
Methoden zu deren Vermeidung entwickelt werden. Der aufwändige Aufbau umfasste dabei 
Kameras und Mikrofone, eine Anbindung an die Endoskopiekamera, die Vitalparameter sowie 
an speziell ausgerüstete Instrumente, mit denen die Bewegungen und deren Kräfte gemessen 
werden konnten. Die Daten lagen anschließend in verschiedenen Formaten in einer 
gemeinsamen Datensammlung vor und mussten manuell durch Experten bewertet werden. In 
Weiterentwicklung dazu sollen im hier vorgestellten System Daten verschiedener Datenquellen, 
speziell von angebundenen Medizingeräten, gebündelt erfasst und gespeichert werden, 
unabhängig von ihrer späteren Verwendung und der Technologie, mit der die Anbindung erfolgt. 
5.1 Surgical Data Recorder 
Um prozessbezogene Daten im OP zu speichern und später bereitstellen zu können, wurde 
durch Rockstroh et al. [163] ein sogenannter Surgical Data Recorder entwickelt. Seine 
Entwicklung war in mehrere Phasen unterteilt. Nach einer Anforderungsanalyse und 
Gesprächen mit Klinikern und Technikern wurde vom Autor dieser Arbeit ein Systemkonzept zur 
Erfüllung der Anforderungen entwickelt. Dabei wurde auf bereits am ICCAS vorhandene 
Technologien zurückgegriffen und auf eine Anpassbarkeit des Konzeptes auf spätere 
Technologien wertgelegt. Dies gilt sowohl für Konzepte zur Kommunikation der Daten als auch 
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für die eigentliche Speicherlösung. Nach Implementierung eines Prototyps wurde eine 
Evaluationsstudie auf Basis von simulierten Daten durchgeführt, um die Eignung des Systems für 
einen Einsatz in einem Operationssaal nachzuweisen. Die Studie wurde dabei sowohl mit 
realitätsnahen Daten auf Basis von Prozessaufzeichnungen in der Neurochirurgie als auch mit 
synthetischen Daten zur Lastgrenzermittlung durchgeführt.  
5.1.1 Anforderungsanalyse 
Nach Gesprächen mit klinischem und technischem Personal des Universitätsklinikums Leipzig 
wurden aus den verschiedenen Anwendungsszenarien die folgenden funktionalen 
Anforderungen abgeleitet: 
• Automatische Erkennung aller Datenquellen zur dynamischen Verwaltung des OP-
Setups 
• Aktive Sammlung aller verfügbarer Daten, entweder durch direkte Speicherung oder 
durch Speicherung einer Referenz auf den Speicherort 
• Kategorisierung der Daten für die strukturierte Speicherung und Vereinheitlichung der 
Struktur unabhängig von der Struktur der eingehenden Daten 
• Zugriff auf die aktuellen Daten zur intraoperativen Analyse 
• Dauerhafte Speicherung für Qualitätssicherung und spätere Auswertung 
Neben den funktionalen sind die folgenden nicht-funktionalen Anforderungen relevant: 
• Hohe Verfügbarkeit des Datenrekorders, um den nachgelagerten Systemen einen 
verlässlichen Zugang zum Datenspeicher zu ermöglichen 
• Hohe Performanz beim Zugriff auf die aufgezeichneten Daten zur Unterstützung der 
intraoperativen Echtzeitanalyse 
• Effiziente Nutzung der Ressourcen der bestehenden Infrastruktur, vor allem der 
Bandbreite und anderer Ressourcen von eingebetteten Systemen (z. B. Medizingeräten) 
• Erweiterbarkeit der Datenanbindungen zur Erweiterung des bestehenden Systems um 
neue Geräteschnittstellen oder Integrationstechnologien 
5.1.2 Systemkonzept 
Zur Umsetzung eines Datenrekorders mussten zwei Teilaspekte besonders betrachtet werden: 
Die Anbindung an die Datenquellen sowie die Speicherung und Bereitstellung der Daten.  
Bei der Konzeption und Umsetzung des Surgical Data Recorders wurde von einer heterogenen 
Infrastruktur im Operationssaal ausgegangen. Diese kann entweder aus einer offenen 
Vernetzungslösung bestehen, Konnektoren zu proprietären Lösungen beinhalten oder über 
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Sensorsysteme an die Geräte angebunden sein. Zu diesem Zweck wurde eine modular 
aufgebaute Implementierung, wie in Abbildung 16 gezeigt, vorgeschlagen. Die zentrale 
Managementkomponente (5) konfiguriert und startet dabei in Abhängigkeit der notwendigen 
Schnittstellen entsprechende Konnektoren (2, 4) und sie stellt die Daten über eine oder mehrere 
Schnittstellen im Netzwerk (7) oder über eine Benutzeroberfläche zur Verfügung. Über 
Konfigurationsdateien und Mappingrepositories, beispielsweise für LOINC oder die IEEE11073-
1010X-Nomenklatur, kann eine semantische Interoperabilität erreicht werden [164]. Die Daten 
werden entsprechend des Speicherkonzeptes sowohl für einen Echtzeitzugriff vorgehalten als 
auch in einer Datenbank (6) für die persistente Speicherung abgelegt. Für den Prototypen 
wurden Konnektoren zur TiCoLi-Kommunikationsbibliothek [138] sowie zur Anbindung von 
experimentellen Sensorsystemen wie einem Multi-Sensor-Tisch zur Unterstützung der 
Erfassung der verwendeten Instrumente [97] sowie zur Videoanalysesoftware (vgl. Kapitel 4.2) 
entwickelt (2, 4).  
 
Abbildung 16: Vereinfachte Systemarchitektur des Surgical Data Recoders[163] 
5.1.2.1 Kommunikationskonzept 
Bei der Umsetzung des Surgical Data Recorders wurde vom Vorhandensein einer 
Netzwerkkommunikation im Operationssaal ausgegangen. Weitere Geräte können über speziell 
entwickelte Konnektoren direkt angebunden werden. Bereits vor den Entwicklungen des 
Projektes OR.NET wurden die Vorteile einer automatischen Geräteerkennung (Device Discovery) 
sowie einer maschinenlesbaren Beschreibung der Medizingeräte erkannt [127], [128], [165]. Der 
Prototyp des Surgical Recorders nutzt diese beiden durch die Vernetzungstechnologie bedingten 
Funktionen. Nach Erkennung eines unbekannten Gerätes im Netzwerk werden die verfügbaren 
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Daten aktiv abonniert. Dazu werden Netzwerkverbindungen zu allen Geräten im Netzwerk 
aufgebaut. Die Datenübertragung kann dann kontinuierlich (bei Streamingdaten) oder zu 
diskreten Zeitpunkten erfolgen, in Abhängigkeit von den bereitgestellten Datenquellen. Bei 
Datenströmen werden die Daten 
kontinuierlich verarbeitet, bei diskreten 
Daten erfolgt die Erfassung entweder 
durch ein aktives Abfragen (Polling) oder 
durch eine eventbasierte Aktualisierung 
(Eventing Mechanismus), je nachdem, 
welche der Funktionen vom 
entsprechenden Gerät bereitgestellt 
werden können. Diese Funktionen 
werden innerhalb des Surgical Recorders durch den OR-Bus-Connector übernommen. Jener 
kann in Abhängigkeit der verwendeten Netzwerktechnologie ausgetauscht bzw. angepasst 
werden. So ist für die Anbindung an ein MDPnP-Netzwerk ebenfalls ein DDS-Konnektor (Data 
Distribution Service) oder ein SOMDA-Konnektor zur Anbindung an ein 11073-SDC-Netzwerk 
denkbar. In der prototypischen Umsetzung wurde die TiCoLi-Kommunikationsbibliothek 
verwendet. Basierend auf dem verwendeten Datenmodell wurde auch die interne Objekt- und 
Speicherstruktur aufgebaut. Die TiCoLi verwendet eine Baumstruktur mit drei Ebenen zur 
Beschreibung eines Medizingerätes. In der obersten Ebene steht das Gerät (Device), in der 
mittleren Ebene der Dienst (Service) und in der untersten Ebene das Datenelement (Service 
Element), bei dem es sich um Attribute, Streams oder auch Remote Procedure Calls handeln 
kann [138]. In der Implementierung wurde die unterste Ebene allgemein als Service Element 
bezeichnet. Der Surgical Data Recorder stellt außerdem ein Netzwerkinterface für Anfragen zu 
den gespeicherten Daten zur Verfügung. Das Interface wurde unabhängig von den 
verschiedenen Konnektorkomponenten entwickelt, kann aber auf denselben Technologien 
aufbauen. Durch die Möglichkeit, den Surgical Recorder in mehreren Netzwerken gleichzeitig zu 
betreiben, kann dies auch als Mechanismus zur Netztrennung genutzt werden und Geräten, die 
aufgrund ihrer Sicherheitseinstufung nicht im OP-Netz arbeiten dürfen, die Möglichkeit geben, 
auf die aufgezeichneten Daten zuzugreifen und damit Assistenzfunktionalitäten zu 
implementieren. In einem ersten Schritt wurden einige Anfragemuster implementiert (z. B. alle 
aktuellen Daten, alle Daten der letzten 10 Sekunden etc.). Außerdem sind spezifische Anfragen 
möglich, wie zum Beispiel nach Geräteart, nach Art der Daten oder nach einer konkreten 
Datenquelle. Dazu müssen ggf. die entsprechenden Mappingrepositories genutzt werden.  




Das Datenspeicherungskonzept sieht sowohl einen Speicher für den Echtzeitzugriff als auch eine 
Möglichkeit zur dauerhaften Speicherung vor. Vor Beginn des aufzuzeichnenden Eingriffes 
müssen dem System Metadaten zur Verfügung gestellt werden. Dies kann, wie im Prototyp 
realisiert, über eine Eingabemaske in der grafischen Benutzeroberfläche geschehen. Im 
professionellen Einsatz sollten Daten zum Patienten, zum geplanten Eingriff sowie zum OP-Team 
aus dem Krankhausinformationssystem bezogen werden. Die Anbindung kann über einen HL7-
Konnektor oder über die Nutzung der bereitgestellten Kontextdaten über das OP-Netz erreicht 
werden (vgl. Abschnitt 4.3).  
Der Kurzzeitspeicher wurde über Ringspeicher mit konfigurierbarer Größe realisiert. Ähnliche 
Technologien werden auch in Flugdatenrekordern und Cockpit-Sprachrekordern in Flugzeugen 
verwendet [166], [167]. In der prototypischen Implementierung wurden jedem Service Element 
(vgl. Abschnitt 5.1.2.1) ein eigener Ringspeicher zugeordnet, die Konfiguration dazu wird über 
den Schnittstellenkonnektor realisiert und ist somit anpassbar und skalierbar. Bei Verwendung 
der SOMDA (vgl. Abschnitt 4.3) entspricht diese Hierarchieebene den Metriken, also der 
abrufbaren und steuerbaren Parameter.  
Die persistente Speicherung wurde im Prototyp durch eine PostgreSQL-Datenbank realisiert, 
andere Datenbanklösungen sind dabei ebenso umsetzbar. Die Daten wurden basierend auf 
einem Datenbankschema gespeichert. Dabei wurde jeder Datenquelle eine Datenbanktabelle 
zugeordnet. Für die Verwaltung der Tabellen sowie der einzelnen Eingriffe wurden 
Referenztabellen verwendet. In den Tabellen wurden sowohl alphanumerische Werte als auch 
numerische Streams gespeichert. Streams mit einem hohen Datendurchsatz wie Video- oder 
Audiostreams wurden nicht in der Datenbank gespeichert, sondern durch ihre Endpoint 
Reference() referenziert. Ein Überblick über die verwendeten Tabellenarten ist in Tabelle 4 zu 
finden. 
Tabellenname Gespeicherte Information 
Patient table Meta-Informationen zu Patient und Eingriff 
Device table Angebundene Geräte und deren Dienste 
Stream reference table 
Referenzen zu den verschiedenen Datenströmen 
(Tabellenname oder EPR) 
Data table Attribute oder Streaming Daten 




Nach Abschluss der Implementierung wurde eine technische Evaluation des Prototyps 
durchgeführt, bei dem auch die Erfüllung der funktionalen und nicht-funktionalen 
Anforderungen geprüft werden sollten. Dabei wurden speziell drei Aspekte des Surgical Data 
Recorders näher betrachtet. 
Test 1 Vollständigkeit und Korrektheit: Der Surgical Data Recorder ist in der Lage, die 
verfügbaren Daten, die im OP-Netzwerk zur Verfügung stehen, vollständig und 
korrekt aufzuzeichnen. 
Test 2 Akzeptable Latenzen: Der Surgical Data Recorder ist in der Lage, die 
eingehenden Daten mit Latenzen unter einem festgelegten Schwellwert zu 
verarbeiten. 
Test 3 Ausreichende Kapazität: Der Surgical Data Recorder ist in der Lage, alle Daten, 
die während eines komplexen neurochirurgischen Eingriffs anfallen, 
aufzuzeichnen. 
5.1.3.1 Studiendesign 
Die durchgeführte Studie basierte auf Hirntumorentfernungen als Eingriffsart, wie sie im Kapitel 
2.3.1 beschrieben sind. Bei dieser Art von Eingriffen werden neben einem chirurgischen 
Mikroskop zusätzlich weitere technische Systeme verwendet. In Abhängigkeit der Lage des 
Tumors sowie der Tumorart können ein Neuronavigationssystem, ein Ultraschallgerät und ein 
elektrophysiologisches Monitoring zum Einsatz kommen. Zusätzlich wurden während der 
Eingriffe ein HF-Schneidegerät, ein Sauger sowie ein Bohrer verwendet. Letztere unterstützten 
zum Zeitpunkt der Studie keine Netzwerkschnittstellen und wurden während der Studie nicht 
näher betrachtet. 
Test 1: 
Zur Überprüfung der Korrektheit und Vollständigkeit der Datenerfassung und -speicherung 
wurde ein spezielles System entwickelt, welches Daten mit den Spezifikationen der technischen 
Systeme generierte. Die Daten wurden während der Erzeugung direkt im System gespeichert 
und nach Ablauf der simulierten Eingriffe mit den Daten in der Datenbank des Surgical Data 
Recorders verglichen.  
Test 2: 
Die Latenzen wurden mit einem zweiteiligen Lasttest ermittelt. Im ersten Test wurde die Anzahl 
der übertragenen Streams bei gleichbleibender Paketgröße erhöht. Im zweiten Test wurde die 
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Anzahl der Streams konstant gehalten und die Größe der übertragenen Datenframes erhöht. Die 
Übertragungsfrequenz in beiden Tests wurde konstant bei 70 Hz belassen. Im ersten Test wurde 
die Last durch die große Anzahl von Datenpaketen, im zweiten Test durch die große Menge von 
Daten erzeugt. Als Schwellwert bzw. Abbruchkriterium wurde die maximale Latenz für 
Sprachübertragung von 200 ms gewählt, die von der International Telecommunication Union 
(ITU) vorgeschlagen wurde [168]. Die Latenz wurde gemessen zwischen dem Einspeisen der 
Daten in das OP-Netzwerk und der Speicherung in der Datenbank.  
Test 3: 
Abschließend wurde die Anwendbarkeit des Systems für reale Eingriffe überprüft. Dazu wurden 
Workflowaufzeichnungen von 40 realen Hirntumorentfernungen herangezogen. Diese 
Aufzeichnungen wurden von einer Simulationskomponente eingelesen. Basierend auf den 
aktuellen Arbeitsschritten wurden realistische Daten generiert und an das OP-Netzwerk 
übertragen. In 26 Eingriffen wurde dabei das Neuronavigationssystem verwendet, in 21 der 
intraoperative Ultraschall. Die Nervenaktivität wurde in sechs Eingriffen durch ein 
elektrophysiologisches Monitoring überwacht. Eine Liste der simulierten Geräte sowie der 
übertragenen Attribute und Datenströme ist in Tabelle 5 nachzulesen.  
Gerät Datenquelle Übertragene 
Information 










mit konstanter Frequenz 




OP Tisch Positionsattribut Positionsinformation 
Einzelner Wert,  
eventbasiert übertragen 
(bei Änderung) 
Mikroskop Mikroskop Video 
EPR des aktuellen 
Videos 
einmalige Übertragung, 
ggf. Übertragung bei 
Änderung (Event) 
Tabelle 5: Beispiele der übertragenen Datenquellen und der übermittelten Daten 
Im Mittel waren die Eingriffe 4h 1min 49s lang mit einer Standardabweichung von 37min 51s. 
Das Minimum lag bei 2h 10min 42s, das Maximum bei 5h 49min 26s. Während der Studie 
wurden die Daten jedes Gerätes von einem dedizierten Simulator generiert. Die Arbeitsschritte 
in den Workflowaufzeichnungen stellten dabei Informationen über die Gerätenutzung bereit 
und erlaubten damit eine realistische Simulation der Daten mit korrektem Timing und 
entsprechenden Datenmengen. Die Simulation erlaubte weiterhin eine komplette Kontrolle 
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über die erzeugten Daten inklusive der Frequenzen der Datenströme. Die Latenzen und die 
Korrektheit der Daten wurden analog zu den ersten beiden Tests gemessen. 
5.1.3.2 Ergebnisse der Evaluationsstudie 
Im ersten Teil der Studie wurde die Korrektheit und Vollständigkeit der Datenaufzeichnung 
überprüft. Dabei wurden ca. 4000 Datenentitäten analysiert. Die Daten wurden vollständig und 
korrekt übertragen. Es wurde kein Datenverlust oder eine Veränderung an den Daten 
festgestellt.  
Bei beiden durchgeführten Lasttests wurde eine Lastgrenze ermittelt, basierend auf der 
dauerhaften Überschreitung des definierten Schwellwertes von 200 ms. Die entsprechende 
Konfiguration ist in Tabelle 6 aufgelistet. Bei Erreichen der Lastgrenze war das System nicht mehr 
in der Lage, die Daten zu verarbeiten, so dass die Latenzen sprunghaft anstiegen. In beiden 
durchgeführten Testläufen konnten hohe Übertragungsraten erreicht werden (7 MB/s und 
14 MB/s), mit einer großen Anzahl von Datenpaketen pro Sekunde. Den limitierenden Faktor 
stellte die Prozessorleistung dar. Durch eine effizientere Programmierung sowie durch eine 
höhere Systemleistung ist mit einer weiteren Steigerung der Verarbeitungs- bzw. 
Speicherleistung zu rechnen. 
Vor Erreichen der Lastgrenze wurden in beiden Tests einzelne Ausreißer beobachtet, wenn sich 
die Anforderungen an den Surgical Data Recorder änderten, also wenn neue Streams 
zugeschaltet wurden oder die Paketgröße erhöht wurde. Nachdem das System sich 
entsprechend auf die neuen Anforderungen eingestellt hatte, beispielsweise durch Starten eines 
neuen Verarbeitungsthreads, unterschritten die Latenzen den Schwellwert wieder. 
Bei der Überprüfung der Stabilität und Anwendbarkeit bei einem realen OP-Szenario konnte 
gezeigt werden, dass der Schwellwert von 200 ms nie überschritten wurde. Insgesamt wurden 
12,2 Millionen Einträge analysiert. Die Latenz lag im Mittel bei 1,92 ms (±0,46 ms), das Maximum 
lag bei 94 ms. Die Datenmenge während der Durchführung der Studie betrug ca. 70 MB an 
Rohdaten. Die Systemlast, vor allem die Prozessorlast, war während der Studie durchgehend 
gering. 
Die zu Beginn des Kapitels beschriebenen Anforderungen konnten durch die prototypische 
Umsetzung des Surgical Recorder Konzeptes erfüllt werden. Vor allem bei der Anbindung der 
Medizingeräte muss auf einer bestehenden Kommunikationsinfrastruktur aufgebaut werden. 
Die Implementierung von verschiedenen proprietären Schnittstellen ist zwar möglich, aber sehr 
kosten- und zeitaufwändig. Eine automatische Erkennung der Kommunikationspartner und eine 
Benachrichtigung über Änderungen im Gerätezustand sind ebenfalls Fähigkeiten, die auf dem 
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hier verwendeten Kommunkationsparadigma einer SOA beruhen. Die Evaluationsstudie 
beschäftigte sich primär mit den quantifizierbaren Anforderungen und konnte zeigen, dass das 
Konzept technisch leistungsfähig genug ist, auch in komplexen OP-Situationen zum Einsatz zu 
kommen. 
 Lasttest (Paketanzahl) Lasttest (Paketgröße) 
Anzahl der Pakete  
vor Erreichen der Lastgrenze 
9443 18729 
Anzahl der Datenströme  
vor Erreichen der Lastgrenze 
14 7 
Größe der Pakete  
vor Erreichen der Lastgrenze 
8192 bytes 30720 bytes 
Durchschnittliche Verzögerung 7,88 ms 10,78 ms 
Standardabweichungen  
bei der Verzögerung 
15,1 ms 24,41 ms 
Maximale Verzögerung 248 ms 327 ms 
Anzahl der Pakete  
mit einer Verzögerung >200 ms 
2 43 
Anteil der Pakete  
mit einer Verzögerung >200 ms 
0,02 % 0,19 % 
Pakete pro Sekunde 980 490 
Datendurchsatz 7,65 MB/s 14,36 MB/s 
Tabelle 6: Lastgrenze der prototypischen Implementierung des Surgical Data Recorder Konzepts 
5.2 Anpassungen des Datenaufzeichnungskonzeptes im Rahmen des 
OR.NET-Projekts 
Die Inhalte im folgenden Abschnitt sind im Rahmen einer betreuten Bachelorarbeit des 
Studenten Christoph Georgi entstanden und wurden unter dem Titel „Visualisierung der 
Kommunikation in einem dezentralen Netzwerk mittels Portmirroring am Beispiel des OSC-
Protokolls“ an der Hochschule für Technik, Wirtschaft und Kultur Leipzig eingereicht [169]. 
Die Anforderungen aus dem vorangegangenen Abschnitt 5.1 zum Surgical Data Recorder 
konnten größtenteils beibehalten werden. Bei Diskussionen zur zentralen Erfassung und 
Bereitstellung von intraoperativen Gerätedaten mit den Projektpartnern zeigte sich, dass eine 
aktive Teilnahme am Kommunikationsprozess zwar den Vorteil bietet, den Zustand der 
miteinander kommunizierenden Geräte (Kommunikationsteilnehmer) gut zu erfassen, jedoch 




Ein Nachteil besteht in einer erhöhten Netzbelastung durch die Kommunikation mit jedem 
Teilnehmer des Netzwerkes. Da die Leistungsfähigkeit der meisten Medizingeräte stark limitiert 
ist und nicht erweitert werden kann, kann dies zu Problemen führen.  
Durch eine aktive Teilnahme erfolgt ein Eingriff in die Kommunikation, was keine unabhängige 
Beobachterrolle mehr gewährleistet, wie sie für eine Qualitätssicherung sinnvoll ist. Zur 
Vermeidung der Nachteile einer aktiven Teilnahme am Kommunikationsprozess wurden 
verschiedene Möglichkeiten der Implementierung identifiziert und analysiert. Zur Erfassung 
aller Datenpakete in einem Netzwerk ohne eine direkte Verbindung zu jedem 
Kommunikationsteilnehmer wurden folgende Lösungsansätze identifiziert: 
• Ausschließliche Nutzung von WLAN bei allen Kommunikationspartnern 
• Nutzung eines Hubs 
• Umleiten der Pakete durch ARP Request Poisoning 
• Nutzung von Portmirroring 
Die Nutzung einer drahtlosen Kommunikation würde durch Sniffing ein Mitlesen der 
Kommunikation ermöglichen, gleichzeitig ist diese anfälliger für Störungen und würde 
gegebenenfalls auch Sicherheitsbestimmungen der Kliniken widersprechen. Bei einer 
drahtlosen Kommunikation, vor allem mit vielen Teilnehmern ist mit einer hohen Kollisionsrate 
zu rechnen. Außerdem ist vor allem bei älteren Geräten im Operationssaal eine Nachrüstung mit 
einem WLAN-Modul nicht immer möglich. 
Bei Einsatz eines Hubs werden alle Datenpakete an jeden Port weitergeitet, wodurch ein 
Mitlesen der Kommunikation möglich ist. Im Gegensatz zu Switches teilen sich Hubs die 
verfügbare Bandbreite, was vor allem bei einer hohen Anzahl von Kommunikationsteilnehmern 
zu Engpässen führen kann. Durch die ungerichtete Verteilung ergeben sich außerdem 
sicherheitstechnische Probleme, da die Anzahl der Geräte, die die Kommunikation 
mitschneiden, nicht begrenzt werden kann. 
Beim ARP Request Poisoning (oder Man-in-the-Middle-Attack) wird die Zuordnungstabelle für 
IP- und MAC-Adressen des Switches auf einen eigenen Knotenpunkt entführt. Im Switch wird 
allen IP-Adressen die MAC-Adresse des Sniffers zugewiesen, der anschließend als neuer 
Verteilerknoten fungiert. Durch Analyse der Datenpakete wird eine eigene ARP-Tabelle angelegt 
und der Inhalt der Pakete kann untersucht und ausgewertet werden. Dabei werden die 
Netzwerkoptimierungen des Switches ausgehebelt, da alle Pakete nun über einen Knotenpunkt 
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versendet werden. Bei einer Überlastung des Sniffers bricht die Kommunikation zusammen, da 
die Pakete nicht mehr weitergeleitet werden können.  
Die letzte betrachtete Möglichkeit stellt das Port Mirroring dar. Dabei werden die Datenpakete 
innerhalb des Switches kopiert und an einen oder mehrere sogenannter Mirrorports zur 
Verfügung gestellt. Bei vielen heute am Markt verfügbaren professionellen Switches ist diese 
Funktion integriert und stellt dadurch eine kostengünstige Kommunikationsüberwachung dar 
[170]. Bei Verwendung des unidirektionalen Port Mirrorings wird kein Einfluss auf die 
Kommunikation im Netzwerk ausgeübt. Bei einer hohen Netzwerklast kann es durch die Vielzahl 
von Kopieroperationen zu erhöhter Last auf dem Switch kommen, bei Überschreitung der 
maximalen Bandbreite des Mirrorports werden ggf. auch Pakete verworfen. Um letzteren 
Problem zu begegnen, kann man bei einigen Switches mehrere Mirrorports definieren, die dann 
die Kommunikation einer Teilmenge der übrigen Ports herausgeben.  
Aus den technologischen Vorbetrachtungen und unter dem Ziel einer Nichtbeeinflussung des 
medizinischen Netzwerks wurde die Methode des Port Mirroring ausgewählt. Im Rahmen der 
Bachelorarbeit wurde anschließend eine prototypische Implementierung zur Visualisierung, 
Kommunikationsauswertung und Persistierung der Kommunikation durchgeführt. Weitere 
Informationen zu Design und Implementierung sind unter [169] nachzulesen. 
Nachteil der Erfassung der Kommunikation ohne Kenntnis des Zustandes der 
Kommunikationsteilnehmer (z. B.: initiale Konfiguration) ist, dass unter bestimmten Umständen 
kein vollständiges Gesamtbild aus den Daten rekonstruierbar ist. So können initiale 
Konfigurationen an den Geräten vor Beginn der Aufzeichnung nicht erfasst werden, außerdem 
können Veränderungen der Parametrisierung zur Laufzeit nur dann erfasst werden, wenn ein 
weiterer Teilnehmer im Netzwerk diese Änderung abonniert hat. 
Visualisierung der Kommunikation 
Im Rahmen der Projektleitung für das Teilprojekt Demonstratoren im OR.NET wurden die 
Ergebnisse des Leipziger Demonstrators als Gesamt- und Integrationsdemonstrator im 
Dezember 2015 vorgestellt. Zu diesem Anlass waren sowohl Projektbeteiligte als auch externe 
Gäste inklusive des Projektträgers und des Bundesministeriums für Bildung und Forschung 
eingeladen. Zur besseren Visualisierung der komplexen Kommunikation im Operationssaal 
wurde eine an einen Schaltplan angelehnte Visualisierung entwickelt und implementiert. Dabei 
können die „Verbindungen“ zwischen den Kommunikationspartnern eingefärbt werden, wenn 
in den letzten Sekunden eine Datenübertragung stattfand. Durch Anwählen der Geräte können 
Informationen zu dem spezifischen Kommunikationspartner abgefragt werden, bei Klick auf eine 
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Verbindung werden Informationen zu dieser angezeigt. Das Tool wurde bereits während der 
Implementierungsworkshops beim Aufbau des Demonstrators zur Analyse des 
Netzwerkverkehrs verwendet, um Kommunikationspartner zu identifizieren, die ein besonders 
hohes Datenaufkommen erzeugten.  
 
Abbildung 18: Visualisierung der Kommunikation im Demonstrator-OP des ICCAS, Visualisierung 
Alexander Oeser, Implementierung Erik Schreiber und Christoph Georgi 
 
Abbildung 19: Exemplarischer Auszug des Datenverkehrs zwischen Mikroskop und Navigationssystem nach 
Auswahl der entsprechenden Verbindung in der Übersicht (Abbildung 16), Bild entnommen aus Bachelorarbeit 
von Christoph Georgi (2016) 
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In Abbildung 18 ist die Visualisierung mit einigen aktiven Kommunikationspartnern dargestellt. 
Abbildung 19 zeigt den Datenverkehr zum Zeitpunkt der Auswahl zwischen dem chirurgischen 
Mikroskop und dem Navigationssystem. Dabei werden verschiedene Durchschnittswerte von 
der Software angezeigt, um einen Eindruck über die aktuelle Kommunikation zu liefern. Dies 
kann einen ersten Eindruck über ggf. auftretende Probleme liefern. Für eine tiefere Inspektion 
der Daten muss anschließend auf weitere Werkzeuge zurückgegriffen werden. 
5.3 Diskussion und Vergleich der Ansätze 
Es ist festzustellen, dass die beiden vorgestellten Ansätze sich ergänzen, da sie in der Lage sind, 
unterschiedliche Daten zu speichern. Während der Ansatz zur passiven Datenerfassung über 
einen Mirrorport in der Lage ist, die Kommunikation im Netzwerk zu erfassen, kann der Surgical 
Data Recorder eine Zustandsüberwachung der Teilnehmer im Netzwerk gewährleisten. Für die 
Qualitätssicherung und zur Umsetzung einer rechtsverbindlichen Speicherung ist sowohl die 
Zustandserfassung als auch die Erfassung der Kommunikation notwendig. Im Rahmen der 
Weiterentwicklung der Konzepte im OP-Demonstrator des ICCAS ist eine Verknüpfung der 
beiden Konzepte vorgesehen. Die passive Kommunikationsüberwachung muss dabei um eine 
aktive Komponente erweitert werden, die sowohl die Informationen zu Patient, OP-Team und 
Intervention über Kontexte erfasst, als auch alle Parameteränderungen an den beteiligten 
Medizingeräten abonniert. Die dadurch entstehende Netzwerklast muss beobachtet werden, 
vor allem, wenn das Netzwerk neben der Intergerätekommunikation gleichzeitig Video- und 
Audiodaten übertragen soll. Dies ist für Klinikbetreiber von großem Interesse, da dann nur eine 
Netzwerkinfrastruktur aufgebaut und gewartet werden muss. Für die Übertragung der zukünftig 
eingesetzten und höher aufgelösten Videodaten (4K/8K) muss die IT-Infrastruktur in den Klinken 
angepasst werden. Neben einer leistungsstarken Netzwerkinfrastruktur müssen dabei auch 
intelligente Quality of Service Mechanismen eingesetzt werden, um einen sicheren Betrieb des 
geteilten Netzwerkes zu ermöglichen. Durch die hohe Geschwindigkeit moderner 
Datenbanksysteme kann in zukünftigen Implementierungen ggf. auf einen Ringspeicher 
verzichtet werden. Ein Zugriff auf den zentralen Datenspeicher tritt bei breiter Verwendung 
einer Integrationslösung in den Hintergrund, da die Daten direkt beim Erzeuger abonniert 
werden können. Der Betreiber des Operationssaales muss dann bei der Risikobewertung 
abwägen, inwiefern er den Systemen Zugang zum medizinischen Netzwerk gewähren kann. Bei 
Vorhandensein einer zentralen Speicherlösung steht diese durch ihre Gateway-Funktionalität 
auch Systemen zur Verfügung, die nicht in das medizinische Netzwerk eingebunden sind. 
In Diskussionen mit verschiedenen Partnern wurde außerdem festgestellt, dass eine 
Zentralkomponente, die sich mit der Datenaufzeichnung und Speicherung beschäftigt, 
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gleichzeitig mit weiteren Diensten ausgestattet werden sollte. Gerade der Sicherheitsaspekt ist 
in einem OP-Netzwerk nicht zu unterschätzen. Eine Komponente, die auf mehreren Wegen die 
Netzwerkkommunikation und die Kommunikation auf Nachrichtenebene überwacht, kann 
durch intelligente Heuristiken genutzt werden, um eventuell ungewünschtes Verhalten im 
Netzwerk, sei es durch eine Fehlfunktion und durch einen absichtlichen Angriff, zu erkennen und 
ggf. Gegenmaßnahmen zu ergreifen. Bei einer Einführung einer offenen Vernetzung in Kliniken 
ist damit zu rechnen, dass ein solches System ebenfalls Einzug in die Kliniken findet. 
Nachdem in diesem Kapitel die Entwicklung eines Systems zur Aufzeichnung und Bereitstellung 
von Daten aus dem Operationssaal zur Unterstützung höherer Mehrwertfunktionen erläutert 
wurde, folgt im Kapitel 6 die Beschreibung jener Mehrwertfunktionen, die zu einer 
Unterstützung des chirurgischen Prozesses führen können. 
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6 Mehrwertdienste auf Basis einer offenen Vernetzung 
Eine Vernetzung der Geräte untereinander, wie Sie im Kapitel 4.3 beschrieben wurde, führt nicht 
direkt zu einer Verbesserung der Arbeitsabläufe oder der Situation im Operationssaal. Dies kann 
erst durch die Entwicklung von Komponenten geschehen, die dem Personal zusätzliche 
Informationen bereitstellen, es von Nebentätigkeiten entlasten oder neuartige 
Interaktionsmöglichkeiten eröffnen. Allgemein kann man die in OR.NET entwickelten Konzepte 
und Systemvorschläge als „Enabling Technology“ bezeichnen. Basierend auf der 
Basistechnologie können nun sogenannte Mehrwertdienste entwickelt werden, die dann 
Vorteile für die beteiligten Akteure erzeugen (Teilziel 4). 
Der Begriff „Mehrwertdienst“ wurde ursprünglich in der Telekommunikationsbranche für eine 
Kombination des Basisdienstes mit weiteren Diensten verwendet [171]. Auch im Bereich der 
Service-orientierten Architektur wird der Begriff gebraucht, um Dienste zu beschreiben, die 
basierend auf der Basisfunktionalität der SOA einen Mehrwert für den Anwender generieren. 
Im Rahmen der Arbeit wird der Begriff in dieser Weise verwendet und beschreibt konkrete 
Systeme, die auf Basis von einer service-orientierten Vernetzung einen Mehrwert für die 
Stakeholder generieren.  
Mehrwertdienste im Sinne der vorgestellten Integrationslösung lassen sich in verschiedene 
Kategorien einteilen. Im Folgenden wird eine entsprechende Kategorisierung vorgeschlagen. Die 
Daten lassen sich nach dem Zielakteur in zwei Kategorien einteilen:  
• Nutzung durch einen Menschen,  
• Nutzung durch ein technisches System.  
Außerdem ist eine Einteilung nach der Tiefe der Integration sinnvoll. So lassen sich drei Arten 
von Integration beschreiben:  
• die Datenintegration, also die einfache Bereitstellung von Daten zum Zielakteur, 
• die Funktionsintegration, bei der eine Funktion erst durch die Kombination von Daten 
aus dem Netzwerk verfügbar wird, 
• eine Steuerungsintegration, bei der über die Integrationslösung ein direkter Zugriff auf 
Funktionen eines angeschlossenen Systems zur Verfügung gestellt wird.  
Bei der Funktionsintegration werden die Daten der angebundenen Geräte von einem Dritten 
verwendet, um den Mehrwert zu erzeugen, beispielsweise bei einem automatischen 
Dokumentationssystem. Je nach Art der Integration sowie der Frage, ob die entstandenen 
Funktionen / Informationen Einfluss auf die Behandlung des Patienten haben, hat die Einteilung 
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einen Einfluss auf die Risikomanagementbetrachtung während der Entwicklung und des 
Einsatzes eines vernetzten Systems. Hier einige Beispiele dazu: 
• Informativ vs. Diagnostisch: Eine Datenintegration zur post-operativen Auswertung ist 
weniger kritisch als die intraoperative Visualisierung. 
• Datenintegration vs. Steuerungsintegration: Die Bereitstellung von Informationen (z. B. 
Bereitstellen der Information über den aktuell am HF-Chirurgiegerät eingestellten 
Strom) stellt dabei zumeist ein geringeres Risiko dar als das Anbieten einer 
Steuermöglichkeit (z. B. Verändern des abgegebenen Stroms bei einem HF-
Chirurgiegerät). 
Im Folgenden werden relevante, auf Vernetzung und Prozessunterstützung basierende 
Mehrwertdienste vorgestellt. Einige der Systeme wurden von verschiedenen projektbeteiligten 
Firmen und Universitäten entwickelt. Ihre technische Umsetzung stellt daher keinen Eigenanteil 
der Arbeit dar. Die entwickelnden Institutionen werden an den entsprechenden Stellen genannt. 
Das nachfolgende Kapitel 7 beschreibt den Aufbau und die Evaluation des Leipziger 
Demonstrators, welcher im Rahmen dieser Arbeit entstanden ist. Dieser bietet 
einige/zahlreiche/typische Mehrwertfunktionen zur Prozessunterstützung im OP. Für ein 
besseres Verständnis der genutzten und evaluierten Systeme werden diese im aktuellen Kapitel 
kurz vorgestellt und eingeordnet. 
Die SOMDA-basierte Vernetzung wurde in den verschiedenen Demonstratoren unabhängig von 
den eingesetzten Systemen implementiert. Es war für die Kommunikation nicht entscheidend, 
ob es sich bei der eingesetzten Komponente um ein Medizingerät (z. B. Neuromonitoring), eine 
Softwarekomponente (z. B. PACS) oder eine Infrastrukturkomponente (z. B. Raumbeleuchtung) 
handelte. In den folgenden Unterkapitel werden einzelne Mehrwertdienste vorgestellt.  
6.1 Setzen von eingriffsspezifischen Informationen auf den 
angeschlossenen Geräten 
Durch die Anbindung von Informationssystemen und durch Kenntnisse über notwendige 
Parametrisierungen in Abhängigkeit von Eingriff, Operateur und Patient kann die Vorbereitung 
eines integrierten Operationssaales unterstützt werden. Vor Beginn des Eingriffs werden 
basierend auf den Orderdaten des Krankenhausinformationssystems die anstehenden Eingriffe 
mit den hinterlegten Daten dargestellt. Das Personal wählt den entsprechenden Eingriff und die 
daran beteiligten Geräte aus und bestätigt den Beginn der sogenannten Session. Durch 
Verwendung der verschiedenen Kontexte (vgl. Abschnitt 4.3) können patientenspezifische 
Informationen (z. B. Name, Patienten-ID, Eingriffstyp, Gewicht) an die Geräte übermittelt 
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werden. Aktuell werden in den Kliniken die Informationen über Patient, Behandlung etc. 
entweder gar nicht in den beteiligten Systemen eingetragen oder über mehrere verschiedene 
Eingabemechanismen. Bei einigen Systemen besteht die Möglichkeit einer Datenübernahme 
aus einer DICOM-Worklist (z. B. Mikroskop mit DICOM-Schnittstelle), andere Systeme können 
via eigenes Gateway angesprochen werden (z. B. Dräger Inifinity Gateway). Bei vielen Systemen 
ist allerdings eine manuelle Eingabe der Informationen notwendig. Die Verwendung 
verschiedener Technologien und speziell die manuelle Eingabe führen neben einer 
Mehrbelastung des Personals auch zu Fehlerquellen. Fehlerhafte Eingaben müssen 
anschließend wieder zusammengefügt werden, um eine konsistente Dokumentation zu 
ermöglichen. Durch die Verwendung eines sogenannten Kontextmanagers zum zentralen Setzen 
der Informationen kann eine Fragmentierung von Patientendaten auf den verschiedenen 
Dokumentationssystemen verhindert werden. Das Konzept dazu wurde im Rahmen des 
Projektes diskutiert und anschließend durch die Firma Karl Storz SE & Co. KG (ehemals 
Mednovo GmbH) prototypisch umgesetzt. Vor Beginn der Evaluation (Kapitel 7) wurde am ICCAS 
unter Leitung des Autors eine eigene Komponente als Teil der zentralen Fernbedienung 
implementiert. Die hier gezeigten Beispiele sind dieser Implementierung entnommen. Neben 
der Auswahl des anstehenden Eingriffs und damit der beteiligten Akteure (Patient, Chirurg etc.) 
müssen im Verlauf der Kontexterstellung auch die beteiligten medizinischen Geräte und 
Softwaresysteme ausgewählt werden (vgl. Abbildung 20). Diesen wird nach der Bestätigung eine 
eindeutige Session-ID übermittelt. Damit soll verhindert werden, dass Komponenten im 
Netzwerk aktiv sind, die sich beispielsweise nicht im richtigen OP-Saal (aber im selben Netzwerk) 
befinden. Für die Implementierung eines SDC-Netzwerkes in einer Klinik müssen weitere 
Mechanismen eingeführt werden, um die Auswahl der Geräte zu unterstützen (Gruppierung der 
Geräte, Auswahl nach Ort oder Netzwerksegment etc.) Da am ICCAS nur ein Operationssaal 
ausgestattet wurde, konnte in der prototypischen Implementierung auf diese zusätzlichen 
Funktionen verzichtet werden. Allerdings wurde auf Wunsch der beteiligten Kliniker die WHO 
Safety Checklist bzw. deren Adaption der Universität Leipzig implementiert (vgl. Abbildung 20, 
unten links). Im regulären Betrieb innerhalb der Klinik sollten diese Fragen im Rahmen des Team 
Timeout [172] vor Beginn des Eingriffs beantwortet werden und sicherstellen, dass alle 
bekannten Risiken bei der Behandlung den Beteiligten bewusst sind (Allergien, Medikamente 
etc.). Erst nach Beantwortung der Fragen kann die Session gestartet werden. Mit dem Starten 
der Session bestätigt der verantwortliche Arzt, dass die Geräte gemeinsam an dem gewählten 
Patienten zum Einsatz kommen dürfen und dass alle Fragen der WHO Safety Checklist 
beantwortet wurden. Die Informationen über Patient, Art des Eingriffs, Risiken und Operateur 
können auch für weitere Komfortfunktionen zum Einsatz kommen. Mit einigen Chirurgen der 
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Klinik für Hals-, Nasen-, Ohrenheilkunde der Universitätsklinik Leipzig wurde die Einführung 
eines Systems zur Profilierung des Operationssaales diskutiert. Dabei konfiguriert der Chirurg im 
Vorfeld der Eingriffe für verschiedene Eingriffsarten, Patientengruppen und häufige Risiken sein 
persönliches Profil und kann dieses bei Vorbereitung des konkreten Eingriffs starten. Basierend 
auf der gewünschten Konfiguration können dann spezifische Parameter automatisch an den 
Systemen voreingestellt werden, beispielsweise eine bestimmte Zuordnung der Videoquellen zu 
den Bildschirmen, Drehzahlen oder Leistungen an Fräse und HF-Gerät oder Lichteinstellungen. 
Durch diesen Schritt soll die Interaktion zwischen Chirurg bzw. OP-Personal und technischen 
Systemen während des Eingriffs reduziert werden. Nach Aussage der befragten Chirurgen sind 
diese durchaus bereit, für die Konfiguration der Profile Zeit zu investieren.  
 
Abbildung 20: Implementierung des Kontextmanagers im Leipziger Demonstrator. Auswahl des geplanten 
Eingriffs (oben links), Auswahl der beteiligten Medizingeräte (oben rechts), Safety Checklist (unten links). Der 
Kontextmanager kann sowohl mobil als auch auf einem zentralen Bedienpanel angezeigt werden (unten rechts). 
Implementierung: Christoph Georgi, Gero Kraus 
6.2 Anzeige von Informationen im Sichtfeld des Chirurgen 
Im Zuge der Anforderungsanalyse mit den beteiligten klinischen Partnern wurde eine Anzeige 
von Geräteparametern im Sichtfeld des Chirurgen gewünscht. Bisher können die Einstellungen 
nur direkt an den Geräten abgelesen werden, was in vielen Operationssälen zu ergonomischen 
Problemen und zu Verzögerungen im Ablauf der Intervention führen kann. Im Rahmen des 
Projektes OR.NET wurde eine solche Datenintegration von verschiedenen Partnern umgesetzt. 
Abbildung 21 stellt drei der am ICCAS eingesetzten Systeme vor. Technisch wird eine solche 
Anzeige durch ein Abonnement der entsprechenden Metriken an den angeschlossenen Geräten 
realisiert. So können beispielsweise Vitalparameter (Herzfrequenz, Blutdruck) vom 
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Patientenmonitor oder die aktuellen Einstellungen der eingebundenen chirurgischen Geräte 
(Fräse, Insuflator etc.) abonniert werden und innerhalb von Endoskopie oder Mikroskopie 
eingeblendet werden. Die Patienteninformationen werden über die gesetzten Kontexte 
eingebunden. 
 
Abbildung 21: Anzeige von Parametern und patientenspezifischen Informationen im Sichtfeld des Chirurgen. 
Von links nach rechts: Einblendung im Endoskopiebild (umgesetzt von der Karl Storz GmbH und der 
Universität Rostock), Einblendung der Daten am Mikroskopiebildschirm (umgesetzt durch die Firma Möller-
Wedel GmbH) und Anzeige auf einer Mobilplattform (umgesetzt durch ICCAS Leipzig, Sascha Vinz, Gero 
Kraus) 
6.3 Mehrwerte durch Datenintegration  
Durch eine Vernetzung zwischen Medizingeräten verschiedener Hersteller können auch 
komplexere Interaktionsmuster bereitgestellt werden. Dies soll hier am Beispiel einer 
gesteuerten Navigationslösung der Firmen Möller-Wedel GmbH und Localite GmbH gezeigt 
werden. 
Unter der Voraussetzung, dass das Mikroskop durch einen Navigationsstern (o.ä.) getrackt ist, 
konnte bisher maximal die Ausrichtung des Mikroskops im Verhältnis zum Patientendatensatz 
angezeigt werden. Für eine Navigationsanwendung sind allerdings alle drei Raumkoordinaten 
notwendig, da das Navigationssystem nur so die korrekte Schicht innerhalb des CT- oder MRT-
Datensatzes auswählen kann. Bei Instrumenten wie einem Pointer oder einem Endoskop gibt 
die Geometrie des Instruments einen festen Punkt (normalerweise die Spitze) vor, an dem der 
Navigationsdatensatz angezeigt werden soll. Bei Benutzung eines Mikroskops ist in der Regel 
der Punkt relevant, der aktuell betrachtet wird und damit „scharf“ eingestellt ist. Durch die 
Übermittlung der aktuell eingestellten Fokustiefe des Mikroskops konnte dem 
Navigationssystem nun die fehlende dritte Dimension übermittelt werden. Basierend auf 
Ausrichtung und Fokustiefe berechnet das Navigationssystem die aktuell fokussierte Ebene im 
CT/MRT-Datensatz und zeigt diese an. In einem weiteren Integrationsschritt können die 
Bilddaten direkt im Okular des Mikroskops eingeblendet werden und damit eine weitere 
Unterbrechung des Arbeitsablaufes verhindern. Um das Netzwerk durch die 
Bilddatenübertragung nicht zu belasten, wurde im Demonstrator-OP des ICCAS eine zweite 
Verbindung über ein paralleles Netz verwendet. Die notwendigen Daten (insbesondere IP-
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Adresse des Streams und Gateway) wurden als Metrik über die SOMDA zur Verfügung gestellt. 
Abbildung 22 zeigt die Anpassung der Schicht in Abhängigkeit der Fokustiefe sowie die 
Überblendung im Okular. Anwendungen dieser Art sind bereits seit langem für die Kombination 
mit Mikroskopen der Firmen Carl Zeiss AG und Navigationssystemen der Firma Brainlab AG30 am 
Markt verfügbar [173]. Die Besonderheit bei der Verwendung einer SDC-Schnittstelle im 
genannten Anwendungsfall ist, dass es nicht mehr relevant ist, welche Herstellerkombination 
verwendet wird, um diesen Mehrwert anbieten zu können.  
 
Abbildung 22: Navigationsansicht in Abhängigkeit der Fokustiefe. Hintergrund: Visualisierung der 
Fa. Localite GmbH 
Weitere denkbare Anwendungen sind eine automatische Tonabschaltung des 
Neuromonitorings bei Einsatz eines HF-Gerätes in der Nähe der Elektroden oder die 
automatische Einblendung der Nervenantwort des Neuromonitorings im Sichtfeld des 
Chirurgen, sobald diese detektiert wurde.  
Neben der Anzeige der aktuellen Parametrisierung der beteiligten Medizingeräte wurde vom 
befragten OP-Personal auch die Möglichkeit der Einflussnahme direkt am Situs oder über eine 
zentrale Bedienschnittstelle gefordert. Abbildung 23 zeigt die aktuell am ICCAS verfügbaren 
Interaktionsmöglichkeiten mit den Medizingeräten. Derzeit wird im Rahmen einer 
 





studentischen Arbeit an einer dynamischen, webbasierten Oberfläche gearbeitet [174], um 
damit die statische Implementierung der Tabletsoftware mittelfristig zu ersetzen. Für eine 
gemeinsame Oberfläche zur Bedienung von medizinischen Geräten müssen hohe 
Anforderungen an die Bedienbarkeit und die Risikoabschätzung erfüllt werden [175]. Eine 
statische Lösung kann gerade im Hinblick auf diese Argumente Vorteile bieten. Für die 
Anwendung im Demonstrator des ICCAS mit den sich regelmäßig ändernden Szenarien ist 
allerdings eine dynamische Lösung ohne Fixierung auf ein spezifisches Endgerät vorteilhaft.  
 
Abbildung 23: Interaktionsmöglichkeiten mit entfernten Medizingeräten / Medizinsoftware am Leipziger 
Demonstrator. Von Links nach Rechts: zentrale Bedienschnittstellen über beliebige Endgeräte (umgesetzt durch 
ICCAS Leipzig), Steuerung über Touchscreen oder Tasten des Mikroskops (umgesetzt von Möller-
Wedel GmbH), Nutzung der Tasten am Endoskop (umgesetzt von Karl Storz GmbH und Universität Rostock)  
Bei Nutzung der Activations kann ein Softwaretool des Lehrstuhls IMD (Institut für Angewandte 
Mikroelektronik und Datentechnik) der Universität Rostock zum Einsatz kommen, welches eine 
einfache Konfiguration der Belegungen ermöglicht. Dabei werden alle Geräte im Netzwerk 
gesucht, die Activations anbieten und alle Schaltelemente, denen Activations zugeordnet 
werden können. Anschließend kann über eine Benutzeroberfläche ein Mapping hergestellt 
werden (vgl. Abbildung 24) [151]. 
 
Abbildung 24: Dynamic Orchestration Component der Universität Rostock (Martin Kasparick) zur Belegung 
von Schaltelementen im vernetzten Operationssaal 
84 
 
6.4 Funktionen mit Nutzung von Prozessinformationen 
Durch das Erkennen von Situationen im Operationssaal und der Verwendung von Wissen über 
die verschiedenen Schritte eines Eingriffs lässt sich eine Vielzahl von möglichen 
Anwendungsszenarien entwickeln. Im Folgenden wird auf eine Auswahl eingegangen, die aktuell 
von mehreren Forschungsgruppen adressiert wird und die auch im Rahmen der Demonstratoren 
in Teilen umgesetzt wurden.  
Informationen über den aktuellen Prozessschritt und eine sinnvolle Vorkonfiguration 
verschiedener Systeme ermöglichen es, Komponenten auf die Situation einzustellen. Dies 
betrifft eingriffsspezifische Einstellungen genauso wie Einstellungen unter Beeinflussung des 
Patienten (geringere Stromstärke des HF-Gerätes bei Operationen an Kleinkindern), des 
Operateurs (OP-Tisch wird bei besonders großen Chirurgen höher eingestellt) oder der 
Anpassung durch eine spezifische Situation (Reduktion der maximalen Fräsendrehzahl kurz vor 
Erreichen einer Risikostruktur). 
Eine situationsgerechte Darstellung relevanter Informationen soll der hohen Belastung des 
Personals entgegenwirken. So können Alarme situationsspezifisch dem richtigen Mitarbeiter 
angezeigt [26], [142], Monitore entsprechend der genutzten Bildquelle angepasst und wichtige 
Parameter oder Informationen nur dann in das Bild eingeblendet werden, wenn die Situation 
dies erfordert. Im Zusammenwirken mit einer durchdachten Aufteilung der Signalquellen kann 
damit eine Reduktion der notwendigen Bildschirme im Operationssaal erreicht werden [176], 
wodurch die Beteiligten Akteure ihre Aufmerksamkeit stärker fokussieren können.  
Zur Objektivierung der OP-Berichte und um die Zeit bei der Erstellung zu reduzieren, können 
ebenfalls Prozessinformationen genutzt werden [155], [177], [178]. So können Bilder 
automatisch einer Situation zugeordnet, eine Abfolge von Arbeitsschritten erstellt und konkrete 
Zeiten zugeordnet werden [179]. 
Durch die hohen Kosten für ungenutzte OP-Zeit ist auch die Abschätzung des OP-Endes von 
großer Bedeutung. Durch Verwendung von Prozessmodellen, der Erkennung des aktuellen OP-
Schrittes und Simulationsmethoden konnten Franke et al. [180] eine hohe Genauigkeit, vor 
allem in den späteren Phasen der OP, nachweisen. Diese Informationen können dann genutzt 
werden, um den nächsten Patienten rechtzeitig von Station abzuholen, das nächste OP-Team zu 
informieren, die Reinigung des Saales vorzubereiten und eventuell benötigte Ressourcen zur 
Verfügung zu stellen. Besonders der letzte Part lässt sich durch die kombinierte Nutzung von 
Prozessmodellen und einer Erkennung der aktuellen Situation durch Abschätzung der 
Wahrscheinlichkeit für den Geräteeinsatz unterstützen.  
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Nach Vorstellung möglicher Mehrwertdienste auf Basis einer offenen Vernetzung wird im 
kommenden Kapitel auf eine konkrete Zusammenstellung solcher Dienste im Demonstrator-OP 
des ICCAS eingegangen.  
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7 Entwicklung der OP-Demonstratoren und Evaluation der 
implementierten Mehrwertdienste mit verschiedenen 
Anwendergruppen 
Die Inhalte des aktuellen Kapitels sind unter dem Titel OR.NET: multi-perspective qualitative 
evaluation of an integrated operating room based on IEEE 11073 SDC im International Journal 
for Computer Assisted Radiology and Surgery 2017 erschienen [181] und wurden vom Autor 
dieser Arbeit auf einem Vortrag auf der International Conference for Computer Assisted 
Radiology and Surgery 2017 in Barcelona vorgestellt. Eine Beschreibung der unterschiedlichen 
Integrationsszenarien der Hersteller sowie eine Beschreibung der fünf Demonstratoren im 
Projekt OR.NET wurde im Journal for Biomedical Engineering / Biomedizinische Technik 
veröffentlicht [144] unter dem Titel From SOMDA to application - Integration strategies in the 
OR.NET demonstration sites. 
Das aktuelle Kapitel widmet sich der Konzeption und Entwicklung der Demonstratoren, in denen 
sowohl klassische auf Vernetzung basierende Mehrwertdienste als auch intelligente 
Unterstützungssysteme implementiert wurden. Der Fokus liegt hierbei auf dem klinischen 
Gesamtdemonstrator am ICCAS der Universität Leipzig sowie dessen qualitativer Evaluation mit 
klinischem Personal und Klinikbetreibern, welche in den Jahren 2016 und 2017 durchgeführt 
wurde. Die technologischen Grundlagen der OP-Vernetzung basierend auf der SOMDA wurden 
bereits im Kapitel 4.3 vorgestellt. Die Mehrwertdienste, anhand derer die Evaluation 
durchgeführt wurde, sind Inhalt des Kapitels 6.  
Während der Projektlaufzeit des BMBF-Leuchtturmprojektes OR.NET war der Autor dieser 
Arbeit mit der Leitung des Teilprojektes „Demonstratoren“ betraut und in dieser Funktion für 
die Konzeption und Umsetzung Demonstratoren verantwortlich. Der Projektplan sah dabei eine 
Verteilung der Anwendungsfälle an verschiedenen Standorten in Deutschland vor. Während des 
Projektes ergab sich die folgende Aufteilung: 
• Standort Lübeck: Technischer Demonstrator mit Fokus auf technische 
Vernetzungsaspekte 
• Standort München: Technischer Demonstrator mit Fokus auf Echtzeitkommunikation 
• Standort Aachen: Technischer Demonstrator mit Fokus auf Mensch-Maschine-
Schnittstellen und Risikomanagement 
• Standort Heidelberg: klinischer Demonstrator mit Fokus auf Integration von 
Klinikinformationssystemen 
• Standort Leipzig: Integrations- und Gesamtdemonstrator 
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Die Entwicklung gliederte sich in eine Anforderungsanalyse mit klinischen und technischen 
Partnern, die der Gesamtanforderungsanalyse des Projektes OR.NET nachgelagert war. 
Anschließend wurde die notwendige Infrastruktur definiert und gemeinsam mit den beteiligten 
Partnern aus Wirtschaft und Wissenschaft an der Umsetzung der Funktionalitäten gearbeitet. 
Nach einer Bauphase wurden im Rahmen mehrerer Implementierungsworkshops die neuen 
Funktionalitäten umgesetzt und bei einer Präsentation der Öffentlichkeit sowie dem 
Mittelgeber im Dezember 2015 erstmals vorgestellt. Der Demonstrator befindet sich in einer 
permanenten Weiterentwicklung im Rahmen von studentischen Arbeiten und 
Forschungsprojekten. Das aktuelle Kapitel stellt den Stand der Implementierung zum Zeitpunkt 
der Evaluationsstudie im Jahr 2016 vor. 
7.1 Anforderungsanalyse für den Leipziger Demonstrator 
Am ICCAS in Leipzig wurde der Gesamtdemonstrator für die klinische Evaluation der 
Projektergebnisse entwickelt und implementiert. Im Folgenden wird der Fokus auf die 
Beschreibung des Leipziger Demonstrators gelegt. Neben der technischen und klinischen 
Anforderungsanalyse, die im Rahmen des Projektes OR.NET unter der Leitung der Kollegen der 
Universität Heidelberg durchgeführt wurden [146], mussten außerdem spezifische Gespräche 
mit Klinikpartnern in Leipzig zur Definition geeigneter Anwendungen geführt werden. 
Bereits zu einem frühen Zeitpunkt des Projektes fanden Gespräche mit den beteiligten 
klinischen Partnern der Klinik für Herzchirurgie des Herzzentrums Leipzig, der Klinik und 
Polyklinik für Neurochirurgie des Universitätsklinikums Leipzig sowie der Klinik und Polyklinik für 
Hals-, Nasen und Ohrenheilkunde des Universitätsklinikums Leipzig statt. Dabei wurden 
gemeinsam relevante klinische Szenarien identifiziert, die in einem Demonstrator-OP umgesetzt 
werden können. Limitierende Faktoren waren dabei die Größe des Saales (ca. 25 qm) sowie die 
Notwendigkeit, die Eingriffe an künstlichen Phantomen umsetzen zu können. Weitere Kriterien 
für die Wahl der betrachteten Eingriffe war deren gesellschaftliche Relevanz, also eine 
hinreichend große jährliche Fallzahl sowie die Nutzung mehrerer technischer Systeme zur 
Durchführung des Eingriffes. 
Durch die Limitation des Platzes wurden Eingriffe, die unter Zuhilfenahme eines C-Bogens 
durchgeführt werden, zum Beispiel Eingriffe an der Bandscheibe, ausgeschlossen. Nach 
mehreren Diskussionsrunden und OP-Besuchen wurde die sanierende Ohr-OP als HNO-
Anwendungsfall sowie die transsphenoidale Hypophysenadenomentfernung als kombinierter 
HNO- und Neurochirurgieanwendungsfall ausgewählt. Der allgemeine Ablauf der beiden 
Eingriffe ist im Abschnitt 2.3 dargestellt. 
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In einer Arbeit zum Vergleich verschiedener Modellierungsansätze und der verfügbaren 
Werkzeuge zur Modellierung stellen Neumann et al. fest, dass sich die EPK für die Modellierung 
von chirurgischen Prozessen eignet [44]. Daher wurden die Eingriffe gemeinsam mit den 
Chirurgen als EPK Top-Down modelliert, um kritische Situationen, Phasenübergänge und 
notwendige Daten zu identifizieren. Die vollständige Modellierung der sanierenden Ohr-OP ist 
im Anhang 11.1 dieser Arbeit zu finden. Bei der Vorstellung der Mehrwertdienste (vgl. 
Abschnitt 7.4) im Leipziger Demonstrator wird auf ausgewählte Abschnitte der Modellierung 
genauer eingegangen. 
7.2 Infrastruktur des Demonstrators 
Die Infrastruktur des neu entwickelten integrierten Operationssaales unterteilt sich in zwei 
unterschiedliche Netzwerkinfrastrukturen, eine Videoinfrastruktur und ein Serverbackend. 
Zur Anbindung von IT-Systemen und Medizingeräten, die über die entwickelte SOMDA 
kommunizieren und ihre Funktionen zur Verfügung stellen, wurde eine klassische Ethernet-
basierte Netzwerkverkabelung installiert. Diese wird über einen 48-Port Layer 3 Switch der 
Firma Cisco zusammengeführt. Zur Einbindung drahtloser Komponenten wird außerdem ein 
WLAN-Router der Firma AVM GmbH verwendet. Die passive Datenaufzeichnung (vgl. Kapitel 5) 
wird über einen oder mehrere Mirrorports am Switch realisiert. Das auf POWERLINK™ 
basierende Echtzeitethernet wurde ebenfalls über die Infrastruktur angebunden. Zur Trennung 
zwischen SOA und Echtzeitnetz wurden zwei VLANs eingerichtet. Die Implementierung der 
Echtzeitkommunikation, der Aufbau der Konnektoren sowie der Betrieb der Echtzeit-Masters 
wurde durch die Kollegen vom Forschungsinstitut MiMed der TU München realisiert und ist 
nicht Bestandteil dieser Arbeit. Im Rahmen des Leipziger Demonstrators wurde jedoch der 
Nachweis erbracht, dass beide Netzwerktopologien gemeinsam in einer Infrastruktur integriert 
werden können und sich durch ihre unterschiedlichen Stärken ergänzen. Ein Überblick über die 
Arbeiten im Bereich Echtzeitkommunikation im Projekt OR.NET ist unter [143], [161], [182]–
[184] zu finden. Aus sicherheitstechnischen Überlegungen wurde im Projekt eine Netztrennung 
zwischen Kliniknetz und OP-Netz vorgesehen. Die letztendliche Entscheidung darüber liegt aber 
beim Klinikbetreiber. In dieser Arbeit wird davon ausgegangen, dass die Netze getrennt sind und 
ein Übergang nur über ausgewählte Gateways möglich ist. 
Die Vernetzung aller Videoquellen und -senken im Operationssaal wurde ebenfalls auf Basis von 
Ethernet realisiert. Zum Einsatz kam eine Videomatrix der Firma IHSE GmbH 
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(Draco Tera Compact31). Dies ermöglicht eine hohe Flexibilität im Ausbau der Infrastruktur als 
auch eine einheitliche Verkabelung. Zur Umsetzung einer dynamischen Verschaltung wurde die 
Videomatrix mit einer SOMDA-kompatiblen Schnittstelle ausgestattet und verhält sich im 
Netzwerk äquivalent zu den anderen eingebundenen Medizingeräten. 
Die notwendigen IT-Systeme wurden als Virtuelle Maschine (VM) auf einem Server installiert. 
Als Krankenhausinformationssystem (KIS) kam das Open Source System MyCare2X der Firma 
Health Care Consulting GmbH zum Einsatz, als Bilddatenarchiv (PACS) das Produkt JiveX der 
Firma VISUS GmbH. Im Gegensatz zum eingesetzten KIS wurde das PACS um eine SOMDA-
Schnittstelle erweitert, so dass es sich im Netzwerk selbst beschreiben und seine Funktionen 
entsprechend der Spezifikation anbieten kann. Die Anbindung des KIS an das OP-Netz wurde 
über einen Konnektor, den sogenannten Konnektor IS, übernommen. Dieser kommuniziert über 
HL7 mit dem Krankenhausinformationssystem und stellt seine Funktionen über eine SOMDA-
Schnittstelle im OP-Netz zu Verfügung. Ziel sind dabei vor allem Geräte, die selbst nicht über 
eine HL7-Schnittstelle verfügen. IT-Systeme können zusätzlich über ein Gateway angesprochen 
werden, um Geräten und IT-Systemen, die über eine DICOM/HL7-Schnittstelle verfügen, 
direkten Zugriff auf die entsprechenden Daten zu gewähren. Eine umfangreiche Beschreibung 
der Konzepte zur Anbindung von IT-Systemen in OR.NET wurde von Andersen et al. gegeben 
[145].  
Aus den klinischen Anwendungsfällen sowie aus den notwendigen technischen Systemen 
konnte ein Aufbau für den Operationssaal im ICCAS abgeleitet werden. Da eine Nutzung 
bestehender Infrastrukturkomponenten wie Monitore oder Beleuchtung aus Kostengründen 
notwendig war, mussten auch Teile des bestehenden Raumkonzeptes übernommen werden.  
Der Autor dieser Arbeit hat OP-Abläufe in der Uniklinik Leipzig beobachtet sowie mit Chirurgen 
der Fachkliniken besprochen. Daraufhin wurden die folgenden Konzeptzeichnungen für den 
Demonstrator-OP beauftragt. Abbildung 25 zeigt den geplanten Aufbau bei der sanierenden 
Ohr-OP bei Benutzung des Mikroskops, Abbildung 26 den geplanten Aufbau bei endoskopischen 
Eingriffen an der Nase. Zusätzlich zu den dargestellten Komponenten wurde eine drehbare 
Überwachungskamera installiert, um die Prozesse im Operationssaal aufzeichnen und 
auswerten zu können. 
 





Abbildung 25: Aufbau des Demonstrators bei der sanierenden Ohr-OP 
 
 
Abbildung 26: Aufbau des Demonstrators bei der endonasalen Hypophysenadenomentfernung 
 
7.3 Integrationsszenarien in den Demonstratoren 
Der folgende Abschnitt beschreibt die unterschiedlichen Ansätze der Projektpartner bei der 
Integration ihrer Komponenten in einem SOMDA-vernetzten Operationssaal. Die Beschreibung 
der Integrationsszenarien wurde in [144] veröffentlicht.  
Bei den Szenarien für die Integration sind zwei unterschiedliche Aspekte zu betrachten:  
1. Bestehende Komponenten, die durch Erweiterung in einen vernetzten Operationssaal 
eingebunden werden sollen 
2. Neu entwickelte Komponenten 
1-3  Konfigurierbare Monitore 
4-5  Konfigurierbare Touchscreens 
6 Mikroskop 
7 Chirurg 
8 Intraoperatives Neuromonitoring 
9 Instrumentierende Person 
10 Patient 
11  Unsterile Person 
12 Tablet (sterilisierbar) zur Steuerung 
13/17 Bipolar, Fräse, Sauger 
14-16 Infrastrukturkomponenten  
(Switch, Server, KVM-Switch) 
18 Anästhesie-Workstation 
19 Anästhesist 
1  Patient 
2 Chirurg 
3 Instrumentierende Person 
3a unsterile Person mit Tablet 
(sterilisierbar) zur Steuerung 
4  Anästhesist 
5 Anästhesie-WS 
6/7 Endoskop, Bipolar, Shaver 
8-11 Monitore 
12(a) Touchmonitore 
13 Infrastrukturkomponenten  




Für die Demonstratoren wurde von 
Seiten der Hersteller auf bereits heute 
kommerziell am Markt verfügbare 
Geräte zurückgegriffen. Für den 
Einsatz in einem vernetzten, auf einer 
SOMDA basierenden Operationssaal 
mussten die Komponenten modifiziert 
werden. Je nach den gegebenen 
Voraussetzungen konnten dabei 
unterschiedliche Strategien von den 
Entwicklern verfolgt werden. Während 
der Planungsphase und der 
Umsetzungsphase des Projektes haben 
sich drei verschiedene Herangehensweisen herauskristallisiert. Die verschiedenen 
Integrationsansätze sind in Abbildung 27 dargestellt. Voraussetzung für jede Art der Integration 
war und ist, dass die Komponenten über eine Hard- oder Softwareschnittstelle verfügen, über 
die auf die internen Parameter zugegriffen werden kann.  
Bei Geräten, bei denen nicht auf die interne Software zugegriffen werden konnte, oder dies aus 
Unternehmensüberlegungen nicht gewünscht war, wurden externe Hardwarekonnektoren 
eingesetzt. Dabei wurde eine Rechnerkomponente auf der einen Seite mit der Schnittstelle des 
Gerätes (z. B.: proprietäres Protokoll auf RS232) und auf der anderen Seite via Ethernet oder 
WiFi mit dem SOMDA-Netzwerk verbunden. Abbildung 28 zeigt dies am Beispiel eines HF-
Schneidegerätes. 
 
Abbildung 28: Integration eines HF-Gerätes der Fa. KLS Martin via externem Schnittstellenkonnektor 
(Raspberry Pi). Implementierung durch die Fa. KLS Martin im Rahmen des Projektes OR.NET 
Kommerzielle Integrationslösungen wie der Karl Storz OR1 oder der Richard Wolf Core 
verwenden intern eine proprietäre Vernetzung, die jedoch über einen zentralen Rechner 
gesteuert bzw. verwaltet werden kann. Durch Erweiterung der Software kann dieser die 
Abbildung 27: Integrationsszenarien bei der Einbindung 
von Medizingeräten in ein SDC-Netzwerk 
92 
 
Informationen über die angeschlossenen Geräte an einer Schnittstelle zusammenführen und 
den anderen Teilnehmern im Netzwerk zur Verfügung stellen. Dies entspricht Ebene 2 in der 
Grafik (vgl. Abbildung 27). Durch die Integration einer bereits als Medizingerät zugelassenen 
Lösung kann sich der Aufwand bei der Risikoanalyse reduzieren und damit die Hemmschwelle 
für die Gerätehersteller herabgesetzt werden. Bei guter Planung kann über die interne 
Konnektorkomponente Einfluss auf bereitgestellte Funktionen genommen werden. Dadurch 
können entweder zusätzliche Datenverarbeitungsschritte unternommen oder nur eine 
Teilmenge der zur Verfügung stehenden Daten im Netzwerk bereitgestellt werden. Dies 
ermöglicht es dem Hersteller, Funktionen mit hohem Risiko abzukapseln und 
Risikokontrollmaßnahmen einzuleiten. Softwarekomponenten könnten ebenfalls auf diesem 
Wege angepasst werden, ohne die eigentliche Software zu modifizieren. 
Bei vielen der Komponenten in den Demonstratoren konnten einzelne Softwarekomponenten 
direkt angepasst werden, so dass bereits die interne Software in der Lage ist, mit dem SOMDA-
Netzwerk zu kommunizieren. Beispiele dafür sind das OP-Mikroskop der Firma Möller-Wedel 
sowie das Nervenmonitoring der Firma Inomed. Zukünftig ist mit einer vermehrten Nutzung der 
direkten Integration in die Komponenten selbst zu rechnen (Ebene 3). 
7.4 Umgesetzte Mehrwertdienste im Leipziger Demonstrator 
Im Kapitel 6 wurde bereits auf die verschiedenen Arten von Mehrwertdiensten eingegangen, die 
im Rahmen der Projekte als relevant identifiziert wurden. Das aktuelle Kapitel soll in 
Vorbereitung der Evaluationsstudie einen Überblick über die konkreten Gerätepaarungen 
geben, die gemeinsam mit den Klinikern und Krankenhausbetreibern im Demonstrator-OP 
betrachtet und evaluiert wurden. Die Bewertung der Mehrwertdienste dienen dabei als 
Surrogatkriterium für die Evaluation der Vernetzungslösung. Die Vernetzung als Konzept und 
technische Umsetzung ist die Basis für eine neue Art von Anwendungen in Operationssaal und 
Klinik. In Tabelle 7 sind die beteiligten Komponenten inkl. der Partner, die die Komponenten 
integriert haben, aufgeführt. Soweit nicht selbsterklärend, ist im Feld „Bemerkungen“ die 




Beteiligte Komponente Institution/Firma Bemerkung 
OP-Mikroskop  
(Möller-Wedel HS3-1000) 
Haag Streit AG, 
Möller-Wedel GmbH 
& Co.KG, Wedel 
 
Chirurgische Navigation Localite GmbH,  
Aufteilung des Produktes in seine 
Komponenten. Kamerasystem ist fest im 
OP installiert. Software läuft auf einem 
dedizierten Rechner außerhalb des OP und 
kann auch in einer VM ausgeführt werden. 
Anzeige erfolgt über bereits vorhandene 
Anzeigegeräte im OP. 
HF-Chirurgiegerät  
(KLS Martin Maxium) 


















Patientenmonitor (IACS)  
und Anästhesiegerät  
(Perseus A500) 
Dräger AG, Lübeck 
In der Evaluation nur als Simulation 
verwendet 
PACS  




PACS-Server ist außerhalb des OP-Netzes 
installiert. Der Betrachter innerhalb. Nur 
der Betrachter implementiert die SDC-
Schnittstelle und ist damit über andere 








GmbH, heute Karl 
Storz SE & Co. KG., 




Zeigt basierend auf den geplanten 
Eingriffen aus dem KIS eine Liste an. 
Ermöglicht das Zusammenstellen eines 
Geräteensembles für den aktuellen Eingriff. 
Überträgt die Session-ID und verteilt die 






Transparentes Gateway zur Verbindung 
von Klinik-Netz mit PACS und dem OP-Netz.  
94 
 




Lübeck IMI (Björn 
Andersen) 
Führt Informationen verschiedener 
Systeme im Netzwerk zusammen und 




(Karl Storz Image 1 HD) 
Karl Storz GmbH & 
Co.KG, Tuttlingen 
Integration der Geräte der Firma Karl Storz 
in enger Zusammenarbeit mit der 
Universität Rostock (Martin Kasparick) 
Kaltlichtquelle  
(Karl Storz PowerLED 175) 
  
Saugpumpe  
(Karl Storz Endomat LC) 
  
Saugpumpe  












Verfolgt den Prozess und stellt Daten über 
den aktuellen Prozessschritt im Netzwerk 
zur Verfügung. Andere Komponenten 
können basierend auf der Information 
Funktionen auslösen 
Lichtsteuerung  
Steuert das Raumlicht entsprechend der 
aktuellen Situation 
Mediensteuerung  
Steuert die im OP vorhandenen Monitore 




Dient zur Erstellung von 
Dokumentationsaufnahmen verschiedener 
Modalitäten, entscheidet anhand der 
Bildqualität und des Prozessschrittes über 
eine dauerhafte Speicherung im PACS über 




ICCAS (Gero Kraus, 
Christoph Georgi, 
Sascha Vinz) 
Nach Start der Anwendung werden alle 
Komponenten im Netzwerk gesucht und 
visualisiert. Anschließend ist eine 
Steuerung der Funktionen möglich. Die 
Fernsteuerung wurde im Rahmen des 
Projektes erweitert, um auch als 
kontextsetzendes System zu fungieren.  




Abbildung 29: Umgesetzte und evaluierte Funktionen am Leipziger Demonstrator. Die oberen Funktionen 
(rot, grün, gelb) beziehen sich auf technische Systeme im OP und sind entsprechend markiert. Die unteren 
Funktionen beziehen sich auf Komponenten in der Infrastruktur (Server, Informationssysteme). 
Im aktuellen Abschnitt werden konkrete Anwendungen während der Evaluation erläutert. Zu 
Beginn der Evaluation wird einer der für den aktuellen Tag geplanten Patienten (Planung mit 
MyCare2X) über den Kontextmanager ausgewählt. Anschließend wird überprüft, ob die Daten 
korrekt sind und die beteiligten Geräte ausgewählt sind. Durch Starten einer Session werden die 
aktuellen Kontexte auf die beteiligten Komponenten übertragen. Alle Komponenten, die dies 
vorsehen, können nun die patienten- oder eingriffsspezifischen Daten verwenden. Die Session-
ID muss von jedem Akteur für die weitere Kommunikation verwendet werden. Zum Zeitpunkt 
der Evaluation wurde dies noch nicht von allen Komponenten unterstützt, so dass die Funktion 
insgesamt nicht verwendet wurde. Während der Evaluation wurden die Patientendaten von 
Endoskop, Mikroskop, PACS und WIS entgegengenommen und verwendet. Endoskop und 
Mikroskop zeigten die Patientendaten im Sichtfeld, das WIS nutzte die Kontexte, um Profile für 
den aktuellen Eingriff auszuwählen und Geräte vorzukonfigurieren. Exemplarisch wurden die 
Fräsendrehzahl auf einen gewünschten Wert gesetzt, die Monitore auf die Situation eingestellt 
und die Stromstärke am Nervenmonitoring angepasst. 
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Während des Eingriffs hatte das OP-Personal die Möglichkeit, die aktuelle Konfiguration der 
beteiligten Komponenten an verschiedenen Stellen des Operationssaales zu betrachten und ggf. 
anzupassen. Im Sichtfeld des Chirurgen wurden Geräteparameter, Vitalparameter und Name 
des Patienten sowohl auf dem Endoskopiebildschirm als auch auf der Übertragung des 
Mikroskopbildes angezeigt (vgl. Kapitel 6). Der Chirurg hatte weiterhin die Möglichkeit, sich 
einzelne Parameter direkt über die transparente LCD-Schicht im Okular des Mikroskops anzeigen 
zu lassen. Dies wurde exemplarisch für die Vitalparameter sowie für die Parametrisierung des 
KLS Martin-HF-Gerätes durch die Firma Möller-Wedel umgesetzt. Der steril abdeckbare Touch-
Bildschirm oberhalb des Okulars wurde ebenfalls angepasst, um Geräteparameter anzuzeigen 
und Geräte direkt steuern zu können. Das unsterile OP-Personal hatte die Möglichkeit, über ein 
















Weiterschalten von Study, Serie 
und Image  
X X x 
Fräse 
(Karl Storz) 
Verändern der maximalen 
Fräsendrehzahl, Anpassen der 
abgegebenen Spülleistung 
X X X 
HF-Gerät  
(KLS Martin) 
Erhöhen der Leistung im aktuell 
eingestellten Profil, Anpassen des 
Effektes 
X  X 
HF-Gerät 
(Karl Storz) 
Erhöhen der Leistung im aktuell 
eingestellten Profil, Anpassen des 
Effektes 
 X X 
Neuromonitoring 
(Inomed) 
Anpassen der abgegebenen 
Stromstärke, Anpassen der 
Frequenz 
X X X 
Sauger 
(Karl Storz) 
Erhöhen der Saug- und 
Spülleistung. Starten und Stoppen 
der Saugung/Spülung 
 X X 
Kaltlichtquelle 
(Karl Storz) 
Standby, Einstellen der 
Lichtleistung 
 X X 
Endoskopiekamera 
(Karl Storz) 
Shutter, Weichzeichner  X X 
Mikroskop 
(Möller-Wedel) 
Fokaltiefe, Vergrößerung  X X 
Tabelle 8: Kontrollmöglichkeiten der verschiedenen Komponenten während der Evaluation 
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Tabelle 8 zeigt die Komponenten, die zur Fernsteuerung verwendet werden können, und die 
Einstellmöglichkeiten, die damit zur Verfügung stehen. Die Knöpfe am Endoskop werden über 
eine Software der Universität Rostock aufgenommen und können darüber jeder beliebigen 
Activation zugeordnet werden. Durch Übertragung der Fokustiefe des Mikroskops an das 
Navigationssystem wurde die Möglichkeit der Navigation von zwei Dimensionen, also der 
Ausrichtung des Mikroskops, auf drei Ebenen erweitert, womit eine Navigation im 3-
dimensionalen Datensatz möglich ist. Die Bild-Daten konnten außerdem vom Navigationssystem 
an das Mikroskop übertragen und dort in die LCD-Schicht im Okular eingeblendet werden. Je 
nach Helligkeitseinstellung am Mikroskop war damit entweder eine reine Betrachtung der CT-
Daten möglich oder eine Überlagerung mit den realen Strukturen (vgl. Kapitel 6.3). 
Auch das Nervenmonitoring der Firma Inomed 
konnte einen Stream an das Mikroskop 
übertragen, wo dieser auf dem kleinen 
Bildschirm über dem Okular zur Anzeige 
gebracht werden konnte (vgl. Abbildung 30). 
Damit sollte die Bewertung des 
Nervenmonitorings für die Chirurgen 
vereinfacht werden. Während der Operation 
aufgezeichnete Bilddaten (Mikroskop, 
Endoskop) konnten unter Verwendung des 
DICOM-Gateways entweder direkt an das PACS 
übertragen werden oder nach Ende der OP durch die Dokumentationskomponente des ICCAS.  
Am Beispiel der Übertragung des Flächendosisproduktes eines simulierten C-Bogens konnte 
gezeigt werden, dass mithilfe einer Aggregationskomponente die Daten erfasst werden und 
anschließend an das KIS zurückübertragen werden können.  
Außerdem wurden einige der automatischen Funktionen im Rahmen der Evaluation getestet. 
Dazu zählte eine automatische Anpassung der Lichtsituation vor Beginn des endoskopischen 
Eingriffs zur Erhöhung der Team-Awareness sowie bei Einführen des Endoskops in die Nase eine 
Abdunkelung auf einen Blauton zum Erhöhen des Kontrastes. 
Die Bildschirme wurden ebenfalls in Abhängigkeit der Situation umgeschaltet. Dies geschah bei 
Benutzung des Navigationssystems, der Verwendung des Endoskops sowie bei Betrachtung von 
präoperativen Patientendaten. In den ersten beiden Fällen wurde der Primärmonitor angepasst, 
im letzten Fall der Sekundärmonitor. 
Abbildung 30: Einblendung der Signale des 




7.5 Vorgehen bei der Evaluation des Leipziger Demonstrators 
Ziel der Evaluation war es, den relevanten Stakeholdern eines integrierten Operationssaales 
einen breiten Überblick über die Möglichkeiten zu geben und ihre Meinung zu den Konzepten 
und zur Umsetzung vor Ort im Leipziger Demonstrator einzuholen. Nach der Abfrage von 
Problemen in aktuellen Operationssälen und dem gewünschten Mehrwert in zukünftigen Sälen 
im Rahmen der Anforderungsanalyse zu Beginn der Projektlaufzeit [146] wurde mit der 
Evaluation eine erneute Befragung mittels Fragebögen und strukturierten Interviews 
durchgeführt.  
7.5.1 Technische Evaluation 
Gemeinsam mit Dr. Armin Will vom Uniklinikum Schleswig-Holstein wurde zunächst ein Vortrag 
auf der Frühjahrstagung des Bundesverbandes der Krankhaus-IT-LeiterInnen (Leipzig, 2016) 
gehalten und direkt im Anschluss Diskussionsrunden im Demonstrator-OP angeboten. Dabei 
hatten die Teilnehmer die Möglichkeit, mit den Entwicklern zu diskutieren und die Technik an 
einem Patientenphantom selbst einzusetzen. Alle Teilnehmer der Präsentationen des 
Demonstrator-OPs im ICCAS wurden aufgefordert anschließend einen Fragebogen (vgl. 
Anhang 11.4) auszufüllen. In einer Veranstaltung auf dem Medizintechniksymposium im 
Dezember 2016 in Leipzig wurden die Konzepte und Technologien 
Medizintechnikverantwortlichen aus dem gesamten Bundesgebiet in gleicher Weise vorgestellt. 
Auch die Teilnehmer dieser zweiten Veranstaltung wurden zum Ausfüllen des Fragebogens 
aufgefordert. Durch diese beiden Veranstaltungen sollten speziell Meinungen der technisch-
administrativen Verantwortlichen eingeholt werden, die integrierte Operationssäle später in 
ihren Kliniken betreiben sollen. Bei der Befragung der IT- und MT-Verantwortlichen wurden 19 
Fragen aus 12 Kategorien mit einem Fokus auf die Integration von Klinik-IT-Daten, der Relevanz 
von Wartungsdaten, Fragestellungen des Risikomanagements und Erwartungen für die Zukunft 
gestellt.  
7.5.2 Klinische Evaluation 
Die Evaluation mit dem klinischen Personal wurde breit aufgestellt. Neben den Chirurgen der 
HNO-Chirurgie, die direkt mit dem klinischen Anwendungsfall vertraut waren, wurden auch 
Herzchirurgen in den Demonstrator-OP eingeladen. Die Chirurgen des Herzzentrums Leipzig sind 
durch den Einsatz von Hybrid-OPs bereits mit einigen proprietären Integrationstechnologien 
vertraut und konnten so einen zusätzlichen Blickwinkel in die Diskussionen einbringen. 
Abschließend wurden auch instrumentierende Personen des Uniklinikums Leipzig in die 
Evaluation eingebunden, da diese einen wichtigen Auftrag bei der Vorbereitung und 
Nachbereitung des Operationssaales leisten. So sind sie für die Vorbereitung der Infrastruktur 
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und der Medizingeräte verantwortlich und kümmern sich um das Aufrufen der korrekten Daten 
und Informationen an beteiligten Rechnern. Außerdem müssen sie aktuell die 
Patienteninformationen in vorhandene Systeme eingeben oder laden und die Dokumentation 
von Bilddaten vorbereiten. 
Die klinische Evaluation wurde ebenfalls mit einer kurzen Präsentation der Möglichkeiten im 
integrierten Operationssaal begonnen. Anschließend hatten die Befragten die Möglichkeit Teile 
der Eingriffe am Phantom durchzuführen und mit den Systemen zu interagieren, um sich ein Bild 
von den neuen Möglichkeiten zu machen. Anschließend wurden die Fragen in einem 
strukturierten Interview gestellt und die Antworten notiert. Der letzte Schritt war eine offene 
Diskussion mit den Beteiligten. 
Die Befragung mit 24 Fragen wurde insgesamt mit drei erfahrenen HNO-Oberärzten, zwei HNO-
Assistenzärzten, zwei Oberärzten aus der Herzchirurgie des Herzzentrums Leipzig sowie zwei 
instrumentierenden Personen durchgeführt. Die Fragen wurden dabei nach den folgenden 
Kategorien gruppiert: 
• Allgemeine Angaben 





Einige Fragen wurden in mehrere Teilfragen zerlegt. Der vollständige Fragenkatalog ist im 
Anhang zu finden (vgl. Anhang 11.3). Nicht in die Auswertung eingeflossen sind die 
Konsultationen mit den Kollegen aus HNO- und Neurochirurgie während der Entwicklungs- und 
Testphase des Demonstrator-OPs. 
7.6 Ergebnisse der Evaluation 
7.6.1 Technische Evaluation 
Für die Evaluation mit Betreibern von Operationssälen, respektive mit den IT- und MT-
Verantwortlichen wurden 70 Fragebögen an die Besucher des ICCAS verteilt, bei einem Rücklauf 
von 17 Fragbögen entspricht dies einer Rücklaufquote von 24,3%. Sechs Fragebögen mussten 
aufgrund des Berufs der Teilnehmer oder wegen Unvollständigkeit von der Auswertung 
ausgeschlossen werden, da sie nicht in einem Klinikum für die Bereiche Medizintechnik oder 
Informationstechnik zuständig waren. Die Nettorücklaufquote beträgt somit 15,7%. Alle 
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eingeschlossenen Teilnehmer hatten mehr als 10 Jahre Berufserfahrung und trugen zum 
Zeitpunkt der Befragung Verantwortung im Bereich Medizintechnik oder Informationstechnik 
an einem deutschen Krankenhaus. 
In drei der Kliniken war zum Zeitpunkt der Befragung bereits mindestens ein integrierter 
Operationssaal in Betrieb, fünf weitere Kliniken planen die Installation eines oder mehrerer Säle 
in den kommenden fünf Jahren. Der nachfolgende Teil der Auswertung beschäftigt sich mit den 
qualitativ auszuwertenden Fragen, der zweite Abschnitt präsentiert dann zu den quantitativ 
auswertbaren Fragen jeweils das entsprechende Diagramm.  
Frage 8: Welche Daten medizinischer Geräte aus dem OP, die Sie gern in ihren 
Informationssystemen zur Verfügung hätten, fehlen Ihnen zum heutigen Stand der 
Technik?  
Die Frage nach der Sinnhaftigkeit des Konzeptes eines Kontextmanagers zur Verteilung von 
Patienten und Eingriffsinformationen auf die beteiligten Systeme und zum Erstellen einer 
gemeinsamen Kommunikationssession wurde von den Befragten durchgehend mit „Ja“ 
beantwortet (Frage 6). Neben dem allgemeinen Wunsch nach einer Integration von 
Medizingeräten in die Krankenhaus-IT sind für die Befragten vor allem die Übertragung von 
Fehlermeldungen und eine direkte Serviceunterstützung am Gerät interessant. Eine Integration 
der Labordiagnostik in Echtzeit wurde von einem weiteren Befragten gewünscht. 
Frage 10: In einem vernetzten Operationssaal stehen beliebige Gerätedaten an beliebigen 
Geräten und Systemen zur Verfügung. Welche konkrete Funktion bzw. Anwendung, 
die dadurch ermöglicht wird, halten Sie für vorrangig wünschenswert? 
Bei der Beantwortung der Frage 10 wurde von den Teilnehmern eine große Menge an 
wünschenswerten Funktionen genannt. Diese beziehen sich hauptsächlich auf eine verbesserte 
Datenintegration. Eine Ausnahme bildet dabei der mehrfach genannte Wunsch nach einer 
Personalisierung oder Profilierung des Operationssaales in Abhängigkeit von Eingriff und 
Operateur. Bei der Datenintegration sind neben dem allgemeinen Wunsch nach Verfügbarkeit 
von IT-System und Medizingerätedaten vor allem die Dokumentationsanwendungsfälle 
relevant. So soll durch die Verhinderung von Mehrfacheingaben eine Zusammenführung von 
verschiedenen Dokumenten in eine gemeinsame OP-Dokumentation erleichtert werden. 
Sowohl bei der technischen als auch bei der klinischen Dokumentation erhoffen sich die 
Teilnehmer eine erhöhte Rechtssicherheit. Die Datenintegration soll auch für eine Verbesserung 
der Logistik, also der Raum- und Ressourcenplanung von Vorteil sein, zum Beispiel indem 
Gesamtübersichten über die verwendeten Ressourcen einfacher zur Verfügung stehen.  
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Frage 11: Welche Herausforderungen sehen Sie bei der Einführung von offen vernetzten 
Operationssälen? 
Den in Frage 10 genannten Zusatzfunktionen stehen einige Herausforderungen gegenüber. 
Neben den möglicherweise höheren Kosten von integrierten Medizinprodukten und der 
Betreuung dieser, stehen für die Betreiber vor allem Sicherheits- und Risikomanagementaspekte 
im Vordergrund. Vor allem die Problematik der Eigenherstellung bei Vernetzung durch den 
Betreiber beschäftigt die Befragten, da §12 MPG vom Betreiber ein vereinfachtes 
Konformitätsbewertungsverfahren fordert32. Im Falle einer zulässigen Gerätekombination 
verlangt die MPBetreibV (§4 Absatz 4) zusätzlich den Nachweis der Eignung der Kombination 
und damit verbunden den Nachweis der erforderlichen Sicherheit für Patient, Anwender, 
Beschäftigten oder Dritte33. Bei den Sicherheitsaspekten sind sowohl die Datensicherheit als 
auch die Zugriffssicherheit von Interesse. Als letzter Punkt wurde die Stabilität des Systems als 
wichtiges Kriterium für eine Nutzerakzeptanz angebracht.  
Frage 5: Wird Ihrer Meinung nach eine weitere Vernetzung zwischen medizinischen Geräten 
im OP und den IT-Systemen der Klinik eher Vorteile oder Nachteile für Ihre Klinik 
bringen? 
 
Alle Teilnehmer der Studie schätzten die Einführung von offen vernetzten Medizingeräten in der 
Zukunft als vorteilhaft ein (Median 9).  
 
32 „BMJV, Gesetz über Medizinprodukte“, 07-März-2020. [Online]. Verfügbar unter: 
https://www.gesetze-im-internet.de/bundesrecht/mpg/gesamt.pdf 
33 „BMJV, Verordnung über das Errichten, Betreiben und Anwenden von Medizinprodukten“, 07-März-









Abbildung 31: Auswertung der Frage 5 (Vor- oder Nachteile für 




Frage 7: Wie hoch schätzen Sie den erwarteten Mehrwert durch die herstellerübergreifende 
Verfügbarkeit medizinischer Gerätedaten (Messwerte etc.) in klinischen 
Informationssystemen ein, in Bezug auf 
a) die Vereinfachung klinischer Workflows? 
b) die Ersparnis von Zeit und Kosten? 
c) die Qualität der Patientenversorgung?  
d) die Patientensicherheit?  
 
Abbildung 32: Auswertung von Fragenkomplex 7 (Mehrwert durch Verfügbarkeit von 
medizinischen Gerätedaten) 
Die Teilnehmer der Studie schätzen ein, dass sich Patientensicherheit und Qualität der 
Versorgung moderat (Median 7) erhöhen wird. Bei der Frage nach der Einsparung von Kosten 
und Zeit gehen die Meinungen auseinander, was sich an der stärkeren Streuung um den Median 
zeigt (Median 7). Die Teilnehmer sehen durchaus ein Einsparpotenzial, gehen aber gleichzeitig 
von einem erhöhten Aufwand und höheren Kosten bei der Anschaffung und dem Betrieb der 
Komponenten aus. Bei der Verbesserung der klinischen Abläufe gehen alle Teilnehmer von 
einem moderaten bis starken Potenzial aus (Median 9). 
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Frage 9: Wie hoch schätzen Sie den erwarteten Mehrwert durch die herstellerübergreifende 
Verfügbarkeit technischer Geräteparameter (Nutzungsdauer etc.) in 
Informationssystemen (digitales Gerätebuch o.ä.) ein, in Bezug auf 
a) den Workflow des Medizingerätemanagements? 
b) Die Ersparnis von Zeit und Kosten? 
c) Die Qualität des Medizingerätemanagements? 
 
Abbildung 33: Auswertung von Fragekomplex 9 (Verfügbarkeit von technischen 
Geräteparametern) 
Die Teilnehmer schätzen vor allem ein, dass sich die Qualität des Medizingerätemanagements 
verbessern wird (Median 8). Beim zugehörigen Workflow bietet sich ein ähnliches Bild, auch 
wenn hier eine größere Streuung stattfindet. Bei der Frage nach Einsparpotenzialen sind die 
Ergebnisse sehr ähnlich zu den Antworten auf Frage 7b, es wird von einem Potenzial 




Frage 12: Wie wichtig sind Ihnen die Unterstützung bzw. Dokumente für die Einführung und 
den Betrieb eines vernetzten Operationssaales? 
a) Vernetzungsrelevante Informationen aus der Hersteller-Risikoanalyse 
b) Unterstützung bei der Risikobewertung durch den Hersteller einer vernetzten 
Komponente 
c) Unterstützung bei der Risikobeherrschung durch den Hersteller einer 
vernetzten Komponente 
 
Abbildung 34: Auswertung von Fragenkomplex 12 (Unterstützung bei Einführung und Betrieb 
eines vernetzten Operationssaales durch die Hersteller) 
Mit einer Ausnahme bei Frage 12c benötigen alle Befragten Unterstützung bei der Einführung 
bzw. beim Betrieb vernetzter Komponenten. Vor allem vernetzungsrelevante Informationen aus 
der Hersteller-Risikoanalyse würden den Betreibern helfen (Median 9). Eine direkte 
Unterstützung seitens des Herstellers bei der Risikobewertung in der Klinik wäre ebenso 
wünschenswert (Median 8,5). Beim Beherrschen der Risiken und der Auswahl geeigneter 
Risikokontrollmaßnahmen, sei es durch Dokumente oder andere Hilfsmittel des Herstellers, 
wünschen sich nahezu alle Teilnehmer Unterstützung.  
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Insgesamt schätzen die Teilnehmer der Befragung das Potenzial einer offenen Vernetzung als 
sehr positiv ein und sehen sowohl Vorteile bei der Versorgung der Patienten als auch bei ihrer 
Kernaufgabe, dem Management von Klinik-IT und Medizintechnik. Neue Technologie bringt 
allerdings auch zusätzliche Aufgaben mit sich und erfordert neben einer Einarbeitung und 
Schulung der Mitarbeiter ebenfalls weitere Informationen der Hersteller der vernetzten 
Systeme. 
7.6.2 Klinische Evaluation 
Die Vorstellung des Operationssaales inklusive der Möglichkeit eines praktischen Einsatzes 
sowie die parallele Befragung mit Chirurgen und instrumentierenden Personen dauerte 
zwischen 50 Minuten und 105 Minuten. Soweit möglich wurden auch während der Interviews 
quantifizierbare Aussagen formuliert und entsprechende Werte erhoben. Im Gegensatz zu 
reinen Fragebögen konnten diese durch Nachfragen zusätzlich mit Meinungen und 
Begründungen angereichert werden. Das Erfahrungslevel der befragten Personen war 
insgesamt sehr hoch, nur drei der Befragten hatten weniger als 10 Jahre Berufserfahrung (zwei 
Assistenzärzte HNO, ein Facharzt Herzchirurgie). Bei Erfassung der Bewertung wurde immer eine 
Skala zwischen 1 und 10 verwendet wobei 1 für keine Zustimmung/trifft nicht zu und 10 für volle 
Zustimmung/trifft voll zu stand.  
Fragenkomplex 1 – Integrierte Operationssäle 
Die Frage nach der Bekanntheit des Begriffes „Integrierter Operationssaal“ wurde von den 
Ärzten durchgehend mit ja beantwortet. Die instrumentierenden Personen konnten hingegen 
nichts mit dem Begriff anfangen. Ein tieferes Wissen über die Möglichkeiten und den Sinn einer 
solchen Technologie wurde differenzierter beantwortet, der Median der Antworten der Ärzte 
lag bei 8,5 (6-10). In der Ausbildung und der Facharztausbildung spielt die Technologie derzeit 
noch keine Rolle, wobei dies gerade in der Facharztausbildung vom Kenntnisstand der 
ausbildenden Ärzte abhängt. Die Frage, ob durch eine weitere Vernetzung zwischen 
Medizingeräten und IT-Systemen in der Klinik Vorteile zu erwarten sind, wurde von allen 
Befragten positiv beantwortet (Median 9,5). Ebenso wurde festgehalten, dass weiterhin ein 
Forschungs- und Entwicklungsbedarf auf diesem Feld besteht (Median 10). Ein möglicher 
Nachteil stellt die Einsparung von Mitarbeiterstellen dar. Nur einer der befragten Ärzte hat 
schon in einem integrierten Saal operiert und konnte die Frage zur Steuerung über eine zentrale 
Bedienoberfläche beantworten (Antwort 10 – sehr häufige Nutzung), so dass diese Frage nicht 
weiter ausgewertet werden kann. Im folgenden Fragenblock wurde die Meinung zu 
verschiedenen möglichen Vorteilen eines vernetzten Operationssaales abgefragt. Die Fragen 
wurden dabei jeweils positiv und negativ formuliert (Beispiel: „Glauben Sie, dass eine 
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Vernetzung aller Geräte im Operationssaal und der IT-Systeme im Krankenhaus die 
Patientensicherheit erhöht?“ (Frage 6a), „… die Patientensicherheit senkt?“ (Frage 6b)). Das 
Diagramm in Abbildung 35 visualisiert die Antworten der Probanden. Bei der Frage nach der 
Patientensicherheit kam von mehreren Ärzten der Zusatz, dass die IT-Datenbasis korrekt sein 
muss und dass während der Benutzung keine Fehler auftreten dürfen. Die Teilnehmer konnten 
sich vorstellen, dass eine Vernetzung ihre Arbeit vereinfacht – vorausgesetzt die Geräte 
funktionieren weiterhin auch ohne Vernetzung. Eine erhöhte Belastung wurde von den 
instrumentierenden Personen beim Auftreten von Fehlern angemerkt, außerdem wurde darauf 
hingewiesen, dass Personen, die diese neue Technologie ablehnen, ggf. mit einer höheren 
Belastung rechnen müssen. Die Frage nach Potenzial für eine Zeiteinsparung wurde 
unterschiedlich beantwortet. Nach einem eingehenden Training und unter der Voraussetzung, 
dass der Saal sinnvoll geplant und aufgebaut wurde, gehen die Teilnehmer von einem 
moderaten Zeiteinsparpotenzial aus. Bei auftretenden Fehlern, Unklarheiten und durch die 
möglicherweise längere Vorbereitungszeit (z. B. bei multidisziplinär genutzten Sälen durch 
Neuverkabelung) kann es auch zu einem zeitlichen Mehraufwand kommen. Eine Vereinfachung 
des Qualitätsmanagements wird vor allem durch die Möglichkeit der besseren klinischen 
Dokumentation von allen Teilnehmern erwartet (Median 9,5). 
.  
Abbildung 35: Ergebnisse der Fragen zu möglichen Vor- und Nachteilen von integrierten Operationssälen 
[181]  
Fragenkomplex 2 – Mehrwertdienste 
Das klinische Personal ist sich einig, dass eine zentrale Bedieneinheit, egal ob ein Tablet oder ein 
fester Monitor, sehr sinnvoll wäre. Aktuell sind kaum zentrale Bedieneinheiten vorhanden. 
Ausnahmen bilden eine zentrale Videodokumentation sowie eine Steuerkonsole für die 
Angiografie im Herzzentrum. Die Geräteeinstellungen müssen abhängig von Eingriff und Phase 
des Eingriffs mit unterschiedlicher Häufigkeit geändert werden. Dies geschieht entweder durch 
Zuruf an den Springer oder über Fußpedale, die Einstellungen an Geräten im Rücken des 
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Chirurgen verändern. Beide Interaktionsarten können zu Fehleinstellungen führen, sind 
teilweise unergonomisch und bieten dadurch ein Frustpotenzial (vgl. Kapitel 1.1). Ein 
einheitliches Bedienkonzept und die Möglichkeit der Anpassung an verschiedene Bedürfnisse 
würden die Arbeit nach Aussage der befragten Personen vereinfachen. Wichtig ist den Befragten 
dabei sowohl ein möglichst einheitliches Bedienkonzept zur Vermeidung von Fehlbedienungen 
als auch eine Betrachtung von Sicherheitskonzepten bei der Fernbedienung, wie sie auch schon 
in aktuellen OP-Sälen von Relevanz sind (z. B. Fernbedienung des Tisches mit Sichtkontakt). Zur 
Implementierung im Demonstrator des ICCAS wurde die recht hohe Latenz bei Bedienung mit 
dem Tablet bemängelt.  
Die folgenden Abschnitte beschäftigen sich mit teilautomatisierten Funktionen eines 
integrierten Operationssaales auf der Basis der Arbeiten von Stefan Franke [61], [76]. 
Eine Automatisierung der Lichteinstellungen (an/aus, Helligkeit, Farbe, Lichtfokus) wird von den 
Befragten positiv aufgenommen. Aktuell werden die Lichteinstellungen per Zuruf an den 
Springer gesteuert. Eine Automatisierung der Kaltlichtquelle am Endoskop oder am Mikroskop 
ist dabei von Interesse, um das Einbringen von Energie und damit Wärme im Situs zu reduzieren. 
Das Herstellen von „Team Awareness“ und das situationsabhängige Abdunkeln, z. B. während 
der Endoskopie, wird gerade von den Ärzten als sinnvoll erachtet. Angemerkt wird, dass eine 
automatische Anpassung nicht zu häufig passieren darf, da sonst die Akzeptanz der Mitarbeiter 
sinkt, außerdem muss ein manueller Notfallmodus verfügbar sein, der die automatische 
Funktion überschreibt.  
Abhängig von der chirurgischen Disziplin werden in heutigen Operationssälen entweder feste 
Monitorkonfigurationen mit einer großen Menge von Monitoren eingesetzt (Herzchirurgie) oder 
die Bildquelle muss an den Monitoren durch den Springer selbst geändert werden (HNO-
Chirurgie). Beide Varianten werden von den Befragten als nicht optimal bezeichnet. Eine 
automatische Einstellung wird entsprechend sehr positiv aufgenommen, auch der befragte 
Anästhesist sieht diese Funktion für seinen Bereich als sinnvoll an. Bei Problemen mit der 
Schaltung muss auch hier eine manuelle Übersteuerung möglich sein.  
Die Vorstellung einer teamabhängigen Konfiguration des Operationssaales (vgl. Kapitel 6.1) und 
der vorhandenen Geräte basierend auf einem hinterlegten Profil wurde von allen Befragten als 
sehr sinnvoll bezeichnet. Besonders die Anpassung auf die durchgeführte Intervention sowie auf 
den Chirurgen ist relevant. Eine Anpassung auf den Patienten wurde als weniger dringend 
eingeschätzt. Die gewünschten Einstellungen betreffen sowohl die Infrastruktur, wie Licht und 
Monitore, als auch die Einstellungen der chirurgischen Geräte, wie maximale Fräsendrehzahl, 
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Tischhöhe oder HF-Leistung. Die geplanten Einstellungen müssen vor der Übertragung an die 
Geräte dem Chirurgen präsentiert und durch diesen genehmigt werden. Die Frage nach der 
Bereitschaft, einmalig pro Eingriffsart und Chirurg eine Stunde lang die Konfiguration 
vorzubereiten und diese bei Bedarf anzupassen, wurde positiv beantwortet. 
Fragenkomplex 3 – Wünsche 
Die im Demonstrator umgesetzten Funktionen decken bereits einen breiten Bereich dessen ab, 
was sich das klinische Personal in der Befragung wünscht. Die Fragen waren so gestellt, dass die 
Befragten aus ihrer heutigen Perspektive antworten konnten und damit auch Wünsche geäußert 
wurden, die bereits im Demonstrator umgesetzt sind. Die Herzchirurgen wiesen auf den Wert 
einer Videointegration hin, vor allem wenn sich diese an die Situation anpasst. Außerdem wurde 
eine automatische Warnung gewünscht, welche sich nach dem Standardablauf der OP richten 
kann. Das genannte Beispiel war eine automatische Warnung über die Nutzung des Rapid Pacing 
fünf Minuten, bevor dieses zum Einsatz kommt, um so das OP-Team und den Anästhesisten zu 
informieren. Die HNO-Chirurgen wünschten sich sowohl eine bessere Verfügbarkeit der prä-
operativen Bilddaten im Operationssaal als auch eine bessere Datenintegration während und 
nach dem Eingriff. Aktuell werden je nach Typ der OP bis zu fünf verschiedene Systeme für die 
Dokumentation verwendet. Der von uns befragte Anästhesist merkte an, dass Informationen 
über die OP-Timeline, also über den Fortschritt der aktuellen OP sowie über folgende geplante 
Eingriffe integriert werden sollen, um damit die Einbestellung der Patienten und die 
Narkosevorbereitung zu unterstützen. Die instrumentierenden Personen wünschten, wenn auch 
mit einem Augenzwinkern, einen vollständig kabel- und schlauchlosen Operationssaal. Sowohl 
von den Chirurgen als auch vom Anästhesisten wurde eine Möglichkeit angefragt, den 
bisherigen Blutverlust anzuzeigen. 
Fragenkomplex 4 – Dokumentation 
Zur Erstellung der vollständigen OP-Dokumentation müssen verschiedene Schritte sowohl im 
Operationssaal als auch im Anschluss an den Eingriff von den beteiligten Personen durchgeführt 
werden. Die ärztliche Dokumentation des Eingriffs hängt stark von der Art der Intervention ab, 
eine textuelle Beschreibung des Eingriffs ist aber in jedem Fall notwendig. In Abhängigkeit von 
den verwendeten Geräten und Systemen müssen zusätzliche Daten erfasst werden. Gerade im 
Bereich der HNO-Chirurgie ist es üblich und von den Leitlinien vorgesehen, dass die behandelten 
Strukturen vor und nach der Behandlung mittels eines Bildes dokumentiert werden. Dies kann 
bei offenen Eingriffen mit einer Digitalkamera oder bei Eingriffen, die unter 
Mikroskopie/Endoskopie durchgeführt werden, mit diesen geschehen. Die aufgenommenen 
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Bilder müssen in einigen Fällen nach Ende des Eingriffs durch das Pflegepersonal mit einem 
Datenträger gesammelt und anschließend in die korrekten Systeme eingespielt werden. Je nach 
verwendetem Softwaresystem werden die Bilder später unabhängig von den textuellen 
Beschreibungen gespeichert und auch nicht referenziert. Neben der genannten Dokumentation 
müssen die Eingriffe inklusive der durchgeführten Subprozeduren nach Diagnosis Related 
Groups (DRG) verschlüsselt werden. Dabei werden oftmals abrechenbare Subprozeduren 
vergessen, was sich in einer geringeren Bezahlung durch die Krankenkassen auswirken kann. Das 
Pflegepersonal ist für die Erfassung der Schnitt-Naht-Zeit verantwortlich, die zum einen als 
Benchmarkkriterium in der Klinik verwendet wird, zum anderen zur Abschätzung des weiteren 
Verlaufs dient. Außerdem werden die Zeiten für die Vor- und Nachbereitung des Eingriffs, das 
verwendete Material, die Lagerung, das OP-Team, ggf. verwendete Implantate und die 
Ergebnisse der Pathologie erfasst.  
Alle befragten Personen wünschen sich eine bessere Zusammenführung und Erfassung der 
notwendigen Daten, wie beispielsweise der oben genannten Zeiten. Großes Frustpotenzial 
besteht gerade dann, wenn eine Übertragung der Daten theoretisch möglich ist, aber aufgrund 
von technischen Schwierigkeiten nicht eingesetzt werden kann. Durch die Doppelerfassung 
einiger Daten (z. B. Zeiten werden durch Anästhesie und Chirurgie erfasst) entstehen 
Inkonsistenzen in den Datensätzen. Auch die Mehrfacheingabe von Patienteninformationen 
kann durch Tippfehler solche Inkonsistenzen erzeugen. Eine automatisierte oder unterstützte 
Erfassung des Verbrauchsmaterials inklusive der Anbindung an die Krankenhauslogistik wird von 
beiden Disziplinen vorgeschlagen, vor allem die rechtzeitige Nachbestellung von verwendeten 
Implantaten kann dadurch vereinfacht werden. 
Fragenkomplex 5 – Risiken 
Durch eine erweiterte Vernetzung der Systeme im Operationssaal bekommen auch Probleme, 
die in anderen IT-Bereichen relevant sind, einen höheren Stellenwert. Dazu zählen sowohl die 
Verbreitung von Malware als auch das Hacking von beteiligten Komponenten. 
Sicherheitsmechanismen müssen verhindern, dass eine Kontrollübernahme der Geräte möglich 
ist und einen Ausfall durch Schadsoftware verhindern. Außerdem merkten die Befragten 
mehrfach an, dass auch bei einem Netzausfall in der Klinik, ein Weiteroperieren möglich sein 
muss.  
Fragenkomplex 6 – Aufbau und Vorbereitung des Saales 
Die Befragung über den Aufbau des Saales wurde ausschließlich mit zwei instrumentierenden 
Personen aus der HNO-Chirurgie durchgeführt. Eine vollständige Übertragung der Ergebnisse 
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auf andere Disziplinen ist aufgrund unterschiedlicher Voraussetzungen in den Sälen und einer 
unterschiedlichen Komplexität der Eingriffe nicht möglich. Beide Pflegekräfte hatten mehr als 
18 Jahre Berufserfahrung. Aufgrund des Aufgabenbereichs wurde auch der befragte Anästhesist 
zum Aufbau des Saales befragt. 
Über die Vorbereitung des Saales wurde das gesamte OP-Personal befragt. Der Anästhesist 
nimmt den Patienten in das Patientendatenmanagementsystem (PDMS) auf und ruft Labor- und 
Bilddaten auf. Anschließend findet die Anästhesievorbereitung und damit die Behandlung des 
Patienten statt. 
Aktuell werden je nach Eingriff zwischen 5 und 20 Minuten für die Vorbereitung benötigt, dabei 
werden die benötigten Geräte und Instrumente in den Saal gebracht. Dort werden die Geräte 
angeschlossen und parametrisiert, ggf. werden die Patientenstammdaten in die Systeme 
eingegeben. Neben der Art des Eingriffes und der daraus resultierenden Parameter (Lagerung, 
Röntgen) haben auch spezielle Eigenschaften des Patienten (Kind, Adipositas) und des Chirurgen 
(Körpergröße, Vorlieben) Einfluss auf den konkreten Aufbau des Saales. Bei bekannten Teams 
werden diese speziellen Einstellungen nach Aussage der Chirurgen und des Pflegepersonals 
häufig bereits vom Pflegepersonal vorausschauend eingegeben. Der Trend zu 
Multifunktionssälen mit wechselnden OP-Teams an Universitätskliniken führt hier zu 
Problemen. Konkret wurde von den Chirurgen angemerkt, dass sie bei voller Auslastung der 
HNO-Säle auch in anderen Kliniken operieren und dort der genannte Automatismus nicht 
stattfindet. Nach Aussage der Befragten wäre eine sinnvolle Vorkonfiguration nach hinterlegten 
Profilen sinnvoll. Die Auswahl des zu verwendenden Profils könnte im Rahmen der 
Kontextherstellung durchgeführt werden. Der im Rahmen des Projektes OR.NET entwickelte und 
eingesetzte Kontextmanager zur Auswahl der eingebundenen Geräte und zur Auswahl von 
Patient, Eingriff und Operateur wurde vom Pflegepersonal als sehr sinnvoll eingeschätzt. Als 
problematisch, sowohl für die Kontextherstellung als auch bei der Verwendung der mobilen 
Fernbedienung wird die Möglichkeit beschrieben, dass das Tablet nicht auffindbar ist. Dies 
könnte durch eine zusätzliche, fest eingebaute, zentrale Eingabekonsole kompensiert werden. 
Eine Auswahl der Geräte über ein anderes Eingabemedium, zum Beispiel ein Barcodereader wird 
als hilfreich eingeschätzt. Der Barcodereader könnte dabei sowohl den bereits heute am 
Patienten angebrachten Barcode, als auch die Auswahl der verwendeten Geräte vereinfachen. 
Dieser sollte drahtlos angebunden sein, um alle Geräte gut erreichen zu können. Wie bereits 
beim Tablet muss sichergestellt sein, dass der Barcodereader verfügbar und auffindbar ist oder 
eine alternative Lösung bereitsteht. Abschließend wurde die Frage nach Problemen bei einer 
weiteren Vernetzung des Saales gestellt. Hauptsorge der Befragten waren dabei die ein- und 
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ausgehende Datenübertragung sowie die möglichweise erhöhte Störanfälligkeit des 
Gesamtsystems. 
7.7 Diskussion der Ergebnisse 
Die durchgeführte Studie ist eine qualitative Evaluation der entwickelten und prototypisch 
umgesetzten Konzepte eines offen integrierten Operationssaales auf Basis des 
Kommunikationsstandards IEEE 11073-SDC, dessen Entwicklung mit dem Projekt OR.NET 
begann. Einige der Systeme wurden nach Ende der offiziellen Projektlaufzeit weiterentwickelt. 
Die Rückmeldung der befragten Kliniker zeigt einen Bedarf für eine flexible Integration von 
Medizingeräten und IT-Systemen im Operationssaal sowie der damit ermöglichten 
Mehrwertfunktionen. Dies schließt Mehrwerte in allen Bereichen der Interoperabilität wie in 
Kapitel 6 beschrieben ein. Die Klinikbetreiber scheinen den Bedarf erkannt zu haben und für die 
Zukunft flexiblere Installationen für ihre Kliniken zu planen. Die Vernetzung selbst als Enabling 
Technology kann leider nicht direkt evaluiert werden, so dass eine Auswahl an implementierten 
Mehrwerten zur Evaluation herangezogen werden musste. Die aktuelle Installation des 
Demonstrators des ICCAS stellt einen Überblick über mögliche Integrations- und 
Assistenzfunktionen bereit. Sie können aufgrund ihres Prototypen-Charakters nur als Beispiel 
für zukünftige Funktionen dienen. Aktuell erfüllen Sie in Teilen weder die Anforderungen an die 
Usability als auch an die Stabilität, die notwendig wäre, um die Systeme in einem realen 
Klinikumfeld zum Einsatz zu bringen. Trotz dieser Einschränkungen war das Feedback sowohl 
der Kliniker als auch der Klinik-Betreiber größtenteils sehr positiv. Bei den Klinikern wurde ein 
großes Potenzial für die Mehrwertfunktionen gesehen, aber gleichzeitig angemerkt, dass die 
Funktionen sowohl bei der Usability als auch bei den Sicherheitsanforderungen hohen 
Ansprüchen gerecht werden müssen. Vor allem die letzte Anforderung wurde auch von den 
Betreibern angemerkt, da es mit einer solchen Integrationslösung zusätzliche Anforderungen an 
die Netzinfrastruktur gibt, die mit bei Problemen zu einem hohen Schadensmaß führen können 
und entsprechende in der Risikoanalyse als auch bei den geplanten und umgesetzten 
Gegenmaßnahmen bedacht werden müssen. Diese Aspekte wurden bereits während des 
Projektes OR.NET von einigen Kollegen angegangen, sowohl bei Überlegungen zur modularen 
Risikoanalyse für vernetzte Medizinprodukte als Strategie zur vereinfachten Zulassung [185] als 
auch bei der Entwicklung von Testmethoden für vernetzte Medizinprodukte [186], [187]. Wenn 
die Schwierigkeiten überwunden werden, erwarten die Kliniker allerdings Potenziale zur 
Einsparung von Zeit und damit Kosten. Die Betreiber sehen diesen Punkt kritischer und erwarten 
weniger Einsparungen. Einen geradlinigeren Workflow erwarten beide Nutzergruppen und 
damit auch einen moderaten Anstieg bei der Patientensicherheit und der Qualität der 
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Behandlung. Die Befragung zeigte auch, dass die Datenintegration den größten Mehrwert 
verspricht, nämlich sowohl die Bereitstellung von patientenspezifischen Informationen aus 
Geräten und Informationssystemen als auch die Anzeige von Geräteparametern auf entfernten 
Systemen. Von Seiten des Risikomanagements sind dies Funktionen, die im Verhältnis leichter 
umgesetzt werden können, da keine direkte Kontrolle von Geräten notwendig ist. Die Kliniker 
wünschen sich allerdings ebenso eine flexible, gut zu bedienende zentrale Oberfläche, die die 
verteilten Funktionen in einem Operationssaal zusammenführt und damit die Bedienung der 
Geräte und Systeme vereinfacht. Die Automatisierungsfunktionen wie Steuerung der Monitore 
oder der Beleuchtung wurden von den Befragten als nützlich angesehen, stellen allerdings keine 
dringende Anforderung an die Hersteller dar. Die Betreiber von Krankenhäusern sehen die 
Vorteile einer offenen Vernetzung, aber auch die sich damit ergebenden Risiken und 
Mehraufwände. Bei der Einführung solcher Systeme sind sie deshalb auf die Unterstützung 
durch die Hersteller der Medizingeräte angewiesen. Die Integration der neuen, offen vernetzten 
Säle, oder die Erweiterung bestehender Installationen kann allerdings auch ein neues 
Geschäftsmodell für externe Dienstleister sein, die die technische Integration genauso 
übernehmen wie das Risikomanagement. 
113 
 
8 Ausblick auf Weiterentwicklungen der offenen Vernetzung im 
Operationssaal 
Da die Diskussion der Ergebnisse innerhalb dieser Arbeit jeweils kapitelbezogen stattfindet, 
schließt diese Dissertation mit einem Ausblick auf mögliche Weiterentwicklungen der offenen 
Vernetzung im OP.  
Produktzyklen bei der Einführung neuer Medizintechnik sind aufgrund der komplexen 
Entwicklung, Zulassung und der hohen Kosten für die Kliniken sehr lang. Insofern ist in den 
kommenden Jahren noch nicht mit einer flächendeckenden Einführung einer offenen 
Vernetzung zu rechnen. Zur Überbrückung dieser technologischen Lücke müssen, zumindest für 
Forschungsfragen, aktuell noch Sensoren wie RFID-Tracker, Videokameras oder 
Beschleunigungssensoren eingesetzt werden. Das in dieser Arbeit vorgestellte System zur 
Analyse von Videodaten geht dabei nur auf einen kleinen Teil der verfügbaren Medizintechnik 
ein. Vor allem die Aktorik kann durch fehlende Videodaten im Allgemeinen nicht erfasst werden. 
Auch stellt die Videoanalysesoftware hohe Anforderungen an den Anwender bei der Einführung 
in neuen Operationssälen, da die Parametrisierung in Teilen angepasst werden muss. Über einen 
längeren Zeitraum müsste dann eine Datenbank der Konfigurationen angelegt werden, was eine 
neuerliche Parametrisierung stark vereinfacht. Die ursprüngliche Idee, die Daten im 
Operationssaal an einer zentralen Stelle für nachgelagerte Systeme zur Verfügung zu stellen, 
wird ebenfalls bei Einführung einer allgemeinen, offenen Vernetzung überholt. Die 
Grundannahme war, dass es eine Vielzahl von heterogenen Anbindungen an die Systeme gibt, 
die über eine gemeinsame Speicherlösung, sowohl syntaktisch als auch semantisch, 
homogenisiert werden. Die Konzepte hinter der Speicherung sind allerdings auch in Zeiten einer 
allgemeinen Vernetzung relevant, da damit auf neue Anforderungen reagiert werden kann. Dies 
betrifft sowohl rechtliche Aspekte im Sinne der beweissicheren Aufbewahrung von 
Kommunikationsdaten als auch administrative Aspekte zur Überwachung der Kommunikation 
auf einem technischen Level, um Fehler und Probleme frühzeitig erkennen und entsprechende 
Gegenmaßnahmen einleiten zu können. Gegebenenfalls lassen sich weitere Funktionen aus 
dieser Komponente herauslösen, wie die Bereitstellung der Datenbasis für eine automatische 
Dokumentation. In anonymisierter Form sind diese Daten auch für verschiedene 
Forschungsfelder relevant. Besonders sind aus der aktuellen Perspektive zwei 
Anwendungsfelder zu nennen, „Predictive Maintenance“ sowie „Big Data“ als Basis für 
maschinelles Lernen [188], [189]. 
Mit der Einführung der ersten Geräte mit einer SDC-Schnittstelle im Laufe der Jahre 2019/2020 
darf auf eine substanzielle Veränderung der Technologie in Operationssälen gehofft werden. 
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Forschungsprojekte können sich dann der Weiterentwicklung hochinnovativer Technologien im 
Operationssaal unter Verwendung der angebundenen Geräte zuwenden. Die großen 
Herausforderungen bei der Einführung und Implementierung von offen vernetzten 
Medizinprodukten bestehen aktuell in Fragen der Zulassung, der Testung und des modularen 
Risikomanagements der Komponenten sowie in der Harmonisierung der technischen Lösungen. 
Nach Abschluss des Forschungsprojektes OR.NET im Jahr 2016 wurde diese Problematik von den 
beteiligten Unternehmen und Forschungseinrichtungen erkannt und angegangen. Um sich auch 
ohne öffentliche Förderung weiter diesen Aspekten widmen zu können und Lücken durch 
weitere Forschungsprojekte zu schließen, wurde der OR.NET e.V. als gemeinnütziger Verein 
gegründet. Dieser hat satzungsgemäß das Ziel, sich für die Weiterentwicklung einer offenen 
Vernetzung von Medizinprodukten einzusetzen und eine Einführung zu unterstützen. Die 
genannten Herausforderungen werden aktuell (Stand Dezember 2019) mit den 
Forschungsprojekten MoVE (Modular Validation Environment für Medical Device Netzworks) 
[174] sowie mit dem Projekt PoCSpec34 (Modular Specialisations for Point-of-Care Medical 
Devices)[153] bearbeitet. 
Auch abseits der Vernetzung bestehen weitere Herausforderungen für die Einführung 
intelligenter Systeme im Operationssaal. Zur Erzeugung von generischen Prozessmodellen ist die 
Aufzeichnung von großen Datenmengen notwendig. Durch den hohen Anteil manueller 
Arbeitsschritte ohne technische Unterstützung ist dabei derzeit noch ein hoher personeller 
Aufwand erforderlich. Mit der Verbesserung in der Bildgebung oder der Einführung zusätzlicher 
Sensorik kann dem in der Zukunft besser begegnet werden. Hierbei sind jedoch die Aspekte des 
Mitarbeiter- und des Datenschutzes nicht außer Acht zu lassen. Die Erfassung der Daten 
ermöglicht neben der Einführung technischer Systeme auch eine Erfassung und Auswertung der 
erbrachten Leistung des klinischen Personals. Somit müssen in den weiteren Prozess nicht nur 
technische Akteure, sondern auch Akteure aus dem Bereich des Betriebsrates, der Medizinethik 
und des Datenschutzes eingebunden werden. Die vorgestellten Herangehensweisen zur 
Prozessunterstützung im Operationssaal durch offen vernetzte Systeme bieten große Chancen 
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Im Rahmen dieser Arbeit sollten Konzepte und Systeme entwickelt werden, die vor allem dazu 
dienen, den Arbeitsablauf im Operationssaal zu verbessern. Diese Verbesserung gelingt zum 
Beispiel dadurch, dass der aktuelle Prozesszustand im OP erkannt wird und der Operateur 
kontextangemessen und (teil-)automatisiert Unterstützung erhält. Beispielsweise können ihm 
OP-relevante Daten ins Sichtfeld (z. B. des Mikroskops) eingeblendet werden. Dafür wurden 
zunächst verschiedene Systeme vorgestellt, die später in die Konzeption des Leipziger 
Demonstrator-Operationssaals eingeflossen sind, dort prototypisch umgesetzt und evaluiert 
werden konnten. Auf diese Weise wurde ein umfangreicher Ausblick gegeben, welche 
prozessunterstützenden Möglichkeiten sich innerhalb des OP-Saals ergeben können. Im 
Folgenden wird auf die einzelnen Teilziele der Arbeit eingegangen. 
Teilziel 1:  Entwurf eines allgemeinen Vorgehensmodells 
Alle in der Arbeit vorgestellten Systeme gliedern sich in den Vorschlag zur intraoperativen 
Prozessunterstützung auf Basis eines geschlossenen Regelkreises ein, welcher detailliert 
beschrieben wurde (Teilziel 1, vgl. Kapitel 3). Das allgemeine Vorgehen bei der 
Prozessunterstützung im Operationssaal, wie es in dieser Arbeit in Kapitel 3 vorgestellt wurde, 
konnte auch zum Ende der Arbeit zum Einsatz kommen und dient ebenfalls bei den aktuellen 





Abbildung 36: Vorgehensmodell mit einer Markierung der eigenen Anteile 
In Abbildung 36 sind die in dieser Dissertation bearbeiteten Anteile rot markiert. Es werden 
Daten im Operationssaal erfasst und strukturiert zur Verfügung gestellt (Structured data, vgl. 
Kapitel 4 und 5). Die sich daran anschließende Analyse der Daten, das Schließen auf 
Prozessschritt und chirurgische Situation wird durch andere Arbeiten verschiedener Forscher 
ermöglicht und stellt kein Kernthema dieser Arbeit dar (Procedure state und Surgical situation). 
Im Bereich der Konzeption und Evaluation von Mehrwertdiensten und damit bei der 
Beeinflussung des chirurgischen Prozesses wurden wiederum eigene Arbeiten durchgeführt und 
vorgestellt (Medical devices, vgl. Kapitel 6 und 7). Die folgenden Teilziele ergeben sich auf der 
Grundlage des vorgestellten Regelkreismodells. 
Teilziel 2:  Entwicklung eines Systems zur Erfassung des aktuellen Prozesszustandes im 
Operationssaal 
Eine wichtige Voraussetzung für intelligente Systeme stellt die Erfassung der aktuellen Situation 
im Operationssaal sowie der aktuelle Fokus des Personals dar. Es wurden verschiedene Systeme 
erläutert, mit deren Hilfe der aktuelle Prozesszustand erfasst werden kann (Teilziel 2, vgl. 
Kapitel 4). Die beiden Schwerpunkte lagen hierbei auf der Erfassung des aktuell verwendeten 
technischen Systems durch die Analyse von Videodaten sowie auf der Vernetzung verschiedener 
Systeme. Mithilfe der videodatenbasierten Extraktion von Geräteinformationen konnte eine 
Methode gefunden werden, die mit einer hohen Genauigkeit zwischen aktiver Nutzung der im 
OP verwendeten Geräte und Inaktivität unterscheiden kann. In der Studie wurde dazu 
analysiert, inwieweit das System aktiv vom Chirurgen verwendet wurde. Das System beeinflusst 
dabei weder die Gerätefunktion noch muss das Gerät angepasst werden. Außerdem wurden im 
Kapitel 4.3 verschiedene Ansätze zur Ermöglichung einer Interoperabilität im Operationssaal 
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vorgestellt und genauer auf das Projekt OR.NET und die daraus hervorgegangenen 
IEEE11073-SDC Standardfamilie eingegangen, welche die Vernetzungsbasis für die später in der 
Arbeit beschriebenen Mehrwertdienste darstellt. Für Systeme, die weder über eine 
Videoschnittstelle noch über ein Netzwerkinterface verfügen, wird auch weiterhin externe 
Sensorik (Kameras, Beschleunigungssensoren, RFID) einen Beitrag zur Erfassung von Daten aus 
dem Operationssaal bieten.  
Teilziel 3: Entwicklung eines Systems zur Aufzeichnung und Bereitstellung von Daten aus 
dem Operationssaal 
Neben der Datenerfassung wurden Ansätze zur Aufzeichnung und -bereitstellung intraoperativer 
Daten aufgezeigt (Teilziel 3, vgl. Kapitel 5). Die zunehmenden Datenmengen sollten abseits der 
internen Speicherung der Geräte an einer zentralen Stelle gespeichert werden. Dies dient einer 
einfacheren Bereitstellung an andere Netzwerkkomponenten sowie der Möglichkeit einer 
retrospektiven Weiterverarbeitung zu Zwecken der Dokumentation oder der Bearbeitung von 
Forschungsfragestellungen. Die Komponenten können auch für eine Analyse der Daten zum 
Erkennen von Mustern oder Problemen sowie als Trainingsdaten für intelligente Systeme 
genutzt werden. In dieser Arbeit wurde dazu eine zentrale Speicherlösung vorgeschlagen. 
Teilziel 4: Beschreibung von Mehrwertdiensten auf Basis einer offenen Vernetzung, die zu 
einer Unterstützung des chirurgischen Prozesses führen können 
Auf Grundlage der vorgestellten Systeme zur Erfassung, Aufzeichnung und Bereitstellung OP-
relevanter Daten und unter Beachtung des aktuellen OP-Prozesses konnten Komponenten 
entwickelt werden, die das OP-Personal unterstützen (Teilziel 4, vgl. Kapitel 6). Das gelingt zum 
Beispiel, indem ihm zusätzliche Informationen bereitgestellt werden, Nebentätigkeiten 
reduziert werden oder neuartige Interaktionsmöglichkeiten gegeben werden. 
Im Rahmen der Evaluation des Leipziger Demonstrator-OP-Saals zeigte sich, dass ein Großteil 
der Befragten eine technische Weiterentwicklung der Medizintechnik und Infrastruktur im OP 
begrüßt  hin zu Funktionen, die sie aus Anwendungen des täglichen Bedarfs bereits kennen, wie 
beispielsweise einer zentralen Kontrolle technischer Systeme oder der Anzeige aller relevanten 
Daten in ihrer unmittelbaren Umgebung. Wird eine auf offenen Kommunikationsstandards 
basierende Vernetzung eingeführt, dann ermöglicht dies neue Mehrwertdienste und 
vereinfacht den Marktzugang für kleinere Unternehmen aus der Medizintechnik oder der 
Softwareentwicklung mit innovativen Lösungen und neuen Geschäftsfeldern. Für Klinken ergibt 
sich außerdem der Vorteil einer besseren Integration der Systeme in eine übergeordnete 
Infrastruktur sowie die Einführung und Skalierung von Vernetzungslösungen auch außerhalb 
hochspezialisierter Operationssäle. So können Kliniken theoretisch eine Vernetzung aus zwei 
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Geräten untereinander einkaufen oder einen ganzen OP-Trakt gemeinsam vernetzen. Auf Basis 
der SDC-Standardfamilie als „Enabling Technology“ wurden in dieser Arbeit verschiedene 
Klassen von Mehrwertdiensten vorgestellt. Diese reichen von einer Anzeige von 
Geräteparametern auf einem entfernten Gerät über Steuerfunktionen einer zentralen 
Fernbedienung bis hin zu komplexen intelligenten Systemen. Ein Beispiel für eine solche 
komplexe Funktion ist die in dieser Arbeit verwendete Managementkomponente zur 
Bereitstellung von Situationsbeschreibungen und der entsprechenden Regeln, um ein 
intelligentes Verhalten des Operationssaales basierend auf der aktuellen Situation zu 
ermöglichen. 
Teilziel 5: Entwicklung, Aufbau und Evaluation eines Demonstrator-OP-Saals 
In der Arbeit vorgestellte Mehrwertfunktionen konnten in der Konzeption und Entwicklung von 
Demonstratoren berücksichtigt werden. Dabei wurden sowohl klassische auf Vernetzung 
basierende Mehrwertdienste als auch intelligente Unterstützungssysteme implementiert. Hier 
lag der Schwerpunkt auf dem klinischen Gesamtdemonstrator am ICCAS der Universität Leipzig 
sowie dessen qualitativer Evaluation mit klinischem Personal und Klinikbetreibern (Teilziel 5, vgl. 
Kapitel 7). 
Für Klinikbetreiber ist dabei von großem Interesse, dass sie durch die neuen Möglichkeiten einer 
offenen, standardisierten und herstellerunabhängigen Vernetzung besser auf die 
Anforderungen ihrer Klinik eingehen können. Dabei entstehen neue Fragestellungen, die sich 
primär mit der Risikobetrachtung vernetzter Systeme beschäftigen, bei denen Klinikbetreiber 
Unterstützung durch die Hersteller oder spezialisierte Dienstleister benötigen. 
Die Evaluation mit Klinikern und Betreibern hat aufgezeigt, dass viele der im Demonstrator 
enthaltenen Ideen ihnen bei ihren täglichen Aufgaben helfen können, dass allerdings auch einige 
Risiken mit der Einführung verbunden sind. Neben den regulatorischen Herausforderungen 
dürfen auch persönliche Aspekte nicht ignoriert werden. Eine technische Infrastruktur, welche 
die Prozesse überwacht und Funktionen bündelt, stellt perspektivisch ebenso die Möglichkeit 
einer Überwachung des Personals sowie die Möglichkeit einer weiteren Arbeitsverdichtung 
bereit. Auch kann die Weiterentwicklung in Richtung eines vernetzten und intelligenten 
Operationssaales zu einem reduzierten Bedarf an Personal führen sowie zu einer Veränderung 
des Berufsprofils. Dies trifft im Speziellen auf die heutige Position des „Springers“ zu, welcher 
für unsterile Aufgaben im Operationssaal zuständig ist. Dieser ist auch häufig für die 
Vorbereitung der technischen Systeme (Medizintechnik und Software) zuständig. Ebenfalls 
durch beide Nutzergruppen angemerkt wurde das Risiko eines Systemausfalls und die dann 
notwendige Fehlerbehebung. Dies führt zu zwei Konsequenzen. Erstens müssen die Ausbildung 
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und die technische Qualifikation des Personals mit der technischen Entwicklung schritthalten. 
Zweitens müssen die Systeme ihre ursprüngliche Funktionalität auch dann ausführen können, 
wenn die Vernetzung und intelligente Zusatzfunktionen ausfallen.  
Die Ergebnisse der Evaluation zeigen, dass durch eine syntaktische und semantische 
Interoperabilität neue, nutzbringende Funktionen umgesetzt werden können und die Arbeit der 
verschiedenen Nutzergruppen im Gesundheitssystem effektiv unterstützt werden kann. Neben 
den zahlreichen Chancen zeigt der Ausblick in Kapitel 8, welche offenen Fragen und 
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11.3 Fragenkatalog OP-Personal 
Beruf/Tätigkeit_________________________________________ 
Berufserfahrung ☐<3 Jahre ☐ 3-5 Jahre ☐ 5-10 Jahre ☐>10 Jahre   
 
1) Sagen Ihnen die Begriffe Vernetzung im OP oder integrierter Operationssaal (IOPS) etwas? 
gar nicht  ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
 
2) Werden/wurden diese Themen in ihrer Ausbildung behandelt? 
gar nicht      ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  ausführlich 
 
3) Wird Ihrer Meinung nach eine weitere Vernetzung zwischen medizinischen Geräten im OP und 
den IT-Systemen der Klinik Vorteile für Sie bringen? 
eher Nachteile ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  eher Vorteile 
 
4) Sind Sie der Meinung, dass für die Vernetzung im OP noch Forschung- und Entwicklungsbedarf 
besteht? 
gar nicht     ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
 
6) Wie oft verwenden sie die Steuerung der Geräte über den zentralen Touchscreen 
(Instrumentierende Person oder Operateur) 
gar nicht      ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  immer         ☐ trifft nicht zu 
 
7) Glauben Sie, dass eine Vernetzung aller Geräte im OP und der IT-Systeme im Krankenhaus 
• die Patientensicherheit erhöht?  
gar nicht     ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
• die Patientensicherheit gesenkt wird?  
gar nicht     ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
• die Arbeit im OP erleichtert wird? 
gar nicht     ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
• die Arbeit im OP erschwert wird? 
gar nicht     ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
• Zeit eingespart werden kann? 
gar nicht     ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
• mehr Zeit benötigt wird? 
gar nicht     ☐1  ☐2  ☐3  ☐4   ☐5  ☐6  ☐7  ☐8  ☐9  ☐10  auf jeden Fall 
• das Qualitätsmanagement vereinfacht? 




Aufbau des Saales (Nur Pflegepersonal): 
Wie lange benötigen Sie in einem nicht vernetzten Operationssaal für die Vorbereitung des 
Saales? 
 







Wie lange benötigen Sie in einem vernetzten Saal? 
 































Was halten Sie von einer zentralen Steuerkonsole? 










Was halten Sie von einer Automatisierung der Lichtquellen? 









Was halten Sie von einer Automatisierung der Videoverschaltung? 
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