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Lateral inhibition, the inhibition of neurons by other neurons at the same level, exists at several levels of the visual system. Implica-
tions of lateral inhibition for sensory coding and perception have been investigated with a mathematical model that accounts for many
properties of metacontrast masking and brief storage of sensory information. Here that model simulates object substitution masking,
where a target and mask appear simultaneously but the mask disappears after a variable delay. The target becomes strongly masked
if the mask oﬀset is delayed after target oﬀset, and target visibility does not recover with longer mask oﬀset delays. Object substitution
masking is most eﬀective if attention is diverted by the presence of many simultaneous masks, only one of which surrounds a target. The
lateral inhibitory model reproduces the eﬀects of attention on object substitution masking by exploiting the longer latency of response to
unattended stimuli. Decreasing the interval over which sensory codes are analyzed, reﬂecting the shorter latency of response to attended
stimuli, weakens the masking in a way that reﬂects the psychophysical eﬀects of attention.
 2006 Elsevier Ltd. All rights reserved.
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Because lateral inhibition is a ubiquitous feature of neu-
ral interaction, it is critical to investigate its implications
for sensory processing. It mediates not only low-level
eﬀects such as contrast enhancement, but also some eﬀects
previously attributed to higher-level allocation of attention.
The brain can be conceived as a series of layers of neurons
(reviewed by Bridgeman, 1989, Ch. 2) with neurons inhib-
iting one another within each layer, a deﬁnition of lateral
inhibition (Fig. 1). It takes place at several levels, including
retinal ganglion cells, LGN principal cells, and pyramidal
cells of V1. It is distinct from forward inhibition (neurons
inhibit a subsequent layer) and backward inhibition (inhib-
iting a more peripheral layer). Lateral inhibition normally
ﬂows through interneurons that delay inhibitory inﬂuences
and spread them across many neighboring neurons. It can0042-6989/$ - see front matter  2006 Elsevier Ltd. All rights reserved.
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E-mail address: bruceb@ucsc.eduﬂow either through small intrinsic interneurons that are
excited by large excitatory principal cells and relay inhibi-
tion widely to other principal cells, as in the LGN, or indi-
rectly by recurrent ﬁbers (Sillito, 1992). In the cortex, Shipp
and Zeki (1989) identiﬁed neurons projecting from V1 to
V5, and a more widely distributed set of return neurons.
The inhibition does more than just suppress activity—it
also enhances contrast and normalizes output, because a
high amplitude of input to a layer of neurons induces a high
level of inhibition, moderating the amplitude of the layer’s
output (Bridgeman, 1971; Grossberg, 1973). A less well-
known function is that lateral inhibition restructures the
coding of sensory information, spreading localized input
over a wider range of output neurons.Models incorporating
cortical-level lateral inhibition have been applied to learning,
perceptual grouping, and several other phenomena (Gross-
berg, 1999, Fig. 2c; Ross, Grossberg, & Mingolla, 2000).
A lateral inhibitory model has been used to model
many properties of metacontrast masking (Stigler, 1910),
in which a target (such as a disc) is surrounded by a
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Fig. 1. The lateral inhibitory nerve net. Coeﬃcients k1 to k3 given on each
collatoral axon deﬁne the fraction of a neuron’s output that is relayed to
inhibit neighboring neurons. Inhibitory interneurons, not shown, connect
each collateral axon to its lateral inhibitory connection. These connections
delay the inhibition; t-1 is 30 ms earlier than time t. Stimulus presence is
measured as activity over the entire 30-neuron net; connections to 1
neuron and a sample of 7 neurons are shown.
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Both are visible if presented brieﬂy and simultaneously,
but if mask onset is delayed by about 50–100 ms, its appar-
ent brightness can fall to the background’s level; its prop-
erties cannot be discriminated. At longer stimulus onset
asynchronies (SOAs) it becomes visible again: the positive
SOA part of the function (mask onset after target onset)
follows a U shape. Because at the peak of masking the tar-
get and mask do not overlap in time or space, the phenom-
enon can probe temporal as well as spatial aspects of visual
codes, but the same properties have made metacontrast dif-
ﬁcult to model because it requires U-shaped masking with
target and mask nearly equal in energy, but monotonic
masking (maximum masking at SOA = 0) for a more ener-
getic mask. A simple ‘busy signal’ or horse-race model of
the sort often invoked for forward masking can be elimi-
nated because it is the ﬁrst stimulus that is masked (Breit-
meyer, 1984). In these models, an initial stimulus is
considered to exhaust processing resources, leaving none
for subsequent stimuli (Band, van der Molen, & Logan,
2003; Marley & Colonius, 1992).
Early models of metacontrast invoked a single neuron
that sensed the target, while a faster-conducting neuron
sensed the delayed mask (Weisstein, 1968). At a second
neural layer, the fast ‘mask’ signal caught up to the slow
‘target’ signal and inhibited it by forward inhibition. For
Weisstein, a single ‘detector’ neuron coded the target, a
scheme characterized as a feature detector (Hubel & Wie-
sel, 1962). Problems with the scheme soon appeared,
some of them pointed out by Weisstein (1972) herself.
The problems of identifying novel objects with existing
detectors quickly become unmanageable. At about this
time development began on a distributed-coding alterna-
tive (Pribram, 1971), where the combination of activities
of many neurons codes a stimulus. Distributed coding
has given rise to a number of parallel-distributed-process-
ing models that code information in large numbers ofidentical nodes (Rumelhart, Hinton, & McClelland,
1986).
The combinatorics of this scheme are much more eﬃ-
cient than the detector idea. Consider the case of simpliﬁed
binary, on–oﬀ neurons. Detecting 64 distinct states with
feature detectors requires 64 neurons, and a subsequent
layer must know the meaning of each message. A distribut-
ed code can hold the same messages in a 6-bit binary num-
ber (there are many possible distributed codes; this is just a
mathematically convenient example). A neurophysiologist
sampling cells in such a network might identify ‘detectors’
that ﬁre to some stimuli but not others, because some stim-
uli would excite a particular neuronal ‘digit’ while others
would not.
Lateral inhibition requires a distributed code, as shown
in a model (Bridgeman, 1971) based on the Ratliﬀ–Hartline
equations for the eye of the horseshoe crab Limulus (Rat-
liﬀ, 1965). Activity A of a neuron is the sum of excitatory
inputs E and inhibitory inputs I, modulated in a 30-ms time
iteration t by an inhibitory coeﬃcient k that can vary from
0 to 1. For a neuron and its immediate neighbors,
AðtÞ ¼ EðtÞ  RkIðt  1Þ: ð1Þ
In the full model several neurons inhibit each neuron
(Fig. 1). The equation is applied simultaneously to all neu-
rons. Model parameters are based on estimates from phys-
iology. Exciting a neuron reduces activity in its neighbors,
but the neighbors of those cells, receiving less inhibition, in-
crease their activity. The next set of neighbors is more
inhibited, and so on, resulting in damped oscillations that
proceed across the network. Eventually the whole net-
work’s activity is changed. One can no longer talk of fea-
ture detectors in this environment, because the originally
localized information is distributed across relative activities
of many neurons.
The presence of a stimulus in such a network must be
inferred from the network-wide pattern (which is all that
subsequent layers in the brain have to go on). Thus the
new coding requires a new kind of linking hypothesis, the
connection between a model’s output and a perception.
Correlation can indicate target strength if similar patterns
in the network match up with similar stimuli; the model
requires this assumption. Activity elicited by a target–mask
combination is correlated iteration by iteration with activ-
ity elicited by the target alone to assess target visibility
(Bridgeman, 1978). Correlations are then squared because
the correlations in modeling are generally positive, and r2
reﬂects the proportion of variance in the net’s activity
attributable to a particular stimulus. No single neuron’s
activity identiﬁes a stimulus—it is the pattern that is
important.
A simulation incorporating these ideas modeled several
properties of metacontrast (Bridgeman, 1971), including
the U-shaped function and a shift to maximum masking
with simultaneous target and mask when the mask’s energy
is much larger than the target’s. Backward masking occurs
when much of the network’s representation of the target
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those neurons, distorting the target-speciﬁc activity. A cri-
tique of the model (Weisstein, Ozog, & Szoc, 1975) stimu-
lated a revision (Bridgeman, 1978) that simulated the
original conditions and several other properties of meta-
contrast, including spatial properties that could not be
modeled in 2-channel models such as Weisstein’s, and is
the model used here. New programming by Francis
(2003) allows more ﬂexible and powerful simulations
(Bridgeman, 2001). Advances in computer power allow
simulation of a larger nerve net.
Francis (2000) pointed out that all published models of
backward masking use a phenomenon called mask-block-
ing: the target blocks the mask’s inhibitory eﬀects at
SOA = 0. The linking hypothesis, however, makes the
lateral inhibitory model unique.
A new challenge for models arose with a novel para-
digm, object substitution masking (OSM) (Di Lollo,
Bischof, & Dixon, 1993). A target and mask with geom-
etries similar to metacontrast designs appear simulta-
neously, but the mask disappears after the target oﬀset
with a varying delay. The target remains visible if target
and mask oﬀset are simultaneous (identical to metacon-
trast at 0-SOA), but OSM quickly strengthens as mask
oﬀset is delayed. Unlike metacontrast, target visibility
does not increase again as mask oﬀset is delayed further.
Masking is weak for only one target and mask, but
strengthens if attention is divided among several masks
in an array, with only one accompanied by a target.
Di Lollo, Enns, and Rensink (2000) maintain that
OSM requires reentrant processing. Francis and Hermens
(2002), however, simulated OSM with Weisstein’s 1968
model, Bridgeman’s 1978 model, and their own model.
The results were criticized by Di Lollo, Enns, and Ren-
sink (2002) because Francis and Hermens simulated greater
attention by weakening mask energy; at their strongest
attention level they used no mask energy at all. Unsurpris-
ingly, there was also no masking. In the psychophysics the
mask is always visible. The simulations did show, however,
that some properties of OSM could be simulated with sim-
ple nerve networks, echoing the ﬁrst part of a two-part con-
clusion of Di Lollo et al. (2002) that OSM consists of ‘‘an
early process aﬀected by physical factors such as adapting
luminance and a later process aﬀected by attentional
factors’’.
The questions addressed here are whether a lateral
inhibitory model can simulate OSM with independent
manipulation of stimulus intensity and attention, and
whether attention can be modeled as well. Simulation 1
demonstrates the basic eﬀect with a constant-intensity
mask, replicating the simulations with lower mask energy
by Francis and Hermens (2002). Simulation 2 uses the
design of Di Lollo et al. (2000), with a mask of constant
apparent brightness as measured psychophysically and
manipulation of model properties to simulate varying
attention. Simulation 3 looks for masking with a target
and mask that share a common oﬀset, where mask onsetprecedes target onset by varying durations. Finally, Simu-
lation 4 simulates delayed mask oﬀset masking with a var-
iable precue, another condition where reentrant processing
comes into question.
2. General methods
The model is based on a one-dimensional array of 30 neurons, modeled
as summing junctions, with Gaussian noise added at each iteration (Bridg-
eman, 1978). Each neuron has an input from a stimulus layer and inhibi-
tion of six immediate neighbors, three on each side (Fig. 1), using Eq. (1).
The neighbors receive an inhibition with a strength k1 equal to 0.3 of the
neuron’s output. The next pair of neighbors is inhibited with k2 = 0.3; the
ﬁnal pair receives k3 = 0.1. The target consists of four equally stimulated
neurons, while the mask is 2 groups of 2 neurons ﬂanking the target with a
target–mask separation of 1 neuron. These are the model parameters and
stimulus characteristics used previously to simulate metacontrast (Bridg-
eman, 1978, 2001).
The simulations run in a sequence of steps. First, a target is applied to
the inputs of the model, and iterations of Eq. (1) are repeated for each time
t. The resulting arrays of network activity are stored. The process is
repeated with both target and mask inputs. Target-only and target–mask
data arrays are correlated, iteration by iteration. Finally, the average of
the correlations is squared, and used as the measure of percept strength.
Duration of target and mask were 1 iteration of inhibition, represent-
ing 30 ms of real time, except where noted below. This is the limit of the
model’s temporal resolution. The program is based on that of Francis
(2003), with modiﬁcations to simulate novel conditions. Because percept
strength is measured as r2, the dependent variable can vary between 0
and 1.
3. Simulation 1: Constant mask intensity
The ﬁrst step in modeling was to replicate and extend
the OSM paradigm that Francis and Hermens (2002) had
simulated with several models, a subset of the more general
paradigm of common onset masking. In those simulations
mask intensity for a given simulation run was held constant
at each mask duration, so that increasing the duration of
the mask also increased its energy. Attention was modeled
as mask intensity; lower intensity corresponded to greater
attention to the target. The current modeling, given below,
allows attention and stimulus intensity to be varied
independently.
3.1. Method
The lateral inhibitory model was run with the parame-
ters given in the general methods above. Target and mask
onset were simultaneous. In a series of simulation runs,
mask duration was increased in 30 ms steps to 330 ms.
Results were plotted as the duration of the mask that
exceeded the duration of the target.
OSM remains strong with a mask consisting of 4 dots at
the corners of the target area. The 4-dot array is small in
area, but rich in edges, that contain power at all spatial fre-
quencies. The one-dimensional array of the model does not
allow a 4-dot rectangular simulation, but since the action in
the model is at the edges, this simulation retains the larger
mask, with separate edges deﬁned at both the inside and
outside of the mask. In previous simulations (Bridgeman,
Common-onset Masking
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Fig. 2. Object-substitution masking with the lateral inhibitory model,
uncompensated for intensity. Left: simulation, in 30 ms increments,
extended to 330 ms after target oﬀset. Percept strength is in units of
squared correlation here and in subsequent simulation ﬁgures. Percept
strengths cannot reach 1.0 in the model, because Gaussian noise is added
to each cell’s activity at each iteration. Right: psychophysical results in
40 ms increments to 160 ms after target oﬀset, replotted as averages from
individual subject data of DiLollo et al. (1993).
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the one-dimensional array allows, gave closely similar
results. There is evidence, however, that sharp corners gen-
erate strong percepts, and that center-surround receptive
ﬁelds are more sensitive to corners than to edges (Troncos-
o, Macknik, & Martinez-Conde, 2005), so that even a 4-dot
mask is capable of signiﬁcant activation.
3.2. Results
Fig. 2 (left) shows the simulated masking curve for equal
intensity target and mask. Masking is somewhat stronger
than in the strongest masking condition of Francis and
Hermens (2002, Fig. 1c) with the same model because their
strongest mask was only 0.25 times as strong as the target,
whereas in Fig. 2 the two are of equal intensity. The simul-
taneous-oﬀset condition continues to show no masking,
however. Thus the current simulation extends the Francis
and Hermens result to an equal target and mask intensity,
demonstrating that the masking retains its characteristics
with target and mask intensities closer to those investigated
empirically. Fig. 2 compares to the psychophysical data in
Fig. 5 of DiLollo et al. (1993), replotted here in Fig. 2
(right). A simultaneously displayed mask remained on for
0–160 ms after target oﬀset, at a compensated physical
intensity. The simulation shows a brief period without
masking, as do the psychophysical data, followed by a
rapid and enduring decrease in visibility.
This result conﬁrms and extends the conclusion of
Bi-schof and Di Lollo (1995) that common-onset masking
can be explained in terms of the lateral inhibitory network
model. Since mask intensity was not compensated as its
duration increased in this simulation, however, the mask’s
energy became greater as the delay of mask oﬀset
increased. Thus it is not surprising that masking became
stronger with increasing delay—more and more mask
obscured a constant target.4. Simulation 2: Compensated mask intensity
A more theoretically signiﬁcant question is what hap-
pens when mask energy is compensated, its intensity
becoming lower as its duration becomes longer, echoing
the compensation used by Di Lollo et al. (2000). In their
experiments, apparent mask brightness was held constant
while duration was increased, taking advantage of the
intensity–duration reciprocity of Bloch’s law. For theoret-
ical analysis of the eﬀects, any increases in masking with
mask duration could not be explained by energy increases.
Di Lollo, von Mu¨hlenen, Enns, and Bridgeman (2004) also
used this compensation technique to measure psychophys-
ically and model mathematically the backward masking
that occurs with temporally contiguous target and mask.
In that work, the lateral inhibitory model was more suc-
cessful than four other models in accounting for the psy-
chophysical results.
Predictions of OSM results have been contradictory.
Francis and Hermens (2002) maintained that low-level sim-
ulations of simple nerve nets could reproduce many of the
characteristics of OSM, while Di Lollo et al. (2000) argued
that the common-onset paradigm rules out any account
based on feed-forward inhibitory mechanisms that are
time-locked to the stimulus onsets. The critical problem
in modeling OSM is simulating changes in the degree of
attention that an observer can direct to the target–mask
conﬁguration. The psychophysical work manipulated
attention by changing the number of simultaneously pre-
sented masks, only one of which contained a target, forcing
subjects to distribute their attention over many masks.
4.1. Method
The lateral inhibitory model already incorporates a
parameter that can be used to simulate attention in a bio-
logically plausible manner. The reasoning begins with the
fact that responses to attended stimuli are normally faster
than responses to unattended stimuli of the same physical
strength. In the model nerve net activity is integrated over
several iterations, each iteration introducing an increase in
the duration of the neural code that represents a stimulus.
An attended stimulus, requiring a faster response time,
would be integrated over fewer iterations than a less well-
attended stimulus, because lateral inhibition is a low-level
process that continues by itself in the absence of high-level
regulation. Thus the number of iterations over which
nerve-net activity is collected can serve to simulate the
degree of attention given to a stimulus. Manipulating inte-
gration time to simulate eﬀects of attention does not
require that lateral inhibitory integration is the neural
mechanism of attention, or even that lateral inhibition par-
ticipates in the attentional mechanism, which may be at a
more central level. It requires only that lateral inhibitory
recoding of aﬀerent information continues during the long-
er latency before a response to a less-attended stimulus
occurs. This recoded information is what the visual system
Target
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Mask
Object-Substitution
Time >
Mask
30ms
Mask
90ms
Fig. 3. Paradigm for object-substitution masking with mask brightness
compensation. Physical representations of the stimuli are shown in the
30ms condition as black bars on the target and mask lines, respectively.
Only 2 of the 5 mask durations are illustrated. Vertical axis is stimulus
intensity.
Table 1
Intensities used to correspond to psychophysically equivalent apparent
brightness at varying mask durations
Duration 1 2 3 6 11
Intensity 40 21.5 18 14 14
The ﬁrst line is mask duration, which corresponds to 30 ms of simulated
time per iteration. The second line is mask intensity in arbitrary units.
Target intensity remained constant at a value of 40, and its duration was
held constant at 1 iteration to simulate the brief presentations of the
psychophysical experiments.
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strength, 12 iterations
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strength, 4 iterations
Fig. 4. With identical stimulus parameters, simulations are run for 4, 8 or
12 iterations of lateral inhibition. Strength in each case is percept strength
in units of squared correlation. In each case, mask intensity is reduced as
its duration is increased to match psychophysically derived equal-
brightness stimulation. Total mask duration is 30 ms longer than indicated
on the horizontal axis, because target and mask appear simultaneously.
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response is made.
At the same time, the model allows the mask’s intensity
to be compensated as its duration increases (Fig. 3). At
each duration, mask intensity was adjusted by an amount
derived from the psychophysical compensation factors
used by Di Lollo et al. (2000) and given in Table 1. Trans-
lation of apparent brightnesses to modeled input levels
requires assumptions about the link between the two mea-
sures; a direct translation is used as a best guess. Since the
range of brightness values is small, even nonlinear process-
es are partly linearized by the reduced range.
OSM was simulated for three intervals of integration: 4
iterations (high attention); 8 iterations (medium attention);
and 12 iterations (low attention).
4.2. Results
The results (Fig. 4) show that except for an anomalous
point at 30 ms on the 4-iteration (high attention) curve,
where activity is lower than the corresponding psychophys-
ical function, the results correspond to those of Di Lolloet al. (2000, experiment 1). The simulation of the high-
attention condition (open squares in Fig. 4) has a dip in vis-
ibility followed by a partial recovery, just as the psycho-
physical results do. Since Di Lollo et al. delayed-mask
data begin at 40 ms delay, it is possible that the deeper
dip found here at 30 ms would have occurred in the
psychophysical data as well, if masking had been sampled
at the shorter target–mask oﬀset asynchrony.
As attention decreases, the masking becomes stronger
and the partial recovery disappears, matching the pattern
of the psychophysical results, so that the simulation repro-
duces important properties of OSM. In contrast to the brief
period of no masking seen in Fig. 3, the masking functions
begin their decline immediately both in this simulation and
in the psychophysical data. After 12 iterations the func-
tions change very little, because most of the network’s
activity has been dissipated.
5. Simulation 3: Simultaneous oﬀset
An additional concern remains: perhaps the brightness
compensation process is not enough to suppress masking,
and a mask of long enough duration will always elicit
strong masking, regardless of other considerations. The
damped oscillations that the mask creates with repeated
iterations of inhibition might eventually dominate the net’s
activity at any reasonable stimulus amplitude as they inﬂu-
ence more and more neurons with the passage of time. This
problem also concerned Di Lollo et al. (2000), but it could
be resolved with another masking paradigm. According to
them, ‘‘it cannot be said that masking occurs because the
brief target is overwhelmed by the longer mask (e.g., the
longer stimulus might be weighted more heavily or be given
greater prominence in perceptual processing). This option
is denied by the fact that no matter how long the mask
or how brief the target, masking never occurs if the display
Target
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Common-offset Paradigm
Time > 
Mask
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120ms
Fig. 5. Paradigm for common-oﬀset masking, showing the longest and
shortest masks simulated.
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display of target and mask’’. This masking design (Fig. 5)
and its accompanying psychophysical ﬁnding also test the
generalizability of the model.
5.1. Method
To simulate simultaneous-oﬀset masking, the Francis
(2003) instantiation of the lateral inhibitory model was
modiﬁed to allow the mask to begin before the target. A
4-element target was always present for one iteration, the
minimum allowed by the model. A pair of ﬂanking 2-ele-
ment masks terminated along with the target, but began
either at the same time or at a range of earlier times.
5.2. Results
Masking remained constant despite variation of mask
duration by a factor of four, without brightness compensa-0
0.1
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0.3
0.4
0.5
0.6
Percept
30 60 90 120
Mask Duration (ms)
Fig. 6. Common-oﬀset masking. Visibility of the target (percept) remains
constant as the mask duration varies from one to four times the target
duration. Target duration always = 1 iteration (30 ms). Vertical scale
truncated.tion (Fig. 6)—mask intensity is the same at all durations,
but its energy is four times greater at the right of the ﬁgure
than at the left. Thus, in agreement with psychophysical
observations, masking need not change as the mask begins
to dominate the total energy in the stimulus array. As long
as the mask is absent during the critical milliseconds after
the target oﬀset, the target remains visible. There is some
masking, though; the model predicts that a careful psycho-
physical study to back up the informal observation of Di
Lollo et al. would ﬁnd some degree of masking at all mask
durations.
6. Simulation 4: Variable precue
To link masking more closely with attention, a widely
used manipulation is the introduction of a precue that indi-
cates the future position of the target (Van der Heijden &
Eerland, 1973). Di Lollo et al. (2000) used this technique
by presenting the mask at varying intervals before target
onset, with a longer precue mask allowing attention to shift
to the target position and reduce the severity of masking.
In their interpretation, a longer precue means more atten-
tional concentration on the mask and therefore less
masking.
6.1. Method
Simulations were performed with a mask that was
always present during and after the target, for a duration
of 90 ms (3 iterations) after target oﬀset. The mask was also
present for 180, 90 or 0 ms before target onset, serving as a
precue and covering the range of precue durations used in
experiment 6 of Di Lollo et al. (2000). They also ran precue
durations of 45 and 135 ms that could not be simulated
exactly because of the 30 ms time resolution of the model,
but the psychophysical results at those durations closely
match interpolations from the values simulated here.
Except for mask onset and oﬀset times, all parameters in
the simulation are the same as those in experiment 2 above,
interpolated to the nearest values used in the simulation,
except that nerve net size was increased to 40 neurons
because of the long mask duration. Because this is a
high-attention condition, the 4-iteration integration inter-
val was used.
6.2. Results
The simulated and psychophysical masking curves were
similar, with more masking at 0 ms mask lead, and a satu-
ration of visibility after 90 ms (Fig. 7), though the range of
the simulated function is somewhat compressed relative to
the psychophysical results.
In the model, the strongest activity occurs at stimulus
onset and oﬀset, masking other activity; here, a long precue
combined with a 90 ms post-target mask meant that mask
transients were temporally separated from target transients
at the longer precue durations, allowing the target to aﬀect
0.5
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percept 
strength
0 90 180
mask lead
Masking with precue
0.5
0.6
0.7
0.8
0.9
percent correct
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Simulation            Data
Fig. 7. Variable-precue masking. Left: simulation of the precue durations
that have matches in the psychophysical results, with a constant mask
duration of 90 ms after target oﬀset. Masking is stronger without a precue
than with one. Right: psychophysical results replotted from Di Lollo et al.
(2000), experiment 6, averaging their 3 set size conditions and plotting the
3 precue durations that match available durations in the lateral inhibitory
model.
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of the variable-precue paradigm are present in the model
results.
7. General discussion
It would appear that the prediction of Di Lollo et al.
(2000) that an explanation of OSM requires re-entrant pro-
cesses has been contradicted, as the lateral inhibitory model
can account for most of the psychophysically measured
masking eﬀects, extending the conclusion of Francis and
Hermens (2002) to a larger array of conditions. The model
can be interpreted in at least two ways, however, with dif-
ferent implications for anatomical instantiation in the
brain. The interpretation of this model until now has been
as a single layer, with lateral inhibitory interactions
between neighboring neurons within the layer.
Another interpretation, however, notes that the neurons
in the model can be linked by inhibitory interneurons that
spread the inhibition as well as delaying the signal. Inhibi-
tory interneurons are the mechanism of lateral inhibition in
the LGN, for example, and are the rule in vertebrate ner-
vous systems. The inhibitory interneurons could just as
well be physically located in a subsequent processing layer,
so that their inhibitory actions would be re-entrant on the
model’s net of input neurons. The resulting sort of re-en-
trant processing is very simple, however, involving a single
synapse and a direct return of activity to the original layer.
The lateral inhibitory model does require memory-based
comparison of present stimulation with past stimulation
in its correlation stage, however, and this would have to
take place at a more central level.
Activity in a cross-coupled, oscillating network can con-
verge on a limit cycle or other attractor under some circum-
stances. The model described here avoids such convergence
by two mechanisms. First, a small amount of Gaussian
noise is added to the activity of each neuron at each itera-
tion of inhibition, and modest lateral inhibition results in adamping of activity over time, so that stimulus-speciﬁc
activity does not remain in the network indeﬁnitely, and
noise prevents settling on an attractor. Second, simulations
are halted after a small number of iterations, 12 in the pres-
ent work. If an attractor were active, correlations between
any two runs of the model with diﬀerent stimuli would
increase as both runs converged on the attractor. In the
simulations described above, this does not occur.
Di Lollo et al. (2000) also assessed OSM under scotopic
conditions, where lateral inhibition fails because the thresh-
old for inhibition is higher than the threshold for direct
throughput. OSM was found under these conditions,
though it was substantially weaker. The eﬀects of bright-
ness on inhibition apply mostly at more peripheral levels
of the visual system, however; because of the opponent
process organization of receptive ﬁelds in the retina and
LGN, the absolute level of stimulation is largely compen-
sated before visual signals reach the cortex. Inhibitory
and excitatory components of receptive ﬁelds are nearly
equal in overall strength by the level of the ﬁrst cortical
neurons, so that scotopic stimuli reach the cortex as low-
contrast signals. Automatic gain control in cortical neu-
rons compensates for some of this low contrast, as
observed by Ohzawa, Sclar, and Freeman (1985) and mod-
eled for visual cortex by Schwartz and Simoncell (2001).
Since the orientation sensitivity of cortical neurons is med-
iated by cortical inhibitory interactions, and cortical recep-
tive ﬁelds do not lose their orientation sensitivity at low
light levels, we can conclude that lateral inhibition persists
in the cortex even while it disappears in the periphery.
Indeed, if lateral inhibition plays a major role in cortical
coding of aﬀerent information, it should function even at
low light levels.
The lateral inhibitory model simulates cortical levels of
inhibitory interactions; the 30 ms duration of its iteration
of inhibition is based on the latency of lateral interactions
in the cortex, and it simulates metacontrast, which can be
obtained dichoptically (target in one eye, mask in the
other), requiring cortical binocular summation.
In conclusion, the disappearance of lateral inhibition
under scotopic conditions applies mainly to peripheral lev-
els. A lateral inhibitory model provides a possible mecha-
nism for OSM at both photopic and scotopic light levels.
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