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ABSTRACT. – We shall establish large deviations for the pinned motions of a periodic
diffusion process on n dimensional Euclidean space and the Brownian motion on 2
dimensional Lobachevsky space. It will be shown that the rate functions for the large
deviations are corresponding to the infinitesimal generators of the diffusion processes
obtained from the above processes through a kind of harmonic transform by positive
principal eigenfunctions.  2001 Éditions scientifiques et médicales Elsevier SAS
1. Introduction
Let S1 be a compact Riemannian manifold and S2 be the universal
covering manifold of S1. Denote by c the corresponding covering map.
Let G be the group of covering transformations of S2. Suppose we are
given a reversible diffusion (X(t),Px) on S2 which is associated with
an elliptic partial differential operator. Let L denote the infinitesimal
generator of the process X(t) and σ (−L) denote the set of the L2-
spectrum for −L. Set λ0 := infσ (−L) 0.
We are interested in the asymptotic behavior of the expectation of the
type:
E
P
(T,y)
(0,x)
[
exp
(
−
T∫
0
m
(
X(t)
)
dt
)]
as T →∞,
where P (T ,y)(0,x) denotes the probability law of the process X(t) pinned as
X(0) = x, X(T ) = y and m(x) is a G-invariant, bounded continuous
function on S2. It is very important to know the above behavior for the
study of the Schrödinger equations with periodic potentials. In order
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to investigate such behaviors, we have to first establish large deviation
principles for the occupation time distributions of the pinned diffusion
processes.
In this paper we shall discuss large deviation principles for the
pinned diffusion processes associated with second order elliptic partial
differential operators of self adjoint form with periodic coefficients on
R
n and the Laplace Beltrami operator on a two dimensional hyperbolic
space.
It is well known that Donsker and Varadhan have extensively studied
large deviations for Markov processes in a series of papers. However their
results cannot be applied to the case λ0 > 0 where the diffusion process
X(t) has a strong transience property.
Our main assertion in this paper is that it is still possible to get
nice large deviation principles for the above cases as far as the pinned
processes are concerned if appropriate rate functions are chosen.
The organization of this paper is as follows. In Section 2 we shall
formulate and prove a large deviation principle for the pinned periodic
diffusion processes on the n dimensional Euclidean space. This is done
by regarding the corresponding occupation distribution as a probability
distribution on the n dimensional torus. Section 3 is devoted to the case of
the Brownian motion on the 2-dimensional hyperbolic space. In this case
we give a different formulation which implies a slightly weaker assertion.
2. Periodic diffusion processes on Rn
2.1. Let L be a second order elliptic partial differential operator on Rn
defined by
L= 1
2
(
n∑
i=1
∂2
∂x2i
+
n∑
i=1
bi(x)
∂
∂xi
)
.(1)
We assume the following conditions:
(A,1) bi(x) are periodic of period 1, i.e.,
b·(x + ei )= b·(x), i = 1, . . . , n, where ei = (0, ·,
i
1ˇ, ·,0).
(A,2) There exists a positive smooth function a = a(x) such that
bi(x)= 1
a(x)
∂a(x)
∂xi
, i = 1, . . . , n.
K. ICHIHARA / Bull. Sci. math. 125 (2001) 529–551 531
Since the operator L is expressed as (1/2a)∇(a∇) under the condi-
tions, it has the unique self adjoint extension on the space L2(Rn, a dx).
We denote its extension by the same notation L. Let λ0 be the infimum
of the spectrum of −L.
Let (X(t),Px) be the unique diffusion process on Rn associated with
the operator L. A simple calculation under the assumptions (A,1) and
(A,2) shows that there exist positive constants C1 and C2 satisfying
C−11 e
−C1|x|  a(x) C2 eC2|x| on Rn.
From this it is easy to see that (X(t),Px) is conservative, see, e.g.,
Ichihara [3]. Denote by Ω the set of continuous maps from [0,∞)
into Rn. Let U be the set of positive, periodic functions of period 1
and M the set of probability measures on the n dimensional torus Tn
endowed with the weak topology. Denote by c0 the covering map from
R
n to Tn. For each ω ∈Ω and Borel subset A of Tn, set
LT (ω,A)= 1
T
T∫
0
χA
(
c0
(
X(t,ω)
))
dt, T > 0,(2)
and for a measurable B ⊆M,
Q
(T,y)
(0,x) (B)= P (T ,y)(0,x)
{
ω: LT (ω, ·) ∈ B}.(3)
In order to define a rate function proper to our case, we have to first
consider the principal eigenvalue problem for L:
1
2
n∑
i=1
∂2
∂x2i
u(x)+ 1
2
n∑
i=1
1
a
∂a
∂xi
∂
∂xi
u(x)+ λ0u(x)= 0, x ∈Rn.(4)
As for the problem we have the following result.
THEOREM 1. – There exists a positive principal eigenfunction u0 of
the eigenvalue problem (4) expressed as
u0(x)= ϕ0(x)√
a(x)
by a periodic function ϕ0(x) of period 1 which is unique up to a constant.
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Let p(t, x, y) denote the symmetric transition probability density of
the process X(t) with respect to the invariant measure a dx. Making use
of Theorem 1, we can prove
THEOREM 2. – There exist two positive constants C3,C4 such that
C3 e
−λ0tu0(x)u0(y)
tn/2
e
− |x−y|2C3 t  p(t, x, y) C4 e
−λ0tu0(x)u0(y)
tn/2
e
− |x−y|2
C4t
for any (t, x, y) ∈ (0,∞)×Rn ×Rn.
Now we introduce an elliptic operator L0 defined by
L0 =L+
n∑
i=1
1
u0
∂u0
∂xi
∂
∂xi
= 1
2u20a
n∑
i=1
∂
∂xi
(
u20a
∂
∂xi
)
= 1
2ϕ20
n∑
i=1
∂
∂xi
(
ϕ20
∂
∂xi
)
.
Let (X0(t),P 0x )x∈Rn be the diffusion process associated with the opera-
tor L0. Since ϕ20 is periodic of period 1, the operator L0 is also regarded
as a formally self adjoint operator on L2(Tn, ϕ20 dx). Define {T 0t , t  0}
to be the semigroup on C(Tn) generated by L0 where C(Tn) is the set of
all continuous functions on Tn. Denote by D0 the domain of the infini-
tesimal generator of T 0t .
Making use of the operator L0, the rate function for the present case is
now defined as follows: for µ ∈M,
I0(µ)=− inf
u>0
u∈D0
∫
Tn
(
L0u
u
)
(x)µ(dx).(5)
Our main result in this section is the following theorem.
THEOREM 3. – (i) For any closed subset C ⊆M,
limT→∞
1
T
logQ(T,y)(0,x) (C)− inf
µ∈C I0(µ).
(ii) For any open subset G⊆M,
limT→∞
1
T
logQ(T,y)(0,x) (G)− inf
µ∈GI0(µ).
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COROLLARY 3.1. – If Φ is a real valued, weakly continuous func-
tional on M, then we have
lim
T→∞
1
T
logEQ
(T,y)
(0,x)
[
e−T Φ(µ)
]=− inf
µ∈M(Tn)
[
Φ(µ)+ I0(µ)].
2.2. In this subsection we shall prove Theorems 1, 2 and discuss some
additional results.
In order to prove Theorem 1, setting u(x)= ϕ(x)/√a(x), we shall find
a positive periodic function ϕ satisfying
(L+ λ0)
(
ϕ√
a
)
(x)= 0, x ∈Rn.(6)
In order to solve (6), we first note that
L
(
ϕ√
a
)
= 1
2
√
a
{
n∑
i=1
∂2ϕ
∂x2i
+
(
n∑
i=1
− 1
2a
∂2a
∂x2i
+ 1
4a2
(
∂a
∂xi
)2)
ϕ
}
.
Thus we get from (6) that
1
2
n∑
i=1
∂2ϕ
∂x2i
+
(
n∑
i=1
− 1
4a
∂2a
∂x2i
+ 1
8a2
(
∂a
∂xi
)2)
ϕ + λ0ϕ = 0,(7)
x ∈Rn.
Since
− 1
4a
∂2a
∂x2i
+ 1
8a2
(
∂a
∂xi
)2
=− 1
8a2
(
∂a
∂xi
)2
− 1
4
∂
∂xi
(1
a
∂a
∂xi
)
(8)
is periodic of period 1 in Rn, we can solve the above Schrödinger
equation (7) under the periodic condition. In fact, it is well known that
there exists the minimal eigenvalue whose multiplicity is one and that
we can choose a positive function as the corresponding eigenfunction.
Denote the eigenvalue and the eigenfunction by λ0 and ϕ0 respectively.
Thus Theorem 1 is valid.
Making use of the function u0, we now perform a kind of harmonic
transform as follows:
p0(t, x, y) := e
λ0t
u0(x)
p(t, x, y)
1
u0(y)
.(9)
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It should be remarked here that the above transform is considered to be
a variant of the h-transform introduced by Doob (see [2]). It is easy to
see that p0(t, x, y) defines a new conservative, Markov transition proba-
bility density with respect to u20a dx whose infinitesimal generator is L0.
Since L0 is uniformly elliptic on Rn, following the arguments in Fabes
and Stroock [3] we get
PROPOSITION 1 (Aronson estimate). – We have the following Gaus-
sian estimates;
C3
tn/2
exp
(
−|x − y|
2
C3t
)
 p0(t, x, y)
C4
tn/2
exp
(
−|x − y|
2
C4t
)
(10)
for any (t, x, y) ∈ (0,∞)×Rn ×Rn.
Theorem 2 is immediate from this proposition.
Remark 1. – (1) For the 1-dimensional case, it is well known from
the theory of one dimensional diffusion processes that λ0 = 0 if and only
if a(x) is periodic. For the general dimensional case we can easily see
that λ0 = 0 if a(x) is periodic. (2) Since c0(X(t)) is a nondegenerate
diffusion process on the n dimensional torus Tn, it has the unique
invariant probability measure. Denote it by µ0. Applying the ergodic
theorem to c0(X(t)), it is easy to see that
lim
t→∞
X(t)
t
=
∫
Tn
b(x)µ0(dx) a.s.
where b = (bi/2)ni=1. This together with some arguments involving the
Donsker and Varadhan theory [1], allows to show that λ0 > 0 if
∫
Tn
b(x)
×µ0(dx) = 0.
2.3. Now we begin the proof of Theorem 3. Let u ∈ U ∩D0. Denoting
by EP the integration on Ω with respect to a probability law P , we first
have
E
P
(T,y)
(0,x)
[
u
(
X(T − 1)) exp
(
−
T∫
0
(
L0u
u
)(
X(t)
)
dt
)]
 C5EP
(T,y)
(0,x)
[
u
(
X(T − 1)) exp
(
−
T−1∫
0
(
L0u
u
)(
X(t)
)
dt
)]
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with a positive constant C5, then the definition of the pinned process
gives,
= C5
p(T , x, y)
EPx
[
u
(
X(T − 1))(11)
× exp
(
−
T−1∫
0
(
L0u
u
)(
X(t)
)
dt
)
p
(
1,X(T − 1), y)
]
= (∗).
Let B(t) be the n dimensional standard Brownian motion and suppose
the diffusion process X0(t) is realized as the solution of the stochastic
differential equation
X0(t)= x +B(t)+
t∫
0
1
2
(∇a
a
+ 2 ∇u0
u0
)(
X0(s)
)
ds.(12)
Since ∇u0/u0 =∇ϕ0/ϕ0 − b, ∇u0/u0 is a periodic function of period 1,
making use of the Girsanov transform we get,
(∗)= C5
p(T , x, y)
EP
0
x
[
u
(
X0(T − 1))(13)
× exp
(
−
T−1∫
0
(
L0u
u
)(
X0(t)
)
dt
)
p
(
1,X0(T − 1), y)
× exp
( T−1∫
0
(
−∇u0
u0
)(
X0(t)
)
dBt
− 1
2
T−1∫
0
∣∣∣∣∇u0u0
∣∣∣∣
2(
X0(t)
)
dt
)]
.
Now Ito’s formula applied to the solution X0(t) implies
d(logu0)
(
X0(t)
)=L0(logu0)(X0(t))dt +∇(logu0)(X0(t))dBt(14)
536 K. ICHIHARA / Bull. Sci. math. 125 (2001) 529–551
and it is easy to see that
L0(logu0)= 1
u0
Lu0 + 12
∣∣∣∣∇u0u0
∣∣∣∣
2
.(15)
Hence we get
T−1∫
0
(∇u0
u0
)(
X0(t)
)
dB(t)+ 1
2
T−1∫
0
∣∣∣∣∇u0u0
∣∣∣∣(X0(t))2 dt(16)
=−
T−1∫
0
(
Lu0
u0
)(
X0(t)
)
dt + logu0(X0(t))− logu0(x).
Inserting (16) into (13), we obtain
(∗)=C5EP 0x
[
u
(
X0(T − 1))(17)
× exp
(
−
T−1∫
0
(
L0u
u
)(
X0(t)
)
dt
)
p
(
1,X0(T − 1), y)
× exp(−λ0(T − 1)− logu0(X0(T − 1))
+ logu0(x))
]/
p(T , x, y),
hence it follows from Theorem 2 that
C6EP
0
x
[
u
(
X0(T − 1)) exp
(
−
T−1∫
0
(
L0u
u
)(
X0(t)
)
dt
)
T n/2
]
=C6T n/2u(x)
where the last equality above holds by virtue of the Feynman–Kac
formula.
Thus we have
E
P
(T,y)
(0,x)
[
exp
(
−
T∫
0
(
L0u
u
)(
X(t)
)
dt
)]
 C6T
n/2u(x)
infx∈Tn u(x)
.(18)
On the other hand, since
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E
P
(T,y)
(0,x)
[
exp
(
−
T∫
0
(
L0u
u
)(
X(t)
)
dt
)]
=EP(T,y)(0,x)
[
exp
(
−
T∫
0
(
L0u
u
)(
c0
(
X(t)
))
dt
)]
=EQ(T,y)(0,x)
[
exp
(
−T
∫
Tn
(
L0u
u
)
(y)µ(dy)
)]
,
we get for any measurable set C ⊆M
Q(T,y)(0,x) (C) exp
(
−T sup
µ∈C
∫
Tn
(
L0u
u
)
(y)µ(dy)
)
.
Combining all of this, we have
Q
(T,y)
(0,x) (C)
C6T
n/2u(x)
infx∈Tn u(x)
exp
(
T sup
µ∈C
∫
Tn
(
L0u
u
)
(y)µ(dy)
)
.
Thus it follows that
lim sup
T−→∞
1
T
logQ(T,y)(0,x) (C) inf
u∈U∪D0
sup
µ∈C
∫
Tn
(
L0u
u
)
(y)µ(dy).(19)
Since M is compact, following the same arguments as in Donsker and
Varadhan [1], we can show from (19) that for any closed set C ⊆M
lim sup
T−→∞
1
T
logQ(T,y)(0,x) (C)− inf
µ∈C I0(µ).(20)
In order to get the lower estimate, we shall make use of the Dirichlet
space approach as in Takeda [7].
First note that c0(X0(t)) is a reversible diffusion process on Tn. Let
(E,D(E)) be the Dirichlet form on L2(Tn, ϕ20 dx) which is corresponding
to c0(X0(t)) i.e.
E(f, g)= 1
2
∫
Tn
(∇f,∇g)ϕ20 dx(21)
where ( , ) is the inner product on Rn.
Let G be an open set in M. Let µ ∈G be such that I0(µ) <∞. For
the proof of the lower bound in Theorem 3, it suffices to verify
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limT→∞
1
T
logP (T ,y)(0,x)
(
ω: LT (ω, ·) ∈G)−I0(µ).(22)
Let S(µ, ε) be a sphere with center at µ and radius ε with respect to
the Prokhorov metric such that S(µ, ε) ∈ G. Then (22) is valid if the
following is proved
limT→∞
1
T
logP (T ,y)(0,x)
(
ω: LT (ω, ·) ∈ S(µ, ε))−I0(µ).(23)
Furthermore there exists a positive ε′ less than ε such that{
ω: LT (ω, ·) ∈ S(µ, ε)}⊇ {ω: LT−1(ω, ·) ∈ S(µ, ε′)}(24)
for all sufficiently large T . Consequently instead of proving (23), it is
sufficient to show
limT→∞
1
T
logP (T ,y)(0,x)
(
ω: LT−1(ω, ·) ∈ S(µ, ε′))−I0(µ).(25)
Now by virtue of Donsker and Varadhan [1], Theorem 5, µ is absolutely
continuous with respect to ϕ20 dx and the Radon–Nikodym density f0
satisfies g0 := √f0 ∈ D(E). Here we suppose in addition that g0 is
continuous. Identifying g0 with a periodic function on Rn, set φα(x) =
αR0αg0(x)/‖ αR0αg0 ‖2, where R0α is the α-order resolvent operator for X0
and ‖ · ‖2 denotes the L2-norm in L2(Tn, ϕ20 dx). Since φα → g0 in E1,
µα := φ2αϕ20 dx is convergent to µ as α tends to ∞. Therefore there exists
a positive constant α0 such that µα ∈ S(µ, ε′) for all α  α0. We now
choose εα for α  α0 such that S(µ, ε′)⊇ S(µα, εα).
Compute for each α  α0,
P
(T ,y)
(0,x)
(
LT−1 ∈ S(µ, / ′)) P (T ,y)(0,x) (LT−1 ∈ S(µα, εα))(26)
=EPx [p(1,X(T − 1), y);LT−1 ∈ S(µα, εα)]/p(T , x, y),
we obtain with the help of the Girsanov transform
= 1
p(T , x, y)
EP
0
x
[
p
(
1,X0(T − 1), y) exp
( T−1∫
0
−
(∇u0
u0
)(
X0(s)
)(27)
× dBs − 12
T−1∫
0
∣∣∣∣∇u0u0
∣∣∣∣(X0(s))2 ds
)
;LT−1 ∈ S(µα, εα)
]
where the occupation time distribution LT−1 above is defined for X0(t).
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Proceeding as in the proof of the upper bound, it follows that (27) is
equal to
1
p(T , x, y)
EP
0
x
[
p
(
1,X0(T − 1), y) exp(−λ0(T − 1)(28)
− logu0(X0(T − 1))+ logu0(x));LT−1 ∈ S(µα, εα)].
Let (Xα(t),P αx )x∈Rn denote the diffusion process associated with the
operator Lα = L0 + ∇φαφα ∇ . Then applying the Girsanov transform once
again, (28) is reduced to
e−λ0(T−1)u0(x)
p(T , x, y)
EP
α
x
[
p(1,Xα(T − 1), y)
u0(Xα(T − 1))(29)
× exp
( T−1∫
0
L0φα(Xα(t))
φα(Xα(t))
dt − logφα(Xα(T − 1))+ logφα(x)
)
;
LT−1 ∈ S(µα, εα)
]
.
We now introduce
S1(t, ε)=
{
ω ∈Ω;
∣∣∣∣
∫
Tn
L0φα(x)
φα(x)
Lt(ω,dx)−
∫
Tn
φαL0φαϕ
2
0 dx
∣∣∣∣< ε
}
,
S2(t, ε)= S1(t, ε)∩ {ω ∈Ω;Lt(ω, ·) ∈ S(µα, εα)}
and
Ω1 =
{
ω ∈Ω; lim
t→∞
1
t
t∫
0
L0φα(Xα(s))
φα(Xα(s))
ds =
∫
Tn
φαL0φαϕ
2
0 dx
}
,
Ω2 = {ω ∈Ω;Lt(ω, ·) converges weakly to φ2αϕ20 dx}.
It is easy to see by the ergodic theorem for c0(Xα(t)) that Pαx (Ωi) = 1
for all x ∈Rn.
Now we have
P
(T ,y)
(0,x) (LT ∈G) P (T ,y)(0,x)
(
LT−1 ∈ S(µα, εα))(30)
 exp
(
(T − 1)
( ∫
Tn
φαL0φαϕ
2
0 dx − ε
))
e−λ0(T−1)u0(x)
p(T , x, y)
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×EPαx
[
p(1,Xα(T − 1), y)φα(x)
u0(Xα(T − 1))φα(Xα(T − 1)) ; S2(T − 1, ε)
]
 C7
T n/2
exp
(
(T − 1)
(∫
Tn
φαL0φαϕ
2
0 dx − ε
))
φα(x)
‖φα‖∞
×EPαx
[
p(1,Xα(T − 1), y)
u0(Xα(T − 1)) ; S2(T − 1, ε)
]
.
It is easy to see from the bounds on a(x) and Theorems 1, 2 that
p(1, x, y)/u0(x) has a Gaussian lower estimate in x. Consequently it
follows that
EP
α
x
[
p(1,Xα(T − 1), y)
u0(Xα(T − 1)) ; S2(T − 1, ε)
]
(31)
C7EP
α
x
[
e−C8|Xα(T−1)|
2; S2(T − 1, ε)]
=C7EPαx [e−C8|Xα(T−1)|2]
−C7EPαx [e−C8|Xα(T−1)|2; Ω \ S2(T − 1, ε)].
The infinitesimal generator of the process Xα(t) on Rn is a uniformly
elliptic operator with formally self adjoint form on L2(Rn, φ2αϕ20 dx).
Therefore the transition density of the process with respect to the
reversible measure has Gaussian upper and lower estimates as in
Proposition 1. Consequently we see that
EP
α
x
[
e−C8|Xα(T−1)|
2] C9
(T − 1)n/2 , for T > 1.
On the other hand, applying Theorem 3 in Donsker and Varadhan [1] for
c0(Xα(t)), we see that there exist positive constants C10,C11 such as
Pαx
(
Ω \ S2(T − 1, ε)) C10 e−C11T
for all sufficiently large T > 0. Thus it follows from (30) and (31) that
lim
T→∞
1
T
logP (T ,y)(0,x) (LT ∈G)
∫
Tn
φαL0φαϕ
2
0 dx − ε.
Hence letting α→∞ and ε→ 0, we obtain
lim
T→∞
1
T
logP (T ,y)(0,x) (LT ∈G)
∫
Tn
g0L0g0ϕ
2
0 dx.(32)
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Since the space D(E)∩C+(Tn) is dense in D+, the space of nonnega-
tive functions inD(E), (32) holds without the additional condition that g0
is continuous. Finally applying Theorem 5 in Donsker and Varadhan [1]
once again, we complete the proof of the lower bound of Theorem 3.
3. Brownian motion on a hyperbolic space
3.1. Let H2 be a two dimensional complete, simply connected Rie-
mannian manifold of constant negative Gaussian curvature −1. Let 0 be
the Laplace Beltrami operator on H2. The Brownian motion (X(t),Px)
on H2 is defined to be the diffusion process associated with L= 1/20.
Denote by p(t, x, y) the symmetric transition density of the Brownian
motion.
Let x0 be a fixed point in H2. We introduce the geodesic polar
coordinate x = (r = d(x0, x), θ) ∈ H2 = [0,∞) × S1 around x0 where
d(·, ·) is the Riemannian distance in H2. Then the Riemannian metric on
H
2 is expressed as dr2 + (sinh r)2 dθ2 and the Laplacian is given by
0= 1
sinh r
∂
∂r
sinh r
∂
∂r
+ 1
(sinh r)2
∂2
∂θ2
.(33)
It is well known that the lower bound of the L2-spectrum of −0 is
equal to 1/4. A principal eigenfunction for 0 is given by
u1(x)= u1(r, θ)=
∞∫
r
s ds√
cosh s − cosh r(34)
∼ r√
sinh r
, for r = d(x0, x) 1.
Note that the existence of positive principal eigenfunctions for general
Riemannian manifolds is proved by Sullivan [6].
LetM(H2) be the set of all probability measures on H2 endowed with
the weak topology. Define the occupation time distribution for X(t) as
LT (ω,A)= 1
T
T∫
0
χA
(
X(t,ω)
)
dt(35)
for a measurable A⊆H2 and set for a mesurable B ⊆M(H2),
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R
(T,y)
(0,x) (B)= P (T ,y)(0,x)
(
ω;LT (ω, ·) ∈ B).(36)
In order to state our results, we need to introduce an appropriate rate
function for the pinned Brownian motion.
Introduce a new heat kernel defined by
p1(t, x, y) := e
t/8
u1(x)
p(t, x, y)
1
u1(y)
and let (X1(t),P 1x ) be the associated diffusion process on H2. Denote
by L1 the infinitesimal generator of X1(t). The process X1(t) is
corresponding to the Dirichlet form given by
E1(ϕ,ϕ)= 12
∫∫
[0,∞)×S1
{(
∂ϕ
∂r
)2
+ 1
(sinh r)2
(
∂ϕ
∂θ
)2}
u1(r)
2sinh r dr dθ
on L2 = L2(H2 = [0,∞)× S1, u21 sinh r dr dθ). Let D(E1) be the domain
of E1.
As in Takeda [7], we define for µ ∈M(H2),
I1(µ) :=


E1(f, f ), if µ(dr dθ)= f 2u21 sinh r dr dθ
and f ∈D(E1)
∞, otherwise.
(37)
We have the following results.
THEOREM 4. – (i) For any compact K ⊆M(H2),
limT→∞
1
T
logR(T,y)(0,x) (K)− inf
µ∈K I1(µ).
(ii) For any open G⊆M(H2),
limT→∞
1
T
logR(T,y)(0,x) (G)− inf
µ∈GI1(µ).
THEOREM 5. – For any bounded continuous function m = m(x)
on H2,
lim
T→∞
1
T
logEP
(T,y)
(0,x)
[
exp
(
−
T∫
0
m
(
X(t)
)
dt
)]
(38)
=− inf
f 2u21 sinh r dr dθ∈M(H2)
f∈D(E1)
{
E1(f, f )+
∫∫
[0,∞)×S1
mf 2u21 sinh r dr dθ
}
.
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3.2. We shall prove Theorem 4 in this subsection.
First define the resolvent operator R1α as
R1αf (x)=EP
1
x
[ ∞∫
0
e−αtf
(
X1(t)
)
dt
]
for f ∈Cb(H2) and α > 0,(39)
where Cb(H2) is the set of bounded continuous functions on H2. Noting
that L1u= αu− f for f ∈ Cb(H2) and u(x)=R1αf (x), define
D+(L1)= {R1αf ; α > 0, f ∈ C+b (H2)∩L2(H2, u21 sinh r dr dθ)
and f ≡ 0},
where C+b (H2) is the set of nonnegative, bounded continuous functions
on H2. Introduce another rate function as in Takeda [7]:
I2(µ) := − inf
u∈D+(L1)
ε>0
∫
H2
L1u
u+ ε dµ.(40)
We first prove the upper bound.
Making use of the definition of the pinned process, we have for
u=R1αf ∈D+(L1) and ε > 0,
E
P
(T,y)
(0,x)
[(
u
(
X(T − 1))+ ε) exp
(
−
T∫
0
(
L1u
u+ ε
)(
X(t)
)
dt
)]
 C12EPx
[(
u
(
X(T − 1))+ ε) exp
(
−
T−1∫
0
(
L1u
u+ ε
)(
X(t)
)
dt
)
× p(1,X(T − 1), y)
]/
p(T , x, y),
applying the Girsanov transform, we get
=C12EP 1x
[(
u
(
X1(T − 1))+ ε)
× exp
(
−
T−1∫
0
(
L1u
u+ ε
)(
X1(t)
)
dt
)
p
(
1,X1(T − 1), y)
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× exp
( T−1∫
0
−
(
u′1
u1
)(
r1(t)
)
dB(t)
− 1
2
T−1∫
0
∣∣∣∣
(
u′1
u1
)(
r1(t)
)∣∣∣∣
2
dt
)]/
p(T , x, y)= (∗∗)
where r1(t) is the radial part of X1(t) expressed by
r1(t)= r1(0)+B(t)+
t∫
0
{1
2
coth r1(s)+
(
u′1
u1
)(
r1(s)
)}
ds
with a standard Brownian motion B(t). Ito’s formula gives
d(logu1)
(
r1(t)
)=L1(logu1)(r1(t))dt +
(
u′1
u1
)(
r1(t)
)
dB(t)(41)
=
(
Lu1
u1
)(
r1(t)
)
dt + 1
2
∣∣∣∣
(
u′1
u1
)(
r1(t)
)∣∣∣∣
2
dt
+
(
u′1
u1
)(
r1(t)
)
dB(t).
Therefore we get
(∗∗)=C12EP 1x
[(
u
(
X1(T − 1))+ ε)
× exp
(
−
T−1∫
0
(
L1u
u+ ε
)(
X1(t)
)
dt
)
p
(
1,X1(T − 1), y)
× exp
( T−1∫
0
(
Lu1
u1
)(
r1(t)
)
dt − logu1(r1(T − 1))
+ logu1(x)
)]/
p(T , x, y)
=C12EP 1x
[(
u
(
X1(T − 1))+ ε)
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× exp
(
−
T−1∫
0
(
L1u
u+ ε
)(
X1(t)
)
dt
)
p
(
1,X1(T − 1), y)
× e− 18 (T−1)u1(r1(T − 1))−1u1(x)
]/
p(T , x, y).
Since p(1, x, y)/u1(x) is bounded above by a constant depending only
on y,
(∗∗)C13T 3/2EP 1x
[(
u
(
X1(T − 1))+ ε)
× exp
(
−
T−1∫
0
(
L1u
u+ ε
)(
X1(t)
)
dt
)]
=C13T 3/2(u(x)+ ε)
by the Feynman–Kac type formula. Thus we have obtained
E
P
(T,y)
(0,x)
[
exp
(
−
T∫
0
(
L1u
u+ ε
)(
X1(t)
)
dt
)]
(42)
 C13(u(x)+ ε)T
3/2
infx∈H2(u(x)+ ε) .
Since
E
P
(T,y)
(0,x)
[
exp
(
−
T∫
0
(
L1u
u+ ε
)(
X1(t)
)
dt
)]
=ER(T,y)(0,x)
[
exp
(
−T
∫
H2
(
L1u
u+ ε
)
(y)µ(dy)
)]
,
we have from (42) that for any measurable C ⊆M(H2),
R
(T,y)
(0,x) (C) exp
(
−T sup
µ∈C
∫
H2
(
L1u
u+ ε
)
(x)µ(dx)
)
 C13(u(x)+ ε)T
3/2
infx∈H2(u(x)+ ε) .
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Therefore it follows that
limT→∞
1
T
logR(T,y)(0,x) (C)(43)
 inf
ε>0
u∈D+(L1)
sup
µ∈C
∫
H2
(
L1u
u+ ε
)
(x)µ(dx).
Applying arguments similar to Donsker and Varadhan [1], we can obtain
for any compact K ∈M(H2),
limT→∞
1
T
logR(T,y)(0,x) (K)− inf
µ∈K I2(µ).(44)
This combined with Takeda [7], Proposition 4.1 implies that the upper
estimate in Theorem 4 is valid.
Next we consider the lower estimate.
Let G be an open subset of M(H2). Suppose φ =R1αf ∈D+(L1) and
µ1 := φ2u21 sinh r dr dθ ∈G. Denote by (Xφ(t),P φx ) the Markov process
associated with the infinitesimal generator
Lφ = 1/2
{ 1
φ2u21 sinh r
∂
∂r
φ2u21 sinh r
∂
∂r
+ 1
φ2(sinh r)2
∂
∂θ
φ2
∂
∂θ
}
.
As in the previous section, it is possible to find a sphere S(µ1, ε) with
center at µ1 and radius ε > 0 with respect to the Prokhorov metric such
that for all sufficiently large T ,{
ω;LT (ω, ·) ∈G}⊇ {ω;LT−1(ω, ·) ∈ S(µ1, ε)}.
Define for ε > 0,
S3(T , ε)=
{
ω ∈Ω;
∣∣∣∣
∫
H2
(
L1φ
φ
)
(x)LT (ω,dx)
−
∫
H2
φL1φu
2
1 sinh r dr dθ
∣∣∣∣< ε
}
,
S4(T , ε)= S3(T , ε)∩ {ω ∈Ω; LT (ω, ·) ∈ S(µ1, ε)}
and
Ω3 =
{
ω ∈Ω; lim
T→∞
T∫
0
L1φ(X
φ(t))
φ(Xφ(t))
dt =
∫
H2
φL1φu
2
1 sinh r dr dθ
}
,
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Ω4 = {ω ∈Ω;LT (ω, ·) converges to φ2u21 sinh r dr dθ}.
Since (Xφt ,P φx ) is positively recurrent and is nondegenerate in H2, by
virtue of the ergodic theorem we get Pφx (Ωi)= 1 for all x ∈H2.
We now have
P
(T ,y)
(0,x)
(
ω;LT (ω, ·) ∈G)
 P (T ,y)(0,x)
(
ω;LT−1(ω, ·) ∈ S(µ1, ε))
=EPx [p(1,X(T − 1), y);LT−1 ∈ S(µ1, ε)]/p(T , x, y),
applying the Girsanov transform as in the proof of the upper bound,
= 1
p(T , x, y)
EP
1
x
[
p
(
1,X1(T − 1), y) exp
( T−1∫
0
(
Lu1
u1
)(
X1(t)
)
dt
− logu1(X1(T − 1))+ logu1(x)
)
;LT−1 ∈ S(µ1, ε)
]
= (∗∗∗).
Making use of the Girsanov transform once again, we get for the process
(Xφ(t),P φx ),
(∗∗∗)= e
− 18 (T−1)u1(x)
p(T , x, y)
EP
φ
x
[
p(1,Xφ(T − 1), y)
u1(Xφ(T − 1))
× exp
( T−1∫
0
(
L1φ
φ
)(
Xφ(t)
)
dt − logφ(Xφ(T − 1))
+ logφ(x)
)
;LT−1 ∈ S(µ1, ε)
]
 e
− 18 (T−1)u1(x)
p(T , x, y)
× exp
(
(T − 1)
(∫
H2
φL1φu
2
1 sinh r dr dθ − ε
))
φ(x)
‖φ‖∞
×EPφx
[
p(1,Xφ(T − 1), y)
u1(Xφ(T − 1)) ;S4(T − 1, ε)
]
.
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Note that p(1, x, y)/u1(x) has a Gaussian lower bound in x. Combining
this with the ergodicity of Xφ(t), we get by letting T →∞ and ε→ 0
that
limT→∞
1
T
logP (T ,y)(0,x)
(
ω;LT (ω, ·) ∈G)(45)

∫
H2
φL1φu
2
1 sinh r dr dθ.
Following the same reasoning as in Takeda [7], we complete the proof of
the lower bound.
3.3. In order to prove Theorem 5, first note that we have from the lower
estimate in Theorem 4,
limT→∞
1
T
logEP
(T,y)
(0,x)
[
exp
(
−
T∫
0
m
(
X(t)
)
dt
)]
(46)
− inf
f 2u21 sinh r dr dθ∈M(H2)
f∈D(E1)
{
E(f, f )+
∫∫
H2
mf 2u21 sinh r dr dθ
}
.
To show the converse inequality, we shall begin with
E
P
(T,y)
(0,x)
[
exp
(
−
T∫
0
m
(
X(t)
)
dt
)]
 C14
p(T , x, y)
EPx
[
exp
(
−
T−1∫
0
m
(
X(t)
)
dt
)
p
(
1,X(T − 1), y)
]
,
making use of the Girsanov transform and Ito’s formula as before, we
obtain
= C14
p(T , x, y)
EP
1
x
[
exp
(
−
T−1∫
0
m
(
X1(t)
)
dt
)
p
(
1,X1(T − 1), y)
× exp
( T−1∫
0
(
Lu1
u1
)(
X1(t)
)
dt − logu1(X1(T − 1))+ logu1(x)
)]
 C14
p(T , x, y)
e−
1
8 (T−1)u1(x)
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×EP 1x
[
exp
(
−
T−1∫
0
m
(
X1(t)
)
dt
)
p(1,X1(T − 1), y)
u1(X1(T − 1))
]
.
The boundedness of p(1, x, y)/u1(x) in x implies that the righthand side
of the above is less than
C15T
3/2EP
1
x
[
exp
(
−
T−1∫
0
m
(
X1(t)
)
dt
)]
.
Now we follow the same argument as in Simon [5]. Let {pmt }t0 be the
L2-semigroup generated by L1−m on L2(H2, u21 sinh r dr dθ) and α1 the
infimum of the spectrums of −L1 +m on L2(H2, u21 sinh r dr dθ). Note
that α1 is given by the righthand side of (46). Denoting by BR the ball
with center at x0, radius R and by χBR the characteristic function of the
set BR , we now estimate for a positive k,
EP
1
x
[
exp
(
−
T−1∫
0
m
(
X1(t)
)
dt
)]
=EP 1x
[
exp
(
−
T−1∫
0
m
(
X1(t)
)
dt
)
χBkT
(
X1(T − 1))
]
+EP 1x
[
exp
(
−
T−1∫
0
m
(
X1(t)
)
dt
)(
1− χBkT
(
X1(T − 1)))
]
=: I1 + I2.
Let ‖ · ‖2,∞ and ‖ · ‖2 be the operator norm from L2 into L∞ and the
L2-norm respectively. Now we have
I1 =pmT−1χBkT = pm1 pmT−2χBkT 
∥∥pm1 ∥∥2,∞∥∥pmT−2χBkT ∥∥2

∥∥pm1 ∥∥2,∞ e−α1(T−2)‖χBkT ‖2  C16T 3/2 e−α1(T−2)k3/2.
Applying the Schwarz inequality, we get
I2
√
EP
1
x
[
(1− χBkT )
(
X1(T − 1))]
×
√√√√√EP 1x
[
exp
(
−2
T−1∫
0
m
(
X1(t)
)
dt
)]
.
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Since m is bounded, there exist positive constants C17 and C18 such that
EP
1
x
[
exp
(
−2
T−1∫
0
m
(
X1(t)
)
dt
)]
C17 eC18T .
By the use of an upper bound for p1(t, x, y), we have for T > 2,
EP
1
x
[
(1− χBkT )
(
X1(T − 1))]
 C19(T − 1)−3/2
∞∫
kT
e−
r2
4(T−1) r3 dr
 C19
{
4k2(T − 1)3/2 + 16(T − 1)1/2} e−k2T 2/4(T−1).
Thus we have for k > 1 and T > 1,
E
P
(T,y)
(0,x)
[
exp
(
−
T∫
0
m
(
X(t)
)
dt
)]
C15T 3/2EP
1
x
[
exp
(
−
T−1∫
0
m
(
X1(t)
)
dt
)]
C20T 3 e−α1(T−2)k3/2 +C21T 3/2 e(C18T/2−k2T 2/8(T−1))
×
√
4k2(T − 1)3/2 + 16(T − 1)1/2.
Therefore it follows from the above that for a sufficiently large k > 0,
limT→∞
1
T
logEP
(T,y)
(0,x)
[
exp
(
−
T∫
0
m
(
X(t)
)
dt
)]
−α1,(47)
which completes the proof of Theorem 5.
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