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Global illumination is the problem of rendering images by simulating the light
transport in a scene, also considering the inter-reection of light between surfaces.
One general approach to global illumination that gained popularity during the
last decade is the many-light formulation, whose idea is to approximate global
illumination by many automatically generated virtual point lights.
In this thesis, we address two fundamental issues that arise with the many-light
formulation: scalability and generality. We present a new view of the many-light
approach, by treating it as a large matrix of light-surface contributions. Our insight
is that there is usually a signicant amount of structure and redundancy in the
matrix; this suggests that only a tiny subset of the elements might be needed for
accurate reconstruction.
First, we present a scalable rendering algorithm that exploits this insight by
sampling a small subset of matrix rows and columns to reconstruct the image.
This algorithm is very exible in terms of the material and light types it can
handle, and achieves high-quality rendering of complex scenes in several seconds
on consumer-level graphics hardware.
Furthermore, we extend this approach to render whole animations, by consid-
ering a 3D tensor of light-surface contributions over time. This allows us to further
decrease the necessary number of samples by exploiting temporal coherence.
We also address a long-standing limitation of all previous many-light ap-
proaches that leads to fundamentally incorrect results in scenes with glossy mate-rials, by introducing a new virtual light type that does not have this limitation.
Finally, we describe an algorithm that computes a wavelet-compressed approx-
imation to the lighting matrix, which allows for interactive light placement in a
scene with global illumination.BIOGRAPHICAL SKETCH
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xivCHAPTER 1
INTRODUCTION
Global illumination is the problem of rendering an image of a scene described by
a set of surfaces with corresponding bidirectional reectance distribution functions
(BRDFs) and a set of light sources from a given camera location. An extended
denition of the problem might also consider innitely distant lights (environment
maps), participating media (volumes and subsurface scattering), surfaces with per-
fectly specular reection and refraction, and so on. The problem is, in its general
form, very dicult { in fact, the question of whether any light reaches the camera
at all is in general undecidable [69].
However, in many practical cases, approximate solutions exist that produce
acceptable, visually pleasing images. These solutions dier in their performance
and in the subset of the global illumination problem they can eciently handle.
Given the intractability of the problem in the completely general case, there seems
to be no limit to the number of possible improvements, either addressing the
performance, or increasing the subset of supported eects.
One general approach to global illumination that gained popularity during the
last decade is the many-light formulation, whose idea is to approximate indirect
illumination (and other illumination that is expressed using an integral, like area
lights and environment maps) by many point light sources. The many-light ap-
proach has led to a number of ecient and popular algorithms.
This thesis proposes a new view of the many-light approach through a matrix
formulation, and several new, ecient, GPU-oriented algorithms that are based on
this view. This matrix formulation treats the contributions of many lights to many
1surface samples as a large matrix, of which only a small subset should be sampled
to compute the resulting image. One might think this is just a verbal restatement
of the problem that preserves its diculty; however, we will show that this is not
so, and that new ideas follow from the matrix formulation that would have been
extremely hard to develop and formalize without it.
1.1 The Rendering Equation
Rendering an image with global illumination is essentially the problem of com-
puting the colors of the pixels. The \color" of a pixel is the radiance leaving the
surface point visible through the pixel towards the camera.
The radiance is a function L(x ! !). It satises the rendering equation [52]:
L(x ! !) = Le(x ! !) +
Z


fr(x;!
0;!)L(x   !
0)cos(nx;!
0)d(!
0): (1.1)
This equation says that the outgoing radiance L(x ! !) from a surface point x
into direction ! is equal to the emitted radiance (if any) Le(x;!), plus the integral
over the hemisphere 
 of the incoming radiance L(x   !) weighted by the BRDF
fr and cosine of the angle between the surface normal nx and !0. Finally, (!0)
is the solid angle integration measure. The basic idea of the rendering equation is
illustrated in Figure 1.1.
Equation (1.1) is sometimes referred to as the solid-angle formulation of the
rendering equation. Sometimes it is better to use the equivalent surface-area for-
mulation, in which the incoming radiance is parameterized over surfaces rather
than directions:
Lo(x ! !) = Le(x ! !) +
Z
M
fr(x;!
0;!)L(y ! x)G(x $ y)dA(y); (1.2)
2Figure 1.1: The rendering equation says that the radiance leaving a point x
in a direction ! is equal to x's own emission plus the integral of
radiance incoming to point x over the whole hemisphere above x,
weighted by a material specic function called the BRDF. (Image
by Timrb taken from Wikimedia Commons.)
where y is a surface point and A(y) is the surface area measure, and the geometry
factor is:
G(x $ y) =
cosx cosy
kx   yk
2 V (x;y): (1.3)
The visibility V (x;y) is 1 if surface points x and y are mutually visible and 0
if there is occlusion between them.
Looking at the rendering equation, we can already see why the problem is
dicult. First, it is global { the radiance leaving a surface point can depend on
the incoming radiance from many other surfaces, including ones that are very far
away. Second, it is continuous { we will need to discretize the integral into a sum.
Finally, it is recursive { light can get to the camera by any number of bounces.
31.1.1 Path-integral Formulation
The rendering equation (1.1) can be equivalently rewritten in a path-integral for-
mulation (see Chapter 8 of [88]). This formulation is useful to derive algorithms
that would have been hard to build directly upon equation (1.1), including the
many-light approach that is ubiquitous in this thesis.
The illumination Ij through a given pixel j is given by
Ij =
Z


fj( x)d( x);
where  x = x0x1:::xn is a path such that x0 is a point on a light source and xn
is the camera (or more precisely a point on a light sensor). The measure ( x) is
the product of surface area measures on the points xi. The contribution fj( x) is a
product of the appropriate BRDFs and geometry terms, light emission and sensor
response:
fj( x) = E(x ! !)G(x0 $ x1)fr(x0 ! x1 ! x2)G(x1 $ x2):::
:::fr(xn 2 ! xn 1 ! xn)G(xn 1 $ xn)We(xn 1 ! xn) (1.4)
Note that the function fj is distinct from the BRDF fr. We keep this unfortunate
naming since it is used in previous literature, e.g. in [88].
1.1.2 Direct and Indirect Illumination
While it is theoretically possible that every surface in the scene is both reective
and emissive, this is rarely the case. A more common scenario is that there is a set
of distinct light sources, and the rest of the scene only reects illumination from
them.
4This fact is often used to separate global illumination into emission Le, direct
illumination Ld and indirect illumination Li:
L(x ! !) = Le(x ! !) + Ld(x ! !) + Li(x ! !); (1.5)
where the direct illumination is the sum over the areas of n light sources:
Ld(x ! !) =
n X
i=1
Z
Ai
fr(x;!
0;!)L(y ! x)G(x $ y)dA(y):
Here Ai is the area of the i-th light source. The direct illumination is often con-
sidered to be a much easier problem than indirect illumination. This is true if the
set of emissive surfaces in the scene consists of a small number of point lights or
small area lights. This is a frequent situation in practice; however, scenes with en-
vironment maps, large area sources or many small lightsources are not uncommon,
either. One desirable property of the many-light formulation is that all of these
situations are approximated in the same manner, by conversion to many point
lights.
1.2 Monte Carlo Solutions
Monte Carlo integration is a general technique to approximate the integral I of
an arbitrary function f(x) over an arbitrary domain D by averaging N random
samples of f, taken from some suitable probability distribution p(x):
I =
Z
D
f(x)dx 
1
N
N X
i=1
f(xi)
p(xi)
:
This approach is unbiased, in the sense that the result, when treated as a random
variable, has expected value equal to the integral being computed. In other words,
the result is correct \on average", and converges to the true value of the integral
as the number of samples increases.
51.2.1 Path Tracing
Path tracing is a relatively straightforward application of the Monte Carlo inte-
gration idea to the rendering equation (1.1). In the simplest version, to compute
L(x ! !) for a given pixel, one random sample is taken to approximate the in-
tegrand. However, the integrand contains the incoming illumination L(x   !0),
which is equal to L(y; !0) for some other surface point y that is found by tracing
a ray. This quantity is evaluated recursively, thus building a light path through
the scene. To prevent innite recursion, the path could be truncated at a xed
depth. A better (unbiased) solution is to use a technique called Russian roulette,
which truncates the path with probability  and scales the path by 1    if not
truncated.
A more practical version of path tracing uses the direct-indirect split from
Equation (1.5), where recursion only happens in the indirect branch.
Of course, a single path per pixel will lead to extremely noisy images. In prac-
tice, at least hundreds of paths per pixel are needed, but more often thousands.
Therefore, path tracing is a relatively slow approach, even on today's multi-core
workstations. Rendering a usable image takes several minutes, and a clean con-
verged image can easily take hours.
1.2.2 Bidirectional Path Tracing and Metropolis
This path integral formulation (1.4) can also be approximated using Monte Carlo
sampling as:
Ij 
1
N
N X
i=1
fj( xi)
p( xi)
(1.6)
6where the  xi are random paths generated by any method such that the probability
density with which they have been generated can be computed, and every path
with a non-zero contribution has a non-zero probability density.
Bidirectional path tracing (Chapter 10 of [88]) uses this idea to construct paths
by creating a number of camera subpaths and light subpaths, and joining these
paths to create full paths connecting the camera with a light. This algorithm is
more robust than standard path tracing, for example in situations where most of
the scene is lit indirectly, or for caustics from highly specular objects. On the other
hand, in common situations this algorithm is even slower than path tracing.
Metropolis light transport (Chapter 11 of [88]) is a similar approach that con-
structs paths by mutation from previous paths and accepts or rejects them based
on their contribution. The probability density of generating each path can be
computed { in fact, it is set up to be exactly proportional to the contribution
of the path to the image plane. This algorithm is probably the most robust so-
lution to the rendering equation, capable of capturing very dicult light paths.
However, in cases where its robustness is not necessary, it is also one of the most
computationally expensive solutions.
1.3 Many-Light Methods
The many-light method for the global illumination problem was rst introduced
in 1997 by Alexander Keller in the Instant Radiosity paper [54]. The idea is
to approximately convert the illumination into a large number of automatically
generated point lights. This conversion has the following steps:
7 Point light sources are left unchanged.
 Area light sources are discretized into a number of point lights. The number
of point lights produced from an area light should be proportional to its
power.
 Environment map, if present, is converted into a number of directional lights.
 Finally, and most importantly, the indirect illumination is converted into
virtual point lights (VPLs). The VPLs are essentially light subpaths as in
bidirectional path tracing (section 1.2.2); however, we fold all the BRDF
terms and geometry factors of the subpath, together with the inverse proba-
bility density of generating the subpath, into the VPL's intensity. Thus the
only information we have to remember per VPL is its surface location and
intensity. See also Figure 1.2 for an illustration of the VPL creation process.
VPL creation by tracing light paths VPLs approximate indirect illumination
Figure 1.2: The key feature of the many-light method is the use of virtual
point lights (VPLs) to approximate indirect illumination. The
creation of VPLs is essentially identical to creating paths from
the lightsource as in bidirectional path tracing (section 1.2.2).
This formulation is very attractive, because it removes two sources of diculty
in the rendering equation. First, the problem is no longer continuous; instead, we
8have a discrete sum over many point lights. Second, it is no longer recursive { all
VPLs are treated in the same way, regardless of how deep was the light subpath
that generated them.
Yet another reason for the attractiveness of the many-light formulation is that
computing the contribution of a point light to an image is a well-studied problem
with ecient solutions available. The global aspect of the rendering equation is
still present in the fact that visibility has to be computed; however, visibility from
point lights can be handled by the very ecient and GPU-friendly shadow mapping
algorithm [100]. Unfortunately, the formulation has two problems { scalability and
energy loss.
1.3.1 Scalability of Many-Light Rendering
High-quality many-light rendering requires thousands of VPLs. For simpler light-
ing scenarios 2,000 might be enough, but we use as many as 250,000 for more
dicult cases in some of our results. Thus we have replaced thousands of paths
per pixel (required by path-tracing) by thousands of point lights, shared by all
pixels. Even though brute-force many-light rendering is generally still faster than
path-tracing because of the advantage of GPU acceleration, we would like to im-
prove upon the quadratic approach that computes the contribution of every light
to every pixel.
Lightcuts [94] and Multi-dimensional Lightcuts [92] introduce an error-bounded
rendering algorithm for many lights, based on a ray-tracer to compute visibility.
The idea is to construct cluster hierarchies on the set of lights and pixels. Instead
of evaluating every light-pixel pair, one can evaluate pixel-cluster or cluster-cluster
9pairs, as long as the error incurred by the approximation is small enough; the
error is quantied by conservative bounds on the illumination contribution. These
algorithms show very good scalability with large numbers of lights, but the use
of ray-tracing make them less GPU-friendly, and the bounding requirement limits
their usability to a restricted class of materials.
In this thesis, we will introduce matrix row-column sampling, which has simi-
larly good scalability as Lightcuts, but oers better performance and can handle
arbitrary materials.
1.3.2 Energy Loss in Many-Light Rendering
As we mentioned above, the many-light formulation of global illumination is es-
sentially a variant of bidirectional path tracing, where camera subpaths are always
of length one, and light subpaths become the VPLs. However, using this method
naively leads to unacceptable \spikes" in the image in places that strongly depend
on a single VPL. While this approach is unbiased in theory, i.e. it converges to the
correct solution with innitely many lights, it is unusable in practice.
Therefore, existing many-light approaches always introduce two approxima-
tions to avoid this problem:
 Clamp the contribution of a VPL to be always smaller than a constant c. If
this constant is small enough, then the contribution of any single VPL will
not be perceptible in the image. Clearly, clamping will lead to darkening of
illumination.
 Use only the diuse component of the material at the VPL's location. This
10avoids high directional variability of the VPL's emission. In fact, VPLs
are often called cosine lights, because the only directional variation in their
emission comes from the cosine factor in the geometry term G(x $ y) from
Equation (1.3). This approximation leads to an additional loss of illumina-
tion.
This energy loss is usually acceptable in mostly diuse scenes, but can become
very signicant in scenes with substantially glossy surfaces. While this problem
was generally overlooked in previous research, we will address it in Chapter 4 of
this thesis.
1.4 Structure and Contributions of this Thesis
Chapter 2 formalizes the many-light approach as a large matrix of light-surface
interactions. Using this matrix view, it introduces the matrix row-column sampling
algorithm, a key tool to address the scalability of the many-light approach. This
algorithm exploits the low-rank nature of the lighting matrix by sampling just
a small number of rows and columns, which can be done very eciently on the
GPU. To choose a good set of columns, we introduce a novel clustering metric to
minimize the expected error of the algorithm, and a practical approach to solve
the resulting large-scale discrete optimization problem.
The matrix row-column sampling technique allows for high-quality, accurate
rendering in several seconds on consumer-level hardware, as opposed to minutes
or hours. It is also very general in terms of material and light types it can handle,
because it views the problem as an abstract matrix with no additional information.
11We believe this approach can be very useful for rapid previewing in applications
like cinematic and architectural lighting design.
Chapter 3 extends matrix row-column sampling for rendering animations con-
sisting of multiple frames. It does so by replacing the lighting matrix by a 3-
dimensional tensor. Each element of the tensor represents the contribution of one
light to one pixel in one frame. This is very a exible formulation of the anima-
tion rendering problem that incorporates global illumination, environment lighting,
complex geometry, arbitrary materials, camera and object movement and deforma-
tion. Our technique takes advantage of temporal coherence and reduces temporal
ickering due to randomization. We believe our approach can be practically useful
in cinematic rendering applications, where an entire shot can be previewed with
high quality.
In Chapter 4, we address the energy loss in traditional VPL rendering by
introducing a new light type, the virtual spherical light (VSL). A VSL acts as a
point light in visibility computations (so it preserves the desirable properties of
point lights for GPU rendering) but its illumination contribution is computed over
a non-zero solid angle, thus eliminating the illumination spikes caused by narrow
glossy BRDF lobes and by the divergence of the geometry term.
This approach addresses a fundamental problem, which previous work either
ignored or failed to solve. We believe our technique can prove useful in applications
such as architectural lighting design by enabling many-light approaches in scenes
with realistic materials and complex illumination that could previously be rendered
only by much slower algorithms.
Finally, Chapter 5 explores a slightly dierent problem { rendering with global
12illumination in a static scene, assuming that the direct lighting can change in
real-time. The proposed solution is to precompute and compress the illumination
matrix, and multiply it by a dierent lighting vector for dierent direct lighting
congurations.
This is the rst system to enable interactive light movement with multiple
bounces and arbitrary local (i.e., non-distant) light sources. We expect this tech-
nique to be useful in cinematic relighting, where similar approaches (but without
global illumination support) are used to help artists interactively design the light-
ing in digital scenes.
13CHAPTER 2
MATRIX ROW-COLUMN SAMPLING
2.1 Introduction
In the previous chapter, we showed how the global illumination problem can be ap-
proximately converted to a many-light problem. However, a brute-force rendering
with many thousands of point lights is itself prohibitively expensive. Fortunately,
the matrix formulation of the problem is a valuable tool which will help us develop
a fast, scalable algorithm.
2.1.1 The Matrix Formulation of Many-Light Rendering
Assume our task is to compute the illumination of n lights onto m surface samples.
We can formalize this as a large m  n matrix, such that the element Aij is
the contribution of light j to surface sample i. In this formulation, each column
represents all samples lit by an individual light, while each row represents an
individual sample shaded by all lights. The elements will be positive RGB values
representing radiances, but most of our discussion will be independent of this
fact. A brute-force solution can be computed in time O(mn) by accumulating all
columns of matrix A, thus summing the contributions of all lights for each pixel.
If we denote the j-th column of A by A(j), then the quantity we would like to
compute is the sum of all the columns:
A =
n X
j=1
A(j)
14A =
Figure 2.1: The denition of the lighting matrix used throughout this thesis.
The element at position (i;j) represents the contribution of light
j to surface sample i. Therefore, each column is an image lit by
a single light, while each row represents the contribution a single
sample receives from all lights.
2.1.2 The Low-rank Property
We can only sample and evaluate a sparse subset of the matrix elements, otherwise
we would just be expressing brute-force rendering in fancier terms. Fortunately,
there is a signicant amount of coherence and redundancy in the lighting matrix,
so there is hope that the unobserved elements will be in some way \similar" to the
observed ones, and reconstruction from sparse samples will be possible.
In fact, the nature of the redundancy in the lighting matrix can be conveniently
expressed: the matrix will be, in many practical cases, close to low rank. In
particular, this means that the singular values will tend to decay exponentially
(see Figure 2.2). This property has several consequences. The columns of the
matrix can often be closely approximated by linear combinations of a few other
15columns. In other words, the columns will tend to be close to a low-dimensional
subspace of Rm. The same can be said for the rows.
(a) Cornell Box (b) Temple
(c) Kitchen (d) Bunny
Figure 2.2: Logarithmic plots of the singular values of 10,000  10,000 light-
ing matrices for four dierent scenes, conrming the intuition
that the matrices are close to low rank.
2.1.3 Computing Rows and Columns
Instead of keeping the full matrix data in memory, we will dene an oracle that
computes the elements Aij on demand. Since Aij is a product of the material term,
16light term and visibility, the oracle could simply be implemented by evaluating the
material and light terms, casting a ray for the visibility query.
However, the main rendering algorithm we develop in this chapter will always
sample matrix elements by evaluating full rows and columns at once. The reason
we \limit" ourselves to rows and columns is that it enables us to use the shadow
mapping algorithm [100] to compute the visibility term. This way, we can achieve
much lower cost per element than if we sample in arbitrary patterns.
An important observation of this thesis is that shadow mapping, while usually
described in very concrete terms as an algorithm to render images with shadow
from a point light, can be viewed as a general method of computing visibility
between a point x and a large set of points yi, and can therefore be used to
compute visibility in both rows and columns. (see Figure 2.3).
Figure 2.3: Left: Computing the visibility from a point light to all surface
samples at once using a shadow map (in this case, a cube map
consisting of six shadow maps). Right: It is a crucial observation
of this thesis that the same technique can be used to determine
the visibility of all lights from a surface sample.
172.1.4 Using Rows to Cluster Columns
Our proposed algorithm will use the sampled rows and columns in a particular
way: we will rst sample a number of randomly chosen rows, and then use this
information to choose a good set of columns. A linear combination of these sampled
columns will be the output image.
In particular, the rows will help us to nd a clustering of the columns. Within
each cluster, we will then pick a single representative column, and scale it so
that it represents the energy of the entire cluster. We will introduce a novel
clustering metric that is chosen to minimize the error of the algorithm, given the
row information.
2.1.5 Is It Worth It?
After we develop our algorithm and show the results, we will clearly see that our
performance is much better than brute-force rendering of all lights. However, since
our method will in most cases be used with automatically generated lights that
approximate indirect or environment illumination, a more meaningful question to
ask could be { what if, rather than applying the row-column sampling approach
to a large number of lights, we instead generated a smaller number of lights, and
rendered them all? We will show that, even with the overhead of row sampling
and clustering, our new algorithm produces a higher-quality result than the simpler
approach.
182.2 Related Work
2.2.1 Pseudo-skeleton Approximations and CUR Decom-
positions
If a matrix A has rank exactly k, then there exist k rows and k columns that reveal
its structure entirely. In particular, let C be the matrix of sampled columns, R the
matrix of sampled rows, and W the matrix of intersection elements. If the rows
and columns were chosen so that the rank of W is k, then we have A = CW 1R
{ this is called a skeleton decomposition of A.
Pseudo-skeleton approximations [39] extend this to the case when A is only
close to rank k, by proposing the approximation
A  CW
+
 R;
where W+
 is the Moore-Penrose pseudo-inverse ignoring singular values smaller
than . The parameter  and the matrices C and R are chosen based on top
singular vectors of A, which requires SVD computation.
We spent quite some time experimenting with an approach based on this for-
mulation, and found that it does not work very well for many-light rendering. The
problem is that the method to pick the rows and columns and the parameter  in
a robust way requires computing the SVD of A. Of course, we cannot aord the
SVD computation, and using simple heuristics to avoid it gave us unsatisfactory
results. For example, we could consider setting  = kWk, but this approach is
highly sensitive to the choice of  and often leads to over-tting if  is too small { in
particular, the t on the known elements will be very precise, but on the unknown
19elements it will produce wild oscillation and become unusable.
Yet another problem with using this formulation is that it does not really
use the sampled rows, only their sums; this can be seen as follows. Let 1 be a
column vector of length n containing all ones; then summing the columns of A
can be expressed as A1, which is equal to CW+
 (R1). In fact, we could view this
approach in the context of the many-light problem as computing the exact solution
at a few selected pixels, and then nding a linear combination of a few selected
columns such that the result ts the known pixels.
A similar, more recent approach is called CUR decomposition. It is presented
by Drineas, Mahoney et al. in [31] and related papers. Again, their matrix U is
based on the pseudo-inverse of W. The running time of their algorithm is also
dominated by computing the SVD of A, so it is not directly applicable in our
domain. A dierent approach by the same authors [29] does not require the SVD,
but in our experiments the reconstruction error was quite high. See also [30] for
a tensor generalization of the CUR ideas, and [28] for an informal review of the
developments in this area.
The Nystr om method [65] was originally published as an approach to solve
an integral equation by discretizing it using a quadrature rule. However, a direct
analogy of the idea in a discrete setting can be used to approximate a square,
symmetric matrix by sampling a small subset of its rows (or columns, which is
equivalent in the symmetric case). Mathematically, this approach is equivalent
to the above pseudo-skeleton approximations, except specialized for the case of a
square, symmetric matrix:
A  CW
+
 C
T;
This approach can be useful in image processing tasks that deal with the large
20matrix of pair-wise distances between pixels, for example for image segmentation
[33] or appearance-space editing [3]. However, the many-light problem does not
give rise to symmetric matrices.
2.2.2 Previous Many-Light and Global Illumination Ap-
proaches
Several previous approaches deal specically with the many-light problem. As we
already mentioned in the introductory chapter, the original many-light algorithm
for global illumination is instant radiosity [54]. This approach links shades every
visible surface sample from every light. Ward [96] sorts the lights to determine
which lights to prune at each pixel. In a Monte Carlo setting, [79] voxelize the
scene to pick important lights, and sparsely sample unimportant lights. [67] con-
struct hierarchical trees of lights, but ignore visibility and shadowing. Fernandez et
al. [32] cache and reuse visible lights and blockers, but can require large amounts
of memory. Wald et al. [91] importance sample lights to achieve interactive per-
formance, assuming highly occluded environments.
Lightcuts [94, 92] introduce a hierarchical, error-bounded rendering algorithm
for many lights, based on a ray-tracer to compute visibility. As in our work, they
treat complex illumination as a problem of computing the interactions between
many sample-light pairs. In our matrix terminology, this approach subdivides
the matrix into blocks, and uses a perceptual threshold to nd blocks that can
be eciently approximated by a single interaction. We compare our approach to
Lightcuts in the Discussion section of this chapter (2.7).
Furthermore, there is a large amount of work on global illumination rendering
21that is not based on the many-light method. We already mentioned that the most
accurate (but often slowest) solution is provided by unbiased Monte Carlo methods:
path tracing, bidirectional path tracing and Metropolis light transport [88].
A closely related problem to our matrix of light-surface interactions is the
matrix of form-factors studied by radiosity algorithms. Similarly to us, the goal
is to come up with a scalable algorithm that is asymptotically better than brute-
force. A large body of research on hierarchical radiosity (HR) was started by the
seminal paper [42]. These approaches essentially approximate blocks of the matrix
with a constant, and use error estimation oracles to decide whether to subdivide
or approximate. Importance [82] can be used to speed up the convergence of
these techniques. Hemicube approaches might be thought of as sampling rows
and columns of the form-factor matrix. Radiosity algorithms usually work with
diuse surfaces; supporting other materials is possible but not trivial [18]. Often,
an expensive nal gather step is necessary to produce high-quality output from a
radiosity algorithm. [73, 72] present techniques to speed up this process.
Irradiance caching [99] is a widely used technique to accelerate Monte Carlo ray-
tracing by exploiting the smoothness of illumination; however, it works less well
in non-smooth cases, e.g. detailed geometry, high-frequency environment maps
or indirect shadows from strong secondary sources. Radiance caching [58, 36] is
an extension of irradiance caching that supports low-frequency glossy surfaces by
using the spherical harmonic basis. Photon mapping [50] is commonly used in
several dierent forms: with and without nal gather, and with nal gather using
irradiance caching. Without nal gather, it can provide fast previews of indi-
rect or environment illumination, but with some blurry artifacts. Several systems
cache sparse global illumination samples, allowing for interactive camera and ob-
22ject movement [93, 97, 87, 9]. Reective shadow maps [19] and Splatting indirect
illumination [20] provide interactive solutions for one-bounce global illumination
but neglect shadowing eects in the indirect bounces.
Environment lighting is similar to indirect illumination in that it also involves
hemisphere integration. On the other hand, there is a large amount of work deal-
ing specically with environment maps. [1] is similar to our work in that it is
also looking for a clustering (or stratication) that minimizes some expected error
measure. A fast approach to convert an environment to a small number of lights
is given in [66].
Finally, several precomputed transfer techniques have been shown to support
interactive previewing of lighting and material changes in static scenes, e.g. [64,
80, 13]. They do so at the price of several minutes to hours of precomputation
and (in some cases) xing the camera. In chapter 5 of this thesis, we will also
present a precomputed transfer technique that enables interactive preview of global
illumination.
2.3 Continuous and Discrete Monte Carlo
Approximating integrals by unbiased Monte Carlo estimators is a very common
practice in global illumination. A somewhat less known fact is that Monte Carlo
can also be used to compute discrete sums. However, this technique is at the core
of the matrix row-column sampling algorithm, so we need to introduce it here.
232.3.1 Review of Monte Carlo integration
Monte Carlo integration is one of the key ideas in rendering. It is a general tech-
nique to approximate the integral I of an arbitrary function f over an arbitrary
domain D:
I =
Z
D
f(x)dx:
Unbiased estimator
This integral is approximated by dening an unbiased estimator hIi, which is a
random variable with expected value equal to the integral we want to compute.
For example, hIi can be dened as:
hIi =
1
N
N X
i=1
f(xi)
p(xi)
:
Here N is the number of samples and p(x) is the probability density with which
the samples xi are taken, such that p(x) > 0 for all x 2 D. We can see that this
is indeed an unbiased estimator, since
E[hIi] =
1
N
N X
i=1
E

f(xi)
p(xi)

=
1
N
N
Z
D
p(x)
f(x)
p(x)
dx =
Z
D
f(x)dx = I:
Intuitively, this means we can approximate the integral by simply taking the values
at N random samples, and weighting them by the reciprocal probabilities.
Variance
Clearly, there will be some error in our estimate; a good measure of this error is
the variance of the estimator:
V [hIi] = E[(hIi   I)
2]:
24Even though the actual variance will depend on the function f and the sampling
density p, we can still determine how the variance decreases as the number of
samples, N, increases. If we denote the estimator using only one sample by hIi1,
we nd that
V [hIi] = V [
1
N
N X
i=1
hIi1] =
1
N2V [
N X
i=1
hIi1] =
1
N
V [hIi1]:
Here we used the well-known variance properties V [cX] = c2V [X] and
V [
P
Xi] =
P
V [Xi]. This result means that variance decreases linearly with
the number of samples. However, variance is squared expected error; the standard
deviation (i.e. non-squared expected error) therefore is asymptotically O(1=
p
N).
For example, to decrease the expected error by 50%, one has to multiply N by 4;
to push the error down to 10%, one needs 100x as many samples.
Importance sampling and stratication
It is often advantageous to pick the probability density p(x) roughly proportional
to the values of the integrand f(x). In fact, if we could make the density exactly
proportional to f(x), we would only need a single sample to compute the exact
integral. Of course, this is impractical in most realistic cases, but it shows that
importance sampling might be extremely ecient when p(x) is chosen well. Picking
the density is a form of art, and highly depends on the details of the situation.
A popular technique to decrease variance is stratication: instead of taking
N independent samples from the whole domain, we can subdivide the domain,
and pick the samples within the sub-domains. As long as there is some coherence
within the sub-domains, the variance will often be lower for an equal number of
samples; however, this is not guaranteed, and in the worst case might be equivalent
25to no stratication.
2.3.2 Basic Monte Carlo Summation
A Monte Carlo approach can also be used to compute sums, not just integrals. (In
fact, summation can be viewed as integration over a discrete set with an appropri-
ate measure.) Suppose our goal is to compute the sum:
S =
n X
i=1
fi:
As before, we can dene a probability pi for each sample, and choose N random
samples to approximate the sum:
hSi =
1
N
N X
i=1
fi
pi
:
An important observation is that the values fi do not have to be scalars. In fact,
they could be elements of any vector space { RGB values, images, matrices, or
even functions. However, in our case, they will always be vectors { in particular,
the columns of a lighting matrix.
This approach, while unbiased, has the same problem as its continuous version
{ the error decreases asymptotically as O(1=
p
N). Therefore, we will not use this
simplest idea, and develop a more complex algorithm below.
2.3.3 Analysis and Minimization of the Variance of Monte
Carlo Summation
While the above Monte Carlo summation idea is simple and unsurprising, there is
interesting structure in the summation problem that is not present in the contin-
26uous version. In particular, the variance of the discrete estimator can be analyzed
in a way that makes it possible to search for the optimal stratication (clustering)
of the estimator. As far as we know, this analysis has not been done before, and
is an important contribution of this thesis.
Weights and information vectors
Often, we will want to assign weights wi to the elements fi, to give them a notion
of importance. We might, for example, dene the weights to be the norms of the
data vectors, wi = kfik; this is by no means the only possible denition. We
will also dene information vectors to be the original vectors normalized by the
weights: xi = fi=wi { these can be thought of as the original data with the weight
abstracted away.
Clustering
Similar to integration, we can apply stratication to the Monte Carlo process. In
the discrete case, we will use the term clustering instead of stratication, and our
clusters will be simply sets of indices. Let this clustering be C = C1;:::;CN. We
will normally pick exactly one sample within each cluster Ck, even though we could
pick more in theory. This single picked element will be called the representative of
cluster Ck.
Let us also dene positive weights wi for each element of the sum, and make
the probabilities of choosing the representatives proportional to these weights. In
other words, within a given cluster Ck, the probability of an element i being picked
as its representative will be pi = wi=
P
j2Ck wj.
27Our clustered estimator then becomes:
hSi =
N X
k=1
fi
pi
=
N X
k=1
P
i2Ck wi
wi
fi (2.1)
Clearly, this is an unbiased estimator for the sum: E[hSi] = S. This is because
the estimate within each cluster is independently unbiased.
Variance
Analogous to the continuous case, we can dene variance of a random variable X
as its squared expected error (where by error we mean deviation from the mean).
Since our random variables are vector-valued, we need to use a norm to have a
measure of error { we will use the standard Euclidean 2-norm:
V [X] = E[kX   E[X]k
2]:
Note that our variance denition is dierent from a covariance matrix, another
often used measure of variance for vector-valued random variables.
What can we say about the variance of the clustered estimator from equation
(2.1)? Let us rst note a useful fact about variance: if we draw two independent
samples from any random distribution, their expected squared dierence will be
equal to twice the variance. Formally,
V [X] =
1
2
E[kX   X
0k
2]; (2.2)
where X and X0 are independent, identically distributed variables. The proof of
equation (2.2) is left as an exercise.
Let sk =
P
j2Ck wj be the total weight of elements in cluster Ck. Now, let
us denote by hSik the estimator for a single cluster Ck. This estimator takes
28value fi=pi with probability pi = wi=sk. Using equation (2.2), we can simplify the
expression for the variance of hSik as follows:
V [hSik] =
1
2
E[khSik   hSi
0
kk
2]
=
1
2
X
i;j2Ck
pipj
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2
X
i;j2Ck
wiwjkxi   xjk
2:
This result expresses the variance from a single cluster Ck. Recall that xi are the
information vectors; xi = fi=wi. Therefore, the total variance of our estimator hSi
will be:
V [hSi] =
1
2
N X
k=1
X
i;j2Ck
wiwjkxi   xjk
2: (2.3)
This result suggests that we should choose our clustering to minimize the ex-
pression (2.3) { our expected error will then be minimal for a given number of
samples. We will refer to the expression (2.3) as the clustering cost, and we will
write cost(C). In a way, minimizing this cost gives a Monte Carlo estimator that
is almost too good to be true { it is uses not only importance sampling based on
the true norms of the elements, but a stratication that is optimally adapted to
the data.
Of course, it is far from easy to minimize the clustering cost, rstly because this
clustering problem is NP-hard even if all wi are equal to 1 [23], and second, because
the evaluation of all n data points just to compute an optimal clustering would
defeat the purpose of Monte Carlo sampling. However, both of these challenges
can be solved (though just approximately) with the use of good heuristics, and the
matrix row-column sampling algorithm does exactly that.
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Figure 2.4: Conceptual overview of our algorithm.
A graph view
Let us rst denote
d(i;j) = wiwjkxi   xjk
2:
The function d could be viewed as a \distance" between pairs of our data points
fi. (Note, however, that d is not a metric, so this metaphor does not go too far. For
example, d does not satisfy triangle inequality.) We can now rewrite our clustering
cost as:
cost(C) =
N X
k=1
cost(Ck) =
1
2
N X
k=1
X
i;j2Ck
d(i;j): (2.4)
We can visualize this problem as a complete graph with n vertices corresponding
to the data points fi and weighted edges carrying values d(i;j). Our task is to
partition the vertices into N clusters, such that the sum of the edges within the
clusters is minimized. This problem is sometimes referred to as min-sum clustering.
Alternatively, we could view the problem as maximization of the edge weights
between the clusters; this problem is often called max-k-cut.
30(a) Visualization of reduced columns (b) Random sampling
(c) Assignment to nearest centers (d) Top-down splitting
Figure 2.5: An illustration of the two clustering phases in our algorithm. The
circles correspond to reduced columns; their positions represent
information vectors and their sizes represent weights. The sam-
pling phase picks a number of points from a particular probability
distribution, re-weights them and assigns all other points to the
closest center based on the distance measure dened in section
2.3.3; this example shows sampling for 5 clusters. The top-down
splitting phase repeatedly splits the cluster with the currently
highest cost. Three splits were done in this example, resulting in
a total of 8 clusters.
312.4 The Row-Column Sampling Algorithm
We are now ready to address our problem of shading m surface samples from n
lights. Ideally, for each sample we would like to compute the sum of the contribu-
tions from all lights. A brute-force approach would take time O(mn), which is not
ideal { for the values of m and n required for high-quality rendering (thousands to
millions), this takes at least a few minutes, even with the help of a fast GPU.
Recall that the element Aij is the contribution of light j to sample i, and that
the quantity we would like to compute is the sum of all the columns:
A =
n X
j=1
A(j)
Of course, we want to compute this without touching all elements of A, since that
would take O(mn) time. Instead, we will only compute a small subset of the rows
and columns, and reconstruct an approximate solution from them.
2.4.1 Sampling rows and columns by shadow mapping
Usually, the largest cost in evaluating elements of A is the visibility term { if
sample i is not visible from light j, then Aij is zero. Such visibility queries can
be answered by ray-casting, but this remains relatively slow, despite advances in
ray-tracing algorithms and hardware. On the other hand, shadow mapping is a
solution to the visibility problem that incurs a constant cost for rendering a depth
map at a given point x, but amortizes it over a large number of queries between x
and other points y { these queries have only minimal cost. Furthermore, while in
\standard" shadow mapping x is usually a light source and y is a surface sample,
shadow mapping can be also used to evaluate the contribution of all lights to a
32sample by computing the depth map centered at the sample location.
In the context of sampling matrix elements, ray casting can evaluate single
elements of A in an arbitrary order, while shadow mapping gives us the visibility
for whole rows and columns of A. The per-element cost of the latter is much
smaller, but the elements are not available in arbitrary order. Thus we have to
design an algorithm that makes ecient use of complete rows and columns. In
the following, we will introduce such an algorithm, based on the clustered Monte
Carlo summation approach we developed before.
2.4.2 Algorithm Overview
Let's assume for a moment that a clustering of the columns of A into c clusters has
been given to us, together with weights assigned to each column. In this case, we
can directly use the clustered Monte Carlo approach from equation (2.1), picking a
single representative in each cluster proportional to the weights, and accumulating
these representatives, giving us an unbiased estimate of the true column sum. The
only remaining question then is, how do we nd the clustering and the weights?
The solution oered by the row-column sampling algorithm is to compute r
randomly chosen rows of the matrix, and use this information to choose the clus-
tering. Let R be the r  n matrix of these randomly picked rows, and let R(j)
be the columns of R. We will call R(j) the reduced columns, because they can be
viewed as down-sampled versions of the full columns, A(j). We will attempt to
minimize the clustering cost from equation (2.3), where the data fj will simply be
the reduced columns R(j), and the weights wj will be their norms kR(j)k.
Essentially, R is the complete matrix for a smaller version of the image. As
33long as r is large enough, and the matrix has a substantial amount of coherence,
the reduced columns should still preserve enough of the structure of their full
counterparts, and so a good clustering on R should yield a good clustering on A.
The results section will indeed show that this intuition works quite well.
One might view this idea as a combination of exploration (row sampling) and
exploitation (column sampling), similar to some problems arising in machine learn-
ing applications, especially reinforcement learning [51]. Analogously, the problem
of optimally splitting resources among exploration and exploitation that exists
in machine learning also occurs in our approach, and we do not have a denite
solution to it.
To summarize, our algorithm (illustrated in Figure 2.4) consists of the following
phases:
 Sample r randomly selected rows.
 Partition the reduced columns into c clusters, minimizing the clustering cost
from equation 2.4.
 Pick a representative in each cluster.
 Accumulate these representatives (appropriately rescaled).
In the following, we will describe these phases in more detail.
2.4.3 Row sampling
Rows are selected by stratied uniform sampling: we divide the image into blocks
and pick a row in each block. For example, sampling 100 rows is done by subdivid-
34ing the image into 10  10 blocks and picking a surface sample randomly in each
of these 100 blocks. If an empty pixel is hit (i.e., no surface sample is available in
the block), we treat the whole row as a vector of zeros.
2.4.4 Clustering cost
Recall that in equation 2.4, we dened the clustering cost as
cost(C) =
N X
k=1
cost(Ck) =
1
2
N X
k=1
X
i;j2Ck
d(i;j);
where
d(i;j) = wiwjkxi   xjk
2:
In the matrix row-column sampling approach, the data that the clustering
algorithm runs on are the reduced columns: fi = R(i). Therefore, our weights are
the norms of the reduced columns, wi = kR(i)k, and our information vectors are
the normalized reduced columns, xi = fi=wi = R(i)=kR(i)k.
What does this intuitively mean? Recall that the columns of A are images
lit by a single light; the columns of R are then very tiny, subsampled versions of
these images, often with no more than 100-1000 pixels. The weight wi, which is
the norm of this tiny image, represents the amount of energy the corresponding
light contributes to the nal image. The information vectors xi, on the other hand,
expresses the \kind" of contribution the corresponding light has, abstracting away
from the energy. The distance d can be viewed as a measure of how much two
lights dislike to be in the same cluster. The clustering attempts to separate the
columns (i.e., lights) such that the ones that stay in the same cluster have the
lowest amount of disagreement.
35Yet more intuition can be gained by rewriting d as
d(i;j) = 2wiwj(1   cos(xi;xj))
where cos(xi;xj) = xT
i xj is the cosine of the angle between the information vectors
xi and xj. In other words, the amount of \disagreement" between two lights is
proportional to their energy and to the dierence between the \kind" of their
contribution to the image, which is measured by the angle.
Also note that the distance is zero when the information vectors are identical,
which usually means they correspond to two lights with same position but poten-
tially dierent intensity; such lights can be clustered without introducing any error
at all. On the other hand, the distance is largest for large weights and orthogo-
nal information vectors, which corresponds to two lights that have large intensity
and contribute to dierent parts of the image; such lights should denitely not be
clustered.
2.4.5 Minimizing the clustering cost
Solving this clustering problem optimally is NP-hard even if all weights wi are
equal to 1, the data is only 2-dimensional, and we are looking for just 2 clusters.
Schulman [75] gives a (1 + )-pseudo-approximation algorithm for this problem,
but the approach is not very practical. Approximation algorithms for this problem
(but only with wi = 1) were also considered by de la Vega at al. [23] and Bartal et
al. [10]. Since the problem is an instance of max-k-cut (because minimizing sums
inside clusters is equivalent to maximizing the sum outside clusters), we might
also consider using the approximation algorithms of Goemans and Williamson [38]
and Frieze et al. [34]; however, these are based on relatively slow semi-denite
36programming.
Worse yet, we will often want to cluster about 100,000 data points in hundreds
of dimensions into hundreds of clusters. Fortunately, we can still do a surprisingly
good job using heuristics. We present an approach which works well in practice,
even for the large values of n, r and c needed for our application. The approach
is a combination of two heuristics { random sampling and top-down splitting. See
also Figure 2.5 for a graphical illustration.
Clustering by sampling
Schulman's approach consists of randomly sampling a subset of the elements using
a particular probability distribution, solving the clustering problem on them exactly
(i.e., brute-force) and using the resulting partitioning of space on all the points.
The size of the subset is small enough that the complexity of the algorithm is
still polynomial, but the constant factor is very large, which makes this approach
impractical.
However, inspired by the random sampling idea, we introduce a modication
that leads to a fast solution, though without the approximation guarantees. Like
in [75], we dene i to be the cost of all edges in the graph incident to vertex i:
i =
n X
j=1
d(i;j);
and make the probability i of choosing point i proportional to i, intuitively
making points that are far away from others more likely to be picked. Let a multi-
set be a set with corresponding positive weights for each element. When a point
i is picked, we add it to the multi-set with weight 1=i. If the element is already
there, we just increase its weight by 1=i. We iterate this process until we have
37exactly c elements in the multi-set. Finally, we scale the selected cluster centers
by their weights from the multi-set, and assign each point to the nearest cluster
based on d.
The main modication from [75] is that we pick by sampling exactly as many
elements as we want clusters. Therefore, the brute-force step of the original algo-
rithm, which is responsible for its impracticality, becomes trivial in our case { each
sampled point becomes its own cluster.
Clustering by top-down splitting
An alternative approach starts with all points in the same cluster, and keeps split-
ting the cluster with highest cost, until c clusters are reached. Sadly, splitting a
cluster optimally is itself an NP-hard problem. However, we found a heuristic that
gives good results. It is based on the fact that the optimal clustering will always
be coherent in the information space (i.e., the space where the information vectors
xi live).
Let C be the cluster we are splitting. Project the information vectors xi;i 2 C
onto a random line (in r-dimensional space) and nd the best position to cut the
line into two pieces. There are only jCj   1 possibilities, which can be checked
quickly.
We also use a slight improvement to this idea { rather than picking the line
completely at random, we can pick two dierent elements i and j in the cluster
proportional to their weights, and take the line between xi and xj. This increases
the chance that two elements with large weights will be separated by the split.
38Combining the algorithms
We found that running the splitting algorithm on the result of the sampling algo-
rithm is both faster and produces better clusterings than either of the algorithms
alone. Intuitively, the sampling algorithm might leave some areas under-sampled,
so some clusters could be too large, but the splitting algorithm xes these prob-
lems. In the results of this chapter, we produce 2/3 clusters by sampling, and
then run splitting until c clusters are reached. However, the approach is not very
sensitive to the constant 2/3 { we could use 1/2 or 1/3 just as well.
2.4.6 Final reconstruction
Once the clustering has been chosen, we need to choose a representative in each
cluster C, proportional to the weights wi in the cluster. The representative column
of the full matrix is then rendered (using a standard shading computation of a
point light on the GPU, with a shadow map used for visibility), and scaled by
(
P
j2C wj)=wi.
@InProceedingsAliasFreeShadowMaps, author = Timo Aila and Samuli Laine,
title = Alias-Free Shadow Maps, booktitle = Proceedings of Eurographics Sympo-
sium on Rendering 2004, pages = 161{166, year = 2004, publisher = Eurographics
Association,
392.5 Implementation Details
2.5.1 Row sampling
Rows are selected by stratied uniform sampling: we divide the image into blocks
and pick a row in each block. For example, sampling 100 rows is done by subdivid-
ing the image into 10  10 blocks and picking a surface sample randomly in each
of these 100 blocks. If an empty pixel is hit (i.e. no surface sample is available in
the block), we treat the whole row as a vector of zeros.
Rows are currently rendered one-by-one and read back to the CPU. Row visi-
bility is evaluated by computing a cube shadow map at the sample location, and
testing all lights against this shadow map. The light positions, directions, colors
and other parameters are encoded in OpenGL textures.
2.5.2 Clustering
Our clustering algorithm consists of a sampling and a splitting phase. The most
expensive operation of the sampling phase of the clustering algorithm is assigning
each point to its closest cluster center. We speed this up by noting that d can be
rewritten as
d(i;j) = kR(i)k  kR(j)k   R
T
(i)R(j):
Let K be an r  c matrix of cluster centers (as columns). Let wR be the row
vector of the weights (i.e. column norms of R), and let wK be the row vector of
column norms of K. Distances from every point to every cluster center can be
computed all at once by evaluating the matrix wT
KwR   KTR { we can see that
40its (i;j)-th element is exactly d(i;j). To further improve performance, we use
the optimized BLAS implementation distributed in the Intel Math Kernel Library
(MKL) to implement the dense matrix multiplication KTR.
We similarly compute i, the total distance of reduced column i to all other
reduced columns, by expressing the distance from every point to every other point
as the matrix wT
RwR   RTR. Since we are only interested in the row sums of this
matrix, we can multiply it by a vector of ones and use the associativity of matrix
multiplication to simplify the expression.
2.5.3 Handling RGB colors
In the previous treatment, we assumed the matrix elements are simply real num-
bers. In practice, they will usually be RGB colors. This leads to a subtle but
important question. If our elements are scalars, we can choose a representative
of a given cluster k with a probability proportional to the reduced column norm,
kR(j)k, and then scale the column by sk=kR(j)k. However, how do we dene the
norm of a vector with RGB elements?
In our implementation, we convert the values of the reduced matrix R to scalars,
by taking the 2-norms of the RGB triples. However, before conversion, we store
the color information for each column. Dene Rc be the \colored" version of the
reduced matrix R, i.e. the original sampled data before conversion from RGB to
scalars. Let the 2-norm be dened per-channel, so kRc
(j)k can be thought of as the
color of column j. To choose representatives, we use probabilities proportional to
the scalar norms, kR(j)k. Once a representative j is chosen in cluster Ck, we give
it the total color of the cluster, by scaling it with (
P
p2Ck kRc
(p)k)=kRc
(j)k, where
41the division of RGB triples is element-wise. This can introduce a small amount of
color bias into our solution, but we never observed artifacts due to this technique
in practice.
Moreover, this color averaging can lead to another subtle problem, where some
of the RGB components could be zero in the division. We solve this by never
allowing zero values in some components but not in others; instead we clamp these
to a tiny positive .
A natural question might be whether treating the above RGB issues could be
solved more elegantly by considering a mn3 RGB tensor, instead of an mn
matrix. We have not tried this; however, we believe that the clustering eciency
would be lower. Currently the algorithm is happy to cluster lights that are very
similar except their color hue, which works well in practice, and such clusters are
common. The tensor approach would try to separate such lights into dierent
clusters.
Columns with zero weights
One should note that having reduced columns with kR(j)k = 0 does not guarantee
that the contribution of the full column to the image is indeed zero. The correct
(unbiased) solution to this problem would be to put these columns into a special
cluster (or clusters) and use a dierent probability distribution { e.g. uniform, or
based on the power of the corresponding light sources. However, in practice it is
often better to ignore these columns, since they are usually negligible. Moreover,
it is sometimes better to completely leave out a dicult component of the illumi-
nation, rather than doing a bad job at handling it approximately. Unfortunately,
this introduces some bias into our solution.
422.5.4 Random projection
A small speed-up can be obtained by randomly projecting the reduced columns into
an r0-dimensional space before running the clustering, where r0 < r. In practice,
the reduced matrix R is simply multiplied from the left by a r0  r matrix with
Gaussian-distributed random elements, with a mean of 0. In our results, we use
r0 = 50.
Random projection increases clustering performance and reduces memory us-
age, but decreases quality. A reasonable compromise would be to use the random
projection only to speed up the sampling phase of the clustering algorithm. The
splitting phase would work on the original, unprojected data.
For a good introduction to random projection techniques see [89].
2.5.5 Column sampling
Column visibility is computed using shadow maps, similarly to row visibility. In
particular, we use cube shadow maps for indirect and omni-directional lights, while
standard shadow maps are used for directional and spot lights. The columns are
rendered using deferred shading and accumulated directly without read-back to
the CPU.
2.5.6 Generating lights
Area lights and environment lighting are handled by stratied uniform sampling,
where each sample is converted into a cosine-distributed or directional light, re-
43spectively. We could in theory use a more advanced environment map importance
sampling, but this is not necessary, since matrix row-column sampling essentially
provides importance sampling and stratication as part of the technique. Agarwal
et al. [1] is an environment map stratication approach similar to our work in that
it is also looking for a clustering (or stratication) that minimizes some expected
error measure; however, the algorithm is quite slow. A fast approach to convert
an environment to a small number of lights is given in [66]. The sun is converted
into a single directional light source.
Virtual point lights are computed using particle tracing as in [54]. All our
results use about 100,000 lights, which takes less than one second to trace.
2.6 Results
This section presents results rendered using our algorithm. We rst describe our
rendering system, then show rendered images of scenes we chose to illustrate the
approach, and nally we elaborate on the performance measurements.
2.6.1 The rendering system
Our software system is implemented in a combination of C++ and Java, using
OpenGL and GLSL shaders for GPU rendering. This software system runs on a
computer with a Core 2 Duo 2.6 GHz CPU and 2 GB of memory. The GPU used
is a single NVIDIA GeForce 8800 GTX.
442.6.2 Scenes
Here we show the images rendered by our technique. For comparison we also
provide reference images computed by accumulating all the lights; in other words,
by computing the whole matrix. We also point out some image dierences by
white arrows; however, it should be kept in mind that randomized algorithms like
ours will produce dierent artifacts in dierent runs.
Figure 2.6.2 shows three scenes rendered with our algorithm { Sponza atrium,
Kalabsha temple and kitchen. In these scenes, we specically choose a relatively
dicult lighting conguration to demonstrate the robustness and superior con-
vergence of our approach. To show the trade-o between rendering time and the
quality of the converged solution, we show a faster preview image (i.e. smaller num-
ber of rows and columns) together with a slower high-quality image (i.e. higher
number of rows and columns).
The Sponza and temple scenes use a sun-sky illumination model, where most of
the visible part of the scene is lit by indirect and sky illumination only { this means
that most of the image would be black if rendered with just direct illumination from
the sun. The kitchen scene is lit by area lights above the counters and by strong
omni-directional lights behind the corners, making the image similarly dominated
by indirect illumination. Furthermore, most of the materials in the kitchen have a
glossy component (using the Phong and Ward BRDF models).
Note how indirect shadows are handled correctly, e.g. on the kitchen oor, and
on the detailed geometry of the temple pylons. These features come from \sec-
ondary light sources", bright patches of direct illumination that essentially function
like area lights and produce soft but clearly distinguishable shadows. Several com-
45monly used algorithms, like irradiance caching [99], tend to have problems with
this eect. This is because many samples are needed to capture it correctly, and
there is no information about the direction towards the bright secondary source
when sending nal gather rays.
100 rows, 100 columns, 1.6 s 300 rows, 900 columns, 7.9 s reference (8 min)
100 rows, 300 columns, 5.6 s 300 rows, 900 columns, 16.9 s reference (20 min)
300 rows, 300 columns, 6.4 s 432 rows, 864 columns, 13.5 s reference (13 min)
Figure 2.6: Images rendered with our system with dicult lighting congu-
rations for the Sponza, temple and kitchen scenes. We show two
dierent settings, and a reference image computed by accumu-
lating all the lights. We report the number of rows and columns
used, and the rendering time. Note that these timings do not in-
clude computation of surface samples and lights, which we treat
as input to the algorithm.
Figure 2.7 shows two scenes which illustrate complex incoherent geometry or
lighting { bunny and trees. These scenes show that our algorithm performs well
46even in situations that do not contain much image-space or lighting-space coher-
ence. In other words, the matrix rows corresponding to neighboring pixels are not
necessarily very close; analogously, the matrix columns corresponding to nearby
lights are often not similar.
Most algorithms based on interpolation of illumination (e.g. irradiance caching)
would not necessarily perform well on these scenes. Our algorithm instead exploits
the low-rank nature of the lighting matrix, which is not equivalent to coherence
in geometry or lighting. In fact, the matrices in this case are so low-rank that
they become very easy for our approach { around 100-200 rows and columns are
sucient for convergence.
The bunny scene also uses the Kajiya-Kay hair shading model. This is similar
to the Blinn-Phong model, but uses the angle to the hair direction (rather than
normal) for computing the lobe. Incorporating this model into our system is easy,
because the row-column sampling algorithm neither knows nor cares about how
the contribution of lights to surfaces is computed. In contrast, some algorithms
like (ir)radiance caching or Lightcuts [99, 94, 59] would need a fundamental rewrite
to support surfaces that do not even have normals dened.
Our implementation currently does not support transparency, which would
improve the realism of the tree scene; however, it would be straightforward to
implement is as an additional shading model.
The Grand Central scene (Figure 2.8) is an example of a scene that does not
match our low-rank matrix assumption as well as other scenes. This is because of
the omni-directional point lights positioned in small recesses between stone blocks.
These lights create extremely bright spikes inside the recesses, which are completely
47100 rows, 200 columns, 2.9 s reference (14 min)
100 rows, 200 columns, 3.8 s reference (10 min)
Figure 2.7: Images rendered with our system showing high-frequency lighting
and geometric details captured eciently by our algorithm for
the trees and bunny scenes. The bunny scene shows a shader
implementing the Kajiya-Kay hair shading model.
independent of each other. Columns corresponding to these lights cannot be well
approximated as linear combinations of other nearby ones. However, the reduced
columns corresponding to these lights are quite similar, so the algorithm is eager
to cluster them.
While, as expected, our algorithm will require a higher number of rows and
columns, it still converges to the correct solution as the number of columns reaches
about 2,000. Improving upon this situation is fundamentally dicult for an algo-
rithm like ours, which does not have any additional information about the matrix,
other than the data acquired by row and column sampling. However, in a practical
production system, it would be acceptable to ag these lights as \special" by the
48user, which would prevent the algorithm from clustering them.
300 rows, 600 columns, 12.7 s 588 rows, 1176 columns, 24.2 s reference (44 min)
Figure 2.8: The Grand Central scene is an example of a scene that does not
match our low-rank assumption. While our algorithm will require
more samples, it continues to provide a good quality preview and
will converge to the solution even in this adversarial case.
2.6.3 Performance
Table 2.1 and table 2.2 present some statistics about our system. We report the
performance in all scenes for 100 rows + 100 columns, and for 300 rows + 900
columns. The timings do not include computation of surface samples and lights;
we assume these are already given as input. Computation of surface samples is
essentially rendering a deep frame-buer, which takes well under 0.1 seconds on
the GPU for most scenes. On the other hand, computing indirect lights requires
ray-tracing, and takes about 1-2 seconds for 100,000 lights on a single CPU.
49Table 2.1: Statistics for scenes rendered using our algorithm at a resolution
of 800  600 with 2  2 supersampled antialiasing. We report
geometry size and total number of lights. For timings we present
total time in seconds for dierent numbers of rows and columns.
scene triangles lights total (s)
rows/columns 100/100 300/900
sponza 66,454 100,001 1.6 7.9
trees 328,126 100,002 2.2 9.9
kitchen 388,454 101,089 2.3 12.0
bunny 869,483 100,489 3.2 12.6
grand central 1,526,555 100,836 3.2 16.1
temple 2,214,021 100,001 3.2 17.0
Table 2.2: We further give detailed timing breakdowns for rendering rows,
clustering, and rendering columns. We also give total time for
shadow mapping. There are two numbers in each cell: the rst
one corresponds to 100 rows and 100 columns, while the second
one is for 300 rows and 900 columns.
scene row render (s) clustering (s) col. render (s) shadow map (s)
sponza 0.9 2.9 0.2 0.6 0.5 4.4 0.6 3.1
trees 1.2 3.4 0.5 4.9 0.6 4.9 0.9 4.7
kitchen 1.0 3.0 0.3 1.3 0.9 7.8 0.9 5.7
bunny 2.1 6.2 0.5 2.1 0.5 4.1 2.1 7.9
grand central 1.5 4.2 0.6 1.9 1.2 10.0 0.8 4.0
temple 1.7 4.9 0.2 0.6 1.3 11.4 2.0 12.0
502.7 Discussion
2.7.1 The value of row sampling
Our framework is built on the assumption that exploration (in the form of row
sampling and clustering) is worthwhile, even though it may take considerable time
and resources. An alternative approach would be to skip exploration altogether
and dedicate resources to rendering more columns. To prove that the row sampling
and clustering in the matrix row-column sampling algorithm is valuable despite its
cost, we compare our algorithm to:
 an \instant radiosity"-type algorithm (IR), where we generate a smaller num-
ber of lights but render them exhaustively,
 a \power sampling" algorithm (PS), which solves the many-light problem
by picking lights with probability proportional to their power (which can be
thought of as sampling the columns of the matrix, without any information
from the rows). Directional lights are a bit tricky, since the physical quantity
dening their strength is irradiance, not power. We use an approximation
based on the scene bounding sphere radius.
An equal-time comparison of the results of these algorithms is shown in Fig-
ure 2.9, showing that row-column sampling produces a better image in the same
computation time.
Figure 2.11 plots the error of the three algorithms as a function of execution
time. For our algorithm we report four result curves corresponding to dierent
ratios between rows and columns. The reported error is computed as the 2-norm
51Instant radiosity
2500 lights, 9.1 s 2500 lights, 18.0 s 2000 lights, 15.7 s
Power sampling
1925 lights, 8.8 s 1925 lights, 17.1 s 1992 lights, 15.8 s
Our algorithm
300/900, 7.9 s 300/900, 16.9 s 432/864, 13.5 s
Reference
8 min 20 min 13 min
Figure 2.9: Equal-time image comparison of instant radiosity, power sam-
pling and our algorithm. The bottom row shows reference im-
ages.
52of the dierence from the reference image, normalized by the reference 2-norm. The
temple and sponza graphs show that our algorithm consistently computes better
solutions than either of the two prior ones. Our technique shows lower variance
together with lower error. See also Figure 2.10 for a visual comparison of the error
produced in our approach and instant radiosity in the temple scene.
Figure 2.10: Images showing the dierence from the reference solution for
our solution (left, 16.9 sec) and the instant radiosity method
(right, 17.1 sec) in the temple scene.
In the kitchen scene, our algorithm's error drops rapidly once more resources
are allocated to row sampling. This behavior is logical because a certain threshold
number of rows is needed to nd all interesting lighting features present in the
image. In this scene, some of the area lights above the counters are not discovered
when the number of rows is too small, leading to high numerical error.
Determining the number of necessary rows and columns automatically without
any prior knowledge of the matrix is not trivial. In practice we run most of our
test cases with either a 1:2 or 1:3 ratios between rows and columns, which seems
to work well in practice. The problem of determining the right trade-o between
parameters is common in many rendering algorithms; e.g. determining the number
of photons in photon mapping.
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Figure 2.11: Comparison of error as a function of execution time for instant
radiosity (IR), power sampling (PS) and 4 versions of our algo-
rithm with dierent row-column ratios.
2.7.2 Comparison to Lightcuts
The Lightcuts framework [94, 92] presents a scalable solution to the many-light
problem that uses a CPU ray-tracer to evaluate visibility. Our matrix sampling
approach and Lightcuts solve the same mathematical problem, but operate at
dierent points of the performance, quality and generality trade-os.
Our approach to clustering and representative selection has three key dierences
from Lightcuts. First, Lightcuts use an adaptive clustering, compared to our global
clustering. This makes Lightcuts better at handling matrices that are not that
low-rank, like the Grand Central example above, but precludes the use of fast
GPU shadow mapping to evaluate visibility, making it generally slower than our
approach.
Second, our reduced columns contain more information than a light's param-
eters (position, intensity, etc.) { they approximate the actual contribution of the
light to the image, including visibility. This is an advantage for our approach,
where clusters of lights with high energy but little actual contribution can be ren-
dered with fewer resources. This is not possible in Lightcuts, where visibility is
54conservatively approximated as 1 (always visible).
Third, a signicant advantage of our approach is its complete generality with
respect to the kinds of materials and lights supported. In contrast, Lightcuts
use analytical bounds to choose the adaptive clustering; these bounds need to be
carefully designed by an expert for every new kind of material or light.
While directly comparing the execution times of dierent CPU vs. GPU based
systems is tricky, we have run the reconstruction cut algorithm (which exploits
image space coherence) from Lightcuts for the scenes in Figure 4.2 on the same
machine used for our results. We obtain speed improvements in the range between
20x and 30x for our high-quality images (middle column of Figure 4.2), and even
more for the preview-quality images (left column).
2.7.3 Limitations
Shadow mapping artifacts
One of the drawbacks of our approach is that shadow mapping artifacts may be
present. In particular self-shadowing is an issue.
Self-shadowing is a typical problem in the shadow mapping algorithm. It occurs
because, due to the limited resolution of the shadow map, the algorithm might
claim a point is shadowed by the very surface it lies on. This is generally addressed
by a simple technique called shadow bias, which shifts the depth comparison test
by a small constant. The problem is that this constant is scene-dependent and
light-dependent. A value that is too small produces ugly striping artifacts, while
a value too large will lead to shadows disconnected from their casters and light
55leaking through corners.
The bias value is usually chosen manually by a lighting designer, and often
separately for each light. This approach is obviously not applicable for thousands
of automatically generated lights. We currently solve this problem by allowing
dierent bias values for dierent light types (cosine, directional, spot, etc.) { this
is reasonably practical but certainly not perfect. There are many papers that
attempt to address this problem ( [74] contains a good survey), but none of these
solutions is truly satisfying. However, the only true solution would be to use a
completely dierent shadow algorithm that does not have have this limitation (e.g.
ray-tracing or alias-free shadow maps [2]), which would slow down the technique.
Limitations of the many-light formulation
The conversion of indirect illumination to VPLs requires clamping, common to all
similar approaches [54, 94]. This leads to darkening of indirect lighting, especially
in corners. Furthermore, the VPLs have only cosine emission { this means that
glossy BRDF components cannot emit light. The matrix row-column sampling
approach does not specically address these limitations of the many-light formu-
lation, treating VPLs like any other programmable shader. However, in Chapter
4 of this thesis we present a technique to address these limitations.
2.8 Conclusion
We introduced the formulation of the many-light approach as a large matrix of
light-surface interactions. Our insight is that the lighting matrix is often close to
56low rank, and therefore a small subset of rows and columns is often sucient to
compute a high-quality approximation. We have developed an algorithm that com-
putes a subset of the rows and columns of this matrix to approximately reconstruct
an image. In particular, we choose a good set of columns based on information
from the sampled rows.
We have shown a practical implementation of this technique, using fast GPU
computing to evaluate the rows and columns. Finally, we have presented results
demonstrating high-quality, accurate rendering of complex scenes, and shown that
our technique outperforms simpler heuristics. The performance gains of our ap-
proach are signicant, and we believe it could have compelling applications in
lighting design and preview.
57CHAPTER 3
TENSOR EXTENSION OF MATRIX ROW-COLUMN SAMPLING
3.1 Introduction
We would like to use the matrix row-column sampling algorithm to render full
animations, rather than just a single frame. This would be very useful for cinematic
lighting design applications, where it is desirable to preview a whole shot rather
than just a single frame. However, running matrix row-column sampling on each
frame separately can produce some temporal ickering, since it is a Monte Carlo
approach that produces the correct answer only on average, across many runs. This
problem is not specic to row-column sampling, but applies to any randomized
approach. Even well-established Monte Carlo algorithms like irradiance caching
and photon mapping can exhibit temporal artifacts unless specically designed to
be temporally stable.
Of course, by increasing the number of samples (and possibly using a suitable
deterministic pseudo-random generator consistently across frames), the variance of
any Monte Carlo algorithm will decrease, until eventually it becomes imperceptible.
However, our goal in this chapter is to improve quality while actually decreasing
the number of samples. We will achieve this by designing the algorithm to be
explicitly time-aware.
583.1.1 The tensor extension
Simple temporal ltering is not usually a good solution; it blurs high-frequency
lighting and features like indirect shadows, and can actually make artifacts even
more noticeable by smearing them over time.
Instead, we introduce a tensor formulation of the problem. By tensor, we
simply mean a 3-dimensional array dened over pixels, lights and animation frames.
Extending the matrix row-column sampling idea, our algorithm will cluster the
columns of the tensor, where the information needed to choose a good clustering
will be obtained by sampling slices of the tensor. A single representative column
will be chosen to approximate each cluster, as before.
However, an additional complication exists in the temporal case, which we did
not encounter before { we will often want to use the representative to approximate
columns that exist at a dierent time instant. Therefore, we also need to intro-
duce a concept of pixel mappings that establish the relation of pixels (and their
associated 3D surface points) in pairs of consecutive frames.
3.1.2 Low-rank tensors
While the concept of matrix rank is very clear and unambiguous, for tensors there
are several possible denitions of rank. For the purposes of this chapter, when we
speak of a low-rank (or close to low-rank) tensor, we mean that it can be expressed
(or approximated) as a sum of a small number of rank-1 tensors. A rank-1 tensor
is one that can be written as an outer product of one-dimensional vectors.
593.2 Previous work
3.2.1 Many-Light Approaches
In instant radiosity [54] and its variants, the VPLs usually need to be retraced in
every frame, which can lead to some temporal icker. Using quasi-Monte-Carlo
sampling, e.g. based on the Halton or Sobol random generator, can reduce this
problem somewhat.
Most existing many-light approaches do not exploit temporal coherence to One
exception is presented by Laine et al. [60], which is a promising technique that
manages a set of 256 VPLs as illumination changes, without retracing new particles.
Some limitations of this method are that it computes only one-bounce indirect
illumination, and dynamic objects cannot have VPLs cast shadows on them. Also,
to achieve interactive performance, the approach uses sparse interleaved sampling
of the image, and re-renders at most 10 shadow maps per frame, which is only
correct for a static scene. In contrast, we provide a solution that's not interactive,
but is an accurately matches a reference solution with as many as 64k lights.
Lightcuts [94] and multi-dimensional lightcuts [92] also do not currently exploit
temporal coherence, and exhibit a small amount of icker as the cuts chosen by
the algorithm might change from frame to frame.
3.2.2 Temporally-Coherent Sparse Sampling
The Render Cache [93] is a technique that exploits spatial and temporal coher-
ence in illumination by rendering only a sparse set of point samples and lling
60image \holes" (i.e. empty pixels) by interpolating from closest non-empty pixels.
Furthermore, it reprojects point samples over time. This method generally shows
artifacts if the scene changes, and these are gradually cleared as new samples ar-
rive; furthermore, for non-diuse materials, reprojection can be incorrect because
of view-dependence.
Temporally coherent extensions to (ir)radiance caching have been explored in
[84] and more recently in [35]. However, both of these approaches, despite using
sparse sampling, take several minutes per frame on moderately complex scenes.
Photon mapping [50] has been extended to temporally coherent rendering, for
example in [25] and [45]; however, these generally have some artifacts from directly
visualizing the photon map (without nal gather).
3.2.3 Hierarchical Radiosity Variants
A technique for interactive scene editing with global illumination was presented in
[27]; this work takes advantage of temporal coherence, but it might not be scalable
to high-complexity geometry and materials.
Recently, some promising approaches based on hierarchical radiosity have been
presented that avoid the computation of visibility, notably [16] and [21]. These
methods provide very fast solutions; however, their drawback is that the antira-
diance (i.e. light that has to be subtracted to correct for ignoring visibility) is a
highly directional quantity, so a large number of directional samples is needed for
each patch to maintain accuracy. This makes these methods hard to scale beyond
a few thousand patches without compromising accuracy.
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Figure 3.1: (a) For our purposes, a tensor is just a 3D array. (b) Columns (or
column bers). (c) Rows (or row bers). (d) Horizontal slices (or
simply slices). (e) Vertical slices. (f) Frames (also called frontal
slices in previous work).
3.2.4 Precomputed Radiance Transfer
PRT-style techniques, e.g. [80, 64] are based on extensive precomputation to render
static or dynamic scenes under distant or indirect illumination. Some related
methods [70] deal with soft shadows. These techniques usually don't have temporal
aliasing problems; however, they usually have to give up some exibility in order
to be able to precompute the solution, e.g. assuming a static scene, or no indirect
illumination. In contrast, our goal in this chapter is to support animations with
all of these eects without precomputation. On the other hand, in Chapter 5 we
will introduce a PRT technique to enable interactive light movement with global
illumination.
3.3 Algorithm Overview
We formalize the problem as a large m  n  f tensor A (3D array) of surface-
light contributions over multiple frames. The columns of the tensor correspond to
images rendered with a single light in a single frame, while the rows express the
62contribution of all lights to a single pixel in a single frame { see gure 3.1 for our
denition of rows and columns of a tensor.
The key idea of our algorithm is to cluster the columns of the tensor, pick a
single representative column in each cluster, and approximate all other columns
in the cluster by copying the representative and potentially rescaling it. To nd a
good column clustering, we use the information from the sampled rows. We will
sample the same row indices in every frame, which essentially gives us horizontal
slices from the tensor. See gure 3.1 for an illustration of tensor slices, and gure
3.2 for a graphical overview of the algorithm.
The clustering algorithm is inspired by the combination of sampling and split-
ting from the original matrix row-column sampling algorithm, but there are some
dierences. It would be actually possible to use the original clustering without
modication, simply by attening the m  n  f tensor to a m  nf matrix to
eliminate the additional time dimension, and running the original clustering on
this matrix. However, this approach leads to quite distracting icker. The reason
is that the number of lights in a cluster can change from frame to frame, sometimes
wildly; however, there is only a single representative, so its intensity uctuates up
and down, which is clearly visible as icker.
We will therefore use a dierent idea { make all clusters Cartesian products of
a light cluster and a frame cluster. This way, the number of lights in a cluster will
not change over time. We visualize such clusters as \rectangular", which provides
a good intuition (but note that the set of lights in the cluster is arbitrary, not
necessarily a continuous span in whatever numbering is used for the lights). We
will modify the splitting step of the clustering algorithm, which will have to decide
whether to split a given cluster in lights or in time. See Figure 3.3 for an illustration
63of rectangular clusters and the splitting operation.
Furthermore, to take advantage of temporal coherence, we need to be able
to compute a representative column in some frame k0 and use it to approximate
columns in some other frame, k1. There are two simple solutions to this problem,
none of which work very well. The rst one is to take a column rendered with
a single light in frame k0, and use this image as is in frame k1, at most scaling
the pixel intensities by a constant. Clearly, if the camera or some objects move
between the frames, this will lead to ghosting artifacts, as objects will appear in
wrong positions. The other simple solution would be to compute illumination only
at mesh vertices, and linearly interpolate it across polygons. This is suboptimal,
since for high-quality results with arbitrary shaders we would like to compute
illumination per pixel.
Therefore, we propose a pixel mapping technique that allows for an image
rendered in one frame to be reprojected and used in another frame. For each pair
of adjacent frames, we compute a forward and backward mapping between the view
samples based on nearest neighbors. Note that this does not mean we compute
sparse key-frames and extrapolate to in-between frames; the mappings are applied
separately for each cluster that spans multiple frames. This lets us reuse shading
between frames practically without noticeable reprojection artifacts.
In summary, a high-level overview of our algorithm is:
 Compute pixel mappings between frames (CPU),
 sample r rows of A per frame (GPU),
 partition the reduced columns into c clusters (CPU),
 compute a single representative in each cluster (GPU),
64Table 3.1: Summary of the notation used in Chapter 3.
Symbol Description Type
m Number of pixels scalar
n Number of lights scalar
f Number of frames scalar
r Number of slices (rows) scalar
c Number of clusters (columns) scalar
A Full lighting tensor m  n  f RGBs
R Reduced tensor r  n  f scalars
S Sparse scaling tensor c  n  f RGBs
Rec Reconstruction matrix c  f RGBs
Ct A cluster of light-frame pairs set of pairs
xp Normalized column of R r  1 scalars
wp Norm of a column of R scalar
 use the representative to approximate the missing columns in the cluster, by
appropriately scaling intensities and applying the pixel mappings (GPU).
3.4 Algorithm
We now formalize the problem we are solving and explain our algorithm in detail.
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Figure 3.2: Our algorithm rst computes r slices (rf rows) of the tensor (a).
These are assembled into a reduced tensor (b), whose columns are
then clustered (c). The same clustering is then applied to the full
tensor, where a representative column is rendered in each cluster
(d). The missing columns in each cluster are lled in by scaling
and mapping the representative (e).
3.4.1 Tensor Notation
A good review of tensors, with many additional references, is provided by Kolda
and Bader in [55]. Unfortunately, the tensor notation used in existing litera-
ture is largely inconsistent and not yet standardized. In this chapter, we will use
Matlab-style notation for tensors and matrices, and our naming of the tensor's
substructures (rows, slices, etc.) will mostly follow [55].
For the purposes of this chapter, we dene a tensor T to be a 3-dimensional
array of real or RGB values of size mnf. An alternative way to view T would
be as a sequence of matrices T1;:::;Tf. We will refer to a single element of T
by T(i;j;k). We can specify sub-tensors by using sets of indices instead of single
indices, e.g. T(I;j;k) or T(i;J;K), where I;J;K are sets of indices. We use a
colon to specify the set of all indices for a particular dimension, like T(:;:;k) or
T(i;j;:).
We dene the column bers (or simply columns) of a tensor T to be the vectors
66of type T(:;j;k), and the row bers (or simply rows) of T to be vectors of type
T(i;:;k). In other words, these are the rows and columns of the matrices Tk for
some k. We also dene horizontal slices (or simply slices) of T to be the matrices
of type T(i;:;:), and vertical slices to be of type T(:;j;:). See Figure 3.1 for an
illustration.
We will use the Matlab function permute(T;d1;d2;d3), which is a generalized
transpose operator; it permutes the dimensions of the tensor into the order specied
by d1;d2;d3. We will also use the function reshape(T;dims), which changes the
dimensions of the tensor while keeping the same data, and the function sum(T;d)
which sums the tensor across dimension d, producing a matrix.
Our matrices and tensors are assumed to be stored in memory in column-major
format, i.e. the rst column of the rst frame is laid out linearly, then the second
column of the rst frame, etc. This layout will prove more natural and cache-
friendly than other options.
3.4.2 A Tensor Formulation of the Problem
We are looking for an ecient algorithm to shade m image pixels from n lights over
f frames. We can view the problem as a 3-dimensional tensor A of size mnf,
where the value of an element A(i;j;k) is the contribution of light j to pixel i in
frame k.
To compute the animation, we would like to accumulate, for each frame, the
contribution of all lights to each pixel. This can be expressed as the sum of the
67tensor A along the light dimension (the second dimension):
SA = sum(A;2)
A brute-force approach to compute SA would simply evaluate all the elements
of the tensor, taking time O(mnf). Of course, we want to do better, so we are
looking for an ecient way to reconstruct an approximate result by using only a
small subset of the tensor elements.
3.4.3 Clustering
The high-level idea is to partition the columns A(:;j;k) into c clusters, compute
a single representative column in each cluster, and approximate all other columns
in the cluster by using information from the single sampled column. However, we
will not simply cluster lights or frames, but instead the light-frame pairs (LFPs)
(j;k). We will also refer to LFPs by a single index, going through all pairs.
As in matrix row-column sampling, the quality of the result strongly depends
on the chosen LFP clustering. Similarly to the concept of a reduced matrix we
used before, we dene the reduced tensor R to be the tensor of the sampled slices
stacked on top of each other. The size of R is r  n  f. In Matlab notation, if I
is the set of indices of the selected rows, we can write:
R = A(I;:;:)
In essence, R is equivalent to the complete tensor A, except for a smaller image
size. The idea is to optimize the clustering on R since this is numerically feasible,
and then use the resulting cluster assignment for A. The assumption is that most
of the signicant structure of A is preserved in R, which will often be the case if
the tensor is close to low-rank.
683.4.4 Clustering cost
Let's call the columns of the reduced tensor R(:;j;k) the reduced columns, and let's
use the clustering objective proposed in the previous chapter. The key modication
we introduce in this chapter is that the objective function operates on light-frame
pairs instead of just lights.
Let p = (j;k) and q = (j0;k0) denote indices of two LFPs. Analogously to the
previous chapter, we will dene the weight of LFP p as
wp = kR(:;j;k)k;
and the information vector of LFP p as
xp = R(:;j;k)=kR(:;j;k)k:
Analogously we dene wq and xq.
We can also generalize the \distance" function d from the previous chapter,
which measured the amount of disagreement between two lights, to light-frame
pairs:
d(p;q) = wpwqkxp   xqk
2
We dene the cost of a clustering as the sum of the costs of all clusters Ct:
c X
t=1
cost(Ct) =
c X
t=1
X
p;q2Ct
d(p;q):
Intuitively, this clustering cost has the same desirable properties as the one in
matrix row-column sampling: it tends to separate light-frame pairs with large
weights or with dierent information vectors from each other.
In some sense, this approach treats time and lights equivalently, even though
they model very dierent physical phenomena. This is because the fundamental
69approximation in our approach is the replacement of some column by a (possibly
rescaled) copy of a representative column. This contributes some error to the total
error of the animation. If we ignore the (hard to quantify but usually negligible)
error introduced by pixel mappings, then this error contribution is the same, re-
gardless of whether the representative is in the same frame as the column being
approximated, or in a dierent frame.
3.4.5 Finding the Clustering
The above discussion leaves two issues unaddressed. First, we did not specify an
algorithm to nd a good clustering. Second, the objective function has no explicit
constraint enforcing temporal smoothness; therefore even the optimal clustering
might not be perceptually pleasing, even though its numerical error might be low.
In fact, we can try running the original clustering from the previous chapter on
the columns of the matrix
reshape(R;r;nf)
which essentially treats the light-frame pairs as completely disconnected lights,
without any knowledge about time. However, we found that the result, while
converging to the correct answer, still ickers too much to be usable.
The key idea of our clustering algorithm is to consider only the subset of possible
clusterings where all clusters are \rectangular", i.e. the set of LFPs in each cluster
is always a Cartesian product of a set of lights and a set of frames. We can visualize
the clustering as an nf array that species for each light-frame pair the cluster
it belongs to.
The algorithm will consist of a sampling and a splitting phase, as before. How-
70ever, the sampling will be used only as a coarse initialization step, while most of
the real work will be done in the splitting phase.
Sampling phase
Here we initialize the clustering to a small number of clusters (e.g. 100), by
partitioning only in lights { so each cluster will be a Cartesian product of all frames
with a set of lights. We use the same multi-set sampling algorithm described before,
but we apply it to the matrix R0 dened as:
R
0 = reshape(permute(R;1;3;2);rf;n)
Intuitively, we take the vertical slices R(:;j;:) for each light j, unfold them into
vectors that form the columns of R0, and then run the sampling algorithm on
these vectors. As a further optimization, we use random projection to decrease
the dimensionality of the clustering problem. This approximation is acceptable,
since the goal of the initialization phase is just to provide a reasonable starting
point for the splitting phase; it does not have to be very optimal itself.
Top-down splitting approach
The splitting phase is the key component of our technique. The idea is to nd the
cluster with the highest cost, and split it in lights or in time; repeat this step until
the desired number of clusters is reached. The question of whether to split in lights
or time is resolved by trying both alternatives and choosing the one with the lower
cost of the resulting clustering. (One could also consider weighting light splits
dierently from time splits, to force more subdivision in lights than in time or vice
versa.) The splitting phase is the key component of our technique. The idea is to
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Figure 3.3: The key operation of our clustering. Given a current clustering
(a), we nd the cluster with the highest cost (b). We consider
splitting it in time (c) or lights (d), and pick the split that results
in the lowest-cost clustering.
nd the cluster with the highest cost, and split it in lights or in time; repeat this
step until the desired number of clusters is reached. The question of whether to
split in lights or time is resolved by trying both alternatives and choosing the one
with the lower cost of the resulting clustering. (One could also consider weighting
light splits dierently from time splits, to force more subdivision in lights than in
time or vice versa.)
Time split. When splitting in time, the situation is easier since there is already
a natural ordering on the frames { their actual order in the animation. Therefore,
we consider splitting the cluster at all positions and choose the one with the best
objective function value.
Light split. There exists no natural ordering of lights, so the above idea
does not apply to light splitting trivially. We instead nd an ordering of lights
by projecting them onto a line in rf-dimensional space as follows. Let C be the
cluster we are splitting; let C = J K where J is a set of light indices and K is a
set of frame indices. Let
Y = X(:;J;K)
72be the rjJjjKj sub-tensor of X corresponding to C. The vertical slices Y(:;j;:)
combine all information vectors of light j over the set of frames K. We reshape
these vertical slices into vectors and project them onto a line. The orientation
of the line is determined by picking two lights in the cluster with probability
proportional to their total weights over frames in K, and taking the line they lie
on (in rf-dimensional space). The ordering on the line will be used to nd the
split as in the time case. Essentially, we're slicing the cluster by a hyperplane in
\information space". The advantage of using this approach is that it is invariant
with respect to the initial ordering of the lights; moreover, with a high probability,
two elements with large weights will be separated by the split.
Note that we could in fact skip the sampling phase, and only run the splitting
phase. This would have two disadvantages: rst, it is slower, since splitting large
clusters takes longer; it is better to feed the splitting phase with clusters that are
already quite small. Second, the algorithm might decide to split in time too early,
which could result in a visible temporal cut (even though it might be the more
optimal move in terms of objective function minimization).
3.4.6 Pixel Mappings
To approximate an LFP by a representative LFP from a dierent frame, we need
to be able to \project" an image from one frame to another, respecting the camera
and object movement that might have happened between those frames. To address
this issue, we compute for each frame a pixel mapping to its predecessor and
successor frames. We will need these mappings in the nal reconstruction, where
a representative column rendered in some frame is used to approximate a cluster
that spans multiple frames.
73The forward mapping M(k ! k + 1) species for each pixel in frame k + 1 its
nearest neighbor among pixels in frame k. The denition of the backward mapping
M(k + 1 ! k) is analogous. The denition of nearest is based on Euclidean
distance between the 9-dimensional vectors that consist of position, normal and
diuse albedo information (these 3 quantities are 3-dimensional). See Figure 3.4
for an illustration.
These mappings can be interpreted as sparse matrices of size m  m. For
example, if x is an m  1 vector storing an image rendered with a single light in
frame k, then M(k ! k + 1)x is an approximate image with the same light in
frame k + 1.
Using this simple approach leads to very good results, and we do not see any
artifacts due to the mappings in the nal animations. It is useful to note that
the mappings are used within each cluster separately; we could consider a simpler
approach where we compute a few key-frames using any algorithm and interpolate
the in-between frames using the pixel mappings, but the quality of the result would
be much worse than our solution.
3.4.7 Final Reconstruction
Given a clustering of light-frame pairs, we choose a representative LFP p = (j;k)
in each cluster; we choose the one with the largest wp. In matrix row-column
sampling, the representative was chosen randomly, with probability proportional
to reduced column norm. This had the eect of making the algorithm unbiased
in Monte Carlo sense. With clusters that extend over time, the algorithm can no
longer be made unbiased, so we just use a deterministic choice.
74Figure 3.4: An illustration of the pixel mapping technique. Each pixel in
the rst frame is assigned a nearest neighbor in the second frame
and vice versa; distance is measured on the 9-dimensional vector
consisting of position, normal and diuse albedo. Some nearest
neighbor assignments are illustrated by arrows. Note how the
technique can handle objects appearing or disappearing between
frames.
Once a representative is chosen, we render the corresponding column A(:;j;k)
on the GPU and approximate all other columns in the cluster by scaled, mapped
copies of the computed representative. Let the index of the column we are ap-
proximating be q = (j0;k0); then the representative will be scaled by wq=wp,
and mapped by the repeated application of the precomputed pixel mappings
to get from frame k to k0, i.e. by applying the product of sparse matrices
M(k0   1 ! k0):::M(k ! k + 1) (here assuming k < k0). The opposite direction
is analogous.
Of course, we do not in reality reconstruct the full tensor A, since we are only
interested in its sum across lights. We bypass the creation of the full tensor by
dening a scaling tensor S of size c  n  f, such that the value S(i;j;k) is the
scaling of the representative of cluster i, when it is used to approximate the column
for LFP (j;k). Clearly, S is very sparse, since every representative will only be
used to approximate LFPs in its own cluster. Therefore, we can easily construct it
75in a compact representation, only storing its non-zero elements. From the scaling
tensor we get a reconstruction matrix by \summing across the light dimension":
Rec = sum(S;2)
of size c  f, which species for each representative the scaling factor that it
contributes to each frame.
3.5 Implementation Details
3.5.1 Creating the lights
Creating the virtual point lights requires slightly more care in our tensor framework
than in the matrix case. The lights can change across frames, but they should do
so \coherently", otherwise the rectangular clustering will not be eective. By this
we mean that, ideally, their positions and directions should change continuously.
This does not have to be true for the intensities, which can change arbitrarily.
In scenes lit by an environment map, we convert the map into directional lights
by simple uniform stratied sampling. We could certainly use a more advanced
importance sampling approach, but our algorithm will automatically nd the im-
portant lights and cluster them less aggressively than weak lights, so this is not
necessary. To provide coherence, we sample the same position in the environment
map for a given light in each frame, so only the intensity can change (e.g. if rotat-
ing the map). For the sun-sky model, we turn the sun (a small strong area light)
into 16 directional lights, and sample the sky uniformly.
For indirect illumination, we could use standard particle tracing as in [54] to
76create the virtual point lights. A pseudo-random generator such as Sobol could be
used to provide some coherence, but with moving and deforming objects, it might
not be sucient.
Instead, our current solution is to cover the surfaces of the scene uniformly with
gather samples. These samples are rmly tied to their respective triangles, so they
move as their underlying geometry moves and deforms. Again, some importance
sampling technique could be substituted, but our algorithm essentially provides
the light selection automatically.
To turn the gather samples into indirect lights, we need to determine the illumi-
nation on them. We shade the gather samples with direct illumination from point
lights. To add multiple bounces of indirect illumination, we use a photon-mapping
pre-pass. We shoot 10,000 photons into the scene without storing the rst hit into
the photon map. These photons do not directly become indirect lights; instead,
we perform density estimation on the gather samples that are tied to the surfaces.
This approach also works for multiple bounces from the sky (used in the tem-
ple), and could be also used for area lights or other kinds of lights for which direct
illumination computation is non-trivial; the only dierence being that the rst hit
photons would also be stored in the photon map. Note that this photon mapping
approach requires implementing a ray-tracer matching the GPU renderer.
773.5.2 Clustering and cost computation
Computing the cost of a cluster might seem to be quadratic in the number of its
elements; however, it can be easily optimized by noting that
d(p;q) = wpwqkxp   xqk
2 = wp(x
T
pxp + x
T
q xq   2x
T
pxq)wq;
so the matrix of distances between every pair of elements in the cluster is low-rank
and can be manipulated in a compact form.
The clustering problem is quite large-scale; in our case, the reduced tensor
has 100  65536  40 elements, which corresponds to 100 slices, each containing
65536 lights over 40 frames. This amounts to 1GB of data in 32-bit precision. Our
implementation does all operations on the tensor in-place, to not waste memory.
3.5.3 Handling RGB colors
Similarly to the matrix case, the original RGB data is converted to scalars by
taking 2-norms of the RGB triples; however, the per-channel norms of the columns
need to be preserved, since they are needed for the reconstruction.
3.5.4 Pixel mapping computation
To compute the mappings, we render the \deep frame-buers", i.e. world-space
positions, normals, and diuse reectances for all pixels in each frame. We treat
each sample as a 9-vector, and use a kd-tree for nearest neighbor queries. The
mappings are stored as textures of indices on the GPU.
783.5.5 Row computation
We pick the rows by splitting the image into 10  10 bins and picking a pixel in
the center of each bin. The surface samples for those pixels are in the deep frame-
buer. A row is computed on the GPU by rendering a cube shadow map at the
surface sample position, and evaluating the shader for that sample and all lights.
3.5.6 Column computation and reconstruction
Column computation is a standard direct illumination evaluation for a single point
light on the GPU, using a single shadow map for spotlights and directional lights,
and a cube shadow map for indirect and omni-directional lights. Once a repre-
sentative column is computed, the scaling and pixel mappings are applied on the
GPU, so that slow read-backs can be avoided until the whole sequence is rendered.
3.5.7 Anti-aliasing
Even though our results are computed with one sample per pixel, we apply an edge-
respecting anti-aliasing post-process to our images. A deep frame-buer (DFB) of
positions, normals and diuse albedos (a total of 9 values per pixel) is rendered at
3x the standard resolution, and the shading is \upsampled" to this higher resolu-
tion. This is done by nding, for each 9-dimensional sample in the high-resolution
DFB, the nearest neighbor among the 9-dimensional samples in the low-resolution
DFB, and copying the image color from that pixel. The nearest neighbor search is
done only in 3x3 neighborhoods of the low-res DFB, instead of a full search using
an acceleration structure. This idea is orthogonal to our algorithm, and could be
79Table 3.2: All timings are per-frame averages in seconds. Columns/frame is
the average number of representatives computed per frame. The
stages of the algorithm are, respectively: indirect light creation
and shading (only done for scenes with indirect illumination),
pixel mapping computation, GPU row rendering (exploration),
clustering, representative rendering on the GPU, and nal anti-
aliasing pass. The brute-force renders all 65,536 lights on the GPU
using shadow mapping for visibility.
Iris Still Bunny Temple Horses
#triangles 51k 107k 869k 2.1m 8.2m
rows/frame 100 100 100 100 100
columns/frame 200 400 200 200 200
shadowmaps/frame 300 500 300 300 300
indirect lights - 7.53 - 7.31 -
mappings 2.88 1.94 1.18 2.66 3.65
exploration 0.98 0.79 1.02 4.95 15.58
clustering 0.99 1.41 1.19 0.78 1.00
reconstruction 0.55 4.17 1.39 7.60 26.69
anti-alias 1.50 1.25 1.25 2.59 2.23
total 6.90 17.09 6.03 26.40 49.15
brute-force 126 301 395 2013 13221
speed-up 18x 18x 65x 76x 269x
used with any approach where shading is suciently expensive to amortize the
cost of the anti-aliasing pass.
80Figure 3.5: A few frames from our result animations { Iris, Still life, Furry
bunny, Temple, and Horses.
3.6 Results and Discussion
Timings of the dierent components of our system for all rendered sequences are
summarized in Table 3.2 and were measured on a desktop with a Core 2 Duo 2.6
81GHz processor, 2GB of RAM and an Nvidia 8800 GTX GPU.
We apply the algorithm to ve 40-frame chunks of the animation separately,
and stitch together the results; this is to limit the memory needed to hold the
reduced tensor. We have not found objectionable artifacts at the boundaries of
the chunks, but we could also consider overlapping the chunks over several frames
and linearly blending them, at the expense of some additional computation.
3.6.1 The scenes
The scenes we have chosen illustrate our algorithm's generality with respect to
types of lights, materials and geometry supported. Moreover, all scene elements
can be dynamically deforming. The included rendered sequences show camera
movement, rigid motion and deformable geometry, arbitrary shaders, indirect illu-
mination, HDR environment lighting, and a sun-sky model.
Figure 3.5 shows images from ve animation sequences, each of which is
10 seconds long at 20 frames per second (200 frames total). We refer the
reader to the videos for the nal rendered animations, which are available from
http://www.cs.cornell.edu/~mhasan/.
Iris. This is a relatively simple scene with 51k polygons; however, it shows
that our algorithm can correctly deal with deforming geometry. It automatically
clusters the more pronounced lights less aggressively than weak ones, resulting in
nicely preserved high-frequency shadows. Textures are correctly handled by the
pixel mapping algorithm. While this sequence could be rendered by importance-
sampling the map with a technique such as [66], our approach is much more general
in that it works with an abstract tensor, not specic to environment map sampling.
82Still life. This indoor scene shows multiple bounces of indirect illumination.
We distribute 65,536 gather samples over all surfaces of the scene, determine their
shading by a combination of direct lighting and photon density estimation, and
treat them as 65,536 cosine-emission lights illuminating the scene. Even though
our algorithm knows nothing about indirect illumination, i.e., it is just sampling
elements of an abstract tensor, we obtain a good quality solution. Note that the
highly glossy bunny close to indirect lights is a particularly hard case, and some
icker can still be seen. However, this case would also be tricky for any other
approach except for traditional (and slow) Monte Carlo ray-tracing methods.
Furry bunny. The bunny scene contains high-complexity fur geometry (50,000
hairs, 869k polygons). The detailed geometry and shadows would be tricky to
handle by a sparse sampling technique such as (ir)radiance caching. The fur uses
the Kajiya-Kay hair shader, further demonstrating the ability of our approach to
handle arbitrary materials and procedural shaders. Some icker on the bunny can
be seen; this is due to geometric aliasing on the thin hairs (where 33 anti-aliasing
is not quite sucient), not due to our algorithm.
Temple. This scene with over 2 million polygons shows the scalability of
our technique to complex geometry. It also shows a combination of high and
low frequency distant illumination (sun and sky), together with multiple bounces
of indirect illumination. Note that while the scene is static, we still compute
and apply the pixel mappings (even though all of them will be equal to identity
mapping), since we do not treat this situation as a special case in our framework.
Horses. This scene contains 500 horses, for a total of over 8 million polygons.
It demonstrates that our improvement in comparison to brute-force rendering im-
proves with more complex scenes, since the overhead of our technique (clustering
83and mappings) is independent of polygon count.
We also provide a video with a side-by-side comparison of our algorithm to
the brute-force method (which renders all 64k lights exhaustively). For the more
complex scenes, where rendering the brute-force solution is prohibitively expensive,
we only show a few frames instead of the full 20 frames per second.
Eective number of clusters
Why does the approach perform better on animations than running matrix row-
column sampling on each frame separately? First, some coherence of the clustering
across frames is achieved because of its \rectangular" nature. Second, since clusters
can span several frames, the eective number of clusters that contribute to a frame
is higher than the average number of representatives rendered per frame. For
example, we use 200 average representatives per frame (400 in the still life scene);
however, the eective number of clusters is about 230-400 in the iris scene, 1500-
7000 in the still scene, and 7000-7300 in the temple. One can note that in scenes
with less temporal change of geometry, the algorithm creates \longer" clusters in
time, which translate to a larger number of eective clusters per frame.
3.6.2 Discussion and Limitations
Some of our animations still show some icker; however, increasing the number
of clusters does decrease this problem. A higher number of clusters slows down
only the reconstruction phase and (very slightly) the clustering phase; performance
remains identical for other phases.
84The well-known limitations of shadow mapping and instant radiosity type ap-
proaches, which are inherited by the matrix row-column algorithm and were dis-
cussed in section 2.7.3 are also present in our tensor approach.
3.7 Conclusion
We have introduced a tensor formulation for rendering animations with many
lights. This formulation is very exible, since it can express global illumination
and environment maps in scenes with arbitrarily moving camera and objects. Our
algorithm extends the matrix row-column sampling idea by clustering the columns
of the tensor, where the information needed to choose a good clustering is obtained
by sampling slices of the tensor.
Our algorithm takes advantage of temporal coherence to compute high quality
images with greatly reduced temporal ickering in several seconds per frame. We
believe this approach can be very useful in applications like previewing in cinematic
rendering, where an entire shot can be previewed in high quality.
85CHAPTER 4
VIRTUAL SPHERICAL LIGHTS FOR RENDERING GLOSSY
SCENES
4.1 Introduction
In previous chapters, we presented algorithms for solving the many-light problem
that delivered excellent accuracy when compared to the reference solution. By
\reference" we usually meant the image computed by accumulating contributions
from all the generated virtual point lights (VPLs).
However, this is not the whole picture, because the conversion to VPLs is itself
just an approximation to the full global illumination. This approximation is inac-
curate for two reasons: rst, clamping has to be applied to the light contributions
to prevent singularities and noise, and second, the generated virtual point lights
(VPLs) are diuse-only, so light bouncing o glossy surfaces is completely ignored.
These approximations are generally considered acceptable in scenes with mostly
diuse materials. Unfortunately, if the scene has a substantial proportion of glossy
materials, much of the interesting illumination is clamped away; see Figure 4.1 for
an example. This may completely change the appearance of the scene, making
many-light approaches unsuitable in these situations. However, scenes with glossy
reectance are very common in architectural lighting design { kitchens, bathrooms,
lobbies or elevators often have many glossy materials.
This issue has been largely ignored by previous work. Kollig and Keller [56]
have attempted to solve this problem by compensating for the missing illumination
by path tracing, but this approach becomes the bottleneck of the computation in
86Traditional many-light rendering clamps Virtual spherical lights preserve
away glossy eects. glossy appearance.
Figure 4.1: Left: Many-light approaches to global illumination need to clamp
the contributions of virtual point lights (VPLs). The resulting
loss of glossy illumination may completely change the appearance
of the scene. Right: We introduce virtual spherical lights (VSLs)
that capture the illumination ignored by the VPLs. Note the
remarkably dierent appearance of the upper right part of the
image, the steel counters and the oor.
glossy scenes.
In this chapter, we will extend many-light algorithms to handle scenes with
signicant glossy reection by introducing a new light type, the virtual spherical
light (VSL), which acts as a point light in visibility computations, but its illumi-
nation contribution is computed over a non-zero radius. This new light type has
the following advantages:
 It replaces point-wise evaluation by integration over a non-zero solid angle,
thus eliminating the spikes caused by narrow glossy BRDF lobes and the
divergence of the 1=r2 term.
 The clamping is eliminated. This relieves the user from specifying a scene-
dependent clamping constant, and preserves illumination energy that would
be lost with clamping. While the dierence is most pronounced in glossy
87(a) No clamping (b) Path-tracing compensation (c) Photon mapping
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Figure 4.2: Alternative solutions to the problem are limited. (a) Eliminating
clamping produces an unacceptable image. (b) Compensating
for the missing energy by the path tracing method of Kollig and
Keller [2004] dominates the render time, and is still noisy. (c)
Photon mapping with nal gathering converges slowly in glossy
scenes with dicult illumination conditions; this result is still
noisy after 2 hours on 4 CPU cores.
situations, the VSLs are also benecial in diuse scenes, where they eliminate
corner darkening characteristic of previous many-light approaches.
 The VSL contribution depends only on values local to the surface point and
light location, so its numerical estimation becomes a purely numerical kernel
ideally suited to evaluation in a GPU shader.
4.2 Problem Review and Related Work
If used naively, many-light formulations have a signicant weakness { highly visible
artifacts (\spikes") will be produced in parts of the image that strongly depend on
a single VPL. Numerically, the problem is that when connecting the camera and
light subpaths, the BRDF or 1=r2 term will have a very large value compared to
the probability density of generating the path. For example, the nal vertices of a
88light path might have the following contribution:
:::fr(xc   x   y) G(x $ y) fr(x   y   y
0):::
Here xc is the camera position, x is a surface sample visible from the camera, and
y is the VPL position. The geometry factor G(x $ y) has the term kx   yk
2
in the denominator, so when the VPL is very close to the point being shaded,
signicant noise (in the form of a spike) will be produced. A similar (and even
worse) problem occurs when the scene contains glossy BRDFs, and the points
x and y happen to be aligned such that either of the two BRDF terms have a
large value in that direction. While the former problem with the geometry term
is localized (occurring mostly in corners), the latter one can happen across any
distance if the scene contains suciently glossy materials.
This problem is typically xed by two approximations: rst, the VPLs are
assumed to be diuse (i.e., only the diuse part of the BRDF at the VPL loca-
tion is considered), and second, the contribution of any one VPL is clamped to
a user-specied constant c. Clearly, these approximations will result in a loss of
illumination in the images. The eect of this energy loss is usually subtle in dif-
fuse scenes without close-range interactions, but can be very signicant for glossy
scenes; in fact, almost all indirect illumination in the scene can be missing. In other
words, not even approximate global illumination is computed by the many-light
method in these cases { see Figure 4.3. We consider this to be a serious problem,
and addressing it is the goal of our paper.
Kollig and Keller [56] introduce a recursive path tracing approach to compen-
sate for the loss of energy from clamping. They use ray shortening, which in a
diuse scene can improve performance by exploiting the spatial locality of the
missing illumination. Unfortunately, this approach does not work well in glossy
89scenes, because the missing illumination can be arbitrarily non-local. Further-
more, if energy loss is signicant, the compensation will essentially degenerate to
standard path tracing and dominate the running time. Suykens and Willems [85]
introduced a weighted multi-pass method in the context of augmenting radiosity
solutions essentially using bidirectional path tracing to compensate for the missing
light paths. The disadvantages of the method are similar to [56].
Finally, while VPLs are usually generated by particle tracing from the light,
some techniques have been introduced to generate them using bidirectional or
Metropolis sampling [76, 77]. This might produce better VPL distributions, but the
fundamental requirement of clamping and the resulting illumination loss remains.
Other common global illumination algorithms (path tracing, Metropolis light
transport [88], photon mapping with nal gather [50]) also tend to have higher
noise in more glossy scenes. The problem is less pronounced than in many-light
methods, because paths with a high BRDF or 1=r2 value are usually generated
with a correspondingly high probability; unfortunately, the benets come at the
expense of tracing very large numbers of rays.
4.3 Missing Energy and Compensation
In this section, we formalize the illumination missing from an image of a glossy
scene rendered with a many-light method in terms of the operator formulation.
Then we explain the compensation idea by Kollig and Keller [56]. Our goal is to
show that:
1. The missing energy can be quite signicant, if the scene is substantially
90glossy. This can be clearly seen in Figure 4.3, where the illumination missing
from the many-light solution is almost equivalent to all the indirect illumina-
tion in the scene. In other words, the many-light method captures virtually
no global illumination in this case.
2. Compensating for the missing energy by a separate algorithm (e.g. standard
path-tracing) is unlikely to be much faster than using this separate algorithm
to compute the whole global illumination solution, i.e. skipping the many-
light approach altogether.
Full solution Many-light result Missing energy Indirect illumination
Figure 4.3: Note that the illumination missing from the many-light solution
is almost equivalent to all the indirect illumination in this highly
glossy scene. In other words, the many-light method captures
virtually no global illumination in this case.
4.3.1 Operator Notation
The operator formulation of global illumination ([5], Chapter 5 of [88]) operates
on functions on ray space M  S2, where M is the set of scene surfaces and S2
is the unit sphere of directions. The transport operator T applies a single light
bounce to a given function h:
(Th)(x;!) =
Z
M
fr(x;!;!
0)G(x $ y)h(y; !
0)dA(y);
91where fr is the BRDF, !0 is the direction from x to y, and A is the surface area
measure.
The ultimate goal is to compute a solution to the rendering equation: L =
E +TL, where, E = E(x;!) is the light emission function and L = L(x;!) is the
radiance function, both dened on ray space.
The solution to the rendering equation can be formally written as
L = E + TE + T
2E + :::; or L = (I   T)
 1E:
4.3.2 Formalizing Clamping and Diuse VPLs
The clamping used by many-light rendering algorithms can be formalized by a
clamped transport operator T1, which is dened by
(T1h)(x;!) =
Z
M
w1(!;x;y)fr(x;!;!
0)G(x $ y)h(y; !
0)dA(y):
The weighting function w1 is chosen to have an eect equivalent to clamping the
product of the BRDF, 1=r2 term, and receiver cosine term. More specically, we
use:
w1(!;x;y) = min

1; c
r2
avg(fr(x;!;!0))cosx

where c is a user-dened clamping constant, r = kx   yk, and avg computes the
average over the color channels. The clamping operation, typical of many-light
methods, can now be expressed by applying T1 rather than T to the illumination
in the last bounce before reaching the camera.
We also introduce the clamp compensation operator T2 such that T = T1+T2.
The denition of T2 is analogous to T1, except it is using the weighting function
w2 = 1   w1.
92In addition to clamping, many-light approaches normally consider only the
diuse component of the material at the VPL location. To formalize this, we split
the BRDF into the diuse and glossy components, fr = fd
r + fg
r, and dene the
diuse transport operator D and the glossy transport operator G analogously to
T, but using fd
r and fg
r respectively. Clearly, we will have D + G = T.
With these denitions, we can express the quantity computed by many light
algorithms as
L1 = E + TE + T1DL
Here E + TE is the direct illumination, which is computed without clamping,
and T1DL represents multiple bounces of indirect illumination, clamped and using
only diuse VPLs. Now, the missing energy L2 can be expressed as
L   L1 = T2DL + TGL;
because from the rendering equation L = E + TL it follows that
L = E + TE + T
2L = E + TE + T1DL + T2DL + TGL:
4.3.3 The Missing Components
We can see that there are two separate components missing in the many-light
solution:
 L2 = T2DL { missing due to clamping, and
 L3 = TGL { missing due to diuse-only VPLs.
Figure 4.4 illustrates the components visually.
93L1 = E + TE + T1DL L2 = T2DL L3 = TGL
Many-light result Missing due to clamping Missing due to diuse VPLs
Figure 4.4: The many-light solution, and the two components that need to
be added to it to obtain full global ilumination.
4.3.4 Path-tracing compensation
The idea presented by [56] is to compute the missing illumination by standard
recursive path tracing. We have shown that the missing component is L2 + L3 =
T2DL + TGL. Modifying a path tracer to compute just this component (rather
than full global illumination) is straightforward { after the rst path segment hits
a surface, we need to compute the diuse and glossy components of the outgoing
radiance separately (by tracing recursive paths as usual), and then apply the clamp
compensation weight w2 to the diuse component.
Furthermore, if the scene is completely diuse, there will be no TGL compo-
nent, and we can use ray shortening. We can bound the distance at which the w2
weight becomes zero, and make the maximum ray length equal to this distance,
which can improve ray-tracing performance.
In mostly diuse scenes, where the missing energy is small, the compensation
approach can give good results with very few samples. Unfortunately, in substan-
tially glossy scenes, this path-tracing compensation will dominate the rendering
94time; but these are exactly the cases where compensation is needed most! There-
fore, we conclude that compensation is not an ideal solution to the problem, and
instead propose to extend the many-light solution itself, enabling it to recapture
much of the missing illumination. This is described in the next section.
4.4 The Virtual Spherical Light
We propose to overcome the problems of the standard many-light formulation by
introducing a new type of light, the virtual spherical light (VSL). We will start
the derivation by dening a photon light, which corresponds to the contribution
of a single photon to the image in reverse photon mapping with nal gathering.
We then dene the VSL as an approximation to the photon light, with much
better properties for our purposes { computation locality and suitability for GPU
evaluation. Finally, we describe how to accurately compute the integral in the VSL
denition, and how to integrate the new light into practical rendering systems. To
better follow the discussion, please refer to Table 4.1 and Figure 4.5.
4.4.1 The Photon Analogy
Photon mapping with nal gathering [50] is a good starting point for our derivation,
since it does not suer in glossy scenes as severely as many-light methods. However,
photon mapping could in theory be viewed as a many-light method; the photons
can be identied with lights. Therefore, let's ask the following question { what is
the contribution of a single photon in photon mapping with nal gathering?
We nd that in standard photon mapping, where the outgoing radiance at a
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Figure 4.5: The denition of the virtual spherical light. A surface point x
with normal nx and viewing direction v receives light from a VSL
with location pj, normal npj and incoming vector ij (pointing
outward from the surface, following standard conventions). The
contribution is computed as an integral over the solid angle 
j,
and the integrand is the product of BRDFs and cosine terms
at points x and pj (see Equation (4.6)). The vector l is the
integration variable, and can point anywhere within the solid
angle 
j.
surface point y in direction ! is approximated from the k nearest photons to point
y, the contribution of a single photon is a relatively complicated quantity; however,
in reverse photon mapping, this contribution is much easier to express. This leads
us to the idea of dening the virtual spherical light as an approximation to the
contribution of a single photon in reverse photon mapping with nal gathering.
Note that even though photon mapping is a natural way to derive the contri-
bution of our new light type to a surface point, our approach does not perform
any photon mapping or nal gathering in the usual sense.
96Table 4.1: Summary of the notation used in Chapter 4.
Symbol Description
x Surface sample position
v Surface sample viewing direction
pj Position of photon Pj
ij Incoming direction of photon Pj
rj Sphere radius at Pj

j Cone of directions from x towards the sphere
l A direction in 
j
y A surface point inside the sphere
4.4.2 The Photon Light
Reverse photon mapping [46, 48] traces photons P1;:::;Pn into the scene like in
traditional photon mapping, but also assigns a radius rj to every photon Pj. This
radius is arbitrary, as long as it tends to zero with an increasing number of photons.
Then intuitively, each photon \splats" its energy to all surfaces within radius rj
(note that this is still without nal gathering, which we will apply later). The
illumination leaving a surface point y in direction ! is computed from the photon
map as
L
p(y;!) =
n X
j=1
L
p
j(y;!) (4.1)
where the contribution of the single photon Pj is
L
p
j(y;!) =
jfr(y;ij;!)(ky   pjk < rj)
r2
j
(4.2)
Here j is the power of photon Pj, pj is its position, ij is its incoming direction
(pointing away from the surface), and (ky   pjk < rj) is an indicator expression
with the value of 1 if the condition is true and 0 otherwise.
97If we compute indirect illumination in the scene at point x in viewing direction
v by applying nal gathering to the photon approximation Lp, we get (assuming
innite precision of the nal gather)
L
ind(x;v) =
Z
H2
fr(x;v;l)cos(nx;l)L
p(y; l)dl; (4.3)
where H2 is the hemisphere above x, y = r(x;l) is the point visible from x in
direction !0, and nx is the surface normal at x. We implicitly clamp the cosine
function between two vectors, i.e. cos(a;b) = maxf(a  b);0g.
Expanding the function Lp using Equation (4.1), and moving the sum in front
of the integral, we get
L
ind(x;v) =
n X
j=1
Z
H2
fr(x;l;v)cos(nx;l)L
p
j(y; l)dl
| {z }
the photon light Lind
j (x;v)
: (4.4)
Here we denoted by Lind
j (x;v) the contribution of a single photon Pj to the indirect
illumination after nal gather. The photon thus acts as a light-source, which we
call the photon light. Its contribution can be rewritten by substituting Equation
(4.2) into Equation (4.4):
L
ind
j (x;v) =
j
r2
j
Z

j
fr(x;l;v)cos(nx;l)fr(y;ij; l)(ky   pjk < rj)dl: (4.5)
Since the photon only inuences surfaces within a sphere of radius rj centered at
the photon location pj, we replaced the integration domain H2 by 
j, the cone of
directions from x to this sphere. The indicator function (ky   pjk < rj) has to
remain in the integrand, because a ray sent into 
j can still end up outside the
sphere.
The contribution of the photon light to a given surface point can be computed,
for example, by uniformly sampling the cone of directions 
j with rays. However,
98Figure 4.6: Our VSL approach is benecial even in diuse scenes, where most
of the characteristic corner darkening from existing VPL meth-
ods is eliminated. These images show only indirect illumination.
Left image shows the result with VPLs and clamping, middle im-
age was computing using VSLs, and right image is ground truth
computed by path tracing.
this is not ideal { ray-tracing is unavoidable, and many rays intersect surfaces
outside of the sphere and have zero contribution, which results in signicant noise.
Therefore, we introduce several approximations to the photon light, resulting in
the VSL.
4.4.3 The VSL approximation
We propose to compute the contribution of a VSL to a surface sample as
L
s
j(x;v) =
j
r2
j
V (x;pj)
Z

j
fr(x;l;v)cos(nx;l)fr(pj;ij; l)cos(npj; l)dl: (4.6)
This denition is obtained from the contribution of a photon light (Equation (4.5))
by introducing the following approximations:
1. The visibility of the VSL is dened to be the visibility between the sample
position x and the photon location pj. This means that a VSL will have a
99sharp shadow, which has the advantage that fast GPU shadow mapping can
be used to compute the visibility.
2. The normal vector and BRDF for all surface points inside the sphere are ap-
proximated by the normal and BRDF at the photon hit location pj. There-
fore, all BRDF and cosine computations become local { they only depend on
the properties of surface points x and pj.
3. The indicator function (ky   pjk < rj) is replaced by an additional cosine
factor cos(npj; l). We have no way of knowing whether the ray that inter-
sects the sphere also intersects the surface in it, or intersects another surface
before getting to the sphere, or simply goes through the sphere encountering
no surface. However, as the sphere gets suciently small and distant from
x, and the surface becomes approximately at, the probability that the ray
intersects the surface of interest will approach cos(npj; l).
Our denition has several desirable properties:
 All computation depends only on information local to points x and pj, and
the visibility between them. In this respect, our light is no dierent from
standard cosine VPLs. Shadow mapping can be used to compute the vis-
ibility, and the integral in Equation (4.6) can be approximated in a GPU
shader.
 There is no 1=r2 fallo term, and therefore no singularities when shading
points very close to the light. No clamping is necessary, and corner darkening
(so typical for many-light methods) does not occur in our results (see also
Figure 4.6).
 Spikes from glossy lobes similarly do not have to be clamped, because they
are smoothed over a non-zero integration domain.
1004.4.4 Computing the VSL integral
Recall that to compute the contribution of a VSL to a surface point, we need to
compute the integral
Z

j
fr(x;l;v)cos(nx;l)fr(pj;ij; l)cos(np; l)dl: (4.7)
A natural strategy would be to use uniform, stratied Monte Carlo integration of
the cone of directions 
j. This works quite well, especially if we choose the number
of samples adaptively, proportional to the size of the solid angle j
jj.
If the surface point is relatively close to the light, and either one of the BRDFs
is suciently specular, then uniform sampling of the cone might not be the ideal
sampling strategy; instead, it might be benecial to importance-sample the BRDFs
in the integrand.
We propose to use multiple importance sampling (MIS) [88] to improve quality
in this case. We choose a number of samples using uniform sampling of the cone,
importance sampling of the BRDF on the surface sample, and importance-sampling
the BRDF on the light. These samples are combined using the balance heuristic,
i.e. the sample weights are proportional to the values of the probability density
with which they would have been generated. The eect of MIS on image accuracy
is illustrated in Figure 4.7.
Note that unlike most other applications of Monte Carlo in global illumination,
computing the value of our integrand does not involve any visibility rays, and is
therefore very well suited for evaluation in a GPU shader.
101(a) Uniform sampling of 
j (b) Sampling surface BRDF
(c) Sampling light BRDF (d) MIS (balance heuristic)
Figure 4.7: Illustration of dierent sampling strategies for computing the
VSL integral. A single VSL with relatively large radius is lo-
cated on the left wall of the box. All surfaces of the box have a
highly glossy Ward BRDF component with  = 0:03.
4.4.5 Implementation
Choosing the VSL radii. We make the VSL radii proportional to the density of
the lights, which can be approximated by searching for a small number of nearest
neighbors (say 10), and optionally multiplying by a constant.
Matrix row-column sampling. To achieve scalability with large numbers
of VSLs, we use the matrix row-column sampling algorithm from Chapter 2. The
VSL is implemented as a new GPU shader in our system. An important note is
102that glossy scenes usually lead to higher rank matrices, so we use a relatively high
numbers of rows (500-1,200) and columns (6,000-15,000).
4.5 Results
In this section, we show the results of our experiments with the VSLs on three
highly glossy scenes: kitchen, Disney hall, and tableau.
We ran all our results on a system with a quad-core Intel i7 (Nehalem) pro-
cessor, 6GB of memory, and an NVIDIA 280 GTX GPU. We show three scenes,
which are illustrated in Figure 4.8. For all of these scenes, we compute our result
(i.e., matrix row-column sampling using the new VSLs), a clamped VPL solution
(using standard row-column sampling) and the path tracing compensation of [56].
The VPL and VSL results are computed on the GPU, with the exception of
the clustering phase of the row-column sampling that runs on the CPU. The path
tracing results are rendered on the CPU and are fully multi-threaded. Unfor-
tunately, we do not have a GPU implementation of path tracing; however, the
speed-up would likely not be ground-breaking since most rays in path tracing are
incoherent. Detailed timings for our method are given in Table 4.2.
4.5.1 Kitchen
This scene is lit mostly by indirect illumination, with the only direct lights above
the stove. Most materials have a glossy component, and many are anisotropic.
The metallic surfaces of the counters and fridge have no diuse component. The
103Clamped VPLs: 30 s Our approach: 3 min 59 s Kollig-Keller: 2 hr 45 min
Clamped VPLs: 17 s Our approach: 1 min 50 s Kollig-Keller: 36 min
Clamped VPLs: 29 s Our approach: 3 min 6 s Kollig-Keller: 40 min
Figure 4.8: Left: Results generated with standard diuse-only VPLs and
clamping look clean, but are missing signicant amounts of il-
lumination. Middle: Our method preserves most of the glossy
illumination eects. Right: The missing component is compen-
sated by the method of Kollig & Keller, which dominates the
rendering time and remains noisy.
metallic surface of the stove right under the direct lights reects most of the light
energy back into the scene through its glossy BRDF, and creates a distinct stripe
eect on the ceiling. This eect is missing from the result using diuse VPLs { see
Figure 4.1.
Furthermore, algorithms like path tracing and photon mapping take a long time
to converge, because they keep missing the area of strong illumination. One might
104Table 4.2: Statistics for our results. We report the total number of VSLs, the
number of rows and columns used in matrix row-column sampling,
and the time for each phase of row-column sampling.
Scene Kitchen Disney Hall Tableau
#Polygons 515,375 38,035 797,641
#VSLs 200,000 200,000 250,000
#Rows 1,200 900 1,200
#Columns 10,000 10,000 5,000
Row render 60 sec 15 sec 20 sec
Clustering 19 sec 14 sec 18 sec
Column render 160 sec 81 sec 148 sec
Total 3 min 59 sec 1 min 50 sec 3 min 6 sec
also consider using bidirectional path tracing or Metropolis light transport; these
approaches can handle more dicult light paths, but tend to be even slower. Our
approach of combining matrix row-column sampling with VSLs seems to provide
a good match of quality and performance.
4.5.2 Disney Hall
This outdoor scene is lit by a sun-sky model. The main material of the building
has no diuse component, so the traditional VPL solution cannot capture any light
reection from the building whatsoever. Our method gives a noise-free result, al-
though it blurs some lighting features compared to the path-tracing compensation.
1054.5.3 Tableau
The tableau scene is a rather dicult environment composed of glossy objects
on an anisotropic Ward BRDF plane. The scene is lit by three spotlights, the
direct illumination of which is barely visible due to the lack of a diuse component
on the plane. While the traditional VPL approach cannot capture almost any
inter-reection, our VSL does quite well, only slightly blurring compared to the
path-traced compensation.
4.6 Discussion
4.6.1 Glossy VPLs
Standard VPLs consider only the diuse component of the BRDF at a surface
location. If the surface has no diuse component (as is the case for many surfaces
in our examples), then no illumination reected from the surface can be captured
at all. Naturally, we might ask: would using the full BRDF give better results?
The answer is that even though some glossy reection can be captured with
this method, the clamping constant needs to be substantially lowered compared to
using diuse-only VPLs, otherwise spikes from the glossy lobes of the lights will
be clearly visible. Thus even more illumination will be lost. In contrast, our VSL
approach preserves the glossy inter-reection eects and does not have spikes. See
Figure 4.9 for an illustration.
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Figure 4.9: (a) Images rendered using the \glossy VPL" technique without
clamping. The quality is clearly unsatisfactory, with spikes from
glossy lobes visible everywhere. (b) If we apply enough clamping
to eliminate most spikes, the image is once again missing signif-
cant energy and most glossy eects are clamped away. (c) Images
rendered with our technique capture most of the illumination and
do not have spikes.
4.6.2 Sphere vs. oriented disk
While our approach is based on virtual spheres, a natural question would be
whether other shapes, say oriented disks, might be preferable. The problem with
oriented disks is that integration over them is less convenient. Uniform sampling
of the disk area leads again to the infamous 1=r2 term and essentially identical
issues to VPLs. On the other hand, solid-angle sampling is non-trivial; computing
the solid angle subtended by an oriented disk requires complex elliptical integrals
[41]. Previous approaches used a \point-to-disk form factor" [16], but this is a very
crude approximation, correct only for a diuse surface oriented perpendicular to
the viewing direction. In our experience, it gives even worse results than VPLs
and clamping.
1074.6.3 Limitations
Computing the contribution of a VSL is more computationally expensive than
with VPLs; however they enable handling scenes that could not be rendered with
many-light approaches before.
Similar to photon mapping, our method is biased. Nevertheless, it converges
to the correct solution as the number of lights increases and their radius goes to
zero.
A more serious limitation is that the approach blurs sharp caustics. This prob-
lem might be alleviated by complementing our approach with caustics photon
maps. However, in glossy scenes it is dicult to determine which light paths give
rise to focused caustics and should be handled by the photon map.
4.7 Conclusion
We have introduced the virtual spherical light, which can approximate global illu-
mination in many-light methods with better accuracy than standard virtual point
lights. This new light addresses a fundamental limitation in many-light based for-
mulations: the loss of energy due to clamping and the use of diuse VPLs. We
have shown that rendering with VSLs produces high-quality images in minutes,
even in relatively dicult lighting scenarios where current approaches are either
incorrect, or converge very slowly (taking hours).
108CHAPTER 5
DIRECT-TO-INDIRECT TRANSFER
5.1 Introduction
In the previous chapters, we have looked at several dierent many-light rendering
algorithms, where the input was a scene description (including the light sources),
and the output was a single image or an animation consisting of several images.
In this chapter, we will look at a slightly dierent problem, often called relighting,
where the goal is to precompute some amount of data to enable interactive light-
source changes, such that global illumination is smoothly updated on the y.
More specically, our input is now just the scene description with a xed cam-
era, without the lighting. We are looking for an algorithm that precomputes, in at
most a few hours, some amount of data that will allow us to specify the lighting
and get a rendered image back almost instantly (say in less than 0.1 seconds) {
hence the term \relighting".
One possible application for this algorithm is cinematic lighting design (i.e.,
aimed at computer-generated feature lms), where artists carefully place lights in
the scene to evoke a specic atmosphere or feeling. This process is often impeded
by the slow performance of rendering algorithms, especially in scenes with complex
geometry, materials and lighting models. While it has been shown that indirect
illumination is desirable in many cinematic lighting tasks [86], the state-of-the-art
cinematic relighting algorithms before our algorithm was published, for example
[68], did not support indirect illumination. Using our approach, a lighting designer
can manipulate the lighting in an image and get interactive feedback with full global
109illumination.
5.1.1 An overview of our approach
The approach we will take to solve this problem is to treat it as a many-light prob-
lem. However, the problem is that the intensities of the virtual point lights are
unknown at precomputation time, and only get assigned at relighting time; there-
fore, we will only pick their positions at precomputation time. We will precompute
the light transport in the scene as a matrix A that encodes the contribution of
each light (assuming unit intensity) to each pixel of the image. Relighting can be
achieved by specifying a vector x of the actual light intensities; to get the nal
image, we simply compute the matrix-vector multiplication Ax.
Of course, there are several challenges { namely, the matrix might take too long
to precompute, and be too large to store in memory and to work with. Further-
more, we can no longer use the traditional particle tracing approach to generate
the VPLs after every change to the actual light sources, because it would be too
slow, and the positions of the VPLs would be changing (while our approach only
allows changing intensities). Later we will show how to overcome these issues.
1105.2 Related Work
5.2.1 Relighting with Direct Illumination
A large amount of previous work dealt with ecient recomputation of direct il-
lumination by caching visibility and partial shading in deep frame-buer data
structures. This was pioneered in the G-buer [71] and parameterized ray tracing
[78], and extended in ray trees [15] to support small visibility changes. Advances in
graphics hardware have allowed new relighting systems to be built by using GPUs
to evaluate direct illumination; some were deployed to major productions [37, 68].
Simultaneously, Tabellion [86] described the importance of indirect illumination for
cinematic rendering in an o-line context. Our main contribution is to augment
these systems with multiple-bounce indirect illumination at interactive rates.
5.2.2 Precomputed Radiance Transfer
Prior to our work, much research has been dedicated to relighting scenes under
distant illumination [81, 53, 63, 64, 62, 95]. These algorithms precompute and
compress the transport between distant lights and a set of scene samples, thus
making it possible to recompute the illumination for changes in lighting. The
main limitation of these approaches is that they only support distant lights.
Some of these techniques could be extended to \mid-range" lighting by taking
more samples and/or computing gradients [81, 4]. However, this approximation
does not fully address local lighting, where the lights can be positioned inside a
complex scene. Our approach builds on PRT approaches (especially [63]), but
111rather than using distant lights, we use a set of gather samples distributed in the
scene and recompute direct illumination on these samples.
Kristensen et al. [57] precompute and compress indirect illumination for a xed
set of local lights. When a light is moved, the indirect solutions from the closest
lights are interpolated to relight the environment. This system can deliver high
frame-rates with a moving camera. The drawbacks of this approach are the large
precomputation times (probably several days on a single processor), the limitation
to omni-directional point lights, and lower accuracy due to strong compression.
5.2.3 Sparse Sampling Approaches
[90] present a system based on a fast CPU ray-tracer, which supports dynamic
global illumination including light movement. However, the system runs on a
cluster of many processors to achieve interactive performance. Several systems
cache sparse global illumination samples, allowing for interactive camera and object
movement [93, 98, 7, 6, 24, 87, 9, 36, 22]. However, light movement in these systems
is not easily handled, since it invalidates most of the cached samples.
5.2.4 Hierarchical clustering techniques
Our problem of transporting light from gather samples to view samples could
theoretically be solved by techniques based on hierarchical N-body algorithms.
There is a large body of research on these techniques, starting with [42]. In fact,
Lightcuts could also be placed in this category.
While most of these systems do not target relighting, they could be adapted
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Figure 5.1: Overview of our relighting algorithm.
by precomputing a set of cluster-to-cluster links and reusing these when lighting
changes. However, we found that our solution based on Haar wavelets gives higher
performance, because it allows for a more ecient GPU implementation with on-
the-y coecient culling, and does not require one iteration per indirect bounce.
Drettakis and Sillion [26] present an interesting algorithm for interactive object
and light movement in a radiosity context; however, it probably would not scale
to the demands of cinematic relighting. Wavelet radiosity ([40] and follow-up
papers) is another related technique; however, most of this work is concerned with
investigating the feasibility of higher-order wavelets and not with the performance
and complexity that we focus on.
5.3 Direct-to-Indirect Transfer Formulation
This section presents the details of our relighting algorithm, illustrated in Fig-
ure 5.1. A summary of the notation used throughout the paper can be found in
Table 4.1.
113Table 5.1: Summary of the notation used in Chapter 5. For matrices and
vectors, we also denote the type of each element and the dimen-
sions. In the text, we use a w superscript to denote a matrix
(vector) that has been projected into wavelets.
Symbol Description Data Type Size
nv Number of view samples - -
ng Number of gather samples - -
vi Indirect on view samples RGB nv
gd Direct on gather samples RGB ng
kd Diuse coecients RGB nv
kg Glossy coecients RGB nv
T Full transfer matrix RGB nv  ng
F Final gather matrix RGB nv  ng
Fd Diuse nal gather matrix R nv  ng
Fg Glossy nal gather matrix R nv  ng
M Multiple bounce matrix RGB ng  ng
W Wavelet projection matrix R ng  ng
I Identity matrix R ng  ng
5.3.1 Assumptions
Fixed camera. We adopt a xed-camera approach for relighting. This is a com-
mon assumption in cinematic relighting, and has the advantage of better scalability
with geometric complexity, because the size of the matrix is given by the number
of pixels, not the geometric complexity or spatial extent of the scene. Furthermore,
it allows us to support arbitrary materials in the indirect computation.
The term deep frame-buer is sometimes used for this kind of approach { since
114the camera is xed, we can nd the position, normal and material for the surface
samples visible through pixels. We can store this information \inside" the pixels
{ hence the \deep" frame-buer.
Fast direct lighting. Our algorithm assumes that computing direct illumina-
tion from a small number of point lights is fast using well-known techniques (pixel
shaders and shadow mapping), an assumption veried in [68]. Therefore, our focus
is on recomputing the indirect illumination when a light changes.
Light paths. Finally, we compute the indirect illumination generated from
the diuse direct radiance; this obviously restricts the set of indirect paths that can
be handled. Essentially, in light paths of length 3 or more, the last bounce before
reaching the light source has to be diuse. This means we do not capture caustic
light paths. These paths could potentially be handled by combining the relighting
algorithm with the VSL approach presented in the previous chapter; however, this
remains for future work.
5.3.2 Direct-to-indirect transfer formulation
We introduce two sets of points: a set V of view samples, visible from the camera
through the pixels, and a set G of gather samples distributed around the scene. We
will also refer to these sets as \view cloud" and \gather cloud". In this chapter,
we prefer the term gather sample as opposed to VPL, since there is no longer a
correspondence between the gather sample and a light subpath as in standard VPL
approaches.
When a light moves, the direct illumination is recomputed on the view and
gather samples using standard shadow mapping. Let's denote by vd and gd the
115direct illumination on the view and gather samples, respectively.
Our problem is reduced to recomputing the vector vi of indirect radiances on
the view samples V ; once we have that, we can compute the nal image as vd+vi.
Under the assumption of xed view-point and light paths given above, this can be
done by transferring the diuse direct radiance on the gather samples through a
linear transform T to the view samples. We can write this as:
vi = T  gd (5.1)
In our case, the dimensions of the matrix will typically be nv = 640  480 = 300k
and ng = 64k. For such resolutions, the matrix T is very large and dicult to
precompute, store and multiply with. Thus, the rest of this chapter focuses on
achieving three goals: rst, we want to nd an ecient way of compressing the
matrix while maintaining high quality indirect illumination; second, we want to
be able to eciently evaluate the transport expressed in the new formulation; and
third, we want to keep the precomputation time reasonably short.
To make the storage and multiplication tractable, we project the lighting (i.e.,
gd) and the rows of the matrix T into a dierent basis { 2D Haar wavelets. After
the projection, many of the matrix elements become close to zero, and we can
cull many of the less important wavelet coecients, which turns the matrix into a
sparse one.
A similar idea was introduced in [63] for environment map relighting; the main
dierence in our approach is that we impose the wavelet basis on an unstructured
set of gather samples.
1165.3.3 Multiple bounces of indirect illumination
How are the elements of T dened? In case of single-bounce indirect illumination,
a given element (corresponding to the light transport between view sample vi and
gather sample gj) is simply the product of a material term, geometry term and
visibility. However, if we consider multiple bounces, the value of this element
becomes an integral over all paths of all lengths from vi to gj. This integral could
be evaluated by, say, bidirectional path tracing. However, the number of samples
would have to be quite high to limit noise, which would make the evaluation of
the matrix essentially intractable.
Instead, we propose a two-pass approach to precompute the matrix in rea-
sonable time. We split the transfer into a lower-precision multi-bounce matrix
M, which can be precomputed by a variation of photon-mapping, and a higher-
precision nal gather matrix F, whose elements can be dened explicitly. We use
wavelets to gain sparsity in both matrices. In this formulation, we can write
vi = F  (M + I)  gd (5.2)
where I is the identity matrix. In other words, we are computing F  gd (the one
bounce indirect illumination) and FMgd (the additional bounces beyond one).
5.3.4 Structure of the Gather Cloud
How do we map the point samples of the gather cloud into a domain where we
could apply wavelet projection? In environment map relighting systems, the cube-
map faces are natural candidates for 2D wavelet projection. However, our gather
cloud G is an unstructured set of point samples, with no obvious way to impose
117a 2D Haar wavelet basis onto it. (The problem does not change substantially by
considering 1D or 3D wavelets; we settled for 2D mostly because it is amenable to
GPU implementation.)
Since in our GPU implementation we store the gather data as square power-of-2
textures, the number of gather samples ng has to be a power of 4. The problem is
to atten the 4n samples into a 2n2n array. Let's dene a block of the array to be
a sub-region of the array of size 2k 2k, starting at coordinates that are multiples
of 2k (0  k  n). The attening should be such that blocks of the array contain
reasonably similar samples. This makes the Haar wavelet compression ecient.
We solve this problem by forming a cluster hierarchy on top of the gather
cloud. Each cluster is either a leaf with only one sample, or it has exactly four
child clusters of equal size. The top cluster contains all ng samples. The hierarchy
is thus a perfectly balanced quad-tree. The attening is implicit in the hierarchy
construction, and we can think of the gather array and the gather hierarchy as
equivalent. In Section 5.4.2, we describe how the hierarchy is constructed.
5.3.5 Wavelet formulation
One-pass formulation: A general matrix-vector multiplication can be expressed
in wavelet space by projecting each row of the matrix together with the vector.
Formally we can write:
vi = T  gd = (T  W
T)  (W  gd) = T
w  g
w
d (5.3)
To obtain sparsity, the full transport matrix can be approximated by culling the
less important coecients in Tw. This formulation makes relighting tractable by
118lowering the data storage and reducing computation time. Culling less important
coecients can also be applied to the lighting vector.
Two-pass formulation: We chose to separate the transfer into a multi-
bounce pass and a nal gather pass. We further split the nal gather into diuse
and glossy components. This allows us to reduce storage requirements, since scalar
values (instead of RGB) can now be used to represent the nal gather matrix (which
is the dominant component in terms of storage cost). In other words, the elements
of F are RGB triples, but after separating out the diuse/glossy coecients, the
elements of the matrices become single real values. We can write:
vi = v
d
i + v
g
i (5.4)
v
d
i = kd  (Fd  (M + I)  gd) (5.5)
v
g
i = kg  (Fg  (M + I)  gd) (5.6)
where kd and kg are the diuse and glossy coecients, * denotes an element-wise
multiplication and Fd and Fg are the diuse and glossy gather matrices with scalar
elements.
All matrix data is projected into wavelets and compressed by culling the least
important coecients; sparse matrix multiplications are performed after projecting
the required vectors into wavelet space. Thus our equations become:
v
d
i = kd  (F
w
d  W  (M
w  W + I)  gd) (5.7)
v
g
i = kg  (F
w
g  W  (M
w  W + I)  gd) (5.8)
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Figure 5.1 gives an overview of our relighting algorithm. When a light is moved,
the direct illumination on gather samples G is recomputed using the GPU and
projected into the wavelet basis. The multi-bounce transfer matrix Mw (trans-
formed into wavelets and compressed) transfers this into the indirect illumination
on the gather samples. After another wavelet projection, the nal gather matrix
Fw (also transformed into wavelets and compressed) is nally applied to transfer
the illumination (both direct and indirect) from the gather cloud to the view cloud.
For better compression, the nal gather is actually split into two components
corresponding to diuse and glossy transfer. The indirect illumination is then
reconstructed on the view samples by multiplying with the diuse and glossy coef-
cient of each sample and combined with the direct illumination on view samples
to produce the nal image. The reason for this split is that memory can be saved,
because the split allows for the elements of the nal gather matrices to be scalars,
rather than RGB values. However, if memory space is not an issue, it is more
straightforward to use a single nal gather matrix.
5.4 Data Precomputation
Here we describe how we pick the gather samples, how the cluster hierarchy is
constructed on top of them, and how the transfer matrices are precomputed.
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Choosing the positions of the gather samples is crucial for the quality of our al-
gorithm. We can use uniform-sampling algorithm for small box-like scenes, but
we will extend it to importance sampling for larger environments, which takes
advantage of the fact that given a xed view-point there are large dierences in
how much dierent parts of the scene contribute to the nal indirect lighting. The
concept of importance was rst introduced in [83].
Uniform sampling
Assume we are given a set of triangles, and a budget of ng desired samples. We
want to uniformly cover the scene surfaces with samples, so that the expected
number of samples on a given triangle is proportional to its area.
We can use a divide-and-conquer approach to distribute the samples. We split
the set of triangles into two subsets of roughly equal total area by an axis-aligned
plane, split our budget accordingly, and continue recursively. Eventually we reach
one of two cases. Either we only have one triangle left to sample, in which case we
sample it uniformly. Or, we might be left with a budget of one sample, in which
case we pick a triangle randomly (area-weighted) and pick a sample within that
triangle. For each sample, we also store the normal, the area represented by the
sample and the diuse albedo.
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To extend the uniform sampling approach to importance sampling, the basic idea
is to compute the importance of each triangle and make the expected number of
samples of a triangle proportional to the product of its area and importance, rather
than just area, so that we do not allocate most of our samples to areas that do not
matter for our particular view. We can also subdivide large triangles, so that the
importance evaluation is not too coarse for them.
To compute the triangle importances, we use a variation of photon mapping,
where particles are shot from the view samples. A number of particles (\impor-
tons") with unit energy are shot from every view sample, and bounced around
the scene like in standard particle tracing. To estimate the importance of a given
triangle, a density estimation is done at a random point of the triangle. We could
alternatively just increase the importance of every triangle that is hit by a particle,
but that could miss small triangles completely, and no samples would be generated
on them.
5.4.2 Gather Hierarchy Construction
As noted in section 5.3.4, we build a perfectly balanced quad-tree of clusters on
top of the gather samples. This tree has two functions { it denes the attening of
the samples into a 2-dimensional array amenable for wavelet compression, and it is
used to speed up the nal gather matrix computation, by allowing us to consider
links to clusters of gather samples instead of linking to every single gather sample.
We build the tree top-down, by splitting the set of samples into two equal
122subsets and continuing recursively. Splitting should be done so that samples in
any one of the two subsets are as similar as possible.
To split a set of samples, we use an algorithm that iteratively improves the split.
The well-known k-means algorithm would repeat two steps: assign each sample to
the partition with the closer centroid, and recompute the centroids. However,
this might not split the set equally. Therefore, we use a simple modication: we
compute for each sample the value d(s;c1)   d(s;c2), where d(s;ci) is the squared
distance from the sample s to centroid ci. This way, a negative (positive) value
implies closeness to c1 (c2). We sort the samples by this value and use the rst and
second half of this array as the new partitioning. We iterate until convergence.
The distance function used above depends both on positions and normals:
d(s;c) = K
2kps   pck
2 + d
2kns   nck
2 (5.9)
where d is the length of the scene bounding-box diagonal. We found good values
of K to be about 20 to 40. Giving very low weight to either positions or normals
leads to sub-optimal hierarchies, with higher error for the same number of preserved
wavelet coecients.
5.4.3 Computing the Matrices
Our goal is to precompute the matrices Fw and Mw . We compute them row-
by-row, by rst computing a row of the original (dense, unprojected) matrix, then
projecting it into wavelet space, and keeping the desired number of the most impor-
tant coecients. For the nal gather matrix, we could actually utilize GPU shadow
mapping to compute the visibility for the row elements; however, we currently use
123a ray-tracer to do that, since it does not have any artifacts from self-shadowing or
aliasing. This decreases the performance of the precomputation phase, but has no
eect on the relighting performance, which is the key in this application domain.
Furthermore, we actually compute the rows of the original matrices only ap-
proximately. For the nal gather matrix F , a hierarchical algorithm is used, where
clusters of gather samples that are far enough or small enough can be approximated
by collapsing into one sample. For the multi-bounce matrix M , we use a photon
mapping variation to compute the rows.
We preserve the most important coecients in a particular way. Instead of
just keeping coecients with highest values, we rst weight them by the number
of non-zeros of the corresponding wavelet basis function, i.e. its \area". This gives
much better results. The intuition for this is that the wavelet basis functions are
essentially \wavelet lights", area lights with both positive and negative parts. A
matrix coecient gives the intensity of such a light, but the energy of the light is a
better indicator of the amount of error introduced by ignoring the coecient. The
area-weighting can be seen as an approximate conversion of intensity to energy.
The diuse nal gather matrix
The elements of the diuse nal gather matrix Fd are one-bounce diuse contri-
butions of every gather sample to every view sample. These are easy to dene
analytically: they depend on the visibility between the view and the gather sam-
ple, their normals, their distance, and the area represented by the gather sample.
This is similar to a form factor in radiosity, except we use point samples instead
of patches.
124A simple brute-force approach to compute the matrix Fw
d would be to evaluate
each row of Fd completely, and wavelet-project the row. Instead, we use a hier-
archical approach similar to N-body algorithms or lightcuts [42, 94]: if a cluster
of gather samples is far enough and/or small enough, we can compute a link to a
random sample in the cluster and assume all other links to the rest of the cluster's
samples are the same.
To decide whether a cluster should be subdivided, we use an approximate solid
angle heuristic: we check if s2=d2 is greater than a user-dened threshold, where
s is the cluster bounding-box diagonal and d is the distance to the cluster center.
We also cull clusters that are completely behind the view sample.
Elements of Fd are proportional to 1=r2, where r is the distance between the
corresponding view-gather sample pair. This creates numerical problems if r is
small (especially at corners) { this is the same clamping issue that exists in all
many-light approaches to global illumination. Currently we simply clamp the
values of Fd to a constant (say 0:1). This leads to some darkening in the corners;
however, in most cases this is not too distracting.
The glossy nal gather matrix
Our approach to compute Fg (and Fw
g ) is analogous to the diuse case. There are
two dierences. First, the elements will have the value of the glossy BRDF factored
in. Second, we can update the solid angle heuristic to force more subdivision
around the peak of the lobe. (Eectively, the subdivision threshold will depend on
the value of the lobe. Similar adaptive subdivision is done in Lightcuts [94]).
This technique works well for both sharp and wide lobes, and it is reasonably
125fast. However, it cannot handle the full range of glossy light paths, because it
misses inter-reections between glossy surfaces. This remains an open research
problem.
The multiple-bounce matrix
Since the output of the multiple-bounce pass is not viewed directly, we assume it
can be computed and stored with lower precision. We use a variation of photon
mapping to compute approximate rows of the matrix M. To get Mw, we project
the rows and keep important elements, as before.
We cannot shoot photons from light sources, since we do not know their posi-
tion. Therefore, we shoot the photons from the gather samples themselves. Each
gather sample is treated as a Lambertian emitter (note that we know the area that
the sample represents). Each photon is deposited and bounced at each surface hit
point, as in standard photon mapping. Russian-roulette can be used to get a the-
oretically innite number of bounces; however, in our results we limit the photon
path length to 3.
Additionally, we store with each photon the ID of the gather sample it origi-
nated from. After the shooting and depositing pass is nished, a K-nearest-photon
query is done at every gather sample. For each sample gi, this set of photons gives
us a sparse (non-wavelet) approximation of the i-th row of M.
Note that K should be much higher than the number of preserved wavelet
coecients; otherwise the matrix is too noisy, which makes the wavelet projection
inecient. In our results, we use one million photons total, 2000 photons in the
nearest photon query, and 40 preserved wavelet coecients.
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Figure 5.2: Data layout used to eciently encode the sparse image-based
multiplication.
5.5 Implementation Details
5.5.1 Sparse Matrix-Vector Multiplication
Recall that at relighting time, we recompute the indirect component as a sparse
matrix-vector multiplication. In the following, we will describe the data arrange-
ment that allows for an ecient GPU implementation of this multiplication.
We introduce an image-based approach to computing this multiplication. As
noted in [63] and other environment-map-based relighting work, the non-zero ele-
ments in gw
d essentially give the coecients of \wavelet lights" that approximate
the original (unprojected) lighting vector gd. Our wavelet lights span the surfaces
of the scene, instead of corresponding to environment map blocks. The columns of
the matrix Tw can be viewed as images rendered with the corresponding wavelet
light having an intensity of 1 and all other wavelet lights being o. The multipli-
cation is performed by accumulating each of these images scaled by the intensity
of the corresponding wavelet light.
127Another approach to matrix-vector multiplication is the row-based one, where
elements of the output vector are computed one-by-one as dot products of matrix
rows with the vector. One major benet of the image-based formulation is that
it can exploit sparsity also in the vector, not just the matrix: we can skip the
accumulation of images that correspond to wavelet lights of negligible intensity.
Transport-weighted on-the-y wavelet culling
We cull wavelet lights that have a small contribution to the nal image. In par-
ticular, we ignore wavelet lights where the norm of the intensity of the wavelet
light multiplied by the norm of the corresponding column is less than . This \on-
the-y" wavelet culling (also called \non-linear approximation" in other relighting
work) gives a further speed-up when small errors are acceptable in the nal image.
Note that this type of culling is dierent from the one used when precomputing
transfer matrices (see section 5.4.3) { here we know the norm of the whole column
and the wavelet light coecient, while at precomputation time we simply keep the
most important wavelet coecients in each matrix row.
5.5.2 Mapping Computation to GPUs
Porting the transport algorithms to GPU gave us a considerable speed-up; we
have measured factors of 3 to 9 compared to a version that runs the sparse matrix
multiplication on the CPU. (The hardware we used is described in Section 5.6).
Direct illumination on the view and gather samples is evaluated by rst render-
ing shadow maps for the current light and then shading images containing position,
normals, diuse and specular coecients for each sample; arbitrary direct illumi-
128nation models are expressed using light shaders written in a high level shading
language. In this respect our algorithm is similar to [68].
Soft-shadow lights are evaluated by performing multiple passes, recomputing
shadow maps and shading images in each pass, and accumulating the results.
Shadows for omni lights use six shadow maps arranged in a cube-map. Shadow
map computation is accelerated by per-object culling.
The direct illumination computed on the gather samples, gd, is passed through
a sequence of transforms and nally reconstructed in an indirect image. Direct
and indirect are then accumulated and resampled for antialiasing. Our system
supports multiple lights by caching the results of all lights but the one that is
currently moving; therefore, having more lights does not decrease performance.
One of the challenges we found in mapping to the GPU was making sure our
algorithm kept all data in GPU memory. For this reason, we quantize normals and
material information to 8 bit xed-point precision, while keeping positions in 16
bit oating-point precision. All transform data, which constitutes the majority of
the dataset size, is also quantized to 8 bits with additional scaling factors stored
for each block. Buers containing partial results are stored in 16 bit oating-point.
We have found no artifacts due to quantization in our tests.
GPU implementation of image-based matrix-vector multiplication
Our algorithm computes light transport as a sequence of 2D Haar wavelet trans-
forms and sparse matrix multiplications. Wavelet transforms are implemented
using a multi-pass technique, where in each pass the image is shrunk by a factor
of 2 and a shader computes the coecients corresponding to that level.
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sparse matrix multiplications. The image-based formulation introduced previously
allows us to perform this multiplication very eciently on the GPU. We draw one
camera-aligned quad for each image block in the sparse matrix. Each quad is
shaded by multiplying the matrix elements, corresponding to the current block
and stored in the atlases, by the wavelet light intensity. Image blocks (and thus
the corresponding quads) are drawn sorted by the texture atlas they access, to
avoid state changes.
Finally, we have implemented wavelet light culling in a vertex shader. Block
norms are computed as a preprocess and sent to the vertex shader together with
the texture containing the wavelet light intensities. The vertex shader can then
cull the block if its norm, multiplied by the wavelet light intensity, is below a
threshold.
Comparison with row-based multiplication
Here we compare our approach to another, commonly used sparse matrix-vector
multiplication algorithm [14], which we called row-based. In this case, for each
output pixel, a list stores indices to wavelet lights and their associated coecients
(either one or three channels).
One advantage of the row-based algorithm is that it can be applied to almost
any kind of sparsity in the matrix, while the image-based method requires a very
specic kind of sparsity. However, we found this method has some disadvantages.
First, on-the-y culling is not possible. Second, the data in this format cannot
be quantized nor packed as well as in the image-based format, which means that
more GPU memory is needed to achieve the same quality. Third, the row-based
130algorithm requires at least one dependent texture read, decreasing performance
further. The image-based algorithm does not use dependent texture reads.
A comparison of the two methods gave us about 50% speed-up for image-based
code without any on-the-y culling, and even more with culling. Note, however,
that our ndings were true on GPUs that are now 3-4 years old, and it might very
well be that the row-based method performs better on current GPUs. See [49] for
an approach improving on ours and using the row-based multiplication, and [12]
for a modern study of sparse matrix-vector multiplication on the GPU.
5.5.3 Multi-sample Antialiasing
Indirect illumination in our implementation is always computed per-pixel, Our
system performs view antialiasing by supersampling, computing direct light at
higher resolution and then downsampling. We supersample by a factor of 2 and
use a box lter to downsample.
To combine direct and indirect, we upsample the indirect to the direct's resolu-
tion, while avoiding light leaking across edges. We do this by assigning the indirect
color to the closest neighbor (based on normal and position) in a 3x3 region around
the direct sample. This technique is inspired by the edge-preserving anti-aliasing
used in [8], except we infer discontinuities from positions and normals instead of
nding them explicitly.
131Table 5.2: Statistics of the scenes tested with direct-to-indirect transfer.
Sponza Still Hair Temple
Triangle count 66k 107k 320k 2124k
Final gather preprocess 1.2 hrs 1.3 hrs 2.6 hrs 2.2 hrs
Avg. visibility rays 4164 3863 5159 6754
Final gather size 72 MB 80 MB 100 MB 58 MB
Multi-bounce size 23 MB 19 MB 10 MB 26 MB
Final gather coes 100 100 100 100
Multi-bounce coes 40 40 20 40
Spot light
FPS range (cull on) 21.3 - 24.9 13.7 - 18.7 18.0 - 24.7 13.8 - 25.8
FPS range (cull o) 13.1 - 15.5 10.9 - 13.0 9.5 - 10.7 11.3 - 13.2
Shadow map rendering 1.4 ms 2.7 ms 3.7ms 4.9 ms
Shading view & gather 3.6 ms 3.5 ms 3.9 ms 3.5 ms
Transform (cull on) 32.9 ms 46.1 ms 27 ms 44.2 ms
Transform (cull o) 62.8 ms 76.4 ms 82.8 ms 56.5 ms
Final ltering 4.7 ms 4.6ms 5 ms 4.9 ms
Omni light
FPS range (cull on) 13.7 - 18.2 11.4 - 13.5 9.7 - 11.5 8.5 - 9.1
FPS range (cull o) 11.3 - 12.2 9.7 - 10.5 8.6 - 10.0 6.7 - 7.5
Shadow map rendering 7.3 ms 11 ms 15.2 ms 47.4 ms
Shading view & gather 10 ms 8.3 ms 12 ms 11.6 ms
Transform (cull on) 44.8 ms 58.2 ms 67.4 ms 47.1 ms
Transform (cull o) 62.7 ms 75.8 ms 83.4 ms 64.2 ms
Final ltering 4.7 ms 4.8 ms 5 ms 5.3 ms
132(a) multi-bounce: 8 coes (b) multi-bounce: 40 coes (c) pure Monte Carlo
nal gather: 20 coes nal gather: 100 coes (1 hour on 32 processors)
Figure 5.3: A scene lit by a sharp spotlight on the oor. The most important
factor aecting quality is the number of preserved wavelet coef-
cients. Our results use the number of coecients shown in (b),
which is enough to get a close visual match with the reference
image without sacricing interactive performance.
5.6 Results
We have tested our algorithm on a 3.2 GHz P4 with 2 GB of RAM and an NVIDIA
7800 graphics accelerator with 256 MB of RAM. Note that our implementation uses
only one processor for data precomputation, but it would be easy to parallelize;
furthermore, the CPU and GPU used in this project were manufactured in 2005,
so the results would be much faster with 2009 hardware.
Table 5.2 shows various statistics for our algorithm running at a video resolution
of 640  480 with per-pixel indirect illumination and 2  2 supersampled direct
illumination.
The scenes where chosen to show dierent degrees of geometric and material
complexity. We have chosen two architectural environments, Sponza and tem-
ple, that display spatially large environments and a geometric complexity of 2.1M
polygons (temple). In addition, we tested our algorithm on a hair-ball scene that
displays all its highly detailed geometry directly in the view, and nally a still-life
133(a) Sponza atrium
(b) Hair ball
(c) Temple
(d) Still life
Figure 5.4: Images rendered with our system using omni and spot lights:
Sponza, hair ball, temple, still life. In each case, we achieve
interactive performance of 13-25 frames per second.
134scene with smooth and sharp glossy objects, detailed bump-maps and plant leaves.
5.6.1 Run-time performance
Images of each scene, lit by omni lights and spot lights, are presented in Figure 4.2;
note that some light congurations show large areas illuminated exclusively by
indirect illumination.
In all these cases, we were able to compute accurate indirect illumination at
interactive rates of roughly 7{15 frames per second without on-the-y wavelet
culling, and roughly 9{25 frames per second with culling, with almost no percepti-
ble dierence. These frame-rates show that our system can handle scenes with high
polygon counts, whether this geometric complexity is spread over a large volume,
such as in the temple scene, or concentrated in a small one, like in the hair-ball
scene.
As seen in Table 5.2, the run-time of the GPU relighting is dominated by the
transfer and occasionally by the shadow map rendering. Wavelet culling can be
used to increase transfer performance with no objectionable artifacts. Furthermore,
if slight artifacts are acceptable, additional performance can be gained by more
aggressive light culling, providing a speed-quality trade-o. Shadow map rendering
was only accelerated using per-object culling; we believe further optimizations,
including LODs, would speed up this component considerably with no loss of
visual quality.
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For each of our scenes, we have chosen a 64k gather cloud, a number we picked
as the smallest one that gave us high quality results. (Note that our choices are
limited by the power-of-4 requirement.) The corresponding matrix data sets were
culled to t in GPU memory after quantization to roughly 100 MB of data for the
two sparse matrices. This is enough for a high-quality solution; future GPUs with
more memory will allow for higher image resolutions.
5.6.3 Precomputation time
Our system requires modest precomputation times, in the order of a maximum
of 3 hours on one processor. This time is dominated by the nal gather matrix
computation, which took at most 2.6 hours. Note that these timings are linear in
the number of view samples (pixels) { a smaller image would be correspondingly
faster. We check about 5000 rays per pixel, a number comparable to typical load
for a high-quality nal gather in ray-tracing settings. All other precomputation
(sampling view and gather clouds, multi-bounce transfer, packing) takes less than
20 minutes.
5.6.4 Lighting eects
The still-life dataset shows that our system can handle sharp glossy materials,
typically problematic in other relighting work, together with high complexity geo-
metric details in the bump maps as well as the plant leaves. Note that the indirect
illumination is very detailed, since it is computed fully per pixel, without rely-
136ing on any kind of subsampling. While the main drawback of our solution is the
xed-view limitation, we believe that the high resolution indirect illumination, to-
gether with arbitrary glossy materials and high geometric complexity justies our
assumption.
Figure 5.5 shows images generated with arbitrary light shaders: a light pro-
jecting arbitrary images, a colored light modeled after a widely-used cinematic
lighting model [11], and a multi-sampled soft-shadow light. We have also simu-
lated a sun-sky model using a distant light for the sun and ambient occlusion for
the sky, useful for outdoor environments. Some of these lights have high frequency
details and many degrees of freedom, which are problematic in previous approaches
but very common in cinematic lighting. Our system can handle all of these cases,
together with any arbitrary direct illumination algorithm, since it precomputes the
direct-to-indirect transfer itself, rather than trying to interpolate a small number
of fully precomputed solutions. That would miss many interesting lighting details
in the indirect, like the crisp reections and indirect shadows in the still-life scene.
5.6.5 Comparison with Monte Carlo
The image quality in our algorithm is aected by several factors: the number
of gather samples, their distribution, approximations made when computing the
matrices, etc. However, we found that the most important factor is the number of
preserved wavelet coecients. Figure 5.3 shows that for the numbers of coecients
used in our results (100 for nal gather and 40 for multi-bounce) we get a good
visual match to the reference Monte Carlo solution. If we treat these images as
vectors of 640  480  3 elements between 0 and 1, the relative error (measured as
the norm of the dierence divided by the norm of the reference) is 13.6%. However,
137(a) A colored light. (b) Projected textures.
(c) A soft-shadow light. (d) A colored light.
(e) A colored light. (f) A \sun-sky" lighting model.
Figure 5.5: Images rendered with our system using various light shaders.
most of the dierence is on the edges, since our algorithm and the path tracer have
dierent anti-aliasing algorithms. If we eliminate these pixels (which account for
less than 5% of the image) the relative error is 5.4%.
5.7 Conclusion
We have presented an interactive relighting system aimed at cinematic lighting
design, which supports multiple-bounce indirect illumination in scenes with high
138geometric complexity. The main idea is to precompute the direct-to-indirect trans-
fer from a set of gather samples distributed in the scene to the view samples corre-
sponding to image pixels, and compress it in wavelet space. Sparse matrix-vector
multiplication is eciently performed on the GPU.
This work was published in 2006 and already had a signicant impact. It was
improved upon by other researchers; example papers include A meshless hierar-
chical representation for light transport [61], iCheat: A representation for artistic
control of cinematic lighting [49], and Fast, realistic lighting and material design
using nonlinear cut approximation [17].
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CONCLUSION
In the nal chapter, we summarize the content and contributions of this thesis.
6.1 Matrix Row-Column Sampling
In Chapter 2, we introduced the formulation of the many-light approach as a large
matrix of light-surface interactions, and noted that in many practical scenarios,
the matrix will be close to low rank.
We introduced discrete Monte Carlo, a general method to approximate sums.
We analyzed the eect of importance sampling and clustering (or stratication)
on the expected error, and found a clustering objective function that should be
minimized to obtain the optimal estimator. Next we introduced the matrix row-
column sampling algorithm, which computes a subset of the rows and columns of
the lighting matrix to approximately reconstruct an image. The sampled rows give
rise to a reduced matrix, and an analysis of this matrix tells us which columns to
sample and which linear combination of them should be used to reconstruct the
nal image. In particular, this is done by optimizing the clustering on the reduced
matrix. Because of the low-rank nature of the problem, this clustering is often also
close to optimal for the full matrix.
We have shown a practical implementation of this technique, using fast GPU
computation to evaluate the rows and columns. We solved the large-scale clustering
problem by a combination of two heuristics { random sampling and top-down
splitting. We have shown results demonstrating high-quality, accurate rendering
in several seconds on consumer-level hardware.
1406.2 Tensor Extension of Matrix Row-Column Sampling
In Chapter 3, we have shown how to extend matrix row-column sampling for ren-
dering animations consisting of multiple frames. There are two reasons for doing
this { reducing temporal ickering caused by randomization, and exploiting tem-
poral coherence to decrease the necessary number of samples. The main idea is to
concatenate the lighting matrices of the successive frames to form a 3-dimensional
tensor. Each element of the tensor represents the contribution of one light to one
pixel in one frame. This allows for arbitrary animation { camera movement, rigid
object movement and deformation.
The solution we introduced is to extend the clustering from the previous chap-
ter to work over light-frame pairs, not just lights. We enforce the clusters to
be \rectangular", in the sense that every cluster will be a cross-product of a set
of lights with a (consecutive) set of frames. We have adapted the sampling and
splitting heuristics to eciently produce clusters of this kind, and shown an im-
plementation that can produce high-quality animations by sampling as few as 100
rows and 200-400 columns of the tensor per frame on average.
6.3 Virtual Spherical Lights { Addressing Energy Loss in
Many-Light Rendering
In Chapter 4, we addressed an annoying problem with the many light formulation,
which previous work largely ignored { the illumination loss due to the necessary
approximations of clamping and diuse VPLs. Using operator notation, we have
formalized the component of global illumination that is captured by the many-light
141method, and the two missing components { one due to clamping, the other one
due to using only diuse VPLs. We have seen that the missing illumination can
be quite signicant in glossy scenes, and that compensating for it by a method like
path-tracing is not a satisfying solution, because it can be as slow as solving the
whole problem by path-tracing in the rst place.
We instead proposed to replace traditional VPLs by a new light type, the virtual
spherical light (VSL). We derived the VSL by considering the contribution of a
single photon to the image in reverse photon mapping with nal gathering, and
introducing approximations to preserve the desirable properties of VPLs for GPU
rendering. The main feature of the VSL is that its contribution is computed by
integration over a non-zero solid angle, which eliminates spikes caused by narrow
glossy BRDF lobes and by the divergence of the geometry term. We have shown
how multiple importance sampling can help us computing the VSL integral. Our
implementation of this technique achieves promising results { it enables us to
use many-light approaches in scenes with signicant glossy inter-reection and
complex illumination that would previously take hours to render by pure Monte
Carlo algorithms.
6.4 Direct-to-Indirect Transfer
In Chapter 5, we explored the problem of relighting with global illumination. The
goal was to precompute some information about a static scene with a xed camera,
such that the direct light sources can be changed interactively by the user.
The approach we take is to precompute and store the lighting matrix that maps
the illumination of gather samples (essentially VPLs whose positions have been
142predetermined) to the image pixels. In fact, we use two matrices, a lower-accuracy
matrix capturing multiple bounces of indirect light, and a higher-accuracy one
for the nal gather. We compressed the matrices using wavelet projection, thus
making them sparse. Relighting is achieved by specifying a vector of the actual
light intensities, and multiplying it by the above matrices.
We have shown a practical implementation of this technique, using the power
of the GPU to compute the direct illumination and the sparse matrix-vector multi-
plications. Our prototype achieves interactive high-quality relighting with multiple
bounce of indirect illumination in quite complex scenes.
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