Abstract. We show that for all countable ordinals α, all linear orderings of Hausdorff rank α have d−Σ 2α+1 Scott sentences. It follows from results of Ash that this upper bound is tight, i.e., for every countable α there is a linear ordering whose optimal Scott sentence has this complexity. As a consequence of our results we obtain a new proof for an old theorem of Nadel which showed that no scattered linear ordering can have high Scott rank. We furthermore show that for all countable α the class of Hausdorff rank α linear orderings is Σ Σ Σ 2α+2 complete.
Introduction
Scott [Sco63] showed that any countable structure A can be described up to isomorphism among countable structures by a single sentence of L ω1ω , called the Scott sentence of A. The logic L ω1ω extends finitary first-order logic by allowing countable disjunctions and conjunctions; if the conjunctions and disjunctions are over c.e. sets of formulas, the sentence is called computable.
Although there is no prenex normal form for formulas of L ω1ω , there is a normal form which allows every L ω1ω formula to be measured by a kind of quantifier complexity. Each is logically equivalent to a Σ α or Π α infinitary formula for some countable ordinal α. A formula which is both Π α+1 and Σ α+1 is called d-Σ α ; equivalently, such a formula is a conjunction of Π α and Σ α formulas.
Closely related to the complexity of a structure's Scott sentence is its Scott rank. Scott rank is a well-studied notion in computable structure theory and descriptive set theory. For example, in [AK00] Scott ranks for classes of structures such as ordinals, vector spaces, and Boolean algebras are calculated. However, there exist several incompatible but closely related definitions of Scott rank in the literature. Montalbán [Mon15] attempted to standardize Scott rank by proposing that a structure A's categoricity Scott rank, the least α such that A has a Π α+1 Scott sentence, is the most robust such notion. However, in [AKM18] it is shown that a least quantifier-complexity Scott sentence for a structure exists, from which
The first author was supported by NSF grant DMS-1547292. The second author was supported by the Austrian Science Fund FWF through project P 27527. We are grateful to Julia Knight for many helpful discussions and comments. one can calcuate a structure's categoricity Scott rank as well as the other notions of Scott rank discussed in [Mon15] . Therefore a least complexity Scott sentence gives a more finegrained picture than the Scott rank of a structure.
In the case that the structure is computable, the least complexity computable Scott sentence gives an upper bound on the complexity of the set of indices of its computable copies. The complexity of a computable structure's index set has seen a lot of interest in the last few years. Although in general the least complexity of a structure's Scott sentence does not establish the complexity of its index set [KM14] , the two have been closely related in practice. Often, as in [Cal+06] , index set results for several classes of algebraic structures were first conjectured by finding an optimal Scott sentence.
In this article we investigate the complexity of Scott sentences of scattered linear orderings. Results of Ash [AK00] imply that for countable α, ω α has a Π 2α+1
optimal Scott sentence and Nadel [Nad74] gave an upper bound on the complexity of Scott sentences of scattered linear orderings by showing that that the complexity of the Scott sentence of an ordering of Hausdorff rank α is less than Π ω·(α+2) . We obtain much tighter bounds: All scattered linear orderings of Hausdorff rank α have a d-Σ 2α+1 Scott sentence, and this bound is tight in the sense that there is a scattered linear ordering of Hausdorff rank α for which this sentence is optimal. For the Hausdorff rank 1 case, we classify the linear orderings which have Π 3 Scott sentences, show that this is optimal and prove that all other Hausdorff rank 1 linear orderings have d-Σ 3 optimal Scott sentences. A result by McCoy shows that every
Hausdorff rank 1 linear ordering has a Σ 4 Scott sentence. Results by Frolov and Zubkov (unpublished) show that for finite α > 1 there are orderings with a Scott sentence of complexity Π n for any n, 3 < n < α. Since for every α, there exists a linear ordering of Hausdorff rank α having a d-Σ 2α+1 Scott sentence this implies that one cannot obtain optimal bounds in general. Nadel [Nad74] observed that the Scott rank of any computable structure must be less than or equal to ω is the first non-computable ordinal.
A structure with categoricity Scott rank ω CK 1
or ω CK 1 + 1 is said to have high Scott rank. Note that if a structure has high Scott rank in one notion of Scott rank then this holds for every notion that appears in the literature. Nadel [Nad74] also showed that the Scott rank of a computable scattered linear ordering cannot be high. As a corollary of our results we get a new proof of this theorem. Several examples of structures with high Scott rank have been found. One of the first is due to Harrison [Har68] who constructed a computable linear ordering of order type ω of structures of high Scott rank whose computable infinitary theory is not ℵ 0 -categorical.
We also obtain a new result on the Borel complexity of classes of scattered linear orderings. It is well known that the class of scattered linear orderings is Π 1 1
complete; see for instance [Kec12] . We refine this picture by proving that the class of linear orderings of Hausdorff rank α is Σ Σ Σ 2α+2 complete.
In the rest of this section we review the concepts needed in this article. In Section 2 we calculate the complexity of the Scott sentences and in Section 3 we show that our bounds are tight and calculate the Borel complexity of the class of linear orderings of Hausdorff rank α.
1.1. Infinitary logic, back and forth relations and Scott sentences. Every formula of L ω1ω is equivalent to one which is Σ α or Π α , which we define inductively as follows:
(1) A formula ϕ(x) is Σ 0 iff it is Π 0 iff it is a finitary quantifier-free formula.
(2) A Σ α formula is a formula of the form i∈ω ∃xϕ i (x) where each ϕ i is Π β for β < α.
(3) A Π α formula is the negation of a Σ α formula. Equivalently, such a formula of the form i∈ω ∀xϕ i (x) where each ϕ i is Σ β for β < α.
A formula is said to be X-computable if all of its disjunctions and conjunctions are over X-c.e sets of formulas. Notice that every infinitary formula is X-computable for some X. We write Σ This result implies that every countable structure has exactly one least complexity Scott sentence in the following partial order:
Montalbán [Mon15] proved that several conditions are equivalent to having a 
If A = B and the structure is clear from context we often abuse notation and write a ≤ α b. For a thorough treatment of back and forth relations including the case where α = 0 see [AK00, Chapter 15]. Let A be a structure, then a tuple a ∈ A <ω is α-free if
Given A and c ∈ A <ω we say that a tuple a ∈ A <ω is α-free over c if it is α-free in the structure (A, c).
Uniform boldface ∆ ∆ ∆ 0 α categoricity is a notion studied in computable structure theory. A structure A is uniformly lightface ∆ 0 α categorical if there is a ∆ 0 α operator Γ such that for any isomorphic copy B, Γ A⊕B is an isomorphism between A and B.
It is uniformly boldface ∆ ∆ ∆ 0 α categorical if it is uniformly lightface ∆ 0 α categorical relative to some fixed oracle X ⊂ ω, i.e., Γ A⊕B⊕X is an isomorphism between A and B for any isomorphic copy B. We will use this in Section 3.
1.2. Index sets. Given a structure A, its index set I A is the set of indices of its computable isomorphic copies, where we identify a structure with its atomic diagram. We can also look at the index set of a structure relative to a set X, Definition 2. Let L be a linear ordering and x, y ∈ L. Then let
The relation ∼ 1 is commonly known as the block relation. More generally, an α-block of a linear ordering L is an equivalence class modulo ∼ α . The ordering L is said to be written in β-block
Note that a β-block, considered as a substructure, always has Hausdorff rank less than or equal to β.
The next lemma follows easily by induction.
Proposition 4. For countable α, the relation ∼ α is Σ 2α definable.
Definitions 1 and 2 play nicely with each other.
If not, then for some β < α one can write L as a finite sum of β-blocks. Therefore L will be a finite sum of structures of rank ≤ β, and so r(L) ≤ β 
Upper bounds
The goal of this section is to prove the following theorem.
Theorem 6. Let L be a linear ordering with
The theorem is proved by induction on the Hausdorff rank of L. We will need the following special classes of linear orderings.
Definition 3. We say that a linear ordering L of Hausdorff rank α is said to be
If one of the above holds, then we say that L is simple. If L is simple, then Theorem 6 can be improved.
Theorem 7. Let L be a simple linear ordering with r(
Before proving Theorem 6 we observe some easy facts that we will refer to without referencing.
Proposition 8. Let M, N be linear orderings where r(M
Proof. We prove (2) of the proposition in case depending on whether M is simple of type ω or ω + ω * . The case when M is simple of type ω * is similar to the first case and thus omitted. Item (1) of the proposition is proven along the way.
Note that each of the following sentences is Π 2α+1 , so since they are true of M they will also be true of N .
(1) ∀x∀y(x ∼ α y)
Sentence (1) states that there is at most one α-block. If α is a limit ordinal, sentence 
The other cases are similar.
2.1. Base case. The proof we give for the base case of Theorem 6 is quite different from the ones for successor and limit cases because we want to show something stronger, namely that every linear ordering of Hausdorff rank 1 has a computable d-Σ Proof. We begin by defining some useful auxiliary formulas. First, note that the successor relation
This Π c 3 formula says that there are infinitely many elements to the right of x but in the same 1-block. Changing ≥ to ≤ in the above definition and using the predecessor relation instead of the successor relation, one can similarly define ϕ l .
Finally, define
This formula is d-Σ c 2 and says that x lies in a finite 1-block of size m. 
We state the following without proof. 
Inductive
Step. For the base case, we gave the Scott sentence explicitly in order to conclude that the sentence was also computable. In general, this is not possible any thus we use more combinatorial notions such as α-freeness to establish the general case. 
, N are isomorphic if and only if there is an isomorphism
Proof. Item (1) is a direct consequence of Proposition 5 and Hausdorff's theorem.
The other items are trivial.
For a linear order L, let pred(x) = {y ∈ L : y < x} denote the set of predecessors of x.
Theorem 12. Let M be a simple linear order with r(M ) = α. Suppose that it is true that for any scatterd linear orders
Proof. We will only consider consider the case where L is simple of type ω; the other cases are similar. We proceed by induction on α. The base case follows from Theorem 9.
Successor Case: Suppose α = β + 1, that the inductive hypothesis holds for β, and write
Let i be the first such i, and Limit case: Suppose α is a limit ordinal. 
blocks of each, so they must be isomorphic -a contradiction. 
We will regularly make use of the following lemma. Proof. It is enough to show that no tuple of M is 2α-free. Note that no tuple in M is 2α-free if and only if ∀ā ∈ M, ∃β < 2α andā
b) if and only if for all
0 ≤ i ≤ n, L i ≤ α L ′ i .
Theorem 16. Let M be a scattered linear order of Hausdorff rank α. Then there is a tuplec of elements in M such that for any N and any tuple of elementsb from
We will consider only the case where M = Σ i∈ω M i is simple of type ω; the other cases proceed similarly. Fix an arbitrary tupleā ∈ M . Let M k be the largest k such that some element ofā is in
Choose thisā ′ and suppose thatb, c,b Proof. Letc be a finite partition of M into intervals each of which are simple. Then by Lemma 15, the same proof as in Theorem 17 will also hold overc.
Lemma 19. Suppose that L is a linear order of Hausdorff rank strictly greater than β, and that
Proof. For the base case, assume r(L) ≥ 1 and a, b ∈ L ′ are in the same 0-block.
Then |a| = |b| = 1 and a = b.
Now assume the lemma is true for all γ < β and that (L, a) ≤ 2β+1 (L, b). Without loss of generality, suppose |a| = |b| = n − 1. Then a, b are distinct finite 
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To obtain Theorem 6, by Theorem 1 it remains to be shown that all Hausdorff rank α linear orderings have a Π 2α+2 Scott sentence. The following statements establish this fact.
Proposition 20. Let L be a scattered linear ordering of Hausdorff rank α with r(L)/∼
α ∼ = 1. (1) If L is a ζ sum of orderings of smaller rank, then for all a, b ∈ L, b ∈ aut L (
a) if and only if for any interval
(c, d) containing b in L there is an interval (c ′ , d ′ ) containing a such that (c, d) ∼ = (c ′ , d ′ ). (2) If L is an ω sum, then for all a, b ∈ L, b ∈ aut L (a) if and only if (∞, a) ∼ = (∞, b) and for any c > b there is d > a such that (b, c) ∼ = (a, d). (3) If L is an ω * sum, then for all a, b ∈ L, b ∈ aut L (
a) if and only if (a, ∞) ∼ = (b, ∞) and for any c < b there is d < a such that (c, b) ∼ = (d, a).
Proof. The direction from left to right is immediate in all cases. We prove the first case, the other two being similar. Assume that for any interval containing b we can find an interval containing a isomorphic to it. We construct an embedding f : L → L by letting f (b) = a and extending f by sending an interval (c,
Clearly f is an embedding; it remains to show that it is onto. Assume without loss of generality that there is x < a not in the range of f . Then as L is scattered, there is β < α such that (x, a)/∼ β is finite, say it is isomorphic to n. Now consider an interval (y, b) where (y, b)/∼ β ∼ = n + 1.
Then x must be in f ((y, b) ), a contradiction.
Theorem 21. Every scattered linear order L with r(L)
Proof. We will show that no tuple in L is 2α + 1 free. Since r(L) = α we may write
. We will first show that no singleton is 2α + 1 free, then show how to adapt that proof to show that no a ∈ L <ω i for any i < n is 2α + 1 free and then reason that no tuple can be 2α + 1 free.
Towards a contradiction assume that a is 2α + 1 free in L, then
We distinguish the cases where L i is a ζ sum, an ω sum and an ω * sum of linear orderings of lower Hausdorff rank. 
The same is true for a ′ > c ′ ∈ L i , so let ϕ ′ (x, y) be the relativized Scott sentence of (c ′ , a ′ ) and then
y).
Denote the above formula by ψ(x). It is at most Σ 2α , and thus, as ab
It follows that for any interval in L i surrounding a ′ we can find an interval in L i surrounding a isomorphic to it. As we can choose this interval arbitrarily big
. . , then let b be as above plus an element
We proceed as in the ζ sum case towards applying Proposition 20. We again get a 
which is at most Π 2α and thus also b If on the other hand L i has no least element we get by Proposition 20 (2) that Furthermore by a similar argument as for a, a ′ in the ζ sum case we have that
and we can thus apply Proposition 20 on L bi,<bi with the difference that this time we extend the embedding
The case where L i is an ω * sum is analogous. Now, let a ∈ L <ω i , assume without loss of generality that it is ascending and assume that it is 2α + 1 free. We again want to distinguish cases as in the singleton case but the critical parts of the proof work analogous. Just notice that a ≤ 2α a Proof. We proof the case where a consists of two elements a 0 < a 1 in different blocks. The general case follows easily.
Assume a 0 a 1 is 2α + 1 free, then we have that there is a ′ 0 a ′ 1 in the same blocks as a 0 and a 1 respectively with As a corollary we obtain a new proof of a theorem by Nadel [Nad74] that shows that no scattered linear ordering has high Scott rank, i.e., the Scott rank of every scattered L is less than ω L 1 .
By Lemma 15 and
a i ≤ 2α+1 a ′ i for i < 2 we get that L j ≤ 2α+1 L ′ j for j ∈ {0, 2}. It remains to show that L 1 ≤ 2α+1 L 1 . We have that a 0 + L 1 + a 1 = a 0 +L + L α +L +
Corollary 22. Let L be a linear ordering and r(L)
Proof. Nadel [Nad74] showed that any scattered linear ordering has Hausdorff rank less than ω L 1 . For an easy proof of this one can consider the relativization of a result of Montalbán [Mon05] which says that every hyperarithmetic linear ordering has Hausdorff rank less than ω 
Optimality and Index sets
In this section we prove several results about index sets and the optimality of the above results. We first show that the bounds obtained in Section 2 are tight. 
. This is clearly a contradiction.
We now show that the bound on the complexity of the Scott sentences of linear orderings of Hausdorff rank 1 calculated in Theorem 9 is optimal. Proposition 24. Let L be isomorphic to ω, ω * , or ζ. Then its index set is Π 0 3
complete.
Proof. We only give the proof for ω, the proofs for ω * and ζ follow the same scheme. Let (C i ) i∈ω be a computable enumeration of partial structures and assume that P ⊆ ω is Π 0 3 . We will build a computable function f such that
Given P , there is a computable function g such that
We build the structure
Assume we have defined C f (p),s ; at stage s + 1 for every x and every y such that y ց W g(p,x),s add a fresh element between any two elements in the interval [x, x+1] . Proof. Let L be a linear ordering with r(L) = 1. We have that L is a finite sum of blocks of type ω, ω * , ζ or n and that it contains at least one ω, ω * , or ζ block.
Assume without loss of generality that L is computable and that
where L 2 is isomorphic to either ω, ω * , or ζ, and L 1 , L 2 , L 3 are all computable and disjoint. Fix a Π 0 3 set P and let (C i ) i∈ω be a computable enumeration of partial structures. Consider the computable function g such that
where C f (p) is the structure constructed in the proof of Proposition 24 but with the same universe as L 2 . Then clearly
and thus I L is Π Proof. If L is not simple or isomorphic to ζ it must contain an interval of type
We may assume without loss of generality
where L 2 is that interval and all L i are computable. We first deal with the case that L 2 ∼ = ω + ω. The constructions for the other cases are pretty similar. We will show how to adapt these later.
Consider any Σ 0 3 set S. We build a computable function f such that
As S is Σ 0 3 there is a computable function g such that e ∈ S ⇔ ∃x W g(e,x) is infinite.
We may furthermore assume without loss of generality that if there exists x such that W g(e,x) is infinite then there is a unique one, see [Soa16, Theorem 4.3.11]. We build the structure C f (e) in stages. The elements x, 0 will be the potential limit points of the first copy of ω we are building.
Construction:
The structure C f (e),0 has universe { x, 0 : x ∈ ω} and x, 0 < y, 0 if and only if x < y for all x, y. Assume we have defined C f (e),s and are at stage s + 1 of the construction. For every x < s check if there is y ∈ W g(e,x),s \ W g(e,x),s−1 and if so add x, s+1 to the end of [ x, 0 , x+1, 0 ). This finishes the construction. Verification: Clearly C f (e) = lim s C f (e),s is computable. If there is e ∈ S, then there is exactly one x such that W g(e,x) is infinite. Hence x + 1, 0 is a limit point,
Without loss of generality L 2 is computable and thus we may pull back C f (e) to have the same universe. We can now define C g(e) such that We cannot hope to obtain that our upper bounds are optimal for all linear orderings of Hausdorff rank greater than 1. Frolov and Zubkov [unpublished] gave for all n < ω and 3 ≤ m ≤ 2n examples of linear orderings of Hausdorff rank n that have degree of categoricity ∆ Proof. Consider the following linear ordering which clearly has Hausdorff rank 2.
This shows that
We will show that it is uniformly ∆
Assume we have defined f (y) for y < x and define f (x) as follows. Let n = 1.
(1) If x is in a block of order type n proceed to 2; else proceed to 3.
(2) Say x is the i th element in its block. Find a block of order type n in L ′ and set f (x) to be the i th element in this block.
(3) If there is a block of order type n with all elements smaller than x and if there is a block of order type n + 1 with all elements bigger than x proceed to 4; else proceed to 5.
(4) Locate the ζ block between n and n + 1 in L ′ and define f (x) so that in the limit f will be an isomorphism between the ζ blocks.
(5) Increase n by 1 and go to step 1.
It remains to show that f is ∆
As L and L ′ both contain exactly one block of size n, ∆ . If x is in a block of size i then the procedure will terminate at step 2 after i iterations, and if x is in a ζ block that succeeds a block of size i it will terminate at step 4 after i iterations. Notice that defining the isomorphism between elements of that ζ block can be Our main tool in the rest of this article are α-systems which have been developed by Ash and Knight, see [AK00] for a detailed discussion. Unless mentioned otherwise from now on all ordinals will be computable. Fix a path through Kleene's O. We will identify ordinals with their notation on this path. An α-system is the
having the following properties. L and U are c.e. sets and P is a c.e. alternating tree on L and U starting atl ∈ L. That means that elements of P are of the form σ =lu 0 l 0 u 1 l 1 , . . . where u i ∈ U and l i ∈ L. We assume that every tree P satisfies that every element of it has a proper extension in P . E is a partial computable function from L to the set of finite subsets of the natural numbers and ≤ β are binary relations on L, c.e. uniformly in β. Now for this structure to be an α-system it additionally has to satisfy the following properties:
(1) ≤ β is reflexive and transitive, for β < α,
if σu ∈ P , where σ ends in l 0 ∈ L, and
there exists l * such that σul * ∈ P , and
An instruction function q is a function from sets of sequences in P with last terms in L to U such that q(σ) = u implies σu ∈ P . A run of (P, q) is a path π =lu 1 l 1 u 2 l 2 . . .
Ash proved the following powerful theorem, called the metatheorem for α-systems. We state it here but refer the reader to [AK00] for a proof. 
index for E(π).
In order to use this theorem to prove our results we need another definition related to back and forth relations. Ash proved the following theorem on pairs of computable structures which we will use and modify later. We again refer the reader to [AK00] for a proof. 
Ash's characterization of the back and forth relations [AK00, Theorem 15.10]
shows that the pair {ω α , ω α+1 } is (2α)-friendly with ω α+1 ≤ 2α ω α for any computable ordinal α and thus we obtain the following Corollary.
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Corollary 32. For any Π 0 2α set P there is a computable sequence of structures (C n ) n∈ω such that
otherwise.
Using this result we can prove the following hardness result about the block relation. 
Proof. Corollary 32 gives us a uniformly computable sequence of structures (
It is then not hard to see that c n ∼ α c n+1 if and only if n ∈ S.
We prove the following modification of Theorem 31.
Lemma 34. Let (A k ) k∈ω be an α-friendly family of structures such that
α+1 set S such that n ∈ S if and only if ∃x x, n ∈ P for a Π 0 α set P there is a uniformly computable sequence of structures (C n ) n∈ω such that
Proof. As P is Π 0 α we have that there is a ∆ 0 α computable function g such that
We will define the α-system (L, U,l, P, E, (≤ β ) β<α ) and an instruction function q n for each n ∈ ω. We fix n. Let C be an infinite set of constants for the universe of C n and F be the set of finite partial 1 − 1 functions p from C to A = k∈ω A k . Further let U = ω and L = ω × F ∪ {(−1, ∅)}. We letl = (−1, ∅). with Gödel numbers less than m such that B |= ψ(b). We extend the standard enumeration function to define E. Let E(l) = ∅ and if l = (i, p : b → a), then
. We write l ⊆ l ′ if i = j and p ⊆ q, and define for all l and
Our tree P consists of the finite alternating sequences
where u k ∈ U , l k ∈ L, and the following conditions hold: . . of (P, q n ) for each n such that E(π n ) is c.e., uniformly in n. Assume that l n s = (u n s , p n s ), and let F be defined by F −1 = s∈ω p n s . Define C as the pullback structure of F . As q n is monotonic and A i ⊆ A i+1 we get that if x, n ∈ P there is an s 0 such that for all s > s 0 the system builds an embedding between C and A n , as for all i < n A i ⊆ A n . By similar reasons if x, n ∈ P we build a structure embeddable in the limit. Condition (b) guarantees that the built embeddings are isomorphisms. It is a well known fact that the functions indexing the sequences can be chosen computably and this together with the above mentioned property of the required ordinals is sufficient to obtain the desired results.
Corollary 38. Let α be a countable ordinal.
(1) The relation ∼ α is not definable by a L ω1ω formula less complex than Σ in 2α
in the language of linear orderings.
(2) The class of Hausdorff rank α linear orderings is not axiomatizable by a formula of complexity less than Σ in 2α+2 .
Note that the statement in (2) is equivalent to: The class of Hausdorff rank α linear orderings is Σ Σ Σ 2α+2 -complete.
