Advocates of conditional combination have argued that testing for incongruence between data partitions is an important step in data exploration. Unless the partitions have had distinct histories, as in horizontal gene transfer, incongruence means that one or more data partitions support the wrong phylogeny. This study examines the relationship between incongruence and phylogenetic accuracy using three statistical tests of incongruence. These tests were applied to pairs of mitochondrial DNA data partitions from two well-corroborated vertebrate phylogenies. Of the three tests, the most useful was the incongruence length difference test (ILD, also called the partition homogeneity test). This test distinguished between cases in which combining the data generally improved phylogenetic accuracy (P > 0.01) and cases in which accuracy of the combined data suffered relative to the individual partitions (P < 0.001). In contrast, in several cases, the Templeton and Rodrigo tests detected highly significant incongruence (P < 0.001) even though combining the incongruent partitions actually increased phylogenetic accuracy. All three tests identified cases in which improving the reconstruction model could improve the phylogenetic accuracy of the individual partitions.
Introduction
One of the outstanding issues in systematics is how to proceed when different data partitions collected from the same taxa support conflicting phylogenies (Kluge 1989; Bull et al. 1993; Rodrigo et al. 1993; de Queiroz, Donoghue, and Kim 1995; Miyamoto and Fitch 1995; Huelsenbeck, Bull, and Cunningham 1996) . At the heart of the controversy is whether conflicting data partitions should be analyzed separately (Lanyon 1993; Miyamoto and Fitch 1995) or combined in a simultaneous analysis (Kluge 1989; Barrett, Donoghue, and Sober 1991) . Supporters of a third alternative-conditional combination-have suggested that this decision depends on the degree of incongruence (Bull et al. 1993; de Queiroz 1993; Larson 1994; Huelsenbeck, Bull, and Cunningham 1996) . While weak incongruence can arise from inadequate sample sizes (Bull et al. 1993; Omland 1994) , strong incongruence bears further investigation. Cases of strong incongruence may indicate that partitions have had different histories or that one or more data partitions violate the assumptions of the phylogenetic method.
In some cases, improving the fit between the data and the assumptions of the reconstruction method may reduce the degree of incongruence.
For example, most phylogenetic methods assume that characters are homologous. Incorrect DNA sequence alignments can violate this assumption. Kjer (1995) showed that objectively improving amphibian 18s rDNA sequence alignments increased congruence between the DNA sequences and morphologically based taxonomy. Alternatively, the reconstruction method itself can be modified to better fit the data. For example, equally weighted parsimony makes the extreme assumption that all classes of nucleotide substitutions are equally likely. One alternative is to weight nucleotide changes based on their ob-served frequency in the original data (Williams and Fitch 1990) . Marshall (1992) found that applying this method to vertebrate 18s rDNA sequences increased congruence with phylogenies based on the fossil record.
In both of these examples, measuring the degree of congruence before and after adjusting the fit between the data and the reconstruction model was a valuable guide to phylogenetic
inference. But what of cases in which the source of incongruence is not identified? Supporters of conditional combination argue that strongly incongruent data partitions should be considered individually until more information is available. Bull et al. (1993) used computer simulations to show that combining strongly incongruent data can reduce phylogenetic accuracy relative to individual partitions, even when those partitions have identical histories. In this study, I test the hypothesis that combining strongly incongruent data partitions can reduce phylogenetic accuracy. A number of statistical tests have been proposed to investigate incongruence (e.g., Bull et al. 1993; Rodrigo et al. 1993; Farris et al. 1994; Larson 1994; . To date, however, there have been relatively few investigations of the empirical properties of these tests (but see Larson 1994; Lutzoni and Vilgalys 1995; Huelsenbeck, Bull, and Cunningham 1996; Sullivan 1996; Lutzoni 1997) . In this paper, I apply three parsimony-based incongruence tests to mitochondrial DNA sequences from two well-corroborated vertebrate phylogenies (Sullivan, Holsinger, and Simon 1995; Graybeal 1994) . These tests include two tests of character incongruence (Templeton 1983; Farris et al. 1994 ) and one test of topological incongruence (Rodrigo et al. 1993) . First, I apply the three incongruence tests to each pair of data partitions. Then, I compare phylogenetic accuracy of the individual and combined data partitions. Finally, I ask whether the degree of incongruence detected by a test is sufficient to reduce the accuracy of the combined data.
Materials and Methods

Two Well-Corroborated Phylogenies
The first phylogeny was proposed by Sullivan, Holsinger, and Simon (1995) fig. 1A) . Because the relationships within the genus Onychomys are not well understood (J. Sullivan, personal communication) , the node supporting 0. Zeucogaster and 0. arenicola will not be considered when evaluating phylogenetic accuracy. Two mitochondrial genes from this phylogeny have been used to investigate the effects of among-site variation and combination of data on phylogenetic accuracy (Sullivan, Holsinger, and Simon 1995; Sullivan 1996) . I used the sequence alignment described in Sullivan, Holsinger, and Simon (1995) . Like them, I excluded the ambiguously aligned positions 85-87 and 280-283.
The second well-corroborated phylogeny, shown in figure lB, was proposed by Graybeal (1994) . Five taxa whose entire mitochondrial genomes are available in GenBank were chosen from this phylogeny: fish (Cyprinus carpio, GB X6 10 lo), frog (Xenopus laevis, GB M10217), bird (Gallus gallus, GB X52392), mouse (Mus muscdus, GB JO1420), and human (Homo sapiens, GB JO141 5). Five genes were chosen because a preliminary analysis showed varying degrees of support for the expected phylogeny: ATPase 6; cytochrome oxidase I, II, and III; and cytochrome b. These will be abbreviated as ATP6, COI, COII, COIII, and Cytb. First, the mitochondrial DNA sequences were partitioned by gene. Then all five genes were pooled together and partitioned by codon position. Regions of uncertain homology were removed using a method described by Cunningham (1997) . This method is a variant of that proposed by Gatesy, DeSalle, and Wheeler (1993) .
Measuring Phylogenetic Accuracy
The degree to which each data partition supported the expected tree was calculated using the % clades- B, Measuring the mean %CC across the MPTs from each of 100 bootstrap pseudoreplications is equivalent to averaging the partition frequencies for the expected nodes (shaded). correct index (%CC; Hillis, Huelsenbeck, and Cunningham 1994) . For any tree, the %CC is simply the percentage of clades in the observed tree that match clades in the expected tree. For example, when "fish" is designated as the outgroup in the five-taxon phylogeny, there are two clades that are free to vary. The most parsimonious trees (MPTs) for two mitochondrial genes are shown in figure 2A . The ATP6 tree has one clade that matches the expected relationships (rodent, human) and one that does not (frog, rodent, human). The CO1 tree also has one clade that supports the expected tree (bird, rodent, human) and one that does not (bird, human). When applied to these MPTs, both genes show an identical degree of support for the expected tree, 5O%CC. But a casual inspection of the bootstrap values suggests that the level of support for the expected tree is not the same. In the ATP6 tree, the correct clade found in the MPT is supported by 100% of bootstrap trees. In the CO1 tree, the correct clade found in the MPT is much more weakly supported (59%).
A more sensitive technique for determining the degree of support for the expected tree involves calculating the %CC for each set of MPTs for each of 1000 pseudoreplicates. Taking the mean %CC across all bootstraps gives the bootstrapped %CC. Conveniently, this value is the same as that derived from simply averaging the bootstrap support for each clade in the expected tree. These values can be taken from a table of bootstrap partition frequencies ( fig. 2B ). All %CCs reported in this paper are bootstrapped %CCs.
Incongruence Tests Templeton Test
Goodness-of-fit tests can be used to measure incongruence between data partitions (Bull et al. 1993 ; Larson 1994). These tests determine whether alternative topologies differ significantly in how well they fit a data partition (Templeton 1983; Prager and Wilson 1988; Kishino and Hasegawa 1989) . In the context of conditional combination, each data partition in turn is mapped onto the MPTs from both data partitions (Bull et al. 1993; Larson 1994) . Then, for the Templeton test, the numbers of steps required for each character on each topology are compared using a two-tailed Wilcoxon signed-rank test ( fig. 3A ; Templeton 1983) . The results presented here were obtained using the method described by Larson (1994) . For the data partitions considered here, the Templeton test gives results identical to Kishino and Hasegawa's (1989) modification of the Templeton test as implemented in the DNAPARS program in PHYLIP 3.5~ (Felsenstein 1995) .
A
The Incongruence Length DiYEference (ILD) Test
The difference between the numbers of steps required by individual and combined analyses is the incongruence length difference (ILD, fig. 3B ; Mickevich and Fart-is 198 1; Fart-is et al. 1994) . The distribution of the ILD statistic can be estimated by calculating the ILD first for the original partition and then for a series of randomized partitions ( fig. 3B ; Farris et al. 1994 ). These randomized partitions are the same sizes as the original partitions, but each represents a mixture of characters from each partition. This randomization procedure was applied for each pair of partitions using PAUP* 4d52 (Swofford 1997 , in which the ILD test is called the partition homogeneity test). Invariant characters were always removed before applying the ILD test. This step is especially important when the original data partitions differ in the number of variable characters, as is usually the case when comparing morphological and molecular data. Rodrigo et al. (1993) proposed three tests for evaluating incongruence between data partitions. The second is the most appropriate for determining whether partitions are significantly incongruent (discussed in detail by Lutzoni and Vilgalys 1995; Lutzoni 1997 ). This second test will be referred to henceforth as the Rodrigo test. There are two steps for the Rodrigo test. First, the symmetric distance (SD) is calculated between the MPTs from each data partition (Penny and Hendy 1985) . Then, the distribution of this statistic is determined separately for each partition by calculating the mean SD between MPTs from bootstrap pseudoreplicates taken from the same data partition. For example, if every bootstrap pseudoreplicate for a data partition always supports the same tree, the SD between the bootstraps will always be zero. If there is a large amount of variation between the trees supported by each bootstrap, there will be a wide distribution of SDS.
Topological Incongruence Test
The mean SDS between bootstraps were obtained by bootstrapping the same data partition twice with different random number seeds and saving the trees to separate treefiles. The trees being compared were pasted into a new file and imported into PAUP* 4d52 (Swofford 1997), which calculated the SD between trees from the corresponding pseudoreplicate for each bootstrap run ( fig. 3C ; Rodrigo et al. 1993; Lutzoni and Vilgalys 1995) .
Multiple Most-Parsimonious Trees
The Templeton and Rodrigo tests can be difficult to interpret in cases in which there is more than one MPT. This was resolved by considering the most congruent trees from each data partition. If two data partitions share one MPT, the tests report no incongruence (P = 1.0). This convention allows the Templeton and Rodrigo tests to be directly compared with the ILD test, which also shows no incongruence in this circumstance (Swofford 199 1) . In general, this convention will cause the tests to underestimate incongruence (Swofford 1991) .
Results
Phylogenetic
Analysis of Individual Data Partitions
As reported by Sullivan, Holsinger, and Simon (1993, the Cytb gene strongly supports the expected rodent phylogeny, while the 12s gene supports an alternative tree ( fig. 4A ). The major conflict between the genes lies in the strong support by the 12s gene for the placement of P. eremicus as the sister group to P. gossypinus and P. Zeucopus (89% bootstrap support; fig.  4A ).
When mtDNA sequence data from the higher-level vertebrate phylogeny are partitioned by gene, only one of five individual partitions (COII) supports the expected tree ( fig. 4B ). In fact, the only tree supported by more than one partition places birds and humans as sister taxa relative to rodents (COI, Cytb). When the mtDNA sequences from this phylogeny are partitioned by codon position, first and second positions strongly support the expected tree, while third positions strongly support a bird/human sister taxon relationship (97% bootstrap sup-POW.
Incongruence and Phylogenetic Accuracy of Combined Data
The incongruence tests were applied to a total of 14 pairs of data partitions from the two phylogenies (table 1). For these data, the ILD test was the least sensitive NOTE.-All P values were multiplied by the number of multiple comparisons. P values higher than 0.05 are labeled "NS." The significance of the Templeton and Rodrigo tests is determined with respect to each data partition in turn, whereas the ILD test is applied simultaneously to each pair of data partitions. Randomizations for the ILD test were performed 10,000 times. The Rodrigo tests were based on 1,000 bootstraps in most cases. When a significant result was found, the number of bootstraps was increased to 10,000. When the Rodrigo test was applied to the rodent data, only 100 bootstraps were necessary to show a nonsignificant result. Nom.-Phylogenetic accuracy for each pair of genes is given in terms of % clades-correct measured across 1,000 bootstraps (see fig. 2 ). A check mark (J) indicates that the correct tree was recovered by the indicated data.
to incongruence (3 of 14 pairs, P < 0.05). The Templeton test was the most sensitive, with 5 of 14 pairs significantly incongruent with respect to one partition or the other (P < 0.05). To evaluate the effects of different partitions on phylogenetic accuracy, both phylogenies were partitioned by gene, and the higher-level phylogeny was also partitioned by codon position.
Partitioning by Gene
Despite the incongruence detected by some of the tests, combining genes generally improved phylogenetic accuracy. This improvement was often dramatic. Although only one gene from each phylogeny supported the expected phylogeny ( fig. 4A and B) , combining pairs of genes supported the expected phylogeny in all but one case (table 2) . Interestingly, the case in which combining the genes gave the wrong phylogeny was also the only case of perfect congruence between genes-both genes supported the same wrong phylogeny to begin with (table 2). The improvement in accuracy was measured by comparing the accuracy of the combined data with the best of the individual partitions. In no case did the accuracy of the combined data go down by more than 2%CC, and for 7 of the 11 pairs of gene partitions the improvement from combining genes was rS%CC (table 2) .
Clearly, the highly significant incongruence (P < 0.001) detected between some pairs of genes by the Templeton and Rodrigo tests was not sufficient to reduce the accuracy of the combined data (table 1) . By contrast, the ILD test found only one pair of genes to be significantly incongruent after correcting for multiple comparisons (P < 0.02). Power graphs showing the effect of combining congruent and incongruent codon positions. To generate the graphs, the appropriate codon positions from all five genes were pooled, and subsamples of a particular size (e.g., 100 bp) were drawn from the pool without replacement.
Each subsample was analyzed with equally weighted parsimony and evaluated to determine whether it supported the correct tree, as described by Cummings, Otto, and Wakeley (1995) . B, The effect of combining accurate and inaccurate data generated by computer simulations for a four-taxon phylogeny is shown for comparison (drawn after fig. 4A of Bull et al. 1993) .
Partitioning by Codon Position
When the data from the higher-level phylogeny were partitioned by codon position, all three tests found highly significant incongruence between third codon positions and both first and second positions (table 1) . Unlike the gene partitions considered above, combining incongruent codon positions did reduce the accuracy of the combined data (table 2). Despite this reduced accuracy, the sample size of the combined data was large enough to recover the correct tree.
Two conclusions about sample size can be drawn from the power graphs in figure 5A . First, third codon positions by themselves cause parsimony to be inconsistent, so increasing sample size actually reduces accuracy. This is a classic example of inappropriate data for phylogenetic analysis (Felsenstein 1978; Bull et al. 1993) . Second, the combined congruent codon positions recover the correct phylogeny at a rate of 50% just under 150 bp ( fig. 5A ). By contrast, over 1,100 bp are needed for the same level of accuracy when the incongruent third positions are included. This represents a difference of nearly an order of magnitude.
The empirical data from the present study are remarkably similar to those from an earlier computer simulation study of incongru- NOTE.-A check mark (J) indicates that the correct tree was recovered by the indicated data. Numbers refer to phylogenetic accuracy as measured in %CC. The mean effect of adding one gene was calculated by considering each case in table 2 where the indicated gene was combined with each of the other four genes. The six-parameter stepmatrix was constructed by mapping each gene onto the most parsimonious tree found with equally weighted parsimony (MacClade 3.06, Maddison and Maddison 1992) . The substitution frequencies were determined by each of six classes of nucleotide substitution (AC, AC, AT, CC, CT, CT). Each substitution frequency was converted to a weight by taking the absolute value of its natural log and then correcting for the triangle inequality. See Cunningham (1997) for a full description. ent data from a four-taxon phylogeny ( fig. 5B ; Bull et al. 1993) . For both the simulated and empirical data, the effect of misleading data partitions can be overcome, but only with thousands of characters ( fig. 5A and B) .
Discussion
This study compares the performance of three parsimony-based incongruence tests under two criteria. First, how well were the tests able to predict when combining data would increase phylogenetic accuracy? Second, did investigating significant incongruence lead to improved accuracy?
Incongruence and Phylogenetic Accuracy
Of the three tests, the ILD test was best able to distinguish between the degree of incongruence between genes (P > 0.01, table 1) and the degree of incongruence between codon positions (P < 0.001, table 1). In keeping with these differing degrees of incongruence, combining genes generally improved phylogenetic accuracy, whereas combining the highly incongruent codon positions did not (table 2) . By contrast, the Templeton and Rodrigo tests found the same degree of incongruence between some genes as between codon positions. For example, both detected highly significant incongruence between the ATP6 and CO1 genes (P < 0.001, table 1). Yet combining these genes yielded the largest improvement in phylogenetic accuracy of any pair of data partitions (+28%CC).
Overcoming
Incongruence Between Codon Positions: More Data or Better Analysis?
As shown above, the misleading third codon positions cause only four out of the five genes to support the correct phylogeny ( fig. 4B ). This is true even though there are only half as many third positions as first and second positions. The misleading signal in third positions appears to be a result of saturation by multiple substitutions. This is suggested by the observation that only 15% of third positions are invariant, as compared to 66% and 84% for first and second positions, respectively. Furthermore, the transition/transversion ratio of third positions (0.73) is sharply lower than those of first and second positions (1.0 and 1.4, respectively; calculated by mapping substitutions onto the expected tree using MacClade 3.06 [Maddison and Maddison 19921) . A drop in this ratio is expected as data approach saturation (Holmquist 1983; DeSalle et al. 1987; Larson 1994) , and for third positions, the drop is greater than predicted by differences in base composition (Holmquist 1983 ; analysis not shown).
Three approaches were taken to overcome the misleading effect of third positions. First, because of strong evidence for saturation, third positions were excluded, causing all five genes to recover the correct phylogeny under equally weighted parsimony (table 3) . Second, third positions were included, but the parsimony reconstruction model was improved by the a posteriori construction of a six-parameter stepmatrix (Williams and Fitch 1990 ; described in table 3 legend). Objectively improving the reconstruction model in this way caused the %CC to increase for all five genes, and the correct tree was recovered for four of five genes (table 3) .
Finally, the effect of misleading data could be overcome by simply adding more data. The power of additional data is dramatized by the observation that in 9 of 10 cases, combining two genes caused equally weighted parsimony to recover the correct tree (table 2) . The mean improvement in phylogenetic accuracy from combining each gene with the four remaining genes is shown in table 3. All three approaches improved phylogeny reconstruction.
Interestingly, however, less appears to be more. Adding an additional gene improved accuracy less than did simply removing third positions (table 3) . Furthermore, adding another gene was not markedly more effective than improving the parsimony reconstruction model with a six-parameter stepmatrix.
Conclusions
As a "litmus test" for predicting the accuracy of combined data, the ILD test performed the best of the three tests. Whenever the ILD test found a P value greater than 0.01, combining the data improved or did not reduce phylogenetic accuracy. On the other hand, when the ILD detected P values lower than 0.001, the combined data suffered relative to the individual partitions. While it is premature to identify the appropriate threshold of incongruence from these results, this study agrees with Sullivan (1996) that a significance threshold of 0.05 may be too conservative for the ILD test. This study also agrees with Lutzoni and Vilgalys (1995) that goodness-of-fit tests such as the Templeton test are too conservative.
As a tool for detecting cases in which investigating incongruence can improve phylogenetic accuracy, all three tests identified highly significant incongruence between codon positions. This incongruence could be successfully overcome by adding more data, deleting third codon positions, or improving the phylogenetic reconstruction model. But even when there is no incongruence, modifying the phylogenetic reconstruction models is prudent. For example, only two genes were perfectly congruent under equally weighted parsimony, but this was because they both supported the wrong tree (CO1 and Cytb). When six-parameter parsimony was applied, both genes were still congruent, but now the reason was because they both supported the correct tree.
The ILD test has other advantages. Like the Rodrigo test, but unlike the Templeton test, the ILD test can be reapplied after the reconstruction model has been adjusted by weighted parsimony to determine whether congruence has increased. Unlike the Rodrigo test, the ILD test is easily implemented in widely available software packages (PAUP* 4d52 [Swofford 19971, Random Cladistics 4.0 [Siddall 19961 ). Finally, the ILD test is the only one of the three tests that can be applied to multiple data partitions simultaneously (Farris et al. 1994) . Although the ILD test is presently only implemented with parsimony, there is no reason why it cannot be applied under any minimization criterion, such as maximum likelihood or minimum evolution. Thanks to J. Huelsenbeck for writing the program which generated the power graphs.
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