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It is shown that for any distance-regular graph r with c2 = 2, c3 = 3, and a2 = 2a, 
(a, # 2), there exists a covering 0: H(n, q) + r where q = a, + 2, n = bo/(al + 1). By 
using this fact, we shall give a characterization of the Hamming scheme H(n, q). 
These results are a generalization of J. Rifa i Coma’s theorem which asserts the 
same fact for ai = 0. 0 1990 Academic Press, Inc. 
1. INTRODUCTION 
In this paper we shall consider distance-regular graphs with the inter- 
section array 
0 1 2 ... e-l e*...* 
0 il 2A ... (e-1)1 * * ... * 
k**... * **...O 
where * takes an arbitrary value under the restriction that each column 
sum is k. A H(e, 2, k)-graph is a distance-regular graph the intersection 
array of which takes the above form. Note that the Hamming graph 
H(n, q) is a H(e, 2, k)-graph with e = n, ;1= q - 2, k = n(q - 1). 
In [ 111, we have proved the following result about the local structure of 
a H(3, A, k)-graph. 
THEOREM 1. Let r be a H(3,1, k)-graph (A#O, 2). Then T,(u)nI’,(u) 
is a clique for every edge uv in IY 
In this paper we shall prove the following results which are generaliza- 
tions of J. Rifa i Coma’s theorem [ 131. 
THEOREM 2. Let r be a H(3, A, k)-graph (A. = 2). Then there exists a 
covering 8: H(n, q) + r where q = A. + 2, n = k/(A + 1). 
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THEOREM 3. Let r be a H(e, A, k)-graph with A 22 and e> 3. Let 
0: H(n, q) + r be a covering where q = ;1+ 2, n = k/(A + 1). Let ug be a ver- 
tex in I- and put C = 0 ~ ‘( uO). Then the code C has the following properties. 
(i) C is e-error correcting. 
(ii) The covering radius of C is d, where d is the diameter qf IY 
(iii) C is completelv regular. 
In [ 131, J. Rifa i Coma proved the same results for I = 0 and classified 
all H(e, 0, k)-graphs with diameter d > 3, e z d - 1. 
In the case e = d, the code C in Theorem 3 is a perfect code in H(n, q). 
Perfect e-codes have been studied by many authors (e.g., Bannai [ 11, Best 
[4], Reuvers [12], Hong [9, lo]). It is known that there is no non-trivial 
perfect e-code for e 3 3, q 2 3 (see [lo]). So we get the following corollary. 
COROLLARY. Let I- be a H(d, A, k)-graph with diameter d, d> 3, A # 0, 2. 
Then r is isomorphic to H(n, q) with q = A + 2, n = k/(A + 1). 
In the case e = d- 1, C is a uniformly packed code studied by Van 
Tilborg [ 141. 
Remark 1. Theorem 2 for i = 0 has been obtained by Brouwer [7]. 
Theorem 2 for A > 0 was conjectured by Bannai [2]. 
Remark 2. There exists a distance-regular graphs whose intersection 
array coincides with H(n, q) but is not isomorphic to H(n, q) in the case 
A = 2 (see [S]). So the assumption A # 2 in the above theorems is needed. 
Remark 3. In the proof of the above theorems, except Theorem 3(iii), 
we shall use only local properties of r, i.e., we do not need the full 
distance-regularity of r. 
Some elementary definitions about distance-regular graphs and codes are 
given in Section 2. More precise descriptions can be found in [ 11. In the 
proof of the above theorem, we shall use intersection diagrams of distance- 
regular graphs. For the definition and elementary properties of intersection 
diagrams, see [6]. 
2. SOME TERMINOLOGY 
Let r be a connected graph with valency k and diameter d. Let 8 denote 
the usual metric on r. For vertices U, v in r and for non-negative integers 
r, s, we define 
rF(u)= {xE~(~(x,u)= r}, 
qb, 4 = c(u) n cw. 
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If the size of D~(u, a) depends only on the distance between u and v rather 
than the individual vertices, r is said to be distance-regular. If r is distance- 
regular, the parameters p:, = JD:(u, v)l, where t = a(u, u), are called the 
intersection numbers of IY In particular we put 
a,=& ry br=p;r+,) c,=p;.-,. 
Clearly c0 = a, = b, = 0, b, = k, c1 = 1, a, + b, + c, = k hold. The following 
array of intersection numbers is called the intersection array of r: 
1 
0 1 c2 “’ C&l Cd 
0 aI a2 “. adpI ad . 
k 6, b, ... b,-, 0 I 
Let Ai (0 6 i < d) be n x n-matrix (n = Irl), indexed by r, whose uv entry 
is equal to 1 if a(u, v) = i, and 0 if otherwise. Ai is called the ith adjacency 
matrix. We have A, = 1, and A = A 1 is the usual adjacency matrix of r. Let 
A be the linear subspace of M,(C) spanned by A,, A,, . . . . A,. T-hen A 
becomes a subalgebra of M,(C) and is called the adjacency algebra of lY 
The Hamming graph H(n, q) is a graph with vertex set V= Q”, where 
Q={O,1,2 ,..., q-l}. Two vertices a=(a, ,..., a,), b=(bl ,..., 8,) are 
adjacent if # {i) ai # pi} = 1. H(n, q) has the following intersection array: 
1 
0 1 2 . . i . . n 
0 q-2 2(q-2) ... i(q-2) ... n(q-2) . 
n(q-1) (n-l)(q-1) (n-2)(q-1) ... (n-i)(q-1) ... 0 1 
A subset C of V is called a code of length n over the alphabet Q. A code 
is e-error correcting if a(a, b) > 2e holds for any a, b E C, a # b. The covering 
radius of C is the minimum number p which satisfies U,, c B,(a) = V, 
where B,(a)= Uo<i<p ri(a). An e-error correcting code C is perfect if its 
covering radius is e. A code C is completely regular if ITi n Cl depends 
only on a(a, C) and i rather than individual vertices a E V. The weight 
wt(a) of a = (aI, . . . . a,,) is the number of non-zero als, i.e., wt(a) = a(0, a) 
where 0 = (0, . . . . 0). 
A map 9: r+ r’ between graphs r and r’ is said to be a local 
isomorphism if 0 induces an isomorphism 
01 F,(u): w) + rl(e(u)) 
for every vertex u in r. A local isomorphism is a covering if it is surjective. 
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3. LEMMAS 
First we describe some elementary properties of a covering. A sequence 
of vertices uO, 24i, . . . . U, in a graph r is said to be a walk if ui is adjacent to 
Uj&, (O<i<s). 
LEMMA 1. Let 0: I--+ r’ be a local isomorphism and let u0 E I-, 
2.4; = Quo). Let ub, u;, . . . . u:. be a walk in r’ starting at ub. Then there is a 
walk u,,, u,, . . . . u,~ in r with O(uj) = ui (0 < i 6 s). 
Proof: Straightforward. 1 
LEMMA 2. Every local isomorphism 8: r+ r’ is surjective if r’ is 
connected. 
Proof Immediate from Lemma 1. i 
LEMMA 3. Let 6: r + r’ be a covering. Then for u, v E r and v’ E r’: 
a(& 0) 2 a(Ru), &VI), 
a(u, e-‘(v’)) = a(e(u), v’). 
Proof: It can be easily proved by using Lemma 1. 1 
In the following, we assume r is a H(3, A, k)-graph, i # 2. 
LEMMA 4. Let uvwz be a 4-cycle in r. If u is adjacent to w, then v is 
adjacent to z. 
Proof D :(u, w) is a clique by Theorem 1. 1 
LEMMA 5. Let u E r. Each connected component of T,(u) is a clique oj 
size ;1. + 1. Therefore T,(u) has n = k/(;l + 1) components. 
Proof Straightforward. 1 
LEMMA 6. Let uvwz and uvw’z’ be 4-cycles in r with w # w’, z # z’, 
a(u, w) = a(u, w’) = 2. If w is adjacent to w’, z is also adjacent to z’. 
Proof Put 0: = D:(u, v). Note that there is a no edge between 0: and 
0: v 0: by Lemma 4. Note that w, w’ E 0: and z, z’ E 0:. We have 
Ir,(w)n DfI = 2 since there are II edges from w to T,(v). Then we get 
lr,(w) n D:I = 2il- ,? = 2 since there are 21 edges from w to T,(u). By the 
same reason we have IT,(z) n Dfl = A. But T,(w) n T,(z) has size I and it 
is included in 0: since there is just one edge from w to 0: and there is just 
one edge from z to 0: as cz = 2. This implies T,(z) n D$ = T,(w) n 0:. 
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There is a vertex x (x # w) which is adjacent to z, w’, since a(z, w’) = 2. 
Assume x#z’. Then x must be in 0:. We have x~r,(z)n 0: = 
T,(w) n 0:. Then x is adjacent to w  and w’. Thus we have a(w, w’) = 1, 
8(x, u) = 2 in the 4-cycle xwuw’, contradicting Lemma 4. So we have 
x=z. ’ I 
LEMMA 7. Let uu be an edge in r and w E Dz(u, u). Then there is just one 
edge from w to Di(u, u). 
Proof Put 0: = D:(u, u). There are two edges wx, wx’ from w  to T,(u). 
If x, x’ E D:, we get 8(x, x’) = 1 by Theorem 1, contradicting Lemma 4. So 
we may assume x E 0:. For each vertex y E D:, there is just one vertex z 
(#u) which is adjacent to x, y. Here z must be in 0; since there is no edge 
between 0: and D:uD:. But lDil=A and II’,(x)nD:I =1asin the proof 
of Lemma 6. This implies a( y, w) = 1 for some y E D: . 1 
LEMMA 8. Let uuwz and uuw’z’ be 4-cycles with a(w, w’) = a(=, z’) = 
a(u, W) = a(u, w’) = 2. Then a(w, z’) = 3. 
Proof. Clearly a(w, z’) # 0, 1. Assume a(w, z’) = 2 and let x be a vertex 
which is adjacent to w  and z’. Then XE D:(u, u). Since x is adjacent to z’, 
we have 8(x, w’) = 1 as in the proof of Lemma 6. Then there are two edges 
xw, xw’ from x to 0: , contradicting Lemma 7. [ 
4. PROOF OF THEOREM 2 
Let r be a H( 3,i, k)-graph (1” # 2) and put q = A+ 2, n = k/( A + 1). Note 
that n is an integer by Lemma 5. Let Q = (0, 1, . . . . q - 1 }, I’= Q”, 
Vi= {afz VIwt(a)=i}, Wi= { a E VI wt(a) < i}. We shall construct maps 
8,: w*+r (O<r<n) 
which satisfy the following conditions for a, b, b’ E W,. 
(i) If aE Wrpl, then e,(a) = 8,-i(a). 
(ii) If a(a, b) = 1, then 8(6,(a), 8,(b)) = 1. 
(iii) If a(a, b) = a(a, b’) = 1 and a(b, b’) = 2, then 8(8,(b), e,(b’)) = 2. 
Fix a vertex u0 in r and define 0,(O) = rq,. Since T,(u,) is isomorphic to 
V, by Lemma 5, {u,} u T,(u,) is isomorphic to W, . Fix an isomorphism 
el: W, + {uO} u r,(u,). Clearly e1 satisfies (i)-(iii). 
Now assume r > 2 and 8,_, has been defined. For a E W,- i, we put 
6,(a) = 8,-,(a). We define e,(a) for a E V, as follows. 
Take b,, bzE V,-, (b, # b2) which are adjacent to a. Then a(b,, b,)=2 
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and there is just one vertex c E V,_, which is adjacent to b, and bZ. Put 
y,=e,-,(b,), y2=e,-,(b,), z=O,_,(c). Then a(~,, y,)=2 since OreI 
satisfies (iii). There is just one vertex x (#z) which is adjacent to y, and 
y,. We define O,(a) = x. 
We shall show that the vertex x does not depend on the choice of b, and 
b,. We may assume r > 3. Let b,, b,, b; be three distinct vertices in V,_ , 
which are adjacent to a. Then we can take c, c’, d E V, _ z and e E V, _ 3 with 
d(e, c) = a(e, c’) = a(e, d) = 1, a(c, d,) = a(c, b2) = 1, a(~‘, b,) = d(c’, b;) = 1, 
a(d, b,) = a(d, b;) = 1. Let yi, y2, y;, z, z’, U, u be the image of b,, b,, bi, 
c, c’, d, e by l3,, respectively. Let x ( #z) be adjacent to y,, y2. Let x’ (Zz) 
be adjacent to y, and y;. Then we have a(~,, U) = 3 by Lemma 8. But 
1 ’ - -‘>d;(y,, u). Th is implies x = x’. We have shown that each pair 
(b:.,xb~~,’ ;b,, b;) gives the same vertex x. This is easy enough to prove. 
Next we show that 8, satisfies the condtion (ii). We may assume r> 2. 
Let a, be W,, @a, b)= 1. If aE V,-, or be Vrelr clearly (ii) holds. Assume 
a,bEV,. We can take c,d,eEV,_, and feV,-, with a(f,c)=a(f,d)= 
a(f, e) = 1, a(a, d) = a(a, c) = 1, 8(b, c) = a(b, e) = 1, 8(d, e) = 1. Let x, y, z, 
U, u, MJ be the image of a, b, c, d, e, f by 8,, respectively. Then we can easily 
show 8(x, y) = 1 by using Lemma 6. 
We shall show that 8, satisfies (iii). We may assume Y 2 2. Let 
a, b,, b, E W,, a(a, b,) = a(a, b2) = 1, 8(b,, b2) = 2. First assume aE V,. If 
b,, b, E V,+ , , clearly (iii) holds. If b, E V, and b, E V,_ , , we can easily 
show (iii) by taking CE V,-I and dEVrez with a(c,a)=a(c,b,)=l, 
a(d, b2)=8(d,c)= 1. In the case b,, b2E V,, take c,dE V,-, and eE V,-, 
with a(c, a) = 8(c, b,) = 1, a(d, a) = a(d, b2) = 1, a(e, c) = i3(e, d) = 1. 
Next assume aE V,-,. In case b,, b2E V,, take c,dE V,-, and eE Vrpz 
with a(e, c) = a(e, a) = a(e, d) = 1, a(b,, c) = 1, t?(b,, d) = 1 and a, c, d are 
distinct. In case bl E V, ~ 1 and b, E V/,, take c E V,- , and d E V,- 2 with 
8(d, c) = d(d, a) =8(d, b,) = 1, i3(c, b,) = 1 and c #a. We can show this 
easily for the remaining cases. 
NOW we get 8,, 8,, . . . . en which satisfies (i)-(iii). Then 8, is the desired 
covering. 
5. PROOF OF THEOREM 3 
Let r be a H(e, 1, k)-graph (2 #2, e > 3) with diameter d. Let 
Q={O, 1,2 ,..., q-l}, V=Qn where q=;1+2, n=k/(A+l). Let 0: V-+T 
be a covering and put C = 8- ‘(uO) for a fixed vertex zq, E I-. We need the 
following lemma for the proof of Theorem 3. 
LEMMA 9. Let a, b E V. rf a(a, b) < e, then a(a, b) = 8(0(a), O(b)). 
582b/50/2-3 
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Proof. We proceed by induction on r = a(a, b). We may assume r > 1. 
Choose c E V as a(a, c) = r - 1 and a(c, b) = 1. Clearly 8 induces a bijection 
T,(c) -+ r,(O(c)). Since 0 preserves distances less than r by induction, 8 
induces an injection from 
into 
T= rl(e(c)) n (r,-,(e(a))u r,- ,(&a))). 
Since S and T have the same size, 0 maps S onto T. Therefore B(b) does 
not belong to T, and this implies B(b) E r,(a). i 
Proof of (i). Let a, b E C, a #b. Let a = a,, a,, . . . . a, = b (s = a(a, b)) be 
a shortest path connecting a and b. Put ui= @ai) (1 < ids). We have 
a(%? u,) = e by Lemma 9. We also have a(~,, U, + , ) # e - 1 by the same 
argument as that in the proof of Lemma 9. So we get s > 2e. 1 
Proof of (ii). We can easily show (ii) by Lemma 3. i 
Proof of (iii), Let 0 be the q” x (rl-matrix, indexed by Vx r, the (a, u)- 





Let Aj and Aj be the ith adjacency matrix of H(n, q) and r, respectively. 
Then clearly A, 0 = @A, holds. It is well known that the ih adjacency 
matrix of a distance-regular graph can be expressed as a polynomial of its 
adjacency matrix (see [3]). Thus Ai = u,(A,) for some polynomial u,(X). 
Then we get 
Aj@ = vi@,)@ = &,(A,). 
Here we have 
(AiO)a,v= ITi n e-l(u)1 
and 
Since u,(A,) is an element of the adjacency algebra of r, \r,(a)nO-l(u)/ 
depends only on 8(0(a), u) = a(a, O-‘(u)). 1 
Remark 4. The above proof of (iii) was proved by A. Munemasa. In 
this proof, none of the special values of the intersection numbers of H(n, q) 
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is needed. Hence the same arguments will do well for a covering 0: r’ + I- 
between any distance-regular graphs I-‘, r which have the same inter- 
section numbers bi (0 < i < e), c, (0 < i < e). 
ACKNOWLEDGMENTS 
I express my gratitute to the referees for their comments and suggestions. I also thank 
E. Bannai, T. Ito, A. Munemasa, and H. Enomoto for their kind suggestions, and 
J. Rifa i Coma for repeated communications. 
REFERENCES 
1. E. BANNAI, On perfect codes in the Hamming schemes H(n, q) with q arbitrary, J. Com- 
bin. Theory Ser. A 23 (1977) 56-61. 
2. E. BANNAI, Private communication, December 1987. 
3. E. BANNAI AND T. ITO, “Algebraic Combinatorics I,” Benjamin, New York, 1984. 
4. M. R. BEST, “A Contribution to the Nonexistence of Perfect Codes,” Ph.D. thesis, 
Amsterdam, 1982. 
5. N. L. BIGGS, “Algebraic Graph Theory,” Cambridge Univ. Press, London/New York, 
1974. 
6. A. BOSHIER AND K. NOMURA, A remark on the intersection arrays of distance-regular 
graphs, J. Combin. Theory Ser. B 44 (1988). 147-153. 
7. A. E. BROUWER, On the uniqueness of a regular thin near octagon (or partial 2-geometry, 
or parallelism) derived form the binary Golay code, IEEE Trans. Inf Theory IT-29 
(1983), 37@371. 
8. Y. EGAWA, Characterization of H(n, q) by the parameters, J. Combin. Theory Ser. A 31 
(1981), 1088125. 
9. Y. HONG, On the nonexistence of unknown perfect 6- and g-codes in Hamming schemes 
H(n, q) with q arbitrary, Osaka J. Math 21 (1984) 687-700. 
10. Y. HONG, On the nonexistence of nontrivial perfect e-codes and tight 2e-designs in 
Hamming schemes H(n, q) with e > 3 and q > 3, Graphs Combin. 2 (1986), 145-164. 
11. K. NOMURA, On local structure of a distance-regular graph of Hamming type, J. Combin. 
Theory Ser. B., in press. 
12. H. F. H. REWERS. “Some Nonexistence Theorems for Perfect Codes over Arbitrary 
Alphabets,” Ph.D. thesis, Eindhoven, 1977. 
13. J. RIFA I COMA, Classification of a class of distance-regular graphs via completely regular 
codes, preprint. 
14. H. C. A. VAN TILBORG. “Uniformly Packed Codes,” Ph.D. thesis, Eindhoven, 1976. 
