Abstract Tomography with short-period Rayleigh waves, extracted using noise interferometry, can refine S-wave velocity (V S ) models in urban areas with dense arrays of short-period and broadband instruments. We apply this technique to the Seattle area to develop a new shallow V S model for use in seismic-hazard assessment. Continuous data from the Seismic Hazards in Puget Sound (SHIPS) array and local broadband stations have interstation distances of 90 km or less. This spacing allows us to extract Rayleigh waves with periods between 2 and 10 s that are sensitive to shallow-basin structure.
Introduction
Seattle, Washington, one of the largest cities in the United States that is threatened by earthquakes, sits atop a deep sedimentary basin. Nearby, Everett and Tacoma, Washington, have a similar setting. These basin structures are the result of the evolution of the Puget Lowland forearc basin, which combines strike-slip and thrust-fault earthquakes to accommodate right-lateral strike-slip and north-south shortening (Johnson et al., 1996; Pratt et al., 1997) . The north-south shortening is driven by the oblique subduction of the Juan de Fuca plate under the North American plate (Riddihough, 1984) . As a result, Cascadia, which comprises the region from northernmost California to southern British Columbia where the Juan de Fuca plate is subducting beneath North America, is being squeezed between the Sierra Nevada block and western Canada (Wells et al., 1998; Wells and Simpson, 2001) . The Seattle basin is described in a number of papers (Pratt et al., 1997; Brocher et al., 2001; Blakely et al., 2002; ten Brink et al., 2002; ten Brink et al., 2006, Fig. 1) . The nearby Tacoma basin (Pratt et al., 1997; Brocher et al., 2001) and Everett basin (Johnson et al., 1996) have also been studied but remain less well understood. The Kingston Arch separates the Seattle basin from the Everett basin, and the Seattle uplift separates the Seattle basin from the Tacoma basin ( Fig. 1) . In a series of studies in the past decade, models were developed for these basins because they are known to amplify seismic shaking (Frankel et al., 1999; Frankel et al., 2002; Barberopoulou et al., 2004; Brocher et al., 2004) . Many of the buildings in the region were constructed well before this recent characterization of the effects of basin amplification on seismic hazards.
The basins of the Puget lowland require study to improve modeling of three-dimensional features. The young unconsolidated deposits are a temporally and spatially complex stratigraphy of glacial outwash, till, lacustrine, and recessional deposits formed when the lowland was glaciated at least six different times in the Pleistocene (Booth, 1994) . The top several kilometers are peppered with smaller-scale basins, and the deeper basins are likely delineated by the major bounding faults.
Seismic Hazards
Three types of earthquakes are known to occur in the Seattle area, as is typical for subduction zones:
• Most damaging for the urbanized areas are the shallow crustal events (ten Brink et al., 2002; Haugerud et al., 2003; Sherrod et al., 2004) due in part to their close proximity. The most recent documented instance of a large event on the Seattle fault was the moment magnitude (M w ) 7.5 event in about 900 A.D. (ten Brink et al., 2006) , which featured 7 m of surface slip. There is also evidence of uplift in the vicinity of the Tacoma fault about 1000 yr ago (Bucknam et al., 1992; Brocher et al., 2001) . Numerous other faults are present, and more are being found as geologists image the landscape with Light Detection and Ranging (LiDAR), but which faults are currently active and their recurrence intervals are not well known.
• M w 9 megathrust events strike the Pacific Northwest coast roughly every 500 yr (Atwater, 1992; Goldfinger et al., 2003; Satake et al., 2003) . These events may produce strong long-period basin excitation lasting many minutes.
• Deep intraslab earthquakes within the subducting slab have been the most common in recent decades, with M w 6.5 to M w 6.8 events in 1949 , 1965 (Ichinose et al., 2004 .
Seismic hazards are commonly estimated by predicting the shaking at a rock site from vertically incident seismic waves using a local velocity model, and then performing a site response analysis to model the effect of unconsolidated soils on ground motions. However, the basins have an additional effect of focusing and trapping energy within them (Frankel et al., 2002; Frankel et al., 2007) , which is not modeled with many traditional methods.
Some of the patterns of shaking have been captured with studies solely examining site amplification (Hartzell et al., 2000) . Site amplifications are commonly estimated for sites for which recordings have not been collected or analyzed based on nearby observations. For some sites, the back azimuth to an earthquake may have a strong influence. Recorded ground motions from both strong and weak shaking indicate patterns of amplification that vary with site location, source location, and frequency (Frankel et al., 2002; Barberopoulou et al., 2004) .
Seismic-hazard maps rely heavily on the ability to predict ground motions for a wide variety of plausible earthquakes that have never been instrumentally observed (Frankel et al., 1996; Frankel et al., 2007) . In Seattle's case, these unrecorded earthquakes include large crustal events (M w 6.0-7.5) on faults in the Cascadia forearc including the Seattle fault, and a megathrust event (> M w 8.5) off the Pacific coast. In order to predict ground motions for these and other events, it is essential to have a good V S model for the Seattle area.
Many existing local velocity models are sufficient for predicting ground motions at rock sites while modeling the effects of simple geological structures but are not sufficient to model the effects of more complex crustal and sedimentary structures like the Seattle basin. Prior to this study, there were no V S models, based on direct observations, detailed enough to model the effects of the Seattle basin on ground motions at 1 Hz. The primary motivation of this study is to produce a V S model detailed enough to make ground-motion predictions at 1 Hz within the Seattle basin, and we will evaluate our results based on this goal.
Previous Models
Earthquake tomography and active-source experiments have revealed the larger-scale features of the crust around Seattle (Lees and Crosson, 1990; Pratt et al., 1997; Symons and Crosson, 1997; Van Wagoner et al., 2002; Pitarka et al. , Figure 1 . Geometry of basins as revealed by gravity variations around Seattle, Everett, and Tacoma, Washington (Brocher et al., 2001) . The color version of this figure is available only in the electronic edition.
2004) as well as northern Cascadia (Ramachandran et al., 2004 (Ramachandran et al., , 2005 (Ramachandran et al., , 2006 . Tomographic models indicate a Seattle basin structure that has a symmetrical bowl shape in the east-west direction and asymmetry in the north-south direction consistent with formation by motion along the Seattle fault (Fig. 1) . These studies find a crustal thickness of 35 km (Schultz and Crosson, 1996) and provide a useful regional velocity model as a starting point for basin models, but do not have adequate resolution to model basin waves. Also, because they are mostly derived from short-period, vertical-component seismometers, S waves are difficult to reliably identify, and thus V S models are less well constrained.
High-resolution basin models have been solely built on P-wave observations until the most recent work (Snelson et al., 2007) . This is a 2D west-to-east refraction profile across the basin, not a fully 3D model needed to make predictions for ground motions. The larger-scale V S models are derived from the conversion of a V P model through an assumed Poisson's ratio. Fluid content, porosity, and composition all affect Poisson's ratio, so a direct measurement of V S is preferable. For velocities appropriate for sedimentary basins, data used to determine Brocher's (2005) empirical relationship between V P and V S are highly scattered. The V P =V S ratio is not simply a function of V P for sedimentary rocks.
Important details remain unresolved (Snelson et al., 2007) . The thickness of the unconsolidated layers in recent models varies by up to a factor of 2, a problem in need of resolution. The inference of several shallow sub-basins would benefit from verification and further study. Attenuation, a critical parameter for estimates of ground shaking, has only been estimated from active-source experiments (Li et al., 2006) . Several different hypotheses exist for why the largest amplification peaks occur at stations above the deepest part of the Seattle basin; some of these hypotheses are the focusing of teleseismic energy by the serpentinized upper mantle or that the observed amplification is primarily controlled by unconsolidated sediments .
Model Calculation
We calculated the 3D V S model in two steps. In the first step, we solved for the 2D Rayleigh-wave phase velocity model as a function of period between 2 and 10 s. The model space is 120 km east to west and 100 km north to south, centered on Seattle (Fig. 2 ). The velocity model was parameterized with an irregularly spaced grid with smaller spacing in regions with greater data coverage. Intergrid spacing ranged from 1 km near central Seattle to 20 km at the edges of the model. At each grid point, we used a third-order polynomial for phase velocity as a function of frequency. At each frequency and grid point, we calculated a Gaussian surface with a characteristic width equal to the square of the distance to the next closest grid point. The normalized sum of these surfaces determined the 2D velocity model at each frequency. We used a starting model that was a 1D average of the Stephenson (2007) model and two different forward calculations, ray theory and a single-scatterer approximation, to calculate the polynomial coefficients.
We inverted for the polynomial coefficients of the model using the following equation:
C is the data covariance matrix, G is the partial derivative matrix, L is the normalization matrix, γ is a scaling parameter between goodness of fit and the normalization matrix, d is the data vector of observed phase velocities, and m is the model vector of polynomial coefficients. In determining the data uncertainties for matrix C, we estimated the uncertainties in calculating the Rayleigh-wave phase velocities. The most important source of error in our phase-velocity calculation was the way we augmented our dataset and solved the phase ambiguity using the model of Stephenson (2007) . To test the error that would be introduced if our assumption that the phase velocity is 3:91 km=s at a 20 s period everywhere in the model space was incorrect, we considered other values. If we were off the actual phase velocity by 5% at a period of 20 s, the error introduced would only be about 2% at a period of 2 s, less for periods between 2 and 10 s. Another source of error comes from the possibility of phase shifting in the empirical Green's functions if the azimuthal distribution of coherent noise at the periods we used was highly focused, though we did not find that to be the case. It was difficult to know for sure how much error was present, so we used a conservative estimate of 10% in our inversion.
The normalization matrix (L) is the sum of two different matrices. The first matrix is a diagonal matrix whose values were determined by the geographic location of the corresponding parameter. For each grid point, we calculated its mean distance to all of the stations, and used this as a proxy for the relative amount of data coverage. For points with a low mean distance, we gave a lower variance, and for stations with a high mean distance, we gave a higher variance. In this way, we were able to apply a greater penalty for perturbations to the starting model in regions with sparser data coverage. The second matrix measured the geographic roughness in the model using a finite-difference approximation of the curvature. With this matrix, we were able to apply a penalty for increasing roughness.
In order to estimate the effect of the starting model on our results, we ran this inversion using many different starting models. Beginning with our basic starting model, we added Gaussian noise with a standard deviation of 20% to all model nodes within the basin. We ran each of these models to a solution and then calculated the mean and standard deviation of the results. Within the basin, most regions showed a standard deviation of much less than 10%, with a few isolated spots as high as 15% where data coverage was sparse. This indicates that there is some dependence on the starting model mostly in the shallowest layers, but the variations were within our estimated uncertainties.
In the second step, we inverted the Rayleigh-wave dispersion curves for the 3D isotropic V S structure. The horizontal dimensions are 60 × 60 km, centered on Seattle with uniform horizontal grid spacing of 2.5 km. The phase velocity model is bigger than the V S model in order to include several stations outside the basin. However, for the V S inversion, it was no longer necessary that those stations lie within the model, so we omitted parts of the model with the poorest data coverage. The vertical extent of the model was 160 km in depth in order to avoid any boundary problems with the forward problem; however, the Rayleigh-wave frequencies used, we estimate, were most sensitive to the top ∼4 km of the model. Between 4-and 9-km depths, velocities were highly smoothed in part because we assigned higher penalties for roughness and deviation from the starting model at these depths and below. The grid spacing in the upper 10 km of the model ranges from 0.25 to 1 km, and the spacing size increases with depth through the rest of the model. We considered inclusion of a water layer for Puget Sound and Lake Washington, but at periods of 2 s and greater, the effect of the water layer for the relevant depths was only about 1% and only in very localized places.
We used a starting model based on Stephenson (2007) and calculated synthetic dispersion curves in our forward calculation using the method of Takeuchi and Saito (1972) . We used a full 3D inversion so that we could apply normalization to the model as a whole. Our V S inversion was similar to our phase-velocity inversion described in the previous paragraph. We used two normalization matrices: one is a Laplacian matrix that allowed us to apply a penalty for increasing roughness and the other is a parametervariance matrix that allowed us to penalize perturbations to model parameters that represented regions not well constrained by the data. In particular, we assigned high variances to parameters deeper than 9 km because that is below the bottom of the Seattle basin, where we had little constraints from our data. As in the first inversion, we calculated solutions from a number of starting models perturbed by adding Gaussian noise to our original starting model. This time, the standard deviation of the noise was 5%, and the same noise was added to all points in a column. We used smaller levels of noise than with our phase-velocity calculations because adding higher levels of noise could have led to the generation of physically unrealistic velocity structures, which cause problems with the forward calculations. The resulting suite of models has a standard deviation of only about 1%, except in the uppermost layer.
Data
Most of our data came from the Seattle SHIPS array (Pratt, Meagher, et al., 2003) , with some additional data from stations around Seattle from the Pacific Northwest Seismic Network (PNSN) and Earthscope's Transportable Array (TA; see had three-component broadband Streckeisen STS-2, Guralp CMG-40T, or Guralp CMG-3T sensors recording 40 samples per second.
The L-22 sensor is a short-period instrument; however, we were able to determine Rayleigh-wave group velocities out to periods of 10 s or more in some cases by careful selection and processing of the data. Each instrument was individually calibrated during the SHIPS experiment, and we used the individual calibrations to deconvolve the instrument response, eliminating most of the variability in response among the instruments. According to the calibrations, the velocity sensitivity was on the order of 100 times higher at a period of 1 s than at a period of 10 s. Still, the amplitude of coherent energy at a period of 10 s was often high enough to observe a good Rayleigh-wave signal. We whitened the spectrum before bandpass filtering to ensure the proper frequency content in each wavelet despite frequency-dependent instrument sensitivity.
To extract Rayleigh wave wavelets, the verticalcomponent seismograms from all stations were merged and then cut to day-long segments. The instrument response was deconvolved, the signal was integrated to displacement, and the data downsampled to 10 samples per second. The cross correlations were computed as in Bensen et al. (2007) . We used one-bit amplitude normalization because it produced cleaner and more prominent Rayleigh-wave wavelets than other amplitude normalization methods. Many station pairs were discarded if the station distance was not sufficiently large relative to the wavelength of the surface wave. Though we did not use a specific distance cutoff, we used only well-formed surface-wave wavelets. We used an automated system to discard the worst traces and manually evaluated the rest. Due to our selectivity in picking only the best data, we used only 13% of the possible paths. Two examples of band-passed empirical Green's functions are shown in Figure 4 . In these two examples, noise coherence is very good from 10 s down to 2-3 s.
We first calculated the group velocity dispersion curve of each trace, starting at the longest period available, by calculating and selecting the peak of the envelope function. Traces that did not have coherence to at least 10-s periods were discarded. When we could not obtain the groupvelocity dispersion up to a period of 20 s, which occurred in most of our paths, we extrapolated the curve by using groupvelocity measurements calculated from the velocity model of Stephenson (2007) . By applying a band-pass filter in small increments to our waveforms, we were able to track the peak of the envelope function to shorter periods, often down to between 2 and 3 s. We terminated our group velocity curve when the signal-to-noise ratio fell below 11.5 dB or if the peak of the envelope function jumped, split, or was otherwise ambiguous to track. The evaluation criteria were defined to select the most promising dispersion curves, which we then evaluated visually. The paths used are shown in Figure 5 .
As described in Bensen et al. (2007) , an additional constraint was needed to resolve the phase ambiguity associated with the calculation of surface-wave phase velocities from group velocities. To solve this ambiguity, we calculated Rayleigh-wave phase velocity dispersion curves for a uniform grid of 1D profiles taken from the V S model of Stephenson (2007) , using the method of Takeuchi and Saito (1972) . Throughout the model, the calculated phase-velocity dispersion curves converge to ∼3:91 km=s at a period of 20 s, indicating a nearly 1D velocity structure beneath the Seattle basin, in other words, depths below 9 km. Calculated phase velocities ranged from 1 to 2:25 km=s at a period of 1 s, indicating that velocities at basin depths vary laterally. We assumed that the Rayleigh-wave phase velocity is 3:91 km=s at a period of 20 s everywhere beneath the Seattle basin and integrated the group velocity curve from 20 s down to 2 s to determine phase velocities at these shorter periods. The group velocity curve between 20 and 10 s was based on a combination of values from the model of Stephenson (2007) and from our cross correlations. The group velocity curve between 10 and 2 s was based exclusively on our cross correlations. In this fashion, we resolved the phase ambiguity and calculated the phase velocity dispersion curve from the group velocity dispersion curve using the phase velocity at a period of 20 s as the constant of integration:
in which s u is the group slowness, s c is the phase slowness, and n indicates a period of 20 s (Bensen et al., 2007) . The SHIPS array was not designed for this kind of analysis, and the station layout is not ideal for surface-wave tomography. In order for velocities to be well resolved for a model parameter, there must be many independent observations of the region in the form of crossing-wave propagation paths. For most of the periods we used, there were many crossing ray paths near the center of the model corresponding to the city of Seattle (Fig. 5) . Away from the center of the model, there were fewer crossing paths, and at its perimeter, there were almost none. The lack of crossing ray paths can lead to the smearing of velocity perturbations along a ray's path.
We performed a resolution test to examine the horizontal resolution of our dataset (Fig. 6) . In this test, we started with a 1D model and then generated a checkerboard pattern of higher and lower velocities with a width of 4 km and a perturbation magnitude of ∼5% from the 1D model. Due to our irregularly spaced grid, not every velocity perturbation has exactly the same magnitude. We generated synthetic data from this perturbed 1D model and then ran our inversion using the 1D model as a starting model. The misfit reduction after three iterations of our inversion was 98%. Our recovery of the synthetic model was very good at periods of 3 s and above and not very good at 2 s due to the limited number of paths used at this period. Vertical resolution is a little bit more difficult to assess because it depends upon the frequency range of the Rayleigh waves as well as path coverage and varies throughout the model. We do not, however, have the ability to resolve a feature as small as the potential velocity reversal beneath the hanging wall of the Seattle fault regardless of which fault model is assumed.
Results
Our Rayleigh-wave phase velocity results show a clear low-velocity zone that is consistent with the area of low isostatic residual gravity shown in Figure 1 , measuring ∼60 km from east to west and ∼45 km from north to south (Fig. 7) . The lowest velocities at all periods are near downtown Seattle, just to the north of the Seattle fault. Rayleigh waves with periods between 2 and 6 s are sensitive to the upper 5 km in this setting, and those with periods between 8 and 10 s are sensitive to the depth range 5-15 km. At a period of 2 s, the velocities are as low as ∼625 m=s, and the lowest velocities at a period of 10 s are 960 m=s. With increasing period, the apparent diameter of the basin shrinks. Potential sub-basins are revealed in the southwest, north, and east. There is less apparent structure in the deeper parts of the basin. However, due to the broadening sensitivity kernels of Rayleigh waves at longer periods, it is also more difficult to resolve smaller structures with 8-to 10-s waves. Our V S results show that velocities are slower in some areas in the top 1.5 km of the Seattle basin beneath the city of Seattle than in the model of Stephenson (2007; see Fig. 8 ).
Additional images of our model and shear-wave velocities in table form are available as an Ⓔelectronic supplement to this paper. Our dataset does not uniquely constrain the uppermost ∼250 m of the basin, but by using a 1D average from the model of Stephenson (2007) as our starting model, we inherit the ∼600 m=s velocities in the uppermost layers from that model. By using different plausible starting models, the uppermost layer could be anywhere from 400-750 m=s according to our calculations. At 500 m and below, our calculations show little dependence on the starting model. Beneath the uppermost layers, we found that low velocities persist to at least 3 km, where our velocities were lowest just north of the Seattle fault with lesser amounts in other parts of the basin. Below 3 km, our results show velocities approaching those of Stephenson (2007) .
We compared the 2D refraction profile of Snelson et al. (2007) that runs west to east across the Seattle basin to the same region from our new model. The Snelson et al. (2007) model has an origin at sea level and includes topography, while the origin of our model is the ground surface and does not include topography. If we align the top of the two models and look at the top 4 km where the models overlap, we can compare velocity contours. The biggest difference between the two models is that our model is a little slower in the top 1 km. To the west of Puget Sound, our model is slower throughout the top 4 km. Between Puget Sound and Lake Washington, our model is faster in the 1-3 km range then the two models that are very similar below 3 km. To the east of Lake Washington, our model is generally faster below 1 km. The Snelson et al., (2007) model is missing contours beneath Puget Sound and Lake Washington due to a lack of ray paths, so we cannot compare these regions. A comparison of the two sets of contours is available as an Ⓔelectro-nic supplement to this paper.
Model Validation
We assessed our new model's ability to predict amplitudes in the 1-to 2-s range relative to the model of Stephenson (2007) because it was used in the development of Seattle's urban seismic-hazard map and because it was validated in this period range (Frankel et al., 2009) . There are other models we could have used for comparison; however, some of them are not tested at the shorter periods we address here (Pitarka et al., 2004) , while others are not well constrained in the shallowest parts of the basin (1.0-3.5 km) where our model is well constrained (Van Wagoner et al., 2002) or are not 3D (Snelson et al., 2007) . Also, because other 3D V S models are dependent on an accurate V P =V S ratio that is highly variable for sedimentary rocks (Brocher, 2005) , it is hard to know if any differences between models are due to the tomography or to the V P =V S ratio. So, while the Stephenson (2007) model has similar limitations and is not necessarily the best overall model at the time of this report, it is the most relevant comparison in addressing our motive for improving seismic-hazard assessments.
For all of our amplitude comparisons, we calculated waveform envelopes. We calculated peak horizontal ground velocity (PGV) in a window that starts just before the direct shear-wave arrival and ends after the direct surface-wave arrival. We then took the geometric mean of the two horizontal components to capture both Love and Rayleigh waves and to eliminate any discrepancies with wave polarization. We used periods between 1 and 2 s because this is the shortest period band in which we think our model is valid. Also, it is too computationally expensive to model shorter periods at this time. In this band was where we expected the most differences between the two models. Frankel et al. (2009) showed a good phase match between data and synthetics for the 2001 Nisqually M w 6.8 event in the 0.2-to 0.4-Hz band using the Stephenson (2007) model. We expected and produced very similar results in this band using our local model embedded in the Stephenson (2007) regional model because waves in this band are not strongly affected by updates to shallow structure from our tomography results. At the shorter periods addressed in this study, we neither expected nor achieved a good phase match between synthetics and data. We based our validation on the phase arrivals and velocity amplitudes of the shear and surface waves.
In Figure 9 , we show an example of a data and synthetic time series for an earthquake recording to demonstrate what we considered a well-fitting prediction. Many of the urban strong motion sensors used in this study are by necessity located in noisy locations. Even though there is some noise in the data, the shear-wave and surface wave arrivals on the horizontal components are very close in arrival time and amplitude despite a phase mismatch. On the north component, the synthetic shear wave has higher amplitude than the data, but on the east component, that relationship is reversed. These differences could be the result of an issue with the modeled radiation pattern or unmodeled anisotropy as well as small inaccuracies in the velocity model. Because we use the geometric mean of both horizontal components and because the well-fitting surface wave controls the maximum amplitude in this example, the simulation yields an excellent match to the data. In addition, the amplitude of the coda is similar throughout this 50-s trace even though we did not consider the coda in our evaluation. In some other examples, one of the horizontal components fits well while the other one does not, or the arrival times are shifted slightly. Unmodeled scattering, focusing, and/or multipathing could explain some of these amplitude, phase, or arrival mismatches.
To evaluate the predictive ability of the two velocity models, we selected two local events that were widely recorded by strong-motion stations in the Seattle area, many of which were recently deployed. The first event, referred to hereafter as the Carnation event, had a coda duration magnitude (M D ) of 3.4 and occurred on 25 May 2010 at 47:679°N, 121:978°W (28 km east of Seattle) at a depth of 6 km (Fig. 10) . This is a shallow crustal event with a hypocenter within the North American plate. The second event, referred to hereafter as the Kingston event, had an M D of 4.5 and occurred on 30 January 2009 at 47:772°N, 122:557°W (25 km northwest of Seattle) at a depth of 58 km (Fig. 11 ). This is a Wadati-Benioff zone event with a hypocenter located within the subducting Juan de Fuca plate. Event locations and magnitudes are obtained from the PNSN catalog. We used the finite-difference code of Liu and Archuleta (2002) to simulate these two earthquakes for comparison with the recorded data.
Because neither of the two local events had a hypocenter within our new model, we embedded our new model into the regional model of Stephenson (2007) , which encompasses both hypocenter locations. We extracted the upper 3.5 km of our new model and pasted it into the model of Stephenson (2007) . We applied some averaging near the suture between the two models to avoid discontinuities and then explicitly added a discontinuity to represent the Seattle fault. This fault discontinuity follows the frontal surface trace described by Blakely et al. (2002) , dips 45°to the south, and is given a 10% velocity contrast that decays exponentially away from the fault surface.
Vertically propagating shear waves at periods greater than 3 s in a medium with velocities between 600 and 1500 m=s will not be strongly affected by a 3.5-km thick section, the maximum depth of our new velocity model within the regional velocity model. Body and surface waves at periods between 1 and 2 s can be strongly affected by a 3.5-km thick region. We expected and observed that longperiod (> 3 s) arrivals calculated using the two models would be very similar to one another in phase and amplitude, while shorter period waves would be often different.
The Carnation event was recorded on 27 stations located on stiff soil sites as shown in Figure 10a . For 15 of these stations, amplitudes at periods between 1 and 2 s, calculated using our new model are closer to the data by more than 5% when compared to amplitudes using the previous model. For two of these stations, there is less than 5% difference between the two models. For 10 stations, the previous model yields more accurate amplitude predictions by more than 5%. We also averaged the misfit across all stations at different frequencies between 0.5 and 1 Hz (Fig. 10b) . We calculated the points on this figure by first dividing the synthetic amplitude by the data amplitude. Then we subtracted one from the absolute value of the mean ratio for each station so that a value of zero indicates a perfect match in amplitude. Average amplitudes calculated using our new model are closer to the data than those calculated using the previous model at all frequencies in the range. Even though the previous model makes better predictions at some stations, the difference between the two models tends to be smaller at those stations than for stations where our new model does better, which is evident in the averages shown in Figure 10b .
In Figure 10c ,d, we show a scatter plot of the amplitudes for all stations and all frequencies that are averaged to make Figure 10b . There is a significant amount of scatter that could represent either site effects from unconsolidated sediments or unmodeled structure. As a local crustal event, the seismic waves traveling from the hypocenter to each station travel ∼20 km through heterogeneous upper crust. We will see that the Kingston event, a Wadati-Benioff zone earthquake, has a much tighter scatter plot due to fewer path effects.
In addition to the complications due to path effects, there is some uncertainty in the M w for the Carnation event, which we initially assumed was equivalent to the M D 3.4 from the PNSN catalog. Using an M w 3.4 results in the amplitudes of the synthetics systematically overestimating the amplitudes of the data using both models. We found that simulating this event with an M w 3.25 resulted in the best overall fit of our model with the data. Amplitudes calculated with our new model are more closely clustered around the observed amplitudes, especially at longer periods in the range considered using this M w . In order to adjust the M w to best fit the results from the previous model, the M w would have to be less than M w 3.25. The Kingston event was recorded by 23 stations located on stiff soil sites as shown in Figure 11a . For 12 of these stations, amplitudes calculated using our new model are closer to the data by more than 5% as compared to amplitudes using the previous model. For eight of these stations, there is less than 5% difference between the two models. For three stations, the previous model yields more accurate amplitude predictions by more than 5%. We also averaged the misfit across all stations at different frequencies between 0.5-1 Hz (Fig. 11b) . Between periods of 1.0-1.67 s, our new model has amplitudes closer to the data, while the previous model has better amplitudes between 1.67 and 2.0 s. Compared to the Carnation event, synthetic amplitudes are a closer match to the data amplitudes for both models; however, our new model makes better predictions at most of the individual stations. In Figure 11c ,d, we show a scatter plot of the amplitudes for all stations and all frequencies that are averaged to make Figure 11b . Overall, the improvement of our predictions over the predictions made with the previous model for the Kingston event is smaller than for the Carnation event. Because the Kingston event is almost directly below the Seattle basin and is at a depth of almost 60 km, most of the wave path is in the mantle with only the top 3.5 km different in the two models. For the Carnation event, which is a shallow crustal event, most of the wave path is in the crust, and waves travel horizontally through our model for distances much greater than 3.5 km, so our model will have a greater impact on the predictions made from shallow events.
Discussion
Because we have observed that the Seattle basin can amplify both surface waves (Barberopoulou et al., 2004) and body waves (Frankel et al., 2002) , the cause of the amplification is likely to be in the upper crust. There are two likely explanations: the observed amplification is produced by the velocity contrast between basin sediments and the surrounding rock, or it is produced by the site response of shallow unconsolidated sediments. Because amplifications are observed in a variety of soil conditions (Frankel et al., 2002; Barberopoulou et al., 2004; Stephenson et al., 2006; Frankel et al., 2009) , the amplifications are likely caused, at least in part, by the velocity contrast between basin sediments and the surrounding rock. However, we expect that the velocity contrast is the largest in the top few kilometers due to increasing compaction of basin sediments with depth. In order for a velocity model to be useful in predicting how the Seattle basin produces the observed amplifications, V S must be well understood in the top few kilometers.
There are two major deficiencies in previous Seattlebasin velocity models regarding their usefulness for predicting ground motions: (1) all previous 3D V S models were produced by measuring V P and using an uncertain V P =V S relationship to determine V S ; our model is based on direct observations of V S , and (2) all previous models are either poorly resolved in the upper 4 km or are produced by interpolating across a sparsely sampled model space when considered on the scale of the Seattle basin; our model is well sampled horizontally throughout the Seattle basin and best resolved in the top 3.5 km. Tomography, using either active-source or passive-source body-wave travel times, yields very little constraint on velocities in the upper 4 km because body waves are nearly vertically propagating near the surface and because ray paths are clustered around the recording stations (Van Wagoner et al., 2002; Pitarka et al., 2004; Ramachandran et al., 2006) . The precise depth of velocity perturbations is unknown due to the vertically oriented ray paths and observations that must be interpolated in a horizontal sense because the ray paths cluster beneath the recording stations. Body-wave studies using the SHIPS dataset with both active and passive sources yield a horizontal resolution of 10-15 km (Van Wagoner et al., 2002; Ramachandran et al., 2006) and vertical resolution on the order of 5 km, much more coarse than our model (∼4 km horizontal) and not very useful for making high-frequency (∼1 Hz) predictions for ground motions within the Seattle basin. Our entire model would be a single pixel in depth and just a few pixels horizontally in the resolution tests of the other models.
At the other end of the model scale, our model does not include information about shallow, unconsolidated sediments, topography, or nonlinear response. These issues must be considered additionally to have a complete accounting of the inputs to ground motion. However, this study fills a gap in our knowledge between regional velocity models (Van Wagoner et al., 2002; Pitarka et al., 2004; Ramachandran et al., 2006; Stephenson, 2007) and local site response studies (Hartzell et al., 2000) . The appropriate evaluation for our new model is to compare ground-motion predictions made by our new model to predictions made to produce Seattle's urban seismic-hazard map (Frankel et al., 2007) , rather than to compare it to the aforementioned regional velocity models.
According to our resolution test, we are able to resolve structures within the Seattle basin on the order of 4 km or less in length horizontally and velocity contrasts across discrete geologic features like the Seattle fault. There is a pronounced low-velocity zone just north of the Seattle fault in Elliot Bay at the outlet of the Duwamish river, which is most evident at 1-km depth (Fig. 8) . Basin sediments have lower velocities than the mostly crystalline rock to the south and north, and we are able to resolve this contrast. To the west across Puget Sound, the fault trace shifts northward , which can be seen in our model at depths from 1-3 km (Fig. 8) . Our data do not cover the entire length of the Seattle fault, but in places where we have data coverage, we observed the associated velocity contrast. Velocity variations within the basin reveal several sub-basins that could have at least two different origins. Deeper sub-basins are likely formed by the evolution of the basin through a combination of thrust and strike-slip tectonic motions, while shallower sub-basins are likely the result of glacial action including uneven compaction, deposition, and erosion.
Conclusions
The 3D V S structure of deep crustal basins has a significant impact on the propagation of seismic waves and seismic hazards in the cities that sit atop them. We used Rayleigh waves extracted from ambient noise with periods between 2 and 10 s to directly observe the V S structure of the Seattle basin, avoiding the use of uncertain V P =V S ratios. Unlike body waves, short-period surface waves can resolve structure in the upper ∼4 km with enough detail to model high-frequency (1 Hz) strong motions in regions with upper crustal structures like the Seattle basin.
Our method's strength is the resolving power of shortperiod Rayleigh waves on V S in the upper few kilometers without the need to precisely know Poisson's ratio. This is precisely the region where many previous models are least well constrained. We believe that our new model can be applied to predict levels of ground shaking with greater accuracy than the current urban seismic-hazard maps for Seattle (Frankel et al., 2007) , as demonstrated by the two events we examined, due to more accurate modeling of V S in the upper 3-4 km of the basin.
We believe that most of the remaining misfit is likely due the effect of shallow, unconsolidated sediments, features smaller than a few kilometers, and unmodeled structure from outside our area of data coverage. The weaknesses of this dataset are its inability to precisely resolve sharp discontinuities and uniquely constrain velocities in the top 250 m. With a richer dataset, we believe these weaknesses could be overcome using our method.
Further improvements in the Seattle-basin velocity model could be achieved using a more optimal station arrangement, more broadband instruments, a longer recording duration, and developing a joint inversion that explicitly includes geological information about sharp discontinuities such as faults and basin edges. However, using a limited, legacy dataset we were able to demonstrate the usefulness of this method by making measurable improvements to amplitude predictions for two local earthquakes at frequencies relevant to seismic-hazard assessments.
Data and Resources
This study uses data collected during the SHIPS 2002 experiment, which was obtained from the IRIS Data Management Center. This study also uses data collected by Earthscope's Transportable Array (TA) and the Pacific Northwest Seismic Network (PNSN), also available from the IRIS Data Management Center.
