Abstract. In this paper, we study the total variation structured total least squares method for image restoration. In the image restoration problem, the point spread function is corrupted by errors. In the model, we study the objective function by minimizing two variables: the restored image and the estimated error of the point spread function. The proposed objective function consists of the data-fitting term containing these two variables, the magnitude of error and the total variation regularization of the restored image. By making use of the structure of the objective function, an efficient alternating minimization scheme is developed to solve the proposed model. Numerical examples are also presented to demonstrate the effectiveness of the proposed model and the efficiency of the numerical scheme.
1. Introduction. Digital image restoration and reconstruction play an important part in various areas of applied sciences such as medical and astronomical imaging, film restoration, and image and video coding. In this paper, we focus on an image degradation model: an ideal image f is observed in the presence of a spatial-invariant point spread function (PSF) h and an additive zero-mean Gaussian white noise η 1 . Thus the observed imageg is obtained by:
where is the convolution operator and g is the convolution of h and f .
It is well known that restoring an image f is a very ill-conditioned problem. A regularization method should be used in the image restoration process. The total variation (TV) regularization (ROF) model, proposed by Rudin, Osher, and Fatemi [16] ,
where Ω is the image domain, and α is a positive parameter which measures the trade off between a good fit and a regularized solution.
In classical image restoration, the PSF h is assumed to be known or adequately sampled [1] . However, in practice, one is often faced with imprecise knowledge of the PSF. In the literature, blind deconvolution methods [3] have been developed to estimate both the original image and the PSF from the observed image g. In order to obtain a reasonable restored image, these methods require one to impose suitable constraints on both the PSF and the image. TV-based blind deconvolution has been developed in [4] :
where τ 1 and τ 2 are two positive regularization parameters. In this model, the TV regularization terms of f and h are employed.
In our setting, we are interested in studying the case when the PSF is not known exactly (e.g., h is corrupted by errors):
where η 2 is assumed to be zero-mean Gaussian white noise; see, for instance, [9, 10, 11, 14] . For instance, in two-dimensional deconvolution problems arising in ground-based atmospheric imaging, the problem consists of an image received by a ground-based imaging system, together with an image of a guide star observed under the effects of atmospheric turbulence. Empirical estimates of the PSF can sometimes be obtained by imaging a relatively bright, isolated point source. The point source might be a natural guide star or a guide star artificially generated using range-gated laser backscatter [2] . We remark that this setting is different from blind image deconvolution. In our setting, we would like to recover the original image according to the given observed image and noisy PSF.
Since the noise η 2 is added to the PSF directly, the error appearing in the corresponding blurring matrix follows the convolution structure instead of being arbitrary. In the literature, this kind of problem refers to a constrained/structured total least squares problem; see [17] for details. In [9] , the maximum a posteriori estimation (MAP) technique is applied to the problem of restoring images distorted by noisy PSFs and additive noise. The steepest descent method is employed to solve the corresponding optimization problem. For image restoration problems, it has been demonstrated [6, 10, 11, 14, 15] that structured total least squares methods yield better results than the least squares method when error exists in PSFs.
Assume that Ω ⊂ R 2 is a connected bounded set with compact Lipschitz boundary. In this paper, we study the following objective function for image restoration problems with noisy PSFs: 
Thus the proposed objective function is equivalent to the constrained/structured total least squares formulation with the use of the TV regularization. In the previous papers [6, 10, 11, 15] , the TV regularization is not used for regularized structured total least squares (RSTLS) in image restoration.
In [14] , Pruessner and O'Leary formulated this image deconvolution problem as a structured least squares problem by adding a regularization. In their algorithm, they minimize
where w is the pointwise weight to e. Correspondingly, a diagonal weighting matrix is attached to the discretized error variable of the PSF. They employ iteration methods to solve the minimization problem by linearizing (1.4). A regularization α 3 f p is also added to the resulting least squares problem in each linearized iteration. In their algorithm, they considered p = 1, 2, ∞. When p = 2, an efficient solver for regularized least squares problem can be derived via fast Fourier transform. When p = 1 or p = ∞, small testing examples are studied due to the expense of solving the linear programming problems in their numerical tests. We remark that our formulation in (1.3) is different from that in [14] . We make use of the TV regularization for image restoration which is not considered in [14] . The TV regularization is important in image restoration for edge recovery. The proposed setting is that the L 1 -norm is used for the regularization term Ω |∇f |dx and the L 2 -norm is used for the constrained total least squares term Ω ( α1 2 r 2 + α2 2 e 2 )dx. By making use of this setting, we can develop an efficient TV regularized structured least squares algorithm for image restoration problems with noisy PSFs. We also note that an interior point algorithm for L 1 -norm regularization and L 2 -norm data fitting was developed in [7] . However, the main computational task of such interior point algorithm is to solve a very ill-conditioned linear system. The cost of this method is significantly larger than the proposed method. Moreover, the method is applied to the convex optimization only. We note that the structured least squares problem in (1.3) or (1.4) is nonconvex.
The rest of this paper is organized as follows. In section 2, we give some theoretical results for the proposed model and present an alternating minimization scheme for solving the proposed model and discuss the convergence of the numerical scheme. In section 3, we provide numerical examples to demonstrate the effectiveness of the proposed model and the efficiency of the proposed numerical scheme. Finally, some concluding remarks are given in section 4.
Existence of minimizers.
We first study solutions of (1.3) in the following function space. We assume the restored image pixel values are bounded in the normalized range [0, 1] Proof. First, if we let f and e be constants, the energy will be finite, which implies that the problem in (2.1) is the correct setting.
Suppose {(f i , e i )} ⊂ Λ is a minimizing sequence of the problem in (2.1), then there exists a constant M > 0 such that
The above inequality reads as
Combining it with the boundedness of the TV term, we get that {f i } is uniformly bounded in BV (Ω). Therefore, there existsf ∈ BV (Ω) such that, up to a subsequence,
As a consequence of the lower semicontinuity of BV (Ω),
The boundedness of Ω e i 2 guarantees that {e i } is uniformly bounded in L 2 (Ω). We deduce that, up to a subsequence,
Then we can obtain
by using the lower semicontinuity for the L 2 (Ω) norm. Noting the boundedness of {f i } and the convergence results (2.2) and (2. 
We can easily deduce (f ,ê) ∈ Λ by using the convergence results (2.2) and (2.4). This completes the proof.
The alternating minimization scheme.
In this subsection, we propose the numerical procedure for solving (2.1). Our idea is to use the alternating minimization scheme which is described in Algorithm 1. while not converged do Step 1. Given f i−1 , computing e i by solving
Step 2. Given e i , computing f i by solving
end while
Next we would like to establish the convergence of Algorithm 1. Theorem 2.2. Let {(f i , e i )} be the sequence derived from Algorithm 1. Then {(f i , e i )} converges to (f ,ê) (up to a subsequence), and for any (f, e) ∈ Λ, we have
Proof. First, we can easily deduce the following inequality from Algorithm 1,
Then J(f i , e i ) is bounded; we can find a subsequence (which is still noted as {(f i , e i )}), (f ,ê) ∈ Λ in the same way as in Theorem 2.1 such that it satisfies
Recall that J(f i , e i ) > 0 is bounded; then there exists m > 0 such that
We can prove that m = J(f,ê). First,
By considering the inequalities 
By rewriting the right-hand side of (2.9), we obtain
We note that
By combining with (2.9), we have
Becauseh is bounded and f i and e i are uniformly bounded in L 2 (Ω), we deduce the following inequality by letting i tend to infinity and using the dominated convergence theorem:
On the other hand, for any
and 
Again letting i tend to infinity and and using the dominated convergence theorem, we obtain
Similarly, for any e ∈ L 2 (Ω), we have
The result follows.
To solve the discrete version of the e-subproblem in (2.7), we calculate e i in the frequency domain by using fast Fourier transform:
where F and F −1 denote the Fourier transform and the inverse Fourier transform, respectively. In the discretized setting, at every iteration of Algorithm 1, the computational task of solving the e-subproblem in (2.7) involves four fast two-dimensional transforms and its complexity is O(N 2 log N ) for an N -by-N restored image. To solve the discrete version of the f -subproblem in (2.8), we use the alternating direction method of multipliers (ADMM) [13] by introducing variables w and v as follows:
The problem fits the framework of the alternating direction method by choosing
For the above constraints, we express them as follows:
By attaching the Lagrangian multiplier ψ = μ 1 μ 2 Downloaded 08/21/14 to 158.182.150.113. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php to the linear constraints, the augmented Lagrangian function of (2.10) is given by
where β > 0 is the penalty parameter for the linear constraints to be satisfied. More precisely, the computational procedure for solving (2.10) is presented in Algorithm 2.
Algorithm 2. The alternating direction method of multipliers for solving (2.10). Input:h,g, α 1 , β, e i , w (0) , v (0) , and ψ (0) .
, and
Step 2. Given f
and μ
, update w (k) by using two-dimensional shrinkage formula as (2.13)
Step 3. Given f
where
is the projection of x on the box [0, 1].
Step 4. Update ψ (k) by (2.15)
We observe that only two terms in the right-hand side of (2.12), βw
and
, are changed at each iteration of Algorithm 2. In the discretized setting, the main computational task involves three fast two-dimensional transforms, and its complexity is O(N 2 log N ) operations for an N -by-N restored image. We also see that every step of ADMM for solving the discrete version of (2.10) has a closed form solution. Thus the method can be efficiently implementable. The convergence of the alternating direction method for a convex objective function of separable variables with linear constraints is guaranteed; see, for instance, [8, 12] . To get an exact solution of the discrete version of (2.8), we need to choose
. Since the estimated error e i may not be accurate enough, in practice, it is not necessary to use an exact solution of the discrete version of (2.8). As for computational efficiency, we implement an inexact version of Algorithm 2 which performs several iterations only. Numerical examples will be given in the next section to demonstrate the efficiency of the inexact version of Algorithm 2. Downloaded 08/21/14 to 158.182.150.113. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php It is clear that discrete versions of subproblems in (2.8) and (2.7) can be solved efficiently. Moreover, the total cost of computing f and e at Step 1 and Step 2 in Algorithm 1 is O(N 2 log N ) for an N -by-N restored image by the proposed total variation regularized structured total least squares (TV-RSTLS) method.
In [10, 11] , it has been shown that the use of Tikhonov regularization in the RSTLS problem for image restoration can be decoupled into N 2 one-variable nonlinear equations, where each equation can be solved efficiently. However, when the TV regularization is employed instead of Tikhonov regularization, the problem cannot be reduced to N 2 one-variable nonlinear equations. More precisely, their approach will lead to solving a sequence of N 2 -by-N 2 non-Toeplitz linear systems. Therefore, the corresponding computational cost would be very expensive.
Numerical experiments.
In this section, we present numerical results to demonstrate the performance of the proposed model. The quality of recovered images is measured by the relative error (ReErr), the signal-to-noise ratio (SNR), and the highest peak signal-to-noise ratio (PSNR). They are defined as
, and PSNR = −20
where f ,f and f c are the original image, the mean intensity value of f , and the restored image, respectively. In the tests, for a given PSF h, we generateh by adding a Gaussian white noise with zero mean and standard derivation (std) to h:h = h + η 2 . The blurred and noisy imageg is generated by h f + η 1 , where f is the original image and η 1 is also a Gaussian white noise with zero mean. We compare the proposed model (TV-RSTLS) in (1.3) with the following four models.
• ROF model with the exact PSF (ROF-exact):
This is the reference model where there is no noise in the PSF.
• ROF model with the noisy PSF (ROF-noisy):
This is the model where the structured total least squares method is not used.
• Chan-Wong model [4] :
This is the blind deconvolution model where the noisy PSF is used for an initial guess.
• Tikhonov-RSTLS:
This is the structured total least squares model with Tikhonov regularization. Downloaded 08/21/14 to 158.182.150.113. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php For the ROF-exact and ROF-noisy models, we use the alternating direction method [13] to obtain the restored image. For the blind deconvolution models, we employ an alternating minimization scheme [4] to solve for f . As for the comparison, we make use of the noisy PSF with exact support as an initial guess in the blind deconvolution algorithm. We note that the Tikhonov-RSTLS model is nonconvex. For the Tikhonov-RSTLS model, we use Algorithms 1 and 2 except we deal with the term |∇f | 2 instead of |∇f | in the restoration process. For the Chan-Wong model, we use the alternating minimization method to obtain the restored image and the estimated PSF and each subproblem of the Chan-Wong model is solved by the alternating direction method. In all the algorithms, the stopping criterion is measured on the relative error of the successive restored image given as follows:
where is a given tolerance. In all the tests, the stopping tolerance is set to be 
Test 1.
We test the 256×256 "Cameraman" image in A Gaussian white noise of 40 dB is further added to the blurred image. The corresponding blurred and noisy "Bar" image is shown in Figure 3 .3(b) with SNR = 9.22 dB. Here we set the number of iterations to be three in Algorithm 2 and the initial guess to be the observed image. The ROF-exact, ROF-noisy, and Tikhonov-RSTLS methods use the same initial guess for a fair comparison.
In Figures 3.1(c) -(g) and 3.3(c)-(g), we display the restored images by different methods. It is clear from the figures the TV-RSTLS method restores better images than the Tikhonov-RSTLS, ROF-noisy, and Chan-Wong methods. Also the SNRs of the restored images by the TV-RSTLS are higher than those by the Tikhonov-RSTLS, ROF-noisy, and Chan-Wong methods. Moreover, the zoom-in regions of recovered images are further shown in Figures 3.5 and 3.6 to illustrate clearly the superiority of the proposed TV-RSTLS method. It is also clear that the edges restored by the TV-RSTLS method are much better than those by the Tikhonov-RSTLS method.
Test 2.
In this test, we evaluate the performance of the proposed method by using different PSFs such as Gaussian kernel, Moffat kernel, and truncated nonsymmetric kernel Nonsym.
2 Their MATLAB commands are fspecial('gaussian',
(f) (g) [hsize,hsize],1.5) and psfMoffat([hsize,hsize],3,5).
3 Several values of hsize are studied, which is used to control the support PSFs. Different values of variance of the noise in PSFs are considered. The "Cameraman" image is used to test the performance of the proposed method. A Gaussian white noise of 40 dB is further added to the blurred image. Here we set the number of iterations to be three in Algorithm 2, and the initial guess to be the observed image. The restoration results in ReErr, SNR, PSNR, and computational times are shown in Table 3 .1. In each entry of the table, the number is the average value of the 20 random noise cases in PSFs and blurred images of the corresponding setting. We see from the table that the performance of the proposed model (the numbers in bold face) is better than those of the Tikhonov-RSTLS model, the ROF-noisy model, and the Chan-Wong model. 
Test 3.
In this example, we study the effect of the parameters in the proposed model. We test their values as follows: α 1 = 10 i for (i = 1, . . . , 4) and α 2 = 10 j for (j = 0, 1, . . . , 10). We remark that when α 1 is larger than 10 4 or smaller than 10, the restoration results are not good. In this experiment, we consider the "Cameraman" images blurred by a Gaussian PSF (hsize = 21 and σ = 1.5) with a Gaussian white noise of mean zero and std 5 × 10 −3 . The Gaussian white noise of 40 dB is further added to the blurred image. Here we set the number of iterations to be three in Algorithm 2, and the initial guess to be the observed image. The summary of the restoration results based on SNRs is shown in Table 3 .2. We observe from behaves like the TV denoising model. We also remark that the above observations are also valid for the other PSFs.
Test 4.
As we have mentioned, J(f, e) is convex with respect to f and e separately, but is not jointly convex for (f, e). To study the sensitivity of the proposed model to initial guesses, we solve the proposed model by the alternating minimization scheme with different initial guesses f 0 including a black image, a white image, and a random image and the observed image. In Table 3 .3, we show the average restoration results for 20 cases of the "Cameraman" image blurred by a noisy Gaussian PSF with std = 0.005, and further corrupted by a Gaussian noise of 40 dB. We see from Table 3 .3 that the observed image as the initial guess gives more information and thus yields better results compared with other initial guesses. As a reference, we also show the corresponding restoration results by the ROF-noisy model using the observed image Downloaded 08/21/14 to 158.182.150.113. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php as an initial guess. We note that the objective function is convex in the ROF-noisy model. We also remark that the above observations are also valid for the other PSFs.
On the other hand, we study the sensitivity of the number of iterations to be set in Algorithm 2. By using the above "Cameraman" blurred and noisy image setting, we report in Table 3 .4 the average relative errors, the SNR values, the PSNR values, and the CPU-times for different numbers of iterations in Algorithm 2 of the TV-RSTLS method over 20 noisy cases. Here the initial guess is set to be the observed image. We see from the table that there are very small differences in the relative errors, the SNR values, the PSNR values, and the CPU-times for different numbers of iterations. It is obvious that when the number of iterations is higher, these measures are slightly better, but the overall computational time increases. According to the results in the previous subsections, it is sufficient to set the number of iterations to be three in Algorithm 2. Downloaded 08/21/14 to 158.182.150.113. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
