Abstract. It is well known that there is an absolute constant C > 0 such that if the Laplace transform G(s) = ∞ 0 ρ(x)e −sx dx of a bounded function ρ has analytic continuation through every point of the segment (−iλ, iλ) of the imaginary axis, then lim sup
Introduction
The aim of this article is to generalize and improve the following Tauberian theorem: [9] , who established the inequality (1.1) with C = 6. The absolute constant was improved to C = 2 by Korevaar [12] and Zagier [17] via Newman's contour integration method. Vector-valued variants of Theorem 1.1 have many important applications in operator theory, particularly in semigroup theory; see, for example, Arendt and Batty [1] , Chill [4] , and the book [2] . We also refer to the recent works [3, 5] for remainder versions of Ingham's theorem.
Recently [7] , the authors have weakened the assumption of analytic continuation on the Laplace transform in Theorem 1.1 to so-called local pseudofunction boundary behavior (see Section 2 for the definition of this notion) of the analytic function (1.2), which includes as a particular instance L 1 loc -extension as well. The proof method given there could actually yield better values for C than 2, although sharpness could not be reached via that technique.
Our goal here is to find the optimal value for C. So, the central part of this article is devoted to showing the ensuing sharp version of Theorem 1.1.
Suppose that there is a constant b such that (1.2) L{ρ; s} − b s admits local pseudofunction boundary behavior on the segment (−iλ, iλ) of the imaginary axis. Then, the inequality (1.1) holds with C = π/2. Moreover, the constant π/2 cannot be improved.
That C = π/2 is optimal in Theorem 1.2 will be proved in Subsection 3.2 by finding an extremal example of a function for which the inequality (1.1) becomes equality. The Laplace transform of this example has actually analytic extension to the given imaginary segment, showing so the sharpness of π/2 under the stronger hypothesis of Theorem 1.1 as well. Our proof of Theorem 1.2 is considerably more involved than earlier treatments of the problem. It will be given in Section 3 and is based on studying the interaction of our extremal example with a certain extremal convolution kernel.
The rest of the article derives several important consequences from Theorem 1.2. We shall use Theorem 1.2 to sharpen Tauberian constants in finite forms of other complex Tauberian theorems. Section 4 deals with generalizations and corollaries of Theorem 1.2 under two-sided Tauberian conditions, while we study corresponding problems with onesided Tauberian hypotheses in Section 5. Our results can be regarded as general inequalities for functions whose Laplace transforms have local pseudofunction boundary behavior on a given symmetric segment of the imaginary axis in terms of their oscillation or decrease moduli at infinity. In particular, we shall show the ensuing one-sided version of Theorem 1.2 in Section 5. in the inequality (1.3). We will deduce Theorem 1.3 from a corollary of Theorem 1.2 (cf. Theorem 4.2) and the Graham-Vaaler sharp version of the Wiener-Ikehara theorem [8] . We mention that Graham and Vaaler obtained the optimal constants in the finite form of the Wiener-Ikehara theorem via the analysis of extremal L 1 -majorants and minorants for the exponential function.
Preliminaries
We briefly discuss in this section the notion of local pseudofunction boundary behavior. We refer to [7, 6, 14, 15] and [13, Sect. III.14] for its connections with Tauberian theory. We normalize the Fourier transform asφ(t) = F {ϕ; t} = ∞ −∞ e −itx ϕ(x) dx. As is standard, we interpret Fourier transforms in the sense of tempered distributions when the integral definition does not make sense.
The space of global pseudomeasures is P M(R) = F (L ∞ (R)). We call f ∈ P M(R) a global pseudofunction if additionally lim |x|→∞f (x) = 0. A Schwartz distribution g ∈ D ′ (U) is said to be a local pseudofunction on an open set U if every point of U has a neighborhood where g coincides with a global pseudofunction; we then write g ∈ P F loc (U). Equivalently, the latter holds if and only if lim |x|→∞ ϕg(x) = 0 for every smooth compactly supported test function ϕ ∈ D(U). It should then be clear that smooth functions are multipliers for local pseudofunctions. Also, L 1 loc (U) P F loc (U), in view of the Riemann-Lebesgue lemma. Let G(s) be analytic on the half-plane ℜes > 0 and let U ⊂ R be open. We say that G has local pseudofunction boundary behavior on the boundary open subset iU of the imaginary axis if G admits a local pseudofunction as distributional boundary value on iU, that is, if there is g ∈ P F loc (U) such that
We emphasize that L 1 loc -boundary behavior, continuous, or analytic extension are very special cases of local pseudofunction boundary behavior.
Suppose that G is given by the Laplace transform of a tempered distribution τ ∈ S ′ (R) with supp τ ⊆ [0, ∞), i.e., G(s) = τ (x), e −sx for ℜes > 0. In this case the Fourier transform τ is the boundary distribution of G on the whole imaginary axis iR. Since τ * φ =τ ·φ, we conclude that G admits local pseudofunction boundary behavior on iU if and only if
where S(R) stands for the Schwartz class of rapidly decreasing smooth functions.
3. Proof of Theorem 1.2 3.1. A reduction. We start by making some reductions. Define
and set τ (x) = 0 for x < 0. The Laplace transform of τ is precisely the analytic function (1.2). We have to show that if M > lim sup x→∞ |ρ(x)|, then
Denote as Lip(I; C) the set of all Lipschitz continuous functions on a interval I with Lipschitz constant C. We obtain that there is X > 0 such that τ ∈ Lip([X, ∞); M). Since Laplace transforms of compactly supported functions are entire functions, the behavior of τ on a finite interval is totally irrelevant for the local pseudofunction behavior of its Laplace transform.
It is now clear that Theorem 1.2 may be equivalently reformulated as follows, which is in fact the statement that will be shown in this section.
for some sufficiently large X > 0. If there is λ > 0 such that L{τ ; s} admits local pseudofunction boundary behavior on (−iλ, iλ), then (3.1) holds. The constant π/2 in this inequality is best possible.
Next, we indicate that we may set w.l.o.g. M = 1 and λ = 1 in Theorem 3.1. Indeed, suppose that we already showed the theorem in this case and assume that τ satisfies the hypotheses of the theorem for arbitrary M and λ. Thenτ (x) = M −1 λτ (λ −1 x) satisfies the hypotheses of Theorem 3.1 with M = 1 and λ = 1. Thus lim sup x→∞ |τ (x)| ≤ π/2, giving the desired result for τ . Similarly if one finds some function showing that the result is sharp with M = 1 and λ = 1, the same transformation would lead to the sharpness for arbitrary M and λ.
3.2.
An example showing the optimality of the theorem. We now give an example for τ showing that Theorem 3.1 is sharp. The proof of the theorem itself will largely depend on this example. Define
where N stands above for a positive integer. Calculating its Laplace transform, one finds 3.3. Analysis of a certain extremal function. The proof of the theorem will also depend on the properties of a certain extremal test function, namely,
This function has many remarkable properties in connection to several extremal problems [16] and has already shown useful in Tauberian theory [10, 13] . Let us collect some facts that are relevant for the proof of Theorem 3.1. Its Fourier transform iŝ
It satisfies [13 
More important however, we need to know how this test function interacts with a modified version of our supposed extremal example, which we will denote throughout the rest of this section as
Proof. Indeed, realizing that K(x)α(x) is positive when |x| < π/2 and negative otherwise, it suffices to show that the integral of K(x)α(x) on (−∞, ∞) is 0, or equivalently on (0, ∞) since K(x)α(x) is even. We split the integral in intervals of length π/2. Let N ∈ N be divisible by 4. Then,
and
Similarly,
Summing over all 4 pieces and over all N ≡ 0 (mod 4), we see that the sum telescopes and that sum of the remaining terms for N = 0 add up to 0. Proof. We need to show that (K ′ /K) ′ is negative on (0, π/2), or, which amounts to the same, that (log K)
′′ is negative there. This is equivalent to showing that log K is concave. It is thus sufficient to verify that K is concave on (0, π/2). We have for, x ∈ (0, π/2),
The last calculation for K ′′ can easily be adapted to find that K ′ (x) < 0 for x ∈ (0, π/2), hence K is decreasing there.
The next lemma can be shown by a simple computation.
and is monotone on (−π/2, e N ) and (e N , π/2).
3.4.
Some auxiliary lemmas. We will also employ the following lemmas. The proof of the next lemma is simple and we thus omit it.
Lemma 3.5. Let µ be a positive measure on [a, b] and let φ be non-increasing. Let f and g be functions such that
and there exists c
Naturally, the above lemma can be adapted to treat negative measures µ and nondecreasing functions φ and we will also refer to these adaptations as Lemma 3.5.
We will use the ensuing class of functions for estimations.
Definition 3.6. We say that a function z is an upper pointed zig-zag function on [−π/2, π/2] if there is a c ∈ [−π/2, π/2] such that z can be written as
A function z is called lower pointed zig-zag if −z is upper pointed zig-zag.
The following lemma will be a key ingredient in our arguments. It will allow us to work with piecewise linear functions instead of the more general Lipschitz continuous functions with Lipschitz constant 1.
Lemma 3.7. Let I and s be constants such that
Proof. We set
We may clearly assume that the inequality regarding the integral in the definition of A is actually an equality. By Lemma 3.4, there is e N such that K(x + Nπ)/K(x) is non-increasing on [−π/2, e N ] and non-decreasing on [e N , π/2]. Let f ∈ A arbitrary. We will construct a zig-zag function z ∈ B for which C f ≥ C z . Let us first consider j which is defined on [−π/2, e N ] as the straight line with slope 1 such that
j(x)K(x)dx and on (e N , π/2] as the straight line with slope
allows us to apply Lemma 3.5 to the positive measure K(x)dx and the non-increasing (resp. non-decreasing) function
and [e N , π/2]. Note that we must necessarily have j(−π/2) ≤ f (−π/2) = s, by the Lipschitz continuity of f . The function j may not be a zig-zag function however, as j may have a discontinuity at e N . We set z = j on the interval where j takes the lowest value at e N , i.e., if j(e N ) ≤ lim x→e
Notice that in the first case we have by construction that z(−π/2) ≤ s and (in both cases) z(e N ) ≥ f (e N ). We then extend z on the remaining interval as the unique upper pointed zig-zag function such that f (x)K(x)dx = z(x)K(x)dx there and makes z a continuous function at the point e N . As was the case for the case for the comparison between j and f , one can use Lemma 3.5 (in exactly the same way) to compare f and z and conclude that f (
and [e N , π/2]; whence C f ≥ C z . From the construction it is also clear that z(−π/2) ≤ s and thus z ∈ B.
Lemma 3.7 has an obvious analogue when K(x+Nπ) is positive on the interval (−π/2, π/2), namely, when N ≥ 1 is odd. One then needs to replace in the definition of B upper pointed zig-zag functions by lower pointed ones and the inequality z(−π/2) ≤ s needs to be reversed, and in the definition of A the inequality regarding the integral also has to be reversed. The proof is basically the same and will therefore be omitted. This analogue will also be referred to as Lemma 3.7. We also note that it is easy to see that the infimum in (3.4) with respect to the set B is in fact a minimum.
3.5. The actual proof. We now come to the proof of Theorem 3.1. We may modify τ on [0, X] in any way we like because this does not affect the local pseudofunction behavior of its Laplace transform. So, we assume that τ ∈ Lip(R; 1), namely,
The Lipschitz continuity of τ gives the bound τ (x) = O(x), so that we can view τ as a tempered distribution with support in [0, ∞). As indicated in Section 2, the local pseudofunction boundary behavior of the Laplace transform L{τ ; s} on (−i, i) then yields (2.1) with U = (−1, 1). From here we can prove that τ is bounded 1 . In fact, select a non-negative test function φ ∈ S(R) with Fourier transform supported in (−1, 1) and
1 This also follows directly from [7, Thm. 3 .1], where we have shown that a much weaker one-sided Tauberian condition (bounded decrease) suffices to deduce boundedness. In the case under consideration we have however a two-sided condition and the proof of the assertion then becomes much easier and shorter.
Applying (2.1) and (3.5), we obtain
Since we now know that τ ∈ L ∞ (R), we conclude that (τ * φ)(h) = o(1) actually holds for all φ in the closure of F (D (−1, 1) ), taken in the Banach space L 1 (R), i.e., for every L 1 -function φ whose Fourier transform vanishes outside [−1, 1] . This means that we can take here the extremal kernel φ = K. Summarizing, we have arrived to the key relation
In the sequel, we only make use of (3.5) and (3.6).
The idea of the proof of the inequality
goes as follows. If τ (h) is 'too large', then the Lipschitz condition (3.5) forces that a substantial portion of the integral
comes from the contribution of a neighborhood of the origin. If this is too excessive (τ (h) is too large), the tails of the integral will not be able to compensate this excess and the total integral will be large, violating the condition (3.6).
Let ε > 0 be a small number that will be specified later. Our analysis makes use of the smooth function
The function τ is bounded, so is f . We may modify τ on a finite interval in such a fashion that (3.5) still holds and the global supremum of |f | stays sufficiently close to its limit superior at infinity. Furthermore, changing τ in this way does not affect our hypothesis (3.6). Thus, we assume
Let us choose h > 0 such that is 'maximal', i.e. (assuming w.l.o.g. that it is positive), (3.10)
That such a choice of h is possible simply follows from the fact that f is bounded and (3.8).
Indeed, assuming without loss of generality that the set of all h such that (3.10) holds is infinite (the condition (3.8) ensures that it is non-empty and unbounded), we have that either f has infinitely many local maxima accumulating to ∞ on this set or that there is an neighborhood of ∞ where f is increasing. In the latter case f would have a limit and lim inf y→∞ f ′ (y) = 0. Let us now suppose that (3.7) does not hold, that is,
for some η > 0. Our task in the rest of the section is to prove that (3.12) conflicts with (3.9). We choose β 0 and β 1 in such a way that (3.13)
From (3.10), it follows that β 0 > β 1 − cε, where c = (
We also have β 1 > 0, as follows from (3.12) and (3.5). We actually have the lower bound
In fact, if y is a point where |τ (y)| > η ′ + π/2 with η ′ > η, the Lipschitz condition (3.5) implies that |τ (x + y)| > η ′ + α(x) and τ (x + y) also has the same sign as τ (y) for all x ∈ [−π/2, π/2]; hence, (3.14) yields (3.15).
Claim 1. Let h be chosen as above, then
Indeed, the Lipschitz condition (3.5) implies that they cannot be both smaller than β 0 , as (3.13) could otherwise not be realized. Suppose w.l.o.g that τ (h − π/2) < β 0 − ε and τ (h + π/2) ≥ β 0 . We will show that this violates the maximality assumption (3.11). We have
To prove the claim, it thus suffices to show that ′ (x)/K(x) is non-increasing and by the non-decreasing property of ρ, we obtain
since K ′ is negative on (0, π/2). We thus obtain
violating one of the properties ρ needed to satisfy. Hence ρ cannot exist and the proof of the claim is complete.
Let us now define the auxiliary function γ:
in the other cases when α(x) ≥ 0, −β 1 + α(x) in the other cases when α(x) < 0, where β 2 is chosen in such a way that (3.16)
We intend to show that
This would conclude the proof as (3.9) is violated and hence lim sup x→∞ |τ (x)| ≤ π/2 must hold. We first prove that
It is clear that ∞ −∞γ (x)K(x)dx = 0 due to Lemma 3.2 and (3.2). A small computation gives
where we have used (3.15). All involved functions are even, so
and it is precisely (β 0 − β 1 )
gives the second inequality in (3.17) if we choose ε < b, as we may do.
The proof will be complete if we show the first inequality of (3.17). It is clear that the inequality (3.18)
holds (as an equality, cf. (3.13)) if we restrict the domain of integration to J = [−π/2, π/2]. We will extend the domain of the integration in (3.18) to J = [−π/2, Nπ/2] for all N. The arguments we will give will be symmetrical (see also Claim 1) and it can be readily seen that they work to get the inequality (3.18) on all intervals of the form J = [−Nπ/2, Nπ/2]. Thus, since N can be chosen arbitrarily large, it then suffices to prove (3.18) if the intervals of integration are
By Claim 1, we have that
if ε is small enough. In fact, using (3.15), the choice ε < η/(2c + 2) suffices. By the Lipschitz condition (3.5) and (3.19), we obtain that τ (x + h) > γ(x) on the interval [π/2, π], and, combining this with the fact that K is positive on this interval, we see that τ (x + h + π)dx, due to (3.14). (It could still happen that s is so large that the hypothesis for the lower bound (3.3) for I in Lemma 3.7 is not fulfilled. If this is the case we pick for z the lower pointed zig-zag function with z(π/2) = s and slope −1 on the interval [π/2, 3π/2]. The proof then goes along similar lines with only mild adjustments.) We obtain a lower pointed zig-zag function z(x) on [π/2, 3π/2] with starting point z(π/2) ≥ τ (h + π/2) such that
Taking into account (3.19) and (3.16), we have z(π/2) > γ(π/2) and 
Finally let L be odd. We now set s := τ (h + (L − 2)π/2). We treat the subcase s < β 1 first. We claim that the 
This can be further estimated by
where j is the jump function
Indeed, notice that 3) has to be satisfied; otherwise the Lipschitz condition (3.5) and (3.14) would force a contradiction. If z(−π/2) < β 1 , we can proceed exactly in the same way as in the previous subcase via the auxiliary jump function (3.23) and show that (3.22) and (3.24) hold (all we needed there was z(−π/2) < β 1 ); thus, leading again to (3.18) on [−π/2, Lπ/2]. Suppose then that β 1 ≤ z(−π/2) ≤ s. Notice that the integral equality (3.20), together with β 1 ≤ z(−π/2), implies that the peak of z must necessarily occur at some point of the interval [−π/2, 0];
where we have used the induction hypothesis on [−π/2, (L − 3)π/2], the inequality (3.21), the Lipschitz condition (3.5), the fact that K is non-negative on ((L − 3)π/2, (L − 2)π/2), and
. We have shown (3.18) on all required intervals and therefore the proof of (3.7) is complete.
3.6. Vector-valued functions. It turns out that Theorem 3.1 (and hence also Theorem 1.2) remains valid for functions with values in a Banach space. As our proof for the scalarvalued version cannot be directly generalized, we discuss here a simple approach to treat the vector-valued case. We first need a definition. 
satisfy lim |x|→∞ ϕg ν (x) = 0 uniformly for ν ∈ I, for each (fixed) ϕ ∈ D(U).
Our method from Subsection 3.5 also yields the ensuing uniform result.
Lemma 3.9. Let {τ ν } ν∈I be a family of functions such that τ ν ∈ Lip([0, ∞); M) for every ν ∈ I. If there is λ > 0 such that the family of Laplace transforms L{τ ν ; s} has uniform local pseudofunction boundary behavior on (−iλ, iλ), then
The notion of local pseudofunction boundary behavior immediately extends to analytic functions with values in Banach spaces. We then have, Theorem 3.10. Let E be a Banach space and let τ : [0, ∞) → E be locally (Bochner) integrable such that, for some sufficiently large X > 0,
If the Laplace transform L{τ ; s} has local pseudofunction boundary behavior on (−iλ, iλ) for some λ > 0, then
Proof. We may assume that (3.25) holds for all x, y ∈ [0, ∞). Denote as E ′ the dual space of E. Applying Lemma 3.9 to the family of functions
indexed by e * in the unit ball B of E ′ , we obtain from the Hahn-Banach theorem lim sup
Some generalizations
We now discuss some generalizations and consequences of Theorem 3.1. We start with a general inequality for functions whose Laplace transforms have local pseudofunction behavior on a given symmetric segment of the imaginary axis.
Given a function τ and a number δ > 0, define its oscillation modulus (at infinity) as the non-decreasing function
The oscillation modulus is involved in the definition of many familiar and important Tauberian conditions. For example, the function τ is boundedly oscillating precisely when Ψ is finite for some δ, while it is slowly oscillating if Ψ(0 + ) = lim δ→0 + Ψ(δ) = 0. Since Ψ is subadditive, it is finite everywhere whenever τ is boundedly oscillating. We shall call a function R-slowly oscillating (regularly slowly oscillating) if lim sup δ→0 + Ψ(δ)/δ < ∞. Since Ψ is subadditive, it is easy to see the latter implies that Ψ is right differentiable at δ = 0 and indeed
τ (x)e −sx dx converges for ℜe s > 0 and admits local pseudofunction boundary behavior on the segment (−iλ, iλ). Then,
Furthermore, if τ is R-slowly oscillating, then
Proof. We can of course assume that τ is boundedly oscillating; otherwise the right side of (4.2) is identically infinity and the inequality trivially holds. We follow an idea of Ingham [9] and reduce our problem to an application of Theorem 3.1. Fix δ and let M > Ψ(δ) be arbitrary but also fixed. There is X > 0 such that
for x ≥ X and τ δ (x) = 0 otherwise. Then,
Its Laplace transform is given by L{τ δ ; s} = e δs − 1 δs L{τ ; s} + entire function, ℜe s > 0, and hence also has local pseudofunction boundary behavior on (−iλ, iλ). Theorem 3.1 implies that lim sup
whence (4.2) follows. Assume now that τ is R-slowly oscillating. Then,
It should be noticed that the inequalities (4.2) and (4. Proof. We apply our method from the proof of [7, Cor. 5.11] , but taking into account the sharp value π/2 in Theorem 1.2. Define
Integrating by parts,
The relation (4.5) is the same as lim sup x→∞ |ρ(x)| ≤ Θ. Thus, using Theorem 1.2 and (4.7), the inequality (4.6) would follow if we verify that L{ρ; s}/s has local pseudofunction boundary behavior on (−iλ, iλ). For it, notice we have that
The function 1/(s + θ) is C ∞ on ℜe s = 0, and thus a multiplier for local pseudofunctions. This shows that L{ρ; s}/s has local pseudofunction boundary behavior on (−iλ, iλ), as required. .
Inserting this in (4.8), we obtain
which gives M ≥ π/2 after taking θ → ∞ and L ≥ 1 after taking θ → 0 + .
We end this section with an improved version of Theorem 1.2 where one allows a closed null boundary subset of possible singularities for the Laplace transform. We remark that Theorem 4.4 improves a theorem of Arendt and Batty from [1] and that these kinds of Tauberian results have been extensively applied in the study of asymptotics of C 0 -semigroups; see [2, Chap. 4] for an overview of results, especially when the singular set E is countable and one has the stronger hypothesis of analytic continuation. Remark 4.5. What we have shown in [7, Thm. 4 .1] is that if (4.9) holds on the closed null exceptional set, then actually (4.10) has local pseudofunction boundary behavior on the whole segment (−iλ, iλ). This consideration becomes very meaningful when one works with stronger boundary conditions. For example, if (4.10) is regular at every point of (−iλ, iλ)\iE and (4.9) is satisfied, then iE may still be a singular set for analytic continuation, though iE becomes no longer singular for local pseudofunction boundary behavior. 
One-sided Tauberian hypotheses
We study in this section Ingham type Tauberian theorems with one-sided Tauberian conditions. We begin with a one-sided version of Theorem 3.1. L{dS; s} − M s − θ has local pseudofunction pseudofunction boundary behavior on (θ − iλ, θ + iλ). The sharp Wiener-Ikehara theorem 5 yields
Consequently,
.
Applying Theorem 4.2 and setting u = 2πθ/λ, we obtain lim sup
This inequality is valid for all u > 0. Taking the limit as u → 0 + , we obtain (5.2). The optimality of the constant π is shown in Example 5.3 below. Theorem 1.3 is an immediate corollary of Theorem 5.1 (except for the sharpness of π there that is checked below). The next generalization of Theorem 5.1 can be shown via the simple reduction used in the Theorem 4.1. Define the decrease modulus (at infinity) of a function τ as the non-decreasing subadditive function
Notice Ψ − is non-negative. A function τ is said to be boundedly decreasing if Ψ − (δ) is finite for some (and hence all) δ > 0. It is slowly decreasing if Ψ − (0 + ) = 0, and we call τ R-slowly decreasing (regularly slowly decreasing) if
loc [0, ∞) be such that (5.1) holds. If L{τ ; s} admits local pseudofunction boundary behavior on the segment (−iλ, iλ), then
Furthermore, if τ is R-slowly decreasing, then
Proof. Fix δ and let M > Ψ − (δ). The function (4.4) satisfies that τ δ (x) + Mx/δ is nondecreasing for all x ≥ X, when X > 0 is sufficiently large. Applying Theorem 5.1 to it, we get lim sup Let us now give two examples for the optimality of Theorem 5.1 and Theorem 1.3. which admits analytic extension to (−iπ, iπ), and thus also has local pseudofunction boundary behavior on that boundary segment. Since M = 1, λ = π, and lim sup x→∞ |τ (x)| = 1, the inequality (5.2) cannot hold with a better value than π. An appropriate transformation of this example will then show the sharpness for arbitrary M and λ. We consider smooth versions of the (distributional) derivative of τ given by (5.5). Let ψ ∈ S(R) be a non-negative test function such that supp ψ ⊆ (1, 3) and ∞ −∞ ψ(x)dx = 1. Set ψ n (x) = nψ(nt) and ρ n (x) = (ψ n * dτ )(x) = − Furthermore, using (5.6), their Laplace transforms L{ρ; s} extend to (−iπ, iπ) analytically as L{ρ n ; it} =ψ(t/n) − 1 it + 2e
−it
1 − e −2it , t ∈ (−π, π),
and L{ρ n ; 0} =ψ(0) · 0 = 0. Also, x 0 ρ n (u)du = (ψ n * τ )(x).
Since τ is uniformly continuous on any closed set R \ ( n∈N (2n + 1 − ε, 2n + 1 + ε)), we have that ψ n * τ converges uniformly to τ on any closed set R \ ( n∈N (2n + 1 − ε, 2n + 1 + ε)). Therefore, (5.7) holds.
Remark 5.5. We can also use our convolution method from [7] to get a value for the constant in Theorem 5.1. Although the optimal constant π seems then to be out of reach, that simple method delivers a much better constant than Ingham's (cf. (1.4) ). For example, we discuss here how to obtain the weak inequality lim sup x→∞ |τ (x)| ≤ 4.1 M λ under the assumptions of Theorem 5.1. As was the case for the two-sided Tauberian condition, we may suppose that M = λ = 1 by an appropriate transformation. The Tauberian condition implies that τ is boundedly decreasing (in the sense defined in [7, Sect. 3] ). Hence, we deduce from [7, Thm. 3 .1] that τ is bounded near ∞. We may then suppose without loss of generality that τ ∈ L ∞ (R). We may also assume that the Tauberian condition holds globally, that is, (5.8) τ (x + h) − τ (x) ≥ −h, for all x ∈ R and h ≥ 0.
We let S := lim sup x→∞ |τ (x)|. As in the proof of Theorem 3.1 (see Subsection 3.5), the local pseudofunction boundary behavior of the Laplace transform translates into 
