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Abstract 
The current study aims at developing a model of endogenous dynamics of activity-travel behavior. Endogenous dynamics are 
induced by stress, which is regarded as dissatisfaction with current habits. It is assumed that people try to alleviate stress by 
hierarchically trying short-term and then long-term adaptations. In the proposed framework, choice-set formation and the concepts 
aspiration, activation, awareness and expected utility are integrated, while both rational and emotional mechanisms are taken into 
account. Numerical simulations are conducted in order to check the face validity of the model, as well as the impact of affective 
responses on system performance. 
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1. Introduction 
Now that operational one-day activity-based models of travel demand have been developed in various countries, 
the next challenge is to develop dynamic models, which should be sensitive to a larger spectrum of policies. The key 
difference between short and long-term dynamics is that the former occur within the context of specific resources and 
restrictions (e.g. current number of household cars), while the latter involve actions that alter these opportunities or 
constraints. Long-term decisions about resources constrain day-to-day activities (top-down chain of influence), while 
day-to-day experiences “feed back” information about resource needs (bottom-up process). Prior research on 
dynamics of activity-travel behavior has focused either on top-down processes or on one time-horizon1. In contrast, 
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the main goal of this study is to model the endogenous dynamics of activity-travel behavior. Endogenous dynamics 
are induced by stress, which is triggered when people are no longer satisfied with their habits. Emotional responses 
are taken into account in this model and their effect on behavioral dynamics is illustrated with simulation results. 
Han et al’s work2 on choice-set formation constitutes the starting point of this study. Their work mainly concerns 
shopping behavior and focuses on location choice-sets. In the current study, this work is extended by taking into 
account (i) all activity types that may be included in an individual’s agenda, (ii) not only location, but a larger set of 
activity attributes and (iii) the evolution of long-term dynamics. 
First, the conceptual framework of the model is described. Some simulation results follow, to illustrate the 
properties of the model and the effect of emotional responses. Finally, conclusions and future work are discussed. 
2. The model 
2.1. Universal choice-set and activity profiles 
It is assumed that the universal choice-set of an individual is given by a list of N feasible activity profiles. An 
activity profile can contain information regarding activity type, location, start-time, origin location, transport mode, 
route, etc.. For instance, two activity profiles, belonging to the universal choice-set of an individual can be: 
• A1: Shopping, city centre, start time: 10:00, starting from home, bike 
• A2: Shopping, supermarket, start time: 17:30, starting from work, walking 
A universal choice-set includes all the possible combinations of activity attributes, within the current context of 
long-term decisions of an individual. Undoubtedly, an individual is aware of only a subset of all these activity 
profiles, when making a choice. This is the choice–set of the individual at time t, under a specific context c. A choice-
set is dynamic, as new activity profiles can be explored, while others may be discarded, due to memory limitations.  
2.2. Cognitive and emotional values of activity profiles 
Making a decision means selecting an activity profile. To calculate the expected utility of a profile, its attributes 
and the resulting outcomes (e.g. travel cost) are considered. The expected utility of a profile ik, of activity type k, is:  
,
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at time t. Individuals update beliefs ( | )
k
t
i j jn tP x c using Bayesian principles and decision tree 
induction method. Finally, c stands for context-condition variables (e.g. weekday/weekend, rush/non-rush hour).  
When implementing a profile, the actual state of each facet is experienced. The experienced utility of ik at t equals: 
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( )t jnI x  equals to 1, if state n of the facet j was experienced, otherwise equals to 0 and k
t
iε is the surprise experienced 
at time t. If there is a difference between the expected utility and the experienced utility, negative or positive emotions 
of this experience emerge. The emotional value of an experience event of an activity profile ik at time t equals to: 
k k k
t t t
i i iR AUT EU= −
                      
(5) 
If a profile was experienced several times, the emotional values of the experiences will be accumulated and result in a 
positive or negative overall affective value, associated with that profile. The emotional value of a profile ik at time t is: 
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0Į11 is the trade-off between accumulated past emotional values and the recent ones. This emotional value is 
included in the overall expected utility (including both a cognitive and an emotional component) of the profile ik at t:  
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0Į21 is the trade-off between rational (based on expected utility) and affective behavior (based on emotional value). 
Choice-sets are context-dependent and dynamic. Dynamics in the awareness of activity profiles are contingent on 
event memory and follow the processes of memory decay and reinforcement. The awareness level of a profile ik at t is: 
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0Ȝ11 is the awareness retention rate and 0ș1 is the context-wise awareness reinforcement parameter. 1k
t
iI
−
 equals 
to 1 if the profile ik was implemented at time t-1, otherwise it is 0. 
1t
cI
−
 equals to 1 if the context-condition c was 
experienced at time t-1, otherwise it is 0. Therefore, the stronger the emotional impact of the event experience, the 
longer it stays in memory. At time t, a choice-set consists of those activity profiles whose awareness level exceeds a 
threshold, reflecting limited human memory retrieval. Thus, the choice-set for activity type k and condition c is: 
( ) { ( ) | ( ) }
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where Ȧ is the minimum awareness level for event memory retrieval ability.  
2.3. Making a choice 
Simon (1957) regarded economic man as a satisficing animal, whose problem solving is based on search activity to 
meet certain aspiration levels. In the proposed model, an individual’s aspiration levels serve as a subjective reference 
point of satisfaction and are dynamic and context-specific. Let h denote an individual’s current long-term decisions 
(such as residence and work location, car ownership, etc). Then, we define ( ) |kU c h∗ , as the conditional (taking into 
account these long-term decisions) aspiration level of activity type k, under context-condition c. Thus, the constraints 
and the opportunities that derive from the long-term decisions are taken into account when formulating a conditional 
aspiration. On the other hand, ( )kU c∗
 
is defined as the unconditional aspiration value of activity type k under context-
condition c. This aspiration value is not affected by the restrictions stemming from the long-term decisions. 
In the current study, stress is defined as the discrepancy between the overall expected utility of a profile and the 
conditional aspiration value of the corresponding activity. Many factors may lead to stress, as urban systems are 
highly dynamic. Nevertheless, people cannot make perpetual adaptations, in order to keep themselves at an “optimal” 
state. Instead, they develop habits. Stress threshold (ı1) is an individual-specific parameter, reflecting whether an 
individual strongly dislikes searching for better alternatives and is easier satisfied with the current situation.  
In this model, an individual is assumed to always first consider the activity profile with the highest activation level 
753 I. Psarra et al. /  Procedia Computer Science  32 ( 2014 )  750 – 755 
 
in the choice-set, which means the activity profile that is most easily retrieved from (action) memory. The outcome of 
the comparison between aspiration and overall expected utility, given current beliefs, determines whether a habitual or 
a conscious choice will be made. The updated activation level of a profile ( ) ( )tk ki c c∈Φ , at time t equals to: 
{ 1 1 112log( ( ) 1 ) 1 1log(( ( )) 1) , ( ) ( )( ) k kkt t ti i ctk iW c if I and It ti k kW c otherwise where i c cW c γλ − − −− + + = =+ ∈ Φ=
                           
(10) 
 
where Ȗ>1 is the recency weight and 0Ȝ21 is the retention rate. The habitual option ( ( ) ( )tk ki c c∗ ∈Φ ) is the profile 
with argmax log ( )tiW c . This habitual option is continuously chosen if stress (if any) is below a threshold, that is, if:  
1( ) | ( )ktk iU c h EUE c σ∗∗ − <                                    (11) 
then the habitual alternative is chosen at time t. However, if this difference exceeds the stress threshold, an individual 
acts in conscious mode. First, the profile with the highest overall expected utility in the choice-set ( ( ) tk kci
∗∗ ∈Φ
 
with 
argmax 
k
t
iEUE ) will be considered. Due to this process of reconsidering all available alternatives, this choice mode 
is called exploitation. If the exploitation option is not satisfactory enough (eq.11), an individual will explore new 
alternatives, beyond the current choice-set. The exploration process is guided by the facets that caused dissatisfaction. 
From the perspective of the analyst, the probability that an individual explores and selects a new activity profile is: 
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where Ĳ is the degree of information lack in the study area, 'J  are the dissatisfactory attributes of the exploitation 
profile and ( ' | )
k
t
i
J cV
 is the utility of the not included in the choice-set activity profiles, based on the dissatisfactory 
attributes 'J . The explored profile belongs to the universal choice-set and now is also inserted into the individual’s 
choice-set. It is assumed that an individual will keep a record ( 1tkN
− ) of how many consecutive times (s)he conducted 
an exploration for an activity type, under the same context. As the exploration effort is built up, the probability of 
lowering aspiration levels increases. In that case, the conditional aspiration level of the attributes that caused 
dissatisfaction, will be lowered to the corresponding attribute values of the exploitation alternative. The probability 
that an individual lowers the conditional aspiration level of an attribute 'j J∈  of an activity type k, equals to: 
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where ȝ, Ȟ and N0 are parameters of the logistic function. A Monte Carlo simulation, based on this probability function, 
determines whether a lowering aspirations incident will occur, after a dissatisfactory profile is explored. 
2.4. Long-term changes 
This model predicts when an individual gets “awake” and considers conducting a long-run adaptation. This is the 
boundary of this study, which aims at linking short and long-term dynamics of activity travel behavior.  
The mean value of the conditional aspirations of all the activity types in an individual’s agenda equals to the 
actually experienced utility of the current long-term decisions of that individual (Uh). On the other hand, the mean 
value of the unconditional aspirations of all these activity types equals to the expectations of that individual, regarding 
his/her context of long-term decisions (Ur). Let ı2 be the stress threshold for the long-term level. We assume that if: 
2r hU U σ
∗
− <
                                    (14) 
the individual does not consider making a long-term change, as (s)he does not suffer by stress on the long-term level. 
However, in the opposite case, (s)he becomes “awake” and considers conducting a long-term adaptation in his life. 
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3. Numerical Simulation Results 
To assess the face validity of the model, a series of numerical simulations was conducted, focusing on 3 activity 
types: work, shopping and leisure. There are 5 agents acting. When an agent becomes ‘awake’, which means 
considering a long-term change, it stops acting at that time t. When all the agents become ‘awake’, the model stops. 
Therefore, it is not predefined how many days each agent will act. The time it takes to process one agent is 1.29 sec.. 
The spatial setting of the simulation is based on the Eindhoven area, where the residential and work locations of 
the 5 agents were arbitrarily selected. Moreover, a supermarket close to their neighborhood, a social club and a 
friends’ home location correspond to each agent (figure 1a). The schedule of the three activities is predefined and the 
same for all the agents. There are four conditions (weekday/rush-hour, weekday/non-rush-hour, weekend/rush-hour, 
weekend/non-rush-hour). A Monte Carlo simulation determines which condition is experienced by an agent, at time t.  
The input universal choice set, containing information regarding the possible activity profiles, is similar for the 5 
agents. Travel time and cost have been calculated via maps.google.com for every profile. Due to simplification, travel 
cost is regarded as static, while travel time is dynamic (three levels of delay are considered). The model starts with the 
agents not being aware of the area. Two tables are considered, one representing the agents’ knowledge regarding the 
probability of delay under each of the four conditions and one representing the system probabilities. Based on the first 
one (which is updated according to each agent’s experiences), the agents’ beliefs are formulated, while based on the 
second one, a Monte Carlo simulation generates the actual delay that is experienced by an agent at time t. The surprise 
term for experienced utility is generated using a normal distribution with mean 0 and standard deviation of 0.25.  
When an activity needs to be conducted, each agent implements an activity profile. Based on this experience, the 
emotional value, the awareness and activation level of the selected profile are updated. On the other hand, the same 
indicators of the non-selected profiles are lowered, based on a forgetting process. The basic settings are: 1) awareness 
threshold Ȧ=0.01, 2) awareness retention rate Ȝ1=0.99, 3) parameter for updating activation levels Ȗ=1.5, 4) activation 
level retention rate Ȝ2=0.9, 5) parameters for the probability of lowering aspirations ȝ=0.1, v=1 and N0=3, 6) stress 
threshold for short-term horizon ı1=1 and for long-term horizon ı2=2, 7) uncertainty parameter for exploration Ĳ=20. 
 
  
Fig. 1. (a) spatial setting of the simulation; (b) characteristic example of agents’ dynamic choice behavior. 
Figure 1b depicts an example of 10 consecutive choices that agent 5 made for traveling for a leisure activity, when 
it is weekday and rush-hour. First, the agent conducted an exploration, as its choice-set was empty. Four unsuccessful 
exploration efforts follow, until the agent lowers its aspiration value on the 30th day. Then, the exploitation profile is 
selected and becomes the habitual option, when that agent travels for leisure activities, under that specific condition.  
Figure 2a depicts that higher influence of affective response in choice making leads to more explorations (and to a 
decrease in habitual behavior). Specifically, negative emotions result in a high chance in next choice to explore. On 
the other hand, when positive emotions are experienced, the alternative may not perform structurally good, which also 
brings the possibility in next choice to explore. Moreover, aspiration lowering incidents slightly increase, resulting in 
a decrease of aspirations and a higher chance of considering a long-term change. Furthermore, as explorations 
increase, many undesired profiles are experienced, resulting in a decrease in the expected utility of exploration choice 
mode (fig. 2b). Finally, although the choice-set size increases, in figure 2c a declining trend line of the choice-set 
expected utility is observed, implying that emotionally driven behavior leads to a decline in welfare. Parameter Į1 has 
similar influence as Į2 (eq. 6 and 7), however, the weight of Į1 influence depends on the value of Į2 (fig. 2d). 
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Fig. 2. (a, b) effect of Į2 on frequency and expected utility of choice modes; (c, d) effect of Į1 and Į2 on choice-set expected utility. 
4. Conclusions and discussion 
This paper described an agent-based system of habit formation and dynamic adjustment to endogenous changes. 
At every time step, the agents, based on their aspirations and experiences, select a profile from their choice-sets. They 
can learn their environment, adapt to changes and improve less effective behavior. They may also consider conducting 
a long-term change. Simulation results of this model indicate that emotionally driven behavior leads to a decline in 
welfare over time. The model will be validated with data, collected with a stated adaptation experiment4.  
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