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Abstract
This work analyses the performance-complexity tradeoff for different direction of arrival (DoA)
estimation techniques. Such tradeoff is investigated taking into account uniform linear array structures.
Several DoA estimation techniques have been compared, namely the conventional Delay-and-Sum (DS),
Minimum Variance Distortionless Response (MVDR), Multiple Signal Classifier (MUSIC) subspace,
Estimation of Signal Parameters via Rotational Invariance Technique (ESPRIT), Unitary-ESPRIT and
Fourier Transform method (FT-DoA). The analytical formulation of each estimation technique as well
the comparative numerical results are discussed focused on the estimation accuracy versus complexity
tradeoff. The present study reveals the behavior of seven techniques, demonstrating promising ones for
current and future location applications involving DoA estimation, especially for 5G massive MIMO
systems.
Index Terms
direction-of-Arrival (DoA); Espacial estimation; MUSIC; ESPRIT; Root-MUSIC
I. INTRODUCTION
Propagating fields are often measured by an array of sensors. A sensor array consists of a
number of transducers or sensors arranged in a particular configuration. Each transducer converts
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2an electromagnetic wave into a voltage. The electromagnetic waves are necessary for wireless
communications systems implementation. Array signal processing applications include radar and
wireless communication systems with electromagnetic waves and sonar, seismic event prediction,
microphone sensors with mechanical waves [1]–[3]. In a typical application, an incoming wave
is detected by an array, the associated signals at different sensors in space can be processed to
extract various types of information including their direction of arrival (DoA). The array model
is illustrated in Fig. 1. Moreover, the spatial-temporal estimation and filtering capability can be
exploited for multiplexing co-channel users and rejecting harmful co-channel interference that
may occur because of jamming or multipath effects.
DoA algorithms can be divided into three categories: extrema-searching techniques [4]–[10],
polynomial-rooting techniques [11] and matrix-shift techniques [12], [13]. The matrix-shift tech-
niques utilize estimates of the signal subspace whereas most extrema-searching techniques and
most polynomial-rooting techniques use estimates of its orthogonal complement, often referred
to as noise subspace.
The DoA estimation process has been extensively researched since the 1980s, but the research
area remains active, mainly due to recent and newly field of applications [14], [15]. Recent studies
are mostly focused on specific applications and new approaches to the subject in order to improve
performance while decrease computational complexity as well. For some DoA applications it is
necessary to estimate the location of sources near and far from the array. For instance, in [16]
and [17] DoA techniques are discussed for far-field and near-field sources. To achieve greater
accuracy in DoA, a large number of antennas are required, and this is not always feasible, either
by physical space or cost limitations.
An alternative is the array virtualization technique, which uses a small number of physical
antennas, but able to estimate a much larger number of virtual antennas. The result is an
estimation process with relative good precision combined to a reduced physical array dimensions,
decreasing costs and physical space requirements [18]. However, with the virtualization of
antenna arrays some problems arise, such as ambiguity in DoA estimated. An alternative to this
disadvantage is the use of coprime arrays, which in addition to working with virtual antennas,
is able to decrease or even eliminate the ambiguity in the DoA estimation [19], [20].
Beamforming is used for directional signal transmission and reception with the versatility
of changing amplitude and phase to help regulate power requirements and direct the beam to
the desired direction. The bandwidth from 30 to 100 GHz, or millimeter wave (mmWave), is
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3probably part of future mobile broadband as 5G communication systems are introduced into the
global market. In the high-frequency transmission of mmWave, the significant loss of path during
signal propagation limits the transmission range. To overcome this obstacle, directional antennas
with beamforming capability are used for transmission and reception. The beamforming directs
the antenna beams to the transmitter and receiver so that the data rate can be maximized with
minimal loss.
In analog beamforming (ABF), a single signal is fed to each antenna element in the array by
passing through analog phase-shifters where the signal is amplified and directed to the desired
receiver. The amplitude/phase variation is applied to the analog signal at transmitting and where
the signals from different antennas are added before the ADC conversion. Currently, analog
beamforming is the most cost-effective way to build a beamforming array, but it can manage
and generate only one signal beam. On the other hand, in digital beamforming (DBF), the RF
signal at each antenna element is converted into two streams of binary baseband signals, cos(·)
and sin(·), and used to recover both the amplitudes and phases of the signals received at each
element of the array. The goal of this technology is the accurate translation of the analog signal
into the digital realm. Matching receivers is a complex calibration process in which each antenna
having its transceiver and data converters that generate multiple beams simultaneously from one
array. The amplitude/phase variation is applied to the digital signal before DAC conversion
at transmitting end. The received signals from antennas pass from ADC converters and DDC
converters [1], [10], [21]. Increasingly DBF techniques have being used more recently and works
better with the challenges of the new 5G systems. This is the focus of application of the DoA
methods analysed herein.
Another very important point which has been widely studied by researchers is the computa-
tional complexity of DoA estimation methods. With the new approaches on DoA, focused on
the increasing capacity, there is a need for estimation methods and algorithms of low-complexity
and high performance, aiming to be applied to real current and future systems [20], [22]–[25].
The contribution of this work consists in an extensive despite accurate comparison analysis
involving different DoA estimation techniques; such analysis is carried out focusing on the
performance-complexity tradeoff under different performance metrics, focusing on massive-
MIMO systems equipped with hundreds of antennas. Moreover, such tradeoff is investigated
taking into account distinct DoA estimation methods, including: a) Delay-and-Sum method (DS);
b) Minimum Variance Distortionless Response (MVDR); c) Multiple Signal Classifier (MUSIC),
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4Fig. 1: Uniform linear array (ULA); d is the distance between the sensors; θi the elevation angle,
and M is the number of sensor array antennas.
d) Signal Parameters via Rotational Invariance Techniques (ESPRIT); e) Unitary-ESPRIT; f)
Fourier transform FT-DoA method; g) Root-MUSIC. In addition, the analysis is extended to
large numbers of antennas, demonstrating the methods’ viability under massive MIMO regime.
The remainder of this paper is divided as follows. Section II describes the model system
deployed to formulate the DoA problem. An exploratory description of the current DoA tech-
niques is given in Section III. The complexity-performance comparative analysis for the DoA
methods under different performance metrics is developed in Section IV. The main conclusions
are offered in Section V.
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5II. SIGNAL MODEL
There are many topologies for the antenna arrays, such as basic linear and planar (UPA) ones,
with sensors distributed uniformly or non-uniformly. With linear arrays it is possible to detect or
estimate the direction (angle) of arrival of the signal in one dimension (1D), while with planar
arrays it is possible to detect / estimate two dimensions or angles (2D); hence, with UPA it is
possible to estimate the location of the source in elevation and azimuth. To simplify the analysis,
this study deals with a linear arrangement only. In the following, the signal model is described
taking into account the system geometry illustrated in Fig. 1.
Consider a uniform linear array (ULA) with M sensors enumerated as 0, 1, ...,M − 1 and
uniformly spaced into d meters. At the array antenna elements, the same far-field signal is
steering in different time, and defined by:
s(t) = Re
{
s`(t)e
j2pifct
}
(1)
where s` is a `th narrowband source signal with the DoA to be estimated, i.e., its bandwidth
B << fc, where fc is the carrier frequency. Hence, the time-delay of arrival can be straightfor-
ward computed as:
∆tk =
kd
c
sin θ, (2)
where c = λfc is the velocity of propagation, λ is the wavelength and d is the regular distance
between the antenna elements. Such distance must be d ≥ λ
2
[m] to avoid ambiguity. Hence, the
signal received by the kth antenna element is given by:
xk(t) = Re
{
s`(t−∆tk)ej2pifc(t−∆tk)
}
(3)
Assuming that the received signal at the kth element is downconverted to the baseband, the
baseband received signal is:
xk(t) = s`(t−∆tk)e−j2pifc∆tk (4)
The received baseband signal is sampled with sampling period T seconds, which is also the
symbol period
xk(nT ) = s`(nT −∆tk)e−j2pifc∆tk . (5)
In a wireless digital communication system, the symbol period T is much greater than each
of the propagation delay across the array elements:
T >> ∆tk, k = 0, 1, ...,M − 1. (6)
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6This allows the following approximation to be made [7]:
xk(nT ) ≈ s`(nT )e−j2pifc∆tk . (7)
A discrete-time notation with time index n is now introduced; hence, eq. (7) can be re-written
as:
xk [n] ≈ s` [n] e−j 2piλ kd sin θ = s` [n] ak(θ) (8)
where ak(θ) = e−j
2pi
λ
kd sin θ, for k = 0, 1, ...,M − 1.
Supposing that there are L DoA far-signals to be estimated, the nth symbol of the `th signal
is denoted by s` [n] for ` = 0, 1, ...,L−1. Then, the baseband, sampled signal at the kth antenna
element can be expressed as:
xk [n] ≈
L−1∑
`=0
s` [n] a(θ`). (9)
A. Matrix Representation for Array Data
Considering the array antenna elements k = 0, 1, 2, ...,M − 1, eq. (9) can be re-written in a
matrix form:
xn = [a(θ0) a(θ1) ... a(θL−1)] sn + nn = Asn + nn (10)
where xn is the M -dimensional sampled signal vector, A is the M × L array matrix, sn is the
received signal vector and nk[n] is the additive noise considered at each element. Notice that
matrix A is formed by the column-vectors a(θ`), namely vectors of direction of the signals s`(t),
defined by:
A =
[
a(θ0) · · · a(θ`) · · · a(θL−1)
]
, (11)
with a(θ`) =

a0(θ`)
...
aM−1(θ`)
 . (12)
Assuming that the DoA of L signals are different, then the vectors form a linearly independent
set. The vector nn represents the uncorrelated thermal noise aggregated to the M array antenna
elements. Since the direction-vectors are a function of the DoA of L source-signals, the angles
can be calculated if the direction vectors are known or if a basis for the subspace spanned by
these vector can be determined.
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7B. Eigenstructure of the Spatial Covariance Matrix
Considering vectors sn and nn uncorrelated and nn additive white Gaussian noise samples
with zero mean and covariance matrix σ2I. Defining the spatial correlation matrix as:
R = E
[
xnx
H
n
]
= E
[
(Asn + nn)(Asn + nn)
H
]
= AE
[
sns
H
n
]
AH + E
[
nnn
H
n
]
= ARssA
H + σ2IM×M .
(13)
Since R is Hermitian, it can be unitarily decomposed with real eigenvalues. Let us examine
the eigenvectors of the spatial correlation matrix R and assume that M is large enough, i.e.,
M > L. Any vector, qn, which is orthogonal to the columns of A, is also an eigenvector of R,
which can be shown by manipulating the characteristic equation:
Rqn = (ARssA
H + σ2I)qn = 0 + σ
2Iqn = σ
2qn. (14)
The corresponding eigenvalue of qn is equal to σ2. Because A has dimension M × L, there
will be M−L linearly independent vectors whose eigenvalues are equal to σ2. The space spanned
by the M −L eigenvectors is called the noise subspace. If qs is an eigenvector of ARAH then,
Rqs = (ARssA
H + σ2I)qs = σ
2
sqs + σ
2Iqs = (σ
2
s + σ
2)qs (15)
Notice that qs is also an eigenvector of R with eingenvalue (σ2s +σ
2), where σ2s is the eigenvalue
of ARssAH . Since ARssAHqs is a linear combination of columns of A, the eigenvector qs
lies in the column-space of A. These are L such linearly independent eigenvectors of R. Then,
the space spanned by this L vectors is the signal subspace. The signal and noise subspaces are
orthogonal each other.
Finally, the eigen-decomposition of R can be written as
R = QDQH =
[
Qs Qn
] Ds 0
0 σ2I
[ Qs Qn ]H (16)
The matrix Q is partitioned into an M × L matrix Qs whose columns are composed by the
L eigenvectors corresponding to the signal subspace, and an M × (M − L) matrix Qn whose
columns correspond to the noise eigenvectors. The matrix D is a diagonal matrix whose diagonal
elements are the eigenvalues of R and is partitioned into an L × L diagonal matrix Ds whose
diagonal elements are the signal eigenvalues and an (M −L)× (M −L) scaled identity matrix
σ2IM×M whose diagonal are composed by M − L noise eigenvalues.
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8III. DOA ESTIMATION METHODS
A. Extrema-Searching Techniques
Extrema-searching techniques work making a beam scan in the spacial dimension while
measuring the received power by the array sensors. The highest power peaks are the DoA
possible estimates.
In this section, Delay-and-Sum method (DS) [1], the Minimum Variance Distortionless Re-
sponse (MVDR) method [8] and Multiple Signal Classifier (MUSIC) method [6] will be revisited.
DS and MVDR are essentially based on beamforming, while MUSIC utilizes noise subspace,
resulting in a high-resolution estimation. The discourse of this section commences with the basic
ULA model, where the signal y(n) is given simply by the weighted sum of the signal received
by the array sensors:
y(n) = wHx(n). (17)
1) Delay-and-Sum Method: The DS method calculates the DoA by measuring the signal
strength at each possible arrival angle (scanning) and selecting the arrival angles at power peaks
[7]. In the case of weights w, according to (17), equal to the steering vector, it will occur a
power peak in the beam. The highest power point corresponds to the estimated angle of arrival.
The output mean power of the beamformer using this method is given by:
PDS(θ) = E
[|y(n)|2]
= wHE
[
x(n)xH(n)
]
w
= wHRw
(18)
Let s(n) arriving with steering angle θ0. Based on the model in (9) the average received power
can be defined as:
PDS(θ0) = E
[∣∣wHx(n)∣∣2]
= E
[∣∣wH [a(θ0)s(k) + n(n)]∣∣2]
=
(∣∣wHa(θ0)∣∣2 (σ2s + σ2n))
(19)
where a(θ0) is the direction vector associated with the angle θ0, n(n) is the noise vector, σ2s and
σ2n is the signal power and noise power respectively. The average received power intensity has its
maximum value when w = a(θ0). So, of all the possible weight vectors, the receiving antenna
will have the biggest gain in the direction θ0, when w = a(θ0). This is because w = a(θ0)
aligns the phases of the components of arrival signal of θ0 in the sensors. In DS method, a scan
February 6, 2020 DRAFT
9is performed on all possible angles of arrival and the power measurement is performed on all
of them. The mean power of steering angle is:
PDS(θ) = w
HRw
= aH(θ)Ra(θ)
(20)
Hence, the arrival angles θ are determined by evaluating the power peaks.
Despite being computationally simpler, the width and height of the side lobes limit the
performance (discrimination capability) and effectiveness of the DS method when signals from
multiple directions / sources are involved, implying in poor resolution. One way to improve it
consists of increasing the number of sensors, thus increasing the elements of vector a(θ), which
increases the delay-sum signal processing and complexity.
The pseudocode of the DS-DoA method is depicted in Algorithm 1, where M is the number
of antennas, L is the number of sources, S the number of samples and P is the number of scan
steps of θ ∈ {−90◦ : 90◦}. The complexity analysis is based on [26]–[28].
Algorithm 1 Delay & Sum (DS-DoA) Procedure
1: Rˆ = 1
S
∑S−1
n=0 xnx
H
n . Autocor. Matrix - SM
2 +M2
2: PDS(θ) = a
H(θ)Ra(θ) . Angles scan step - M2 +M
3: Findpeaks . Determine estimated DoA - 4LP
. Total complexity: M2(S + 2) +M + 4LP
2) MVDR Method: Capon’s minimum variance distortionless response or MVDR is similar
to the delay-and-sum technique, since it evaluates the power of the received signal in all possible
directions. The power from the DoA with angle θ is measured by constraining the beamformer
gain to be 1 in that direction and using the remaining degrees of freedom to minimize the output
power contributions of signals coming from all other directions. The optimization problem can be
stated mathematically as a constrained minimization problem. The idea is that for each possible
angle θ, the power in the cost function must be minimized w.r.t. w subject to a single constraint:
min
w
wHRw
s.t. wHa(θ) = 1 (21)
resulting in the MVDR received power solution:
PMVDR(θ) =
1
aH(θ)R−1a(θ)
(22)
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The disadvantage of this method is that an inverse matrix computation is required which
may become poor conditioned if highly correlated signals are present. This method, however,
provides higher resolution than the delay-and-sum method. A pseudocode for the MVDR-DoA
is provided in Algorithm 2.
Algorithm 2 MVDR-DoA Procedure
1: Rˆ = 1
S
∑S−1
n=0 xnx
H
n . Autocorr. Matrix - SM
2 +M2
2: Rˆ−1 . Matrix inverse - 4M2
3: PMVDR(θ) =
1
aH(θ)Rˆ−1xx a(θ)
. Angles scan - M2 +M
4: Findpeaks . Determine estimated DoA - 4LP
. Total complexity: M2(S + 6) +M + 4LP
3) Multiple Signal Classifier (MUSIC) DoA Estimator: The steering vectors corresponding
to the incoming signals lie in the signal subspace; therefore, they are orthogonal to the noise
subspace. One way to estimate the DoAs of multiple signal source is to search through the set
of all possible steering vectors and find those that are orthogonal to the noise subspace. MUSIC
DoA estimator implements such strategy. If a(θ) is the steering vector corresponding to one of
the incoming signals, then a(θ)HQn = 0, where Qn is the noise subspace matrix. In practice,
a(θ) will not be precisely orthogonal to the noise subspace due to errors in estimating Qn.
However the function
PMUSIC(θ) =
1
aH(θ)QnQHn a(θ)
(23)
implies a very large value when θ is equal to the DoA related to one of the signals. PMUSIC(θ)
function is known as a pseudo ”spectrum” provided by MUSIC.
In terms of implementation, the MUSIC-DoA first estimates a basis for the noise subspace,
Qn, and then determines the L peaks in (23); the associated angles provide the DoA estimates.
A pseudocode for the MUSIC-DoA procedure is described in the Algorithm 3.
B. Matrix-Shifting Techniques
In this subsection, matrix-shifting based techniques are revisited, more specifically Estimation
of Signal Parameters via Rotational Invariance Techniques (ESPRIT), which is one of the most
widely used method for DoA estimation. As previously mentioned, the MUSIC method uses
February 6, 2020 DRAFT
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Algorithm 3 MUSIC-DoA Procedure
1: Rˆ = 1
S
∑S−1
n=0 xnx
H
n . Autocorr. Matrix - SM
2 +M2
2: Rˆ = QDQH . Eigendecomposition - 2M
3
3
3: QnQ
H
n . Eigenvectors multiplication - M
3 +M2L
4: PMUSIC(θ) =
1
aH(θ)QnQHn a(θ)
. Angles scan- M2M
5: Findpeaks . Determine estimated DoA - 4LP
. Total complexity: 5
3
M3 +M2(S + 1 + L+M) + 4LP
the noise subspace while ESPRIT deploys the signal subspace in conjunction with a rotational
variance technique.
The ESPRIT method was first introduced in [12]; the ESPRIT-based DoA estimates are
obtained neither nonlinear optimization nor search of any spectral measure; hence, it results in a
computational complexity lower than the extrema-searching methods, scanning for all possible
angles of arrival.
1) Conventional ESPRIT Method: The ESPRIT operates under an array of antennas with M
elements, divided into sensor doublets as shown in Fig. 2. Each sensor is distant d from its
respective pair and each doublet is distant ∆ from one another. The doublets can be separated
to form 2 subarrays with m elements in each. The distance d may be different from ∆ as shown
in Fig. 2b, which makes it quite dynamic in cases of non-uniform arrays. However, the most
commonly used antenna arrays possess sensors uniformly spaced, as depicted in Fig. 2a. Then
in this work the uniform array configuration has been adopted.
The subarrays are represented by x1 and x2. The output of the x1 and x2 subarrays is expressed
as [12], [13]:
x1[n] =
L−1∑
`=0
s`[n]a(θ`) + nx1 [n], (24a)
x2[n] =
L−1∑
`=0
s`[n]e
j 2pi
λ
∆ sin(θ`)a(θ`) + nx2 [n], (24b)
for n = 1, 2, . . . , S samples; besides, x1 and x2 are m× 1 vectors, nx1 and nx2 are the m× 1
vectors representing the noise samples at the input of two subarrays, respectively. Writing in
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matrix form, the output of the subarrays x1 and x2 can be expressed as [12], [13]:
x1 = As + nx1 (25a)
x2 = AΦs + nx2 . (25b)
where Φ = diag
{
ej
2pi
λ
∆ sin θ0 , ..., ej
2pi
λ
∆ sin θL−1
}
is a L × L diagonal matrix relating the signals
received by the two subarrays, named the rotational operator [12]. Notice that matrix Φ in (25b)
represents an extra delay caused by ∆ on the second subarray x2. Combining Eq. (25a) and
(25b) the vector of total array output is formed [12], [13]:
x[n] =
x1[n]
x2[n]
 =
 A
AΦ
 s[n] +
n1[n]
n2[n]
 = Qss[n] + n[n]. (26)
Fig. 2: Two examples of ESPRIT subarrays formation using M = 6 antenna elements: a)
equidistant array with 3 equidistant identical doublets and d = ∆. b) array with 3 non-equidistant
identical doublets and d 6= ∆.
The Qs structure is exploited to estimate the diagonal elements of Φ without knowing A. The
Qs columns span the signal subspace of the concatenated subarrays. Hence, Q =
[
Qs Qn
]
is obtained by the eigen-decomposition of R from Eq. (16). If Es is a matrix whose columns
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form a basis for the subspace of signal corresponding to the data vector x, then Qs and Es are
related by a L × L transformation T [12] expressed by:
Es = QsT =
 AT
AΦT
 =
E1
E2
 (27)
It can be seen that the subspace of E1, E2 and A are the same. So E1, E2 and A have the
same range [12]. As a result, a nonsingular L × L matrix Ψ can be defined as
E1Ψ = E2, (28)
hence Ψ can be defined by:
ATΨ = AΦT
ATΨT−1 = AΦ
Ψ = T−1ΦT.
(29)
As a result, the eigenvalues of Ψ must be equal to the diagonal elements of the Φ, and T
columns are the eigenvectors of Ψ. This is the key relationship in the development of ESPRIT
and their properties. The signal parameters are obtained as nonlinear functions of the eigenvalues
of the operator that maps Ψ one set of vectors (E1) spanning an m-dimensional signal subspace
into another (E2) [12], [13]. Then, since the L eigenvalues φ` of Φ are calculated, the angles
of arrival can be computed as:
φ` = e
j 2pi
λ
∆θ` , ` = 1 . . .L (30a)
θ` = arcsin
(
λ · arg(φ`)
2pi∆
)
(30b)
where arg(φ) = arctan
(
Im(φ)
Re(φ)
)
.
The ESPRIT-DoA procedure estimates a basis for the signal subspace, E1 and E2, then find
Ψ, next compute the eigenvalues of Φ, i.e., φ1, φ2 . . . φL and finally compute the DoA applying
(30b). A pseudo-code for the ESPRIT-DoA procedure is described in the Algorithm 4, where L
is the number of sources, M the number of antennas and S is the number of samples.
2) Unitary-ESPRIT: The Unitary-ESPRIT is a method derived from the classic ESPRIT [29].
The main feature of this method is the real decomposition of the matrices, which reduces
February 6, 2020 DRAFT
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Algorithm 4 ESPRIT-DoA Procedure
1: Rˆ = 1
S
∑S−1
n=0 xnx
H
n . Autocorr. Matrix - SM
2 +M2
2: Rˆ = QDQH . Eigendecomposition - 2M
3
3
3: Ψ = TΦTH . Eigendecomposition - 2M
3
3
4: E1Ψ = E2 . Matrix multiplication - L
2
2
+ L
2
5: Solve φ . Eigenvalues - 2M
3
3
6: θk = arcsin
(
λ·arg(φk)
2pi∆
)
. Find DoA - L
2
2
+ L
2
. Total complexity: M2(S + 6M
3
+ 1) + L(L+ 1)
computational complexity. For the real transformation, let’s define Πp as a p × p exchanging
matrix with ones on its antidiagonal and zeros elsewhere:
Πp =

1
1
·
1
 ∈ Rp×p (31)
Moreover, a complex matrix M ∈ Cp×q is called centro-Hermitian if
ΠpM
∗Πq = M (32)
where (·)∗ is the complex conjugation without transposition.
A matrix Q ∈ Cp×p is left Π-real if satisfy:
ΠpQ
∗ = Q (33)
The special set of unitary sparse left Π-real matrices is denoted as Qp. They are given by
Q2n =
1√
2
 In jIn
Πn −jΠn
 (34)
and
Q2n+1 =
1√
2

In 0n×1 jIn
0Tn×1
√
2 0Tn×1
Πn 0n×1 −jΠn
 (35)
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for even and odd order, respectively.
The shift-invariance property related to the U-ESPRIT method is defined by the selection
matrix:
J2 = [0m×1 Im] ∈ Rm×M (36)
where m is the number of sensors of the subarrays. Hence, defining real-value transformations
for the selection matrix as:
K1 = 2 Re
{
QHmJ2QM
}
(37)
and
K2 = 2 Im
{
QHmJ2QM
}
(38)
In case the array is center-symmetric, the forward-backward averaging (FBA) procedure can
be applied to the data matrix X, written as S samples-matrix of (10):
X = [xn1 xn2 ...xnS] . (39)
Indeed, the FBA procedure uses the symmetry of the data to create an additional set of S virtual
samples. Also, via FBA, two coherent sources can be decorrelated. The signal matrix Xfba is
defined as:
Xfba = [X ΠMX
∗ΠS] ∈ CM×2S (40)
Briefly, the U-ESPRIT method is composed of 3 steps:
• Estimation of the real subspace.
• Solution of least squares problem.
• Final decomposition of eigenvalues (EVD).
The procedure to compute the U-ESPRIT-DoA is described in Algorithm 5. Besides, Fig. 3
compares the performance attained by the conventional and unitary ESPRIT vs MUSIC methods
obtained in a simple DoA scenario aiming at highlighting the better mean square error (MSE)
performance of the U-ESPRIT [29] in low signal-to-noise ratio (SNR) regime.
C. Polynomial-Rooting Techniques
Many improvements and modifications introduced in the MUSIC algorithm have been pro-
posed aiming to increase the resolution while trying to reduce complexity. One of these im-
provements is the root-MUSIC algorithm. Polynomial-rooting techniques use a polynomial pa-
rameterization to estimate DoA, where the roots of a polynomial are the estimated angles. There
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Algorithm 5 U-ESPRIT-DoA Procedure
Input: X and L.
1: Compute Xfba . 2M3 +MS2
2: R̂ = 1
S
∑S−1
n=0 Xfba.X
H
fba . SM
2 +M2
3: T = Re
{
QHMR̂QM
}
. 2M2
4: Compute Ês from SVD of T . 2M33
5: Compute K1 and K2 . 4M2
6: K1ÊsΓ ≈ K2Ês . 2M2
7: Γ̂LS = (K1Ês)
†(K2Ês) . M3 + 2M2 +M
8: Solve the eigenvalues φ of Γ̂LS . 2M
3
3
9: θk = arcsin
(
2.arctan(φk)
2pi∆
λ
)
. L
2
2
+ L
2
. Total complexity: 13M
3
3
+ 11M2 +M (S2 + S +M + 1) + L
2
2
+ L
2
Fig. 3: MSE vs SNR for the DoA with L = 2, M = 8 antennas, S = 16 samples, θ ∈ {10◦; 15◦}.
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are several techniques that use this approach, however for comparison purpose with the MUSIC
and other methods, herein we have chosen Root-MUSIC method. Such technique has been
selected for analysis and comparison since it is directly derived from the conventional MUSIC
algorithm while achieves good performance-complexity tradeoffs; hence, despite similarities, the
Root-MUSIC results in low-complexity and simple implementation appeal.
The root-MUSIC algorithm was proposed by Barabell [11]; it is based on the polynomial
rooting approach and provides improved resolution regarding the classical MUSIC method,
especially at low SNR regime. As previously defined in Eq. (23), the MUSIC spatial spectrum
is expressed by [11], [15]:
PMUSIC(θ) =
1
aH(θ)A¯a(θ)
(41)
where A¯ = QnQHn . Rewriting (41), we can obtain
P−1R-MUSIC =
M∑
m=1
M∑
n=1
e−j
2pi
λ
md sin θA¯mne
j 2pi
λ
nd sin θ (42)
or simplified to
P−1R-MUSIC =
M−1∑
l=−M+1
a¯le
−j 2pi
λ
ld sin θ (43)
where a¯ is the sum of entries of A¯ along the lth diagonal, i.e,
a¯l
∆
=
∑
m−n=l
A¯mn. (44)
Now defining a 2(M + 1) order polynomial G(z) [11]:
G(z) =
M+1∑
l=−M+1
a¯lz
−l, (45)
by resolving the G(z) on a unit circle, the MUSIC spectrum can be evaluated [11], [15]. The
roots of G(z) close to the unit circle are equivalent to MUSIC peaks, i.e., the lth pole of G(z)
at z = zl = |zl| ejarg(zl) conducing to:
θl = arcsin
(
λ · arg(zl)
2pid
)
(46)
A pseudo-code for the Root-MUSIC-DoA is presented in Algorithm 6.
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Algorithm 6 Root-MUSIC-DoA Procedure
1: Rˆ = 1
S
∑S−1
n=0 xnx
H
n . Autocorr. Matrix - SM
2 +M2
2: Rˆ = QDQH . Eigendecomposition - 2M
3
3
3: A¯ = QnQ
H
n . Eigenvectors multiplication - M
3 +M2L
4: Solve G(z) . Find polynomial roots - 2M2(M − 1)
5: θl = arcsin
(
arg(zl)
2pid
λ
)
. Find angles - 2(M − 1)
. Total complexity: 11
3
M3 +M2(S + L − 1) + 2(M − 1)
D. FT-DoA Method
In this section, we discuss the method based on the spatial spectrum analysis of the signals
received to estimate the angle of arrival. The energy distribution in the space domain is obtained
by spectral analysis (Fourier Transform, FT) and is used for DoA estimation.
Based on the steering matrix A described in (11), we define
u =
d
λ
cos θ (47)
One can associate the antenna array with a sampling system to take samples of signals received
in the spatial domain. The space between elements of the array d is associated with the sampling
period; hence, u is associated with the spatial frequency at the elevation angle θ [25].
Notice that the FT is deployed to obtain the frequency domain signal from the time signals;
hence, 1D-FT on u is applied to obtain the spatial spectrum of the received signals. Regarding
u, the spatial spectrum of the received signals is defined by
xu =
M−1∑
m=0
xme
−j2piku, xm =
∫ d/λ
−d/λ
xue
j2pikudu (48)
The spatial spectrum defined in (48) describes the energy distribution of signals received in
the spatial domain; through this information it is possible to estimate the DoA [25].
The spatial spectrum function defined in (48) is continuous in u; herein, the discretized version
of the spatial spectrum with respect to u is defined by:
xl =
M−1∑
m=0
xme
−j2piml∆u, xm =
1
M
M−1∑
m=0
xle
j2piml∆u (49)
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where ∆u = 1
M
is the sampling interval on u in the principal period, l is the serial number of
the sample point on u. Then the `th angle of arrival can be defined as
θ` = arcsin
(
λ · u`
d
)
(50)
Deploying Fast Fourier Transform (FFT) to compute the spatial spectrum of the received
signals, one can padding zeros up to length of FFT, NFFT, to improve performance of the FT-
DoA method. Hence, in (49) only one snapshot of the signal is need, while we can let even
compute S times and calculate the mean to improve the estimation. A pseudo-code for FT-DoA
is depicted in Algorithm 7.
Algorithm 7 FT-DoA Procedure
Input: Matrix of received signals X.
1: Compute the FFT of X . SNFFT log(NFFT )
2: Findpeaks . 4LNFFT
. Total complexity: (NFFT log(NFFT ) + 4LNFFT )S
IV. PERFORMANCE-COMPLEXITY ANALYSIS
In this section the performance versus complexity tradeoff of various DoA methods discussed
previously is compared by means of figure-of-merits, namely DoA error and scattering of
estimation. In this sense, the error of amplitude of the scanning methods DS, MVDR, MUSIC
and FT-DoA, as well as the DoA error of all methods are analysed. Table I summarizes the main
parameters values adopted in this section.
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TABLE I: Adopted Parameters Values and Metrics
Parameter Values
Antenna array type linear; equidistant elements
Number of sources L ∈ {1; 13}
Number of element antennas M ∈ {2; . . . 32; . . . ; 256}
Number of samples S = 1000
Number of FT samples NFFT = 1024
Signal-to-noise ratio SNR∈ {−20; 0; 5} dB
True DoA angles θ ∈ {−60◦ : 10◦ : 60◦ ; 85◦}
Estimation Process
Number of Realizations I ∈ {1; 10; 200}
DoA Method Parameters
ESPRIT subarray formation m =M − 1
A. Magnitude Amplitude Analysis
Considering that the output power of the DS, MVDR, MUSIC and FT-DoA method direction
of arrival estimators is the mean power, it is reasonable to take the average of several realizations.
Let’s consider I realizations, L sources with directions in the range θ ∈ {−60◦ : 10◦ : 60◦}, M
antennas, NFFT FT samples and S samples, we performed numerical simulations within I ∈
{1; 10; . . . ; 200} realizations. The results are depicted in Fig. 4, considering average behavior
over a low medium and high number of realizations, i.e., I = 1, 10 and 200, respectively. Notice
that with the increase of realizations, the power differences in the DoA localization outputs
become more and more smooth, mainly in the MUSIC method. This behavior is due to the
stochastic characteristics of the methods. Notice that the ESPRIT, U-ESPRIT and Root-MUSIC
methods do not present amplitude variation since they do not deploy exhaustive search procedure.
This analysis was performed to demonstrate the behavior of the estimators taking into account the
average estimation over several realizations. Even with one realization, it is possible to estimate
DoA, however for applications that also require the power information of the received signal, it
is essential to take into account the average of the realizations.
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Fig. 4: Mean power for the DoA methods under L = 13 equidistant sources, M = 64 antennas,
and low SNR= −20dB.
B. DoA Error
The mean square error (MSE) of the estimated DoA θ̂ for the DS, MUSIC, MVDR, ESPRIT,
U-ESPRIT, Root-MUSIC and FT-DoA methods is strainghtforward computed as:
MSE(θ̂) = E [ε] = E
[∑I
i=1 |θi − θtrue|2
]
≈ 1I−1
∑I
i=1 εi
(51)
February 6, 2020 DRAFT
22
where θi is the current estimated angle at ith realization, θtrue is the true angle-of-arrival of the
signal source and I is the number of realizations of the DoA estimation method.
Fig. 5(a) illustrates the MSE for a wide range of number of realizations, I ∈ [2; 70] and for
both low and medium-high SNR, i.e., SNR ∈ {−20; 0} dB. One can see that adopting I = 30
iterations is enough for all analized DoA methods to achieve very close to their asymptotic MSE
performance condition.
Besides, Fig. 5(b), Fig. 5(c) and Fig. 5(d), illustrate the MSE for a wide range of number
of antennas, M ∈ {8 : 8 : 256} at various angles to cover the entire possible range of DoA
estimation, i.e., 0 < |θ| ∈ {0◦; 60◦; 85◦} < 90◦ and I = 40 realizations, since the numerical
results in Fig. 5(a) indicated that a number of realizations I ≥ 30 is enough to attain the
asymptotic MSE. All the methods have presented improvements with the increase of the number
of element antennas M and in the range of angles up to |θ| < 60◦; besides, all of them showed a
well behaved operation. The FT-DoA method presented a considerable reduction of the MSE to
M > 100; this is because in this method the samples are obtained by the antennas so for reduced
numbers of antennas this method performs worse than the others. It is observed that this method
does not reach the low MSE levels like the others. Though, the levels are small enough for most
applications. However, in the range near to the limit, i.e. 85◦, the search methods demonstrated
an accuracy reduction in the estimations, despite the ESPRIT and Root-MUSIC have reasonable
operation for high number of antennas, while the Root-MUSIC achieves the best performance
in such limit scenario. For instance, it can be seen that with M ≥ 100 the MSE is much smaller
than for M ≤ 10. This demonstrates the potential of improvement in terms of MSE performance
from these methods in applications with massive MIMO antennas scenarios.
Fig. 6a depicts the MSE × float point operations (flops) complexity for a wide range of number
of antennas, M ∈ {8 : 8 : 256}, L = 1 signal source, SNR= −20dB and I = 40 realizations. As
expected, the MSE decreases with the number of antennas. The complexity of the ESPRIT and
R-MUSIC methods is lower for approximately M ≤ 50 (crossing complexity point); while the
FT-DoA method has the lowest complexity of all, and remains at the same level with the increase
of the number of antennas; such feature is very interesting for massive MIMO applications.
As expected, the complexity of methods attain the same trend, with a very close rate of
increase, except for the FT-DoA method which presents no variation of complexity with the
increasing of the number of element antennas; on the other hand, the U-ESPRIT DoA method
presents the greatest complexity. However, for a scenario with several sources, the complexity of
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Fig. 5: MSE for the DoA methods; L = 1, S = 1000 samples,NFFT = 1024.
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the MUSIC, MVDR, DS and U-ESPRIT DoA methods increases much more than ESPRIT and
R-MUSIC, which do not expand their complexities with the increase of the number of sources
L. Besides, the FT-DoA method presents the lowest complexity as depicted in Fig. 6b; with such
feature, it has been adopted as reference in Fig. 6c and discussed in details in subsection IV-D.
C. Scattering of Estimation
Considering the scattering or dispersion of the estimation as a relevant figure-of-merit, nu-
merical results for the five DoA methods are discussed in this subsection aiming at establishing
a comprehensive analysis on the accuracy of the DoA methods. Hence, we define the ”DoA
discrimination” figure-of-merit. Due to the difference in operation of the methods, two ways
were deployed to calculate DoA discrimination, one for search-based DoA methods (DS, MVDR,
MUSIC and FT-DoA) and another for ESPRIT, U-ESPRIT and R-MUSIC. In the first, we adopted
the 3dB power output decaying as the analysis parameter, defined by:
DDOA3dB = θ1 − θ2|∆P [◦] (52)
where ∆P = P (θ1)
P (θmax)
= P (θ2)
P (θmax)
= 1
2
and P (θmax) = max[P (θ)].
For the ESPRIT, U-ESPRIT and R-MUSIC methods, several experiments with different num-
ber of realizations I were carried out and the standard deviation between the estimated angles
and the true angle θtrue was taken, i.e., the standard deviation of θ was evaluated as:
DDOA∆θ =
√√√√ 1
I − 1
I∑
i=1
(θi − µ)2 [◦] (53)
where θi is the instantaneous angle of arrival estimation and µ = 1I
∑I
i=1 θi is the sample mean.
Fig. 7 explores the DoA estimation of multiple sources with θ ∈ {−60◦ : 10◦ : 60◦} for
the seven analysed DoA estimators; in the detail is illustrated the zoom in over θ = 0◦. As
discussed in subsection IV-D, the MUSIC method and U-ESPRIT are performed with the highest
computational complexity; however MUSIC DoA method results more accurate method, among
the search methods as well, due to the loss in mean power combined to the wide scattering in
DoA angle estimation. In contrast, there is no loss in the mean power for the other six methods.
The MVDR presents better performance than DS, with minimized sidelobes, but with greater
complexity and poor accuracy when compared with other methods. Moreover, MUSIC presents
a much higher accuracy than others, with well-defined peaks, which facilitates the detection
of the estimated angle, although this estimator has a higher complexity, the accuracy is high,
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(a) MSE × Complexity considering L = 1, M ∈
{8 : 8 : 256}, SNR= −20dB, S = 1000, NFFT = 1024;
solid lines: MSE, dashed lines: flops complexity.
(b) Computational complexity; L ∈ {1 : 1 : 128},
M = 256, S = 1000 samples, number of scan steps
of θ, i.e. P ∈ {−90 : 0.001 : 90}, and NFFT = 1024.
(c) Relative computational complexity; L ∈ {1 : 1 :
128}, M = 256, S = 1000 samples, number of scan
steps of θ, i.e. P ∈ {−90 : 0.001 : 90}, and NFFT =
1024.
Fig. 6: MSE × Complexity and Complexity × L
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making it very interesting method for DoA estimation. The FT-DoA method presents similar
scattering to DS and MVDR, but if the number of antennas increases, the scattering approaches
to MUSIC; however, it has a very reduced complexity that will be better discussed in section
IV-D. Interesting, the ESPRIT, U-ESPRIT and Root MUSIC methods do not perform the DoA
estimation by the continuously calculation of the mean power across a wide range of θ; instead,
such methods only evaluate the estimated angle over each specific angle source, discretely.
However, such method also generates a spreading in the estimation; such issue is discussed in
the sequel.
Fig. 7: Mean power output for the DoA methods operating under L = 13, M = 64, SNR= −20
dB, S = 1000 samples, θ ∈ {−60◦ : 10◦ : 60◦}; zoom in at θ = 0◦.
In order to better evaluate the ESPRIT, U-ESPRIT and Root-MUSIC methods, an example
has been evaluated with I = 10000 realizations of a single source DoA estimation considering
θtrue = 10
◦, and M ∈ {64; 256} element antennas. Fig. 8 depicts the distribution of the sample
estimations while Table II summarized the parameters found numerically in this example, where
µ is the mean of the estimates, σ is the standard deviation and CI95% is the 95% confidence
interval. As one can observe, the samples follow a Gaussian distribution; indeed, all methods
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result in a smaller standard deviation when the number of antennas increases. The ESPRIT
method shows the highest standard deviation while the R-MUSIC the lowest; the U-ESPRIT
presents intermediate standard deviation values; however, regarding mean, the U-ESPRIT offers
the most substantial deviation from the θ-true value among the three methods.
TABLE II: Synthesis of numerical analysis of ESPRIT and Root-MUSIC distribution example.
DoA Method θtrue M µ σ CI95%
ESPRIT 10◦ 64 9.9940 0.0805 [9.99; 10.00]
U-ESPRIT 10◦ 64 9.9104 0.0705 [9.90; 9.91]
R-MUSIC 10◦ 64 9.9998 0.0165 [9.99; 10.00]
ESPRIT 10◦ 256 10.0002 0.0257 [9.99; 10.00]
U-ESPRIT 10◦ 256 9.92966 0.0211 [9.92; 9.93]
R-MUSIC 10◦ 256 10.0000 0.0018 [9.99; 10.00]
Fig. 9 demonstrates indubitably the superior DoA discrimination feature of the R-MUSIC
method in terms of {DDOA3dB;DDOA∆θ }×M , for low as well as high SNR regimes and wide range of
number of element antennas considered. Notice that the improvement in terms of resolution or
discrimination is obtained with the increase of the number of antennas, which means increased
accuracy in the DoA estimation. Besides, it is worthy to note that, under low-SNR regime,
the R-MUSIC, ESPRIT and U-ESPRIT present the better resolution among the seven DoA
estimators analyzed. Furthermore, Fig. 9 depicts in the left y-axis the DoA discrimination and in
the righ y-axis the DoA complexity (flops) for high and low SNR regimes and different number
of element antennas. Among the seven DoA methods analyzed, the R-MUSIC attains the best
performance in terms of discrimination. However, in terms of complexity, the FT-DoA method
presents the lowest complexity if it remains at a reasonable value for antenna numbers greater
than 100, and features DoA discrimination a bit better than MUSIC. As a consequence, the best
performance-complexity tradeoff is achieved by the FT-DoA estimator.
D. Complexity
Table III synthesizes the computational complexity in terms of number of operations, products
and summations for the DoA methods analyzed. The complexity of DoA methods analyzed is
strongly dependent on the number of elements in the antenna array M , except the FT-DoA
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Fig. 8: ESPRIT, U-ESPRIT and R-MUSIC DoA distribution for θtrue = 10◦, I = 104 realizations,
M ∈ {64; 256} and SNR= −20dB.
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Fig. 9: DoA discrimination × Complexity considering L = 1, M ∈ {8 : 8 : 256}, SNR ∈
{5; −20}dB, S = 1000, solid lines: DoA discrimination, dotted lines: Complexity.
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which is just dependent on the number of FFT samples (Nfft). As shown in Table III, the
MUSIC, ESPRIT, U-ESPRIT and R-MUSIC methods result in cubical polynomial complexity
of order O{M3}, while DS and MVDR DoA techniques remain quadratically in complexity, of
order O{M2S}; finally, the FT-DoA method has the lower complexity, of order O{Nfft logNfft}.
TABLE III: Computational Complexity in terms of number of operations
DoA Products Summations # Operations
Method
DS 2M2 + 4LP SM2 +M M2(S + 2) +M + 4LP
MVDR 3M2 +M + 4LP 2M2 + SM2 M2(S + 6) +M + 4LP
MUSIC 4M
3
3
+M2 +M + 4LP M3
3
+M2 +M2L+ SM2 5
3
M3 +M2(S + L+ 1) + 4LP
ESPRIT M3 +M2 + L2 + L
2
M3 + L
2
2M3 +M2 (S + 1) + L(L+ 1)
U-ESPRIT 11M
3
3
+ 10M2 + L
2
2
+MS2 2M
3
3
+M2 +M + SM2 + L
2
13M3
3
+ 11M2 +M
(
S2 + S +M + 1
)
+ L
2
2
+ L
2
R-MUSIC 10M
3
3
+M2 +M2L+ 2M − 2 M3
3
+ SM2 − 2M2 11
3
M3 +M2(S − 1 + L) + 2(M − 1)
FT-DOA (Nfftlog(Nfft))S (4LNfft)S (Nfftlog(Nfft) + 4LNfft)S
To offer a comparative view of the DoA methods complexity jointly with DoA discrimination,
Fig. 9 depicts the by-flops complexities (right y-axis) of all DoA methods analyzed, where L = 1
sources and number of antennas in the range M ∈ {8 : 8 : 256} have been considered. While the
FT-DoA results in lowest complexity ∀M , the ESPRIT and R-MUSIC methods are less complex
than the other remain methods, despite their close complexity when M ≥ 64 antennas. Indeed,
as the number of antennas increases, the cubic-complexity methods approaches each other, since
the number of samples S remains the same or increases slowly. Indeed, in Fig. 9, as expected,
up to M ≈ 64 antennas, the R-MUSIC is quite close to ESPRIT, while MUSIC, MVDR and
DS have a greater complexity, since in this range of M the number of samples is preponderant.
However, when the number of antennas M →∞, the complexity of the DS and MVDR results
considerably smaller than the MUSIC, R-MUSIC and ESPRIT methods.
Let’s analyze the relative computational complexity of the DoA methods, which has been
normalized taking as reference the FT-DoA complexity (CFT-DOA). As a result, the ratios CDoA methodCFT-DOA ,
as depicted, for instance, in Fig. 6c, decrease rapidly with the increasing number of signal
sources in the range L ∈ {1 : 1 : 128} under a fixed number of antennas (M = 256). Indeed,
the DoA methods complexities were evaluated w.r.t. the variation of the number of sources in
the range L ∈ {1 : 1 : 128} under a fixed number of antennas M = 256. As one can observe, in
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Fig. 6b, the ESPRIT, U-ESPRIT and R-MUSIC DoA methods do not present great variations in
complexity with the increase of the number of sources. However, due to angle scanning feature,
DS, MVDR , MUSIC and FT-DoA techniques result in growing complexities with the increasing
of the number of sources, but as expected, FT-DoA results much less complexity than the other
methods, which makes this method very promising for massive MIMO applications.
E. Parallelism Analysis of the DoA Algorithms
In systems operating in real-time processing, especially the new 5G networks that require low
latency, the parallel computing of the operations is crucial. In this subsection, we analyzed the
parallelism of the seven DoA algorithms previously presented.
The principal measure of parallelization efficiency of the algorithms is the Speedup, SN ,
defined by the ratio of the need time to execute the entire algorithm C on a single processor to
the time necessary to run using N processors:
SN =
τ1
τN
, (54)
where τ1 is the time to execute the workload on a single processor and τN is the time to execute
the workload on N processors, being defined by:
τN = τs + τp +∆τ , (55)
where τs is the time to execute the serial portion of the workload, τp is the time to execute the
parallel portion and ∆τ is an additional time due to the parallelization overhead which is quite
general and accounts for any overhead due to implementing the algorithm on a parallel way;
the overhead comes from either due to the hardware, the network, the operating system, or the
algorithm [30]–[32]. It is expected that this time is a function of the number of N processors
deployed and the algorithm complexity C, i.e., ∆τ = ∆τ (N, C)
Fig. 10 depicts the Speedup of the DoA algorithms (solid lines) as a figure-of-merit to analyze
how much faster the execution of the algorithms can be with the parallel processing application.
Also, the ratio between Complexity and Speedup
(
C
SN
)
of the methods is shown in the right y-
axis and dotted lines). The results were computed considering M = 256 antennas, L = 1 source
and N ∈ {1 : 1 : 100} processors. U-ESPRIT and ESPRIT have the worst SN performance
while DS, MVDR, MUSIC, and R-MUSIC have intermediate performance; finally, the FT-DOA
resulted the best performance, achieving up to 4.8 times faster processing with 100 processors.
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Fig. 10: Speedup × ratio of Complexity and Speedup C
SN
considering L = 1, M = 256, N ∈
{1 : 1 : 100}, solid lines: SN , dotted lines: CSN .
V. CONCLUSIONS
Considering the seven DoA methods evaluated within the specific but representative scenarios,
i.e. considering up to L = 13 sources spaced at 10◦ from each other, low and medium-high
SNR∈ {−20, 5} dB and an affordable number of I = 40 realizations, one can conclude that
the best performance-complexity tradeoff is achieved by the FT-DoA method, while the best
accuracy has been achieved with Root-MUSIC DoA method. Table IV contains a summary of
the main figure-of-merit analyzed; we adopted M = 256 antennas, SNR ∈ {−20; 5}dB, L = 1
source, MSE, DoA discrimination D and computational complexity C (for L = 1 and L = 128),
Speedup with N = 24 processors for all methods.
An important metric for determining DoA discrimination (accuracy) has been established and
applied to the seven DoA methods analyzed. This metric has enabled a fair comparison, even if
they operate differently from each another. Hence, in terms of DoA discrimination, the R-MUSIC
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TABLE IV: Synthesis of numerical analysis of all DoA methods analyzed.
DoA Method M L SNR MSE D C → L = 1 C → L = 128 SN → N = 24
DS 6.66E− 6◦ 4.10E− 1◦ 66.30E6 157.82E6 1.50
MVDR (-20dB) 12.63E− 6◦ 4.63E− 1◦ 66.63E6 158.09E6 1.62
MUSIC 256 1 6.51E− 6◦ 8.80E− 2◦ 110.47E6 194.11E6 1.57
ESPRIT Ant. Source Low 2180E− 6◦ 2.70E− 2◦ 87.98E6 87.98E6 1.23
U-ESPRIT SNR 1234E− 6◦ 7.31E− 2◦ 301.83E6 301.83E6 1.16
R-MUSIC 6.63E− 6◦ 2.13E− 2◦ 127.45E6 135.37E6 1.75
FT-DOA 278.35E− 6◦ 5.15E− 2◦ 0.215E6 15.82E6 4.32
DS 472E− 12◦ 4.02E− 1◦ 66.30E6 157.82E6 1.50
MVDR (5dB) 9.52E− 9◦ 4.54E− 1◦ 66.63E6 158.09E6 1.62
MUSIC 256 1 0.75E− 12◦ 6.60E− 3◦ 110.47E6 194.11E6 1.57
ESPRIT Ant. Source High 878E− 9◦ 6.70E− 4◦ 87.98E6 87.98E6 1.23
U-ESPRIT SNR 899E− 9◦ 7.17E− 4◦ 301.83E6 301.83E6 1.16
R-MUSIC 16E− 9◦ 1.39E− 4◦ 127.45E6 135.37E6 1.75
FT-DOA 55.6E− 6◦ 5.23E− 3◦ 0.215E6 15.82E6 4.32
presents better results, although the ESPRIT performance is very close, while the complexities
of MUSIC and U-ESPRIT are much higher, especially MUSIC when there are several sources
to be discriminated and the FT-DoA complexity is much smaller than the others. Moreover, the
ESPRIT method has attained an intermediate DoA discrimination in high SNR with complexity
very close to that of Root-MUSIC. Moreover, in terms of MSE figure-of-merit, the best accuracy
results have been obtained with MUSIC, Root-MUSIC and DS.
Indeed, such high-resolution MUSIC, ESPRIT, U-ESPRIT, R-MUSIC and FT-DoA methods
have offered improved performance-complexity tradeoff with high SNR; whereas DS and MVDR
methods do not attain significant improvement in terms of DoA discrimination under either low
or high SNR. Besides, about Speedup figure-of-merit U-ESPRIT and ESPRIT have the worst
performance, DS, MVDR, MUSIC, and R-MUSIC have intermediate performance, and the FT-
DOA demonstrates the best performance, achieving approximately three times more processing
faster than other methods, with 24 processors in parallel for example.
In this way, it can be observed that the better performance-complexity tradeoffs under large
number of antennas scenarios are attained by the ESPRIT, Root-MUSIC and FT-DoA methods,
with the best performance-complexity tradeoff achieved by the FT-DoA method due to its very
low complexity, relative reliable MSE performance and high parallelism level in the computation
of the algorithm. Hence, such method becomes very convenient for DoA estimation applications
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in massive MIMO systems, i.e., a system with hundreds or even few thousand of antennas.
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