Abstract. On the setting of the upper half-space H of the Euclidean n-space, we show the boundedness of weighted Bergman projection for 1 < p < ∞ and nonorthogonal projections for 1 ≤ p < ∞. Using these results, we show that Bergman norm is equivalent to the normal derivative norms on weighted harmonic Bergman spaces. Finally, we find the dual of b 1 α .
Introduction
For a fixed positive integer n, let H = R n−1 × R + be the upper halfspace where R + denotes the set of all positive real numbers. We write point z ∈ H as z = (z , z n ) where z ∈ R n−1 and z n > 0. Because H is a unbounded domain, it causes some problems. For example, the weighted harmonic Bergman kernel is not even integrable unlike the case of bounded domains. However we overcome this difficulty by noticing the b 1 α -cancellation property which we mention in section 5. Note that H is a product space. This fact allows us to use the integration by parts (especially) with respect to the last component and this gives us reproducing properties of weighted harmonic Bergman functions. Furthermore, unlike the case of the unit disc, H is invariant under dilations, i.e., for every r > 0, {rz | z ∈ H } = H.
Therefore we can use the change of variable freely with respect to the last coordinate which helps us to estimate the size of some integrals that appear in this paper. b p (Ω) is studied in [10] and [7] on the setting of upper half-space and bounded smooth domain in R n respectively.
Recently, for any range α > −1, the explicit formula of weighted harmonic Bergman kernel for b p α was found in [8] . In this paper, we show that some of the known results for b p as well as weighted holomorphic Bergman spaces continue to hold on b p α for any range α > −1 with this weighted harmonic Bergman kernel for b p α . This paper is organized as follows. In section 2, we review the weighted harmonic Bergman kernel of b 2 α (H) and some useful results that are proved in [8] .
Section 3 is devoted to proving that the weighted harmonic Bergman projection, initially defined as the orthogonal projection of L 2 α (H) onto b 2 α , extends to a bounded projection of L and then we find a necessary and sufficient condition for these projections to be bounded including the case p = 1 (Theorem 4.3). We use these projections to find dense subspaces of b p α which have "nice" vanishing properties near ∞ (Theorem 4.4) and then we show that every weighted harmonic Bergman function can be reformulated in terms of its fractional normal derivatives (Theorem 4.7). We also give the norm equivalence result for weighted harmonic Bergman functions through these projections (Theorem 4.8).
In final section, we show that any Bloch function can be reproduced from its fractional normal derivative of any positive order (Theorem 5.9). Also, we show that the dual space of b 1 α can be identified with the harmonic Bloch space (Theorem 5.12) and then we give the norm equivalence result for harmonic Bloch functions (Theorem 5.13).
Constants. Throughout the paper we use the same letter C to denote various constants which may change at each occurrence. The constant C may often depend on the dimension n and some other parameters, but it is always independent of particular functions, points or parameters under consideration. In this section, we review the weighted harmonic Bergman kernel for b 2 α and recent results which are proved in [8] .
Let P (z, w) be the extended Poisson kernel on H, i.e.,
where z, w ∈ H and w = (w , −w n ). Note that for each j = 1, . . . , n − 1,
. Therefore we can show from (2.1) that for multi-indices β = (β 1 , . . . , β n ) and
where f β,γ is a homogeneous polynomial of degree 1 + |β| + |γ|. (In fact, f β,γ is harmonic but we do not need this fact here.)
Let k be a nonnegative integer and let D denote the differentiation with respect to the last component. If u ∈ b p α (Ω), then we know from the mean value property, Jensen's inequality and then Cauchy's estimate that
In this case, we define the fractional derivative of v of order −s by
for the range 0 < s < β. Here, Γ is the Gamma function.
If u ∈ b p α , then for every nonnegative integer k, D k u ∈ F by (2.3). Thus for s ≥ 0, we define the fractional derivative of u of order s by 
where
It is shown in [1] that the Bergman kernel for b 2 is −2DP z (w).
Let s > −n − α and let β be a multi-index. Then
The following propositions are used many times in this paper. The following lemma comes from integration by parts with respect to the w n -variable and this plays an important role in this paper. Let H δ = {z ∈ R n | z n > −δ} for δ > 0. Thus for each δ > 0, H δ is a half-space that contains H properly.
Suppose that k and m are nonnegative integers. Then for every z ∈ H and for each a, b > 0,
We have the following reproducing properties of integral operators with the weighted harmonic Bergman kernel. 
Bergman projection
In this section, we study the weighted harmonic Bergman projection.
for every f ∈ L 2 α (H) and for each z ∈ H. We know from (2.6) that
Moreover Theorem 2.5 implies that Π α is the identity on b p α for 1 ≤ p < ∞. Therefore we only need to show the boundedness of Π α to complete the proof of the following theorem.
Let q denote the index conjugate of p. After applying Hölder's inequality to the following two functions
Hence we get from Proposition 2.2 that
After applying Fubini's Theorem and then Proposition 2.2 once again,
Therefore the proof is complete.
After we define nonorthogonal projections Π β in section 4, we generalize Theorem 3.
This shows the failure of Theorem 3.1 for p = 1.
The following theorem with α = 0 case is proved in [10] . Because we have L p α -boundedness of Π α , the proof of the following theorem is very similar to that of [10] . Therefore we omit the proof. 
Nonorthogonal projections
In this section, we study nonorthogonal projections of
for all range 1 ≤ p < ∞. We call them nonorthogonal because they are not orthogonal when acting on the Hilbert-space
One of the advantage of Π β is that Π β is bounded on L 1 α (H) whenever α < β unlike the Bergman projection Π α . From this L 1 α -boundedness of Π β , we obtain dense subspaces of b 1 α which have nice vanishing properties near ∞ ; we use these subspaces to find the dual space of b 1 α . (See section 5.) Also, Π β leads to fractional normal derivative norm equivalence on weighted harmonic Bergman spaces.
We first estimate the size of R β (z, ·) on a thin cone with vertex z and axis of symmetry parallel to the z n -axis. Fix z 0 = (0, 1) for the rest of this paper. Then we can check easily from (2.2) that for each nonnegative integer k
Because f k+1 is a homogeneous polynomial of degree k + 2, there exists ε 0 > 0 such that
This estimate guarantees the following lemma, which is a key in showing the failure of boundedness of Π β on L 
as w ranges over all points in Γ ε 0 (z).
Proof. If β is an integer, then the proof follows easily from (4.2). Assume that β is not an integer. Let k = [β]. Note that k − β − 1 > −1 and note also that w ∈ Γ ε 0 (z) implies w + (0, t) ∈ Γ ε 0 (z) for every t > 0. Hence we get from the definition of R β and (4.2) that
as w ranges over all points in Γ ε 0 (z). Therefore the proof is complete.
Before we prove Theorem 4.3, we need one more lemma.
Proof. If p = 1, then α < β. Thus we get from (2.5) that
is uniformly bounded on H. Assume that p > 1. Then we have −1 < (β − α)q + α, because (α + 1) < (β + 1)p. Therefore we see from (2.5) and Proposition 2.2 with a = (n + β)q − n and b = (n + α) ( 
This completes the proof.
In the following theorem, we find a necessary and sufficient condition for Π β to be a bounded projection on L p α (H). We use this theorem to find some useful dense subspaces of b p α and to show the norm equivalence result on weighted harmonic Bergman spaces.
We know from the mean value property that
(Here dσ denotes the normalized surface area measure on the unit sphere in
Thus we get from Lemma 4.1 that
This shows that Π β g fails to exist at z for some g ∈ L p α (H), because dV α is a positive σ-finite measure on H.
For the other direction, assume that α + 1 < (β + 1)p. We first show that Π β is the identity operator on b Because −(1 + β)/q < s < 0, we see −1 < β + qs and qs < 0. Therefore we get from Proposition 2.2 that
Hence after applying Proposition 2.2 once again, we see that
In the proof of the above theorem, we showed that
With a simple modification of the proof, we can also show that for each Proof. Let u ∈ S n+β . Because 1 + |z| ≈ |z − z 0 |,
Since α + 1 < (β + 1)p, we see α + n < (β + n)p. Thus after applying Proposition 2.2 to the above integral, we see that u ∈ b p α . To prove density, let u ∈ b p α . Choose a sequence of compact sets K j such that K j ⊂ K j+1 and H = ∪K j . Setting u j = uχ K j , we have
Thus Π β u j ∈ S n+β . Furthermore we see from Theorem 4.3 that The following lemma is used to show the fractional normal derivative norm equivalence result on weighted harmonic Bergman spaces in Theorem 4.8. If γ is a nonnegative integer, then it is proved in [10] . Therefore to complete the proof of the following lemma, we only need to show the case that γ is not a nonnegative integer.
Lemma 4.5. Let α > −1 and let
1 ≤ p < ∞. If (1 + α)/p + γ > 0, then z γ n D γ u L p α (H) u L p α (H) for u ∈ b p α .
Proof. Let z ∈ H, u ∈ b
p α and let β = α+1. Because α+1 < (β +1)p, we know from Theorem 4.3 that 
Note that |(z , z n + t) − w| ≈ |z − w| + t for w ∈ H, t > 0. Thus we have
where we used change of variable t → |z −w|t. If p = 1, then α+γ > −1. Therefore we get from Fubini's Theorem that
After applying Proposition 2.2 to the inner integral in (4.6), we see that Here q denotes the index conjugate of p. Because λ < (n + β)/p + γ, we see n + β − (n + β + γ − λ)q < 0. Thus after applying Proposition 2.2 to the second integral in (4.7), we know that
Therefore, we get from Fubini's Theorem that
Because n/p < λ, we see α − β + λp − n > −1. Therefore after applying Proposition 2.2 once again to the inner integral in (4.8), we get
We use the following lemma to switch the order of integrations that appear in Theorem 4.7. 
Proof. Let z ∈ H and let k = [s]. Then k is a nonnegative integer and k
Then we see from change of variable (1 + t)w n → r that
In the following theorem, we show that every function u ∈ b p α can be reproduced by its fractional normal derivatives. 
after applying change of variable t → tw n . Note from (2.3) that
Because α + 1 < (β + 1)p and (1 + α)/p + γ > 0, we have β + γ + 1 > 0 and (n + α)/p + γ > 0. Therefore we know from (2.2) and Lemma 4.6 that
This estimate guarantees us switching the order of integrations above. Therefore we know from Fubini's Theorem that Π β (w
Hence, we see from the definition of D γ u(w), Fubini's Theorem and then change of variable s → sw n that Π β (w
(Here we see with a simple estimate much easier than the proof of Lemma 4.6 that switching the order of integrations is permissible.) Therefore we know from Lemma 2.3 that the above becomes
After changing of variables, we see that
. The case that either β or γ is an integer can be proved similarly. Now, we can make our usual limiting argument for u δ with Lemma 4.5 and Theorem 4.3 to obtain the desired result for an arbitrary function u ∈ b p α . Therefore the proof is complete.
In the following theorem, we show that the norm of a weighted Bergman function is equivalent to the norm of the fractional normal derivative of this function.
as u ranges over all b 
where the supremum is taken over all w ∈ H and ∇u denotes the gradient of u. We let B denote the set of Bloch functions on H and let B denote the subspace of functions in B that vanish at z 0 . The space B is a Banach space under the Bloch norm B . In this section, we prove that the dual space of b 1 α can be also identified with B as is the case for b 1 
for z, w ∈ H and then we estimate the size of R α (z, w). To do so, we need a lemma. 
Proof. If l = 0, then the proof is trivial. So assume that l > 0. Without loss of generality, we may assume
Let I and II denote, respectively, the two summands of (5.2). Note that
Because a ≤ b ≤ d, we easily see that
Clearly, we have
and the proof is complete.
From this lemma, we easily get the following result.
Proof. From the definition of P z (w) and Lemma 5.1, we easily get that for each nonnegative integer k,
This completes the proof of this theorem for α is a nonnegative integer. So assume that α is not an integer. Let k = [α]. Then k is a nonnegative integer and k − α > 0. Hence we see from the definition of R α (z, w) and (5.3) that | R α (z, w)| is less than or equal to some constant times
where we used the change of variable t → |z − w|t and t → |z 0 − w|t. Therefore the proof is complete.
From Proposition 5.2, we easily see that
for f ∈ L ∞ (H). Furthermore by passing the Laplacian through the integral in (5.4), we see that Π α f is harmonic on H. Therefore to complete the proof of the following Proposition, we only need to show that Π α f ∈ B for f ∈ L ∞ (H) with an appropriate norm bound.
Proof. Let f ∈ L ∞ (H). Then, it is easily seen that Π α f (z 0 ) = 0. Note that for each j and for every z,
Therefore we have from (2.5) and Proposition 2.2 that for any j and for every z ∈ H,
This shows that Π α f ∈ B with Π α f B f ∞ , as desired.
We see that the quantity in parenthesis above becomes C α /C α+γ . Therefore we get
We can make our usual limiting argument for v δ to obtain the desired result for an arbitrary function v ∈ B from Lemma 5.8 and Proposition 5.3. The remaining cases can be proved similarly using the estimate (5.5) if necessary (γ = 0 case). Therefore the proof is complete. Proof. We know from Lemma 5.6 that uv ∈ L 1 α (H) whenever u ∈ S n+α+1 . We also know from Theorem 5.9 that for all z ∈ H. This shows that Φ is an one-to-one map. Therefore the proof is complete.
In the following theorem, we show the corresponding result of the case p = ∞ to Theorem 4.8. 
