Project teams carrying out innovation projects are investigated during critical incidents.
INTRODUCTION
A ccording to Mulder (2016) , 65% to 70% of megaprojects and infor mation and communication technology (ICT) projects seem to fail, and Castellion and Markham (2013) assert that at least 35% to 40% of product innovations fail. These figures are substantial, especially when compared to the functioning of highreliability organizations (HROs) whose teams seldom seem to fail. Thus, the question emerges: Can innovation teams learn from HRO teams?
HROs operate:
"(. . .) under very trying conditions all the time and yet manage to have fewer than their fair share of accidents. HROs include power grid dispatching centers, air traffic control systems, nuclear aircraft carriers, nuclear power generating plants, hospital emergency departments, wildland firefighting crews, aircraft operations, and accident investiga tion teams. (. . .) They face an "excess" of unexpected events because their technologies are complex, their constituencies are varied, and the people who run these systems have an incomplete understanding of the systems and what they face. (. . .). HROs (. . .) act mindfully (. . .) organize themselves (. . .) to notice the unexpected (. . .) halt its development (. . .) focus on containing it (. . .) focus on resilience and swift restoration of system functioning." (Weick & Sutcliffe, 2007, pp. 17-18 , italics in original) Weick and Sutcliffe (2007) studied HROs and developed instruments to audit team behavior, with the purpose of supporting organizations to assess their state of the art with reference to handling 'the unexpected' and, subsequently, seeing how teams could improve their performance. Their audits have been converted into items for questionnaires, which have been applied mainly to the fields of hospitals and education (Sutcliffe, Vogus, & Dane, 2016; Vogus & Sutcliffe, 2007; Ray, Baker, & Plowman, 2011; Vogus & Iacobucci, 2016) . The thinking behind HROs and how they operate has hardly been applied to innovation management (Vogus & Welbourne, 2003) . HRO principles, described below, were assumed to be beneficial to innova tion teams. Other than HRO teams, where the sense of urgency is driven by preventing casualties and disasters, the sense of urgency for innovation PAPERS teams to introduce HRO principles is far less obvious. While Weick, Sutcliffe, and Obstfeld (1999) suggested that for non HROs the sense of urgency is to invest in becoming a learning organization to improve competitiveness, the specific win for innovation teams is to solve occurring problems faster and better and, hence, improve their chances of innovation success. This assumption was investigated among team leaders and team members of innovation teams in 11 Dutch organizations that per formed innovation projects by teams, where innovation projects were project based assignments aimed at realizing a renewal or improvement of a product, service, or process. The results showed that teams characterized by HRO principles-called IRB teams-reported more positive project results than teams less characterized as IRB teams (Oeij, 2017) . Those IRB teams also had more favorable team conditions, in terms of psychological safety, team learn ing behavior, complexity leadership (to deal with ambiguities), and team voice, which we referred to as 'mindful infrastructure.' Mindful infrastructure is the antecedent of IRB, and IRB medi ates the relationship between mind ful infrastructure and project results (Oeij, 2017) . The focus in this article is, however, on IRB.
The purpose of this article is first to validate the IRB scale we used for the quantitative survey (Oeij, 2017) in a qualitative study of innovation teams based on indepth, qualitative inter view data. Second, we investigate how innovation teams deal with critical inci dents. Critical incidents are events that can cause a project to significantly devi ate from the original plan and even fail. The aim is to contribute to the literature on innovation management and innovation projects and determine whether or not the IRB concept of cri sis management and safety literature can be applied to their domain. The main question to address is: Does the IRB scale enable accurate descriptions of the behavior of innovation teams when dealing with critical incidents in their projects? To answer this question, we carried out a number of steps that form the design of this article. We start by explaining the origins of innovation resilience behavior and its relation to the literature of team resilience. Subse quently, we will discuss the method and data we used to answer the question and present the results; in the final sec tion we present points of discussion and draw conclusions.
Innovation Resilience Behavior and Team Resilience
Innovation resilience behavior in teamsor Team IRB-is derived from theories applied in crisis management and safety science. In order to investigate its appli cability in another context, namely inno vation management, one can apply the concepts of team resilience developed more generally and with a generic appli cability. By comparing both approaches we can assess the degree of their agree ment. First, we describe Team IRB, fol lowed by how it relates to team resilience.
Team innovation resilience behav ior (Team IRB) is the capacity of a team to withstand and overcome critical incidents (i.e., stressors that threaten the innovation project, team cohesive ness, and performance) in a manner that enables sustained activity toward the goals of the innovation project by critical recoveries (i.e., handling and bouncing back from challenges) that safeguard team cohesiveness and per formance (Oeij, 2017) . This concept was derived from Weick and Sutcliffe (2007) , who defined a set of HRO principles that enabled teams in highreliability organizations (HROs) to anticipate 'unexpected' problems, contain them, and recover quickly. The unexpected problems that such teams face are small events that can have large consequences if they remain unnoticed. The five HRO principles are: (1) preoccupation with failure (a focus on weak signals of lapses), (2) reluctance to simplify (seeking vali dated information), (3) sensitivity to operations (connecting operations and the relationships between events to the big picture), (4) commitment to resil ience (keeping errors small and impro vising to keep the system working), and (5) deference to expertise (and, if neces sary, authorizing experts, regardless of rank, to decide) (Weick & Sutcliffe, 2007, pp. 9-16) .
These HRO principles overlap with a generic construct of team resilience. In a review study of team resilience Alliger, Cerasoli, Tannenbaum, and Vessey (2015) demonstrated that resil ient teams exhibit three behavioral strategies for dealing with pressures, stressors, and difficult circumstances: minimizing, managing, and mending actions. Their insights into team resil ience stem from 25 years of research with all types of teams, but mainly with firefighting and oil exploration teams, surgical and other medical teams, emergency response teams, and law enforcement and military teams. On the basis of their study, a Team Resilience construct can be formulated.
First, Alliger et al. (2015) describe that resilient teams perform mini mizing actions before the arrival of a problem, which involves four types of behavior. Resilient teams (1) anticipate challenges and plan for contingencies; (2) assess and understand the team's current readiness by monitoring; (3) vigilantly identify the early warning signs of potential problems; and (4) prepare to handle difficult situations by documenting whatif situations and standard operating procedures. Second, such teams perform managing actions when difficult situations occur. The five behaviors of resilient teams are: (1) assessing challenges quickly, honestly, and accurately; (2) addressing chronic stressors (such as a noisy work environ ment, ambiguous team roles, lingering personality conflicts), even though it is tempting to ignore them, because they realize that these stressors can affect team cohesiveness and effectiveness; (3) providing backup and assistance to one another and recognizing each oth er's needs; (4) consciously maintaining basic processes under stress and being able to face emergencies; and (5) seek ing guidance and support when needed. Third, resilient teams perform mending activities after a stressful event, which involve recovering from stress, learn ing from experience, and adapting as necessary. The four behaviors associ ated with mending activities in resilient teams: (1) regaining situational aware ness as quickly as possible to know what needs to be done; (2) debriefing by reviewing their actions and reflecting on what went wrong and what went right; (3) ensuring they address concerns and risk points that became evident dur ing the encounter with the challenge; and (4) expressing appreciation to build bonds and team norms (Alliger et al., 2015) .
The minimizing, managing, and mending behaviors of resilient teams set out by Alliger et al. largely 
Methodology and Data
The research is part of a multiplecase study into the team dynamics of inno vation teams carrying out innovation projects (Oeij, 2017 to simplify, sensitivity to operations, commitment to resilience, and def erence to expertise) were present in their project teams; they answered on a 7point scale, ranging from 'not at all' (1) to 'to a very great extent' (7). Based on the scores for team inno vation resilience behavior, 12 of the 18 teams 1 can be classified as teams that showed innovation resilience behavior (high score for IRB), and six could not (low score for IRB), as shown in Table 2 .
The mean value (of all five scales together) for Team IRB is 4.82 (SD 5 0.75). On the basis of the qualitative inter views, however, one of the teams below that score (Team06, M 5 4.81) was regarded as more IRBminded than the survey data told us. This team encoun tered no critical incidents but was none theless very alert to detecting possible incidents; therefore, the threshold for considering that a team showed IRB was set at 4.8. There are 12 out of 18 teams for which IRB was observed to be pres ent (a score of M 5 4.81 or higher).
Qualitative Data: Critical Incidents
From the qualitative indepth inter views we will use indepth, facetoface interview data of how teams dealt with critical incidents. Critical incidents are occurrences or conditions that interrupt the normal procedure of an innova tion project (Flanagan, 1954) . Critical incidents can stop or delay a project, or can speed up the innovation process. In these cases, we studied delays as criti cal incidents and we understood critical recoveries-if these happened-to be occurrences and conditions that allowed the project team to get the innovation project back on track. We tried to assess whether innovation resilience behav ior took place. A critical recovery can be regarded as an example of innova tion resilience behavior. While IRB is an action of the team, a critical recovery can be caused by a condition external to the team, such as a decision by higher management, customer behavior, or a market development. The inventory of critical incidents and recoveries is based on a first interview with the team leader, a subsequent interview with the team members, and a third interview with the team leader and team mem bers together. When a critical recovery is caused externally, it is not considered Team IRB. The end result presented represents a consensus of the whole team. This was done by first letting team members give the researcher feedback on the selected critical incidents and recoveries by their team leader in a separate group interview, and second, by having a followup interview with the team leader and team members together to discuss the researcher's findings from these former separate interviews with the whole team (those who took part in the interviews). For each team, the assessment of the critical incident(s) in their project was visual ized by drawing the project's progress timeline and its subsequent actions on a sheet of paper and to indicate whether or not and when critical incidents and critical recoveries occurred. As indi cated above, this was first done with the team leader, discussed with the team second, and, third, in the followup interviews it was checked for consensus with the team leader and team mem bers together. What happened before, during, and after those critical events was discussed during the interviews.
It is instructive to mention that inci dents, in the sense of critical incidents and recoveries, are perceived differ ently by the different respondents in the teams. More experienced teams differ from less experienced teams in how they assess events, including setbacks. In the interviews, the question was whether the team had experienced a critical incident, namely an occurrence or event that threatened the continua tion of the innovation project and made it necessary to deviate from the original plan. Experienced teams that dealt with some setbacks perhaps viewed such events as insignificant 'bumps in the road' that one encounters when driving, whereas less experienced teams saw them as significant issues that hindered the innovation project. Some experi enced teams were confident that the bumps ahead might be difficult but could still be handled effectively and were hesitant to even call those inci dents 'critical.' These teams were con fident about developments, whereas inexperienced teams were unsure about the possible effects.
In this analysis, we applied the dis tinction of team resilience to the quali tative interview data made by Alliger et al. (2015) : minimizing, managing, and mending team resilience. We studied all 18 cases and evaluated the presence of team resilience behaviors; in other words, for every phase, before, during, and after (minimizing, managing, and mending) a critical incident, Alliger et al. (2015) distinguished four main groupings of behavior (see Table 1 ), which were used as an analysis grid, named the Team Resilience construct. We analyzed the recorded interviews per case and assessed the likeliness of the presence of the distinguished team resilience behaviors according to the Team Resilience construct in each of the 18 teams before, during, and after a criti cal event. A subjective expert judgment was made (by the first researcher) on the basis of the oral interview data. This researcher has (1) visited the company to get acquainted with its innovation projects and innovation management policy; (2) spent time with the team and its department to make observa tions and select a proper project for the study; (3) studied the innovation project documents, including the project plans and project management approaches applied by the company; (4) interviewed the team leader (twice), the team mem bers as a group (twice), their accountable project manager, and analyzed about 99 hours of audiorecorded interviews; (5) carried out the quantitative survey analysis; and (6) 
PAPERS
on each project team's innovation pro cess during the project (Oeij, 2017) .
Associating Quantitative and Qualitative Data
In the next step we will relate the find ings assessed with the Team Resil ience construct to Team IRB. For each team, we counted the number of team resilience behaviors according to the Team Resilience construct, which will be compared with the average score of Team IRB of every team by applying a ttest for the independence of both samples. In fact, in this article we con front the qualitative data with the quan titative data and try to draw conclusions from this exercise. Whether or not critical incidents lead to failure, is not entirely clear, because teams that did not show IRB did not consistently discontinue their projects, and there were also successful results for such lowscoring IRBteams, as in the case of Team05. The teams that showed no IRB, however, seem to have encountered issues such as criti cal incidents during certain periods of the project that were not dealt with in a way that was effective for keeping on track toward the intended innovation goal. Team10 and Team13, for example, were well under way with their proj ects at the time the research was done, but had had previous periods in their projects with very limited or no prog ress, and demonstrated a team process that lacked team resilience. The project undertaken by Team06 was a project without any critical incidents, and thus it needed no critical recoveries; it went smoothly because of anticipatory risk monitoring, was a routinely run project, and as such, it was a deviant case in the sample, illustrating that IRB is irrele vant for routine processes in innovation projects. A comparable inference can be made for the case of Team08, which was an IRB team. Although this project did not encounter critical incidents and recoveries either, the team nonetheless acted with resilience by anticipating possible critical situations and hold ing intensive communication with its stakeholders. We do not know if the presence of Team IRB prevented criti cal incidents from emerging here, but it could be observed that the team largely consisted of very experienced team members and the team leader was also very experienced. Table 3 , therefore, does not reflect a black and white situation; the cases are nuanced. To understand the team dynamics better, we need to illustrate what the teams do. For this purpose, we will describe the critical incident and recovery and the team innovation resilience behaviors of four of the twelve teams showing IRB as examples. 2 We use the division of critical incidents, namely technical issues, decision making issues, and clustered events; we also provide an example of an IRB team without critical incidents.
Results: Distinguishing Team IRB Across Teams

Examples from Practice
Technical issues as critical incidents
The first example, with the highest score for Team IRB, is Team15, a team form ing part of the R&D department of a manufacturer of components for elec tronic devices.
This team showed a number of inno vation resilience behaviors. The team members were researchdriven, which implies that they built decisions on vali dated knowledge. Technical issues were researched with rigor. Team members communicated and discussed find ings in a critical but constructive way, 2 All 12 remaining examples are described in Oeij, 2017 ; in that source-the overall multicase study-all 18 cases are studied from different angles as well.
Team15
Critical incidents
The project encountered several technical drawbacks, which were assessed by the experienced project leader as 'small spikes on the road,' such as one normally encounters. Nonetheless, the technical problems were not easy to tackle. Initially the team wanted to start with the toughest issues, based on the notion of 'structural similarity,' assuming that the smaller problems would then be solved more easily.
One issue was that a supplier could not fix a technical problem for which they had IP rights. This caused months of delay. At a later stage, there were several technical issues in production and problems with finding solutions.
Critical recoveries
The project leader, who is experienced, mentioned matter-of-factly that in cases of trouble one needs to stay calm, look ahead at what needs to be done, and be reassured or confident that resources such as 8D-teams (see explanation below) will be made available if they are really needed. He saw his role as closely monitoring the process and talking to stakeholders at the appropriate times to see what options were available for solutions. In the case of the tough issues, it was decided during a business review meeting (an Exception Review) not to follow the structural similarity approach, but to reverse this approach: to start with easy problems and move ahead. What helped was that there was a client who could be supplied with components that could be produced on the basis of this 'small solution.' Later, when the other technical problems in production emerged, the organization applied its 8D-team method. Within 8D there is always a thorough method of analysis, a root cause analysis. Consequently, decisions are validated. Apart from that, team members learn systematically to avoid oversimplification and jumping to conclusions. The 8D-method can be seen as a valid procedure applied when such issues pop up: in fact as a successful aspect of project management. It is no surprise that the project leader explained that he did not see the issues as 'critical incidents' but rather as regular issues that appear in a project like this. Some project deviations are thus 'normal.' PAPERS meaning that they listened to each other and respected one another's expertise. The team leader acted calmly, with out panicking; he structured the tasks and steps to be taken; he gave clear information to other departments (e.g., managing the expectations of the pro duction department); he asked higher management for help when the need was urgent; he applied project manage ment tools that support the analysis and management of risks; and he managed the team by walking around, meaning that he communicated intensively, built bridges between stakeholders, and kept the team together (team cohesion). The organization applied project manage ment tools in innovation projects. One example is the 8Dteam method, which means that a team is quickly brought together to solve any issue that arises. The main purpose of this tool is that the innovation process continues in order to meet the initial planning, while the 8Dteam works on its special task.
Other teams in this category are Team09, Team16, Team17, and Team18.
Decision-making issues as critical incidents
Team01 is an R&D team in the dairy indus try and the project was a coinnovation with another company.
The innovation resilience behavior of this team was centered on the project leader. The team members worked at different locations, and the team of the partner organization worked on their own premises. The project leader closely monitored the innovation process, the interests of the stakeholders, and the opportunities for interventions and actions. He was keen on relationships and managed the project by walk ing around and carefully planning his actions at the appropriate times. He decided on crucial actions, such as hav ing a conflict mediated by an external expert or organizing sessions with the team to realize breakthroughs. To assist his work, the project leader developed a personal project management approach as a tool and stated that rhythm was important, which meant that meetings should be planned even if nothing is happening to gauge what is going on. In addition to all this, the team members were resilient in the way they strived as researchers to find valid data on which to base their decisions.
Another team in this category is Team04.
Combinations of clustered events as critical incidents
Team07 was a team within the R&D department of a food and cosmetics product producer and was responsible for deploying products. This deploy ment involved preparing the product in order to get it on the shelf on time for consumers for a specific market seg ment in a specific region or country.
Team01
Critical incidents
The project had two main phases: research and development and application to business. The critical incidents in the first phase were a number of events: it took a great deal of time to mobilize the right stakeholders; there was a great struggle to agree on the IP rights with the partner, and the partner redefined the scope several times, which required more work and caused delays. In the second phase, it emerged that the business side of the partner had not approved the innovation, which was critical for the application of the innovation (an ingredient) in end products for customers. There was no convincing business case (perhaps there was too much of a technology push). The project team and project manager could not do much about this incident except to wait, as this was an internal matter on the partner's side. This matter was not resolved during the period of the study.
Critical recoveries
The role of a project leader is to monitor the process of an innovation project very closely. The way he or she does this is highly relational and personal. Bringing people together and keeping them in contact with each other (brokerage) is one of his or her central activities. When there was a conflict about IP rights, the project leader decided to have an external expert mediate in the matter as a process intervention. In the start-up phase he organized a session to develop possible routes to the end-product, so-called 'conceptual approaches.' Despite the fact that the partner redefined the scope a number of times, the progress to develop the ingredient went quite well. The project leader monitored the project very closely by stakeholder management, interventions, good timing and, when necessary, 'threatening to quit' to put functional pressure on others. His own project management approach was his guide.
Team07 Critical incidents
There was a cluster of incidents that, taken together, were not very critical because they were managed quite well. In the collaboration between stakeholders there were some critical events: the local management of the brand (in another country) was very worried about the new product and demanded a large number of tests in order to be convinced and assured that it would be evaluated positively by consumers; the business development team resided in a different country but was to relocate to yet another country, and the composition of this team was changed to include quite inexperienced people (which led to a delay in artwork). Then there was a test location in another country again that had limited capacity, also causing delays. All these issues demanded that the project team closely monitor relations and manage expectations across different countries (four to five countries were involved).
Critical recoveries
The project team worked very hard. One example was that the testing was done extremely thoroughly, and took twice as much time as usual. Another example was that the communication with all the partners was meticulously prepared by the project leader and executed with a great deal of attention to detail and with validated information, especially for test results. The
The innovation resilience behav iors of this team were demonstrated in how they anticipated possible discus sions and disagreements by perform ing thorough research and acquiring valid information. The team worked in a highly transparent and intensive way, and discussed strategies and actions toward stakeholders. The work was carefully scoped, documented, and planned. The team documented what they did, why they did it, what the results were, and so on, to make it explicit who was doing exactly what during the pro cess. The team leader organized the process in a detailed way and was open to the opinions of team members. If she was in doubt, she consulted higher management promptly; after the project was finished she celebrated the results with the team. The organization applied project management tools to guide this process, especially for risk management and to create alternatives for whatif situations.
Other teams in this category are Team12 and Team14.
An absence of critical incidents
Team08 was a project team of an educa tion center in the field of management, consultancy, and change; its innova tion was a massive open online course (MOOC). This was the only case of a team with IRB in which there was no critical incident.
Despite the absence of critical inci dents and recoveries, the team was mindful and alert about things that could go wrong and had prepared for what to do in such instances. It had thought out well and in advance how to develop this MOOC and communi cated intensively with the stakeholders involved and with the MOOC partici pants (students).
Another team in this category is Team06.
Summarizing
From these cases we learn that: (1) decisionmaking issues are related to the issue of having sufficient power and influence to be able to steer the project. In cases with (2) technical issues, a great deal of weight was put on having validated data and knowledge about whether to move on or not. In cases with (3), clustered incidents and those without critical incidents, coordi nation and leadership played significant roles in keeping the project on track.
Linking the Team Resilience Construct and the Team IRB Scale
The next exercise is to cluster the innovation resilience behaviors of the twelve high IRB and eight low IRB cases according to the grid of Alliger et al. (see Table 1 ). Table 4 (with parts A and B) show the results of the analysis in which we applied the minimizing, managing, and mending team resil ience behaviors to the 18 cases stud ied. We evaluated the presence of team resilience behaviors (i.e., a subjective expert judgment was made by the first researcher on the basis of the oral inter view data) and discussed with the other three researchers (i.e., the three other authors). As discussed, we applied the Team Resilience construct based on Alliger et al. (2015) as an analysis grid. The team resilience behaviors of Alliger et al. make distinctions between what a team does before, during, and after a challenge or critical incident, which allows for a dynamic view of the course of a project. The researcher who ana lyzed the interviews assessed the likely presence of the team resilience behav ior with the help of the grid and the results were, to a certain degree, dis cussed with the other three researchers (see Table 4a and 4b).
An 'X' implies an interpretation by the researcher (first author) that team resilience behavior was manifest or present or very likely to be present; an empty cell (blank space) means that the resilience behavior was not assessable, or was absent or latent. The central finding is that teams with high IRB are especially competent in managing and mending resilience behaviors and less good at minimizing resilience behav iors (boxes 33, 34, and 25, respectively, marked with an 'X' in Table 4a ). This is a finding that corroborates Weick and Sutcliffe's (2007) statement about the big difference between HROs and other organizations: HROs are more alert to weak signals. The low IRBscoring teams have much lower counts of team resilience behaviors, except for Team11. This team was highly alert in monitoring team worked very carefully and precisely and was well prepared. Much was done regarding risk management. The project was well scoped and managed by the project leader. There was some delay (caused by others) but the deadlines were not very rigid (customers do not notice a relaunch, so a delay is less sensitive in that regard).
Team08
Critical incidents
The project had no critical incidents. There were some setbacks, such as the fact that the work of the facilitators (these were former students who played an active role in the MOOC) proved harder than foreseen, causing some of them to terminate their participation; another point was that the interaction inside the MOOC was less than had been hoped for (the intention had been to create a great deal of online interaction and many learning situations). Setting up a MOOC was framed as a learning experience for the organization: even if it failed, it could not fail because the learning would still win. Therefore it was not easy to identify any critical incidents.
Critical recoveries
Apart from the absence of critical recoveries (as they were not needed) the team solved issues based on experience, intensive consultation (with facilitators), and some IT solutions (with the IT supplier) to simplify the MOOC structure and stimulate interaction. The limited interaction within groups was partly solved by enlarging/ clustering the groups participating in the MOOC and by reducing the number of groups.
its project, but had difficulties getting top management support for their plan.
The following remaining observa tions can be made from Table 4 . First, looking at the number of boxes marked with an 'X,' most teams with high IRB scores apply more than half of the team resilience behaviors identified by Alliger et al. Team15, Team07, Team16 , and Team06 scored particularly well. In contrast, it can be observed that Team04 has fewer than half of its boxes marked with an 'X.' This perhaps is mainly due to the fact that this project was not carried out by a team in the sense of a group of people working on the same goal with interdependent tasks. The team members worked more or less separately on their tasks, and were only in direct contact with the project leader.
Second, most highscoring IRB teams displayed a kind of personal or distributed leadership that could han dle complex situations or enable them to switch leadership styles when a situ ation required it. The individual leader ship of the project leader was a leverage factor in teams such as Team15, Team01, Team12, and Team06, whereas distrib uted leadership among team members played a role in Team07, Team14, and Team16. Leadership is part of the mind ful infrastructure, hence it is conditional to IRB (Oeij, 2017) .
Third, in five highscoring IRB teams we found no distinct team resil ience behaviors in the minimizing phase of preventing critical incidents from occurring. The case of Team18 is clear, as this was a project created to recover delivered products that did not function reliably. The Team04 case sig nifies a transition from exploration to exploitation with a new team leader and the replacement of team members to make this transition work. In the same vein, Team17 consisted of a team that had completely replaced the original team that had started the project, and it gradually gained grip and direction after critical incidents emerged. Team14 was an ongoing generationinnovation, namely the release of a new version of an existing product, in which the team was confronted with a takeover by another company that introduced new tools and procedures and team based working. The product had to be adjusted for international markets, which did not allow for proactive mini mizing actions. Team09 did not show minimizing behavior, because the first phase of the project was characterized by failures and a very limited grip on the project by the team and its leader.
Fourth, most highscoring IRB teams performed mending behaviors, which means that these teams learned from what had happened during cri tical incidents and adapted to the changed situation when necessary. If we look again at the teams for which minimizing behaviors were absent (Team09, Team17, Team14, Team18, and Team04), it is interesting to observe that they all performed mending behav iors at a later stage.
The teams with low IRB scores (see Table 4b ) differ within their group in that some teams do have team resil ience activities in every phase (Team05, Alliger et al. (2015) shows consider able overlap with innovation resilience behavior (IRB) (see Table 1 ) if we focus on the 12 highscoring IRB teams. It comes as no surprise that these 12 teams performed well on a number of dimen sions of team innovation resilience behaviors, which therefore support the central conclusion. As indicators of 'managing and mending actions,' that is, actions for dealing with critical incidents, all 12 highscoring IRB teams (see Table 2 ) scored rather highly on sen sitivity to operations (M 5 4.97, SD 5 0.89, range 1-7), scoring 4.9 or above, on commitment to resilience (being able to change course if needed) (M 5 4.74, SD 5 0.78, range 1-7), scoring 4.7 or above, and on deference to expertise (expertise is valued higher than rank) (M 5 4.88, SD 5 0.96, range 1-7), scor ing 4.6 or above. On their ability to anticipate possible critical incidents, these 12 teams had favorable scores on 'minimizing actions' as well; they scored 4.7 or higher on preoccupation with failure (being alert for weak signals) (M 5 4.80, SD 5 0.92, range 1-7), and 4.5 or higher on reluctance to simplify (preferring validated data) (M 5 4.75, SD 5 0.87, range 1-7). The average score for team innovation resilience behavior was M 5 4.82 (SD 5 0.75, range 1-7) and all 12 teams had a value of 4.81 or above. High scoring IRB teams again scored better on managing and mending behaviors than on minimizing behavior. On average, the teams with low IRB scores perform, not surprisingly, worse on Team IRB (see Table 2 ).
As a step to check the robustness of the qualitative analysis, an indepen dent sample ttest was conducted to compare the two groups of teams with, respectively, a Team IRB mean below or above the median score of Team IRB. The group of teams with a low Team IRB score had a significantly lower mean TR count score (M 5 4.89, SD 5 2.98, N 5 9), than the group of teams with a high Team IRB score (whose mean TR count score was 8.00, SD 5 2.06, N 5 9; t(16) 5 2.58, p  0.05, twotailed). The mag nitude of the differences in the means (mean difference 5 3.11, 95% CI: 25.67 to 0.55) was quite large (eta squared 5 0.29). Hence, both methods-quantitative Team IRB score and qualitative Team Resilience counts-provide a simi lar outcome, which can be regarded as significant support for the construct validity for the Team IRB scale.
Discussion
The contribution of this study is that the Team IRBscale concept, derived from crisis management and safety science, can be applied to qualitative data in the realm of innovation management. The research supports the notion that the IRB concept, based on HRO prin ciples, can thus be applied to both the quantitative and qualitative data of team behavior in innovation projects. Just as is the case with the original Audits of Resilience Performance scale of Weick and Sutcliffe (2007) , applied to the realm of crisis management and safety science, the items of the Team IRB can be used as survey items or questions that can be used for indepth interviews. The Team Resilience construct, based on Alliger et al. (2015) , was useful in applying to the qualitative data as it overlaps with the Team IRB scale. Although this construct is not branch or sectorspecific, it has more affinity with the realm of HROs than nonHROs, because the review of Alliger et al. mainly studied the literature of crisis management and safety science, which is why it is relevant and could also be applied to innovation management issues. Most teams show an association between their IRB score and their team resilience counts, but not all. Team06, for example, does not have a selfreported highIRB score, but has the maximum number of team resilience counts, which is in line with our decision to regard this team as highscoring IRB based on our indepth interviews. Perhaps this team is rather modest in its selfassessment. We point this out because, despite the fact that there are outliers like Team06, there seems to be a pattern to the data.
Some critical remarks should be made about our study. One critical reflec tive remark is that the grid of Alliger et al. (2015) was applied after the data had been collected. An expert judgment was made on how this grid of team resilience behaviors made a fit with the data, which is a subjective activity and possibly leads to errors of judg ment. Another critical observation is that the cases include factors that vary across teams and could not be held constant. For example, some projects were not fully innovation projects in the sense that something new or something improved was being developed. Despite the fact that some kind of renewal took place in all cases, Team12 and Team16 were largely carrying out implemen tation projects, and Team18's project was, to a considerable degree, a recov ery project. Because the study does not focus on innovative or creative behavior as such, it could be argued that the findings do not solely apply to innova tion teams, but perhaps are applicable to a broader range of project teams, including organizational change and implementation teams. A final critical remark is that the analysis was carried out by one person (the first author) and that no interrelaterreliability tests could be carried out due to the vastness of audiorecorded data and additional sources. We tried to compensate for this situation by showing that the researcher (1) studied many sources and (2) sought the feedback of interviewees at crucial stages in the study-notably concern ing the assessments of critical incidents and what teams did to deal with those; (3) had intensive discussions among all four authors to minimize the risks of method bias, fallacy of incomplete evi dence ('anecdotalism,' cherry picking), and stimulate countervailing evidence (Silverman, 2013) and, thus enhance the validity of the findings.
Conclusion
This article addressed the question of whether the quantitative Team IRB scale, developed for surveying larger populations, could be applied to qualitative data by using the Team Resilience construct, the grid of team resilience of Alliger et al. (2015) can, however, better distinguish the minimizing, managing, and mending phases, both empirically and theoretically. In future research, the theoretical contribution could be extended to innovation management models that also have phases such as ideation, prototyping, and testing, and implementation and evaluation.
The methodological conclusion here is that the construct validity of the Team IRB concept allows its application to both quantitative and qualitative data. The content conclusion stresses the dif ferences between high and lowscoring IRB teams in their dealing with critical incidents, for which the first group seems to outperform the second one. The 12 highscoring IRB teams (out of the total of 18) that had a relatively high score for Team IRB varied somewhat in their actions. The variation in Team IRB relates particularly to the degree to which teams showed more 'managing and mending' team resilience behavior than 'minimiz ing' behavior, which would prevent or curb the escalation of critical incidents.
Apart from variations in IRB there are also commonalities. All 12 high scoring IRB teams showed IRB in rela tion to 'managing actions' and were sensitive to what went on in their opera tions and were able to change course if needed. Some of the teams that did not show IRB were not resilient in this regard; they either lacked the power if, for example, there were external powers that could not be influenced (Team11), or they lacked a consensus to set out on a new course (Team02, Team03) (see Table 3 ). In most cases, the role of lead ership, either that of the project leader or as distributed among team members, was important. Effective leaders proved to be able to switch styles or apply particular styles when required. Lead ership must be dynamic to a certain extent in order to meet these situational requirements. Most teams also per formed 'mending actions'; they learned from critical incidents and adapted to the new situation. Some teams were selfreliant, with autonomous team members who performed tasks without being asked. Resilience can therefore be regarded as a form of professionalism, in which team members understand what needs to be done and have an intrinsic drive to carry out their tasks.
This study indicates that the concept of HRO principles used in safety man agement and crisis management stud ies are not only applicable to innovation management contexts. The applica bility of HRO principles might even be broader because, as stated earlier in our study, there were teams that may not have had all the characteristics of innova tion teams. Other types of project teams encountering critical incidents or high uncertainty and risks may benefit from these findings. Further research into the applicability of Team IRB could incor porate teams performing several types of projects-ranging from manufacturing and building 'things' to change manage ment and implementation 'processes.' Team Innovation Resilience Behavior appears to be a promising concept. This material has been reproduced with the permission of the copyright owner. Unauthorized reproduction of this material is strictly prohibited. For permission to reproduce this material, please contact PMI.
