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Resumen
El esp´ıritu de esta tesis ha sido estudiar la aplicacio´n de me´todos algebraicos
en la descripcio´n de sistemas cua´nticos de muchas part´ıculas, cuyo comportamiento
puede homologarse al de:
a) N a´tomos ide´nticos con unos pocos niveles activos, en interaccio´n con un campo
electromagne´tico,
b) arreglos lineales de esp´ın 1/2 acoplados mediante una interaccio´n de intercambio
esp´ın-esp´ın.
Si bien este tipo de sistemas son conocidos desde ya hace mucho tiempo, en los
u´ltimos an˜os han recibido un creciente intere´s dado que los mismos son vistos como
posibles candidatos para ser utilizados en O´ptica Cua´ntica, Computacio´n Cua´ntica
e Informacio´n Cua´ntica. La solucio´n exacta de los modelos f´ısicos que describen el
comportamiento de estos sistemas es conocida, y se obtiene mediante la aplicacio´n de
te´cnicas basadas en la teor´ıa de grupos. Alternativamente, los mismos son factibles
de ser tratados en forma aproximada, mediante la aplicacio´n de me´todos no pertur-
bativos, originalmente formulados en el tratamiento de problemas de muchos cuerpos
de F´ısica Nuclear. Particularmente, hemos analizado la aparicio´n de squeezing1 en
el sistema, concepto que esta´ relacionado con la posibilidad de reducir la incerteza
cua´ntica sobre alguno de los observables del problema, sin violacio´n del mı´nimo de
incerteza, y con la mejora de la relacio´n sen˜al-ruido en medidas de precisio´n.
Hemos estudiado cadenas de espines asime´tricas, con interacciones a primeros ve-
cinos, haciendo luego una extensio´n del problema al incluir interacciones perio´dicas
1Utilizaremos el te´rmino ingle´s squeezing en vez de su traduccio´n al castellano compresio´n, que puede resultar
poco espec´ıfico en este contexto.
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y de largo alcance. Tambie´n hemos estudiado un sistema de A a´tomos ide´nticos de
tres niveles, en interaccio´n con un campo electromagne´tico externo. En esta tesis se
presentan los resultados obtenidos mediante una diagonalizacio´n exacta de la matriz
Hamiltoniana, para distintos valores del nu´mero de a´tomos, condiciones iniciales y
constantes de acoplamiento.
En las publicaciones que se indican a continuacio´n hemos presentado algunos de
los resultados discutidos en esta tesis doctoral.
a) En revistas internacionales:
I Study of squeezing in spin clusters, M. Reboiro, O. Civitarese, and L. Rebo´n,
Physics Letters A 366, 241-245 (2007);
I Spin squeezing in the presence of dissipation, O. Civitarese, M. Reboiro, L.
Rebo´n, and D. Tielas, Physics Letters A 373, 754-758 (2009);
I Spin squeezing in a s-1/2 chain with site-dependent periodic and long-range in-
teractions, O. Civitarese, M. Reboiro, L. Rebo´n, and D. Tielas, Physics Letters
A 374, 424-430. En prensa, disponible on-line;
I Atomic squeezing in three level atoms with effective dipole-dipole interaction, O.
Civitarese, M. Reboiro, L. Rebo´n, and D. Tielas, enviado a Physics Letters A
(PLA-S-09-04420), 5 de noviembre de 2009.
b) En memorias de congresos (con arbitraje):
I Atomic spin squeezing in three level atoms, O. Civitarese, M. Reboiro, L. Rebo´n,
and D. Tielas, Revista Mexicana de F´ısica 54 (3), 24-29 (2008).
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Introduccio´n
El campo emergente de la Informacio´n Cua´ntica, ha sido construido sobre el
concepto de entrelazamiento de estados cua´nticos y qubits, sistemas cua´nticos con
dos estados (Nielsen and Chuang, 2002). El entender en profundidad las propiedades
cua´nticas de estos dos conceptos, provee de una amplia gama de recursos relacionados
con la f´ısica del problema, para el desarrollo de nuevos esquemas o paradigmas
computacionales, con resultados promisorios que no podr´ıan obtenerse cla´sicamente.
Han surgido muchas ideas respecto a co´mo implementar efectivamente una com-
putadora cua´ntica (Nielsen and Chuang, 2002). Una idea natural al momento de dar
una representacio´n f´ısica para un qubit, es utilizar part´ıculas de esp´ın 1/2, ya que
ba´sicamente e´stas constituyen sistemas cua´nticos de dos estados. La manipulacio´n
de un qubit de estas caracter´ısticas podr´ıa llevarse a cabo mediante la aplicacio´n
de un campo magne´tico local, mientras que las operaciones sobre qubits acoplados
(compuertas lo´gicas de dos qubits) pueden implementarse mediante una interac-
cio´n esp´ın-esp´ın controlada, modelada por un Hamiltoniano de Heisenberg (Greiner
et al., 1994). Los espines electro´nicos como as´ı tambie´n los espines nucleares, han
sido considerados buenos candidatos para este fin. El desaf´ıo entonces, es poder re-
alizar medidas sobre espines individuales, y controlar los campos magne´ticos y las
interacciones entre sitios de esp´ın, a nivel local. Alternativamente, se ha propuesto
trabajar con un esquema distinto, en donde el qubit, como sistema cua´ntico de dos
estados, esta´ representado no ya por un esp´ın individual, sino por el estado colectivo
correspondiente a un sistema de espines. En las referencias (Meier et al., 2003b) y
(Meier et al., 2003a), los autores muestran que, para una amplia clase de cadenas
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antiferromagne´ticas de espines s = 1/2, con un nu´mero impar de sitios, el estado
fundamental se corresponde con un doblete de esp´ın S = 1/2 separado del resto del
espectro por una diferencia de energ´ıa ∆, y este estado entonces, puede utilizarse
para definir un qubit colectivo. En estos casos, el nivel de control necesario tanto de
los campos magne´ticos como de las interacciones de intercambio esp´ın-esp´ın, es a
escalas del taman˜o del sistema.
El uso de cadenas de espines tambie´n se ha propuesto en relacio´n al proceso de
Comunicacio´n Cua´ntica. En (Bose, 2008), se puede encontrar una revisio´n sobre la
utilizacio´n de cadenas dina´micas de esp´ın como cables cua´nticos, para transmitir
un estado cua´ntico de un lugar a otro, a lo largo de distancias cortas. Al preparar
un estado cua´ntico en uno de los extremos de la cadena, este puede ser transmiti-
do dina´micamente hasta el otro extremo con alguna eficiencia, si los espines esta´n
acoplados por una interaccio´n de intercambio, formando as´ı un canal de comuni-
cacio´n cua´ntico.
La utilizacio´n de fotones, se ha visto como otra posibilidad al momento de repre-
sentar un qubit, con propiedades muy cercanas a las ideales (Kok et al., 2007). Por
ejemplo, dos modos o´pticos de polarizacio´n, con un nu´mero fijo de fotones, dan una
representacio´n natural de un qubit. Dado que los fotones son part´ıculas sin carga
ele´ctrica, interactuan muy de´bilmente con el entorno, y son potencialmente libres
de decoherencia. Pero la realizacio´n de compuertas cua´nticas de dos qubits, requiere
de algu´n medio para hacerlos interactuar entre s´ı. Los materiales o´pticos no lineales
necesarios para poder generar interacciones entre ellos son de dif´ıcil realizacio´n, si
se quiere que no haya pe´rdida de coherencia. El uso de cavidades electromagne´ticas
puede ir en pos de solucionar este problema. Al localizar a´tomos en una cavidad
sin pe´rdidas, es decir con un alto factor de calidad Q, donde so´lo existen uno o dos
modos electromagne´ticos con un valor grande de la amplitud del campo ele´ctrico,
los fotones tienen oportunidad de interactuar muchas veces con los a´tomos antes
de escapar de la cavidad. En este sistema, la principal interacio´n involucrada es la
interaccio´n dipolar ele´ctrica, cuyas reglas de seleccio´n para las transiciones ato´micas
permite introducir la nocio´n de a´tomo con dos niveles. Haciendo uso de estas te´cni-
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cas, se han creado y manipulado estados entrelazados en sistemas que involucran
a´tomos en una cavidad electromagne´tica con un alto factor de calidad Q (Haroche,
1998). Posteriormente, aparecieron estudios teo´ricos sobre estados entrelazados que
involucran circuitos de junturas Josephson (Shnirman et al., 1997; Everitt et al.,
2001). Los circuitos que involucran pequen˜as junturas Josephson se comportan po-
tencialmente como un sistema macrosco´pico de dos niveles que puede ser externa-
mente controlado. Varios experimentos han demostrado que tales sistemas pueden
encontrarse en una superposicio´n coherente de dos estados cua´nticos macrosco´picos
(Friedman et al., 2000; van der Wal et al., 2000). Cuando se analizan los espec-
tros de una o varias junturas Josephson ide´nticas en una cavidad sin pe´rdidas con
un u´nico modo, bajo condiciones tales que el sistema se encuentra en resonancia,
se observa que el problema resulta ser ana´logo al de un conjunto de a´tomos de
dos niveles interactuando con un campo electromagne´tico monocroma´tico (Al-Saidi
and Stroud, 2002a; Al-Saidi and Stroud, 2002b). Al-Saidi y Stroud muestran (Al-
Saidi and Stroud, 2002a) que el espectro correspondiente al proceso de absorcio´n
de un foto´n, obtenido de una diagonalizacio´n exacta en el espacio producto directo
de junturas-estados de foto´n, esta´ en buen acuerdo con el espectro asociado a un
Hamiltoniano reducido de Jaynes-Cummings (Jaynes and Cummings, 1963). En la
referencia (Al-Saidi and Stroud, 2002b) se extiende el modelo de Jaynes-Cummings
acomodando varias junturas en la cavidad, y se realiza una comparacio´n con los re-
sultados del modelo de Dicke (Dicke, 1954). Efectos de orden superior causados por
las interacciones entre junturas, los cuales no son tenidos en cuenta por el modelo de
Dicke, han sido inclu´ıdos perturbativamente adicionando un te´rmino de interaccio´n
dipolo-dipolo de largo alcance entre los pseudoesp´ın 1/2 que representan cada una
de las junturas con dos niveles (Al-Saidi and Stroud, 2002b). Todos estos modelos
son tratables en forma no perturbativa mediante linealizaciones de las ecuaciones de
movimiento como la aproximacio´n Tamm-Dancoff (TDA), o alternativamente me-
diante me´todos de bosonizacio´n del Hamiltoniano. Los resultados que se obtienen
(Ballesteros et al., 2003) esta´n en muy buen acuerdo con las soluciones exactas del
problema, y permiten visualizar en forma clara algunos efectos de intere´s como el
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comportamiento colectivo de todos los a´tomos en el sistema y la aparicio´n de un
te´rmino de interaccio´n no en el campo boso´nico. A su vez, se logra que el problema
pueda resolverse nume´ricamente au´n para un nu´mero considerable de a´tomos en el
sistema.
Ma´s recientemente, se ha puesto la atencio´n en el estudio de sistemas cua´nticos de
mayor dimensio´n (Mikami and Kobayashi, 2007; Moreva et al., 2006; O’Leary et al.,
2006), considerando algoritmos cua´nticos y protocolos para comunicacio´n cua´ntica
y criptograf´ıa que involucran sistemas cua´nticos con d estados, denominados qudits
(Cerf et al., 2002; O’Leary et al., 2006). Uno de los principales intereses en estudiar
sistemas con d estados, es el de poder incrementar el espacio de Hilbert con la misma
cantidad de recursos f´ısicos disponibles (Greentree et al., 2004). Entre estos sistemas
de mayor dimensio´n, resulta de particular intere´s la utilizacio´n de sistemas cua´nticos
de tres niveles, llamados qutrits (Tamir, 2007; Mikami and Kobayashi, 2007; Klimov
et al., 2003). Se ha visto por ejemplo, que el uso de qutrits mejora la eficiencia y
seguridad de muchos protocolos de informacio´n cua´ntica (Bechmann-Pasquinucci
and Peres, 2000; Cerf et al., 2002; Brukner et al., 2002). En este contexto particular,
pero en forma ma´s amplia, en el marco general de la O´ptica Cua´ntica (Mandel and
Wolf, 1995; Barnett and Radmore, 1997; Scully and Zubairy, 1997), aparece como
un aspecto fundamental a ser estudiado el concepto de informacio´n cua´ntica. Am-
pliamente discutida, ha sido y sigue siendo, la posibilidad de utilizar la complejidad
de los estados cua´nticos para la codificacio´n de la informacio´n, para la transmicio´n
de dicha informacio´n sin pe´rdidas de la misma, y para mejorar la seguridad en las
comunicaciones (Bachor and Ralph, 2004). Se han puesto muchos esfuerzos en el es-
tudio de la transferencia de informacio´n entre a´tomos y un campo electromagne´tico,
particularmente en el caso de sistemas de dos niveles (Drummond and Ficek, 2004;
Cerf et al., 2007). En esta direccio´n, uno de los objetivos es el desarrollo de una in-
terface cua´ntica eficiente entre a´tomos y luz, donde los a´tomos constituyen un buen
medio para almacenar y procesar informacio´n, en tanto que la luz resulta ser un buen
medio para transportar dicha informacio´n. El acoplamiento de la luz con un sistema
ato´mico podr´ıa ser utilizado para desarrollar tal interface cua´ntica. En forma similar
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a lo que sucede con un sistema de dos niveles, la dina´mica de un sistema de tres
niveles en interaccio´n con un campo de radiacio´n es ana´loga a la de una part´ıcula de
esp´ın 1 en presencia de un campo magne´tico. La interaccio´n causa la variacio´n del
nu´mero medio de a´tomos que ocupa cada uno de los niveles ato´micos accesibles, que
esta´ relacionado con el valor esperado de las componentes de esp´ın. Este problema
tambie´n puede resolverse mediante la diagonalizacio´n exacta del Hamiltoniano en la
base producto directo a´tomos-fotones, y para ciertas configuraciones de niveles de
energ´ıa, puede reducirse a un sistema efectivo de dos niveles mediante el uso de un
mapeo boso´nico adecuado (Reboiro, 2006).
Uno de los aspectos fundamentales a tener en cuenta en relacio´n al tratamiento
de la informacio´n, y en particular al tratamiento de la informacio´n cua´ntica, es la
medida. En general, toda medida esta´ sujeta a un error en la misma que tiene que ver
con la resolucio´n del sistema de medicio´n empleado. Pero cuando se trabaja con un
sistema cua´ntico, la medida de todo par de observables esta´ limitada por el principio
de incerteza de Heisenberg (Sakurai, 1985), independientemente de la resolucio´n del
instrumento. En relacio´n a la posibilidad de reducir las fluctuaciones cua´nticas de los
observables de un sistema f´ısico, aparece el concepto de squeezing. Es bien conocido
que ciertos estados del campo electromagne´tico (estados comprimidos del campo
electromagne´tico), tienen fluctuaciones reducidas en una de las cuadraturas de dicho
campo, a la vez que se preserva el producto mı´nimo de incerteza (Mandel and Wolf,
1995; Barnett and Radmore, 1997; Scully and Zubairy, 1997), y han sido utilizados
para reducir el ruido en medidas o´pticas de precisio´n. Paralelamente, se ha puesto
la atencio´n en el estudio de estados ato´micos colectivos con fluctuaciones reducidas
en una de las componentes del esp´ın total del sistema (estados comprimidos de
esp´ın) (Kitagawa and Ueda, 1993). E´stos son estados cua´nticos correlacionados, que
permiten mejorar la relacio´n sen˜al-ruido en interfero´metros ato´micos (Yurke, 1986;
Yurke et al., 1986; Kitagawa and Ueda, 1993) y en aquellas experiencias basadas en
la medida de poblacio´n de niveles (Wineland et al., 1992; Wineland et al., 1994).
Al mismo tiempo, el tipo de interacciones utilizadas para la generacio´n de estados
comprimidos es similar a las utilizadas en medidas de no demolicio´n cua´ntica (de
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Echaniz et al., 2005; de Echaniz et al., 2008), es decir, en procesos en donde es posible
realizar la medida sobre alguna de las propiedades de un sistema cua´ntico sin alterar
dicha propiedad. Por otra parte, el para´metro de squeezing, ζ2, que mide el grado
de squeezing para el esp´ın del sistema ato´mico, es particularmente valorado por los
experimentalistas ya que, como se muestra en (Wang and Sanders, 2003; Korbicz
et al., 2005; Korbicz et al., 2006), esta´ directamente conectado con el entrelazamiento
en sistemas ato´micos, siendo una condicio´n suficiente para el mismo. Las razones
para utilizarlo como herramienta en la deteccio´n del entrelazamiento del sistema,
radica en que esta´ definido mediante una expresio´n matema´tica muy simple y su
medida resulta relativamente sencilla.
El objetivo de esta tesis es el estudio de la dina´mica de sistemas compuestos por
a´tomos (espines ato´micos) y fotones, que resultan de intere´s en campos tales como
la O´ptica Cua´ntica, la Computacio´n Cua´ntica y la Informacio´n Cua´ntica. Se han
tratado cadenas de espines modeladas por un Hamiltoniano de Heisenberg con dis-
tintos grados de asimetr´ıa en las constantes de acoplamiento, teniendo en cuenta no
so´lo interacciones a primeros vecinos, sino tambie´n interacciones moduladas por un
factor de forma del tipo perio´dico e interacciones de largo alcance. Asimismo, se ha
estudiado la dina´mica del modelo de Dicke de dos fotones, considerando a´tomos de
tres niveles en interaccio´n con un campo electromagne´tico monocroma´tico. En cada
caso se analiza la posibilidad de generar squeezing en el sistema ato´mico, dependien-
do de la interaccio´n propuesta y del estado inicial en el cual se prepara el sistema. Se
analiza cua´l es la dependencia del para´metro de squeezing bajo variaciones del valor
de las constantes de acoplamiento del Hamiltoniano de interaccio´n. La persistencia
o disminucio´n del grado de squeezing del sistema con el tiempo tambie´n es un factor
a tener en cuenta como una evidencia de la pe´rdida de coherencia y del grado de
entrelazamiento.
La tesis esta´ organizada en dos partes. La primer parte consta de cuatro cap´ıtulos
introductorios, donde se desarrollan las herramientas necesarias para la descripcio´n
f´ısica de los sistemas en estudio, y se exponen los conceptos fundamentales de las
teor´ıas en las cua´les se basan los trabajos posteriores. Estos primeros cap´ıtulos esta´n
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dedicados a la presentacio´n del formalismo (interacciones a´tomo-radiacio´n, estados
coherentes, estados comprimidos, cadenas de espines). El foco esta´ puesto en la de-
scripcio´n de sistemas que involucran la interaccio´n de la radiacio´n con la materia.
Al respecto, se detallan el modelo de Jaynes-Cummings (Jaynes and Cummings,
1963) y el modelo de Dicke (Dicke, 1954), que describen sistemas de uno o varios
a´tomos en interaccio´n con un campo electromagne´tico cuantizado. En el Cap´ıtu-
lo 1 se describe la dina´mica de la interaccio´n de los sistemas a´tomo-radiacio´n. En
el Cap´ıtulo 2 se introduce la definicio´n de estados coherentes del campo electro-
magne´tico los cuales poseen propiedades interesantes debido a su comportamiento
aproximadamente cla´sico. En analog´ıa con estos estados, pueden definirse los esta-
dos coherentes de esp´ın o estados coherentes ato´micos. En el Cap´ıtulo 3 se introduce
el concepto de squeezing, el cua´l ha sido uno de los temas de investigacio´n de esta
tesis, y se observan los esquemas ba´sicos para la generacio´n de squeezing, tanto del
campo de fotones como de un sistema de espines o pseudoespines. Por u´ltimo, en el
Cap´ıtulo 4 se describen los modelos correspondientes a un sistema lineal de espines
en interaccio´n.
En la segunda parte, se presentan resultados originales (Reboiro et al., 2007;
Civitarese et al., 2008; Civitarese et al., 2009b; Civitarese et al., 2009c), relaciona-
dos con la posibilidad de generar squeezing en cierto tipo de sistemas, que pueden
ser analizados mediante la utilizacio´n de los modelos introducidos en los cap´ıtulos
anteriores.
En el Cap´ıtulo 5 se estudian cadenas de espines asime´tricas, con interacciones del
tipo esp´ın-esp´ın, para distintos valores de las constantes de acoplamiento entre sitios
vecinos. Se discuten las condiciones bajo las cua´les el estado del sistema esta´ en un
estado de esp´ın comprimido, mediante el ana´lisis de la dependencia del para´metro
de squeezing respecto del nu´mero de a´tomos y de las constantes de interaccio´n.
Se analiza la evolucio´n temporal del sistema para distintas condiciones iniciales, y
particularmente el efecto del uso de estados coherentes de esp´ın para modelar el
estado inicial del sistema.
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En el Cap´ıtulo 6 se continu´a con el ana´lisis previo, pero haciendo una extensio´n
a cadenas de espines que incluyen interacciones no so´lo a primeros vecinos, sino
tambie´n interacciones dependientes del sitio, e interacciones de largo alcance.
Por u´ltimo, en el Cap´ıtulo 7, se estudian las condiciones para la ocurrencia de
squeezing, en un sistema de a´tomos y fotones en una cavidad. El sistema se modela
mediante interacciones a´tomo-foto´n, en donde cada a´tomo esta´ representado como
un sistema de tres niveles en resonancia con dos bosones. Se ha analizado la trans-
ferencia de esp´ın del campo electromagne´tico al sistema ato´mico, mostrando que
bajo ciertas condiciones es posible la transmisio´n de informacio´n cua´ntica entre am-
bos. Esto permite generar squeezing ato´mico siempre y cuando el estado inicial del
campo en la cavidad sea un estado coherente.
En los cap´ıtulos 5, 6 y 7, indicamos las conclusiones parciales a las que hemos
arribado. En el Cap´ıtulo 8, presentamos las conclusiones generales de esta tesis.
Por u´ltimo, la tesis contiene dos ape´ndices (Ape´ndice A y Ape´ndice B), que
complementan el formalismo utilizado en el texto principal, y la seccio´n Bibliograf´ıa,
en donde se listan las referencias de todo el material citado.
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Parte I
9
Cap´ıtulo 1
El Problema de un A´tomo en un
Campo Electromagne´tico
La luz puede ser tanto radiada como absorbida por los a´tomos. La interaccio´n
entre a´tomos y un campo electromagne´tico representa uno de los problemas fun-
damentales en o´ptica cua´ntica. Los a´tomos son sistemas f´ısicos complicados, y au´n
el a´tomo ma´s simple, el a´tomo de hidro´geno, tiene una estructura de niveles de
energ´ıa para nada trivial. Por lo general, es necesario o deseable aproximar el com-
portamiento de un a´tomo real por el de un sistema cua´ntico ma´s simple. Para muchos
propo´sitos, so´lo algunos de los niveles ato´micos resultan relevantes al momento de
describir la interaccio´n con el campo electromagne´tico, y entonces el tratamiento
teo´rico puede hacerse modelando el a´tomo real por un sistema cua´ntico con so´lo
unos pocos niveles de energ´ıa activos. El caso ma´s simple corresponde a un sistema
de dos niveles. Esta aproximacio´n esta´ sustentada en el hecho de que en el a´tomo
real, las reglas de seleccio´n limitan las transiciones posibles entre estados, de modo
que en algunos casos, un cierto estado puede acoplarse a uno so´lo del resto de los
niveles. En estos casos, la aproximacio´n a un sistema cua´ntico con dos niveles es
muy cercana a la situacio´n experimental real y no solamente una mera conveniencia
matema´tica. El modelo, considera un a´tomo con dos niveles acoplado a un u´nico
modo de un campo electromagne´tico. En e´l se describe al a´tomo como una part´ıcu-
la de pseudo-esp´ın 1/2 interactuando con un oscilador armo´nico que representa el
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modo del campo del foto´n (Davidovich, 1998). La evolucio´n de este sistema puede
estudiarse, por ejemplo, mediante Hamiltonianos como el de Jaynes-Cummings, que
contiene un te´rmino correspondiente al a´tomo libre, el te´rmino del campo de fotones,
y un te´rmino de acoplamiento del a´tomo al campo electromagne´tico.
En este cap´ıtulo se estudian las soluciones exactas del Hamiltoniano de Jaynes-
Cummings (Seccio´n 1.1.3), y la evolucio´n temporal del sistema, mediante el ana´lisis
de las probabilidades de transicio´n (Seccio´n 1.1.4). Las predicciones para la dina´mi-
ca del sistema en un tratamiento cua´ntico son muy diferentes a las de una teor´ıa
semicla´sica. En la Seccio´n 1.2 se hace una extensio´n de este problema para el caso
de un a´tomo con tres niveles accesibles.
1.1. Aproximacio´n a un A´tomo con Dos Niveles
La determinacio´n de los autoestados de energ´ıa de un a´tomo pueden ser realmente
complicada. Los electrones en el a´tomo se comportan como part´ıculas inmersas en
un potencial central, con un Hamiltoniano de la forma
HA =
∑
k
p2k
2m
− Ze
2
rk
+Hrel +Hee +Hso +Hhf , (1.1)
donde los primeros dos te´rminos corresponden a la suma de la energ´ıa cine´tica de
los electrones, y a la energ´ıa potencial electrosta´tica debido a la atraccio´n Coulom-
biana con el nu´cleo, respectivamente. Hrel es el te´rmino de correccio´n relativista,
Hee describe el acoplamiento electro´n-electro´n y las contribuciones debido a la nat-
uraleza fermio´nica de los mismos, Hso es el te´rmino de interaccio´n esp´ın-o´rbita, y
Hhf describe la interaccio´n hiperfina, debido a la interaccio´n del esp´ın del electro´n
con el campo magne´tico generado por el nu´cleo. Los autovalores de HA quedan en
general bien caracterizados por tres nu´meros cua´nticos: el nu´mero cua´ntico princi-
pal, n, el momento angular orbital, l, y la componente del momento angular orbital
en la direccio´n zˇ, indicada por m. Adema´s, dependiendo de las caracter´ısticas del
problema, se debe definir el momento angular total del electro´n, ~j = ~l+~s, dado por
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su momento angular orbital, ~l, y el momento angular de esp´ın, ~s. El nu´cleo ato´mico,
tambie´n posee un grado de libertad de esp´ın, ~I, y por lo tanto, el momento angular
total es ~J = ~j + ~I.
Los autovalores de H esta´n determinados por la terna de nu´meros cua´nticos
(n, l,m), a orden α2, donde α = 1/137 es la constante de estructura fina. La solucio´n
de la ecuacio´n de Schro¨dinger en coordenadas esfe´ricas (Cohen-Tannoudji et al.,
1988), permite hallar la funcio´n de onda para el electro´n, confinado por un potencial
Coulombiano, debido a su interaccio´n con el nu´cleo ato´mico:
ψnlm(r) = Rnl(r)Ylm(θ, φ). (1.2)
El elemento de matriz que describe las transiciones dipolares (A.89) esta´ dado por
〈f |Hˆint|i〉 ∼
∫
d3rψ∗n′l′m′(r)rˆψnlm(r). (1.3)
El operador rˆ puede escribirse en te´mino de armo´nico esfe´ricos
xˆ = r(−1
2
√
8pi
3
Y11 +
1
2
√
8pi
3
Y1−1)eˆx,
yˆ = r(− 1
2i
√
8pi
3
Y11 − 1
2
√
8pi
3
Y1−1)eˆy,
zˆ = r
√
4pi
3
Y10eˆz. (1.4)
Entonces, la integral (1.3) puede escribirse como la suma de tres integrales, cada una
de las cuales es a su vez, un producto de una integral radial y una integral angular.
Las integrales angulares implican un producto de tres armo´nicos esfe´ricos∫
dΩY ∗l′m′(θ, φ)Y1,±1(θ, φ)Ylm(θ, φ), (1.5)
y ∫
dΩY ∗l′m′(θ, φ)Y10(θ, φ)Ylm(θ, φ). (1.6)
Estas integrales son no nulas so´lo en los casos:
para las componentes x e y
∆l = l − l′ = ±1
∆m = m−m′ = ±1, (1.7)
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y para la componente z
∆l = ±1
∆m = 0. (1.8)
Estas condiciones son reglas de seleccio´n que limitan en forma estricta las transi-
ciones entre niveles ato´micos. Si se toma a rˆ en el plano xy, so´lo estara´n permitidas
las transiciones con ∆m = ±1. En el caso en que el a´tomo interactu´a con luz
monocroma´tica, los u´nicos niveles de energ´ıa relevantes son aquellos que satisfacen
estas condiciones de simetr´ıa junto con la condicio´n de conservacio´n de la energ´ıa,
~ωfi = εf − εi, (1.9)
donde εi (εf ) es la energ´ıa del a´tomo en su estado inicial (final), y ~ω es la energ´ıa
de los fotones incidentes 1.
En consecuencia, si se elige adecuadamente el tipo de a´tomo y la frecuencia del
campo electromagne´tico en resonancia con la energ´ıa de excitacio´n, y haciendo uso de
las reglas de seleccio´n para la transicio´n dipolar, la modelizacio´n del a´tomo como un
sistema cua´ntico de so´lo dos estados, es una muy buena aproximacio´n a la situacio´n
real.
1.1.1. Hamiltoniano del A´tomo Libre
Consideremos un sistema con dos niveles de energ´ıa, en principio no degenerados,
que difieran en una cantidad ~ωf . Podemos pensar por ejemplo, en un a´tomo con
un nivel superior (de mayor energ´ıa) al que llamaremos estado excitado, y un nivel
inferior, o estado fundamental (Fig. 1.1). Introducimos los operadores de creacio´n y
destruccio´n de part´ıcula para cada nivel ato´mico bi, b
†
i (i = 0, 1), con las siguientes
reglas de conmutacio´n o anticonmutacio´n segu´n se trate de bosones o fermiones
[bi, b
†
j]± = δij,
1En realidad la luz nunca es perfectamente monocroma´tica, sino que tiene una frecuencia con un ancho finito. En
adicio´n a e´sto, el a´tomo al interactuar con su entorno, tampoco tiene un conjunto de niveles de energ´ıa perfectamente
definidos, debido a fluctuaciones en los potenciales ele´ctricos o interacciones con el vac´ıo.
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[bi, bj]± = 0, (1.10)[
b†i , b
†
j
]
±
= 0.
Puede escribirse el Hamiltoniano del sistema ato´mico como
H0 = ε0nˆ0 + ε1nˆ1, (1.11)
donde nˆi = b
†
ibi es el operador nu´mero de part´ıculas para el estado i-e´simo, y εi la
energ´ıa correspondiente.
ε
1
ε
0
0 —ωf
Figura 1.1: Diagrama de niveles de energ´ıa para el a´tomo libre
Fijando la escala de energ´ıa de modo tal que ε0 = −~ωf/2 podemos reescribir
H0 como
H0 =
~ωf
2
(nˆ1 − nˆ0). (1.12)
Los autoestados del Hamiltoniano (1.12) esta´n dados por
|+〉 = b†1|0〉at
|−〉 = b†0|0〉at, (1.13)
donde |0〉at es el vac´ıo del espacio de Fock definido por
bi|0〉at = 0 i = 0, 1. (1.14)
Para considerar los efectos resultantes de colocar el sistema en un campo elec-
tromagne´tico cuantizado (ver Ape´ndice A), introduciremos los operadores a, a†, que
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satisfacen la relacio´n de conmutacio´n boso´nica
[a, a†] = 1, (1.15)
y cero en cualquier otro caso2. En te´rmino de estos operadores, el Hamiltoniano para
un modo del campo electromagne´tico de frecuencia ωb esta´ dado por la expresio´n
Hb = ~ωb(nˆb +
1
2
), (1.16)
donde nˆb = a
†a es el operador nu´mero de fotones. Los autoestados de Hb designados
por |l〉 pueden escribirse como
|l〉 = (a
†)l√
l!
|0〉b, (1.17)
con |0〉b tal que a|0〉b = 0. De esta forma, cada estado |l〉 tiene un nu´mero bien
definido de fotones
nˆb|l〉 = l|l〉. (1.18)
El Hamiltoniano Hb tiene un nu´mero infinito de niveles discretos con energ´ıas
El = ~ωb(l +
1
2
), l = 0, 1, 2, ... (1.19)
1.1.2. Estados Desacoplados
Analicemos primero la estructura de niveles del sistema desacoplado cuando el
Hamiltoniano total puede escribirse como la suma de H0 y Hb sin tener en cuenta
te´rminos de interaccio´n a´tomo-campo.
Tendremos entonces, para el Hamiltoniano del sistema H, la expresio´n
H =
ωf
2
(nˆ1 − nˆ0) + ωb(nˆb + 1
2
), (1.20)
donde hemos puesto ~ = 1. El mismo es diagonal en la base producto directo
|l,±〉 = |l〉 ⊗ |±〉. (1.21)
2Estamos considerando un campo electromagne´tico con un u´nico modo. La extensio´n a un campo multimodo
puede hacerse en forma inmediata considerando la suma de las contribuciones individuales de cada modo.
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La energ´ıa de los estados de esta base es la suma de las energ´ıas de part´ıcula inde-
pendiente. Llamando δ a la diferencia de energ´ıa ωf − ωb, obtenemos
E0,− = −δ
2
El,− = ωbl − δ
2
(1.22)
El,+ = ωb(l + 1) +
δ
2
, l = 0, 1, 2, ...
Puede verse que para cada valor de l, las energ´ıas de los estados excitados |l,+〉 y
|l + 1,−〉 difieren en una cantidad igual a δ, mientras que el estado fundamental
tiene una energ´ıa E0,− igual a la energ´ıa del estado fundamental del a´tomo libre
ma´s la energ´ıa de vac´ıo del campo del foto´n. A medida que las frecuencias ωb y ωf
se acercan a un mismo valor, los estados |l,+〉 y |l + 1,−〉 se encuentran cada vez
ma´s pro´ximos en energ´ıa, y en el l´ımite |δ| → 0 cada nivel, salvo el fundamental,
esta´ doblemente degenerado.
60Ò
61Ò
62Ò
63Ò
6+Ò
6-Ò
62,+Ò
63,-Ò
60,+Ò
61,+Ò
62,-Ò
60,-Ò
H  + H H ωf
δ
H ωb
61,-Ò
Figura 1.2: Diagrama de niveles de energ´ıa para el sistema desacoplado a´tomo-fotones
Tenemos entonces una secuencia de estados equiespaciados ²(l) = {|l+1,−〉; |l,+〉},
donde la energ´ıa del estado |l + 1,−〉 es menor que la del estado |l,+〉 para δ > 0,
y viceversa para δ < 0 (Fig. 1.2).
16
1.1.3. Estados Acoplados
Consideremos ahora la situacio´n en la cual el a´tomo interactu´a con el u´nico modo
del campo electromagne´tico. El a´tomo en su estado fundamental podr´ıa pasar a su
estado excitado por absorcio´n de un foto´n o, si inicialmente se encuentra en su estado
excitado, decaer al estado fundamental emitiendo un foto´n. Como se muestra en el
Ape´ndice A.5, la situacio´n puede ser descripta por el te´rmino de interaccio´n
Hint =
∑
i,j=0,1
ζ ijb†ibj(a+ a
†), (1.23)
donde ζ ij es proporcional al elemento de matriz dipolar
ζ ij ∼ 〈ai|erˆ|aj〉. (1.24)
En el caso analizado de un a´tomo con dos niveles, con ζ01 = ζ10 = ζ se obtiene
Hint = ζ(b
†
1b0 + b
†
0b1)(a+ a
†). (1.25)
El operador b†1b0 (b
†
0b1), puede identificarse con el operador escalera S+ (S−), ya
que actu´a destruyendo una part´ıcula en el nivel ato´mico | −〉, y crea´ndola en el nivel
| +〉 (destruyendo una part´ıcula en el nivel ato´mico | +〉, y crea´ndola en el nivel
| −〉),
S+ = b
†
1b0,
S− = b
†
0b1. (1.26)
Aplicando las reglas de conmutacio´n (anticonmutacio´n) de los operadores bi, b
†
i (i =
0, 1), podemos ver que
[S+, S−] = nˆ1 − nˆ0. (1.27)
Entonces, si definimos
Sz =
1
2
(nˆ1 − nˆ0), (1.28)
obtenemos tres operadores con las reglas de conmutacio´n del a´lgebra su(2)
[S+, S−] = 2Sz,
[Sz, S±] = ±S±. (1.29)
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Como el espacio sobre el cual actu´an estos operadores es de dimensio´n
Ω = 2j + 1 = 2, podemos interpretar este sistema simple de un a´tomo con dos
niveles como un sistema de pseudoesp´ın 1/2. En te´rmino de estos operadores el
Hamiltoniano total, a´tomo + campo, se expresa como
H = ωfSz + ωb(nˆb +
1
2
) + ζ(S+ + S−)(a+ a†). (1.30)
En funcio´n de la expresio´n anterior, hay cuatro te´rminos que contribuyen a la energ´ıa
de interaccio´n. El te´rmino a†S− describe el proceso en el cual el a´tomo en el estado
de mayor energ´ıa decae al estado de energ´ıa menor, y en el proceso se crea un foto´n.
El te´rmino aS+ describe el proceso inverso. En ambos, se conserva la energ´ıa. El
te´rmino aS− describe un proceso en cual el a´tomo decae y un foto´n es aniquilado,
dando como resultado una pe´rdida de energ´ıa. Similarmente, el te´rmino a†S+ resulta
en una ganancia de energ´ıa durante el proceso. Estos dos te´rminos, oscilan a una
frecuencia ωf + ωb, de modo que ra´pidamente se promedian a cero en comparacio´n
con los primeros, que var´ıan muy lentamente cerca de la resonancia. Lo que se conoce
como aproximacio´n de onda rotante, consiste en mantener en el Hamiltoniano (1.30)
so´lo los te´rminos proporcionales a a†S− y aS+. Esta aproximacio´n es va´lida cuando
el campo electromagne´tico aplicado tiene una frecuencia ωb, muy cercana a ωf . El
Hamiltoniano entonces, se reduce a:
H = ωfSz + ωb(nˆb +
1
2
) + ζ(S+a+ a
†S−). (1.31)
El Hamiltoniano (1.31) corresponde al modelo de Jaynes-Cummings, el cual no
tiene en cuenta te´rminos de la forma a†S+ y aS−, que no conservan la energ´ıa a
primer orden, y dan pequen˜as correcciones a los resultados cuando |ωb − ωf | ¿ ωf .
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Una base apropiada para diagonalizar el Hamiltoniano de (1.31) es la dada por
|l, k〉 = |l〉 ⊗ |k〉3, donde ahora tenemos para la parte ato´mica
|k〉 = Sk+|0〉, con k = 0, 1, (1.32)
y |0〉 es tal que
S−|0〉 = 0. (1.33)
De esta forma k indica la ocupacio´n del estado ato´mico excitado. Los elementos de
matriz de H en esta base esta´n dados por
〈l, k|H|l, k〉 = ωb(l + 1/2) + ωf (k − 1/2),
〈l − 1, k + 1|H|l, k〉 = ζ
√
l(1 + k)(1− k),
〈l + 1, k − 1|H|l, k〉 = ζ
√
(l + 1)k(2− k). (1.34)
Esta es una matriz de dimensio´n infinita, dado que el campo electromagne´tico con-
tiene un nu´mero ilimitado de cuantos. Sin embargo, como el Hamiltoniano (1.31)
conmuta con el operador nu´mero total de part´ıculas, Sz + a
†a, su matriz asociada
(1.34) puede escribirse como una matriz en bloques; cada bloque corresponde a un
valor distinto del nu´mero L = l+k, con L ≥ 0. Hay un u´nico bloque unidimensional
correspondiente al valor L = 0. El autoestado del sistema para este valor del nu´mero
cua´ntico L, coincide con el estado fundamental del sistema desacoplado:
Ψ0 = | 0, 0〉, (1.35)
E0 = −δ
2
. (1.36)
Para L = l + k > 0, cada bloque es una matriz de dimensio´n 2× 2 de la forma
H[L] ≡ H[l] =
 ωb(l + 1) + δ2 ζ√l + 1
ζ
√
l + 1 ωb(l + 1)− δ2
 . (1.37)
Los autovalores de esta matriz esta´n dados por
E1 = ωb(l + 1)− Λ
2
,
E2 = ωb(l + 1) +
Λ
2
, (1.38)
3Los estados ato´micos |0〉 y |1〉, se corresponden con los estados |−〉 y |+〉 definidos en (1.13).
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con
Λ =
√
δ2 + 4ζ2(l + 1). (1.39)
Como vemos, dentro de cada subespacio caracterizado por L, la diferencia de ener-
g´ıa entre autoestados, es ahora de Λ, mayor que en el caso desacoplado (ver Fig.1.3).
Entonces, en cada subespacio podemos encontrar dos autoestados del sistema |ψ1(L)〉,
|Ψ  (L)>
|Ψ (L)>
|l+1,0>
δ Λ
|l, 1>
Figura 1.3: Desplazamiento de los niveles de energ´ıa producido por el acoplamiento, para el sube-
spacio con autovalor L = l + 1.
y |ψ2(L)〉, que se expresan como combinacio´n lineal de los estados desacoplados
|l + 1, 0〉 y |l, 1〉, de la siguiente forma:
|Ψ1(L)〉 = cos θ|l + 1, 0〉 − senθ|l, 1〉,
|Ψ2(L)〉 = cos θ|l, 1〉+ senθ|l + 1, 0〉, (1.40)
con
cot(2θ) =
δ
2ζ
√
l + 1
, 0 ≤ 2θ ≤ pi. (1.41)
Cuando δ = 0, θ = pi/4, y por lo tanto
|Ψ1(L)〉 = 1√
2
(|l + 1, 0〉 − |l, 1〉),
|Ψ2(L)〉 = 1√
2
(|l, 1〉+ |l + 1, 0〉). (1.42)
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En este caso, los estados en cada subespacio se expresan en te´rminos de la suma
y la diferencia de los estados desacoplados, con igual peso, y sus energ´ıas son
E1 = ωb(l + 1)− ζ
√
l + 1,
E2 = ωb(l + 1) + ζ
√
l + 1. (1.43)
1.1.4. Dina´mica de la Interaccio´n
Una vez diagonalizado el Hamiltoniano del sistema, resulta sencillo estudiar la
evolucio´n temporal del mismo. Supongamos que inicialmente el estado del sistema
es |Ψ(0)〉 = |l + 1, 0〉. Al tiempo t el sistema habra´ evolucionado a un estado |Ψ(t)〉
dado por
|Ψ(t)〉 = e−iHˆt|Ψ(0)〉. (1.44)
Ya que las relaciones dadas en la Ec. (1.40) pueden ser invertidas para obtener
|l + 1, 0〉 = senθ|Ψ2(L)〉+ cos θ|Ψ1(L)〉,
|l, 1〉 = cos θ|Ψ2(L)〉 − senθ|Ψ1(L)〉, (1.45)
tendremos
|Ψ(t)〉 = senθe−iE2|Ψ2(L)〉+ cos θe−iE1|Ψ1(L)〉, (1.46)
o en te´rmino de los estados desacoplados
|Ψ(t)〉 = e−ωf (l+1)t{[cos(Λ/2t)− isen(Λ/2t) cos(2θ)]|l + 1, 0〉
− isen(Λ/2t)sen(2θ)|l, 1〉}. (1.47)
Las probabilidades de encontrar el sistema en alguno de los estados desacoplados
|l + 1, 0〉, |l, 1〉, esta´n dadas por:
Pl,1 = sen
2(2θ) sen2(Λ/2t),
Pl+1,0 = cos
2(Λ/2t) + cos2(2θ) sen2(Λ/2t), (1.48)
oscilando a la frecuencia Λ/2. La magnitud Λ es la frecuencia de Rabi del sistema
para el problema cua´ntico.
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La amplitud de oscilacio´n se hace ma´xima cuando θ = pi/4, lo que corresponde
a δ = 0. Se conoce a e´sta como condicio´n de resonancia del sistema, y se satisface
cuando ωb → ωf . Las probabilidades de ocupacio´n de cada nivel se reducen a
Pl,1 = sen
2(Λ0/2t),
Pl+1,0 = cos
2(Λ0/2t), (1.49)
con Λ0 = 2ζ
√
l + 1. Entre t = 0 y t = pi/Λ0 el sistema ato´mico absorbe energ´ıa del
campo electromagne´tico; Pl+1,0 disminuye mientras Pl,1 aumenta. A t = pi/Λ0 so´lo
el nivel superior esta´ poblado. A partir de all´ı y hasta t = 2pi/Λ0 , el proceso se
invierte aumentando Pl+1,0 a medida que Pl,1 disminuye (Fig. 1.4).
Este ciclo de absorcio´n-emisio´n se repite indefinidamente y tiene lugar au´n lejos
de la condicio´n de resonancia. En tal caso, la amplitud de oscilacio´n se ve reducida
debido a la mezcla de estados.
3pi/Λ02pi/Λ0
P     
P     
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t
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pi/Λ0
Figura 1.4: Gra´ficos de Pl,1 y Pl+1,0 para el caso en que el sistema se encuentra exactamente en
resonancia (ωb = ωf ). El estado inicial del sistema consta de l+ 1 fotones y el a´tomo en su estado
fundamental
Para grandes valores de δ (|δ| À 2ζ√l + 1), se tiene que θ → pi/2 si δ < 0, y
θ → 0 si δ > 0. Entonces
Pl,1 ≈ 0,
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Pl+1,0 ≈ 1. (1.50)
Tanto el nu´mero de fotones como la poblacio´n de los estados permanece sin cambio
alguno a medida que transcurre el tiempo.
En el caso en que el sistema se encuentra inicialmente en el estado |l, 1〉, las
expresiones en (1.48) para las probabilidades de transicio´n, resultan intercambiadas,
de modo que, para un a´tomo en resonancia con el campo electromagne´tico, se tiene
Pl,1 = cos
2(Λ0/2t),
Pl+1,0 = sen
2(Λ0/2t). (1.51)
La frecuencia de Rabi en el vac´ıo, es decir, cuando el nu´mero inicial de fotones
es l = 0, no es nula, y a diferencia de lo que ocurre con el problema tratado en
forma semicla´sica, el sistema evoluciona en el tiempo. En la teor´ıa semicla´sica, un
a´tomo inicialmente en su estado excitado, no puede decaer a menos que exista un
campo electromagne´tico que induce tal transicio´n. La emisio´n esponta´nea, que es
observable experimentalmente, corresponde a un feno´meno puramente cua´ntico, y
aparece naturalmente luego de haber cuantizado el campo de radiacio´n.
1.2. A´tomo de Tres Niveles
A diferencia de lo visto en la seccio´n anterior, al estudiar la dina´mica de un
a´tomo de dos niveles en un campo electromagne´tico, cuando se tiene un sistema
ato´mico, en donde las reglas de seleccio´n dadas por la aproximacio´n dipolar, permite
transiciones entre tres niveles ato´micos distintos, entonces, hay ma´s de una forma
posible en la cual pueden llevarse acabo las transiciones ato´micas. Por ejemplo,
una configuracio´n de niveles como se muestra en la Fig. 1.5, se llama configuracio´n
cascada o escalera. En presencia de un campo electromagne´tico pueden darse las
transiciones entre los estados |a〉 y |b〉, y entre los estados |b〉 y |c〉, pero esta´n
prohibidas las transiciones entre los estados |a〉 y |c〉. El modo de la cavidad tiene
una frecuencia ν cuyo valor difiere de la frecuencia de transicio´n entre los estados
|b〉 y |c〉 por una cantidad ∆ = ν − ωbc. En el caso de la Fig. 1.6 (izquierda), la
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configuracio´n ato´mica esta´ formada por dos niveles inferiores, |b〉 y |c〉, que pueden
acoplarse a un u´nico nivel superior |a〉 mediante dos campos de frecuencias ν1 y
ν2; esta configuracio´n de niveles ato´micos se conoce como configuracio´n Λ. Otro
esquema de niveles posible es el denominado configuracio´n V que se esquematiza en
la misma figura en el gra´fico de la derecha.
Figura 1.5: Sistema ato´mico de tres niveles con una configuracio´n en cascada.
Vamos a analizar el caso particular, de una configuracio´n en cascada, tal que
E2 > E1 > E0, donde con Ei (i=0, 1, 2), indicamos la energ´ıa del nivel ato´mico
i-e´simo (Fig. 1.7). Si bi, b
†
i representan los operadores de aniquilacio´n y creacio´n
de una part´ıcula en el nivel i-e´simo respectivamente, con las reglas de conmutacio´n
(anticonmutacio´n) dadas en (1.11) segu´n se trate de a´tomos boso´nicos (fermio´nicos),
tendremos para el Hamiltoniano del sistema libre
H0 =
2∑
i=0
Eib
†
ibi. (1.52)
Cuando el a´tomo interactu´a con un campo electromagne´tico cuantizado de fre-
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Figura 1.6: A la izquierda: A´tomo de tres niveles en la configuracio´n Λ interactuando con dos
campos de frecuencias ν1 y ν2. A la derecha: Configuracio´n V en resonancia con las frecuencias de
los campos.
cuencia ω, el Hamiltoniano del sistema en la aproximacio´n de onda rotante, puede
obtenerse por una generalizacio´n adecuada del Hamiltoniano correspondiente a un
a´tomo de dos niveles interactuando con un u´nico modo del campo. As´ı tendremos
que
H = ω(a†a+ 1/2) +
2∑
i=0
Eiib
†
ibi
+g1(ab
†
1b0 + a
†b†0b1)
+g2(ab
†
2b1 + a
†b†1b2), (1.53)
donde g1, g2 son las constantes de acoplamiento para las transiciones entre los niveles
i = 0, 1 e i = 1, 2 respectivamente. Tenemos entonces un te´rmino de foto´n ma´s el
te´rmino del a´tomo libre (primer y segundo te´rmino); el tercer y cuarto te´rmino
representan la excitacio´n (desexcitacio´n) del a´tomo por absorcio´n (emisio´n) de un
foto´n entre los niveles 0 y 1, y entre los niveles 1 y 2 respectivamente.
Consideremos los operadores bilineales Sij definidos como
Sij = b†jbi, i, j = 0, 1, 2, (1.54)
que conmutan segu´n las reglas del a´lgebra su(3)
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E1
E2
∆ 2ω
Figura 1.7: Esquema de niveles ato´micos.
[Sij, Skm] = δimS
kj − δjkSim, (1.55)
lo cual puede verificarse fa´cilmente usando (1.11). A partir de estos operadores
pueden definirse los operadores de transicio´n Sij±
Sij+ = S
ij,
Sij− = (S
ij
+ )
† = Sji, i, j = 0, 1, 2,
i < j. (1.56)
Vemos que el efecto de Sij+ es el de promover el a´tomo inicialmente en el nivel
i-e´simo al nivel j-e´simo, en tanto que Sij− induce la transicio´n inversa. Para cada par
i, j estos operadores conmutan a
[Sij+ , S
ij
− ] = S
jj − Sii. (1.57)
Si introducimos el operador de inversio´n ato´mico Sijz
Sijz =
1
2
(Sjj − Sii), (1.58)
los operadores {Sij+ , Sij− , Sijz }i 6=j satisfacen las relaciones de conmutacio´n de su(2)4
[Sijz , S
ij
± ] = ±Sij± ,[
Sij+ , S
ij
−
]
= 2Sijz . (1.59)
4Notar que son tres suba´lgebras que no conmutan entre s´ı.
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En te´rmino de estos nuevos operadores el Hamiltoniano del sistema se escribe en
la forma
H = ωba
†a+
∑
i
EiS
ii
+g1 (a S
01
+ + a
† S01− )
+g2 (a S
12
+ + a
† S12− ). (1.60)
El Hamiltoniano H puede ser diagonalizado en la base
|ln0n1n2〉 = 1√
l!
a†
l
b†
n0
0 b
†n1
1 b
†n2
2 |0〉, (1.61)
con
n0 + n1 + n2 = 1,
n0, n1, n2 = 0, 1.
En esta base, los elementos de matriz no nulos de (1.60) son
〈l, n0n1n2|H|l, n0n1n2〉 = lω +
2∑
i=0
niEi,
〈l − 1, n0 − 1, n1 + 1, n2|H|l, n0n1n2〉 = g1
√
ln0(n1 + 1), (1.62)
〈l + 1, n0 + 1, n1 − 1, n2|H|l, n0n1n2〉 = g1
√
(l + 1)(n0 + 1)n1,
〈l − 1, n0, n1 − 1, n2 + 1|H|l, n0n1n2〉 = g2
√
ln1(n2 + 1),
〈l + 1, n0, n1 + 1, n2 − 1|H|l, n0n1n2〉 = g2
√
(l + 1)(n1 + 1)n2.
Estos son los elementos de matriz no nulos, correspondientes a cada submatriz ca-
racterizada por un valor fijo L = l+n2−n0, autovalor del operador Lˆ = aˆ†aˆ+2S02z ,
el cual es una constante de movimiento del sistema. La diagonalizacio´n exacta de la
matriz hamiltoniana puede llevarse a cabo en cada uno de estos subespacios, carac-
terizados por el autovalor del operador Lˆ. El subespacio correspondiente a L = 0,
es de dimensio´n 1, con autoestado, |0, 0, 1, 0 >. Para el subespacio con L = 1, hay
dos configuraciones posibles, y por lo tanto, los autoestados correspondientes, son
combinacio´n lineal de la base {|1, 0, 1, 0 >, |0, 0, 0, 1 >}. Para L ≥ 3, cada espacio
propio es de dimensio´n 3, siendo los vectores propios, combinacio´n lineal de los es-
tados {|l + 2, 1, 0, 0 >, |l + 1, 0, 1, 0 >, |l, 0, 0, 1 >}. Al fijar las escalas de energ´ıa
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(Fig.1.7) de modo que
E2 − E0 = 2ω, E1 − E0 = ω −∆, (1.63)
el sistema esta´ en resonancia con dos fotones del campo electromagne´tico. El con-
junto de autovalores que se obtiene es:
λ1(L) = ω (l + 1),
λ2(L) = ω (l + 1)− δ − r(l),
λ3(L) = ω (l + 1)− δ + r(l),
(1.64)
con
δ =
∆
2
,
r(l) =
√
g21(l + 2) + g
2
2(l + 1) + δ
2. (1.65)
y los autoestados correspondientes:
|Ψ1(L) > = N1(−g2
√
l + 1|a > +g1
√
l + 2|c >),
|Ψ2(L) > = N2(g1
√
l + 2|a > −(r(l) + δ)|b >
+g2
√
l + 1|c >),
|Ψ3(L) > = N3(g1
√
l + 2|a > +(r(l)− δ)|b >
+g2
√
l + 1|c >),
(1.66)
donde los estados de la base se han rotulado segu´n:
|a > = |l + 2, 1, 0, 0 >,
|b > = |l + 1, 0, 1, 0 >,
|c > = |l, 0, 0, 1 >, (1.67)
y las constantes de normalizacio´n corresponden a:
N1 = 1√
r(l)2 − δ2 ,
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N2 = 1√
2
(
1− δ
r(l)
)1/2
1√
r(l)2 − δ2 ,
N3 = 1√
2
(
1 +
δ
r(l)
)1/2
1√
r(l)2 − δ2 .
(1.68)
El caso con ∆ = 0 corresponde a un esquema sime´trico de niveles de energ´ıa, es
decir, todos los niveles ato´micos equiespaciados (Fig. 1.7). Para esta eleccio´n, si ini-
cialmente el u´nico a´tomo se encuentra en el estado excitado de energ´ıa E2, la funcio´n
de onda del sistema al tiempo t en el esquema de Schro¨dinger, puede escribirse como
|Ψ(t)〉 = e−iHˆt|Ψ(0)〉 = e−iHˆt|c〉 (1.69)
= cosθe−iλ1t|Ψ1 > + 1√
2
senθe−iλ2t|Ψ2 > + 1√
2
senθe−iλ3t|Ψ3 >,
con las relaciones
senθ =
g2
√
l + 1√
g21(l + 2) + g
2
2(l + 1)
cosθ =
g1
√
l + 2√
g21(l + 2) + g
2
2(l + 1)
. (1.70)
Las probabilidades de encontrar al sistema en cada uno de los estados |a〉, |b〉 o
|c〉 al tiempo t, son:
Pa(t) = |〈a | Ψ(t)〉 |2
=
g21g
2
2(l + 1)(l + 2)
(g21(l + 2) + g
2
2(l + 1))
2
[
1− cos
(
t
√
g21(l + 2) + g
2
2(l + 1)
)]2
,
Pb(t) = |〈b | Ψ(t)〉 |2
=
g22(l + 1)
g21(l + 2) + g
2
2(l + 1)
sen2
(
t
√
g21(l + 2) + g
2
2(l + 1)
)
, (1.71)
Pc(t) = |〈c | Ψ(t)〉 |2
=
1
g21(l + 2) + g
2
2(l + 1)
[
g21(l + 2) + g
2
2(l + 1)cos
(
t
√
g21(l + 2) + g
2
2(l + 1)
)]2
.
Entonces, en esta configuracio´n tipo escalera, cuando el a´tomo inicialmente se en-
cuentra en el nivel ato´mico superior, podemos ver que el sistema exhibe dos frecuen-
cias de oscilaciones de Rabi: Λ = g21(l+2)+g
2
2(l+1) a la que oscilan las probabilidades
Pa(t) y Pc(t), y 2Λ con la que oscila la probabilidad Pb(t). Como casos extremos, si
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se toma g1 = 0 se recuperan los resultados del modelo de Jaynes-Cummings para
un a´tomo de dos niveles con transiciones ato´micas c↔ b
Pa(t) = 0
Pb(t) = sen
2
(
g2
√
l + 1t
)
, (1.72)
Pc(t) = cos
2
(
g2
√
l + 1t
)
.
Al fijar g2 = 0 se obtiene simplemente:
Pa(t) = 0
Pb(t) = 0, (1.73)
Pc(t) = 1.
La transicio´n c ↔ b esta´ prohibida, y en consecuencia es imposible poblar el nivel
fundamental.
Si el estado inicial del sistema corresponde al de un a´tomo en su estado fun-
damental, y l + 2 fotones presentes en la cavidad, la expresiones que se obtienen
son:
Pa(t) = |〈a | Ψ(t)〉 |2
=
1
g21(l + 2) + g
2
2(l + 1)
[
g22(l + 1) + g
2
1(l + 2)cos
(
t
√
g21(l + 2) + g
2
2(l + 1)
)]2
.
Pb(t) = |〈b | Ψ(t)〉 |2
=
g21(l + 2)
g21(l + 2) + g
2
2(l + 1)
sen2
(
t
√
g21(l + 2) + g
2
2(l + 1)
)
, (1.74)
Pc(t) = |〈c | Ψ(t)〉 |2
=
g21g
2
2(l + 1)(l + 2)
(g21(l + 2) + g
2
2(l + 1))
2
[
1− cos
(
t
√
g21(l + 2) + g
2
2(l + 1)
)]2
,
y un ana´lisis similar al caso anterior puede realizarse para distintos valores de las
constantes de acoplamiento g1 y g2. Comparando las expresiones en (1.72) con las
de (1.75), se ve que el modelo resulta sime´trico bajo el intercambio de |a〉 con |c〉, y
g1 con g2.
30
1.2.1. Reduccio´n a un Hamiltoniano Efectivo de Dos Niveles.
El modelo descripto por el Hamiltoniano de la ecuacio´n (1.60), el cual representa
un sistema de tres niveles en interaccio´n con un modo boso´nico, puede extenderse
para considerar un sistema de A a´tomos ide´nticos de tres niveles. A tal efecto, los ope-
radores Sij en (1.54), deben entenderse como operadores colectivos. Ana´logamente
al caso de un u´nico a´tomo en la cavidad, el Hamiltoniano del sistema a´tomos-campo,
tiene dos constantes de movimiento: (1) El nu´mero total de a´tomos en el sistema,
A = S00 + S11 + S22, y (2) el operador Lˆ = aˆ†aˆ+ 2S02z . Bajo la condicio´n dada por
(1.63), la cual indica que la transicio´n entre el estado fundamental y el segundo es-
tado excitado, esta´ en resonancia exacta con dos fotones del modo electromagne´tico
en la cavidad, el Hamiltoniano en (1.60) puede escribirse en la forma
H = ωbL+HI + EA, (1.75)
donde E = 1
3
(E0 + E1 + E2), y
HI =
2∆
3
(S12z − S01z ) + a(g1S01+ + g2S12+ )
+ a†(g1S01− + g2S
12
− ). (1.76)
En el trabajo de la Ref. (Klimov et al., 1999), los autores muestran, que para
valores grandes del desplazamiento del nivel intermedio, ∆, es posible transformar el
Hamiltononiano del sistema, en un Hamiltoniano efectivo de dos niveles, descripto
por el a´lgebra su(2). El procedimiento consta en realizar una secuencia de rotaciones
infinitesimales del grupo SU(3), de modo que el Hamiltoniano (1.75) se transforma
de la siguiente manera:
H˜ = U4U3U2U1HU
†
1U
†
2U
†
3U
†
4 , (1.77)
con
U1 = exp(iαS
01
x ), U2 = exp(iβS
12
x ),
U3 = exp(iγS
01
y ), U4 = exp(iδS
12
y ), (1.78)
donde
α = −
√
2g1p
∆
, β =
√
2g2p
∆
,
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γ = −
√
2g1x
∆
, δ =
√
2g2x
∆
, (1.79)
y x = (a + a†)/
√
2, p = (a − a†)/√2i. Se asume que los para´metros α, ..., δ son
pequen˜os, lo que implica que ∆ À g1
√
n¯, g2
√
n¯ (n¯ es el nu´mero medio de fotones
del modo del campo electromagne´tico). La expresio´n para el Hamiltoniano transfor-
mado, despreciando te´rminos de orden (g
√
n/∆)2, es:
H˜ ≈
[
−g
2
1
∆
(a†a+ aa†)− 2
3
∆
]
S01z
+
g1g2
∆
(a2S02+ + a
†2S02− ) +
[
g22
∆
(a†a+ aa†) +
2
3
∆
]
S12z
− 2
∆
[g21(S
01
x )
2 − g22(S12x )2]. (1.80)
Por u´ltimo, se aplica sobre el Hamiltoniano (1.80), una transformacio´n de la forma
U5 = exp
[
−i2
3
∆(S01z − S12z )t
]
. (1.81)
Trabajando en el marco de la aproximacio´n de onda rotante, se desprecian los te´rmi-
nos que ma´s ra´pidamente oscilan en el tiempo, y el Hamiltoniano efectivo toma la
forma,
Hef ≈ A
2
(
g21 + g
2
2
∆
a†a+
g22
∆
)
+
(
g21 − g22
∆
a†a+
g22
∆
)
S02z +
g1g2
∆
(a2S02+ + a
†2S02− )
− S11
(
2
g21
∆
S02z −
g21 − g22
∆
a†a− g
2
1
∆
)
. (1.82)
Dado que el operador S11 es una constante de movimiento para Hef , si el primer
nivel excitado no se encuentra poblado a t = 0, la transformacio´n (1.81), se reduce
a un factor de fase, y obtenemos
Hef = Aβ1a
†a+ ((β2 − β1)a†a+ β2)×
(
S02z +
A
2
)
+ λ(a2S02+ + a
†2S02− ), (1.83)
donde se han definido las nuevas constantes de acoplamiento,
β1 =
g21
∆
, β2 =
g22
∆
, λ =
g1g2
∆
.
32
El Hamiltoniano (1.83), describe una interaccio´n efectiva entre un conjunto de
a´tomos de dos niveles y un campo electromagne´tico. Las transiciones que involu-
cran el nivel intermedio, han desaparecido luego de las sucesivas transformaciones
y aproximaciones llevadas acabo. Los resultados nume´ricos (Klimov et al., 1999),
indican que la dina´mica de este Hamiltoniano, coincide con la del Hamiltoniano
original (que ten´ıa en cuenta la activacio´n de los tres niveles ato´micos), en un inter-
valo de tiempo gt¿ ∆2/g2n¯. Este Hamiltoniano efectivo, permite la descripcio´n del
sistema a partir de una a´lgebra su(2), con una simplificacio´n importante respecto
del problema original.
En la Ref. (Klimov and Sanchez-Soto, 2000), puede encontrarse una descripcio´n
general del me´todo ejemplificado en esta seccio´n, al que los autores denominan me´to-
do de pequen˜as rotaciones. En el trabajo citado, se describe, en forma sistema´tica,
esta te´cnica no perturbativa, que permite obtener la dina´mica de un sistema cua´nti-
co, en te´rmino de Hamiltonianos efectivos, que pueden ser diagonalizados en for-
ma exacta. Los autores comienzan mostrando co´mo esta te´cnica, puede aplicarse
en Hamiltonianos descriptos por una deformacio´n del a´lgebra su(2), cuando algu´n
para´metro f´ısico, dado por el modelo particular considerado, se vuelve pequen˜o. Pos-
teriormente, hacen una extensio´n de la misma, considerando Hamiltonianos con una
deformacio´n del a´lgebra su(3). El me´todo, puede ser generalizado a sistemas de N
niveles, en interaccio´n con campos cua´nticos.
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Cap´ıtulo 2
Estados Coherentes
2.1. Estados Coherentes del Oscilador Armo´nico
De todos los estados del campo de radiacio´n, los estados coherentes son, quiza´s,
los ma´s importantes de los que surgen frecuentemente en o´ptica cua´ntica. Esta clase
de estados fue estudiada por primera vez por Schro¨dinger (1926) en conexio´n con el
problema del oscilador armo´nico cua´ntico. Schro¨dinger se refirio´ a ellos como estados
con un producto de incerteza mı´nimo, y durante muchos an˜os fueron so´lo una mera
curiosidad, hasta que J. R. Klauder (Klauder and Skagerstam, 1985), en 1960, fue
ma´s alla´ y comenzo´ a estudiar en profundidad sus propiedades. El reconocimiento
de que los estados coherentes son particularmente importantes y apropiados para
el tratamiento cua´ntico de la coherencia o´ptica y su adopcio´n dentro del a´rea de la
o´ptica cua´ntica, se debe a los trabajos de Glauber (1963-1965) quien recie´n entonces,
les adjudico´ el nombre de estados coherentes.
Seguido del desarrollo de la teor´ıa cua´ntica de la radiacio´n y con la aparicio´n
del la´ser, hubo un gran intere´s en estudiar los estados del campo electromagne´tico
que mejor describieran su comportamiento cla´sico. Una de las consecuencias de
la cuantizacio´n del campo electromagne´tico es que trae asociada una relacio´n de
incerteza entre las variables conjugadas qˆ y pˆ. Entonces, parece razonable proponer
que la funcio´n de onda que describe un campo electromagne´nico muy cercano a un
campo cla´sico, tenga un mı´nimo de incerteza para todo tiempo, bajo la accio´n de
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un potencial armo´nico simple. El vector de campo correspondiente a un paquete
de onda de este tipo es el estado coherente |α〉. Este estado, es autoestado de la
parte correspondiente a frecuencias positivas del operador de campo ele´ctrico, o
equivalentemente, un autoestado del operador de aniquilacio´n de fotones.
Si bien los estados coherentes fueron creados en el contexto de la o´ptica cua´ntica,
sus varias generalizaciones tienen un amplio uso en muchas ramas de la f´ısica (Klaud-
er and Skagerstam, 1985; Perelemov, 1986). El problema del oscilador armo´nico es
extremadamente simple desde el punto de vista algebraico. Para problemas ma´s
complicados, el me´todo de vectores de estado coherentes elimina gran parte de esta
complejidad. Mediante este me´todo, se pueden reducir problemas que involucran
altas simetr´ıas, a problemas de un a´lgebra de un oscilador armo´nico n-dimensional
acoplado con una simetr´ıa intr´ınsica de menor rango que la original (Hecht, 1987).
En este cap´ıtulo se presentan los aspectos fundamentales de la teor´ıa esta´ndar de
estados coherentes definidos en conexio´n con el oscilador armo´nico unidimensional,
y una generalizacio´n simple de los mismos para considerar el a´lgebra de momento
angular.
2.1.1. Representacio´n en el Espacio de Fock
Hay distintas maneras de introducir matema´ticamente los estados coherentes.
Una de ellas es definirlos como autoestados del operador de aniquilacio´n (Glauber,
1963a). Por ejemplo, si nos concentramos en un modo simple del campo electro-
magne´tico, diremos que |α〉 es un estado coherente si
aˆ|α〉 = α|α〉, (2.1)
con la relacio´n Hermı´tica conjugada,
〈α|aˆ† = α∗〈α|. (2.2)
De esta definicio´n, es fa´cil ver que el nu´mero medio de fotones en un estado coherente
|α〉 esta´ dado por 〈n〉 = 〈α|aˆ†aˆ|α〉 = |α|2, y por lo tanto |α|2 es una medida de la
energ´ıa del campo electromagne´tico
〈H〉 ∼ 〈aˆ†aˆ〉 = |α|2. (2.3)
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Dado que los estados de Fock {|n〉, n = 0, 1, ...} forman un conjunto ortonormal
completo, podemos utilizarlos para representar |α〉 en la forma
|α〉 =
∞∑
n=0
bn|n〉, (2.4)
donde los coeficientes de la expansio´n bn = 〈n|α〉 son nu´meros complejos a deter-
minar. Recordando que aˆ†|n〉 = √n+ 1|n + 1〉, y la definicio´n (2.1) con la que se
introdujo el estado coherente |α〉, es fa´cil ver que
〈n+ 1|α〉 = α√
n+ 1
〈n|α〉, (2.5)
expresio´n que, utilizada en forma recursiva, nos conduce a
〈n+ 1|α〉 = α
n
√
n!
〈0|α〉, (2.6)
y nos permite escribir
|α〉 = 〈0|α〉
∞∑
n=0
αn√
n!
|n〉. (2.7)
Si el estado |α〉 se normaliza a la unidad, se obtiene la condicio´n
〈α|α〉 = e−|α|2|〈0|α〉|2 = 1. (2.8)
Finalmente, obtenemos a menos de un factor de fase, la forma explic´ıta para un
dado estado coherente en la base de estados nu´mero
|α〉 = e− 12 |α|2
∞∑
n=0
αn√
n!
|n〉. (2.9)
Esta expresio´n nos permite ver que la probabilidad de encontrar n fotones en el
estado coherente |α〉 esta´ dada por una distribucio´n de Poisson
|〈n|α〉|2 = |α|
2n
n!
e−|α|
2
, (2.10)
con media 〈n〉 y varianza (∆n)2 ambas iguales a |α|2.
En contraste a lo que ocurre con los estados nu´mero, los estados coherentes no
son mutuamente ortogonales, ya que
〈α′|α〉 = e− 12 |α′|2− 12 |α|2
∞∑
m,n=0
(α′∗)m
(m!)1/2
αn
(n!)1/2
〈m|n〉, (2.11)
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y teniendo en cuenta la ortonormalidad de los estados |n〉 resulta
|〈α′|α〉| = e− 12 (|α′|2+|α|2−2α′∗α)
|〈α′|α〉|2 = e−|α′−α|2 . (2.12)
Es decir, los estados coherentes son aproximadamente ortogonales para α y α′ muy
alejados entre s´ı en el plano complejo, pero tienen un solapamiento significativo,
cuando |α − α′| es del orden de la unidad. Sin embargo, pueden utilizarse para
formar un conjunto completo (Glauber, 1963a; Barnett and Radmore, 1997). Para
tal fin, es necesario demostrar que el operador unidad 1, puede expresarse como una
suma o una integral en el plano complejo α, de operadores de proyeccio´n de la forma
|α〉〈α|. Para describir tales integrales se introduce el elemento diferencial de a´rea en
el plano complejo
d2α ≡ d(Reα)d(Imα), (2.13)
de modo que d2α es real. Con la utilizacio´n de coordenadas polares, α = |α|eiϑ,
puede probarse la siguiente igualdad:
1
pi
∫
d2α|α〉〈α| =
∑
n,m
1
pi
∫
d2αe−|α|
2αn(α∗)m√
n!m!
|n〉〈m|
=
∑
n,m
1
pi
∫ 2pi
0
dϑei(n−m)ϑ
∫ ∞
0
d|α|e−|α|2|α|n+m+1α
n(α∗)m√
n!m!
|n〉〈m|
=
∑
n,m
δnm
2
n!
∫ ∞
0
d|α|e−|α|2|α|2n+1|n〉〈n| =
∑
n
|n〉〈n|, (2.14)
en donde se ha usado la ortogonalidad de las funciones {ein} y la expresio´n integral de
la funcio´n Gamma. Como los estados nu´mero forman un conjunto ortonormal com-
pleto, la suma sobre n en la expresio´n anterior es simplemente el operador unidad.
Se tiene entonces
1 =
1
pi
∫
d2α|α〉〈α|, (2.15)
que constituye la relacio´n de completitud para los estados coherentes. En conse-
cuencia, pueden ser utilizados como una base de vectores para expandir un estado
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arbitrario |ψ〉. Como todo estado arbitrario del oscilador posee una representacio´n
en te´rmino de estados nu´mero de la forma
|ψ〉 =
∑
n
cn|n〉 =
∑
n
cn
(aˆ†)n√
n!
|0〉, (2.16)
con
∑
n |cn|2 = 1, la serie en esta expresio´n puede ser utilizada para definir una
funcio´n ψ de la variable compleja α
ψ(α) =
∑
n
cn
αn√
n!
, (2.17)
la cual claramente converge para todo |α| finito, debido a la condicio´n que impone
sobre los cn la normalizacio´n del estado |ψ〉. Entonces ψ es una funcio´n que resulta
anal´ıtica en todo el plano complejo α. Existe una correspondencia uno a uno entre
estas funciones enteras para las cuales
∑
n |cn|2 = 1 y los estados del oscilador.
Una descripcio´n del oscilador podr´ıa realizarse considerando estas funciones como
elementos de un espacio de Hilbert. Este espacio ψ(α) se conoce como espacio de
Bargmann (Bargmann, 1962).
En este punto es interesante adoptar una normalizacio´n diferente a la dada en
(2.9) para los estados coherentes. Indicaremos con ‖α〉 1 a estos estados definidos
como:
‖α〉 = |α〉e 12 |α|2 . (2.18)
Si de manera conjunta a la definicio´n anterior, se introduce la siguiente medida
dµ(α) en el plano complejo
dµ(α) =
1
pi
e−|α|
2
d2α, (2.19)
todos los te´rminos Gaussianos en las expresiones anteriores son absorbidos en la
nueva notacio´n, y la relacio´n de completitud se reduce a
1 =
∫
dµ(α)‖α〉〈α‖. (2.20)
1Si bien es u´til esta normalizacio´n en el caso de trabajar sobre el espacio de funciones enteras, a lo largo de esta
tesis se utilizara´ la definicio´n (2.9).
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Con la nueva definicio´n adoptada en (2.18), la funcio´n ψ(α) corresponde a la funcio´n
de onda para el estado |ψ〉 en la representacio´n de estados coherentes ‖α〉,
〈α∗‖ψ〉 =
∑
n
αn√
n!
〈n|ψ〉 =
∑
n
αn√
n!
cn = ψ(α). (2.21)
Estas funciones ψ(α) pueden obtenerse en forma alternativa directamente a partir de
las funciones de onda en el espacio de coordenadas ψ(x), mediante la transformacio´n
de Bargmman
ψ(α) =
∫ +∞
−∞
dxA(x, α)ψ(x), (2.22)
con la funcio´n nu´cleo A(x, α) dada por
A(x, α) =
1
pi1/4
exp(−1
2
x2 +
√
2xα− 1
2
α2). (2.23)
No so´lo los vectores de estado pueden transformarse a su representacio´n en el
espacio de Bargman; tambie´n los operadores que actu´an sobre estos vectores tienen
una realizacio´n en este espacio. Como todo operador puede construirse a partir de
los operadores de creacio´n y aniquilacio´n, alcanza con determinar la representacio´n
para aˆ† y aˆ. A partir de (2.1), (2.9) y (2.18), es fa´cil ver que
aˆ†ψ(α) = 〈α∗‖aˆ†|ψ〉 = α〈α∗‖ψ〉 = αψ(α),
aˆψ(α) = 〈α∗‖aˆ|ψ〉 = d
dα
〈α∗‖ψ〉 = d
dα
ψ(α), (2.24)
lo que indica que en este espacio, los operadores aˆ† y aˆ se mapean segu´n
aˆ† −→ α, aˆ −→ d
dα
(2.25)
La posibilidad de utilizar estados coherentes como una base, junto al hecho que
los mismos son autoestados del operador de aniquilacio´n, es de suma importancia en
o´ptica cua´ntica. Como hemos visto, trabajar con estos estados resulta conveniente
al momento de reducir el a´lgebra de operadores a un a´lgebra de funciones complejas.
Veamos como ejemplo que´ resulta al calcular el valor esperado del operador de campo
Eˆ (A.62) para un estado de este tipo. Dado que los estados coherentes no tienen
un nu´mero definido de fotones, el valor esperado del operador de aniquilacio´n no
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es cero, como ocurre en el caso de estados de Fock (Seccio´n A.4). De (2.1) y (2.2)
vemos que
〈α|aˆ|α〉 = α,
〈α|aˆ†|α〉 = α∗. (2.26)
A partir de estos resultados,
〈α|Eˆ|α〉 = i εˇ
√
2pi~ω
L3
〈α| (aˆeik·r − aˆ†e−ik·r) |α〉
= i εˇ
√
2pi~ω
L3
(
αeik·r − α∗e−ik·r)
= −2 εˇ |α|
√
2pi~ω
L3
sen(k · r+ ϑ). (2.27)
Esta expresio´n tiene la forma de una onda electromagne´tica cla´sica (A.22), de am-
plitud |α|, y con una constante de fase ϑ a ser determinada de la relacio´n α = |α|eiϑ.
Entonces, los estados coherentes son estados para los cuales el valor esperado del ope-
rador de campo Eˆ se asemeja al campo cla´sico E. La expresio´n de la segunda l´ınea
en (2.27) es formalmente ide´ntica a la expresio´n para un campo ele´ctrico cuantizado
(A.62), pero los operadores de aniquilacio´n y creacio´n, aˆ y aˆ† han sido sustituidos
por los nu´meros complejos α y α∗.
En forma ana´loga puede calcularse el valor esperado para el cuadrado del campo
electromagne´tico,
〈α|Eˆ2|α〉 = 〈α|Eˆ · Eˆ|α〉
= −2pi~ω
L3
〈α| [aˆ2e2ik·r − (1 + 2aˆ†aˆ) + (aˆ†)2e−2ik·r] |α〉
=
2pi~ω
L3
[
1 + 2|α|2 − α2e2ik·r − α∗2e−2ik·r] , (2.28)
y vemos que la expresio´n resultante tambie´n podr´ıa haberse obtenido reemplazando
los operadores de aniquilacio´n y creacio´n en la expresio´n del operador de campo,
por α y α∗.
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2.1.2. Operador de Desplazamiento
Una forma alternativa de ver un estado coherente, es escribiendo (2.9) como
|α〉 = e− 12 |α|2
∞∑
n=0
(αaˆ†)n
n!
|0〉 = e− 12 |α|2eαaˆ†|0〉 = e− 12 |α|2eαaˆ†e−αaˆ|0〉. (2.29)
Si hacemos uso de la identidad eAeB = eA+B+
1
2
[A,B] (Sakurai, 1985), la cual es va´lida
para cualquier par de operadores A,B tales que [[A,B], A] = [[A,B], B] = 0, se llega
a
|α〉 = eαaˆ†−α∗aˆ|0〉. (2.30)
Si definimos el operador D(α) ≡ eαaˆ†−α∗aˆ, entonces podemos ver al estado cohe-
rente |α〉 como generado por este operador de desplazamiento a partir del estado
fundamental del oscilador
|α〉 = D(α)|0〉. (2.31)
Algunas propiedades
(a) D es un operador unitario.
(b) D†(α) = D−1(α) = D(−α)
(c) El operador D(β) actuando sobre el estado coherente |α〉 da, a menos de
una factor de fase, un nuevo estado coherente desplazado del primero
D(β)|α〉 = D(β)D(α)|0〉 = e 12 (βα∗−β∗α)|α+ β〉 (2.32)
2.1.3. Funcio´n de Onda en el Espacio de Coordenadas
Introduzcamos el par de operadores Hermı´ticos qˆ y pˆ, que representan la coor-
denada y el impulso del modo del oscilador. Estos operadores deben obedecer la
relacio´n de conmutacio´n cano´nica [qˆ, pˆ] = i, y pueden ser definidos a partir de los
41
operadores aˆ, aˆ† mediante las relaciones
qˆ =
1√
2
(aˆ+ aˆ†),
pˆ =
i√
2
(aˆ† − aˆ), (2.33)
que pueden ser invertidas para obtener
aˆ =
1√
2
(qˆ + ipˆ),
aˆ† =
1√
2
(qˆ − ipˆ), (2.34)
A partir de la definicio´n (2.1), vemos que
aˆ|α〉 = 1√
2
(qˆ + ipˆ)|α〉 = α|α〉. (2.35)
Dado que el operador pˆ puede ser representado por el operador derivada pˆ|q〉 =
i(d/dq)|q〉, donde |q〉 es un autoestado de qˆ con autovalor q, obtenemos la siguiente
ecuacio´n diferencial
d
dq
〈q|α〉 = −
√
2(
q√
2
− α)〈q|α〉, (2.36)
que puede ser integrada fa´cilmente. Entonces la funcio´n de onda normalizada del
estado coherente |α〉 en el espacio de coordenadas, es
〈q|α〉 = 1
(pi)1/4
e
−( 1√
2
q−α)2
. (2.37)
Esta funcio´n, que tiene la forma de un paquete de onda Gaussiano, no es ma´s
que un corrimiento de la funcio´n de onda del oscilador en su estado fundamental
(Sakurai, 1985), lo cual refleja, que como vimos en (2.31), la forma de generar un
estado coherente es mediante desplazamientos del estado fundamental en el plano
complejo α.
2.1.4. Producto de Incertezas
Dado un observable A, se define un operador
∆A ≡ A− 〈A〉, (2.38)
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donde el valor esperado se toma sobre un cierto estado f´ısico. El valor esperado de
〈(∆A)2〉 se conoce como dispersio´n de A 2,
〈(∆A)2〉 = 〈A2〉 − 〈A〉2. (2.39)
Dados dos observables A y B, se cumple que
〈(∆A)2〉〈(∆B)2〉 ≥ 1
4
|〈[A,B]〉|2, (2.40)
independientemente de cual sea el estado utilizado al calcular los valores esperados.
Esta relacio´n generaliza el principio de incerteza de Heisenberg para dos operadores
arbitrarios.
En el caso en que A y B se elijan como qˆ y pˆ, o viceversa, se obtiene la bien
conocida relacio´n
∆qˆ∆pˆ ≥ 1
2
. (2.41)
Usando las expresiones dadas en (2.33), es fa´cil calcular el valor de este producto de
incertezas sobre un estado coherente
〈pˆ〉 = 〈α|pˆ|α〉 = i√
2
(α∗ − α),
〈qˆ〉 = 〈α|qˆ|α〉 = 1√
2
(α+ α∗),
〈pˆ2〉 = 〈α|pˆ2|α〉 = 1
2
− 1
2
(α− α∗)2,
〈qˆ2〉 = 〈α|q2|α〉 = 1
2
+
1
2
(α + α∗)2, (2.42)
y en consecuencia
(∆pˆ)2 = (∆qˆ)2 =
1
2
⇒ ∆pˆ∆qˆ = 1
2
(2.43)
Por lo tanto, los estados coherentes, son estados que minimizan el producto de
incerteza, con varianzas que esta´n igualmente distribuidas sobre un c´ırculo en el
espacio de fase.
2Es comu´n encontrar en la literatura el uso de ∆A para indicar
√〈(∆A)2〉 y (∆A)2 para 〈(∆A)2〉; en lo que
sigue, por simplicidad, tambie´n se usara´ esa notacio´n.
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Para ser ma´s expl´ıcitos, existe toda una familia de estados para los cuales el
producto de incertezas resulta ser un mı´nimo. Pauli (Pauli, 1980) demostro´ que la
funcio´n de onda en la representacio´n de coordenadas para estos estados generales es
de la forma
ψ(q) = 〈q|α〉 = (2pi(∆q)2)−1/4exp[i〈p〉q − (q − 〈q〉)
2
4(∆q)2
], (2.44)
y como se mostro´ en (2.37), los estados coherentes pertenecen a esta familia de
estados.
2.1.5. Distribucio´n de Wigner
Las funciones de distribucio´n de probabilidad en el espacio de fase son de gran
utilidad en f´ısica estad´ıstica cla´sica. E´stas permiten calcular los valores medios de
funciones que dependen de la posicio´n y del momento de las part´ıculas. Esto se lleva
acabo integrando dichas funciones sobre alguna regio´n en el espacio de fase (Pathria,
1977).
En meca´nica cua´ntica, los valores medios de un observable Aˆ se calculan a partir
de la expresio´n
〈Aˆ〉 =
∑
ψ
Pψ〈ψ|Aˆ|ψ〉 = Tr(ρˆAˆ), (2.45)
donde ρˆ =
∑
ψ Pψ〈ψ|ψ〉 es el operador densidad del sistema, y Pψ es la probabilidad
de que el sistema se encuentre en el estado cua´ntico |ψ〉. El principio de incerteza de
Heisenberg prohibe la existencia de una distribucio´n de probabilidad en el espacio de
fase, dado que no es posible determinar simulta´neamente la posicio´n y el momento de
una part´ıcula. Au´n as´ı, ciertas distribuciones pueden ser u´tiles en meca´nica cua´ntica,
permitiendo el ca´lculo de valores medios de funciones de los operadores de posicio´n
y momento, como integrales en el espacio de fase. Las mismas constituyen una
herramienta para estudiar sistemas cua´nticos a trave´s de su representacio´n en un
espacio de fases, en forma alternativa a la representacio´n de los estados como vectores
de un espacio de Hilbert.
De todas las distribuciones en el espacio de fase, la distribucio´n de Wigner es la
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que aparece en forma natural, si se busca un ana´logo en meca´nica cua´ntica de una
distribucio´n de probabilidad cla´sica. La misma puede ser escrita en la forma
W (q, p) =
1
2pi
∫ ∞
−∞
eipx
〈
q − x
2
|ρˆ|q + x
2
〉
dx, (2.46)
donde p y q son variables conjugadas. La expresio´n (2.46), a menos de una constante
de normalizacio´n, es la utilizada originalmente por Wigner en su art´ıculo (Wigner,
1932). Puede demostrarse (Davidovich, 1998) que esta distribucio´n es la u´nica en
el espacio de fase que da las distribuciones marginales correctas, es decir, que cada
una de e´stas coincide con la distribucio´n de probabilidad de la cuadratura corres-
pondiente: ∫
dpW (q, p) = 〈q|ρˆ|q〉,
∫
dqW (q, p) = 〈p|ρˆ|p〉. (2.47)
Estas propiedades (2.47) deben seguir siendo va´lidas al rotar los ejes en el espacio
de fase por un a´ngulo arbitrario θ, de modo que
qˆθ = Uˆ
†(θ)qˆUˆ(θ) = qˆcosθ + pˆsenθ,
pˆθ = Uˆ
†(θ)pˆUˆ(θ) = −qˆsenθ + pˆcosθ, (2.48)
siendo la transformada inversa,
qˆ = qˆθcosθ − pˆθsenθ,
pˆ = qˆθsenθ + pˆθcosθ. (2.49)
Entonces, bajo la rotacio´n del sistema de coordenadas, la expresio´n en (2.47) es:
P (θ) =
∫
W (qˆθcosθ − pˆθsenθ, qˆθsenθ + pˆθcosθ) , (2.50)
con
P (θ) = 〈q|Uˆ †(θ)ρˆUˆ(θ)|q〉. (2.51)
La expresio´n (2.50) da la distribucio´n de probabilidad para qˆθ a partir de la funcio´n
de Wigner W (qˆ, pˆ). Esta transformacio´n llamada transformada de Radon (Radon,
1917), permite reconstruir en forma un´ıvoca la funcio´n de distribucio´n W (qˆ, pˆ) a
partir de la transformada inversa, si se conoce la funcio´n P (θ).
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Una de las propiedades importantes de la distribucio´n de Wigner, es que puede ser
utilizada para calcular valores medios de todo operador cua´ntico que sea una funcio´n
sime´trica de qˆ y pˆ, en forma ana´loga a lo que uno har´ıa en meca´nica estad´ıstica
cla´sica. La asociacio´n entre el valor esperado de esta clase de operadores e integrales
del tipo cla´sicas en el espacio de fase, esta´ dada por (Moyal and Bartlett, 1949):
Tr
(
ρˆ{qˆ2pˆ}sim
)
= Tr
[
ρˆ
(
qˆ2pˆ+ qˆpˆqˆ + pˆqˆ2
)
/3
]
=
∫ +∞
−∞
dqdpW (q, p)q2p, (2.52)
y en general
Tr (ρˆ{qˆmpˆn}sim) =
∫ +∞
−∞
dqdpW (q, p)qmpn. (2.53)
La misma propiedad (2.52) puede ser expresada en te´rmino de aˆ y aˆ†, mediante
Tr
[
ρˆ(aˆaˆ† + aˆ†aˆ)/2
]
=
∫
(d2α/pi)αα∗W (α, α∗). (2.54)
En la igualdad anterior, W (α, α∗) es la expresio´n de la distribucio´n de Wigner tam-
bie´n en te´rmino de aˆ y aˆ†:
W (α, α∗) = 2Tr
[
ρˆDˆ(α, α∗)eipiaˆ
†aˆDˆ−1(α, α∗)
]
, (2.55)
siendo Dˆ(α, α∗) el operador de desplazamiento definido en (2.30) 3. Alternativa-
mente, pueden introducirse otras distribuciones en el espacio de fase, asociadas
con un ordenamiento normal o antinormal, de funciones de los operadores aˆ y aˆ†
(Glauber, 1963a; Scully and Zubairy, 1997). Tales distribuciones, son conocidas co-
mo P -representacio´n y Q-representacio´n, respectivamente. Sin embargo, ninguna de
e´stas permite obtener las distribuciones marginales correctas.
Para ciertos estados del campo electromagne´tico, no resulta dif´ıcil obtener la
funcio´n de Wigner, a partir de (2.46). Para el estado de vac´ıo
W (q, p) =
1
2pi
∫ ∞
−∞
eipx
〈
q − x
2
|0
〉〈
0|q + x
2
〉
dx
=
1
2pi
∫ ∞
−∞
eipxψ0 (q − 1/2)ψ∗0 (q + 1/2) dx, (2.56)
3La funcio´n de Wigner en (2.55) implica una normalizacio´n diferente con respecto a la dada en (2.46):W → 2piW ,
de modo que
∫
(d2α/pi)W (α, α∗) = 1.
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donde ψ0(q) = 1/(pi)
1/4e−
1
2
q2 es la funcio´n de onda del oscilador armo´nico en el
estado fundamental (Fig. 2.1). Entonces:
W0(q, p) =
1√
2pi
e−q
2
(
1√
2pi
∫ ∞
−∞
eipxe−(
x
2 )
2
dx
)
=
1
pi
e−q
2−p2 . (2.57)
Figura 2.1: Funcio´n de Wigner para el estado de vac´ıo. Las fluctuaciones esta´n igualmente dis-
tribuidas en ambas cuadraturas q y p; la proyeccio´n de la funcio´n de Wigner sobre el espacio de
fase es un c´ırculo centrado en el origen (recuadro superior).
La funcio´n de Wigner para un estado coherente |α〉, se obtiene de forma ana´loga
a la del caso anterior, recordando que su funcio´n de onda es un desplazamiento en
el plano complejo de la funcio´n de onda del vac´ıo (2.37), y que el para´metro α se
relaciona con los autovalores de los operadores de posicio´n y momento mediante
α = q0 + ip0 (2.35):
Wcoh(q, p) =
1√
2pi
e−(q−q0)
2
(
1√
2pi
∫ ∞
−∞
ei(p−p0)xe−(
x
2 )
2
dx
)
=
1
pi
e−(q−q0)
2−(p−p0)2 . (2.58)
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El desplazamiento de la funcio´n de onda para un estado coherente respecto de la
Figura 2.2: Funcio´n de Wigner para un estado coherente. En este caso el gra´fico es completamente
ana´logo al del vac´ıo (Fig. 2.57), pero se encuentra desplazado en el espacio de fase; esto da un valor
medio no nulo del campo ele´ctrico.
del vac´ıo del campo electromagne´tico, se traduce en un desplazamiento de la funcio´n
de Wigner en el espacio de fase (Fig. 2.2).
Para los estados de Fock del campo electromagne´tico, la funcio´n de onda en la
representacio´n de coordenadas es de la forma 〈q|n〉 = ψn(q) = 1√
n!2n
√
pi
e−
1
2
q2Hn(q),
donde Hn(q) es el polinomio de Hermite de orden n. Entonces, para el estado de un
foto´n |1〉,
W1(q, p) =
√
2
1
pi
e−q
2
(
1√
2pi
∫ ∞
−∞
eipx
(
q2 − x
2
4
)
e−
x2
4 dx
)
=
1
pi
e−q
2−p2 (2q2 + 2p2 − 1) . (2.59)
Esta funcio´n es negativa en el interior de la circunferencia de radio 1√
2
, anula´ndose
en el borde de la misma (Fig. 2.3). Para estados de Fock con un nu´mero mayor de
fotones, la cantidad de ceros de la funcio´n siempre coincide con n, y aparecen ma´s y
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ma´s regiones del espacio de fase donde la funcio´n de distribucio´n se vuelve negativa
(Fig. 2.4).
Figura 2.3: Ejemplo de funcio´n de Wigner para estados no-Gaussianos del campo electromagne´tico.
En este caso el gra´fico corresponde a la funcio´n de Wigner para el estado de Fock de un foto´n. La
funcio´n de distribucio´n se vuelve negativa en torno al origen.
Figura 2.4: Estado de Fock con n = 4.
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La negatividad de la funcio´n de Wigner para ciertos estados, hace que no pueda
ser interpretada como una verdadera distribucio´n de probabilidad, y es la razo´n
por la cual se la suele llamar funcio´n de cuasi-probabilidad. Si bien para estados
Gaussianos, como es el caso de los estados coherentes, es siempre positiva y en
general bien comportada (sin singularidades), puede ser negativa para estados no-
Gaussianos, tales como los estados nu´mero. Este comportamiento puede pensarse
como una consecuencia del principio de incerteza: dado que no es posible medir
simulta´neamente q y p, no es posible contar con una verdadera distribucio´n de
probabilidad, en el marco de la meca´nica cua´ntica.
Un ana´lisis que resulta de intere´s, es la comparacio´n entre estados que son una
superposicio´n de dos estados coherentes, digamos por ejemplo,
|ψ〉 = N (|α〉+ | − α〉) , (2.60)
donde N es una constante de normalizacio´n, y una mezcla estad´ıstica de los mismos
dos estados coherentes anteriores, cuya matriz densidad esta´ dada por:
ρˆ =
1
2
(|α〉〈α|+ | − α〉〈−α|) . (2.61)
Por simplicidad elijamos α = α0 = q0, con q0 real. Entonces, la funcio´n de Wigner
correspondiente a (2.61), es simplemente la suma de dos funciones Gaussianas, cada
una de las cuales, puede obtenerse a partir de (2.58):
W (q, p) =
1
2pi
(
e−(q−q0)
2−p2 + e−(q+q0)
2−p2
)
. (2.62)
En cambio, la correspondiente funcio´n de Wigner para el estado definido en (2.60),
contiene un te´rmino de interferencia, el cual refleja la superposicio´n coherente de los
estados |α0〉 y | − α0〉:
W (q, p) =
N
pi
(
e−(q−q0)
2−p2 + e−(q+q0)
2−p2 + e−q
2−p2cos(2pq0)
)
. (2.63)
Como consecuencia de este te´rmino de interferencia, la funcio´n de Wigner, es nega-
tiva en torno al origen del espacio de fase (Fig. 2.5), a diferencia de (2.62) que es
siempre positiva.
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Figura 2.5: Funcio´n de Wigner para una superposicio´n de dos estados coherentes, |ψ〉 ∝
(|α〉+ | − α〉).
Entonces, la medida de la funcio´n de Wigner (Leibfried et al., 1996; Banaszek
et al., 1999), puede utilizarse como herramienta para distinguir entre distintos esta-
dos del campo electromagne´tico, mostrando negatividad para estados que no tienen
una contrapartida cla´sica. Los te´rminos oscilatorios en la funcio´n de Wigner, aso-
ciados a la interferencia, permiten distinguir superposiciones coherentes de estados
cua´nticos, de ensambles estad´ısticos. La evolucio´n temporal de la funcio´n de Wigner,
entonces, permite estudiar procesos de decoherencia, observando la desaparicio´n de
tales oscilaciones.
2.2. Estados Coherentes de Momento Angular
Los estados coherentes de momento angular, conocidos como estados de esp´ın
coherentes (EEC), o estados coherentes ato´micos, tambie´n juegan un rol impor-
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tante en muchos modelos de o´ptica cua´ntica. Si bien el intere´s sobre estos estados
no esta´ limitado a sistemas rotantes, resulta simple definirlos en te´rminos de au-
toestados de momento angular |j,m〉, donde j es un valor entero o semientero y
m = −j,−j + 1, ..., j. La accio´n de los operadores de momento angular Jˆ3, Jˆ± sobre
el estado |j,m〉 esta´ dada por
Jˆ3|j,m〉 = m|j,m〉,
Jˆ±|j,m〉 = [(j ∓m)(j ±m+ 1)]1/2|j,m± 1〉. (2.64)
El conjunto de estados {|j,m〉} puede generarse por la aplicacio´n sucesiva del opera-
dor Jˆ+(Jˆ−) sobre el estado |j,−j〉 (|j, j〉). Por ejemplo, de aplicar k veces el operador
Jˆ+ sobre el estado correspondiente a m = −j, podemos ver que
|j,−j + k〉 =
√
(2j − k)!
2j!k!
Jˆk+|j,−j〉
=
√
(j −m)!
2j!(j +m)!
Jˆ j+m+ |j,−j〉, (2.65)
en donde se hizo la sustitucio´n −j + k = m. Esta expresio´n se puede sustituir por
otra ma´s compacta
|j,m〉 = 1
(j +m)!
(C2jj+m)
−1/2Jˆ j+m+ |j,−j〉, (2.66)
donde C2jj+m es el nu´mero combinatorio 2j
j +m
 . (2.67)
Un estado coherente de momento angular |θ, ϕ〉, se define como un autoestado
de la componente del momento angular Jˆ en la direccio´n de un vector arbitrario
~n = (senθcosϕ, senθsenϕ, cosθ)
(Jˆ · ~n)|θ, ϕ〉 = λ|θ, ϕ〉, (2.68)
donde θ y ϕ son los a´ngulos polar y azimutal respectivamente, y con λ se indica
el autovalor correspondiente. Por otra parte, dada una rotacio´n R en el espacio
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de coordenadas, especificada por la direccio´n ~n y de para´metro α, el operador que
implementa esta rotacio´n sobre el estado cua´ntico |j,m〉 es de la forma (Cohen-
Tannoudji et al., 1988)
Rˆ~n(α) = e
−iαJˆ ·~n. (2.69)
El estado rotado se obtiene mediante
|j,m〉′ = Rˆ~n(α)|j,m〉, (2.70)
en tanto que, los observables se transforman segu´n
A′ = Rˆ~n(α)ARˆ
†
~n(α). (2.71)
La componente del operador de momento angular en la direccio´n (θ, ϕ) puede obte-
nerse rotando Jˆ3, el cual se identifica con la componente z del operador de momento
angular Jˆ , un a´ngulo θ en torno al eje ~n = −senϕ iˆ + cosϕ jˆ, mediante el operador
Rˆ~n(θ) ≡ Rˆ(θ, ϕ) = exp{iθ(Jˆxsenϕ− Jˆycosϕ)}
= exp{−1
2
θ(e−iϕJˆ+ − eiϕJˆ−)}. (2.72)
Dado que el estado |j,−j〉 es autoestado de Jˆ3 con autovalor−j, entonces Rˆ(θ, ϕ)|j,−j〉
sera´ autoestado de Jˆ ′3 = Rˆ(θ, ϕ)Jˆ3Rˆ
†(θ, ϕ) con el mismo autovalor
Rˆ(θ, ϕ)Jˆ3Rˆ
†(θ, ϕ)(Rˆ(θ, ϕ)|j,−j〉) = Rˆ(θ, ϕ)Jˆ3Rˆ−1(θ, ϕ)Rˆ(θ, ϕ)|j,−j〉
= Rˆ(θ, ϕ)Jˆ3|j,−j〉 = −j(Rˆ(θ, ϕ)|j,−j〉), (2.73)
en donde se ha utilizado el hecho que Rˆ†(θ, ϕ) = Rˆ−1(θ, ϕ). En relacio´n a nues-
tra definicio´n inicial (2.68), la expresio´n anterior muestra que el estado |θ, ϕ〉, es
autoestado del operador Jˆn = Jˆ · ~n, con autovalor −j.
El operador de rotacio´n (2.72), puede escribirse en una forma ma´s conveniente
usando la relacio´n (Barnett and Radmore, 1997)
exp(ξJˆ+ − ξ∗Jˆ−) = exp(zJˆ+)exp(ηJˆz)exp(−z∗Jˆ−), (2.74)
ξ = −θ
2
exp(−iϕ) z = − tan(θ
2
)exp(−iϕ) η = ln(1 + |z|2)
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De acuerdo a todo lo expuesto anteriormente, podemos escribir al estado coherente
|θ, ϕ〉 como
|θ, ϕ〉 = Rˆ(θ, ϕ)|j,−j〉
= exp(zJˆ+)exp(ηJˆz)|j,−j〉 = exp(−jη)exp(zJˆ+)|j,−j〉
⇒ |θ, ϕ〉 = (1 + |z|2)−j
2j∑
k=0
zk
k!
Jˆk+|j,−j〉
= (1 + |z|2)−j
j∑
m=−j
(C2jj+m)
1/2zj+m|j,m〉.
(2.75)
Esta expansio´n puede ser vista como la ana´loga a la expansio´n (2.9) de un estado
coherente del campo boso´nico en te´rmino de estados de Fock. Sin embargo, no debe-
mos olvidar que, mientras un estado coherente boso´nico es autoestado del operador
de aniquilacio´n aˆ, el estado coherente ato´mico |θ, ϕ〉 no es un autoestado del opera-
dor Jˆ−, sino de la componente del operador Jˆ en la direccio´n parametrizada por los
a´ngulos (θ, ϕ).
Los operadores de momento angular transformados por la rotacio´n, pueden en-
contrarse utilizando la relacio´n
exp(Aˆ)Bˆexp(−Aˆ) = Bˆ + [Aˆ, Bˆ] + 1
2!
[Aˆ, [Aˆ, Bˆ] +
1
3!
[Aˆ, [Aˆ, [Aˆ, Bˆ]]] + ...(2.76)
junto con las relaciones de conmutacio´n del a´lgebra su(2). En la expresio´n anterior
Aˆ y Bˆ son dos operadores cualesquiera. Por ejemplo, en el caso de Jˆ3
Rˆ(θ, ϕ)Jˆ3Rˆ
†(θ, ϕ) = exp[
1
2
θ(Jˆ−eiϕ − Jˆ+e−iϕ)]Jˆ3exp[−1
2
θ(Jˆ−eiϕ − Jˆ+e−iϕ)]
= Jˆ3 +
θ
2
(Jˆ−eiϕ + Jˆ+e−iϕ)− θ
2
2!
Jˆ3 + ...
=
1
2
Jˆ3cosθ + (Jˆ−eiϕ + Jˆ+e−iϕ)senθ (2.77)
Ana´logamente se obtienen en forma expl´ıcita Jˆ ′±
Rˆ(θ, ϕ)Jˆ±Rˆ†(θ, ϕ) = e±iϕ{cos2(θ
2
)Jˆ±e∓iϕ − sen2(θ
2
)Jˆ∓e±iϕ − senθJˆ3} (2.78)
Estas expresiones pueden ser utilizadas para calcular el valor esperado de las com-
ponentes del momento angular Jˆ = (Jˆ1, Jˆ2, Jˆ3), en el estado |θ, ϕ〉. Notar que
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Rˆ†(θ, ϕ) = Rˆ(−θ, ϕ), y por lo tanto
〈θ, ϕ|Jˆ3|θ, ϕ〉 = 〈j,−j|Rˆ(−θ, ϕ)Jˆ3Rˆ(θ, ϕ)|j,−j〉
= −jcosθ
〈θ, ϕ|Jˆ1|θ, ϕ〉 = −jsenθcosϕ (2.79)
〈θ, ϕ|Jˆ2|θ, ϕ〉 = −jsenθsenϕ,
donde se ha usado (2.77) y (2.78) cambiando θ por −θ. Esto muestra, que efectiva-
mente, la accio´n de Rˆ(θ, ϕ) produce la rotacio´n de Jˆ , dado que
〈θ, ϕ|Jˆ |θ, ϕ〉 = (−jsenθcosϕ,−jsenθsenϕ,−jcosθ) = −j~n. (2.80)
Como el operador Rˆ(θ, ϕ) es unitario, los valores esperados para Jˆ2i pueden cal-
cularse mediante
〈θ, ϕ|Jˆ2i |θ, ϕ〉 = 〈j,−j|Rˆ†(θ, ϕ)Jˆ2i Rˆ(θ, ϕ)|j,−j〉
= 〈j,−j|Rˆ†(θ, ϕ)JˆiRˆ(θ, ϕ)Rˆ†(θ, ϕ)JˆiRˆ(θ, ϕ)|j,−j〉 (2.81)
con i = 1, 2, 3. Se encuentra entonces que
〈θ, ϕ|Jˆ21 |θ, ϕ〉 = j2sen2θcos2ϕ+
j
2
(cos4(
θ
2
) + sen4(
θ
2
)− 1
2
sen2θcos(2ϕ))
〈θ, ϕ|Jˆ22 |θ, ϕ〉 = j2sen2θsen2ϕ+
j
2
(cos4(
θ
2
) + sen4(
θ
2
) +
1
2
sen2θcos(2ϕ))
〈θ, ϕ|Jˆ23 |θ, ϕ〉 = j2cos2θ +
j
2
sen2θ =
j
2
− j
2
(1− 2j)cos2θ (2.82)
y como era de esperar, se verifica que 〈Jˆ2〉 = j(j +1), dado que este valor no puede
cambiar por la accio´n de la rotacio´n del sistema. Las fluctuaciones en Jˆ1 y Jˆ2 resultan
de (2.80) y (2.82)
(∆Jˆ1)
2 =
j
2
− j
2
sen2θcos2ϕ
(∆Jˆ2)
2 =
j
2
− j
2
sen2θsen2ϕ. (2.83)
El producto de estas incertezas esta´ dado por
(∆Jˆ1)
2(∆Jˆ2)
2 = (
j
2
− j
2
sen2θcos2ϕ)(
j
2
− j
2
sen2θsen2ϕ)
=
j2
4
+
j2
4
sen2θ(1 + sen2θsen2ϕcos2ϕ)
≥ j
2
4
≥ j
2
4
cos2θ =
1
4
|〈Jˆ3〉|2. (2.84)
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A diferencia de lo que pasa con los estados coherentes del oscilador, los estados
coherentes de esp´ın no pueden ser estados de mı´nima incerteza para cualquier elec-
cio´n del vector ~n. Sin embargo, dado el estado |θ, ϕ〉, e´ste minimiza la relacio´n de
incerteza
(∆Jˆ ′1)
2(∆Jˆ ′2)
2 ≥ 1
4
|〈Jˆ ′3〉|2, (2.85)
con
Jˆ ′i = Rˆ(θ, ϕ)JˆiRˆ
†(θ, ϕ). (2.86)
Notar que e´sto es equivalente a tomar una terna de operadores (Jˆ ′1Jˆ
′
2Jˆ
′
3), donde Jˆ
′
3
representa la componente de Jˆ en la direccio´n de ~n, y por lo tanto, respecto de este
sistema, θ = 0.
Los estados coherentes de momento angular surgen naturalmente del modelo de
Jaynes-Cummings tratado en el Cap´ıtulo 1. Para tal sistema de dos niveles, j = 1
2
y
se identifica los estados fundamental y excitado |0〉 y |1〉, con los estados de momento
angular |1
2
,−1
2
〉 y |1
2
, 1
2
〉 respectivamente.
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Cap´ıtulo 3
Estados Comprimidos
El principio de incerteza de Heisenberg establece que, la desigualdad ∆A∆B ≥
1
2
|〈[A,B]〉|, se debe cumplir entre las desviaciones esta´ndar de dos observables arbi-
trarios A y B. El producto de estas desviaciones esta´ limitado por una cota inferior,
pero en principio, no hay ninguna restriccio´n al valor que pueda tomar cada una de
ellas por separado. Como hemos visto en el Cap´ıtulo 2, esta cota inferior se alcanza
para estados coherentes. Al mismo tiempo que minimizan el producto de incertezas
∆A∆B, los estados coherentes presentan la particularidad que ∆A = ∆B. Esto
significa, que los estados coherentes, tienen una distribucio´n isotro´pica del ruido
cua´ntico1para variables conjugadas. Existe otro tipo de estados cua´nticos, para los
cuales, una de las fluctuaciones puede estar reducida respecto a las fluctuaciones del
vac´ıo, o a las fluctuaciones sobre un estado coherente general. Esta reduccio´n de las
fluctuaciones sobre una de las variables, debe estar acompan˜ada del aumento de las
fluctuaciones sobre la variable conjugada, a fin de cumplir con el l´ımite impuesto por
la Meca´nica Cua´ntica. Si a la vez, estos estados son estados de mı´nima incerteza,
diremos que el estado es un estado comprimido2.
En este cap´ıtulo, comenzaremos analizando las propiedades de los estados com-
1Con la expresio´n ruido cua´ntico nos referimos a la incerteza de alguna cantidad f´ısica debido, exclusivamente,
a su origen cua´ntico. La meca´nica cua´ntica predice que el proceso de medida, tiene en s´ı mismo, un efecto que es el
de agregar ruido al sistema. Este ruido, entonces, puede estar presente en todo sistema cua´ntico, aunque las fuentes
convencionales de ruido, como vibraciones, fluctuaciones te´rmicas, etc., puedan ser suprimidas.
2El te´rmino original en ingle´s es squeezed state, que proviene del verbo to squeeze: apretar, estrujar, estrechar;
como sustantivo squeeze: estrujo´n, apreto´n.
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primidos cuando las variables conjugadas son las dos cuadraturas del campo elec-
tromagne´tico. Luego, extenderemos el concepto a sistemas de momento angular.
3.1. Estados Comprimidos de Luz
Consideremos un campo electromagne´tico con un u´nico modo de oscilacio´n. Hemos
visto (ver Cap´ıtulo 2), que es posible definir dos variables adimensionales qˆ y pˆ, en
te´rmino de los operadores de aniquilacio´n y creacio´n, mediante las expresiones
qˆ =
1√
2
(aˆ+ aˆ†),
pˆ =
i√
2
(aˆ† − aˆ), (3.1)
que a partir de las relaciones de conmutacio´n entre aˆ y aˆ†, verifican
[qˆ, pˆ] = i. (3.2)
qˆ y pˆ se comportan como dos variables conjugadas, obedeciendo la relacio´n de in-
certeza
∆qˆ∆pˆ ≥ 1
2
. (3.3)
Una interpretacio´n alternativa de qˆ y pˆ, surge al expresar el vector campo ele´ctrico
E(~r, t) en te´rmino de estas variables. Dado que,
Eˆ(~r, t) = l(ω)~ε[aˆei(k¯.~r−ωt) + aˆ†e−i(k¯.~r−ωt)], (3.4)
donde l(ω) es alguna funcio´n real de la frecuencia, y ~ε es el vector de polarizacio´n.
Entonces, a partir de la definicio´n (3.1), obtenemos
Eˆ(~r, t) =
√
2l(ω)~ε[qˆcos(k¯.~r − ωt)− pˆsen(k¯.~r − ωt)]. (3.5)
De aqu´ı que, qˆ y pˆ representan las amplitudes con las que oscilan las dos cuadraturas
en las que puede descomponerse el campo Eˆ(~r, t).
Como vimos, es una caracter´ıstica de los estados coherentes de luz, incluyendo el
estado de vac´ıo, que las dispersiones de estas dos variables son ambas iguales a 1
2
, al-
canzado el valor mı´nimo del producto de incertezas. Para estos estados encontramos
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una distribucio´n de qˆ y pˆ en el espacio de las fases, que presenta simetr´ıa circular
(Figura 3.1). Sin embargo, como ya comentamos en el Cap´ıtulo 2, existe toda una
familia de estados de mı´nima incerteza, cuya funcio´n de onda en la representacio´n de
coordenadas esta´ dada por un paquete de onda Gaussiano (2.44). La varianza (∆qˆ)2
para estos estados generales, no es necesariamente igual a 1
2
, como lo es para estados
coherentes. En el caso en que, (∆qˆ)2 (o bien (∆pˆ)2) sea menor a 1
2
, la distribucio´n
en el espacio de fases toma forma el´ıptica, y diremos que el estado esta´ comprimido.
Figura 3.1: Distribucio´n de las cuadraturas del campo ele´ctrico (a) para un estado de luz coherente,
(b) para un estado de luz comprimido por el operador S(ζ)
En forma intuitiva, uno podr´ıa pensar que esta familia de estados comprimidos
de mı´nima incerteza, puede obtenerse a partir de estados coherentes, mediante una
transformacio´n de escala, que comprima, por ejemplo, el eje q al mismo tiempo que
dilata el eje p (Davidovich, 1998)
q ⇒ erq
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p ⇒ e−rp, (3.6)
para un valor arbitrario (y en principio real) del para´metro r. Siguiendo esta idea,
la funcio´n de onda de tales estados, estar´ıa dada por
φα(q, r) = Nrψα(erq), φ˜α(p, r) = N˜rψ˜α(e−rp), (3.7)
donde
ψ(q) = 〈q|α〉 = (2pi(∆q)2)−1/4exp[i〈p〉q − (q − 〈q〉)
2
4(∆q)2
] (3.8)
ψ˜(p) = 〈p|α〉 = 1√
2pi
∫
dqe−ipqψ(q), (3.9)
y (∆q)2 = (∆p)2 = 1
2
en el caso de estados coherentes. Dado que ψα(q) esta´ nor-
malizada a la unidad, al imponer la misma condicio´n sobre φα(q, r) se obtienen las
constantes de normalizacio´n Nr y N˜r∫
φ∗α(q, r)φα(q, r)dq = |Nr|2
∫
ψ∗α(e
rq)ψα(e
rq)dq
= |Nr|2e−r
∫
ψ∗α(q
′)ψα(q′)dq′ = 1
⇒ Nr = er/2. (3.10)
Ana´logamete, se encuentra que N˜r = e−r/2. Entonces tenemos:
φα(q, r) ∼ e
r/2
(2pi(∆q)2)1/4
exp[−e
2r(q − 〈q〉)2
4(∆q)2
] =
1
(2pie−2r(∆q)2)1/4
exp[− (q − 〈q〉)
2
4e−2r(∆q)2
]
φ˜α(p, r) ∼ e
−r/2
(2pi(∆p)2)1/4
exp[−e
−2r(p− 〈p〉)2
4(∆p)2
] =
1
(2pie2r(∆p)2)1/4
exp[−(p− 〈p〉)
2
4e2r(∆p)2
]
que, al menos en forma cualitativa, nos permite ver en que medida son afectadas las
dispersiones de ambas cuadraturas
(∆q′)2 = e−2r(∆q)2
(∆p′)2 = e2r(∆p)2. (3.11)
Esto nos indica, que es posible encontrar estados, que para ciertos valores del
para´metro r, cumplan con que (∆q′)2 < 1
2
, al tiempo que (∆p′)2 > 1
2
.
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3.1.1. El Operador de Squeezing
Consideremos el estado de vac´ıo bajo la transformacio´n de escala anterior (3.6);
para este estado particular la funcio´n de onda en la q-representacio´n, esta´ dada por
φ0(q, r) = e
r/2ψ0(e
rq), (3.12)
con ψ0(q) = (1/pi)
1/4e−q
2/2 (ver 2.37). Derivando φ0(q, r) = 〈q|φ0(r)〉 con respecto a
r, se obtiene:
∂
∂r
〈q|φ0(r)〉 = 1
2
φ0 − (erq)2φ0 = 1
2
φ0 + q
∂
∂q
φ0
=
1
2
∂
∂q
(qφ0) +
1
2
q
∂
∂q
φ0 =
1
2
(
∂
∂q
q + q
∂
∂q
)φ0 =
i
2
〈q|(pˆqˆ + qˆpˆ)|φ0(r)〉, (3.13)
en donde se ha hecho uso de que qˆ|q〉 = q|q〉, y de la representacio´n del operador pˆ
en la base de coordenadas, 〈q|pˆ|φ0〉 = −i ∂∂q 〈q|φ0〉. Tenemos entonces, que el estado
que representa el vac´ıo comprimido, cumple la siguiente ecuacio´n diferencial:
∂
∂r
|φ0(r)〉 = i
2
(pˆqˆ + qˆpˆ)|φ0(r)〉 = 1
2
(aˆ2 − aˆ†2)|φ0(r)〉, (3.14)
que una vez integrada da la expresio´n para |φ0(r)〉 ≡ |r, 0〉
|r, 0〉 = Sˆ(r)|0〉, (3.15)
donde Sˆ(r) = exp[(r/2)(aˆ2 − aˆ†2)] es el operador de squeezing. En una forma ma´s
amplia, uno podr´ıa partir de las cuadraturas generalizadas
qˆθ =
1√
2
(aˆe−iθ + aˆ†eiθ)
pˆθ =
i√
2
(aˆ†eiθ − aˆe−iθ), (3.16)
obtenie´ndose
Sˆ(ζ) = exp[
1
2
(ζ∗aˆ2 − ζaˆ†2)], (3.17)
con ζ = re2iθ, lo que implica una combinacio´n de squeezing y rotacio´n, que co-
rresponde a una compresio´n de la cuadratura qθ y una dilatacio´n en la cuadratura
qθ+pi/2.
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El resto de los estados comprimidos con incerteza mı´nima pueden obtenerse apli-
cando la transformacio´n de squeezing sobre un estado coherente general |α〉
|ζ, α〉 = Sˆ(ζ)|α〉 = Sˆ(ζ)Dˆ(α)|0〉, (3.18)
donde Dˆ(α) es el operador de desplazamiento definido en (2.30). Alternativamente,
puede obtenerse todo un conjunto de estados comprimidos de mı´nima incerteza
mediante un desplazamiento del vac´ıo comprimido
|α, ζ〉 ≡ Dˆ(α)|ζ, 0〉 = Dˆ(α)Sˆ(ζ)|0〉. (3.19)
Como los operadores Sˆ(ζ) y Dˆ(α) no conmutan, los estados |ζ, α〉 y |α, ζ〉 son dife-
rentes entre s´ı.
Este operador de squeezing puede ser interpretado como el operador de evolucio´n
correspondiente al Hamiltoniano
Hint ∝ aˆ2 − aˆ†2, (3.20)
asociado a procesos de emisio´n y absorcio´n de dos fotones. Este tipo de Hamilto-
nianos aparecen en o´ptica no lineal, relacionados con procesos tales como el efecto
Kerr, en do´nde la luz viaja a trave´s de un medio con un ı´ndice de refraccio´n que
depende de la intensidad, mediante la utilizacio´n de un resonador parame´trico o´pti-
co (OPO), el cual ba´sicamente consiste de un oscilador armo´nico cuyos para´metros
oscilan en el tiempo a una frecuencia o´ptica, o mediante el acoplamiento con una
muestra de a´tomos en el interior de una cavidad. La generacio´n de este tipo de
estados por diferentes procesos adema´s de los mencionados, a sido bien probada
experimentalmente por ma´s de una de´cada, observa´ndose una efectiva reduccio´n del
ruido cua´ntico (Drummond and Ficek, 2004; Bachor and Ralph, 2004).
3.1.2. Ana´lisis de las Fluctuaciones en las Cuadraturas
A fin de demostrar que el estado |ζ, α〉 = Sˆ(ζ)|α〉 definido en (3.18), efectivamente
es un estado comprimido, debemos calcular en forma expl´ıcita las fluctuaciones del
campo. Para tal propo´sito y haciendo uso de la expansio´n (2.74), hallaremos primero
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la expresio´n para aˆ y aˆ† bajo la transformacio´n unitaria dada por Sˆ(ζ)
Sˆ(ζ)aˆSˆ†(ζ) = aˆ+ ζaˆ† +
1
2!
|ζ|2aˆ+ 1
3!
ζ|ζ|2aˆ† + ...
= aˆcosh|ζ|+ ζ|ζ| aˆ
†senh|ζ| = aˆcoshr + aˆ†e2iθsenhr
Sˆ(ζ)aˆ†Sˆ†(ζ) = aˆ†coshr + aˆe−2iθsenhr. (3.21)
Dado que Sˆ†(ζ) = Sˆ(−ζ) = Sˆ−1(ζ), obtenemos el conjunto de operadores transfor-
mados
Sˆ†(ζ)qˆSˆ(ζ) = qˆcoshr − qˆφsenhr
Sˆ†(ζ)pˆSˆ(ζ) = pˆcoshr + pˆφsenhr (3.22)
Sˆ†(ζ)qˆ2Sˆ(ζ) = Sˆ†(ζ)qˆSˆ(ζ)Sˆ†(ζ)qˆSˆ(ζ) = qˆ2cosh2r + qˆ2φsenh
2r − {qˆ, qˆφ}senhrcoshr
Sˆ†(ζ)pˆ2Sˆ(ζ) = pˆ2cosh2r + pˆ2φsenh
2r + {pˆ, pˆφ}senhrcoshr,
donde se ha hecho la sustitucio´n φ = 2θ. Calculando los valores esperados de e´stos
operadores en un estado |α〉, pueden obtenerse las expresiones para (∆q′)2 y (∆p′)2:
〈(∆q′)2〉 = 〈(∆q)2〉cosh2r + 〈(∆qφ)2〉senh2r
+ [2〈q〉〈qφ〉 − 〈{qˆ, qˆφ}〉]senhrcoshr
〈(∆p′)2〉 = 〈(∆p)2〉cosh2r + 〈(∆pφ)2〉senh2r
− [2〈p〉〈pφ〉 − 〈{pˆ, pˆφ}〉]senhrcoshr, (3.23)
donde los valores esperados en el lado izquierdo se refieren a un estado |ζ, α〉, en tanto
que en el lado derecho, deben calcularse sobre el estado |α〉. El ca´lculo resulta simple
recordando que el estado coherente |α〉(〈α|) es autoestado de aˆ (aˆ†) con autovalor
α (α∗), y que para tales estados, tanto (∆qφ)2 como (∆pφ)2 toman el valor 12 para
todo φ (ver Cap´ıtulo 2). Entonces
(∆q′)2 =
1
2
cosh2r − 1
2
senh2rcos2θ
(∆p′)2 =
1
2
cosh2r +
1
2
senh2rcos2θ (3.24)
El valor mı´nimo en la primera expresio´n se obtiene para θ = pi
4
(∆q′)2 =
1
2
cosh2r − 1
2
senh2r =
1
2
e−2r, (3.25)
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la cual es menor a 1
2
para todo ζ 6= 0. Entonces, de acuerdo a la definicio´n dada, el
estado |ζ, α〉 es un estado comprimido. Para este mismo valor de θ, la otra dispersio´n
resulta ser (∆p′)2 = 1
2
e2r. Es decir, la accio´n del operador Sˆ(ζ) sobre un estado
coherente |α〉, produce un estado con fluctuaciones de qˆ reducidas respecto del valor
de vac´ıo, en tanto que las fluctuaciones en pˆ exceden a dicho valor. Al mismo tiempo,
el producto de incertezas, se mantiene en su valor mı´nimo. Resultados ana´logos se
obtienen sobre estados del tipo |α, ζ〉. Ma´s au´n, se puede demostrar (Mandel and
Wolf, 1995), que con la misma eleccio´n de θ, el operador de squeezing Sˆ(ζ) actuando
sobre cualquier estado cua´ntico, reduce la dispersio´n de qˆ por el mismo factor e−2r,
es decir que (∆q′)2 = e−2r(∆q)2, aunque en este caso general, el estado resultante
no es un estado de mı´nima incerteza.
3.2. Estados Comprimidos de Esp´ın
Hemos visto que un campo de radiacio´n se dice comprimido, si la fluctuacio´n
en una de las cuadraturas, por ejemplo (∆q)2, tiene un valor por debajo del l´ımite
cua´ntico esta´ndar de 1
2
. Estos estados de luz comprimidos se generan a partir de
interacciones no lineales (3.20) que establecen correlaciones cua´nticas entre fotones.
En analog´ıa con los estados comprimidos en sistemas boso´nicos, los sistemas de
esp´ın o de momento angular, pueden verse como estados comprimidos, cuando el
ruido cua´ntico en las diferentes componentes del esp´ın total, se redistribuye con-
servando las relaciones de incerteza. Podr´ıamos decir por ejemplo, que se tiene un
estado comprimido, cuando el valor de (∆Sˆx)
2 o (∆Sˆy)
2 es menor que 1
2
|〈Sˆz〉|. Pero
entonces esta definicio´n implicar´ıa que todo estado de esp´ın coherente |θ, ϕ〉 es un
estado comprimido si se lo localiza en un sistema de coordenadas apropiado, o si
se rota adecuadamente el propio estado. Por ejemplo, volviendo a las expresiones
halladas en (2.80) y (2.84), para una rotacio´n Rˆ(θ, ϕ) = Rˆ(θ, 0), obtenemos
1
2
|〈Sˆz〉| = j
2
|cosθ|,
(∆Sˆx)
2 =
j
2
cos2θ, (3.26)
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y como puede inferirse de la Figura 3.2, la relacio´n (∆Sˆx)
2 < 1
2
|〈Sˆz〉|, se verifica para
todo valor de θ en el intervalo [0, 2pi] que no sea un mu´ltiplo entero de pi/2
Entonces, esta definicio´n del squeezing en un sistema de espines, resulta incom-
pleta desde el punto de vista que no refleja correlaciones cua´nticas. La reduccio´n en
la varianza de una de las componentes de esp´ın, no necesariamente implica la pres-
encia de squeezing en el sistema, sino que puede ser una consecuencia del sistema
de coordenadas elegido. E´sto plantea las siguientes preguntas (Kitagawa and Ueda,
1993):
¿ Un estado de esp´ın coherente (EEC), puede calificarse como un estado com-
primido?
¿ Existen otros estados ma´s adecuados para ser considerados como estados
comprimidos de esp´ın?
Figura 3.2: Gra´fico de las funciones cos2θ (l´ınea punteada) y | cosθ| (l´ınea so´lida) en el intervalo
[0, 2pi].
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3.2.1. Concepto de Squeezing en Sistemas de Esp´ın
Supongamos un sistema con un esp´ın S = (Sx, Sy, Sz). Hemos definido (2.68) al
estado de esp´ın coherente |θ, ϕ〉, como un autoestado de la componente del esp´ın
del sistema en la direccio´n nˆ = (θ, ϕ), con autovalor −S, donde θ y ϕ indican los
a´ngulos polar y azimutal, respectivamente (Fig. 3.3). Expl´ıcitamente, estos estados
pueden expandirse en te´rmino de autoestados de Sz (2.75) en la forma
|θ, ϕ〉 = (1 + |z|2)−S
2S∑
k=0
zk
k!
Sˆk+|S,−S〉,
z = − tan(θ
2
)exp(−iϕ). (3.27)
Por otra parte, todo estado puro de esp´ın 1
2
. puede verse como un estado coherente3
|θ, ϕ〉 = (1 + |z|2)−1/2(|0〉+ z|1〉)
= cos
θ
2
|0〉 − e−iϕsenθ
2
|1〉, (3.29)
donde |1〉(|0〉) es el autoestado de Sz con autovalor 12(−12). En el Cap´ıtulo 2, hemos
obtenido las expresiones para las varianzas de las componentes de esp´ın (2.83) co-
rrespondientes a un EEC. Si se considera un nuevo sistema de coordenadas, (x′y′z′),
en donde la componente del esp´ın en la direccio´n (θ, ϕ),
Sθϕ = (Sxsenθcosϕ, Sysenθsenϕ, Szcosθ),
se hace coincidir con uno de los ejes de la terna, digamos por ejemplo, con el eje z′,
las componentes de S normales a Sz′ , estara´n completamente inciertas, con varianzas
iguales a 1
4
. Esto se observa de (2.83), teniendo en cuenta que, respecto del sistema
de coordenadas (x′y′z′), el a´ngulo polar que orienta al EEC, es nulo (θ = 0).
3En general, un sistema de esp´ın 1/2 estara´ en un estado que es una superposicio´n lineal de los estados de la
base {|0〉; |1〉}
|ψ〉 = α|0〉+ β|1〉,
con α y β nu´meros complejos tales que |α|2 + |β|2 = 1. Debido a esta condicio´n de normalizacio´n, es que el estado
puede escribirse, a menos de un factor de fase no observable, mediante dos para´metros reales θ y ϕ en la forma
|ψ〉 = cos θ
2
|0〉+ eiϕsen θ
2
|1〉. (3.28)
Los nu´meros θ y ϕ definen un punto en la esfera unitaria (Fig. 3.3), llamada Esfera de Bloch (Nielsen and Chuang,
2002)
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Figura 3.3: Esfera de Bloch. Permite tener una representacio´n geome´trica de estados de esp´ın (o
pseudoesp´ın) 12 como puntos sobre la superficie de una esfera unitaria.
Un sistema de esp´ın S puede verse como un sistema colectivo formado porN = 2S
espines 1
2
. Ma´s au´n, el EEC de esp´ın S, |θ, ϕ〉, es equivalente a un conjunto de 2S
espines 1
2
, todos apuntando en la misma direccio´n (θ, ϕ). Por ejemplo, si tomamos
el caso simple de un sistema formado por dos espines 1
2
, tenemos
|θ, ϕ〉 = (1 + |z|2)−1
2∑
k=0
zk
k!
Sˆk+|1,−1〉
= (1 + |z|2)−1{|00〉+ z(|10〉+ |01〉) + z2|11〉}
= (1 + |z|2)−1(|0〉1 + z|1〉1)(|0〉2 + z|1〉2),
(3.30)
y recordando la forma del para´metro z (3.27), la expresio´n anterior se reduce a:
|θ, ϕ〉 = (cosθ
2
|0〉1 − e−iϕsenθ
2
|1〉1)(cosθ
2
|0〉2 − e−iϕsenθ
2
|1〉2), (3.31)
lo cual representa el estado de dos espines 1
2
no correlacionados definidos por el
mismo conjunto de para´metros (θ, ϕ) en la esfera de Bloch. En general, un EEC |θ, ϕ〉
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de esp´ın S = N
2
, es equivalente a un estado producto de 2S espines 1
2
apuntando todos
en la direccio´n nˆ(θ, ϕ). Se deduce que |θ, ϕ〉 es un estado no correlacionado, aunque
como dijimos, podr´ıa tener fluctuaciones reducidas en una de las componentes del
esp´ın total, segu´n la orientacio´n del estado en el sistema de coordenadas elegido. En
el sistema (x′y′z′), donde el eje z′ coincide con la direccio´n (θ, ϕ), las fluctuaciones
para el estado son, (∆Sˆx′)
2 = (∆Sˆy′)
2 = N
4
.
Tomemos un sistema colectivo formado por N espines 1
2
acoplados a esp´ın S = N
2
,
pero no necesariamente un EEC. Es posible elegir un sistema de coordenadas (x′y′z′),
donde el eje z′ coincide con la direccio´n del esp´ın medio del sistema, < S >= (<
Sx >,< Sy >,< Sz >). La varianza de las componentes normales al esp´ın medio,
(∆Sˆk′)
2 con k′ = x′ o y′, puede calcularse mediante la expresio´n
(∆Sˆk′)
2 = < Sˆ2k′ > = <
N∑
i,j=1
Sˆ
(i)
k′ Sˆ
(j)
k′ >
=
N∑
i=1
< Sˆ
(i) 2
k′ > +
N∑
i, j = 1
i 6= j
< Sˆ
(i)
k′ Sˆ
(j)
k′ >
=
N
4
+
∑
i 6=j
< Sˆ
(i)
k′ Sˆ
(j)
k′ >, (3.32)
en donde la primera igualdad resulta del hecho que < Sˆ
(i)
k′ > = 0, debido al sistema
de coordenadas elegido. Por otra parte,
< Sˆk′ >
2 =
N∑
i,j=1
< Sˆ
(i)
k′ >< Sˆ
(j)
k′ >
=
N∑
i=1
< Sˆ
(i)
k′ >
2 +
N∑
i, j = 1
i 6= j
< Sˆ
(i)
k′ >< Sˆ
(j)
k′ > = 0. (3.33)
En ausencia de correlaciones,
< Sˆ
(i)
k′ Sˆ
(j)
k′ > = < Sˆ
(i)
k′ >< Sˆ
(j)
k′ >
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⇒
N∑
i, j = 1
i 6= j
< Sˆ
(i)
k′ Sˆ
(j)
k′ > = −
N∑
i=1
< Sˆ
(i)
k′ >
2= 0. (3.34)
Por lo tanto, a partir de (3.32) y (3.34) se deduce que, en ausencia de correlaciones
cua´nticas entre los espines elementales, la varianza de las componentes normales a
la direccio´n del valor medio del esp´ın del sistema, es simplemente la suma de las
varianzas individuales, e igual a N
4
. En el caso en que s´ı haya correlaciones cua´nticas,
la suma en (3.32) podr´ıa dar como resultado la disminucio´n de las fluctuaciones en
una de las direcciones normales, por debajo del valor N
4
, a expensas del aumento en
la otra direccio´n (Fig. 3.4).
Figura 3.4: Gra´fico esquema´tico de un estado de esp´ın S en te´rmino de 2S espines 12 . (a) Estado
de esp´ın coherente construido a partir de 2S espines 12 no correlacionados. (b) Estado de esp´ın
comprimido construido a partir de 2S espines 12 correlacionados.
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Entonces, diremos que el estado esta´ comprimido so´lo si la varianza de una de
las componentes del esp´ın normal a < S > es menor que |<S>|
2
. Esta definicio´n, que
se discute en (Kitagawa and Ueda, 1993), excluye la mera dependencia del sistema
de coordenadas, incluyendo correlaciones cua´nticas en la definicio´n de squeezing.
Coherentemente con la definicio´n anterior, se define el para´metro de squeezing
como
ζ2 =
2(∆Sˆ⊥)2
| < S > | , (3.35)
donde Sˆ⊥ es la componente del esp´ın en una direccio´n perpendicular a < S >. En-
tonces la desigualdad ζ2 < 1 indica que el sistema es un estado de esp´ın comprimido.
Dos puntos importantes que se desprenden de lo visto son:
1. Para obtener estados de esp´ın comprimidos se requiere de una interaccio´n no
lineal en los operadores de esp´ın, debido a que un Hamiltoniano lineal, pro-
duce como u´nico efecto la rotacio´n de los espines individuales y no establece
correlaciones cua´nticas entre ellos.
2. Un sistema de esp´ın 1
2
no puede ser comprimido dado que es equivalente a un
sistema con un u´nico esp´ın elemental, y no existe ningu´n otro esp´ın para poder
establecer correlaciones entre ellos.
En relacio´n al punto 1, se observa que es posible generar squeezing a partir de
Hamiltonianos con una dependencia cuadra´tica en los operadores de esp´ın (Kitagawa
and Ueda, 1993), en analog´ıa con el Hamiltoniano no lineal de la Eq. (3.20) que
genera estados comprimidos de luz. Por otro lado, tambie´n es posible la geneneracio´n
de squeezing mediante el uso de Hamiltonianos lineales en los operadores de esp´ın,
siempre y cuando el sistema de esp´ın este´ acoplado a otro sistema cua´ntico, como
por ejemplo, a un oscilador armo´nico (Genes et al., 2003).
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Alternativamente a la definicio´n (3.35), y dependiendo del contexto, existen otras
definiciones para el para´metro de squeezing ato´mico, ζ2. Por ejemplo, la expresio´n
ζ2 =
N(∆Sˆ⊥)2
| < S > |2 (3.36)
es introducida en (Wineland et al., 1994), donde los autores muestran que un valor de
ζ2 por debajo de 1, esta´ asociado a la reduccio´n del ruido en medidas espectrosco´picas
utilizando ensambles de N a´tomos de dos niveles.
En la Ref. (Prakash and Kumar, 2005), se definen los factores de squeezing
ζ2x =
(∆Sˆx)
2
1
2
[< Sˆ2y > + < Sˆ
2
z >]
1/2
, ζ2y =
(∆Sˆy)
2
1
2
[< Sˆ2x > + < Sˆ
2
z >]
1/2
. (3.37)
En este caso, ambas expresiones pueden tomar valores menores a 1 simulta´nea-
mente, sin violacio´n del principio de incerteza de Heisenberg. Entonces, esta defini-
cio´n, permite encontrar squeezing simulta´neo de dos componentes del esp´ın total,
perpendiculares entre s´ı, con respecto a una tercera.
En un sentido ma´s amplio, en la Ref. (Korbicz et al., 2005), puede encontrarse
un tipo de desigualdades, cuya caracter´ıstica comu´n, es que esta´n formadas por
expresiones que dependen de las variables de esp´ın del sistema. A estas desigual-
dades, los autores las llaman desigualdades de esp´ın-squeezing generalizadas, y las
mismas indican distintos tipos de entrelazamiento presentes en el sistema. Es decir,
estas desigualdades, han sido propuestas por los autores, como buenos testigos de
entrelazamiento cua´ntico.
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Cap´ıtulo 4
Cadenas de Espines en Interaccio´n
Los modelos de espines en interaccio´n son utilizados a menudo para describir
una amplia gama de sistemas de muchos cuerpos. Estos modelos dan cuenta de las
interacciones efectivas dentro de diferentes contextos f´ısicos, como es el caso de la
f´ısica de materia condensada. En 1926, unos pocos an˜os luego de la formulacio´n de la
meca´nica cua´ntica, Heisenberg y Dirac (Heisenberg, 1926; Dirac, 1926) propusieron
una interaccio´n efectiva , Jij~si · ~sj, entre espines electro´nicos o a´tomos vecinos que
presentan superposicio´n de sus funciones de onda. Esta interaccio´n entre espines
es producto del efecto combinado de una repulsio´n debido a la fuerza Coulom-
biana y del principio de exclusio´n de Pauli, y provee de una teor´ıa microsco´pica del
electromagnetismo y muchos otros feno´menos cooperativos que involucran espines
electro´nicos.
Distintos sistemas f´ısicos, como por ejemplo, un arreglo de junturas Josephson
(Fazio and van der Zant, 2001), o un sistema de a´tomos colocados en una red (Duan
et al., 2003; Porras and Cirac, 2004), pueden describirse usando este tipo de inte-
racciones. La importancia del estudio de este tipo de interacciones, se debe a que,
en muchos casos, el sistema f´ısico descripto se comporta como un sistema cua´ntico
efectivo de dos niveles, y por lo tanto es un posible candidato a ser usado como
qubit en el campo de la computacio´n cua´ntica (Nielsen and Chuang, 2002). Tam-
bie´n se ha puesto la atencio´n en el uso de cadenas de espines dina´micas para ser
utilizadas como canales de comunicacio´n, en donde la transferencia de informacio´n
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cua´ntica - transferencia de un estado cua´ntico de un lugar a otro - se lleva acabo ex-
clusivamente a trave´s de la evolucio´n dina´mica de una cadena formada por sistemas
cua´nticos individuales con interacciones permanentes entre los mismos (Bose, 2003;
Amico et al., 2004; Eisert and Gross, 2009).
4.1. El Hamiltoniano
Comencemos considerando un conjunto de espines localizados interactuando me-
diante lo que se conoce como interaccio´n de intercambio (Pathria, 1977). Esta inter-
accio´n es de naturaleza puramente cua´ntica y su forma fue derivada simulta´neamente
por Heisenberg y Dirac en 1926. El modelo ma´s conocido para espines interactuando
en la red de un so´lido, es el denominado modelo de Heisenberg (Greiner et al., 1994),
cuyo Hamiltoniano es de la forma
H =
∑
i,j
Jij~si · ~sj (4.1)
donde ~si es el operador de esp´ın para el sitio i-e´simo de la red, y Jij indica el valor
de la interaccio´n de intercambio entre el sitio i y el sitio j. En general, digamos que
la red en la que se localizan los espines, es de dimensio´n d. Por ejemplo, si d = 1
es una cadena lineal, d = 2 corresponde a una red cuadrada y d = 3 indica una
red cu´bica. Una red tipo escalera tiene una estructura intermedia entre la cadena y
la red cuadrada. Pueden formarse estructuras ma´s complejas a partir de n de estos
arreglos tipo escalera acoplados por niveles.
Un so´lido magne´tico real es una estructura 3d, aunque puede ser considerado en
forma efectiva como un sistema de baja dimensio´n si la magnitud de la interaccio´n de
intercambio difiere significativamente segu´n la direccio´n (Hase et al., 1993; Nishijo
et al., 2000; Hase et al., 2006). Por ejemplo, un so´lido magne´tico que estuviera
compuesto por cadenas de espines, podr´ıa analizarse como una cadena lineal con
d = 1, si la interaccio´n de intercambio entre sitios de la cadena fuera mucho ma´s
fuerte que con las cadenas vecinas. Ana´logamente, en un sistema magne´tico plano
(d = 2), la interaccio´n dominante es intraplanar.
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En muchos sistemas reales, se puede suponer, que el valor de la interaccio´n de
intercambio, Jij, disminuye ra´pidamente cuando se incrementa la distancia entre
sitios, de modo que en tales casos, so´lo es necesario tener en cuenta, interacciones a
primeros vecinos. Si adema´s, la interaccio´n Jij, toma el mismo valor J entre cualquier
par de espines contiguos i, j, el Hamiltoniano en (4.1) se reduce a
H = J
∑
i
~si · ~si+1, (4.2)
en donde la suma es sobre todos los pares de vecinos contiguos en la red. Sin embargo,
existen sistemas magne´ticos en donde el valor de la interaccio´n de intercambio entre
pares sucesivos de espines no es la misma. Adema´s, el Hamiltoniano de interaccio´n
(4.1) puede incluir interacciones no so´lo a primeros vecinos, sino tambie´n entre
vecinos ma´s lejanos 1. Como ejemplo, la cadena de Majumdar-Gosh (Majumdar and
Ghosh, 1969) se describe por un Hamiltoniano de la forma
H = J
N∑
i=1
~si · ~si+1 + J
2
N∑
i=1
~si · ~si+2, (4.4)
que incluye interacciones entre primeros y segundos vecinos, con condiciones perio´di-
cas de contorno (Fig: 4.1).
Los materiales reales, en general, presentan varios tipos de anisotrop´ıas. Entre
los Hamiltonianos ma´s usados en 1d, se encuentra el Hamiltoniano de Heisenberg
completamente anisotro´pico, con interacciones a primeros vecinos:
HXY Z =
N∑
i=1
Jxsˆ
x
i sˆ
x
i+1 + Jysˆ
y
i sˆ
y
i+1 + Jz sˆ
z
i sˆ
z
i+1. (4.5)
Este Hamiltoniano describe cadenas de espines donde el vector de esp´ın puede apun-
tar en una direccio´n arbitraria. Como casos especiales, el Hamiltoniano del modelo de
Ising, (Jx = Jy = 0, Jz 6= 0), describe cadenas de espines con so´lo dos estados posi-
bles, ↑, o ↓, sobre el eje de cuantizacio´n zˆ; el Hamiltoniano XY , (Jx 6= Jy, Jz = 0);
1En general, se podr´ıa pensar en Hamiltonianos con interacciones de largo alcance, en donde cada esp´ın interactu´a
con todos los dema´s espines en la cadena. El modelo de Haldane-Shastry (Shastry, 1988; Haldane, 1988) propone
interacciones del tipo 1/r2, que en sus versiones perio´dicas esta´n dadas por
H = J
∑
i6=j
1
(sen(i− j)pi/N)2 ~si · ~sj , (4.3)
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Figura 4.1: La figura esquematiza una cadena de espines: un sistema de espines con interacciones
permanentes, en donde el valor de las constantes de acoplamiento generalmente disminuye con
la distancia. En este esquema, las flechas continuas (punteadas) indican interacciones a primeros
(segundos) vecinos.
el XXX, o Hamiltoniano isotro´pico de Heisenberg, (Jx = Jy = Jz), y el XXZ, o
Hamiltoniano anisotro´pico de Heisenberg, (Jx = Jy 6= Jz).
Las propiedades de estos tipos de Hamiltonianos, esta´n fuertemente ligadas a sus
constantes de acoplamiento Jij. Por ejemplo, en el Hamiltoniano isotro´pico (4.2)
el signo de la interaccio´n de intercambio determina el alineamiento favorable en-
tre espines contiguos. J < 0 (J > 0) corresponde a favorecer un ordenamiento
ferromagne´tico (antife-rromagne´tico). Cla´sicamente, cuando J < 0 la energ´ıa de
interaccio´n entre pares de espines es mı´nima para espines paralelos. El estado fun-
damental ferromagne´tico (FM) tiene todos sus espines paralelos. Contrariamente,
cuando J > 0 el estado fundamental antiferromagne´tico (AFM) es un estado de
Ne´el en donde cada esp´ın es antiparalelo a sus vecinos ma´s pro´ximos.
El magnetismo, es un feno´meno puramente cua´ntico, por lo que el problema debe
tratarse dentro de la teor´ıa de la meca´nica cua´ntica y no cla´sicamente. Por ejemplo,
consideremos una cadena finita de espines s = 1
2
, con interacciones isotro´picas a
primeros vecinos. En este caso el Hamiltoniano (4.2) puede expresarse en la siguiente
forma:
H = J
N∑
i=1
sˆzi sˆ
z
i+1 +
1
2
(sˆ+i sˆ
−
i+1 + sˆ
−
i sˆ
+
i+1), (4.6)
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con las relaciones de conmutacio´n correspondientes a los operadores del grupo SU(2)
[sˆzi , sˆ
±
j ] = ±sˆ±i δi,j, [sˆ+i , sˆ−j ] = 2sˆzi δi,j. (4.7)
H actu´a sobre un espacio de Hilbert de dimensio´n 2N expandido por la base de
vectores ortogonales |σ1...σN〉, donde σi =↑ (σi =↓) representa un autoestado de sˆzi
con autovalor 1
2
(−1
2
). En esta base, H puede ser representado por una matriz real
y sime´trica 2N × 2N , cuyos autovalores y autovectores pueden calcularse mediante
algoritmos de diagonalizacio´n esta´ndar.
La matriz Hamiltoniana tambie´n puede ser escrita en forma de una matriz dia-
gonal en bloques si a priori se realiza una transformacio´n de la base {|σ1...σN〉}
a una base sime´trica, lo que permite reducir el trabajo computacional para llevar
acabo la diagonalizacio´n nume´rica, y en consecuencia es factible trabajar con sis-
temas de mayor dimensio´n. Esto se consigue, observando que el Hamiltoniano (4.6)
posee simetr´ıa rotacional en torno al eje z 2, lo que implica que la componente z del
esp´ın total, Sˆz =
∑N
i=1 sˆ
z
i , se conserva:
[H, Sˆz] = 0. (4.8)
La accio´n de H sobre |σ1...σN〉 dara´ como resultado una combinacio´n lineal de los
vectores de la base que poseen todos el mismo nu´mero de espines con proyeccio´n
sz = −1
2
(alternativamente 1
2
). Entonces, clasificando los vectores de la base segu´n
su nu´mero cua´ntico Sz = N/2− r, donde r es el nu´mero de espines con proyeccio´n
sz = −1
2
, la representacio´n matricial de H resulta en una matriz en bloques, donde
cada bloque corresponde a un subespacio caracterizado por el valor de r. Luego, la
diagonalizacio´n puede llevarse acabo en cada uno de estos subespacios de dimensio´n
reducida.
Existe, sin embargo, un me´todo anal´ıtico que permite obtener, en forma exacta,
los autovalores y autovectores del Hamiltoniano (4.6) con condiciones perio´dicas de
contorno (~sN+1 = ~s1). Este me´todo se conoce como ansatz de Bethe (Bethe, 1931).
Para poder aplicar este me´todo a la resolucio´n del Hamiltoniano (4.6), es necesario
contar con una simetr´ıa de traslacio´n, adema´s de la simetr´ıa dada por (4.8), es decir,
2Esto sigue siendo va´lido para el Hamiltoniano ma´s general (4.1) siempre que Jxij = J
y
ij .
76
que el Hamiltoniano H, debe ser invariante con respecto a una traslacio´n discreta
de un nu´mero arbitrario de sitios de red. Si eiP , es el operador que implementa la
traslacio´n de los estados del sistema, en una unidad hacia la derecha, entonces la
simetr´ıa traslacional implica
[H, eiP ] = 0. (4.9)
El subespacio solucio´n, correspondiente al bloque con r = 0, contiene un so´lo
estado, el cual se conoce como el estado de referencia de Bethe, en donde todos los
espines tienen proyeccio´n sz = 1
2
:
|ψ0〉 = | ↑↑ ... ↑〉. (4.10)
La energ´ıa de este estado de referencia es E0 = J
N
4
.
Para el bloque con r = 1, los estados del subespacio correspondiente, tendra´n
todos sus espines con proyeccio´n sz = 1
2
, excepto uno, con proyeccio´n sz = −1
2
.
Entonces, se propone como solucio´n, un autoestado de la forma
|ψ1〉 =
N∑
x=1
f(x)|x〉, (4.11)
donde |x〉 representa el estado con todos sus espines con proyeccio´n 1
2
, salvo para
el esp´ın localizado en el sitio x de la red (1 ≤ x ≤ N). Debido a la invarianza
traslacional y a las condiciones de contorno perio´dicas, es razonable asumir que
f(x), es la funcio´n de onda para la onda plana:
f(x) = eikx, (4.12)
con k = 2mpi/N , m = 0, 1, ..., N − 1, lo cual se deriva de la condicio´n de contorno
f(x + L) = f(x). Cada uno de los N estados |ψ1(k)〉, es solucio´n de la ecuacio´n de
autovalores H|ψ1(k)〉 = E1|ψ1(k)〉, de donde puede obtenerse en forma expl´ıcita su
energ´ıa:
E1 − E0 = J(cosk − 1). (4.13)
El vector de estado (4.11), representa la excitacio´n de un magno´n, la cual es una
perturbacio´n perio´dica del estado de referencia de Bethe, por una onda de esp´ın, de
longitud de onda λ = 2pi/k.
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Para el siguiente bloque, r = 2, el subespacio correspondiente debe ser com-
binacio´n lineal de estados con exactamente dos espines con proyeccio´n sz = −1
2
,
digamos por ejemplo, en los sitios x1, y x2, de la cadena. Los autoestados tendra´n
la forma
|ψ2〉 =
N∑
x1,x2
f(x1, x2)|x1, x2〉, (4.14)
con (1 ≤ x1, x2 ≤ N). Ahora, la condicio´n de periodicidad que debe cumplirse es
f(x1, x2) = f(x2, x1 + L), (4.15)
donde el cambio en el orden de los argumentos se debe a que f(x1, x2), se definio´ para
x1 < x2. El anzats correcto es de la forma
f(x1, x2) = A12e
i(k1x1+k2x2) + A21e
i(k1x2+k2x1), (4.16)
que verifica la condicio´n (4.15), tomando
A12 = A21e
ik1L, A21 = A12e
ik2L
ei(k1+k2)L = 1. (4.17)
La u´ltima condicio´n en (4.17), refleja la invarianza de la funcio´n de onda bajo un
desplazamiento de N unidades en la cadena
f(x1 + L, x2 + L) = f(x1, x2)⇐⇒ ei(k1+k2)L = 1. (4.18)
La energ´ıa de los estados depende de k1, y k2, en la siguiente forma:
E2 − E0 = J
∑
j=1,2
(coskj − 1). (4.19)
Siguiendo el mismo procedimiento, para cada bloque con r > 2, la forma general
de los autoestados correspondientes, es
|ψr〉 =
∑
1≤x1<x2<...<xr≤N
f(x1, ..., xr)|x1, ..., xr〉. (4.20)
Ahora, el anzats de Bethe, toma la forma
f(x1, ..., xr) =
∑
p∈Sr
Ap e
i(kp(1)x1+...+kp(r)xr), (4.21)
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donde la suma es sobre todas las r! permutaciones. La condicio´n de periodicidad a
satisfacer esta´ dada por
f(x1, ..., xr) = f(x2, ..., xr, x1 + L), (4.22)
y la energ´ıa para el estado de r magnones, es
Er − E0 = J
r∑
j=1
(coskj − 1). (4.23)
Entonces, mediante este procedimiento, se diagonaliza el Hamiltoniano isotro´pico
de Heisenberg (4.6), en la base de ondas de esp´ın. Esta te´cnica, puede au´n aplicarse
al Hamiltoniano XXZ, y con ciertas modificaciones, al modelo ma´s general XY Z
(Go´mez et al., 1996).
Para el re´gimen FM, con constante de acoplamiento J < 0, la energ´ıa de de los
estados con r > 0, son siempre positivas respecto de la del estado de referencia de
Bethe (ver 4.23). Por lo tanto, este estado de referencia coincide con el estado fun-
damental del sistema. Todos los espines tienden a alinearse, y el estado fundamental
cua´ntico coincide con el estado fundamental cla´sico, con el mismo valor de energ´ıa.
El re´gimen AFM esta´ caracterizado por una constante de acoplamiento J > 0,
con lo cual la energ´ıa correspondiente a la excitacio´n de un magno´n, es negativa
respecto de la del estado de referencia, y dar vuelta un esp´ın es energe´ticamente
favorable. Por lo tanto, el estado de referencia de Bethe no tiene nada que ver con
el estado fundamental del sistema, y las ondas de esp´ın, no son excitaciones reales
en torno al estado fundamental. La determinacio´n exacta del estado fundamental
AFM es un arduo problema de muchas part´ıculas. Particularmente, existen algunos
modelos de esp´ın de AFM en d = 1 para los cuales pueden conocerse en forma exacta
el estado fundamental y los primeros estados excitados (Bose, 2001).
4.2. Algunos Resultados Importantes
Uno de los principales desaf´ıos en el camino de construir una computadora cua´nti-
ca universal es lograr controlar cada sistema cua´ntico de dos estados (qubits) indi-
vidualmente, a la vez que se consiguen tiempos de decoherencia grandes. Los espines
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electro´nicos como as´ı tambie´n los espines nucleares, han sido considerados buenos
candidatos para la realizacio´n f´ısica de qubits, debido a que surgen naturalmente
como sistemas cua´nticos de dos estados, y el tiempo de decoherencia para el grado
de libertad de esp´ın resulta considerablemente ma´s largo que para la carga ele´ctrica
- la unidad de carga ele´ctrica tambie´n ha sido propuesta como una unidad cua´ntica
posible para representar un qubit.
Tanto para espines electro´nicos como para espines nucleares, es posible realizar
compuertas lo´gicas de uno o dos qubits mediante la aplicacio´n de campos magne´ticos
locales o mediante interacciones de intercambio sobre los espines individuales (Nielsen
and Chuang, 2002). Esto requiere de un control local y de una alta fidelidad en las
medidas que es dif´ıcil lograr en la pra´ctica. Pero, ¿es posible utilizar otro esquema,
que aunque ana´logo, resulte ma´s ventajoso que el anterior? Una posibilidad ser´ıa
codificar el qubit en varios espines, lo cual permitir´ıa relajar el requerimiento de la
manipulacio´n local de los campos al aumentar el taman˜o del qubit.
Consideremos una cadena antiferromagne´tica de espines s = 1/2 con un nu´mero
N de sitios, de la forma
H =
Nmax∑
i=1
J⊥(sxi s
x
i+1 + s
y
i s
y
i+1) + Jzs
z
i s
z
i+1, (4.24)
donde Nmax = N − 1 en el caso de cadenas abiertas, y Nmax = N para cadenas cer-
radas (en este caso el sitio N+1 se identifica con el sitio 1). Como hemos mencionado
en la seccio´n anterior, la energ´ıa del nivel fundamental y los estados excitados del
sistema pueden obtenerse mediante la diagonalizacio´n exacta de la matriz Hamilto-
niana. Lo que se observa, es que para las cadenas con un nu´mero impar de sitios N ,
el estado fundamental es un doblete de esp´ın S = 1/2, separado del primer estado
excitado por una diferencia de energ´ıa que depende del valor de las interacciones
J⊥, Jz y de N (Fig. 4.2), y este comportamiento se mantiene au´n en las cadenas
con interacciones de largo alcance (Fig. 4.3). Esto sugiere una estructura de niveles
propicia para la implementacio´n de un qubit.
En funcio´n a esta caracter´ıstica, en las Refs. (Meier et al., 2003b; Meier et al.,
2003a) los autores muestran que el doblete del estado fundamental del arreglo, puede
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Figura 4.2: Espectro de energ´ıa para cadenas de Heisenberg con una interaccio´n a primeros vecinos.
Los recuadros (a) y (b) corresponden a una cadena sime´trica con J⊥ = Jz = 1, con N = 5 y 6 sitios
respectivamente. Ana´logamente, los recuadros (c) y (d) corresponden a una cadena asime´trica con
J⊥ = 1, Jz = 2. Los autoestados de energ´ıa esta´n rotulados de acuerdo a su nu´mero cua´ntico
correspondiente a Sˆz.
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Figura 4.3: Espectro de energ´ıa para cadenas de espines con una interaccio´n de largo alcance
dependiente del sitio. Los recuadros (a) y (b) corresponden a una cadena con una interaccio´n entre
sitios J⊥ = Jz = 1, con 5 y 6 sitios respectivamente. Los recuadros (c) y (d) corresponden a una
cadena asime´trica con J⊥ = 1, Jz = 2, con 5 y 6 sitios respectivamente. Los autoestados de energ´ıa
esta´n rotulados de acuerdo a su nu´mero cua´ntico correspondiente a Sˆz.
82
definir un nuevo qubit colectivo de esp´ın de modo que
Sˆz|1〉 = 1
2
|0〉,
Sˆz|0〉 = −1
2
|1〉. (4.25)
Los estados {|0〉, |1〉} no tienen, en general, una representacio´n simple en la base
producto. Por ejemplo, en el caso no trivial ma´s simple de todos, el qubit colectivo
con N = 3 se expresa por
|1〉 = 2√
6
| ↑〉1| ↓〉2| ↑〉3 − 1√
6
| ↑〉1| ↑〉2| ↓〉3
− 1√
6
| ↓〉1| ↑〉2| ↑〉3, (4.26)
en tanto que |0〉 se obtiene a partir de (4.26) invirtiendo cada uno de los espines
individuales. A pesar de la representacio´n complicada en la base producto, estos
estados |0〉 y |1〉, son en muchos aspectos similares a los estados | ↑〉 y | ↓〉 de un
u´nico esp´ın, y por lo tanto pueden ser utilizados como base computacional. E´sto es
posible dado que {|0〉, |1〉} corresponde a un doblete de esp´ın S = 1/2 tal que
Sˆ−|1〉 = |0〉,
Sˆ+|0〉 = |1〉, (4.27)
donde los operadores colectivos Sˆ± = Sˆx ± iSˆy, son los operadores escalera para la
cadena de esp´ın, y un campo magne´tico constante B actu´a sobre el qubit colectivo
en forma ana´loga que sobre un qubit de un u´nico esp´ın.
Por u´ltimo, un resultado importante de los trabajos citados, es que para una
amplia clase de cadenas del tipo de la presentada en (4.24), es posible realizar
compuertas lo´gicas universales que actu´an sobre el qubit colectivo; tanto el tiempo
de operacio´n de las compuertas como la tasa de decoherencia, se incrementan so´lo
moderadamente con el taman˜o del arreglo. La principal ventaja de trabajar con
qubits de esp´ın colectivos en vez de qubits de esp´ın individuales, es que es suficiente
controlar campos magne´ticos e interacciones de intercambio en una escala del orden
del dia´metro del arreglo. Para el caso de un arreglo lineal de espines esta escala es
N veces ma´s grande que la del qubit original.
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Parte II
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Cap´ıtulo 5
Squeezing en Cadenas de Espines
En este cap´ıtulo se discuten las condiciones bajo las cuales es posible la reduccio´n
en las fluctuaciones (squeezing) de una de las componentes del esp´ın, en una cadena
de espines asime´trica con interacciones a primeros vecinos. Se calcula la evolucio´n
temporal del sistema para diferentes condiciones iniciales. Particularmente, se anal-
iza los efectos del uso de estados de esp´ın coherentes (EEC) para modelar la condi-
cio´n inicial del sistema. Los resultados obtenidos han sido parcialmente expuestos
en (Reboiro et al., 2007).
5.1. Introduccio´n.
El concepto de squeezing ha sido extensamente aplicado al estudio de sistemas
boso´nicos (Walls, 1983; Loudon and Knight, 1987; Dodonov, 2002; Scully and Zubairy,
1997; Peng and Lee, 1999; Mollow and Glauber, 1967). En su trabajo, Walls y Zoller
(Walls and Zoller, 1981) consideran las incertezas entre componentes de esp´ın per-
pendiculares entre s´ı. Como hemos mencionado en el Cap´ıtulo 3, si se establecen co-
rrelaciones cua´nticas apropiadas entre espines elementales de un sistema, es posible
cancelar, parcialmente, las fluctuaciones del esp´ın total en una direccio´n a expensas
del aumento de las fluctuaciones en las otras direcciones. Obviamente e´sto ocurre
sin modificacio´n del mı´nimo de la relacio´n de incerteza entre componentes.
En los u´ltimos an˜os ha habido esfuerzos considerables, enfocados en el estudio del
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squeezing del esp´ın en sistemas no lineales. Para una revisio´n general del tema puede
consultarse (Drummond and Ficek, 2004). En las siguientes referencias pueden en-
contrarse algunos de los temas de discusio´n en relacio´n con el squeezing del esp´ın.
Por ejemplo, en la Ref. (Oblak, 2005) se analiza co´mo la generacio´n de squeezing
ato´mico en a´tomos fr´ıos esta´ ligada a la mejora en el rendimiento de relojes de ce-
sio. En las Refs. (Wineland et al., 1992; Wineland et al., 1994) se muestra que la
preparacio´n de estados correlacionados (estados de esp´ın comprimidos) como esta-
dos iniciales del sistema, mejora la relacio´n sen˜al-ruido en experimentos en donde la
medida de la poblacio´n de niveles esta´ limitada por las incertezas meca´nico-cua´nti-
cas. En las Refs. (Messikh et al., 2003; Hald et al., 1999; Josse et al., 2004) se analiza
la relacio´n entre el entrelazamiento y el squeezing del sp´ın, desde un punto de vista
tanto teo´rico como experimental. El estudio de la orientacio´n del esp´ın en esta-
dos de de esp´ın coherentes puede encontrarse en (Wang, 2001; Kitagawa and Ueda,
1993). Estados de esp´ın o´ptimamente comprimidos han sido consideradados en (Ro-
jo, 2003). La discusio´n acerca de una definicio´n generalizada del squeezing del esp´ın
puede encontrarse en (Prakash and Kumar, 2005). El squeezing del esp´ın en modelos
anisotro´picos tipo Ising (Sørensen and Mølmer, 1999; Wang et al., 2001) tambie´n
ha sido de intere´s en conexio´n con computacio´n cua´ntica. Recientemente, cadenas
de esp´ın han sido propuestoas como candidatos para formar sistemas de qubits. En
las Ref. (Meier et al., 2003b; Meier et al., 2003a) se muestra co´mo una cadena de
espines con un nu´mero impar de espines s=1/2, interactuando via acoplamientos
antiferromagne´ticos, constituye una realizacio´n de un qubit lo´gico. El espectro de
estos sistemas esta´ caracterizado por un doblete S = 1
2
en su estado fundamental,
separado del espectro de estados excitados por un gap de energ´ıa. El doblete S = 1
2
del estado fundamental puede definirse como un qubit codificado en el estado colec-
tivo del cluster. Una nueva clase de sistemas moleculares magne´ticos se presenta en
(Troiani et al., 2005; Affronte et al., 2004; Carretta et al., 2003). En este caso la im-
plementacio´n f´ısica de una computadora cua´ntica esta´ pensada como una coleccio´n
de mole´culas acopladas, correspondiendo cada una a un qubit diferente. La ventaja
de este esquema, en comparacio´n con otros basados en espines individuales para
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ser utilizados como qubits, es la dimensionalidad del subsistema f´ısico. Adema´s,
posibilita la reduccio´n de la resolucio´n espacial necesaria para trabajar en forma
seleccionada sobre cada qubit, lo cual se realiza por medio de campos magne´ticos
locales.
En el tarabajo que aqu´ı se presenta, hemos discutido la occurrencia de squeezing
ato´mico para una cadena de espines con interacciones a primeros vecinos. Se ha
analizado co´mo es la dependencia del factor de squeezing en funcio´n del valor de las
constantes de acoplamiento de la interaccio´n, para distinto nu´mero de a´tomos en la
cadena, distintos estados iniciales. Los detalles del formalismo esta´n presentados en
la Seccio´n 5.2. En la Seccio´n 5.3 se presentan y discuten los resultados para los dife-
rentes para´metros del modelo y las diferentes condiciones iniciales. Las conclusiones
se detallan en la Seccio´n 5.4.
5.2. Formalismo
5.2.1. Hamiltoniano
Hemos estudiado un sistema cua´ntico formado por una cadena de espines asime´tri-
ca (ver Cap´ıtulo 4), descripta por el Hamiltoniano
Hˆ =
∑
l,γ
gγ,lsˆγ,lsˆγ,l+1. (5.1)
El sub´ındice l (l = 1, ..., Nmax) rotula el sitio de esp´ın, γ = x, y, z indica la direc-
cio´n espacial, gγ,l es la constante de acoplamiento de la interaccio´n entre espines
localizados en los sitios l y l + 1 en la direccio´n γ. N es el nu´mero de espines en la
cadena; la sumatoria se realiza hasta Nmax = N para una cadena cerrada y hasta
Nmax = N − 1 para una cadena abierta.
El Hamiltoniano de la Eq. (5.1) se diagonaliza en la base
|k >= |k1, k2, ..., kl, ..., kN >=
N∏
l=1,kl=0,1
sˆkl+,l|0 > . (5.2)
El ı´ndice kl identifica el estado del a´tomo l-e´simo, y los valores kl = 0 y 1 esta´n
asociados con el estado fundamental (sz = −1/2) y el primer estado excitado (sz =
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1/2) de cada a´tomo, respectivamente. El estado de vac´ıo |0 >, es el estado en do´nde
todos los espines tienen proyeccio´n sz = −1/2, y los operadores sˆ±,l = sˆx,l± isˆy,l son
los operadores escalera para el sitio l. E´stos operadores junto con sˆz,l, obedecen las
relaciones de conmutacio´n del a´lgebra su(2).
La matriz del Hamiltoniano en esta base es una matriz en bloques, cuyos elemen-
tos Hk,k′ esta´n dados por la expresio´n
< k|H|k′ >=
δ(k, k′)
∑
l
gz,l (kl − 1/2)(kl+1 − 1/2) +
1
2
∑
l
g+,lδ(k
′
l, kl + 1)δ(k
′
l+1, kl+1 − 1) +
1
2
∑
l
g+,lδ(k
′
l, kl − 1)δ(k′il+1, kl+1 + 1)
1
2
∑
l
g−,lδ(k′l, kl + 1)δ(k
′
l+1, kl+1 + 1) +
1
2
∑
l
g−,lδ(k′l, kl − 1)δ(k′l+1, kl+1 − 1),
(5.3)
con g±,l = 12(gx,l±gy,l). Los autovectores de Hˆ son combinacio´n lineal de los estados
de la base {k} dados en (5.2)
|α >=
∑
{k}
cα,k|k > . (5.4)
5.2.2. Evolucio´n Temporal
La evolucio´n temporal de un cierto operador Oˆ en el esquema de Heisenberg
(Sakurai, 1985), esta´ dada por
Oˆ(t) = Uˆ †(t) Oˆ Uˆ(t), Uˆ(t) = e−iHˆt/~. (5.5)
Entonces, el valor esperado < Oˆ(t) > sera´
< Oˆ(t) > = Tr(ρˆ(t)Oˆ) =
∑
β
< β|ρˆ(t)Oˆ|β > (5.6)
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donde {|β >} es el conjunto de autoestados del Hamiltoniano H. El operador den-
sidad ρˆ(t) se define como
ρˆ(t) = Uˆ(t) ρˆ Uˆ †(t), ρˆ = |I >< I|,
(5.7)
siendo |I > es el estado inicial del sistema. Si en la expresio´n anterior se introduce
la relacio´n de clausura para la base de autoestados de H, el valor esperado (5.6)
puede calcularse mediante la suma∑
α,β
< β|I >< I|α >< α|Oˆ|β > e−i(Eβ−Eα)t/~. (5.8)
Eα, Eβ son los autovalores correspondientes a los autovectores |α > y |β > del
Hamiltoniano, respectivamente.
La expresio´n (5.8) puede ser escrita en forma ma´s compacta en te´rminos del pro-
ducto interno entre el estado inicial |I > y los autovectores {|α >} del Hamiltoniano
< Oˆ(t) > =
∑
k,k′
T ∗(k′) < k′|Oˆ|k > T (k),
T (k) =
∑
βk′
c∗βkcβk′ < k|I > e−iEβt/~. (5.9)
La ventaja de esta expresio´n sobre (5.8) radica en la forma sencilla que adquieren
los elementos de matriz de los operadores de intere´s, los operadores de esp´ın, en la
base |k >. Los coeficientes cβk, son los coeficientes de expansio´n de los autoestados
de H tambie´n en la base |k >, los cua´les quedan determinados de la diagonalizacio´n
de la matriz Hamiltoniana.
5.2.3. Condicio´n Inicial
Hemos estudiado la evolucio´n temporal del operador de esp´ın total bajo la ac-
cio´n de Hˆ, adoptando un estado de esp´ın coherente (EEC) como estado inicial |I >
(Kitagawa and Ueda, 1993; Glauber, 1963b), el cual esta´ definido como un autoes-
tado de la componente del operador de esp´ın total Sˆ, en la direccio´n de un vector
unitario n0
Sˆ.n0|EEC >= −S|EEC >, (5.10)
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con S = N
2
.
La orientacio´n de n0 en la esfera esta´ dada por los a´ngulos polar y azimutal θ0,
ϕ0 (Fig. 3.3). Por lo tanto, n0(θ0, ϕ0) = (sin θ0 cosϕ0, sin θ0 sinϕ0, cos θ0).
Este estado inicial puede escribirse como (2.75)
| I > = ezSˆ+ |0 >,
= (1 + |z|2)−N2
N∑
k=0
zk
k!
Sˆk+ |0 >, (5.11)
con
z = e−i(ϕ0−pi) tan(
θ0
2
). (5.12)
Sˆ+ es el operador colectivo
Sˆ+ =
∑
l
sˆ+,l. (5.13)
Como hemos visto en el Cap´ıtulo 3, los estados ato´micos comprimidos o estados
comprimidos de esp´ın, son estados ato´micos que presentan fluctuaciones reducidas en
una de las componentes del esp´ın total, independientemente del sistema de referen-
cia adoptado; estos estados corresponden necesariamente a sistemas cua´nticamente
correlacionados. Los estados coherentes de esp´ın no son estados ato´micos compri-
midos, y a diferencia de lo que ocurre con los estados comprimidos del campo elec-
tromagne´tico (3.18), no hay una expresio´n para un estado ato´mico comprimido. El
objetivo entonces, sera´ inspeccionar para que´ conjunto de para´metros y condiciones
iniciales en que se prepara el sistema ato´mico, la interaccio´n no lineal descripta por
el Hamiltoniano en (5.1), produce un estado de esp´ın comprimido.
Consideramos la componente Sˆn del esp´ın total Sˆ en la direccio´n de un vector
unitario n, de modo tal que n · < Sˆ > = 0, y Sˆ⊥ como la componente del esp´ın en
una direccio´n perpendicular a ambos, es decir a n y < Sˆ >. Esta terna de vectores
{< Sˆ >, Sˆn, Sˆ⊥}, define un sistema de coordenadas en donde uno de los ejes coincide
con la direccio´n en que apunta el esp´ın medio del sistema, < Sˆ >. Utilizaremos la
cantidad
ζ2 =
2(∆Sn)
2
| < S > | . (5.14)
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como una medida de la relacio´n entre las fluctuaciones del esp´ın en la direccio´n n
y el valor medio del esp´ın total. Siguiendo las Refs. (Drummond and Ficek, 2004;
Kitagawa and Ueda, 1993), diremos que la componente Sn esta´ comprimida respecto
de S⊥ si ζ2 < 1. Esquema´ticamente, e´sto significa que el valor medio del esp´ın Sˆ
precesa en el plano determinado por la orientacio´n de Sn y S⊥. La precesio´n, se da
a lo largo de una curva con semiejes ∆Sn, y ∆S⊥, en un plano perpendicular a la
direccio´n de < S >, y el valor de ζ2 dependera´ de la relacio´n entre estos ejes (Fig.
3.4).
5.3. Resultados y Discusio´n.
Hemos diagonalizado el Hamiltoniano de la Eq. (5.1), y estudiado la evolucio´n
temporal del sistema para distintos estados iniciales, es decir para estados EEC
preparados en diferentes orientaciones (θ0, ϕ0). El objetivo de estos ca´lculos fue
investigar la evolucio´n del vector unitario n, perpendicular a la direccio´n instanta´nea
del valor medio del esp´ın < S >, y del vector unitario nS =
<S>
|<S>| . Con estos
elementos, es posible localizar la direccio´n en la cual el factor de squeezing ζ2 alcanza
su valor mı´nimo; esta direccio´n esta´ caracterizada por los a´ngulos (θ, ϕ) de n. El
procedimiento seguido consiste en:
calcular el valor esperado del esp´ın total < S > a partir de los autovalores y
autovectores de H para cada tiempo t;
una vez hallado < S > para un tiempo fijo t, e´ste determina una direccio´n
sobre el espacio a la que indicamos con nS;
se calcula el para´metro de squeezing ζ2 sobre todo el plano perpendicular a nS,
mediante una variacio´n del a´ngulo ϕ que orienta al vector n;
se retiene la orientacio´n (θ, ϕ) para la cual el valor de ζ2 es mı´nimo;
este proceso se realiza para cada tiempo t.
Se tomo´ el nu´mero de sitios de esp´ın N , y las constantes de acoplamiento gz,l y g±,l
como para´metros libres, analizando tanto el caso de cadena abierta como cerrada.
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Los resultados de los ca´lculos realizados se muestran en las Figuras 5.1- 5.7, que
reflejan los efectos de: (a) la orientacio´n del EEC, (b) la asimetr´ıa del acoplamiento
entre sitios de esp´ın, (c) el nu´mero de sitios de esp´ın, (d) la direccio´n en la cual el
sistema presenta squeezing ma´ximo.
La Figura 5.1 muestra la evolucio´n temporal de la direccio´n del vector unitario
nS. El efecto de la asimetr´ıa en el acoplamiento (ver leyenda de la Figura 5.1), se ve
reflejado en la precesio´n en torno al eje z, del esp´ın medio. Notar que, al aumentar
la asimetr´ıa de la interaccio´n, hay una ra´pida variacio´n del a´ngulo azimutal, y una
reduccio´n de la o´rbita, que se ve reflejada en el valor casi constante del a´ngulo θ. En
ambos casos, el EEC esta´ apuntando en la direccio´n θ0 = ϕ0 = pi/4, mientras que el
esp´ın medio, rota en torno al eje z, apuntando en la direccio´n dada por θ = 3pi/4.
Esto significa que la direccio´n medida del esp´ın total puede estar relacionada a los
acoplamientos en la cadena de espines, para una condicio´n inicial fija.
La Figura 5.2 muestra la variacio´n del factor de squeezing ζ2 en el plano (θ, ϕ)
para cuatro instantes de tiempo diferentes. El sistema es el mismo de la Figura 5.1
(cadena abierta), con los valores de las constantes de acoplamiento correspondientes
al caso (a). La l´ınea blanca permite localizar la direccio´n espacial del vector n en la
cual se ha calculado el valor de ζ2. Las distintas regiones indican valores de ζ2 por
debajo y por arriba de 1. Los resultados indican que hay un grado de periodicidad en
la aparicio´n del squeezing; puede verse que, si bien las regiones en donde ζ2 < 1 van
cambiando con el tiempo, e´stas se repiten a intervalos de aproximadamente ∆t = 10.
El efecto que causa la asimetr´ıa de la interaccio´n sobre el valor del squeezing
ato´mico se puede ver en la Figura 5.3. La comparacio´n de estos resultados con los
de la Figura 5.2, sugiere la supresio´n del squeezing, es decir, el aumento del valor
del para´metro ζ2 a causa de la misma. E´sto puede entenderse pensando la asimetr´ıa
de la cadena como una pequen˜a perturbacio´n δ en la direccio´n z, lo que produce
una disminucio´n en la amplitud de la funcio´n de onda por un factor (1-δ), y reduce
el valor medio del esp´ın total.
El factor ζ2 es fuertemente dependiente de los para´metros del estado inicial
(EEC). El conjunto de resultados que se muestran en la Figura 5.4 indicar´ıan que
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es posible obtener un valor ζ2 < 1 para un EEC con θ0 6= 0. Para el EEC con
θ0 = ϕ0 = 0, el vector n esta´ orientado por θ = pi/2 para todos los valores de ϕ, y
e´ste es el caso l´ımite para el cual ζ2 = 1 en todo el plano. El efecto sobre ζ2 debido al
nu´mero de sitios se muestra en la Figura 5.5 (interacciones sime´tricas) y en la Figura
5.6 (interacciones no-sime´tricas). En ambas figuras el EEC se fijo con los para´metros
θ0 = ϕ0 = pi/4, mientras que el para´metro de squeezing se calcula a t = 4. Se ve
que, para este tiempo, relativamente pequen˜o, la asimetr´ıa de la interaccio´n afecta
ma´s el comportamiento de ζ2 que el cambio en el nu´mero de espines en la cadena.
Hasta aqu´ı so´lo hemos analizado cadenas de esp´ın abiertas. La comparacio´n de
los resultados entre cadenas abiertas y cerradas se muestran en las Figuras 5.7 y
5.8. El estado inicial EEC es el mismo para ambas figuras, y se utiliza en ambas los
mismos valores para las constantes de acoplamiento. El nu´mero de sitios de espines se
tomo´ como variable: 5 sitios para la Figura 5.7, y 7 sitios para la Figura 5.8. Aunque
la variacio´n con el tiempo de ζ2 es mayor para una cadena cerrada, al compararla
con los resultados para una cadena abierta, donde el valor del factor de squeezing
se mantiene siempre en un intervalo ma´s estrecho, las cadenas cerradas exhiben un
mayor grado de squeezing, es decir, presenta valores menores para el factor ζ2. La
escala de tiempo en ambas figuras es mayor que en las figuras previas, pero persiste
la tendencia que muestran los resultados de las Figuras 5.1 - 5.6. Las Figuras 5.7 y
5.8 tambie´n muestran que el squeezing tiende a desaparecer al aumentar el nu´mero
de sitios (para N = 7 a´tomos en la cadena la media temporal de ζ2 es mayor a 1).
La caracter´ıstica general que emerge de estos resultados es la posibilidad de con-
trolar el movimiento y las fluctuaciones del esp´ın total, sobre la esfera, mediante
la eleccio´n adecuada de los para´metros de interaccio´n entre sitios de esp´ın,
la preparacio´n del estado inicial, y
generando cadenas abiertas o cerradas con distinto nu´mero de sitios de esp´ın.
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Figura 5.1: Evolucio´n temporal de la direccio´n del vector unitario nS =< S > /| < S > |. Se
observa la dependencia temporal de los a´ngulos θ (l´ınea continua) y φ (l´ınea quebrada) para el
intervalo 0 ≤ t ≤ 25, en unidades arbitrarias de tiempo. El sistema es una cadena abierta con N = 5
sitios. El estado inicial es un EEC definido por θ0 = φ0 = pi/4. Las constantes de acoplamiento
valen gz,l = 4, g+,l = 1, g−,l = 0, para todos los valores de l (Caso (a)) y gz,l = 4 si l es impar, 8
para l = 2 y 16 para l = 4, g+,l = 1 (l imp), 2(l = 2), 4(l = 4) y g−,l = 0 (Caso (b)).
94
01
2
3
4
5
6
ζ2<1
ζ2<1
  
 
(a)
 
 
(b)
0 1 2 3
0
1
2
3
4
5
6
ζ2<1
ζ2<1
(c)
0 1 2 3
ζ2<1
ζ2<1
 
(d)
θ [rad]
φφ φφ [
ra
d]
Figura 5.2: Dependencia angular del factor de squeezing de Eq. (5.14) en el plano θ − φ. Los
valores de los para´metros son los mismos que en el Caso (a) de la Fig. 5.1. La secuencia (a)-(d)
corresponde a t = 10, 15, 20 y 25, respectivamente. La l´ınea blanca muestra la ubicacio´n del
vector n perpendicular a < S >. Las zonas grises corresponden a las regiones en donde aparece el
squeezing (ζ2 < 1).
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Figura 5.3: Idem Fig. 5.2 pero para valores de los para´metros correspondientes al Caso (b) de la
Fig. 5.1.
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Figura 5.4: Dependencia del factor de squeezing ζ2 con el estado inicial EEC. En esta figura todos los
casos corresponden a t = 4, para una cadena abierta con N = 5 sitios y gz,l = 4, g+,l = 1, g−,l = 0,
para todos los valores de l. La parametrizacio´n del estado EEC (θ0, φ0) es la siguiente: (a) (pi/2, 0),
(b)(pi/4, 0), (c) (0, 0), (d) (pi/8, 0), (e)(pi/8, pi/4), (f) (pi/8, pi/2). El significado de los gra´ficos
de contorno es el mismo que en la Fig. 5.2.
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Figura 5.5: Efectos sobre ζ2 debido al cambio en el nu´mero de sitios de esp´ın en una cadena
abierta. El tiempo se fijo´ en t = 4, los para´metros del EEC en θ0 = φ0 = pi/4 y las constantes de
acoplamiento en gz,l = 4, g+,l = 1, g−,l = 0, para todos los valores de l. La secuencia (a), (b) y
(c) muestra los resultados para N = 5, 6, 7 sitios respectivamente.
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Figura 5.6: Efectos sobre ζ2 debido al cambio en el nu´mero de sitios de esp´ın en una cadena
abierta. El tiempo se fijo´ en t = 4, los para´metros del EEC en θ0 = φ0 = pi/4 y las constantes
de acoplamiento en gz,l = 4 (l imp), 16 (l par), g+,l = 1 (l imp), 4 (l par), g−,l = 0 para
todos los valores de l. La secuencia (a), (b) y (c) muestra los resultados para N = 5, 6, 7 sitios
respectivamente.
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Figura 5.7: Resultados para N = 5 sitios. Los cuadros (a) y (c) corresponden al caso de una cadena
abierta, mientras que los cuadros (b) y (d) corresponden al de una cadena cerrada. Las constantes
de acoplamiento se fijaron en: gz,l = 4 para (a) y (b), y gz,l = 4 (si l es impar) y gz,l = 16 (si l es
par) para los casos (c) y (d); g+,l = 1 par (a) y (b), y g+,l = 1 (si l es impar) y g+,l = 4 (si l es par)
para (c) y (d), g−,l = 0 en todos los casos. Las figuras muestran el valor mı´nimo del para´metro de
squeezing como funcio´n del tiempo.
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Figura 5.8: Resultados para N=7 a´tomos. Los valores de las constantes de acoplamiento son los de
la Fig. 5.7
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5.4. Conclusiones.
En este trabajo, se ha estudiado la presencia de squeezing en cadenas asime´tri-
cas de espines 1/2, con interacciones a primeros vecinos. Se consideraron cadenas
abiertas, para las cua´les se calcularon las fluctuaciones del esp´ın total en el plano
perpendicular a la direccio´n del esp´ın medio. Estos valores fueron tomados como un
indicador del grado de squeezing del sistema de espines. Los ca´lculos se realizaron
para distintos valores del conjunto de para´metros del Hamiltoniano del sistema, y del
estado inicial (EEC). Los resultados obtenidos se resumen en los siguientes puntos:
i) El grado de squeezing ato´mico en una cadena abierta, se ve reducido (ζ2 > 1),
si la interaccio´n entre sitios de esp´ın, var´ıa dependiendo del sitio.
ii) Hay una fuerte dependencia del factor de squeezing, ζ2, del estado inicial en el
cual se prepara el sistema, en nuestro caso un estado EEC.
Estas conclusiones, obviamente, esta´n limitadas por los valores de los para´metros
introducidos en el modelo; sin embargo son representativas de la tendencia que pueda
exhibir una cadena de espines ma´s compleja.
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Cap´ıtulo 6
Squeezing en Cadenas de Espines
con Interacciones Perio´dicas y de
Largo Alcance
En este cap´ıtulo, presentamos los resultados nume´ricos y anal´ıticos para el factor
de squeezing, ζ2, en una cadena de espines S−1/2. La cadena esta´ compuesta de
N a´tomos con dos niveles. La interaccio´n entre niveles ato´micos esta´ modelada por
una interacccio´n esp´ın-esp´ın dependiente del sitio. Se estudia la evolucio´n temporal
del factor de squeezing, como as´ı tambie´n la dependencia del mismo del nu´mero
de a´tomos y de los para´metros de interaccio´n. Se observa que las interacciones de
largo alcance optimizan el grado de squeezing para el esp´ın del sistema. Los resulta-
dos originales han sido enviados y aceptados para su publicacio´n (Civitarese et al.,
2009c).
6.1. Introduccio´n.
Muchos de los desarrollos recientes en computacio´n cua´ntica y o´ptica cua´ntica
han renovado el intere´s en el estudio de sistemas de espines y sus interacciones (Kok
et al., 2007; Imai and Hayashi, 2006; Scully and Zubairy, 1997; Peng and Lee, 1999;
Klauder and Sudarshan, 2006). En particular, el problema de la reconstruccio´n del
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esp´ın en medidas cua´nticas de no demolicio´n (Saffman et al., 2009; Teper et al.,
2008; Oblak, 2005), esta´ ı´ntimamente relacionado al squeezing de los observables
de esp´ın (Hagelstein and Chaudhary, 2006; Nielsen and Mølmer, 2008; de Echaniz
et al., 2008; Korbicz et al., 2006). Pero au´n quedan pendientes algunas cuestiones a
cerca del modelado y las propiedades f´ısicas de tales sistemas de esp´ın, que deben
ser resueltas a fin de poder decidir que´ tipo de cadenas de esp´ın, resultan en dispos-
itivos adecuados para la transmicio´n de informacio´n cua´ntica. Es por e´sto que en
este trabajo, nos hemos enfocado en la persistencia de la orientacio´n del esp´ın total
en presencia de interacciones de tipo esp´ın-esp´ın entre sitios de la cadena (Troiani
et al., 2005; Affronte et al., 2004; Carretta et al., 2003; Sørensen and Mølmer, 1999;
Wang et al., 2001). En relacio´n a e´sto, uno puede investigar, como una herramienta
conveniente, la respuesta del esp´ın de una cadena de espines del tipo Heisenberg
con diferentes interacciones (Haldane, 1988; Shastry, 1988; Inozemtsev and Kuzem-
sky, 1991; Inozemtsev, 1995; Inozemtsev and Inozemtseva, 1991; Inozemtsev and
Dorfel, 1993; Frau et al., 1994; Dittrich and Inozemtsev, 1997; Inozemtseva and In-
ozemtsev, 1997). Basa´ndonos en nuestros resultados previos (Reboiro et al., 2007;
Civitarese et al., 2008; Civitarese et al., 2009b; Reboiro, 2008), se han considerado
cadenas de espines tipo Heisenberg anisotro´picas, dado que la anisotrop´ıa en las
interacciones esp´ın-esp´ın, juega un rol importante en la construccio´n del equilibrio
entre las componentes del esp´ın total. En vista de este objetivo hemos seleccionado,
de la literatura existente, interacciones esp´ın-esp´ın de tipo perio´dicas, de tipo gaus-
siano, e interacciones de largo alcance (Haldane, 1988; Shastry, 1988; Inozemtsev
and Kuzemsky, 1991; Inozemtsev, 1995).
En el presente trabajo, se ha calculado el squeezing de los observables de esp´ın
(Kitagawa and Ueda, 1993), en un sistema de a´tomos de dos niveles que interactu´an
entre s´ı, localizados en los sitios de una cadena abierta. El ca´lculo del valor esperado
de los observables, se obtienen via el uso del formalismo de la matriz densidad.
En la Seccio´n 6.2 se describe el formalismo utilizado para el tratamiento del
problema; los resultados y discusiones se presentan en la Seccio´n 6.4. Por u´ltimo, en
la Seccio´n 6.5, se sen˜alan las conclusiones a las que hemos arribado.
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6.2. Formalismo
El marco de referencia para el formalismo que se presenta a continuacio´n, es el
tratamiento de cadenas finitas de N espines 1/2, que exhiben propiedades antiferro-
magne´ticas (o ferromagne´ticas), en presencia de una interaccio´n de intercambio entre
espines modulada por un factor que depende de la distancia entre sitios (Haldane,
1988; Shastry, 1988). La interaccio´n en estas cadenas no se encuentra restringida a
los sitios vecinos ma´s cercanos. Los aspectos formales de la solucio´n pueden verse en
(Inozemtsev and Kuzemsky, 1991; Inozemtsev, 1995). Esencialmente y como hemos
hecho antes ( Cap´ıtulo 5), uno debera´ definir el Hamiltoniano Hˆ que describe la
dina´mica de la cadena, una base de estados, y mediante la diagonalizacio´n de Hˆ,
obtener la solucio´n exacta para un nu´mero razonable de a´tomos. Para un nu´mero
grande de a´tomos la diagonalizacio´n de la matriz del Hamiltoniano no es factible por
razones de dimensionalidad, pero es posible obtener soluciones aproximadas medi-
ante la aplicacio´n de me´todos no perturbativos como linealizaciones o bosonizaciones
(Ape´ndice B), que esta´n en buen acuerdo con los resultados exactos (Ballesteros
et al., 2003). En las siguientes subsecciones haremos incapie´ en detalles espec´ıficos
de la solucio´n para diferentes interacciones. En relacio´n al ca´lculo de la evolucio´n
temporal de los observables, se ha hecho uso del formalismo de la matriz densidad.
Para el factor de squeezing del sistema de esp´ın, se ha adoptado la definicio´n dada
en las Refs. (Sørensen and Mølmer, 1999; Wang et al., 2001).
6.3. Cadenas Asime´tricas
Aqu´ı discutimos unos pocos ejemplos de estas cadenas de espines, que pueden
ser resueltos en forma exacta mediante diagonalizacio´n. En particular, tomaremos
el caso simple de 2 a´tomos presentes en la cadena. El espectro de cada a´tomo corres-
ponde al de los dos niveles de un esp´ın s=1
2
. Los a´tomos interactu´an mediante sus
espines, y esta interaccio´n esp´ın-esp´ın puede descomponerse en las distintas direc-
ciones correspondientes a las distintas componentes del esp´ın ato´mico. En general,
esta interaccio´n puede tomar valores distintos segu´n la direccio´n espacial.
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Podemos escribir el Hamiltoniano del sistema como
H =
N∑
i 6=j=1
g(i, j) (λxsˆx,isˆx,j + λysˆy,isˆy,j + λz sˆz,isˆz,j) . (6.1)
La interaccio´n (6.1) es una generalizacio´n de la interaccio´n sˆi · sˆj entre sitios de
espines, pesada segu´n la direccio´n por el acoplamiento:
gγ(i, j) = λγg(i, j), γ = x, y, z, i = 1, 2, ..., N. (6.2)
Al igual que en el Cap. 5 los operadores escalera sˆ±,i = sˆx,i ± isˆy,i, y el operador de
esp´ın sˆz,i, obedecen las reglas de conmutacio´n del a´lgebra su(2), y el Hamiltoniano
de la Eq. (6.1) puede ser reescrito como
H =
N∑
i6=j=1
g(i, j) [λ− (sˆ+,isˆ+,j + sˆ−,isˆ−,j)
+ λ+ (sˆ+,isˆ−,j + sˆ−,isˆ+,j)
+ λz sˆz,isˆz,j ] , (6.3)
con λ± = 14(λx ± λy). El producto de estados
|k〉 = |k1, k2, ..., ki, ..., kN〉 =
N∏
i=1
sˆki+,i|0〉, ki = 0, 1, (6.4)
define una base en la cual el Hamiltoniano (6.3) puede ser diagonalizado. El estado
|0〉 es el estado de vac´ıo del sistema, y por definicio´n, todos los a´tomos esta´n en nivel
ato´mico de mı´nima energ´ıa (sz = −1/2). Los elementos de matriz de H (6.3) en la
base (6.4) esta´n dados por la expresio´n
〈k′|H|k〉 =∑
i6=j
g(i, j)
{
λ−δ(ki + 1, k′i)δ(kj + 1, k
′
j)
+ λ−δ(ki − 1, k′i)δ(kj − 1, k′j)
+ λ+δ(ki + 1, k
′
i)δ(kj − 1, k′j)
+ λ+δ(ki − 1, k′i)δ(kj + 1, k′j)
+ λz(ki − 1/2)(kj − 1/2)δ(ki, k′i)δ(kj, k′j)}. (6.5)
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Los elementos no diagonales de la matriz (6.5) conectan estados con ∆k = 0 y ±2,
donde k =
∑
i ki − N/2 es el autovalor correspondiente a la proyeccio´n del esp´ın
total en la direccio´n z. En particular, para la eleccio´n λx = λy = λ⊥, el operador
Sˆz =
∑N
i=1 sˆz,i conmuta con el Hamiltoniano (6.3) para toda modulacio´n en el
acoplamiento g(i, j), y los elementos de matriz (6.5) pueden escribirse como
〈k′|H|k〉 =
∑
i 6=j
g(i, j){λ⊥
2
δ(ki + 1, k
′
i)δ(kj − 1, k′j)
+
λ⊥
2
δ(ki − 1, k′i)δ(kj + 1, k′j)
+λz
(
ki − 1
2
)(
kj − 1
2
)
δ(kj, k
′
j)} (6.6)
Para esta relacio´n particular de los valores de las constantes de acoplamiento, las
u´nicas transiciones posibles se dan para ∆k = 0, lo cual es una consecuencia de
que, como dijimos [H,Sz] = 0. Entonces la matriz (6.6) se divide en submatrices
independientes, cada una correspondiente a un valor fijo de k, y la diagonalizacio´n
puede llevarse acabo en cada uno de estos subespacios independientemente.
Estos son los elementos necesarios para calcular, en forma exacta, el conjunto
completo de autovalores {Eα} y autovectores {|α >} de H, y con ellos la correspon-
diente matriz densidad del sistema. Sobre la base de autovectores de H, calculamos
la evolucio´n temporal de cada operador O de intere´s en el problema:
< O(t) > =
∑
n,m
T ∗(n) < n|O|m > T (m),
T (m) =
∑
αn
c∗αncαm < n|I > eiEαt/~. (6.7)
En la ecuacio´n anterior |n > es un elemento de la base (6.4), y los coeficientes cαn
representan la amplitud de | n > en el autoestado | α > del Hamiltoniano de la
Eq.(6.3).
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El Factor de Squeezing
Se ha adoptado, para el factor de squeezing ζ2, la definicio´n (Sørensen and
Mølmer, 1999)
ζ2 =
N(∆Sn)
2
|〈S〉|2 , (6.8)
donde N es el nu´mero de a´tomos en la cadena, y Sˆn es la componente del esp´ın total
en una direccio´n perpendicular a 〈S〉, esto es, la direccio´n en el espacio definida por
el vector unitario
n˘ = (sin θn cosφn, sin θn sinφn, cos θn),
n˘ · 〈Sˆ〉 = 0. (6.9)
El Estado Inicial
En todos los casos que se presentan, se ha considerado el estado coherente
|I〉 = (1 + |z|2)−N/2
N∑
m=0
zm
m!
Sˆm+ |0〉,
z = e−i(φ0−pi) tan(θ0/2), (6.10)
como condicio´n inicial del sistema. Este estado no es un autoestado de H, y el mismo
queda definido por la orientacio´n de los a´ngulos φ0 y θ0 sobre la esfera de Bloch (Fig.
3.3). El operador Sˆ+ es el operador colectivo dado por Sˆ+ =
∑N
i=1 sˆ+,i.
Algunos casos con Solucio´n Anal´ıtica
El caso con N = 2
Se presentan los resultados anal´ıticos para el caso simple de una cadena con
N = 2 a´tomos, considerando diferentes interacciones entre los sitios de la cadena.
La misma es una cadena abierta determinada por la definicio´n del Hamiltoniano
introducido en (6.1).
108
1. Interaccio´n Armo´nica
Escribimos la interaccio´n entre a´tomos como g(i, j) = sin(|i − j|pi
2
) y λz = 2λ⊥.
La diagonalizacio´n del Hamiltoniano arroja el siguiente conjunto se autovalores ²α
y autovectores Ψα (con α = 1, 2, 3, 4)
²1 = λ⊥, |Ψ1〉 = |0, 0〉,
²2 = 0, |Ψ2〉 = 1√2 (|1, 0〉+ |0, 1〉) ,
²3 = − 2λ⊥, |Ψ3〉 = 1√2 (|1, 0〉 − |0, 1〉) ,
²4 = λ⊥, |Ψ4〉 = |1, 1〉.
(6.11)
A partir de este conjunto de autovalores y autovectores, podemos calcular la evolu-
cio´n tempral de los observables del esp´ın, a partir de la condicio´n inicial elegida
(6.10). El sistema tiene tanto a Sˆz como a Sˆ
2
z como constantes de movimiento,
siendo su forma expl´ıcita
〈Sz(t)〉 = − cos θ0,
〈S2z (t)〉 =
1
2
+
1
2
cos2 θ0. (6.12)
Entonces, para una eleccio´n de la orientacio´n del estado inicial dada por θ0 =
pi
2
y
φ0 = 0, el valor esperado de la componente z del esp´ın total, resulta nulo, 〈Sz〉 = 0,
y
〈~S〉 = (〈Sx〉, 0, 0),
〈Sx〉 = − cos
(
λ⊥t
~
)
. (6.13)
En este caso el vector unitario que define la direccio´n normal a 〈~S〉 es:
n˘ = (0,± sin θn, cos θn). (6.14)
El signo positivo corresponde a la eleccio´n φn =
pi
2
en tanto que el negativo co-
rresponde a φn =
3pi
2
. Con estos elementos, la expresio´n formal para el factor de
squeezing ζ2 da
ζ2 =
1± 2 sin θn cos θn sin
(
λ⊥t
~
)
cos2(λ⊥t~ )
(6.15)
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Ana´logamente, estos ca´lculos pueden repetirse para diferentes orientaciones de la
condicio´n inicial. La eleccio´n θ0 = 0 y φ0 = 0 da como resultado ζ
2 = 1 (no hay
squeezing). El caso con θ0 =
pi
2
, φ0 =
pi
2
es similar al caso θ0 =
pi
2
, φ0 = 0, dando la
misma expresio´n para ζ2 (6.15), lo cual es consistente con el hecho que los estados
iniciales so´lo difieren en una fase.
2. Interaccio´n Gaussiana
La interaccio´n entre sitios de esp´ın puede ser modelada por un factor de forma
gaussiano
g(i, j) = e−
1
2
(i−j)2 . (6.16)
Las soluciones del problema de autovalores para esta interaccio´n, son
²1 =
λz
2
e−1/2, |Ψ1〉 = |0, 0〉,
²2 =
(
λ⊥ − λz2
)
e−1/2, |Ψ2〉 = 1√
2
(|1, 0〉+ |0, 1〉) ,
²3 = −
(
λ⊥ + λz2
)
e−1/2, |Ψ3〉 = 1√
2
(|1, 0〉 − |0, 1〉) ,
²4 =
λz
2
e−1/2, |Ψ4〉 = |1, 1〉. (6.17)
Con la eleccio´n λz = 2λ⊥ la expresio´n de las soluciones resulta ide´ntica a las corres-
pondientes a (6.11), a menos de un factor e−1/2. Por ejemplo, para los a´ngulos de
orientacio´n θ0 =
pi
2
, φ0 = 0 se obtiene
ζ2 =
1± 2 sin θn cos θn sin
(
λ⊥t
~ e
−1/2)
cos2
(
λ⊥t
~ e
−1/2) , (6.18)
y una expresio´n similar para θ0 =
pi
2
, φ0 =
pi
2
.
El caso con N=3
Un ana´lisis ana´logo al de la seccio´n anterior puede realizarse para el caso con N =
3 a´tomos. La solucio´n, para ambas interacciones (interaccio´n armo´nica e interaccio´n
Gaussiana), tambie´n resulta anal´ıtica. A partir de la misma, discutiremos el efecto
de la asimetr´ıa sobre el factor de squeezing ζ2. El concepto principal detra´s de e´sto,
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es el mecanismo de ruptura de simetr´ıa inducida por los acoplamientos λi de la
Eq.(6.3). En este ejemplo, la diagonalizacio´n de H puede realizarse en la base de
los ocho estados que resultan de los tres sitios (a´tomos) de la cadena en dos estados
posibles (estados de esp´ın 1/2 para cada sitio). Los autovalores de la correspondiente
ecuacio´n secular son:
²1 = λz/2
²2 = 0
²3 = −λz/4−∆
²4 = −λz/4 + ∆
²5 = ²2
²6 = ²3
²7 = ²4
²8 = ²1
con
∆ =
√
λ2z + 8λ
2
⊥
4
La dependencia temporal de los valores esperados de las componentes de esp´ın,
pueden ser calculados en forma expl´ıcita, obtenie´ndose las siguientes expresiones:
〈Sz〉 = −3
2
c0
〈S2z 〉 =
3
4
+
3
2
c20
〈S2+〉 = e−2i(φ0−pi)
1
2
s20(A− iBc0)
〈S+〉 = e−i(φ0−pi)1
2
s0
[
1
2
s20C +
(
1− 1
2
s20
)
A− iBc0
]
〈{S+, S−}〉 = 3 + s20C
〈{S+, Sz}〉 = e−i(φ0−pi)s0
[
−c0A+ i
(
1− 1
2
s20
)
B
]
(6.19)
y
〈Sx〉 = Re〈S+〉,
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〈Sy〉 = Im〈S+〉,
〈S2x〉 =
1
2
Re〈S+2〉 + 1
4
〈{S+, S−}〉,
〈S2y〉 = −
1
2
Re〈S+2〉 + 1
4
〈{S+, S−}〉 (6.20)
con los para´metros
c0 = cos(θ0)
s0 = sin(θ0)
relacionados con la definicio´n de los a´ngulos que orientan el estado inicial (6.10). El
resto de las cantidades que entran en las expresiones de (6.19) se corresponden con
A =
[
3
2
+
1
2
(α− 2β)
]
cos(∆ +
3
4
λzt) +[
3
2
− 1
2
(α− 2β)
]
cos(∆− 3
4
λz)t
B =
[
3
2
+
1
2
(α− 2β)
]
sin(∆ +
3
4
λz)t−[
3
2
− 1
2
(α− 2β)
]
sin(∆− 3
4
λz)t
C = 3− (α + β)2 sin2(∆t) (6.21)
donde
α =
λz − 4λ⊥
4∆
β =
λz + 2λ⊥
4∆
3 = α2 + 2β2 (6.22)
No resulta dif´ıcil, luego de un poco de a´lgebra, mostrar que para interacciones
sime´tricas (λz = λ⊥) se obtiene
∆ =
3
4
λz
α = −1
β = 1
A = 3
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B = 0
C = 3 (6.23)
Luego, los valores esperados (6.19) pueden ser escritos como
〈Sz〉 = −3
2
c0
〈S2z 〉 =
3
4
+
3
2
c20
〈S2+〉 = e−2i(φ0−pi)
3
2
s20
〈S+〉 = e−i(φ0−pi)3
2
s0
〈{S+, S−}〉 = 3(1 + s20)
〈{S+, Sz}〉 = −3e−i(φ0−pi)s0c0 (6.24)
La direccio´n del valor esperado del esp´ın total en cada instante de tiempo, se deter-
mina mediante las relaciones
〈Sx〉
| 〈S〉 | = −s0 cos(φ0),
〈Sy〉
| 〈S〉 | = s0 sin(φ0),
〈Sz〉
| 〈S〉 | = −c0 (6.25)
Por ejemplo, para una eleccio´n de φ0 = pi, el vector de esp´ın 〈S〉 se encuentra en el
plano x− z y es perpendicular a todo vector sobre el eje yˆ. Como el valor esperado
de Sy se anula, la varianza del vector de esp´ın en una direccio´n perpendicular a 〈S〉
se reduce a
(∆Sn)
2 = (∆Sy)
2 = 〈S2y〉 =
3
4
(6.26)
Por otra parte
|< S >| = 3
2
(6.27)
y en consecuencia,
ζ2 = N
(∆Sn)
2
|< S >|2 = 1 (6.28)
113
Esto significa, que para obtener valores ζ2 < 1, debe romperse la simetr´ıa del Ha-
miltoniano, considerando constantes de acoplamientos no todas iguales (este compor-
tamiento ya fue observado en el trabajo que se discute en el Cap´ıtulo 5 al considerar
interacciones a primeros vecinos). Si bien aqu´ı se ha hecho una eleccio´n particular
del a´ngulo φ0 del estado coherente, lo cual permite simplificar el ca´lculo anal´ıtico,
los resultados para la evolucio´n temporal del factor de squeezing resultan indepen-
dientes de la eleccio´n de dicho a´ngulo, es decir, es invariante frente a una rotacio´n en
torno al eje zˆ. Esto ya hab´ıa sido notado en los resultados anal´ıticos obtenidos para
N = 2. Posteriormente, esta independencia en la evolucio´n del sistema con respecto
a la orientacio´n del estado inicial en el plano x− y, ha sido corroborada al analizar
los gra´ficos que resultan de un tratamiento nume´rico del problema, para cadenas de
distintas longitudes. A una conclusio´n similar han arribado los autores en (Wang
and Sanders, 2003).
Los casos ma´s simples con N = 2, 3 a´tomos pueden ser tratados anal´ıticamente
en forma exacta, y estos resultados pueden ser de ayuda a fin de obtener alguna idea
acerca del comportamiento que ser´ıa de esperar en los casos con un mayor nu´mero
de a´tomos N , los cuales deben ser resueltos nume´ricamente. Para obtener alguna
expresio´n anal´ıtica que de cuenta del comportamiento en el l´ımite de un nu´mero muy
grande de sitios, se puede recurrir a ciertas te´cnicas de muchos cuerpos (Ape´ndice
B), como la Aproximacio´n Tamm-Dancof (TDA).
Solucio´n Asinto´tica para N Grande - TDA
La Aproximacio´n Tamm-Dancof (B.3.1), puede utilizarse para calcular observa-
bles de esp´ın en el caso en que el nu´mero de sitios en la cadena se vuelve muy grande,
y la diagonalizacio´n exacta resulta un problema intratable nume´ricamente. La TDA
esta´ basada en la expansio´n boso´nica de los operadores de esp´ın y un posterior
mapeo sobre la base de un fono´n. Esto se lleva acabo de la siguiente manera:
a) Expansio´n boso´nica de los operadores de esp´ın: Los operadores de esp´ın se
expresan en te´rmino de operadores boso´nicos asociados a cada sitio de la cadena,
mediante lo que se conoce como mapeo de Holstein-Primakoff (Klein and Marshalek,
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1991). De este mapeo, que corresponde a una serie infinita en el operador nu´mero
de bosones, retenemos so´lo el orden ma´s bajo
S+ =
∑
i
b+i
S− =
∑
i
bi
Sz =
∑
i
b+i bi −
N
2
. (6.29)
El sub´ındice i se refiere al sitio. El estado de vac´ıo | 0 > esta´ definido como el estado
con todos los a´tomos en el nivel de ma´s baja energ´ıa, tal que para cada operador
boso´nico bi se tiene bi | 0 >= 01. Claramente, los operadores (6.29) obedecen las
reglas de conmutacio´n del a´lgebra su(2).
b) Base de un fono´n: Los operadores boso´nicos b+i pueden escribirse en te´rminos
de una nueva base de operadores, tambie´n boso´nicos, Γn mediante la combinacio´n
lineal
Γ+n =
∑
i
Xn(i)b
+
i (6.30)
Los nuevos operadores actuando sobre el vac´ıo previamente definido | 0 >, dan
Γn | 0 >= 0 (6.31)
y generan un conjunto de estados |n〉, tal que
| n >= Γ+n | 0 > . (6.32)
La Eq. (6.30) puede invertirse, obtenie´ndose la transformacio´n inversa
b+i =
∑
n
X∗n(i)Γ
+
n , (6.33)
que preserva las relaciones de conmutacio´n originales.
c) Diagonalizacio´n TDA: El Hamiltoniano de la Eq. (6.3) se transforma a la base
boso´nica de operadores b+i (bi) y posteriormente, a la base de operadores de un fono´n
1Si se representan los niveles ato´micos de un dado sitio por la accio´n de operadores de creacio´n y aniquilacio´n
c+i,± y ci,±, el operador de creacio´n boso´nico esta´ definido como b
+
i = c
+
i,+ci,− y el estado de vac´ıo es de la forma
| 0 >= Πjc+j,− |>, tal que bi | 0 >= c+i,−ci,+Πjc+j,− |>= 0
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(6.30). La imagen TDA del Hamiltoniano es la siguiente:
HTDA =
∑
i
²i(nˆi − 1
4
) +
∑
i 6=j
λ⊥gijb+i bj
=
∑
n
EnΓ
+
nΓn (6.34)
con
²i =
∑
j 6=i
λzgij
En el marco de la aproximacio´n TDA (B.3.1) el Hamiltoniano resulta linealizado
por la ecuacio´n de movimiento [
HTDA,Γ
+
n
]
= EnΓ
+
n , (6.35)
obtenie´ndose la ecuacio´n secular de autovalores
²lXn(l) +
∑
k 6=l
λ⊥glkXn(k) = EnXn(l). (6.36)
Entonces, al reemplazar la amplitud
Xn(l) =
1
En − ²l
∑
k 6=l
λ⊥glkXn(k) =
Λn(l)
En − ²l (6.37)
en la Eq. (6.36), se obtiene la relacio´n de dispersio´n para las energ´ıas TDA, En. Las
amplitudes esta´n normalizadas ∑
l
| Xn(l) |2 = 1. (6.38)
d) Condicio´n inicial: Una vez realizada la transformacio´n anterior, la condicio´n
inicial (6.10) puede escribirse en te´rmino de los fonones TDA como:
|I〉 =
(
|0〉+
N∑
n=1
λnzΓ
†
n|0〉
)
N , (6.39)
donde N es la norma del estado inicial |I〉.
e) Los operadores de esp´ın en la base TDA: Como hemos hecho antes para la
condicio´n inicial y el Hamiltoniano, los operadores de esp´ın pueden escribirse en la
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base de fonones TDA, dando
Sz =
∑
n
Γ†nΓn −
N
2
S+ =
∑
n
λnΓ
+
n (6.40)
con
λn =
∑
k
Xn(k) (6.41)
Luego, esta´n dados todos los elementos para calcular los valores esperados de los
operadores de esp´ın. A orden dominante las expresiones resultantes son:
〈Sz〉 = −N
2
+
|z|2N
1 + |z|2N (6.42)
〈S2z 〉 =
N2
4
− (N − 1) N |z|
2
1 + |z|2N (6.43)
〈S+〉 = |z|
1 + |z|2N
N∑
n=1
λne
i(En−E0)t−(ϕ0−pi) (6.44)
〈S2+〉 = 0 (6.45)
〈{S+, S−}〉 = N + 2|z|
2
1 +N |z|2
∑
n
|λn| (6.46)
〈{S+, Sz}〉 = −(N − 1)〈S+〉 (6.47)
El resto de las cantidades necesarias para obtener la expresio´n del factor de squee-
zing, pueden obtenerse a partir de (6.47) 2En el l´ımite para N À 1, las expresiones
2
S2x =
1
4
(S2+ + S
2
−) +
1
4
{S+, S−} (6.48)
S2y = −
1
4
(S2+ + S
2
−) +
1
4
{S+, S−} (6.49)
〈S2x〉 =
1
2
Re〈S2x〉+
1
4
〈{S+, S−}〉 (6.50)
〈S2y〉 = −
1
2
Re〈S2x〉+
1
4
〈{S+, S−}〉 (6.51)
∆2Sx =
1
2
Re〈S2+〉+
1
4
〈{S+, S−}〉 − (Re〈S+〉)2 (6.52)
∆2Sy = −1
2
Re〈S2+〉+
1
4
〈{S+, S−}〉 − (Im〈S+〉)2 (6.53)
∆2Sz = 〈S2z 〉 − 〈Sz〉2 (6.54)
〈{Sx, Sy}〉 − 2〈Sx〉〈Sy〉 = Im〈S2+〉 − 2(Re〈S+〉)(Im〈S+〉) (6.55)
〈{Sx, Sz}〉 − 2〈Sx〉〈Sz〉 = Re(〈{Sx, Sz}〉)− 2(Re〈S+〉)〈Sz〉 (6.56)
〈{Sy, Sz}〉 − 2〈Sy〉〈Sz〉 = Im(〈{Sy , Sz}〉)− 2(Im〈S+〉)〈Sz〉. (6.57)
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anteriores se reducen a
〈Sz〉 = −N
2
(6.58)
〈S2z 〉 =
N2
4
(6.59)
〈S+〉 = 〈S2+〉 = 0 (6.60)
〈{S+, S−}〉 = N (6.61)
〈{S+, Sz}〉 = 0, (6.62)
y el factor de squeezing (6.8) tiende asinto´ticamente al valor 1:
ζ2large N →
(N2/4)| n˘ |2
(N2/4)
= 1, (6.63)
dado que n˘ es un vector unitario. Este resultado indicar´ıa que, al menos en el sube-
spacio de un fono´n, es de esperar una saturacio´n en el valor del factor de squeezing
para un gran nu´mero de sitios de esp´ın (o a´tomos) en la cadena. Naturalmente, una
generalizacio´n de dicho comportamiento no es va´lida, ya que ser´ıa necesario obtener
la diagonalizacio´n exacta para valores grandes de N , pero esta tarea esta´ limitada
por el ra´pido crecimiento de la dimensio´n del problema, que aumenta como (2N)
(Notar que bajo la transformacio´n TDA, el problema original de dimensio´n 2N se
reduce a otro problema de N2 dimensiones).
6.4. Resultados y Discusio´n.
En esta seccio´n se presentan y discuten los resultados del formalismo introducido
anteriormente, para el factor de squeezing ζ2, para diferentes interacciones entre
sitios de esp´ın. En todos los casos se han considerado a´tomos de dos niveles, cada
uno de los cuales es equivalente a un sistema de esp´ın s = 1/2. La diagonalizacio´n
exacta se llevo´ acabo para distintos nu´meros de a´tomos en la cadena, N ≤ 11. Los
factores de modulacio´n g(i, j) para las distintas interacciones propuestas, son los
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siguientes
g(i, j) = | sin(pi
2
(i− j))|, (a)
g(i, j) = sin(pi
2
|i− j|), (b)
g(i, j) = e−
1
2
(i−j)2 , (c)
g(i, j) =
(
sin( pi
N
(i− j)))−2 , (d)
(6.64)
con i 6= j en todos los casos. Estos factores esta´n asociados a interacciones perio´dicas
o interacciones de largo alcance, que han sido discutidas y pueden encontrarse en la
literatura (Shastry, 1988; Haldane, 1988; Inozemtsev and Kuzemsky, 1991; Inozemt-
sev, 1995; Inozemtsev and Inozemtseva, 1991; Inozemtsev and Dorfel, 1993; Frau
et al., 1994; Dittrich and Inozemtsev, 1997; Inozemtseva and Inozemtsev, 1997).
Los para´metros λ⊥ y λz de la Eq. (6.6), se fijaron en los valores λ⊥ = 1 y λz = 2,
para todos los casos, imponiendo una asimetr´ıa en las interacciones (Civitarese et al.,
2009b; Reboiro et al., 2007; Reboiro, 2008). Como condicio´n inicial hemos elegido
un estado coherente (6.10) con θ0 = pi/2, pi/4 y pi/8, y φ0 = 0. Cabe mencionar, que
cambiar el valor φ0 = 0 no modifica los resultados de intere´s ya que representa so´lo
una fase en el estado inicial. Este comportamiento se ve reflejado en los resultados
anal´ıticos de la seccio´n previa (Eqs. (6.15), (6.18)) para el caso de cadenas con N = 2
sitios, y ha sido verificado nume´ricamente para los casos con N > 2.
En las Figuras 6.1-6.3 se muestra la dependencia temporal del para´metro de
squeezing ζ2 para una cadena con N = 5 a´tomos. El procedimiento consiste en:
1. diagonalizacio´n del Hamiltoniano (6.3) en la base (6.4);
2. ca´lculo de la matriz densidad a partir de los correspondientes autovalores y
autovectores del problema, al igual que se hizo en el trabajo presentado en el
Cap´ıtulo 5 (Eqs. (5.5)-(5.7));
3. ca´lculo del valor esperado de las componentes de esp´ın total que entran en la
definicio´n del para´metro de squeezing (6.8).
La Figura 6.1 muestra los resultados obtenidos para los diferentes factores g(i, j)
(6.64), con un estado inicial coherente θ0 = pi/2 y φ0 = 0. Aunque en pra´cticamene
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todos los casos el valor de ζ2 se encuentra muy cercano al valor 1/2, se observan
oscilaciones muy ra´pidas en el valor del mismo. Esto significa que la media temporal
es mucho mayor a 1/2. En este caso el valor esperado del esp´ın total es perpendicular
a la direccio´n z. A los efectos de investigar la sensibilidad de la dependencia temporal
de ζ2 respecto de la condicio´n inicial, hemos repetido estos mismos ca´lculos para los
valores θ0 = pi/4 y θ0 = pi/8. Los resultados se muestran en las Figuras 6.2 y 6.3.
Se observa que, para valores pequen˜os de θ0, las oscilaciones de ζ
2 esta´n confinadas
a una franja relativamente angosta, 0,7 < ζ2 < 1 (ver Figura 6.3). Para el caso
l´ımite θ0 = 0, se obtiene ζ
2 = 1, como era de esperar ya que entonces el estado
inicial coherente es un autoestado Sˆz, y las componentes perpendiculares Sˆx y Sˆy
se encuentran completamente indeterminadas. Esta situacio´n persiste con el tiempo
ya que Sˆz es una constante de movimiento. De estos resultados se desprende que la
dependencia temporal de ζ2 puede ser controlada por las interacciones esp´ın-esp´ın,
como as´ı tambie´n por la eleccio´n del estado inicial coherente. Una buena eleccio´n
del estado coherente puede, de hecho, minimizar la media temporal de ζ2. El valor
o´ptimo de ζ2 es del orden de 0,7. Por otra parte, siguiendo los resultados presentados
en las Figuras 6.1-6.3, una cadena con una interaccio´n esp´ın-esp´ın modulada por un
factor g(i, j), como los de la Eq. (6.64), puede considerarse como un dispositivo
eficaz para conservar la informacio´n acerca de la orientacio´n del esp´ın, y del peso
relativo de las componentes del esp´ın total.
Siguiendo con la comparacio´n entre los distintos factores de forma que modulan
la interaccio´n, se muestran en la Figura 6.4 los resultados correspondientes a la
Eq. (6.15) y Eq. (6.18). Mientras la figura obtenida a partir de una modulacio´n
g(i, j) = sin |pi
2
(i− j)|, (caso (a)), muestra oscilaciones en torno al mı´nimo ζ2 = 1/2,
la que se obtiene con g(i, j) = e−
1
2
(i−j)2 (caso (b)) muestra, en adicio´n a lo anterior,
una modulacio´n con un per´ıodo mayor que en el caso previo. Esto esta´ en acuerdo
con las expresiones obtenidas en (6.15) y (6.18) donde se observa que el factor de
squeezing ζ2 oscila con una frecuencia λ⊥/~ en el primero de los casos, y con una
frecuencia λ⊥e−1/2/~ en el segundo. Por otra parte, la comparacio´n de estas figuras
con lo observado en la Figura 6.1-(b) y 6.1-(c), indica que al incrementarse el nu´mero
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de a´tomos, las oscilaciones de ζ2 son ma´s ra´pidas y su valor mı´nimo se incrementa
significativamente. Este comportamiento resulta ma´s evidente del ana´lisis de las
Figuras 6.5-6.7.
Veamos co´mo es la dependencia del para´metro de squeezing con respecto a N . Las
Figuras 6.5-6.7 muestran los resultados obtenidos para el para´metro de squeezing,
ζ2, como funcio´n del nu´mero de sitios de esp´ın en la cadena. Cada punto en estas
figuras representa el mı´nimo valor de ζ2 sobre un cierto intervalo temporal, calculado
para un valor fijo N . Es decir, que para un dado N , hemos calculado la evolucio´n
temporal de ζ2, y buscado su valor mı´nimo en el mismo intervalo de tiempo en que
se obtuvieron las Figuras 6.1-6.3. En la Figura 6.8 en cambio, cada punto representa
la media temporal del para´metro de squeezing como funcio´n del nu´mero de a´tomos.
Los para´metros utilizados son los mismos de la Figura 6.7, y el intervalo de tiempo
considerado se amplio´ hasta t = 1000. Como caracter´ıstica general se observa que
el mı´nimo absoluto y el valor promedio mı´nimo para ζ2 se obtiene utilizando un
factor de modulacio´n g(i, j) =
(
sin( pi
N
(i− j)))−2 para la interaccio´n entre sitios de la
cadena (Shastry, 1988; Haldane, 1988; Inozemtsev and Kuzemsky, 1991; Inozemtsev,
1995). Esta interaccio´n, que representa una interaccio´n de intercambio con Jij =
1/r2ij, siendo rij la distancia entre sitios, fue propuesta por Shastry (Shastry, 1988) y
por Haldane (Haldane, 1988), en el estudio de una cadena de Heisenberg de espines-
1/2 antiferromagne´tica. Posteriormente, el espectro de una cadena de Heisenberg
isotro´pica S−1/2, fue resuelto en forma exacta usando esta misma interaccio´n de
largo alcance (Inozemtsev and Kuzemsky, 1991; Inozemtsev, 1995).
Los resultados que hemos presentado, aunque no son concluyentes, indicar´ıan que
una cadena de Heisenberg anisotro´pica S−1/2 antiferromagne´tica, con interacciones
de largo alcance, puede verse como un mecanismo o´ptimo de generacio´n de squeezing.
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6.5. Conclusiones.
Hemos extendido nuestros ca´lculos iniciados en trabajos anteriores para analizar
la aparicio´n y persistencia de squeezing ato´mico en un tipo generalizado de cade-
nas de Heisenberg con interacciones dependientes del sitio. Como resumen, en este
trabajo se han reportado los resultados del ca´lculo del factor de squeezing, ζ2, en
una cadena abierta de espines S−1/2 con interacciones perio´dicas e interacciones de
largo alcance. Se ha investigado la dependencia de ζ2 como funcio´n de:
(i) la forma de las interacciones entre sitios de esp´ın,
(ii) el nu´mero de a´tomos en la cadena, y
(iii) la condicio´n inicial en la que se prepara el sistema.
Los resultados, en general, son dependientes de la condicio´n inicial, que en este
caso se ha tomado como un estado de esp´ın coherente. Si bien el nu´mero de a´to-
mos para el que se han llevado acabo los ca´lculos exactos es relativamente pequen˜o
(N ≤ 11), el taman˜o del espacio de configuracio´n es lo suficientemente grande para
reflejar la tendencia principal de los resultados. Para el caso de un nu´mero grande
de a´tomos se ha discutido el uso de la aproximacio´n TDA, que resulta exacta en el
subespacio de pares de hueco-part´ıcula (en este caso cada par se corresponde con un
esp´ın de proyeccio´n sz = −1/2 y uno con proyeccio´n sz = 1/2). En este subespacio,
los resultados muestran una saturacio´n del valor del para´metro ζ2 cuando N À 1.
Dentro de estas limitaciones, podemos concluir diciendo que las cadenas de Heisen-
berg anisotro´picas, con interacciones antiferromagne´ticas de largo alcance, pueden
considerarse como posibles dispositivos o´ptimos en relacio´n con la persistencia del
squeezing del sistema de espines.
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Figura 6.1: Dependencia temporal del factor de squeezing ζ2, para diferentes interacciones. En los
gra´ficos (a)-(d), los resultados corresponden a los factores g(i, j) de la Eq. (6.64). Los para´metros
de la interaccio´n se fijaron en los valores λ⊥=1 y λz=2. El estado inicial es un estado coherente
(6.10) con θ0 = pi/2 y φ0 = 0. El tiempo esta´ en unidades arbitrarias.
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Figura 6.2: Idem Figura 6.1, para un estado inicial coherente con θ0 = pi/4 y φ0 = 0.
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Figura 6.3: Idem Figura 6.1, para un estado inicial coherente con θ0 = pi/8 y φ0 = 0.
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Figura 6.4: Dependencia temporal del factor de squeezing ζ2, para el caso N = 2, que corresponde
a la Eq. (6.15) (gra´fico (a)), y a la Eq. (6.18) (gra´gico (b)). Las curvas se obtuvieron a partir de
los autovalores y autovectores dados en la Eq. (6.11) y (6.17), respectivamente. El estado inicial es
un estado coherente (6.10) con θ0 = pi/2 y φ0 = 0.
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Figura 6.5: Valor mı´nimo del para´metro de squeezing ζ2, como funcio´n del nu´mero de a´tomos N ,
para diferentes interacciones esp´ın-esp´ın. En los gra´ficos (a)-(d), los resultados corresponden a los
factores g(i, j) de la Eq. (6.64). Los para´metros de la interaccio´n se fijaron en los valores λ⊥=1 y
λz=2, y el estado inicial es un estado coherente (6.10) con θ0 = pi/2 y φ0 = 0. Como se detalla
en el texto, este valor mı´nimo se encuentra luego de estudiar la evolucio´n temporal de ζ2 en el
intervalo 0 < t < 200.
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Figura 6.6: Idem Figura 6.5, para un estado inicial coherente con θ0 = pi/4 y φ0 = 0.
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Figura 6.7: Idem Figura 6.5, para un estado inicial coherente con θ0 = pi/8 y φ0 = 0.
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Figura 6.8: Valor promedio (puntos) del para´metro de squeezing ζ2 como funcio´n del nu´mero de
a´tomos en el intervalo de tiempo 0 < t < 1000, para cada una de las interacciones discutidas en
el texto. Los para´metros utilizados son los mismos de la Figura 6.7. La l´ınea indica el valor medio
para el conjunto de puntos y ayuda a una ra´pida comparacio´n entre los efectos del uso de las
distintas interacciones
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Cap´ıtulo 7
Squeezing en A´tomos de Tres
Niveles
En este cap´ıtulo, se detalla nuestro trabajo (Civitarese et al., 2008), a cerca de la
transferencia de esp´ın entre un campo de radiacio´n y un sistema ato´mico compuesto
por a´tomos con tres niveles activos. La evolucio´n temporal de la poblacio´n de niveles,
calculada a partir de las soluciones del modelo propuesto, muestra que la utilizacio´n
de estados coherentes foto´nicos, no garantiza la o´ptima transferencia de esp´ın bajo
las condiciones de squeezing.
7.1. Introduccio´n.
El estudio de sistemas de espines como laboratorios para los efectos meca´nico-
cua´nticos, fue ampliamente impulsado debido a la posibilidad de utilizar espines
elementales como unidad de informacio´n en computacio´n cua´ntica. Al mismo tiem-
po, el campo de la o´ptica cua´ntica tambie´n ha sido observado en conexio´n con dichos
sistemas de espines. En este sentido, existe un gran intere´s en acoplar a´tomos con luz,
y se han reportado trabajos exitosos al respecto (Furusawa and Takei, 2007; Yoneza-
wa et al., 2007; Romero-Isart et al., 2007). Varias propuestas se han presentado para
utilizar este tipo de acoplamiento para la generacio´n de squeezing ato´mico (Kuzmich
and Polzik, 2003; de Echaniz et al., 2008). Generalmente hablando, la interaccio´n
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entre luz y espines o pseudoespines localizados, como son los niveles ato´micos, provo-
ca un cambio en el nu´mero de a´tomos que ocupa cada nivel ato´mico permitido, y
este cambio en la poblacio´n de niveles ato´micos puede ser interpretado mediante la
accio´n de los operadores escalera para el esp´ın del sistema 1. En este sentido, es que
se dice que la interaccio´n provoca una transferencia del esp´ın entre el campo elec-
tromagne´tico y los a´tomos (Genes et al., 2003; Romero-Isart et al., 2007; Lyakhov
et al., 2007; Rabl and Zoller, 2007). Como consecuencia, ocurren desviaciones en los
valores esperados de los observables de esp´ın, en comparacio´n con los valores dados
por las relaciones de incerteza y de conmutacio´n esta´ndar (Walls and Zoller, 1981;
Kitagawa and Ueda, 1993; Prakash and Kumar, 2005).
Las condiciones bajo las cuales tiene lugar el feno´meno de squeezing ato´mico
via el acoplamiento con el campo, es decir, la transferencia de informacio´n cua´ntica
entre estados ato´micos y campos la´ser, han estado bajo investigacio´n, tanto teo´rica
como experimental (de Echaniz et al., 2005). Una revisio´n general del tema puede
verse en (Drummond and Ficek, 2004).
El squeezing en campos electromagne´ticos cuantizados, ha recibido constante
atencio´n desde la aparicio´n de las primeras publicaciones, hace ma´s de 20 an˜os
(Walls, 1983; Friberg et al., 1985). La Referencia (Rangel et al., 2005) describe la
generacio´n de squeezing y la presencia de revivals en un sistema ion-cavidad en
contacto con un reservorio. En este trabajo, el sistema analizado consiste de un
u´nico ion con dos niveles en una trampa armo´nica, a temperatura cero y expuesto
a la accio´n de dos la´ser externos.
En la Ref. (Rub´ın-Linares and Moya-Cessa, 2005) se propone un esquema simple
para medir el squeezing y las propiedades de fase de un oscilador armo´nico. El trabajo
de Poulsen and Mølmer (Poulsen and Mølmer, 2001) muestra que bajo condiciones
adecuadas, la informacio´n cua´ntica de estados colectivos, puede transmitirse a un
pulso de luz.
El squeezing ato´mico bajo emisio´n colectiva, es decir, para el caso de grandes
sistemas de a´tomos radiantes, fue estudiada por V. I. Yukalov y E. P. Yukalova en la
1Este formalismo de a´lgebras de pseudoesp´ın se ha desarrollado en el Cap´ıtulo 1.
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Ref. (Yukalov and Yukalova, 2004). En el mismo se sugiere un me´todo para gobernar
el comportamiento con el tiempo del factor de squeezing.
Las propiedades de entrelazamiento y squeezing del esp´ın para tres bosones en
dos modos se han discutido en la Ref. (Zeng et al., 2005). Los aspectos teo´ricos y
experimentales del entrelazamiento y el squeezing en un sistema de dos modos esta´n
presentados en (Josse et al., 2004). El estudio del squeezing del esp´ın en estados de
esp´ın coherentes no lineales se pueden encontrar en (Wang, 2001). En la Ref. (Rojo,
2003) se han estudiado estados de esp´ın ma´ximamente comprimidos.
En la Ref. (Wang and Sanders, 2003) se estudia la relacio´n entre las cuadraturas
boso´nicas y los estados ato´micos comprimidos en el esp´ın. La transferencia del esp´ın
entre fotones y a´tomos se ha examinado usando un Hamiltoniano de Dicke (Dicke,
1954). Bajo las condiciones del modelo, y en el l´ımite de un gran nu´mero de a´tomos
en el sistema, se observa una transferencia perfecta (Wang and Sanders, 2003).
El squeezing del esp´ın via interacciones a´tomo-campo ha sido considerado en el
contexto del modelo de Tavis-Cummings (Jaynes and Cummings, 1963; Buley and
Cummings, 1964; Cummings, 1965; Tavis and Cummings, 1968) en la Ref. (Genes
et al., 2003). En el trabajo correspondiente a la referencia (Genes et al., 2003),
se describe un conjunto de N a´tomos de dos niveles interactuando con un campo
cuantizado en una cavidad.
La caracter´ıstica comu´n a todos los modelos teo´ricos introducidos en las referen-
cias anteriores, es la presencia de interaccio´n entre niveles ato´micos y fotones. La
estructura general de los Hamiltonianos que incluyen tales tipos de interacciones
pertenecen a la familia de los acoplamientos presentados en Marshalek y Klein en la
Ref. (Klein and Marshalek, 1991). Estas formas se presentan como factibles de ser
tratadas mediante expansiones boso´nicas y/o mapeos boso´nicos exactos (Civitarese
and Reboiro, 1998; Civitarese and Reboiro, 1999), como un me´todo alternativo a la
diagonalizacio´n exacta. Las te´cnicas de mapeos boso´nicos permiten la generalizacio´n
de interacciones simples, tales como las que aparecen en el Hamiltoniano de Dicke
(Dicke, 1954) o en el Hamiltoniano de Tavis-Cummings (Jaynes and Cummings,
1963; Buley and Cummings, 1964; Cummings, 1965; Tavis and Cummings, 1968).
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El esquema comu´nmente adoptado a la hora de tratar a´tomos de dos niveles en
interaccio´n con un campo de radiacio´n, ha sido extendido por Z. Ficek and P. D.
Drummond (Ficek and Drummond, 1991a; Ficek and Drummond, 1991b) y por J.
Javanainen y P. L. Gould (Javanainen and Gould, 1990), para considerar el squeezing
en el caso de un a´tomo con tres niveles.
En este trabajo hemos considerado:
(a) un sistema de a´tomos con tres niveles accesibles interactuando con fotones.
La condicio´n inicial del sistema ha sido modelada a partir de:
(b) estados coherentes para describir el campo electromagne´tico.
Con respecto al punto (a) se presentan los detalles algebraicos necesarios para con-
struir la solucio´n exacta del Hamiltoniano que describe las excitaciones ato´micas
en un sistema de A a´tomos con tres niveles inducidas por la absorcio´n o emisio´n
de fotones. Relativo al punto (b), estudiamos la dependencia de las soluciones con
respecto al nu´mero medio de fotones en el estado inicial. Los detalles del formalismo
se presentan en la Seccio´n 7.2. Algunos aspectos de este formalismo utilizado ya han
sido descriptos en los trabajos que se comentan en los Cap´ıtulos 5 y 6. El objetivo ha
sido investigar la posibilidad de generar squeezing ato´mico mediante la interaccio´n
de los a´tomos con el campo electromagne´tico.
La presencia de squeezing en el sistema se analiza nume´ricamente en la Seccio´n
7.3, donde se presentan y discuten los resultados obtenidos para distintos valores de
los para´metros del modelo y diferentes condiciones iniciales. La evolucio´n temporal
del squeezing ato´mico y del campo se muestran en la Seccio´n 7.3. Finalmente, las
conclusiones se presentan en la Seccio´n 7.4.
7.2. Formalismo
El sistema a tratar consiste de A a´tomos ide´nticos, cada uno con tres niveles de
energ´ıa accesibles, con una configuracio´n en cascada (Fig. 1.7). El sistema ato´mico
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se encuentra en interaccio´n con un campo de radiacio´n (Seccio´n 1.2). Tanto a´tomos
como fotones se encuentran en el interior de una cavidad electromagne´tica.
Los operadores de creacio´n (aniquilacio´n) para el nivel ato´mico i-e´simo (i =
0, 1, 2), se indican por b†i (bi). Estos operadores, obedecen relaciones de conmutacio´n
boso´nicas.
El Hamiltoniano del sistema esta´ dado por
H = ωa†a+
∑
i
EiS
ii +
g1 (a S
01
+ + a
† S01− ) + g2 (a S
12
+ + a
† S12− ). (7.1)
Los operadores Sij+ , S
ij
− , S
ij
z i6=j generan la representacio´n sime´trica de dimensio´n (A+
1)(A + 2)/2 del a´gebra su(3), siendo Sij± los operadores de transicio´n ato´micos y
Sijz =
1
2
(Sjj − Sii) los operadores de inversio´n.
En la expresio´n para H de la Eq. (7.1), ω es la energ´ıa del foto´n, es decir del
modo del campo electromagne´tico, a†(a) es el operador de creacio´n (aniquilacio´n)
de un foto´n, Ei es la energ´ıa del i-e´simo nivel ato´mico, y g1 y g2 son las constantes
de acoplamiento que describen la absorcio´n (emisio´n) de un foto´n en presencia de
una excitacio´n (desexcitacio´n) ato´mica entre los niveles 0 y 1 (te´rmino proporcional
a g1), y entre los niveles 1 y 2 (te´rmino proporcional a g2).
La condicio´n de resonancia para el caso de dos fotones (Klimov et al., 1999) se
satisface al fijar las energ´ıas de los niveles ato´micos Ei de modo que
E2 − E0 = 2ω, E1 − E0 = ω −∆. (7.2)
7.2.1. Solucio´n Exacta.
El operador
Lˆ = a†a+ 2S02z , (7.3)
conmuta con el Hamiltoniano de la Eq. (7.1), y por lo tanto, este u´ltimo puede ser
diagonalizado en la base de estados
| nbn0n1n2 >= Nnb,n0n1n2a†
nbb†0
n0
b†1
n1
b†2
n2 | 0 >, (7.4)
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debiendo imponerse las restricciones
n0 + n1 + n2 = A,
n2 − n0 + nb = L, (7.5)
donde A es el nu´mero de a´tomos, y L es la suma del nu´mero de fotones nb, y la
diferencia n2−n0 entre la poblacio´n de los estados ato´micos i = 2 e i = 0. Nnb,n0n1n2
es la constante de normalizacio´n.
La diagonalizacio´n de H arroja un conjunto de autovalores Eα, y autovectores
| Ψα >=
∑
a≡{nb,n0,n1,n2}
cα(a) | a > . (7.6)
Para un cierto nu´mero de a´tomos A en el sistema, la matriz Hamiltoniana es una
matriz en bloques, donde cada bloque corresponde a un cierto valor del nu´mero
cua´ntico L. En cada uno de estos bloques la diagonalizacio´n es factible. Sin embar-
go, a medida que el valor de L se incrementa aumenta la dimensio´n de la submatriz
correspondiente, y el proceso de diagonalizacio´n se vuelve irrealizable dimension-
almente. A los efectos de poder llevar adelante los ca´lculos de nuestro intere´s, la
dimensio´n del espacio de configuraciones se toma como el mayor valor de L para el
cual es factible la diagonalizacio´n exacta, y este valor se fija analizando la estabilidad
de la funcio´n de onda al incrementarse el valor de L.
Recurriendo al uso de los autovectores de H, la dependencia temporal del valor
esperado para un cierto operador Oˆ, en un estado arbitrario |φ(t)〉 puede escribirse
como
< φ(t)|Oˆ|φ(t) > =
∑
α,β
Dα,β(t) < Ψα|Oˆ |Ψβ > .
(7.7)
En esta expresio´n, Dα,β(t) es el elemento de matriz
Dα,β(t) =< φ(t)|Ψα >< Ψβ|φ(t) >, (7.8)
que depende de la condicio´n inicial al tiempo t = 0, |φ(0) >, mediante
|φ(t) >= e− iHt~ |φ(0) > . (7.9)
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7.2.2. Para´metro de Squeezing
Diferentes definiciones para el para´metro de squeezing ato´mico han sido utilizadas
dependiendo del contexto (Kitagawa and Ueda, 1993; Wineland et al., 1992; Ragha-
van et al., 2001; Prakash and Kumar, 2005). En todos los casos, este refleja la
disminucio´n parcial en las fluctuaciones de una de las componentes del esp´ın a ex-
pensas del incremento en otra de las componentes, mientras se preserva el valor
mı´nimo del producto de incerteza entre ambas.
Para un par de operadores arbitrarios Rˆ y Sˆ, la cantidad
Q(R, S) =
2(∆Rˆ)2
| < φ(t)|[Rˆ, Sˆ]|φ(t) > | , (7.10)
(∆Rˆ)2 = < φ(t)|Rˆ2|φ(t) > − < φ(t)|Rˆ|φ(t) >2,
es la medida esta´ndar para el squeezing del operador Rˆ con respecto al operador
Sˆ (Drummond and Ficek, 2004; Cerf et al., 2007). Con esta definicio´n, el factor de
squeezing para los operadores del campo es de la forma
Q(q, p) = 2(∆qˆ)2
Q(p, q) = 2(∆pˆ)2. (7.11)
Diremos que una de las cuadraturas del campo esta´ comprimida respecto de la otra
cuando el correspondiente factor de squeezing sea < 1, consistentemente con (2.43).
Si estamos interesados en la identificacio´n de sistemas para los que el cambio en
la poblacio´n de niveles ato´micos puede determinarse con precisio´n, debemos intentar
minimizar las fluctuaciones cua´nticas de los operadores de inversio´n. Por ejemplo,
como una medida de la inversio´n poblacio´n del estado fundamental al segundo nivel
excitado (n2 − n0), se debe analizar la evolucio´n temporal del factor
Q(Sˆz, Sˆ+) =
2(∆Sˆz)
2
| < Sˆ+ > |
, (7.12)
donde Sˆz ≡ Sˆ02z y Sˆ+ ≡ Sˆ02+ . Una definicio´n similar para el factor de squeezing
ato´mico puede encontrarse en (Prakash and Kumar, 2005), en donde se discute el
squeezing simulta´neo de dos componentes de esp´ın perpendiculares entre s´ı.
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7.2.3. El caso de un u´nico a´tomo.
En esta seccio´n se presentan los resultados anal´ıticos para el caso A = 1. La
diagonalizacio´n del Hamiltoniano de la Eq. (7.1) arroja el siguiente conjunto de
autovalores λα y autovectores |Ψα >, con α = 1, 2, 3:
λ1(L) = ω (nb − 1),
|Ψ1(L) > = N1(−g2
√
nb − 1|a > +g1√nb|c >),
λ2(L) = ω (nb − 1)− δ − r(nb),
|Ψ2(L) > = N2(g1√nb|a > −(r(nb) + δ)|b >
+g2
√
nb − 1|c >),
λ3(L) = ω (nb − 1)− δ + r(nb),
|Ψ3(L) > = N3(g1√nb|a > +(r(nb)− δ)|b >
+g2
√
nb − 1|c >),
(7.13)
con
|a > = |nb, 1, 0, 0 >,
|b > = |nb − 1, 0, 1, 0 >,
|c > = |nb − 2, 0, 0, 1 >, (7.14)
y
δ =
∆
2
,
r(nb) =
√
g21nb + g
2
2(nb − 1) + δ2,
N1 = 1√
r(nb)2 − δ2
,
N2 = 1√
2
(
1− δ
r(nb)
)1/2
1√
r(nb)2 − δ2
,
N3 = 1√
2
(
1 +
δ
r(nb)
)1/2
1√
r(nb)2 − δ2
,
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(7.15)
para cada uno de los subespacios rotulados por un valor dado de L = nb + n2 − n0.
Para un nu´mero variable de fotones, cada subespacio de soluciones esta´ rotulado por
e´ste nu´mero cua´ntico L. La matriz de la Eq. (7.8) esta´ determinada por la condicio´n
inicial |φ(0) >. Tomaremos como condicio´n inicial al u´nico a´tomo del sistema en su
estado fundamental, y un estado de Fock de nb fotones
|φ(0) >= |nb, 1, 0, 0 >, (7.16)
Entonces, para L = nb − 1
Dα,β = d
∗
αdβ,
dα = c
∗
α(nb, 1, 0, 0) e
−i λα(N) t/~.
(7.17)
Para calcular el squeezing ato´mico es necesario calcular la evolucio´n temporal del
operador escalera S02+ , y de S
02
z
< Sz(nb, t) >=< φ(t)|S02z |φ(t) >=
− 1
2
+
1
2
g21nb
r(nb)2
sin2(r(nb)t) +
g21g
2
2 nb(nb − 1)
(r(nb)2 − δ2)2
(
(cos(r(nb)t)− cos(δt))2+(
δ
r(nb)
sin(r(nb)t)− sin(δt)
)2)
< S2z (nb, t) >=< φ(t)|(S02z )2|φ(t) >=
1
4
(
1− g
2
1nb
r(nb)2
sin2(r(nb)t)
)
,
< S+(t) >=< φ(t)|S02+ |φ(t) >= 0.
(7.18)
En funcio´n a las expresiones anteriores, para esta condicio´n inicial, no hay mani-
festacio´n del squeezing ato´mico, sin importar cuantos fotones o niveles ato´micos se
incluyan, ya que el denominador en (7.12) se anula exactamente.
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Para el caso de un estado foto´nico coherente (2.9), las expresiones anteriores se
ven modificadas para dar
Dα,β = d
∗
αdβ,
dα = e
− |z|2
2
∞∑
k=0
zk√
k!
c∗α(k, 1, 0, 0) e
−i λα(k−1) t/~,
(7.19)
donde |z|2 = nb es el valor medio del nu´mero de fotones en el estado coherente. En
este caso
< Sz(t) >= e
−nb
∞∑
k=0
nkb
k!
< Sz(k, t) >,
< S2z (t) >= e
−nb
∞∑
k=0
nkb
k!
< S2z (k, t) >,
< S+(t) >= e
−nb
∞∑
k=0
nk+1b
k!
f0(k) (a(k) + ib(k))
(7.20)
con
a(n) = (g22 (n− 2) + g21 (n− 1))f1(n+ 1) +
g21 (n− 1)(f2(n− 1)f2(n+ 1) + f2(n− 1)f2(n+ 1)),
b(n) = g21(n− 1)(f1(n− 1)f2(n+ 1)− f2(n− 1) f1(n+ 1)),
(7.21)
y
f0(n) =
g1g2
√
(n+ 2)(n+ 1) e2iωt/~
(g21(n+ 2) + g
2
2(n+ 1))(g
2
1n+ g
2
2(n− 1))
,
f1(n) = cos(δt) cos(r(n)t) +
δ
r(n)
sin(δt) sin(r(n)t)− 1,
f2(n) = − sin(δt) cos(r(n)t) + δ
r(n)
cos(δt) sin(r(n)t).
(7.22)
Como se puede ver de la Eq.(7.20), la contribucio´n de estados con diferente valores
de L, es una condicio´n necesaria para la aparicio´n de squeezing ato´mico. No´tese
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que, para esta condicio´n inicial, la evolucio´n temporal del operador escalera (7.20)
no se anula. E´sto significa, que dependiendo de los valores de las constantes de
acoplamiento en H, puede haber squeezing, es decir que Q(Sz, S+) ≤ 1. Resultados
similares se reportan en (Genes et al., 2003), para un sistema de a´tomos de dos
niveles interactuando con un u´nico modo boso´nico en una cavidad.
7.3. Resultados y Discusio´n.
Presentamos los resultados obtenidos del comportamiento del sistema descrip-
to en la Seccio´n 7.2.1. Hemos realizado la diagonalizacio´n exacta de la matriz
Hamiltoniana en la base (7.14), en forma nume´rica, obtenido la matriz densidad
de la Eq. (7.8) para cada subespacio A,L, y calculado la evolucio´n temporal de
los operadores de intere´s. El espaciamiento de energ´ıa entre niveles ato´micos que-
da fijado por las relaciones en la Eq. (7.2), con la eleccio´n ∆ = 0, y por lo tanto
E0 = −ω, E1 = 0, E2 = ω. En todos los casos hemos tomado estados coherente en
el sector de fotones para describir el estado inicial del sistema.
Se consideraron diferentes constantes de acoplamiento para el Hamiltoniano de
la ecuacio´n (7.1), teniendo en cuenta parametrizaciones sime´tricas, g1 = g2, y no
sime´tricas, g1 6= g2. El valor medio del nu´mero de fotones en el estado coherente,
|z|2, se tomo´ como una variable del problema. Los ca´lculos nume´ricos se realizaron
para A = 1, A = 3, A = 6, A = 15 y A = 18 a´tomos, respectivamente. El caso con
A = 1 puede ser resuelto en forma anal´ıtica, como mostramos en la Seccio´n 7.2.3
En las Figuras 7.1 - 7.3, mostramos los resultados obtenidos para la evolucio´n tem-
poral del operador de inversio´n ato´mico, < Sz(t) >, el squeezing ato´mico, Q(Sz, S+),
y el squeezing del campo, Q(x, p). La condicio´n inicial consiste de A a´tomos en el
estado fundamental (n0 = A), mientras que el para´metro |z|2 del estado coherente
de fotones esta´ fijo en el valor nb = 10.
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Figura 7.1: Valor medio del operador de inversio´n, < Sz(t) >, squeezing ato´mico, Q(Sz, S+), y
squeezing del campo, Q(x, p), como funciones del tiempo. El sistema consta de un a´tomo, inicial-
mente en su estado fundamental, y un campo foto´nico coherente, con un nu´mero medio de fotones
nb = 10. Las constantes de acoplamiento se fijaron en los valores g1 = 1 y g2 = 1.
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La Figura 7.1 muestra los resultados para A = 1, g1 = g2 = 1 y nb = 10. No
hay ningu´n indicio de squeezing, a pesar del uso de un estado coherente en el sector
foto´nico. Este resultado puede compararse con los encontrados en (Genes et al.,
2003), donde se muestra que en el caso de a´tomos con dos niveles, la utilizacio´n
de un estado coherente de fotones, no es condicio´n suficiente para la obtencio´n de
squeezing ato´mico. De esta manera vemos que, para g1 = g2, tres niveles ato´micos,
un u´nico a´tomo en el sistema, y un estado coherente de fotones, no hay squeezing
ato´mico.
En la Figura 7.2 se muestran los resultados obtenidos, tambie´n para un u´nico a´to-
mo inicialmente en su estado fundamental, pero con una parametrizacio´n asime´trica,
g1 = 1, g2 = 4, para las constantes de acoplamiento. Esta eleccio´n en el valor de
las constantes se ha hecho con el fin de inspeccionar el comportamiento del sis-
tema cuando g2 > g1, ya que en el caso sime´trico no se obtiene ningu´n indicio
de squeezing ato´mico. El caso asime´trico si exhibe squeezing. El valor central del
squeezing ato´mico Q(Sz, S+), se encuentra en el rango de valores 0.75-0.80. Dicho
comportamiento persiste cuando el nu´mero de a´tomos se ve incrementado. Como
contrapartida, al estudiar el re´gimen g1 > g2, hemos observado que no es posible
obtener una reduccio´n en las fluctuaciones para la componente Sz del esp´ın ato´mico
con respecto al operador de transferencia S+. A modo ilustrativo, en la Figura 7.3
se muestra el comportamiento en el tiempo del squeezing ato´mico Q(Sz, S+) cuando
el estado inicial del sistema es el mismo que en las Figs. 7.1 y 7.2, y los valores de
las constantes de acoplamiento se han fijado en los valores g1 = 1, g2=0.6.
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Figura 7.2: Idem Figura 7.1 para los para´metros nb = 10, g1 = 1 y g2 = 4.
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Figura 7.3: Idem Figura 7.1 para los para´metros nb = 10, g1 = 1 y g2 = 0,6
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La comparacio´n entre los resultados obtenidos al utilizar parametrizaciones sime´tri-
cas y no sime´tricas en el Hamiltoniano (7.1), sen˜alan una posible dependencia cr´ıtica
en el squeezing, del peso relativo de las constantes de acoplamiento, relacionadas a la
emisio´n y absorcio´n de fotones, en transiciones que involucran el estado fundamental
n0, y el estado excitado n2, independiente del valor medio del nu´mero de fotones.
La poblacio´n del nivel 1 actu´a como disparador para la repoblacio´n del nivel 2. Es
decir, cuando g1 > g2, hay una cantidad importante de a´tomos que pueblan el nivel
1 a partir del nivel 0, pero una muy pequen˜a cantidad puede ser excitada al nivel 2,
el cual permanece pra´cticamente vac´ıo (Fig. 7.4(a)). Entonces, no hay posibilidad de
transferencia de esp´ın desde el campo al segundo nivel excitado, y en consecuencia
esta condicio´n no resulta en squeezing del sistema ato´mico. La condicio´n g1 = g2 es
un caso intermedio, en el cual los tres niveles ato´micos esta´n casi igualmente pobla-
dos (Fig. 7.4(b)). Esto es consistente con lo que se observa en la Fig. 7.1, donde el
valor central de 〈Sz(t)〉 es cero. Por u´ltimo, el caso con g2 > g1, permite poblar el
segundo nivel excitado a partir del nivel 1 (Fig. 7.4(c)), haciendo posible la trans-
ferencia de esp´ın a partir del sector boso´nico. Esta diferencia poblacional entre los
niveles 1 y 2 es consistente con el valor central del operador de inversio´n ato´mico
〈Sz(t)〉 observado en la Fig. 7.2
La dependencia del squeezing ato´mico en funcio´n del nu´mero de a´tomos, se mues-
tra en la Figura 7.5, donde la evolucio´n temporal del factor Q(Sz, S+) corresponde a
un sistema con nb = 21 y A = 3, A = 6, A = 15 y A = 18 a´tomos, inicialmente todos
en su estado fundamental. Se ve co´mo el squeezing ato´mico desaparece a medida que
se incrementa el nu´mero de a´tomos. Estos resultados indican la fuerte dependencia
del squeezing ato´mico con el nu´mero de a´tomos presentes en la cavidad. Por otra
parte, comparando esta figura con la Figura 7.6, podemos decir que el nu´mero medio
de bosones del estado coherente del campo electromagne´tico, casi no cambia el valor
central del factor Q(Sz, S+), y el efecto es el de suavizar las curvas.
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Figura 7.4: Poblacio´n ato´mica de niveles como funcio´n del tiempo. El sistema consiste de tres
a´tomos, inicialmente en el estado fundamental. La relacio´n entre las constantes de acoplamiento
se eligio´ como: (a) g1 > g2, (b) g1 = g2 y (c) g1 < g2.
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En relacio´n a la eleccio´n del valor de ∆ en la ecuacio´n (7.2), hemos verificado que
utilizar un valor ∆ 6= 0 no afecta los resultados observados.
El modelo utilizado para la descripcio´n del sistema resulta sime´trico con respecto
al intercambio de g1 y g2, si inicialmente todos los a´tomos se encuentran en el segundo
estado excitado.
7.4. Conclusiones.
En este trabajo se ha estudiado la aparicio´n de squeezing en sistemas compuestos
por a´tomos con tres niveles y un campo de radiacio´n. Se encuentra que el uso de
condiciones iniciales que consisten de un nu´mero fijo de fotones, no genera squeezing
ato´mico; en cambio, s´ı hay posibilidad de generarlo, si se consideran estados cohe-
rentes en el sector de fotones en la eleccio´n de la condicio´n inicial. La transferencia
del esp´ın entre a´tomos y fotones se ve incrementada, si las interacciones entre los
niveles ato´micos y los fotones del campo, esta´n parametrizadas en forma asime´trica.
Esto se consigue tomando g2 > g1 en el Hamiltoniano de la Eq. (7.1). Tambie´n se
observa que el uso de estados coherentes no da, automa´ticamente squeezing, a menos
que se consideren interacciones asime´tricas en la forma explicada anteriormente. Fi-
nalmente, para una parametrizacio´n fija, se observa que, a medida que el nu´mero de
a´tomos en el sistema se incrementa, el squeezing desaparece.
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Figura 7.5: Squeezing ato´mico,Q(Sz, S+), como funcio´n del tiempo. Las constantes de acoplamiento
se fijaron a los valores g1 = 1, g2 = 6. El estado inicial consta de A a´tomos en su estado funda-
mental, y de un estado coherente con un nu´mero medio de fotones nb = 21. La secuencia (a), (b),
(c) y (d), corresponde a un sistema con A = 3, A = 6, A = 15 y A = 18 a´tomos, respectivamente.
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Figura 7.6: Idem Figura 7.5 pero el nu´mero medio de fotones en el estado coherente se fijo´ en
nb = 100.
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Cap´ıtulo 8
Conclusiones Generales
En esta tesis estudiamos la dina´mica de cadenas de espines 1/2 y la de sistemas
compuestos que involucran interacciones entre espines ato´micos y un campo elec-
tromagne´tico. Estos sistemas simples, sin embargo, modelan el comportamiento de
sistemas ma´s complejos como so´lidos magne´ticos, junturas Josephson y cavidades
resonantes, entre otros. A tal efecto, hemos encontrado el conjunto de energ´ıas y
autoestados correspondiente a cada uno de los sistemas estudiados mediante una di-
agonalizacio´n exacta de su Hamiltoniano. La evolucio´n temporal de los observables
de nuestro intere´s, se obtuvo a partir del ca´lculo del valor esperado de los mismos
utilizando el formalismo de la matriz densidad. Para el caso en que el sistema consta
de so´lo N=2, o N=3 a´tomos, hemos arribado a expresiones anal´ıticas para dicha
evolucio´n, en tanto que para N > 3, hemos abordado el problema en forma nume´ri-
ca. Obviamente el tratamiento nume´rico se ve limitado computacionalmente por el
crecimiento exponencial del espacio de configuraciones, el cua´l es de dimensio´n 2N .
Por lo tanto, a medida que el nu´mero de part´ıculas se incrementa, resulta necesario
recurrir a te´cnicas del tratamiento cua´ntico de muchos cuerpos como alternativa a
la diagonalizacio´n exacta. En el caso de cadenas de espines, hemos utilizado uno
de estos me´todos, como es la aproximacio´n Tamm-Dancoff, que permite linealizar
las ecuaciones de movimiento en el espacio de un fono´n. El problema modificado,
ahora puede ser resulto en un espacio de dimensio´n N . El me´todo permite observar
algunos de los comportamientos ma´s relevantes en el l´ımite asinto´tico N >> 1.
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El formalismo presentado en la primer parte de la tesis, lo hemos aplicado a la
evaluacio´n del para´metro de squeezing para el esp´ın ato´mico. En el caso de cadenas
de espines, este puede verse como un testigo del entrelazamiento de pares de espines
elementales. En sistemas que exhiben interacciones del tipo esp´ın-foto´n, la aparicio´n
de squeezing ato´mico esta´ vinculada a la transferencia de esp´ın entre el campo
electromagne´tico y el conjunto de a´tomos, la cual produce una redistribucio´n de
la poblacio´n de los niveles ato´micos. En cualquiera de los casos, el estado ato´mico
del sistema es un estado correlacionado con reduccio´n de las fluctuaciones cua´nticas
sobre alguno de los observables de esp´ın del total.
Partiendo de una descripcio´n microsco´pica del tipo de sistemas que presentan
squeezing ato´mico (Hamiltonianos no lineales, con interacciones cuadra´ticas en los
operadores de esp´ın, como los tratados en los Cap´ıtulos 5 y 6, o aquellos que implican
interacciones dipolares entre a´tomos y fotones, como el estudiado en el Cap´ıtulo 7),
hemos analizado los efectos sobre el grado de squeezing del sistema asociados con la
asimetr´ıa de la interaccio´n, y encontrado que e´sta resulta ser un factor necesario para
la aparicio´n de squeezing ato´mico. A partir de nuestros ca´lculos, hemos observado
la competencia entre las condiciones iniciales en que se prepara el sistema y las
interacciones presentes en el mismo.
En el caso de cadenas de espines 1/2, resulta evidente la dependencia del factor
de squeezing con la orientacio´n, en la esfera de Bloch, del estado de esp´ın coherente
(EEC) que se elige como estado inicial. En el trabajo que se discute en el Cap´ıtulo 5,
el sistema elegido es una cadena antiferromagne´tica de Heisenberg del tipo XXZ con
interacciones a primeros vecinos. En el Cap´ıtulo 6, hemos ido ma´s alla´ en nuestro
estudio acerca de la dina´mica de este tipo de cadenas, incluyendo interacciones mo-
duladas por un factor de forma dependiente del tipo de sitio (interacciones perio´di-
cas), o de la distancia entre sitios (interacciones de largo alcance). En general, el
aumento en el nu´mero de sitios ato´micos resulta en una disminucio´n en el grado de
squeezing del esp´ın, es decir, en un aumento del valor del factor de squeezing por
encima de 1. En todos los casos surge como una de las caracter´ısticas fundamen-
tales la posibilidad de controlar la orientacio´n, el movimiento y las fluctuaciones del
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esp´ın total mediante el control de las interacciones entre sitios. Un punto de vista
interesante y que ha quedado como motivacio´n para trabajos futuros, es que cada
uno de los diferentes Hamiltonianos de este tipo, pueden verse como Hamiltonianos
efectivos surgidos de distintas extensiones no lineales del a´lgebra de Lie ordinaria
sl(2), o de su q-deformacio´n Uqsl(2). Este tratamiento permite una conexio´n con la
teor´ıa de grupos cua´nticos (Go´mez et al., 1996; Chaichian and Demichev, 1996), la
cual provee de una rica estructura matema´tica para el tratamiento del problema.
En el caso de un sistema con interacciones entre niveles ato´micos y un campo
electromagne´tico, como el que estudiamos en el Cap´ıtulo 7, no existe posibilidad de
generar squeezing ato´mico si el estado inicial boso´nico es un estado nu´mero. Esto
justifica la eleccio´n de un estado coherente como condicio´n inicial para el sector
boso´nico. En este caso, el nu´mero medio de bosones del estado coherente del campo
electromagne´tico no afecta sustancialmente el valor central del factor de squeezing
ato´mico, aunque s´ı tiende a suavizar las oscilaciones en el tiempo. Por otra parte,
un rol importante es el que juega el nu´mero A de a´tomos presentes en la cavidad,
cuyo efecto es el de borrar el squeezing ato´mico a medida que A aumenta.
Con respecto al tipo de sistemas de a´tomos-fotones, uno de los problemas de
intere´s en relacio´n a la transferencia de esp´ın entre el campo de radiacio´n y el sistema
ato´mico, es como e´sta se ve afectada por la presencia de factores de disipacio´n no
controlables (Civitarese et al., 2009b). Nuestros resultados muestran que:
(a) La inclusio´n de interacciones a´tomo-a´tomo produce una mejora en relacio´n a
la aparicio´n de squeezing en el sistema ato´mico, y es responsable de los efectos de
resurgimiento;
(b) La presencia de te´rminos disipativos va en deterioro de la transferencia de
esp´ın desde el campo de radiacio´n a los niveles ato´micos;
(c) El estado inicial para el sector ato´mico juega un rol tan importante como el
estado inicial del campo de radiacio´n, al momento de producir el alineamiento de
esp´ın ato´mico;
(d) El efecto principal en relacio´n con las interacciones a´tomo-a´tomo y a´tomo-
foto´n, es que e´stas producen incoherencia independientemente del nu´mero de fotones
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involucrados;
(e) Al igual que en el caso puramente ato´mico de cadenas de espines, hay una
dependencia de la transferencia de esp´ın de las constantes de acoplamiento, lo cual
abre la posibilidad de modelar estos efectos mediante redes ato´micas y/o trampas
io´nicas.
En general, un conjunto de a´tomos en interaccio´n con un campo electromagne´tico
desarrollan momentos dipolares variables en el tiempo, y el efecto de la inclusio´n de
una interaccio´n efectiva dipolo-dipolo entre sitios ato´micos vecinos (Civitarese et al.,
2009a), podr´ıa ser considerada en relacio´n a la transferencia de esp´ın y la aparicio´n
de squeezing ato´mico.
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Ape´ndice A
Teor´ıa Cua´ntica del Campo
Electromagne´tico.
A.1. Ecuaciones de Maxwell
Con el objetivo de cuantizar el campo electromagne´tico, sera´ conveniente comen-
zar con la descripcio´n cla´sica de dicho campo basada en las ecuaciones de Maxwell.
Estas ecuaciones relacionan los vectores de campo ele´ctrico y magne´tico E y H,
junto con el vector de desplazamiento D y el vector de induccio´n B, en la siguiente
forma :
∇×H− 1
c
∂D
∂t
=
4pi
c
j, (A.1)
∇× E+ 1
c
∂B
∂t
= 0, (A.2)
∇ ·B = 0, (A.3)
∇ ·D = 4pi%, (A.4)
en donde el sistema de unidades utilizado es el cgs. Tomando la divergencia de la
primer ecuacio´n junto con la derivada temporal de (A.4), se obtiene la ecuacio´n de
continuidad para las densidades de carga ele´ctrica y de corriente % y j
∇ · j+ ∂%
∂t
= 0. (A.5)
Dado que la divergencia de un rotor es nula, a partir de (A.3) puede expresarse
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el campo de induccio´n magne´tica B en te´rminos de un vector potencial A
B = ∇×A. (A.6)
Luego, la ec. (A.2) es equivalente a
∇× (E+ 1
c
∂A
∂t
) = 0, (A.7)
Con e´sto, y recordando que los campos gradientes son irrotacionales, el vector de
campo ele´ctrico es expresable segu´n
E = −1
c
∂A
∂t
−∇ϕ, (A.8)
donde ϕ es un potencial escalar.
Los potenciales A y ϕ no son u´nicos, dado que los potenciales modificados
A′ = A+∇χ, ϕ′ = ϕ− 1
c
∂χ
∂t
, (A.9)
donde χ(r, t) es una funcio´n arbitraria, dan los mismos campos E y B. Entonces, la
Teor´ıa Cla´sica del Electromagnetismo es una teor´ıa invariante de escala, o invariante
de gauge.
Si insertamos (A.6) y (A.8) en las ecuaciones (A.1) y (A.4), se llega a las expre-
siones
1
c2
∂2A
∂t2
−∇2A+∇(∇ ·A+ 1
c
∂ϕ
∂t
) =
4pi
c
j, (A.10)
1
c
∂
∂t
∇ ·A+∇2ϕ = −4pi%
en donde se ha usado la relacio´n ∇× (∇×A) = ∇(∇ ·A)−∇2A, en la primera de
las expresiones. Es posible simplificar la primer ecuacio´n eligiendo los potenciales de
modo que
∇ ·A′ + 1
c
∂ϕ′
∂t
= 0, (A.11)
lo que implica que la funcio´n de escala χ queda determinada por la relacio´n
∇2χ− 1
c2
∂2χ
∂t2
= −(∇ ·A+ 1
c
∂ϕ
∂t
) (A.12)
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A esta eleccio´n particular de los potenciales A y ϕ se la conoce como gauge de
Lorentz, y nos conduce finalmente a
∇2A′ − 1
c2
∂2A′
∂t2
= −4pi
c
j, (A.13)
∇2ϕ′ − 1
c2
∂2ϕ′
∂t2
= −4pi%,
A.2. Ondas Planas
En el caso de un campo electromagne´tico en el espacio libre, j = 0 y % = 0. Para
este caso siempre es posible encontrar una funcio´n de gauge χ tal que
∇ ·A′(r, t) = 0
ϕ′(r, t) = 0 (A.14)
para todo r y t. La primer condicio´n implica que
∇ · (A+∇χ) = 0,
→ ∇ ·A = −∇2χ, (A.15)
en tanto que la segunda, es posible siempre que
ϕ− 1
c
∂χ
∂t
= 0,
→ ϕ = 1
c
∂χ
∂t
. (A.16)
Derivando (A.15) respecto del tiempo, y usando (A.16) se obtiene
∇ · (∇ϕ+ 1
c
∂A
∂t
) = 0. (A.17)
Notar que el te´rmino en el interior del pare´ntesis corresponde a la expresio´n del
campo ele´ctrico E en te´rmino de los potenciales A y ϕ, y por lo tanto este gauge es
consistente con la ecuacio´n para la divergencia de dicho campo (A.4) cuando % = 0.
Nos falta ver que este gauge sea tambie´n consistente con la ecuacio´n de Maxwell
(A.1) para j = 0. Si se toma la divergencia de esta ecuacio´n
∇ · (∇×H− 1
c
∂D
∂t
) = ∇ · (∇×H)− 1
c
∂(∇ ·D)
∂t
=
4pi
c
(∇ · j). (A.18)
157
Dado que ∇ · (∇ ×H) es siempre nulo y que ∇ ·D = 4pi% se anula por ser % = 0,
se concluye que debe ser ∇ · j = 0 para asegurar la consistencia del conjunto de
ecuaciones.
Este gauge, es el llamado gauge de Coulomb. La ecuacio´n para el vector potencial
A se reduce a
∇2A− 1
c2
∂2A
∂t2
= 0, (A.19)
lo cual conduce a buscar soluciones en te´rmino de ondas planas transversales para
el potencial A, y consecuentemente para los campos E y B.
T´ıpicamente una solucio´n para esta ecuacio´n esta´ dada por un potencial vector
real A
A(r, t) = 2εˇ|A0|cos(k · r− ωt+ α)
= A0e
i(k·r−ωt) +A∗0e
−i(k·r−ωt), (A.20)
donde εˇ es el vector de polarizacio´n real y k es el vector nu´mero de onda; A0 =
εˇ|A0|eiα es la amplitud. Esta expresio´n (A.20) para el potencial A satisface au-
toma´ticamente (A.19) si
ω = |k|c, (A.21)
en tanto que es solucio´n de la primer ecuacio´n en (A.14) cuando k ·A0 = 0, es decir,
cuando el vector de polarizacio´n εˇ es perpendicular al nu´mero de onda k. De (A.6)
y (A.8) se obtienen los correspondientes campos ele´ctrico y magne´tico:
E(r, t) = −2k|A0|εˇsen(k · r− ωt+ α)
= ikA0e
i(k·r−ωt) + c.c, (A.22)
B(r, t) = −2|A0|k× εˇsen(k · r− ωt+ α)
= ik×A0ei(k·r−ωt) + c.c.
A.3. Cuantificacio´n del Campo Electromagne´tico
Para desarrollar una teor´ıa cua´ntica del campo electromagne´tico, es conveniente
expresar el campo en te´rmino de variables discretas. Para ello podemos confinar el
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campo en el interior de una caja, de grandes dimensiones pero finita, de volumen
Ω = L3. Algo nuevo a tener en cuenta como parte del problema, es la aparicio´n de
condiciones de contorno que limitan los modos normales de vibracio´n; la solucio´n
general de A sera´ una superposicio´n de estos modos normales, los cuales ahora esta´n
discretizados.
En el interior de la caja sigue verifica´ndose la ecuacio´n (A.19) para los campos en
el espacio libre. Para condiciones de contorno perio´dicas en las paredes tendremos
A(L, y, z, t) = A(0, y, z, t),
A(x, L, z, t) = A(x, 0, z, t), (A.23)
A(x, y, L, t) = A(x, y, L, t).
Entonces una solucio´n normal esta´ dada por
Ak(r, t) = Nkεˇke
i(k·r−ωkt) (A.24)
donde, como vimos en la Seccio´n A.2
k2x + k
2
y + k
2
z =
ω2k
c2
, (A.25)
y
k · εˇk = 0. (A.26)
Las condiciones de contorno (A.23) requieren que
k =
(
2pinx
L
,
2piny
L
,
2pinz
L
)
nx, ny, nz ∈ Z, (A.27)
en tanto que la condicio´n de transversalidad (A.26), implica que hay dos direcciones
de polarizacio´n εˇk linealmente independientes para cada vector de onda k.
La solucio´n ma´s general paraA es una superposicio´n de todos los modos normales.
Esta superposicio´n esta´ dada por la serie de Fourier
A(r, t) =
∑
k
∑
σ=1,2
[akσ(t)Akσ + a
∗
kσ(t)A
∗
kσ]
=
∑
k
∑
σ=1,2
Nkεˇkσ[akσ(t)e
ik·r + a∗kσ(t)e
−ik·r]. (A.28)
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El factor e±iωkt ha sido absorbido en los coeficientes de Fourier dependientes del
tiempo akσ(t), con la relacio´n
akσ(t) = akσ(0)e
−iωkt, (A.29)
la cual es consistente con la ecuacio´n para los coeficientes akσ(t) que se obtiene al
insertar (A.28) en (A.19)
d2akσ
dt2
+ ω2kakσ = 0. (A.30)
Para calcular la energ´ıa del campo electromagne´tico podemos recurrir a su ex-
presio´n cla´sica (Jackson, 1962)
H =
1
8pi
∫
Ω
d3r(E · E∗ +B ·B∗) (A.31)
=
1
8pi
∫
Ω
d3r
[
1
c2
∂A
∂t
∂A∗
∂t
+ (∇×A)(∇×A∗)
]
(A.32)
donde se ha usado la expresio´n (A.8) y el gauge de Coulomb (A.14). Insertando la
expansio´n de Fourier (A.28) para el potencial A, y luego de un poco de a´lgebra se
obtiene
H =
∑
k,σ
ω2k
4pic2
N2kL
3(akσa
∗
kσ + a
∗
kσakσ). (A.33)
Esta expresio´n es ana´loga a la energ´ıa de un conjunto de osciladores armo´nicos
desacoplados1.
Cuando se elige la constante de normalizacio´n para los modos normales (A.24)
Nk =
√
2pi~c2
L3ωk
, (A.36)
1Para establecer esta analog´ıa es conveniente expresar los coeficientes akσ y a
∗
kσ en te´rmino de una variable qkσ
con dimensiones de longitud, y una constante mk con unidades de masa en la forma
akσe
−iωkt =
1√
2mk~ωk
(mkωkqkσ + ipkσ) ,
a∗kσe
iωkt =
1√
2mk~ωk
(mkωkqkσ − ipkσ) , (A.34)
donde pkσ = mkqkσ. Con esto, y eligiendo la constante de normalizacio´n tal que N
2
k =
2pi~c2
L3ωk
, la expresio´n para la
energ´ıa del campo se reduce a
H =
∑
k,σ
p2kσ
2mk
+
mkω
2
kq
2
kσ
2
. (A.35)
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la energ´ıa del campo electromagne´tico se reduce a
H =
1
2
∑
k,σ
~ωk(akσa∗kσ + a∗kσakσ), (A.37)
la cual puede verse como la suma de oscilaciones armo´nicas del campo. En otras pal-
abras, los modos normales del campo electromagne´tico se comportan dina´micamente
como osciladores cla´sicos con energ´ıa ~ωk.
Ahora se esta´ en condiciones de realizar la cuantizacio´n de este problema. Esto
implica que las variables que describen la dina´mica del campo akσ y akσ, deben ser
interpretadas ya no como funciones, sino como operadores que indicaremos con aˆkσ
y aˆ†kσ respectivamente.
A partir de la cuantizacio´n cano´nica
[qˆkσ, pˆk′σ′ ] = i~δk,k′δσ,σ′ ,
[qˆkσ, qˆk′σ′ ] = [pˆkσ, qˆk′σ′ ] = 0 (A.38)
y de (A.34), se infieren las reglas de conmutacio´n de los operadores aˆkσ y aˆ
†
kσ:
[aˆkσ, aˆ
†
k′σ′ ] = δk,k′δσ,σ′ ,
[aˆkσ, aˆk′σ′ ] = [aˆ
†
kσ, aˆ
†
k′σ′ ] = 0. (A.39)
El Hamiltoniano que describe al campo electromagne´tico (A.37) tambie´n sera´ in-
terpretado como un operador:
Hˆ =
1
2
∑
k,σ
~ωk(aˆkσaˆ†kσ + aˆ
†
kσaˆkσ)
=
∑
k,σ
~ωk
(
aˆ†kσaˆkσ +
1
2
)
(A.40)
A partir del mismo, se determina la evolucio´n temporal de los operadores aˆkσ,
mediante las ecuaciones de movimiento de Heisenberg
i~
∂aˆkσ
∂t
= [aˆkσ, Hˆ]
= ~ωkaˆkσ o ˙ˆakσ = −iωkaˆkσ, (A.41)
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la cual formalmente, es ide´ntica a la ecuacio´n cla´sica de movimiento (A.29). Tomando
la adjunta de esta ecuacio´n se obtiene la ecuacio´n de movimiento para aˆ†kσ
˙ˆa
†
kσ = iωkaˆ
†
kσ. (A.42)
Por u´ltimo, a partir de la expansio´n de Fourier para el vector potencial
Aˆ(r, t) =
∑
k,σ
Nkεˇkσ
(
aˆkσ(t)e
ik·r + aˆ†kσ(t)e
−ik·r
)
, (A.43)
y de las ecuaciones de movimiento, se obtienen los Operadores de Campo
Eˆ(r, t) = −1
c
∂Aˆ
∂t
=
i
c
∑
k,σ
Nkωkεˇkσ
(
aˆkσ(t)e
ik·r − aˆ†kσ(t)e−ik·r
)
, (A.44)
Bˆ(r, t) = ∇× Aˆ =
∑
k,σ
Nkik× εˇkσ
(
aˆkσ(t)e
ik·r − aˆ†kσ(t)e−ik·r
)
. (A.45)
Como consecuencia de haber impuesto la condicio´n de cuantizacio´n (A.39), es
que los campos Eˆ(r, t) y Bˆ(r, t) no conmutan, y por lo tanto no pueden ser medidos
simulta´neamente.
A.4. Estados de Fock
Consideremos un u´nico modo del campo electromagne´tico con frecuencia ω, al que
le corresponden operadores aˆ y aˆ†. Si |n〉 es el autoestado de energ´ıa correspondiente
al autovalor de energ´ıa En, entonces
Hˆ|n〉 = ~ω
(
aˆ†aˆ+
1
2
)
|n〉 = En|n〉. (A.46)
Al aplicar el operador aˆ sobre la ecuacio´n anterior,
aˆHˆ|n〉 =
(
[aˆ, Hˆ] + Hˆaˆ
)
|n〉 =
(
~ωaˆ+ Hˆaˆ
)
|n〉 = Enaˆ|n〉
→ Hˆaˆ|n〉 = (En − ~ω) aˆ|n〉. (A.47)
Esta u´ltima ecuacio´n indica que el estado aˆ|n〉 tambie´n es autoestado de energ´ıa,
pero correspondiente a un autovalor reducido en una unidad ~ω respecto del de |n〉:
|n− 1〉 = anaˆ|n〉, (A.48)
En−1 = En − ~ω, (A.49)
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donde an es una constante a ser determinada de la condicio´n de normalizacio´n
〈n− 1|n− 1〉 = 1. (A.50)
Si se repite el procedimiento un nu´mero n de veces, la energ´ıa ira´ disminuyendo en
una unidad ~ω cada vez, hasta obtener
Hˆaˆ|0〉 = (E0 − ~ω) aˆ|0〉, (A.51)
donde E0 indica la energ´ıa del estado fundamental, y por lo tanto E0 − ~ω corre-
sponder´ıa a un autovalor de energ´ıa menor que E0. Pero en el caso del oscilador no
esta´n permitidas energ´ıas por debajo de E0, y se concluye que
aˆ|0〉 = 0. (A.52)
El estado |0〉 es el estado de vac´ıo, y utilizando esta relacio´n en la ecuacio´n (A.46)
puede obtenerse su energ´ıa
Hˆ|0〉 = 1
2
~ω|0〉 = E0|0〉,
→ E0 = 1
2
~ω. (A.53)
Teniendo en cuenta este valor de la energ´ıa para el estado fundamental y luego de
aplicar sucesivamente la relacio´n (A.49), pueden obtenerse las energ´ıas de los estados
excitados
En =
(
n+
1
2
)
~ω. (A.54)
Juntando e´sta y la ecuacio´n y la ecuacio´n de autovalores (A.46), se llega a
aˆ†aˆ|n〉 = n|n〉, (A.55)
es decir, que el autoestado de energ´ıa |n〉 es tambie´n autoestado del operador nu´mero
nˆ = aˆ†aˆ.
Ahora resulta inmediata la determinacio´n de la constante de normalizacio´n en
(A.48)
〈n− 1|n− 1〉 = |an|2〈n|aˆ†aˆ|n〉 = n|an|2〈n|n〉 = 1. (A.56)
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Si |n〉 es un autoestado normalizado, entonces an = n−1/2. Entonces, la accio´n del
operador aˆ sobre un autoestado de energ´ıa queda determinada por
aˆ|n〉 = √n|n− 1〉. (A.57)
Siguiendo el mismo razonamiento a partir de (A.46) pero con aˆ†, se llega a
aˆ†|n〉 = √n+ 1|n+ 1〉. (A.58)
Entonces vemos que todos los autoestados de energ´ıa pueden generarse a partir del
vac´ıo por aplicacio´n sucesiva del operador aˆ†
|n〉 = (aˆ
†)n√
n!
|0〉. (A.59)
Los estados de Fock |n〉 forma un conjunto completo de estados, es decir
∞∑
n=0
|n〉〈n| = 1. (A.60)
Un vector de estado arbitrario, podra´ ser expresado en general como una superposi-
cio´n de autoestados de energ´ıa
|ψ〉 =
∑
n
cn|n〉, (A.61)
donde cn son coeficientes complejos.
Como surge de (A.54), los autovalores de energ´ıa son discretos, en contraste con
lo que ocurre en una teor´ıa cla´sica del electromagnetismo donde la energ´ıa puede
tomar cualquier valor. Por otra parte, hay una energ´ıa residual E0 = ~ω/2, a la que
se llama energ´ıa de punto cero.
Una propiedad interesante de los estados de Fock |n〉 es que el valor esperado del
operador de campo correspondiente a un u´nico modo linealmente polarizado
Eˆ(r, t) = i
√
2pi~ω
L3
εˇ
(
aˆeik·r−ωt − aˆ†e−ik·r−ωt) , (A.62)
se anula, debido a (A.57), (A.58) y a la ortogonalidad de dichos estados
〈n|Eˆ|n〉 = 0. (A.63)
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Sin embargo, el valor esperado del cuadrado del campo electromagne´tico, el cual es
proporcional a la intensidad del campo, es
〈n|Eˆ2|n〉 = 2pi~ω
L3
εˇ · εˇ〈n| (aˆeik·r − aˆ†e−ik·r) (aˆeik·r − aˆ†e−ik·r) |n〉
=
2pi~ω
L3
〈n| (aˆaˆ† + aˆ†aˆ) |n〉
=
2pi~ω
L3
〈n| (1 + 2aˆ†aˆ) |n〉
=
4pi~ω
L3
(
n+
1
2
)
(A.64)
Este resultado muestra fluctuaciones del campo en torno a un valor medio nulo,
au´n para el estado de vac´ıo |0〉. Estas fluctuaciones del vac´ıo son responsables de
muchos feno´menos de intere´s en o´ptica cua´ntica, como lo es por ejemplo, la emisio´n
esponta´nea de un a´tomo en un estado excitado.
Los autovalores de energ´ıa (A.49) pueden ser interpretados como los correspon-
dientes a n cuantos del campo electromagne´tico o fotones, cada uno con energ´ıa ~ω.
Es por eso que los autoestados |n〉 tambie´n se conocen como estados nu´mero de fo-
tones, y a los operadores aˆ y aˆ† se los denomina operadores de destruccio´n y creacio´n
respectivamente, ya que al disminuir o aumentar la energ´ıa en una unidad, se los
puede interpretar como operadores que disminuyen o aumentan en uno la cantidad
de fotones presentes. Claramente, se ve en las ecuaciones (A.57) y (A.58), que e´stos
cambian un estado con n fotones a uno con n− 1 o n+ 1 fotones.
Todo este formalismo considerado para un u´nico modo del campo electromagne´tico
puede extenderse para tratar campos con mu´ltiples modos.
El Hamiltoniano (A.40) es la suma de las contribuciones de los varios modos
normales del campo electromagne´tico
Hˆ =
∑
k,σ
Hˆkσ, (A.65)
donde
Hˆkσ = ~ωk
(
aˆ†kσaˆkσ +
1
2
)
. (A.66)
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Como consecuencia de la estructura del Hamiltoniano (A.65), sus autoestados pueden
ser factorizados con respecto a los distintos modos normales. Un autoestado gene-
ral de Hˆ podra´ tener nk1σ1 fotones en el primer modo, nk2σ2 en el segundo, etc., y
lo indicaremos como |nk1σ1 , nk2σ2 , ..., nklσl , ...〉. Estos autoestados son un producto
directo de autoestados |nklσl〉 correspondientes a osciladores independientes
|nk1σ1 , nk2σ2 , ..., nklσl , ...〉 = |nk1σ1〉|nk2σ2〉...|nklσl〉... (A.67)
Los operadores de aniquilacio´n y destruccio´n aˆklσl y aˆ
†
klσl
, destruyen o crean un
cuanto so´lo en el modo l-e´simo
aˆklσl|nk1σ1 , nk2σ2 , ..., nklσl , ...〉 =
√
nklσl|nk1σ1 , nk2σ2 , ..., nklσl − 1, ...〉,
aˆ†klσl|nk1σ1 , nk2σ2 , ..., nklσl , ...〉 =
√
nklσl + 1|nk1σ1 , nk2σ2 , ..., nklσl + 1, ...〉
(A.68)
Ahora el operador nu´mero Nˆkσ del modo normal kσ se define por la relacio´n
Nˆkσ|nkσ〉 ≡ aˆ†kσaˆkσ|nkσ〉
= nkσ|nkσ〉 (nkσ = 0, 1, 2, ...), (A.69)
y por lo tanto la energ´ıa E esta´ dada por
E =
∑
k,σ
~ωk
(
nkσ +
1
2
)
. (A.70)
Por u´ltimo, el vector de estado ma´s general para el campo es una superposicio´n
lineal de estos autoestados:
|ψ〉 =
∑
nk1σ1
∑
nk2σ2
...
∑
nklσl
...cnk1σ1 ,nk2σ2 ,...nklσl ...|nk1σ1 , nk2σ2 , ..., nklσl , ...〉
≡
∑
{nkσ}
c{nkσ}|{nkσ}〉. (A.71)
Esta u´ltima expresio´n incluye no so´lo estados producto, sino estados ma´s gen-
erales con correlaciones entre los distintos modos del campo, que pueden resultar de
la interaccio´n de dichos modos con un sistema comu´n.
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A.5. Interaccio´n del Campo Electromagne´tico con la mate-
ria
En la mayor´ıa de los casos puede suponerse que la materia esta´ formada por
part´ıculas, donde cada una de e´stas tiene una masami y una carga ei
2. La interaccio´n
de cada una de estas part´ıculas con el resto puede describirse por medio de un
potencial V (x1...xj). Tales modelos de sistemas de muchas part´ıculas se utilizan, a
diferentes escala, tanto en f´ısica ato´mica, molecular y f´ısica del estado so´lido, como
en f´ısica nuclear, y en f´ısica de part´ıculas elementales. El Hamiltoniano para tal
sistema de muchos cuerpos (ver Ape´dice B), en un tratamiento no relativista tiene
la forma
Hˆ =
∑
i
pˆ2i
2mi
+ V. (A.72)
Para ver como se modifica esta expresio´n por la interaccio´n del sistema con un
campo electromagne´tico, se puede recurrir al principio de invarianza de gauge. Con-
sideremos por un momento el movimiento libre de una u´nica part´ıcula. Entonces, si
la funcio´n de onda ψ(r, t) es solucio´n de la ecuacio´n de Schro¨dinger,
−~2
2m
∇2ψ = i~∂ψ
∂t
, (A.73)
la funcio´n transformada ψ(r, t)exp
(
ie
~cχ
)
, donde χ es una fase constante arbitraria,
tambie´n es solucio´n de (A.73) y los observables de la teor´ıa, tales como autovalores,
valores esperados, probabilidades de transicio´n, etc., permanecen sin cambio. Dis-
tinto es el caso si la fase χ es una funcio´n que var´ıa localmente, es decir que depende
de las coordenadas y del tiempo
ψ(r, t)→ ψ(r, t)exp
(
ie
~c
χ(r, t)
)
. (A.74)
En este caso claramente, no se satisface la ecuacio´n de Schro¨dinger a menos que se
agreguen nuevos te´rminos:{−~2
2m
[
∇− ie
~c
A(r, t)2
]
+ eϕ(r, t)
}
ψ = i~
∂ψ
∂t
, (A.75)
2No necesariamente las part´ıculas deben ser electrones.
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donde las funciones insertadas A(r, t) y ϕ(r, t) deben transformarse segu´n
A(r, t) → A(r, t) +∇χ(r, t),
ϕ(r, t) → ϕ(r, t)− ∂χ(r, t)
∂t
, (A.76)
Estas funciones pueden identificarse con los potenciales del campo electromagne´tico
(A.9), que como vimos en la Seccio´n A.1, son invariantes de escala. Debido al reque-
rimiento de la invarianza bajo una transformacio´n de fase global, ahora la ecuacio´n
(A.75) tiene la forma
Hˆψ = i~
∂ψ
∂t
. (A.77)
Esta ecuacio´n representa la interaccio´n de una part´ıcula de carga ele´ctrica e con un
campo electromagne´tico, donde ψ(r, t) es la funcio´n de onda que describe a dicha
part´ıcula. Entonces, la ecuacio´n de Schro¨dinger ma´s el concepto de invarianza de
gauge local, introduce en forma natural el campo electromagne´tico, y da el te´rmino
de interaccio´n correcto. En el caso de un electro´n ligado por una fuerza central, como
es el caso de los electrones ligados al nu´cleo ato´mico, debera´ agregarse en (A.75) el
correspondiente potencial central V (r).
A.6. Aproximacio´n Dipolar
Consideremos el problema de un electro´n ligado al nu´cleo ato´mico, en el caso en
que todo el a´tomo esta´ inmerso en una onda electromagne´tica plana. En el gauge de
Coulomb (A.14), en donde el potencial escalar es nulo (ϕ(r, t) = 0), el Hamiltoniano
tiene la forma
Hˆ =
−~2
2m
[
∇− ie
~c
Aˆ(r, t)
]2
+ V (r). (A.78)
Por otra parte, la condicio´n ∇ · Aˆ = 0 implica que
[pˆ, Aˆ] = −i~∇ · Aˆ = 0,
→ pˆ · Aˆ = Aˆ · pˆ, (A.79)
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y al desarrollar el cuadrado en (A.78) obtenemos
Hˆ =
1
2m
[
pˆ2 − 2e
c
pˆ · Aˆ+
(e
c
)2
Aˆ2
]
+ V (r). (A.80)
Entonces el Hamiltoniano total del sistema part´ıcula + campo tiene la forma
Hˆtot = Hˆ0 + Hˆint
= Hˆp + Hˆc + Hˆint, (A.81)
con
Hˆp =
pˆ2
2m
+ V (r),
Hˆc =
∑
kσ
~ωk
(
aˆ†kσaˆkσ +
1
2
)
,
Hˆint = − e
mc
pˆ · Aˆ+ e
2
2mc2
Aˆ2 (A.82)
El te´rmino Hˆint en (A.82) representa la interaccio´n de una part´ıcula (en particular
de un electro´n) con el campo electromagne´tico. El te´rmino proporcional a Aˆ2 puede
despreciarse en ca´lculos no relativistas ya que es del orden de c−2. Luego, reteniendo
so´lo el te´rmino proporcional a Aˆ, y usando su forma expl´ıcita en una teor´ıa cua´ntica
del campo electromagne´tico (A.43)
Hˆint = − e
mc
pˆ ·
∑
kσ
Nkεˇkσ
(
aˆkσe
ik·r + aˆ†kσe
−ik·r
)
. (A.83)
En el caso ya no de una u´nica part´ıcula, sino de un sistema de part´ıculas, el Hamil-
toniano del sistema es
Hˆtot = Hˆc +
∑
i=1
Hˆ(i)p +
∑
i=1
Hˆ
(i)
int, (A.84)
Por simplicidad se omitira´ la suma y el ı´ndice i, y se hara´n expl´ıcitos en el momento
que sean necesarios.
Consideremos estados de la forma
|part + campo〉 = |a〉|...nkσ...〉, (A.85)
donde |a〉 representa el estado del sistema de part´ıculas, y |...nkσ...〉 es el producto
directo de estados de Fock, cada uno correspondiente a un modo de oscilacio´n del
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campo electromagne´tico (A.67). La interaccio´n en (A.83) puede generar transiciones
entre los estados (A.85). Dado que esta interaccio´n so´lo contiene te´rminos con un
operador de creacio´n aˆ† o de aniquilacio´n aˆ, Hˆint induce transiciones en donde un
u´nico foto´n esta´ presente en el proceso, es decir, que el sistema puede decaer de su
estado inicial |ai〉 a un estado final |af〉 emitiendo un foto´n, o en el proceso inverso,
podr´ıa excitarse desde un estado inicial |ai〉 a un estado final |af〉 por absorcio´n de
un foto´n.
Indiquemos con el ı´ndice i (j) al estado inicial (final) del sistema total part´ıculas
+ campo.
|i〉 = |ai〉|...nkσ...〉,
|f〉 = |af〉|...n′kσ...〉. (A.86)
El elemento de matriz de transicio´n entre estos estados esta´ dado por
〈f |Hˆint|i〉 = − e
mc
∑
k′σ′
Nk′
{
〈af |pˆ · εˇk′σ′eik′·r|ai〉 × 〈...n′kσ...|aˆk′σ′|...nkσ...〉+ cc
}
.
(A.87)
En el caso en que la longitud de onda del campo electormagne´tico es mucho ma´s
grande que las dimensiones del sistema k · r ' λ−1r ¿ 1, y uno puede retener so´lo
el primer te´rmino de la expansio´n en serie de Taylor de la funcio´n exponencial
e±ik·r = 1± ik · r− 1
2
(ik · r)2 + ... (A.88)
Luego, en la aproximacio´n dipolar, el elemento de matriz de transicio´n entre estados
tiene la forma
〈f |Hˆint|i〉dip = − e
mc
∑
k′σ′
Nk′ εˇk′σ′ · 〈af |pˆ|ai〉 × {〈...n′kσ...|aˆk′σ′|...nkσ...〉+ cc} .
(A.89)
El elemento de matriz 〈af |pˆ|ai〉 puede ser escrito en otra forma:
〈af |pˆ|ai〉 = 〈af |mdrˆ
dt
|ai〉 = −m i~ [rˆ, Hˆ]
= −m i
~
〈af |rˆHˆ − Hˆ rˆ|ai〉 = −m i~(Ei − Ef )〈af |rˆ|ai〉
= imωfi〈af |rˆ|ai〉 (A.90)
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Luego el elemento de matriz (A.89) puede expresarse en te´rminos del elemento de
matriz del operador dipolar erˆ, y de all´ı el nombre de la aproximacio´n.
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Ape´ndice B
Tratamiento de Sistemas
Cua´nticos de Muchos Cuerpos
A lo largo de esta tesis hemos tratado con cierto tipo de sistemas cua´nticos, cuyo
comportamiento puede describirse por dos clases de problemas generales:
(a) El de un sistema de espines 1/2 localizados, que interactu´an entre s´ı mediante
una interaccio´n de intercambio,
(b) y el de N a´tomos ide´nticos, con unos pocos niveles activos, interactuando con
un campo electromagne´tico cuantizado.
Bajo ciertas condiciones, los sistemas correspondientes al caso (a) pueden ser
descriptos por el modelo de Heisenberg (Greiner et al., 1994) del ferromagnetismo
(ver Cap´ıtulo 4) en sus distintas versiones: interacciones de corto y largo alcance,
Hamiltonianos isotro´picos o anisotro´picos. En tanto, los sistemas incluidos en (b),
pueden simplificarse de modo de incluir solamente interacciones dipolares entre dos
o tres niveles ato´micos; el sistema puede ser modelado por un Hamiltoniano de
Jaynes-Cummings (Jaynes and Cummings, 1963), en el caso de un u´nico a´tomo, o
por un Hamiltoniano de Dicke (Dicke, 1954) en el caso de varios a´tomos presentes
en el sistema.
La solucio´n exacta de estos modelos es conocida, y se obtiene mediante la apli-
cacio´n de te´cnicas basadas en la teor´ıa de grupos. Particularmente, el tratamiento del
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acoplamiento foto´n-estados ato´micos puede realizarse diagonalizando el Hamiltonia-
no en el espacio producto directo entre grados de libertad fermio´nicos y boso´nicos.
Sin embargo, existe una limitacio´n obvia para el tratamiento exacto, que esta´ dada
por el ra´pido crecimiento de la dimensio´n de la matriz del Hamiltoniano.
Esto lleva a la necesidad de estudiar soluciones aproximadas de los sistemas
propuestos, basadas en me´todos no perturbativos, que han sido originados y muy
bien desarrollados en el marco de problemas de muchos cuerpos de f´ısica nuclear.
Dada la naturaleza de los problemas en estudio, uno podr´ıa pensar en la existencia
de feno´menos colectivos que implican la participacio´n de todas las part´ıculas en el
sistema. Las contribuciones de cada uno de los pares fermio´nicos que representan la
excitacio´n y desexcitacio´n de los niveles de energ´ıa, podr´ıan constituir una especie
de onda de esp´ın de naturaleza boso´nica. De ser as´ı, uno podr´ıa usar un proceso de
linealizacio´n de las ecuaciones de movimiento, como son las aproximaciones TDA y
RPA. En forma alternativa, se podr´ıa pensar en un Hamiltoniano boso´nico efectivo,
obtenido a partir del original, mediante otra clase de te´cnicas de muchos cuerpos
conocida como mapeos boso´nicos que preservan el a´lgebra de los operadores.
Este ape´ndice intenta describir los conceptos principales de estas te´cnicas, y
mostrar la utilidad de las mismas en la resolucio´n de los problemas de intere´s, a
partir de resultados concretos presentes en la bibliograf´ıa. Algunas de las te´cnicas
aqu´ı descriptas, han sido aplicadas con e´xito al estudio de la estructura de las solu-
ciones de sistemas que pueden ser modelados por Hamiltonianos del tipo de los
tratados en los cap´ıtulos anteriores.
B.1. Modelo de Part´ıcula Independiente
Como ejemplo del modelo de part´ıcula independiente, podemos analizar lo que
ocurre en el caso del nu´cleo ato´mico, el cual es un sistema cua´ntico de muchos
cuerpos. La aplicacio´n del modelo a este sistema f´ısico concreto, puede ser de utilidad
para entender, en ma´s detalle, casos como los tratados esta tesis (sistemas cua´nticos
complejos, cuyos grados de libertad efectivos se pueden descomponer en estados
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fermio´nicos o boso´nicos independientes, y/o estados acoplados)
Con el objeto de dar una descripcio´n microsco´pica de las propiedades de los
nu´cleos, uno puede comenzar usando un modelo en donde los nucleones en el nu´cleo,
pueden considerarse como part´ıculas independientes movie´ndose en o´rbitas casi no
perturbadas de part´ıcula simple. Aceptando esta idea, es natural proponer que la
dina´mica de cada part´ıcula esta´ gobernada por un potencial promedio debido al
resto de los nucleones. Un modelo de este tipo, trata a cada nucleo´n en forma
completamente independiente del resto, aunque la interaccio´n nucleo´n-nucleo´n entra
en el modelo en forma indirecta a trave´s del potencial medio. A este modelo se lo
conoce como modelo de capa o modelo de part´ıcula independiente. Este modelo es
ciertamente una aproximacio´n al problema exacto de muchos cuerpos, pero puede
ser utilizado como base para teor´ıas ma´s elaboradas.
Una teor´ıa microsco´pica completa del nu´cleo podr´ıa derivarse de la solucio´n de
la ecuacio´n de Shro¨dinger
HˆΨ =
{
A∑
i=1
t(xi) +
A∑
i<j
v(xi, xj)
}
Ψ(x1, ..., xA) = EΨ(x1, ..., xA), (B.1)
donde t es la energ´ıa cine´tica y v la energ´ıa potencial de interaccio´n entre part´ıculas.
La cantidad xi representa las coordenadas de la part´ıcula i-e´sima, incluyendo la
coordenada espacial ri y las variables discretas tales como el esp´ın y el isoesp´ın.
Bajo la asuncio´n del modelo nuclear de capas, la ecuacio´n anterior se reduce a
una mucho ma´s simple
Hˆ0Ψ =
{
A∑
i=1
h(xi)
}
Ψ =
A∑
i=1
{t(xi) + V (xi)}Ψ = EΨ. (B.2)
Las soluciones Ψ de la Ec. (B.2) son productos antisimetrizados de funciones de
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part´ıcula simple1
Φk1...kA(x1, ..., xA) =
∣∣∣∣∣∣∣∣∣
φk1(x1) . . . φk1(xA)
...
...
φkA(x1) . . . φkA(xA)
∣∣∣∣∣∣∣∣∣ , (B.5)
con autovalores
Ek1...kA = ²k1 + ...+ ²kA , (B.6)
donde las funciones φk forman una base completa de autofunciones del Hamiltoniano
hˆi:
hˆiφk(xi) = ²kφk(xi). (B.7)
A cada nivel de energ´ıa k le corresponde un par de operadores de creacio´n y
destruccio´n aˆ†k, aˆk que crean o aniquilan una part´ıcula con funcio´n de onda φk. En el
caso nuclear, dado que los nucleones son fermiones, cada nivel puede ser ocupado por
una u´nica part´ıcula a la vez segu´n el principio de exclusio´n de Pauli; los operadores
aˆ†k, aˆk anticonmutan
{aˆk, aˆ†k′} = δkk′ . (B.8)
En el espacio de Fock, el vector de estado correspondiente a la funcio´n de onda en
(B.5) puede escribirse a partir de los operadores de creacio´n aˆ†k actuando sobre el
vac´ıo |0〉, definido como el estado carente de part´ıculas, aˆk|0〉 = 0
|Φk1...kA〉 = aˆ†k1 ...aˆ†kA|0〉. (B.9)
1Esta es la forma de incluir los efectos de la antisimetr´ıa de la funcio´n de onda de un sistema de A fermiones,
como lo es el nu´cleo ato´mico. A este producto se lo conoce como determinante de Slater, y es equivalente a la
expresio´n
Φk1...kA (x1, ..., xA) =
1√
A!
∑
P
sign(P )P{φk1 (x1)...φkA (xA)}. (B.3)
La suma es sobre todas las posibles permutaciones de las A part´ıculas en los niveles (k1...kA); la funcio´n sign(P ),
describe el cambio en el signo de la funcio´n de onda por intercambio de dos fermiones. En forma ana´loga, una
funcio´n de onda totalmente sime´trica, la cual corresponde a un sistema de A bosones, puede representarse por
Φk1...kA (x1, ..., xA) =
1√
A!
1√
n1!...na!
∑
P
P{φk1 (x1)...φkA (xA)}. (B.4)
En esta expresio´n, los enteros nk indican el nu´mero de ocupacio´n de cada nivel, de modo que
∑
nk
= N . En el caso
fermio´nico, el nu´mero de ocupacio´n de cada nivel so´lo puede valer 0 o 1.
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En el estado fundamental de un sistema con A nucleones, los diferentes niveles
esta´n todos ocupados con exactamente una part´ıcula hasta el nivel de Fermi (el nivel
ocupado de mayor energ´ıa); los niveles con una energ´ıa mayor a la del nivel de Fermi
se encuentran todos vac´ıos. Entonces, para el estado fundamental se tiene
|Φ0〉 = aˆ†1...aˆ†A|0〉. (B.10)
En analog´ıa con el gas de Fermi, las excitaciones del sistema corresponden a
promover un nucleo´n desde un nivel por debajo del nivel de Fermi, a alguno de los
niveles por encima de e´ste. En el caso en que so´lo un nucleo´n es promovido, se habla
de un estado 1p − 1h. Haciendo uso de los ı´ndices i, j para los niveles por debajo
de la superficie de Fermi (²i ≤ ²F ), e indicando con n, m los niveles por encima de
la superficie de Fermi (²n > ²F ), una excitacio´n de este tipo (ph) puede expresarse
en la forma
|Φmi〉 := aˆ†maˆi|Φ0〉 = ±aˆ†maˆ†1...aˆ†i−1aˆ†i+1...aˆ†A|0〉, (B.11)
en donde se ha usado que el operador aˆ†i aˆi es el operador nu´mero del nivel i-e´simo,
junto con
aˆiaˆ
†
i |0〉 = (1 + aˆ†i aˆi)|0〉 = |0〉, (B.12)
que se infiere de la relacio´n de anticonmutacio´n (B.8). El signo +(−) corresponde a
un nu´mero par(impar) de permutaciones de operadores de un fermio´n.
Entonces, el determinante de Slater (B.5) forma un conjunto completo de estados
para un sistema de A nucleones, en donde cada estado del sistema esta´ caracterizado
por una distribucio´n particular de los nucleones en los distintos niveles obtenidos a
partir del potencial de part´ıcula independiente, V (xi). Esta es la base que usualmente
se utiliza para estudiar el Hamiltoniano de muchos cuerpos Hˆ (B.1).
B.2. Me´todos Variacionales
En el modelo sencillo de part´ıcula independiente, uno descompone Hˆ en la forma
Hˆ = T +
A∑
i<j
v(xi, xj) = Hˆ0 + VR, (B.13)
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con la interaccio´n residual
VR =
A∑
i<j
v(xi, xj)−
∑
i
V (xi), (B.14)
de modo tal que VR sea lo suficientemente pequen˜a y pueda despreciarse. El problema
ahora es encontrar ese tal potencial efectivo V (xi).
Una forma es proponer un potencial particular, asumiendo que e´ste describe en
buena medida los efectos de las interacciones mutuas, investigar sus consecuencias,
y contrastar con los resultados experimentales.
En forma ma´s sofisticada, es posible derivar este potencial de un cuerpo a partir
de las interacciones de dos cuerpos
V (1...A) =
A∑
i<j=1
v(xi, xj) '
∑
i
V (xi), (B.15)
mediante un principio variacional. Esto es posible ya que el problema de autovalores
de la ecuacio´n de Shro¨dinger
Hˆ|Ψ〉 = E|Ψ〉, (B.16)
es equivalente a la ecuacio´n variacional
δE[Ψ] = 0, (B.17)
con
E[Ψ] =
〈Ψ|Hˆ|Ψ〉
〈Ψ|Ψ〉 . (B.18)
Esto significa que la energ´ıa del sistema como funcio´n de los vectores de estado en el
espacio de Hilbert, tiene un extremo cuando |Ψ〉 es la solucio´n exacta de la ecuacio´n
de Schro¨dinger.
El me´todo variacional es especialmente adecuado para determinar el estado fun-
damental del sistema, ya que para cualquier funcio´n de prueba |Ψ〉
E[Ψ] ≥ E0, (B.19)
y en el caso en que el estado fundamental es no degenerado, la igualdad se da sii
|Ψ〉 es proporcional a la solucio´n exacta |Ψ0〉. Si ahora se quiere calcular el primer
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estado excitado |Ψ1〉, se debe resolver la ecuacio´n variacional (B.17) en el subespacio
ortogonal a |Ψ0〉, ya que ahora, dentro de ese subespacio, el valor esperado mı´nimo
de Hˆ se alcanza sobre el estado |Ψ1〉. A la resolucio´n de la ecuacio´n variacional debe
agregarse la condicio´n de ortogonalidad 〈Ψ1|Ψ0〉 = 0. As´ı se podr´ıa seguir hasta
calcular todo el espectro.
Sin embargo en la pra´ctica uno no conoce |Ψ0〉 en forma exacta, ya que la variacio´n
se lleva acabo en un subconjunto restringido del espacio de Hilbert, y entonces uno
obtiene so´lo una aproximacio´n |Φ0〉 al estado fundamental. Luego, para el primer
estado excitado, tambie´n se obtendra´ una aproximacio´n |Φ1〉 de la verdadera funcio´n
de onda, a patir de (B.17) y de la condicio´n adicional
〈Φ1|Φ0〉 = 0. (B.20)
Para el segundo estado excitado, habra´ dos condiciones adicionales,
〈Φ2|Φ1〉 = 0 y 〈Φ2|Φ0〉 = 0, (B.21)
y as´ı, a medida que se desean obtener ma´s y ma´s estados excitados la cantidad de
condiciones a satisfacer, se vuelve inmanejable en la mayor´ıa de los casos.
B.2.1. Me´todo de Hartree-Fock
El me´todo variacional de Hartree-Fock asume que tal potencial medio de part´ıcu-
la independiente existe, y propone como funcio´n de onda de prueba para describir
los estados del sistema, el producto antisimetrizado de la Ec. (B.9), construido a
partir de A funciones de onda de part´ıcula simple ϕi, elegidas arbitrariamente, pero
ortogonales. Entonces, el Hamiltoniano debera´ poder expresarse en la forma
HˆHF =
A∑
i=1
h(i), (B.22)
y las autofunciones correspondientes al autovalor mı´nimo EHF0 se supondra´n una
buena aproximacio´n a la funcio´n exacta del estado fundamental
|HF 〉 = |Φ(1...A)〉 =
A∏
i=1
aˆ†i |0〉. (B.23)
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Al usar el conjunto de determinantes de Slater {Φ} como funciones de prueba, el
Hamiltoniano H (B.1) en segunda cuantizacio´n, puede ser escrito como
Hˆ =
∑
k1k2
〈k1|tˆ|k2〉aˆ†k1 aˆk2 +
1
4
∑
k1k2k3k4
(〈k1k2|vˆ|k3k4〉 − 〈k1k2|vˆ|k4k3〉)aˆ†k1 aˆ†k2 aˆk3 aˆk4
=
∑
k1k2
tk1k2 aˆ
†
k1
aˆk2 +
1
4
∑
k1k2k3k4
v˜k1k2k3k4 aˆ
†
k1
aˆ†k2 aˆk3 aˆk4 (B.24)
donde v˜k1k2,k3k4 es el elemento de matriz antisimetrizado para el operador de dos
cuerpos vˆ(xi, xj). A partir de esta expresio´n, puede calcularse la energ´ıa de Hartree-
Fock
EHF = 〈Φ|Hˆ|Φ〉 =
A∑
i=1
tii +
1
2
A∑
i,j=1
v˜ij,ij. (B.25)
Lo que resta hacer, es minimizar esta expresio´n de la energ´ıa, haciendo que su
variacio´n sea nula. Al hacer e´sto, el problema se convierte en un problema de au-
tovalores, cuya estructura puede resultar ma´s clara al escribirla en el espacio de
coordenadas:
− ~
2
2m
∇2ϕk(r) +
A∑
i=1
∫
dr′v(r, r′) |ϕi(r′)|2 ϕk(r)−
A∑
i=1
∫
dr′v(r, r′) (ϕ∗i (r
′)ϕk(r′))ϕi(r)
= ²kϕk(r), (B.26)
que puede reescribirse en la forma{
− ~
2
2m
∇2ϕk(r) + ΓH(r)
}
ϕk(r) +
∫
dr′ΓIn(r, r′)ϕk(r′) = ²kϕk(r), (B.27)
la cual corresponde a una ecuacio´n de Schro¨dinger no local.
Hemos definido
ΓH =
∫
dr′v(r, r′)
A∑
i=1
|ϕi(r′)|2 ϕk (B.28)
al cual se lo conoce como potencial de Hartree, y el te´rmino de intercambio
ΓIn(r, r
′) = −v(r, r′)
A∑
i=1
ϕ∗i (r
′)ϕi(r). (B.29)
Este u´ltimo te´rmino surge de haber usado funciones de onda antisime´tricas para
la descripcio´n del sistema. Un ca´lculo variacional utilizando funciones de onda que
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fueran simplemente un producto de las funciones de onda de part´ıcula independiente,
sin la condicio´n de antisimetrizacio´n, hubiera dado u´nicamente el potencial local de
Hartree.
El sistema de ecuaciones (B.27) genera un problema autoconsistente, ya que los
potenciales ΓH y ΓIn, dependen de las propias soluciones del sistema. Las ecuaciones
pueden resolverse por iteracio´n, comenzando con un conjunto de funciones de onda
ϕk, con las cuales se calculan los potenciales ΓH y ΓIn; con estos potenciales en
el sistema de ecuaciones (B.27) se calcula un nuevo conjunto de funciones de onda
de part´ıcula simple, y se inicia otra vez el ciclo. El proceso termina, cuando los
potenciales permanecen sin cambio entre dos ciclos consecutivos (o al menos cuando
su variacio´n es menor al error que se pretende cometer). En ese caso,
Γkk′ =
A∑
i=1
v˜ki,k′i (B.30)
es el potencial medio que siente una part´ıcula debido a la interaccio´n con el resto
de las part´ıculas en el sistema, que corresponde al Hamiltoniano de part´ıcula inde-
pendiente requerido: ∑
kk′
(tkk′ + Γkk′) aˆ
†
kaˆk′ =
∑
k
²kaˆ
†
kaˆk. (B.31)
Finalmente, de (B.25), (B.30) y (B.31) se obtiene la energ´ıa correspondiente al estado
|HF 〉
EHF =
A∑
i=1
²i − 1
2
A∑
i,j=1
v˜ij,ij. (B.32)
Notar que esta energ´ıa no es simplemente la suma de las energ´ıas de part´ıcula
independiente.
B.3. Excitaciones Colectivas
Las propiedades ba´sicas del estado fundamental de sistemas de muchas part´ıculas,
pueden entenderse mediante el modelo de part´ıcula independiente (Seccio´n B.1), el
cual tambie´n es el punto de partida para el me´todo de Hartree-Fock (Seccio´n B.2.1).
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Los estados excitados sin embargo, tambie´n resultan de sumo intere´s como parte
del estudio del sistema. Por ejemplo, en el caso del nu´cleo ato´mico, los espectros
de los estados excitados son de importancia al momento de entender la estructura
nuclear (Ring and Schuck, 1980). Algunas de estas excitaciones pueden ser descriptas
adecuadamente en el modelo de capa, a partir de excitaciones del tipo ph. Pero no
todos los estados excitados pueden reproducirse en el marco de este modelo, debido
a que deben tenerse en cuenta la participacio´n colectiva de las part´ıculas del sistema.
Si partiendo del modelo de part´ıcula independiente para un sistema de A nu-
cleones, se llena cada uno de los niveles hasta el nivel de Fermi, entonces las ex-
citaciones de 0, 1, 2,...,N part´ıculas, forman un conjunto ortogonal y completo que
puede utilizarse para expandir las verdaderas funciones de onda del sistema, tanto
la correspondiente al estado fundamental |0〉 como la de los estados excitados |ν〉
|0〉 = C00 |HF 〉+
∑
mi
C0miaˆ
†
maˆi|HF 〉+
1
4
∑
mnij
C0mn,ij aˆ
†
maˆ
†
naˆiaˆj|HF 〉+ ...
|ν〉 = Cν0 |HF 〉+
∑
mi
Cνmiaˆ
†
maˆi|HF 〉+
1
4
∑
mnij
Cνmn,ij aˆ
†
maˆ
†
naˆiaˆj|HF 〉+ ... (B.33)
en donde los ı´ndices m, n (i, j) se refieren a los niveles por arriba (debajo) del nivel
de Fermi. El operador aˆ†maˆi aniquila una part´ıcula por debajo del nivel de Fermi
(crea un hueco) y crea una part´ıcula por encima de este nivel, y por eso se llama
operador de creacio´n hueco-part´ıcula.
La diagonalizacio´n exacta de Hˆ en la base completa (B.33) es un problema no
resoluble. Uno podr´ıa suponer que la contribucio´n dominante se debe so´lo a excita-
ciones del tipo ph, y entonces la expansio´n (B.33) podr´ıa aproximarse por
|ν〉 ' Cν0 |HF 〉+
∑
mi
Cνmiaˆ
†
maˆi|HF 〉. (B.34)
La aproximacio´n Tamm-Dancoff supone que las correlaciones so´lo beben tomarse
en cuenta para los estados excitados, mientras que el estado fundamental permanece
inalterado. De esta forma, para el estado excitado so´lo es suficiente retener el te´rmino
|ν〉 =
∑
mi
Cνmiaˆ
†
maˆi|HF 〉. (B.35)
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Esta aproximacio´n considera interacciones entre pares ph sobre un estado fun-
damental no correlacionado |HF 〉. El problema ma´s general, considera excitaciones
colectivas construidas sobre un estado fundamental correlacionado de Hartree-Fock
(Random Phase Aproximation RPA)
B.3.1. Aproximacio´n Tamm-Dancoff (TDA)
Consideremos un conjunto de autoestados exactos del Hamiltoniano Hˆ de un
sistema de muchas part´ıculas, como el dado en (B.24)
Hˆ|ν〉 = Eν |ν〉. (B.36)
Es posible definir operadores Qν y Q
†
ν de forma tal que
|ν〉 = Q†ν |0〉 y Qν |0〉 = 0. (B.37)
Q†ν podr´ıa elegirse por ejemplo, como
Q†ν = |ν〉〈0|. (B.38)
A partir de la ecuacio´n de Schro¨dinger (B.36) puede obtenerse la ecuacio´n de
movimiento
[Hˆ,Q†ν ]|0〉 = (Eν − E0)Q†ν |0〉. (B.39)
La aproximacio´n TDA consiste en aproximar el estado fundamental |0〉 por el estado
de Hartree-Fock |HF 〉, y el operador Q†ν por el operador colectivo
Q†ν =
∑
mi
Cνmiaˆ
†
maˆi. (B.40)
En esta aproximacio´n estamos restringiendo el espacio al de excitaciones del tipo
p− h. En la pro´xima seccio´n veremos una generalizacio´n de este tratamiento que se
basa en un vac´ıo ma´s complejo, y de cuyas soluciones pueden obtenerse las ecuaciones
para los coeficientes Cνmi del caso TDA como una particularizacio´n del problema.
B.3.2. Estado Fundamental Correlacionado: RPA
Para casos ma´s generales puede tratarse al estado fundamental y a los estados
excitados en una forma sime´trica, permitiendo que ambos contengan pares de hueco
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part´ıcula. Esto significa que los estados excitados pueden obtenerse tanto creando
como destruyendo un par hueco-part´ıcula sobre el estado fundamental. Entonces
una generalizacio´n del operador (B.40) estar´ıa dada por
Q†ν =
∑
mi
Xνmiaˆ
†
maˆi −
∑
mi
Y νmiaˆ
†
i aˆm. (B.41)
El estado fundamental en la aproximacio´n RPA, se define en forma ana´loga a (B.37)
Qν |RPA〉 = 0. (B.42)
Los autoestados |ν〉 = Q†ν |RPA〉, deben ser ortonormales:
〈ν ′|ν〉 = δνν′ . (B.43)
Pero en funcio´n a la definicio´n (B.42) de los estados excitados y a la definicio´n del
vac´ıo (B.42)
〈ν ′|ν〉 = 〈RPA|Qν′Q†ν |RPA〉 = 〈RPA|Qν′Q†ν −Q†νQν′|RPA〉
= 〈RPA|[Qν′ , Q†ν ]|RPA〉 = δνν′ . (B.44)
Utilizando la definicio´n expl´ıcita para el operador Q†ν en la condicio´n de normal-
izacio´n se obtiene la expresio´n
−
∑
mnij
Xνmi
∗Xν
′
nj〈RPA|[aˆ†i aˆm, aˆ†naˆj]|RPA〉
−
∑
mnij
Y νmi
∗Y ν
′
nj 〈RPA|[aˆ†maˆi, aˆ†j aˆn]|RPA〉 = δνν′ .
(B.45)
El resto de los te´rminos se anulan, ya que aˆ†i aˆmaˆ
†
j aˆn|RPA〉 = 0, pues implica la
destruccio´n de dos pares de hueco-part´ıcula en el estado fundamental. Vemos de la
relacio´n anterior, que la condicio´n de normalizacio´n es posible si
〈RPA|[aˆ†i aˆm, aˆ†naˆj]|RPA〉 = δijδnm. (B.46)
Todav´ıa no conocemos como es el estado fundamental |RPA〉. Si asumimos que este
estado fundamental correlacionado no difiere demasiado del estado |HF 〉, podemos
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evaluar el conmutador en esta aproximacio´n
〈RPA|[aˆ†i aˆm, aˆ†naˆj]|RPA〉 = δijδnm − δij〈RPA|aˆ†naˆm|RPA〉
−δnm〈RPA|aˆ†j aˆi|RPA〉, (B.47)
expresio´n que es distinta a la requerida en (B.46) a menos que
〈RPA|aˆ†naˆm|RPA〉 ¿ 1 y 〈RPA|aˆ†j aˆi|RPA〉 ¿ 1. (B.48)
Esta condicio´n es conocida como aproximacio´n de cuasi-boso´n, ya que (B.46) ser´ıa
una relacio´n exacta si los operadores de creacio´n y aniquilacio´n de un par ph, aˆ†maˆi
y aˆ†i aˆm, conmutaran como operadores boso´nicos.
Para una variacio´n arbitraria δQν |0〉, la cual representa un estado arbitrario,
puede obtenerse, a partir de la ecuacio´n de movimiento (B.39) y del hecho que
〈0|Q†ν = 0
〈0|[δQ, [Hˆ,Q†ν ]|0〉 = (Eν − E0)〈0|[δQ,Q†ν ]|0〉. (B.49)
En el modelo RPA esto corresponde a∑
nj
〈RPA|
[
aˆ†i aˆm,
[
Hˆ,Xνnj aˆ
†
naˆj − Y νnj aˆ†j aˆn
]]
|RPA〉
=
∑
nj
ERPAν 〈RPA|
[
aˆ†i aˆm, X
ν
nj aˆ
†
naˆj − Y νnj aˆ†j aˆn
]
|RPA〉
∑
nj
〈RPA|
[
aˆ†maˆi,
[
Hˆ,Xνnj aˆ
†
naˆj − Y νnj aˆ†j aˆn
]]
|RPA〉
=
∑
nj
ERPAν 〈RPA|
[
aˆ†maˆi, X
ν
nj aˆ
†
naˆj − Y νnj aˆ†j aˆn
]
|RPA〉, (B.50)
debido a que las variaciones δXνnj y δY
ν
nj son independientes. Con la aproximacio´n
del estado fundamental por |HF 〉 ma´s la condicio´n de cuasi-boso´n, se obtiene el
conjunto de ecuaciones∑
nj
AminjX
ν
nj +BminjY
ν
nj = E
RPA
ν X
ν
mi,∑
nj
A∗minjX
ν
nj +B
∗
minjY
ν
nj = −ERPAν Y νmi, (B.51)
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con
Aminj = 〈HF |
[
aˆ†i aˆm,
[
Hˆ, aˆ†naˆj
]]
|HF 〉 = (²m − ²i)δmnδij + v˜mjin,
Bminj = −〈HF |
[
aˆ†i aˆm,
[
Hˆ, aˆ†j aˆn
]]
|HF 〉 = v˜mjin, (B.52)
en donde ²k es la energ´ıa de part´ıcula simple del problema de Hartree-Fock y v˜mjin
es el elemento de matriz antisimetrizado del potencial de dos cuerpos (ver Seccio´n
(B.2.1)).
Las ecuaciones (B.51) y (B.52) son las denominadas ecuaciones RPA. En algunos
casos las amplitudes Y νmi, que son una medida de las correlaciones del vac´ıo, po-
dr´ıan ser pequen˜as comparadas con Xνmi. En los casos en que las primeras puedan
despreciarse por completo, se esta´ en la aproximacio´n TDA, y las amplitudes Xνmi
corresponden a los coeficientes Cνmi de la expansio´n (B.40). Entonces tendremos
estados ph puros. En el caso en que las correlaciones del estado fundamental son
importantes, el reemplazo de |RPA〉 ' |HF 〉 en las ecuaciones (B.50) no esta´ justi-
ficado.
Una aproximacio´n TDA se lleva acabo en (Ballesteros et al., 2003), donde se
estudia un arreglo unidimensional de N junturas Josephson de dos niveles (Al-
Saidi and Stroud, 2002a; Al-Saidi and Stroud, 2002b; Jaynes and Cummings, 1963;
Cummings and Dorri, 1983; Cummings, 1986; Filatrella et al., 1998; Filatrella et al.,
2000; Cawthorne et al., 1999; Almaas and Stroud, 2001b; Almaas and Stroud, 2001a;
Almaas and Stroud, 2002; Harbaugh and Stroud, 2000), colocado en una cavidad
sin pe´rdidas, que puede ser considerado equivalente a una muestra de N a´tomos
ide´nticos, cada uno de los cuales posee dos niveles ato´micos accesibles, pudiendo ser
excitados o desexcitados por absorcio´n o emisio´n de un foto´n. Expl´ıcitamente, el
Hamiltoniano de tal sistema f´ısico esta´ compuesto por:
(a) Un te´rmino que describe el campo libre del foto´n, representado por un oscilador
armo´nico con una u´nica frecuencia ωb.
(b) El te´rmino que describe las excitaciones internas de los a´tomos, que en su for-
ma simplificada (un modelo ato´mico con dos niveles) permite la utilizacio´n del
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a´lgebra su(2). Esta parte del Hamiltoniano tiene la forma de un te´rmino colec-
tivo Sz correspondiente al campo libre de los fermiones, ma´s una interaccio´n
efectiva de largo alcance del tipo esp´ın-esp´ın (Greiner et al., 1994).
(c) La interaccio´n entre el campo del foto´n y los a´tomos. Este es un te´rmino de
scattering que representa la excitacio´n y desexcitacio´n de un nivel ato´mico
simple mediante la absorcio´n o emisio´n de un foto´n. El scattering (o reemisio´n)
del foto´n actu´a como una excitacio´n colectiva, dado que implica la participacio´n
de todos los a´tomos en el sistema.
La forma expl´ıcita de este Hamiltoniano es
Hˆ = ωfSz + ωb(aˆ
†aˆ+
1
2
) + ζ(aˆSˆ+ + aˆ
†Sˆ−)
+ λ
N∑
i, j = 1
i 6= j
(Sˆ
(j)
+ Sˆ
(i)
− + Sˆ
(i)
+ Sˆ
(j)
− ), (B.53)
con los operadores colectivos Sˆ+ = Sˆ
†
− =
∑N
j=1 Sˆ
(j)
+ y Sˆz =
∑N
j=1 Sˆ
(j)
z , donde j
es el ı´ndice ato´mico. El mismo es una versio´n extendida del modelo de Dicke, con
el agregado de un te´rmino de interaccio´n entre junturas. Los autores muestran que
bajo la aproximacio´n de cuasi-boso´n, el Hamiltoniano (B.53) puede aproximarse por
uno de la forma
HˆTDA ≈ −ωfΩN +W1Qˆ†1Qˆ1 + ωb
(
aˆ†aˆ+
1
2
)
+ζ
√
2ΩN(aˆ†Qˆ1 + Qˆ
†
1aˆ), (B.54)
con W1 = ωf + (N − 1)4λΩ y 2Ω la degeneracio´n de los niveles ato´micos. El ope-
rador Qˆ†1 =
1√
2ΩN
Sˆ+, representa la superposicio´n coherente de todos los operadores
ato´micos Sˆ
(j)
+ . Los elementos de matriz de HˆTDA se calculan en la base
| l, k >= Nl,k a†l (Qˆ†1)k | 0 > . (B.55)
Los elementos de matriz no diagonales exhiben una dependencia con el factor ζ
√
N .
Este factor describe adecuadamente lo reportado previamente en (Al-Saidi and
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Stroud, 2002b), en donde se indica que el grupo de N junturas se comporta co-
mo una u´nica juntura con un acoplamiento al modo de la cavidad ζ
√
N en lugar de
ζ. En (Ballesteros et al., 2003), esto aparece naturalmente una consecuencia directa
de la aproximacio´n TDA, quedando claramente expl´ıcito en la forma del Hamiltonia-
no. El ca´lculo de los autovalores y reglas de suma, da un acuerdo a nivel del primer
d´ıgito respecto de los obtenidos mediante la solucio´n exacta, y el acuerdo mejora
a medida que se incrementa N . La evolucio´n temporal del operador de inversio´n
ato´mico S(t) muestra correctamente la tendencia de la solucio´n exacta.
B.4. Representaciones Boso´nicas
El concepto de realizacio´n (o mapeo) boso´nico (Klein and Marshalek, 1991)
aparece por primera vez en f´ısica nuclear con la idea de expandir formas bilineales de
operadores de creacio´n y aniquilacio´n fermio´nicos, en series de Taylor de operadores
boso´nicos. El objetivo, es convertir el estudio del movimiento vibracional nuclear en
un problema de osciladores acoplados. Estos me´todos de mapeos boso´nicos o expan-
siones boso´nicas, son aplicables al modelo de capa nuclear, pero tambie´n pueden ser
aplicados a muchos otros sistemas de muchos cuerpos.
Es bien conocido dentro de la teor´ıa de muchos cuerpos, que bajo ciertas cir-
cunstancias pares de fermiones pueden exhibir un comportamiento tipo boso´nico,
especialmente cuando la densidad de tales pares es suficientemente baja como para
minimizar los efectos del principio de exclusio´n de Pauli. Bajo estas circunstancias,
las excitaciones de tales sistemas pueden ser identificadas como una coleccio´n de
osciladores aproximadamente armo´nicos. Esto es lo que ocurre con la aproximacio´n
de cuasi-boso´n vista en la seccio´n anterior (Seccio´n (B.3.2)).
Las oscilaciones armo´nicas esta´n caracterizadas por un espectro equidistante.
Los espectros experimentales de nu´cleos esfe´ricos para algunas regiones de la tabla
perio´dica, muestran en forma cualitativa esta estructura(Ring and Schuck, 1980).
Sin embargo, el detalle muestra algunas desviaciones, ma´s o menos drama´ticas, de
este esquema simple.
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Este comportamiento anarmo´nico se debe a dos efectos:
1. Los pares de fermiones colectivos∑
m,i
cmiaˆ
†
maˆi, (B.56)
no son bosones exactos. Al utilizar estos operadores bilineales en la descripcio´n
de un estado de dos fonones, no se obtienen dos bosones desacoplados, debido
a que el principio de Pauli excluye todas las configuraciones donde el mismo
nivel esta´ ocupado por ma´s de una part´ıcula (o hueco).
2. El Hamiltoniano exacto de many-body contiene no so´lo te´rminos de segundo or-
den en los te´rminos boso´nicos, los cuales son diagonalizados en la aproximacio´n
TDA (o RPA), sino que contiene te´rminos de ma´s alto orden. Tales te´rminos
son despreciados en la aproximacio´n armo´nica; estos te´rminos provienen de
acoplamientos entre diferentes modos colectivos, como as´ı tambie´n acoplamien-
tos a estados no colectivos.
Los me´todos boso´nicos explotan este tipo de situaciones, reemplazando los grados
de libertad de pares de fermiones directamente por grados de libertad boso´nicos
exactos mediante una serie infinita en polinomios boso´nicos, de modo que las reglas
de conmutacio´n de los operadores de pares de fermiones se satisfagan a todo or-
den. De esta manera, se representa el Hamiltoniano fermio´nico mediante operadores
boso´nicos puros bˆµ, bˆ
†
µ y se diagonaliza en un espacio boso´nico. Matema´ticamente,
e´sto corresponde a un mapeo del espacio de Fock de estados de muchos fermiones
en un espacio de estados boso´nicos, que preservan los elementos de matriz de los
generadores.
Lo que se gana a trave´s de esta aproximacio´n es describir movimientos colectivos
cuya implementacio´n podr´ıa ser dificultosa en la formulacio´n fermio´nica habitual.
Muchos modos colectivos pueden ser aproximados por funciones de onda simples, es
decir, por estados de un boso´n bˆ†µ|0〉. Para tales estados, la aproximacio´n cuadra´tica
del Hamiltoniano resulta ser bastante buena, con lo cual se puede esperar que te´rmi-
nos de alto orden en la expansio´n boso´nica del Hamiltoniano tiendan ra´pidamente
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a cero. Si e´ste es el caso, sera´ suficiente tener en cuenta so´lo los primeros te´rminos
en la expansio´n.
Por otra parte, dado que los grados de libertad boso´nicos tienen su conexio´n con
variables cano´nicas cla´sicas, tienen una interpretacio´n ma´s intuitiva que los opera-
dores fermio´nicos, y facilitan los tratamientos semicla´sicos. En adicio´n a e´sto, los
mapeos boso´nicos proveen una conexio´n directa entre modelos microsco´picos de es-
tructura nuclear y modelos fenomemolo´gicos colectivos.
Hay muchos tipos de representaciones boso´nicas, algunos de los cuales resultan
equivalentes en ciertos l´ımites. Sin embargo, en todos los casos uno parte de un
espacio de Hilbert fermio´nico de dimensio´n finita HF , el cual queda completamente
determinado por el vac´ıo |0〉, y un conjunto de operadores de creacio´n y destruc-
cio´n fermio´nicos aˆ†i , aˆi correspondientes a niveles de part´ıcula simple. Este espacio
fermio´nico se mapea en un espacio de Hilbert diferente, un espacio boso´nico HB
HF → HB. (B.57)
El espacio boso´nico esta´ determinado por un vac´ıo boso´nico |0) y operadores de
creacio´n y aniquilacio´n boso´nicos bˆ†µ, bˆµ:
bˆµ|0) = 0, (B.58)[
bˆµ, bˆ
†
µ′
]
= δµµ′ ,[
bˆµ, bˆµ′
]
=
[
bˆ†µ, bˆ
†
µ′
]
= 0. (B.59)
En general, el espacio boso´nico HB es mucho mayor que el espacio fermio´nico HF .
Entonces, el mapeo (B.57) se realiza sobre un cierto subespacio de HB, al que se lo
denomina subespacio f´ısico
HF → Hfis ⊂ HB. (B.60)
De esta manera, si {|pi〉} es cualquier base ortonormal y completa de HF , y {|pi)}
es una base ortonormal para el subespacio f´ısico Hfis, se tiene una correspondencia
uno a uno
{|pi〉} → {|pi)}. (B.61)
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Hay ba´sicamente dos conceptos para introducir expl´ıcitamente este tipo de mapeos:
(i) Belyaev y Zelevinsky (Belyaev and Zelevinsky, 1962) proponen mapear los
operadores de modo de preservar las relaciones de conmutacio´n. Normalmente, el
conjunto de operadores de intere´s puede construirse a partir de un conjunto de
operadores ba´sicos, que junto a las relaciones de conmutacio´n entre ellos, forman
un a´lgebra de operadores. Como ejemplo puede tomarse el caso simple del a´lgebra
de Lie su(2); el me´todo puede extenderse sin demasiada dificultad a a´lgebras ma´s
complicadas.
En este caso, un conjunto de generadores esta´ dado por los operadores escalera
Jˆ+ (de subida) y Jˆ− (de bajada), que son utilizados para construir la base, operando
sobre un cierto estado de referencia, y el operador diagonal Jˆz, cuyos autovalores son
enteros o semi-enteros no negativos. Las relaciones de conmutacio´n que se verifican
entre ellos son: [
Jˆ+, Jˆ−
]
= 2Jˆz,
[
Jˆz, Jˆ±
]
= ±Jˆ±. (B.62)
Introducimos un operador de creacio´n boso´nico bˆ† (uno por cada operador de
subida, en el caso de a´lgebras ma´s complejas). Los operadores diagonales, en este caso
Jˆz, deben ser lineales en el operador nu´mero de bosones, bˆ
†bˆ, y pueden construirse
por simple inspeccio´n. En el caso de Jˆ+, este genera las mismas reglas de seleccio´n
que bˆ† en funcio´n de la eleccio´n de la base boso´nica, y por lo tanto esta´ restringido
a ser de la forma
(Jˆ+)B = (Jˆ−)
†
B = bˆ
†f(bˆ†bˆ), (B.63)
donde la funcio´n f se determina de modo de satisfacer las relaciones de conmutacio´n
(B.62). Todos los dema´s operadores en el espacio fermio´nico pueden obtenerse como
polinomios de estos operadores ba´sicos, y sus ima´genes boso´nicas estara´n dadas por
la imagen boso´nica de esos polinomios.
Para obtener el mapeo de los vectores de la base, so´lo hace falta definir una
correspondencia entre el vac´ıo en el espacio boso´nico |0) y el vac´ıo de cuasipart´ıcula
en el espacio fermio´nico |0〉. El resto de los estados se obtiene por aplicacio´n sucesiva
del operador (Jˆ+)B sobre |0).
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(ii) Marumori y co-autores (Marumori et al., 1964a; Marumori et al., 1964b),
proponen atacar el problema desde el punto de vista del mapeo de los vectores de
estado, relegando a un segundo plano las relaciones de conmutacio´n entre operadores.
Entonces, para cada operador fermio´nico arbitrario AˆF ,
AˆF =
∑
ij
Aij|pi〉〈pj|, (B.64)
habra´ un operador boso´nico AˆB dado por
AˆB =
∑
ij
Aij|pi)(pj|, (B.65)
con la propiedad
(pi|AˆB|pj) = 〈pi|AˆF |pj〉 = Aij. (B.66)
El mapeo de los vectores de estado (B.61) junto con el mapeo de los operadores
AˆF → AˆB preserva todos los elementos de matriz en el subespacio f´ısico. Por otra
parte, dado un vector no f´ısico |u), es decir, un vector perteneciente al complemento
ortogonal del espacio f´ısico, tendremos
AˆB|u) = 0. (B.67)
Los mapeos as´ı definidos no son u´nicos, y el subespacio f´ısico puede elegirse arbi-
trariamente en la medida que tenga la misma dimensio´n que el espacio fermio´nico.
Obviamente como estrategia, se elige un mapeo que resulte f´ısicamente u´til.
Varias de estas te´cnicas han sido desarrolladas dentro de la teor´ıa de ondas de
esp´ın en un ferromagneto, algunas de las cuales pueden extenderse al caso general
de sistemas de muchos fermiones.
B.4.1. Mapeo de Holstein-Primakoff
Consideremos los operadores de momento angular Jˆ+ = (Jˆ−)† y Jˆz, que obedecen
las relaciones de conmutacio´n del grupo SU(2) dadas en (B.62). Si se observan los
elementos de matriz no nulos en el espacio de estados de momento angular |j,m〉,
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con −j ≤ m ≤ j
〈j,m|Jˆz|j,m〉 = m,
〈j,m+ 1|Jˆ+|j,m〉 = [(j −m)(j +m+ 1)]1/2, (B.68)
notamos que la secuencia de enteros o semienterosm puede mapearse en un conjunto
de nu´meros enteros no negativos k, 0 ≤ k ≤ 2j, mediante el desplazamiento
m = −j + k. (B.69)
Entonces, para un autovalor j determinado, las Ecs. (B.68) se transforman en
〈k|Jˆz|k〉 = −j + k,
〈k + 1|Jˆ+|k〉 = [(k + 1)(2j − k)]1/2, (B.70)
En estas dos u´ltimas ecuaciones pueden reconocerse los elementos de matriz de los
operadores boso´nicos
(Jˆz)B = −j + bˆ†bˆ,
(Jˆ+)B = (Jˆ−)
†
B = bˆ
†
(
2j − bˆ†bˆ
)1/2
, (B.71)
actuando en un espacio de Fock boso´nico, expandido por los vectores
|k) = (k!)−1/2(bˆ†)k|0), k = 0, 1, 2, ... (B.72)
Contrariamente a lo que ocurre con el subespacio de momento angular j, el cual
tiene dimensio´n 2j + 1, el espacio boso´nico es de dimensio´n infinita (k → ∞). Por
otro lado, como bˆ†bˆ es el operador nu´mero de bosones tal que bˆ†bˆ|k) = k|k), la ra´ız
cuadrada en la expresio´n (B.71) no esta´ definida en el espacio boso´nico completo;
so´lo esta´ definida en un subespacio del mismo determinado por la condicio´n k ≤
2j, el subespacio f´ısico, de dimensio´n finita 2j + 1. Entendidas de esta forma, las
Ecs. (B.71) proveen la imagen boso´nica de todas las representaciones irreducibles
de SU(2). Estas ecuaciones pueden ser invertidas dentro del subespacio permitido,
obtenie´ndose
bˆ† = (j + 1− Jˆz)−1/2Jˆ+, (B.73)
192
a partir de la cual puede verificarse que bˆ y bˆ† son operadores que obedecen relaciones
de conmutacio´n dentro del espacio vectorial de una representacio´n irreducible de
SU(2).
Las ra´ıces cuadradas en la definicio´n de los operadores boso´nicos (B.71), son
una abreviacio´n formal de la correspondiente serie de Taylor, la cual debera´ usarse
expl´ıcitamente en las aplicaciones pra´cticas. Esta serie converge ra´pidamente si el
nu´mero de bosones k es pequen˜o comparado con el valor 2j. Es una desventaja de
este tipo de representaciones boso´nicas que, en principio, es necesario trabajar con
infinitos te´rminos para preservar los elementos de matriz de los operadores, condicio´n
a partir de la cual se derivo´ el mapeo.
Un mapeo como este se utiliza en el trabajo ya citado anteriormente (Ballesteros
et al., 2003) para hallar la imagen boso´nica del Hamiltoniano (B.53). Los operadores
colectivos de pseudo-esp´ın se expresan en te´rmino de los operadores boso´nicos b†, b:
S+ → b†
√
N − b†b
S− →
√
N − b†b b,
Sz → b†b− N
2
. (B.74)
La imagen boso´nica de los primeros tres te´rminos de Hˆ se obtiene en forma au-
toma´tica. El te´rmino de interaccio´n esp´ın-esp´ın requiere de algu´n reordenamiento
previo. Finalmente, puede aproximarse HˆB a orden 1/Ω
2 por
HMB ≈ (ωf + λ(2N − 3))b†b+ ωb(a†a+ 1
2
)− N
2
ωf
−2λ b†2b2 + ζ(a†
√
N − b†b b + b†
√
N − b†b a).
(B.75)
Alternativamente, uno podr´ıa aplicar directamente el mapeo boso´nico al Hamilto-
niano completo de la Ec. (B.53) y hacer un desarrollo en potencias de b†b. La aprox-
imacio´n TDA realizada en el mismo trabajo (Ballesteros et al., 2003) y a la que se
hizo referencia en la seccio´n anterior, representa el primer orden de tal expansio´n.
2Como ya se menciono´ anteriormente, 2Ω representa la degeneracio´n de cada nivel ato´mico, que se relaciona con
la dimensio´n del subespacio f´ısico mediante 2(2Ω) = 2j + 1.
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Un resultado importante de este mapeo, es que la interaccio´n original esp´ın-esp´ın
en Hˆ puede ser interpretada en la imagen boso´nica HˆB, como una no-linealidad del
tipo b†2b2 del campo boso´nico efectivo. Esta interaccio´n es del tipo de efecto Kerr
no-lineal cuyas consecuencias dina´micas podr´ıan ser de intere´s estudiar, en particu-
lar aquellas concernientes al feno´meno de superposicio´n cua´ntica (Chumakov et al.,
1999; Joshi, 2000; Zou and Shao, 2001).
Ahora, el Hamiltoniano puramente boso´nico (B.75) puede ser diagonalizado en la
base
| l, k >= 1√
l! k!
a†
l
b†
k | 0 > . (B.76)
Una comparacio´n de los resultados mediante la obtencio´n de autovalores, reglas de
suma, y de la dina´mica de la poblacio´n ato´mica, muestra un muy buen acuerdo con
la solucio´n exacta, mejorando lo observado a partir de la aproximacio´n TDA.
Para el caso general de este modelo, el cual surge de incorporar transiciones
entre n niveles ato´micos, el a´lgebra de operadores corresponde a la representacio´n
sime´trica de SU(n), la cual puede ser mapeada por un mapeo de Holstein-Primakoff
generalizado. En (Reboiro, 2006) se hace uso de este mapeo boso´nico par tratar
una coleccio´n de A a´tomos ide´nticos con tres niveles cada uno, interactuando con
un campo de radiacio´n cuantizado en una cavidad. Bajo la aproximacio´n de onda
rotante (1.31), el sistema esta´ descripto por un Hamiltoniano, Hˆ, con interacciones
lineales foto´n-nivel ato´mico
H = ωa†a+
∑
i
EiS
ii
+g1 (a S
01
+ + a
† S01− )
+g2 (a S
12
+ + a
† S12− ). (B.77)
El Hamiltoniano puede resolverse en forma exacta en la base nu´mero de fotones, l,
y n0, n1, y n2 excitaciones de los tres niveles ato´micos.
| ln0n1n2 >= Nl,n0n1n2a†lb†0
n0
b†1
n1
b†2
n2 | 0 >, (B.78)
Este sistema hab´ıa sido tratado previamente por Klimov y co-autores en (Klimov
et al., 1999). En este trabajo, mediante una serie de rotaciones del grupo SU(3), se
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obtiene un Hamiltoniano efectivo que bajo la condicio´n de resonancia de dos fotones,
exhibe interacciones cuadra´ticas a´tomo-foto´n entre dos de los niveles ato´micos, can-
celando la contribucio´n del nivel intermedio3. En (Reboiro, 2006) se muestra que, a
un resultado similar, se puede llegar mediante una expansio´n boso´nica dada por:
S00 = β†0β0 = nˆ0,
S22 = β†2β2 = nˆ2,
S11 = Φ(nˆ0, nˆ2)
2, (B.79)
S01 = Φ(nˆ0, nˆ2)β0, S
10 = β†0Φ(nˆ0, nˆ2),
S21 = Φ(nˆ0, nˆ2)β2, S
12 = β†2Φ(nˆ0, nˆ2),
S20 = β†0β2, S
02 = β†2β0,
donde βi, β
†
i , (i = 0, 2), son operadores boso´nicos exactos, y Φ(nˆ0, nˆ2) =
√
A− nˆ0 − nˆ2.
Bajo la eleccio´n de una escala particular de energ´ıa tal que E0 + E1 + E2 = 0, la
imagen boso´nica del Hamiltoniano resulta ser
HˆB = −2∆
3
A+ ωba
†a+ (∆− ωb)β†0β0 + (∆ + ωb)β†2β2 +
g1(a
†β†0Φ(nˆ0, nˆ2) + Φ(nˆ0, nˆ2)β0a) +
g2(a
†Φ(nˆ0, nˆ2)β2 + β
†
2Φ(nˆ0, nˆ2)a), (B.80)
Dado el mapeo empleado de la Ec. (B.80), el te´rmino ato´mico ha sido reemplazado
por una constante ma´s los te´rminos proporcionales a β†0β0 y β
†
2β2, y el Hamiltoniano
boso´nico contiene so´lo las interacciones entre el foto´n y los niveles ato´micos con
i = 0 e i = 2. El Hamiltoniano de la Ec.(B.80), puede ser diagonalizado en la base
| ln0n2 >= Nln0n2a†lβ†0
n0
β†2
n2 | 0 >, (B.81)
con una ventaja obvia respecto de (B.77) debido a la dimensio´n del problema. Los
resultados que se obtienen del comportamiento del sistema a partir del Hamiltoniano
mapeado (B.80), esta´n en excelente acuerdo con los obtenidos a partir de la solucio´n
exacta, en tanto que este procedimiento de bosonizacio´n simplifica enormemente
3Las principales consideraciones acerca del me´todo utilizado por los autores en la referencia (Klimov et al., 1999),
se han expuesto en la Seccio´n 1.2
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la tarea de encontrar una solucio´n del Hamiltoniano original, en comparacio´n con
el me´todo de (Klimov et al., 1999). Por u´ltimo, la reduccio´n del Hamiltoniano a
uno que describe interacciones entre n− 1 niveles ato´micos, no es una caracter´ıstica
particular de este problema de tres niveles, sino una ventaja propia de este mapeo
con la eleccio´n del cero de energ´ıa dado por
∑n
i=1Ei = 0.
B.4.2. Mapeo de Dyson
La forma de derivar el mapeo de Dyson es siguiendo los conceptos ba´sicos plantea-
dos por Belyaev-Zelevinsky (Belyaev and Zelevinsky, 1962). Introducimos los ope-
radores boso´nicos bˆ† y bˆ y se elige Jˆz diagonal en la misma forma que en (B.71),
(Jˆz)B = −j + bˆ†bˆ. (B.82)
Se insistio´ en que Jˆ+ y Jˆ− produc´ıan, en algu´n sentido, las mismas reglas de seleccio´n,
pero no hay en principio una imposicio´n para que sean conjugados Hermı´ticos uno
del otro en el espacio mapeado. Entonces, podr´ıa generalizarse la Ec. (B.63) a la
forma
(Jˆ+)B = bˆ
†f+(nˆ), (Jˆ−)B = f−(nˆ)bˆ, (B.83)
donde nˆ es el operador nu´mero de bosones bˆ†bˆ. Esta forma garantiza que se satisfaga
la segunda de las relaciones en (B.62) para funciones arbitrarias f±. Con ayuda de
las relaciones
bˆ†f(nˆ) = f(nˆ− 1)bˆ†,
f(nˆ)bˆ = bˆf(nˆ− 1), (B.84)
la segunda de las relaciones en (B.62) da la ecuacio´n
nˆf+(nˆ− 1)f−(nˆ− 1)− (nˆ− 1)f+(nˆ)f−(nˆ) = 2(nˆ− j), (B.85)
la cual puede resolverse fa´cilmente con la propuesta f+(nˆ)f−(nˆ) = c0+ c1(nˆ− 1). Se
obtiene la condicio´n
f+(nˆ)f−(nˆ) = 2j − nˆ, (B.86)
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que deja cierto grado de libertad en la eleccio´n de las funciones f±. El mapeo de
Dyson corresponde a elegir f− = 1. Entonces,
f+(nˆ) = 2j − bˆ†bˆ. (B.87)
Esta es una representacio´n muy sencilla, pero que viola la hermiticidad, ya que
(Jˆ+)B = bˆ
†(2j − bˆ†bˆ) 6= (Jˆ−)†B = bˆ. La base de vectores
|k) = φk((Jˆ+)B)|0〉, (B.88)
sigue siendo ortogonal, pero no esta´ normalizada.
Sin embargo, e´sta resulta una representacio´n u´til en el problema de muchos cuer-
pos(Ring and Schuck, 1980), y es factible llevarse a una forma unitaria mediante
una transformacio´n adecuada(Klein and Marshalek, 1991).
B.4.3. Mapeo de Schwinger
Schwinger (Schwinger, 1965) introdujo una representacio´n boso´nica de los opera-
dores de momento angular, que es a la vez finita y Hermı´tica. Para ello considero´ dos
tipos de bosones aˆ y bˆ, tales que[
aˆ, aˆ†
]
= 1,
[
bˆ, bˆ†
]
= 1 (B.89)
actuando en un espacio de estados correspondiente a un oscilador bidimensional,
|na, nb) = 1√
na!nb!
(aˆ†)na(bˆ†)nb|0, 0). (B.90)
Si los operadores boso´nicos en consideracio´n son tales que bˆ† incrementa el auto-
valor de Jˆz en media unidad, en tanto que aˆ
† lo disminuye en la misma cantidad, los
autovalores de Jˆz pueden expresarse como una diferencia del nu´mero de bosones, de
modo que
(Jˆz)B =
1
2
(bˆ†bˆ− aˆ†aˆ) = 1
2
(nˆb − nˆa),
(B.91)
Claramente
(Jˆ+)B = bˆ
†aˆ (Jˆ−)B = aˆ†bˆ, (B.92)
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son operadores escalera, claramente Hermı´ticos. A partir de esta representacio´n de
las relaciones de conmutacio´n de los operadores boso´nicos, puede verificarse fa´cil-
mente que estos tres operadores (Jˆ±)B y (Jˆz)B, satisfacen el a´lgebra su(2).
Si calculamos ~ˆJ2 obtenemos
( ~ˆJ2)B =
1
2
Nˆ(
1
2
Nˆ + 1), (B.93)
donde
Nˆ = nˆb + nˆa, (B.94)
es el operador nu´mero total de bosones con autovalor n. Entonces, las representa-
ciones irreducibles esta´n caracterizadas por los valores
j =
1
2
n. (B.95)
Finalmente los estados de la base para el operador de momento angular pueden
escribirse como
|na, nb〉 = |j,m〉 → |j,m) = 1√
(j −m)!(j +m)!(aˆ
†)j−m(bˆ†)j+m|0, 0). (B.96)
Como hemos visto, estas representaciones simples de los operadores de momen-
to angular pueden ser utilizadas en modelos en los cuales el Hamiltoniano pueda
expresarse en te´rmino de operadores de esp´ın o cuasi-esp´ın. En tales casos, la rep-
resentacio´n boso´nica del Hamiltoniano puede obtenerse sin demasiado esfuerzo.
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