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Finite model theory is the branch of mathematical logic where we deal with
finite structures. Often the questions addressed are related to the expressive
power of a logic. That is, what can we express and what we cannot, in a given
logic L.
This thesis discusses the notion of locality which can be used in finite model
theory to obtain results about expressibility and inexpressibility in first order
logic. It turns out that the most commonly used Ehrenfeucht-Fräıssé games are
also applicable over finite structures. However, we analyze with an example the
need for simpler tools for finite structures due to the complex combinatorial
arguments required while using EF-games. We argue that locality is more
effective if we want to avoid complex arguments. Although the gap between
games and locality is quite narrow the latter is in fact based on the former.
Intuitively speaking: locality of FO says that in order to check the satisfiability
of a FO-formula over a finite structure, it is enough to look at a small portion
of the universe (which will be called the neighborhood of a point).
We discuss the inexpressibility of queries over finite structures rather than the
general first order formulas and sentences. We include two commonly known
notions of locality given by William Hanf and Haim Gaifman. We provide the
original results of the authors and then their modified versions that suit the
theme of this writing. In order to grasp the idea of locality we also include
examples wherever required.
Towards the end of this thesis we also present deficiencies and limitations of
the two types of locality with possible solutions to overcome them. This thesis
concludes with the results that FO over any relational vocabulary has both
of these locality properties. This allows one to check the queries over small
iii
neighborhoods of parameters. Moreover, at the end we give an introduction
to the notion of locality in first order logic with the built in linear order.
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1.1 Structure of the thesis
In Section 1.2 we introduce finite model theory and look at the differences
between the classical and the finite case. Then we present some general ter-
minology which we will often use. We define most of the concepts and notions
at the beginning of each section where they are introduced.
In Section 2 we look at Ehrenfeucht-Fräıssé games and an example illustrating
the need for new tools for showing inexpressibility over finite structures.
In Section 3 we introduce the notion of locality followed by the two main lo-
cality criteria given by Hanf and Gaifman. This section includes results for
first order logic and their applications for showing inexpressibility. In Section
4 we look at the shortcomings and difficulties in generalizing this tool for the
extensions of FO. At the end we introduce the locality of FO in the presence
of built-in linear order and the numerical predicates induced by this order.
1.2 General introduction
Finite model theory has its essential applications in computer science. Specif-
ically, the context of database theory and complexity of problems interests
us in finite model theory where logic and model theory meet computers that
we see and work with. The same complexity theory leads to verification and
model checking problems.
Measuring computational complexity of a problem has been greatly discussed
in computer science which studies the amount of resources such as time and
space which a Turing machine requires to solve a problem. The other type of
complexity is descriptive complexity which refers to describing a problem in
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some logical formalism. The connection between these two kind of complexi-
ties allows us to use the knowledge of logical methods of a particular logic to
infer results about computational complexity of a certain class of problems.
One such result by Fagin states that a problem is in NP (that is, computable
by a non-deterministic Turing machine in polynomial time) if and only if its
formal counterpart is expressible in existential second order logic (the existen-
tial quantifier is allowed to range over the subsets/relations of the structures)
The expressive power of a logic is an important topic studied in mathematical
logic. The question addressed is: Given a class of sentences Ψ and a class of
structures K, determine whether a property P about given structures is ex-
pressible by a sentence from Ψ. For example, let K be the class of all finite
graphs. We want to check if the property ‘there is an edge between any two
points’ is expressible by a FO sentence ψ. This statement is true for a graph
it it is complete and false other wise. This example is quite easy to work with
since the result is positive. In general if the given property is indeed express-
ible then it is enough to come up with a sentence ψ that expresses P in K.
However, proving a negative result requires sometimes much work since it is
necessary to show that no sentence of the logic can express the given property.
Usually the class of sentences in the given vocabulary is very large (mostly
infinite) which makes the task of showing inexpressibility or negative results a
difficult job. For this reason we need tools for showing inexpressibility.
In classical model theory (where universe of structures is infinite) we may use
results such as the compactness theorem. That is, we can make extra as-
sumptions such as, ‘take a countable collection of new and distinct constant
symbols’ where the new constants are interpreted by the distinct elements of
the structure, guaranteed by the infiniteness of our structure. Hence we can
prove the desired results in new vocabularies. This is however not the case
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when we talk about finite structures since compactness fails over finite models
as do most of the results and tools from classical model theory
The reason why the results such as compactness fail over finite structures is
the result below:
Theorem 1. Let σ be a vocabulary and A be a finite σ-structure. Then there
is a FO sentence Φ that completely determines A up to isomorphism. That is,
for any σ-structure B it is the case that B |= Φ iff A ∼= B.

In finite model theory we study the expressive power of a logic over finite
models. We are especially interested in showing inexpressibility. That is, a
certain property cannot be expressed in a given logic. The reason for this
interest is that it gives us limitations of the expressive power of a logic. As an
example, we will see shortly that we cannot express in first order whether the
domain of a structure A has even cardinality. This thesis discusses such tools
to show such negative results in first order logic.
1.3 Terminology
Basics from Mathematical Logic: Throughout this thesis we talk about
purely relational vocabularies. However, we can allow constant symbols since
each constant symbol can be thought of as a unary relation symbol with its
interpretation as a singleton in the structure. A vocabulary or a language
is set of relation symbols {P1, . . . , Pl}, where each relation symbol Pi has an
associated arity denoted by #Pi. From now on our vocabularies as well as
structures will be finite. If σ = {P1, . . . , Pl} is a vocabulary then a σ-structure
is determined by a set A, called the universe of the structure, together with
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a mapping that associates each relation symbol Pi ∈ σ with a relation Ri ⊆
A#Pi . We use the standard notations. So, the capital Greek letters A,B etc.
represent structures (now finite) and their underlying universes are denoted
by the same letters in Roman A,B etc.
We use the usual Tarski-Vaught’s truth definition. For a formula φ(x) in a
vocabulary σ, φ(A) denotes the subset {a ∈ A : A |= φ(a)} of A. There
should be no confusion whether we write a ∈ A or a ∈ A. Similarly when the
context is clear, rather than writing a = (a1, . . . ak) ∈ Ak for some k-tuple a
we can also write boldface a without specifying k. For example, A |= φ(a)
should be unambiguous when it is clear from the context what is the length
of a.
In order to distinguish formulas from sentences, φ(x) will denote a formula
with free variables among x = (x1, . . . , xk) while sentences will be denoted
without free variables such as ψ.
Definition 1. Let σ be a vocabulary and A,B be two σ-structures with tuples
a = (a1, . . . , an) b = (b1, . . . , bn) from A and B respectively. We say that
a 7→ b defines a partial isomorphism if:
• For every i, j ≤ n, ai = aj ⇐⇒ bi = bj
• For every k-ary P ∈ σ and i1, . . . , ik ∈ {1, . . . , n} it holds that:
(ai1 , . . . , aik) ∈ PA ⇐⇒ (bi1 , . . . , bik) ∈ PB.
In other words, p : a 7→ b is a partial isomorphism if p is an isomorphism of
the substructures of A and B generated by a and b respectively. We denote
the set of all partial isomorphisms between A and B by Part(A,B).
Definition 2. For any formula φ ∈ FO the quantifier rank of φ is denoted by
qr(φ) which is defined as,
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• If φ is an atomic formula then qr(φ) = 0.
• For φ1, φ2, qr(φ1 ∧ φ2) = qr(φ1 ∨ φ2) = max{qr(φ1), qr(φ2)}.
• qr(¬φ) = qr(φ).
• qr(∀xφ) = qr(∃xφ) = qr(φ) + 1.
By FOk[σ] we denote the collection of all the FO[σ]-formulas and sentences
of quantifier rank at most k.
Definition 3. Let σ be a vocabulary and A,B be σ-structures. Then A is
elementary equivalent to B, denoted as A ≡ B if and only if for every σ-
sentence ψ, A |= ψ ⇐⇒ B |= ψ.
We use the notation A ≡k B if A |= ψ ⇐⇒ B |= ψ for every sentence
ψ ∈ FOk[σ]. Furthermore, we use the notation A ≡Φ B when it is the case
that: A |= φ ⇐⇒ B |= φ for all φ ∈ Φ.
Definition 4. An m-ary query over a class of structures is a mapping Q that
associates A with an m-ary relation Q(A) ⊆ Am on its universe. Queries are
preserved under isomorphism, that is: if h : A −→ B is an isomorphism of
structures then (a1, . . . , am) ∈ Q(A) if and only if (h(a1), . . . , h(am)) ∈ Q(B).
If Q is 0-ary it is called a Boolean query which assigns each class of structures
C with its subclass {A ∈ C : Q is true of A}.
Example 1. Let σ = {E} and the class K of σ-structures be finite graphs.
The binary query (T C) defined below is called Transitive Closure with respect
to E.
T C(G) = {(a, b) ∈ G2 : there is path from a to b}
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for every G ∈ K.
The output of this query is all those pairs (a,b) such that there is a path from
‘a’ to ‘b’.
Example 2. Let σ and K be as in Example 1. The query C defined below is a
Boolean Query.
C(G) = {G ∈ K : G |= ∀x∀yE(x, y)}.
This query checks if a graph is complete.
Definition 5. An m-ary query Q over σ-structures is expressible in a logic
L if there is an L-formula φ(x) such that Q(A) = {a : A |= φ(a)} for every
σ-structure A, in other words Q(A) = φ(A). Similarly a Boolean query is
expressible in L if there is a sentence ψ such that, Q = {A : A |= ψ}.
Example 3. The query T C of Example 1 above is not expressible in FO as
we will see in Section 3. However C of Example 2 is FO-expressible by the
sentence: ∀x∀yE(x, y).
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2 Ehrenfeucht-Fräıssé Games and Inexpress-
ibility
As we discussed earlier, our main goal is to look for tools that might help us
in showing inexpressibility of certain properties and hence the limitations of
a logic L. The only tool that survives the transition from classical to finite
model theory is Ehrenfeucht-Fräıssé games. EF-games work for both finite
and infinite models even though these are not as widely studied and popular
in classical model theory as other tools, such as compactness.
The idea of the EF-game is that it can show that two structures are similar
by using quantifier rank of formulas as a parameter. The game goes like this:
there are two players called the duplicator whose task is to show that the two
structures are alike and the spoiler whose task is as the name indicates, to
stop the duplicator from doing his task. In fact the spoiler plays first in each
round. Given two structures A and B as the game board, in each round the
spoiler tries to show that A and B are different by picking an element from one
of the structures. Then the duplicator’s task is to show that they are similar
by responding with an element from the other structure. We formalize below
what is meant by the structures being similar and different.
2.1 EF-Games
Definition 6. The k-round Ehrenfeucht-Fräıssé game is denoted by EFk(A,a;B, b)
where (A,a;B, b) is called an initial configuration. The game is played as fol-
lows: For i = 0, the spoiler wins even before the game starts if the map a 7→ b
is not a partial isomorphism. In the following round the spoiler first picks an
element from either A or B and then the duplicator responds by selecting an
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element from B or A respectively. Let c1 be the point selected in A and d1 in
B then the new configuration becomes (A,ac1 ; B, bd1). The correspondence
a 7→ b extends to ac1 7→ bd1. At the end of the k-th round the final configura-
tion (or a play) is: (A,ac;B, bd), where c = (c1, . . . , ck) are the points selected
from A and d = (d1, . . . , dk) from B.
Definition 7. We say that the spoiler wins a play (A,ac;B, bd) of EFk(A,a;B, b)
if the mapping ac 7→ bd is not a partial isomorphism. Otherwise the dupli-
cator wins if he can maintain the correspondence of configurations through all
the rounds until k. That is, the mapping: ci 7→ di i = 1, 2, . . . , k extended by
the map a 7→ b is a partial isomorphism.
If the duplicator wins then we talk about the extensions of the isomorphic
configurations a 7→ b ∈ Part(A,B) of the game. We say that either player
has a winning strategy for k-rounds if he can play in a way that guarantees
his success in any k-rounds play of EFk(A, a;B,b). If the duplicator has a
winning strategy for k rounds we denote this by A ∼=k B. Since the number of
rounds is finite exactly one player has a winning strategy in an EF-game. We
denote the above partial isomorphism by (c,d) or c 7→ d.
Definition 8. Let σ be a relational vocabulary, A and B be σ-structures with
a ∈ A, b ∈ B.
1. Let I ⊆ Part(A,B) and p := a 7→ b ∈ Part(A,B). We say that p has
back-and-forth extensions in I if
forth : ∀c ∈ A∃d ∈ B : ac 7→ bd ∈ I
back : ∀d ∈ B∃c ∈ A : ac 7→ bd ∈ I
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2. Let Ii ⊆ Part(A,B) for each i ≤ k. Then we say that (Ii)0≤i≤k is a
back-and-forth system for EFk(A,a;B, b) if
• a 7→ b ∈ I0
• For 0 ≤ j < k, every p ∈ Ij has back-and-forth extension in Ij+1.
We can also put a restriction on the size of each partial isomorphism.
That is, for every p ∈ Ii, |dom(p)| = |a|+ i.
3. If (Ii)0≤i≤k is a back-and-forth system for EFk(A,a;B, b) then we say
that (A,a) and (B, b) are k-isomorphic and write (A,a) 'k (B, b).
The following theorem by Ehrenfeucht-Fräıssé characterizes the relations k-
isomorphism and k-equivalence with the duplicator’s winning strategy for k
rounds.
Theorem 2. Let σ be a relational vocabulary and A,B be σ-structures with
a ∈ A, b ∈ B. Then the following are equivalent.
1. (A,a) ≡k (B, b)
2. (A,a) ∼=k (B, b)
3. (A,a) 'k (B, b)

Since we want to show the inexpressibility of queries in FO, the following
version of the above theorem is often used.
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Theorem 3. Let σ be a vocabulary. An m-ary query Q on σ-structures is
FO-expressible by a σ-formula φ(x) with quantifier rank k if and only if Q is
closed under the relation 'k. That is, for every Ak, Bk and two m-tuples a
and b the following holds.
(Ak,a) 'k (Bk, b) =⇒ (a ∈ Q(Ak) ⇐⇒ b ∈ Q(Bk))

Hence, in order to show that an m-ary query Q is not FO-expressible, we need
to find two structures Ak,Bk for each k and two m-tuples a,b in them such
that: (Ak, a) 'k (Bk,b) but a ∈ Q(Ak) ⇐⇒ b /∈ Q(Bk). Then Theorem 3
implies the inexpressibility of Q by any FO-formula.
The question we study in the following examples (in fact in whole thesis)
is: How to find those two structures? What is k? How do we ensure the
k-isomorphism of the two structures?
2.2 Inexpressibility using EF-Game
We present two examples as applications to Theorem 3.
Corollary 1. Let σ be empty vocabulary. Then the following Boolean query
which is true if size of the universe is even is not FO-expressible.
Qeven = {A : |A| = 0 (mod 2)}
Proof. In the empty vocabulary structures are simply sets of elements. For any
k, let S1 and S2 be sets of elements of sizes at least k. Let Ii ⊆ Part(S1,S2), i ≤
k be such that,
Ii = {a 7→ b : ar = as ⇐⇒ br = bs}
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for every a = (a1, . . . , ai),b = (b1, . . . , bi), i ≤ k.
Then (Ii)0≤i≤k is a back-and-forth system for EFk(S1,S2). Since every p ∈ Ii
is simply a bijection and hence have a back-and-forth extension in Ii+1. That
is, for every a 7→ b ∈ Ii, if ai+1 ∈ S1 − {a1, . . . , ai}, aai+1 7→ bbi+1 ∈ Ii+1
where bi+1 ∈ S2 − {b1, . . . , bi} and vice versa.
If Qeven were FO-expressible by a sentence ψ with qr(ψ) = k. Then we can
find two sets S1 and S2 with cardinalities k and k + 1 respectively such that
S1 'k S2. Now, Qeven must agree on S1 and S2 but it does not. Hence Qeven
is not FO-expressible.
Note that forming a back-and-forth system in this example was quite sim-
ple. This simplicity vanishes and we need a deeper argument when our vocab-
ulary contains relation symbols of various arities. Below is an example with a
single relational symbol.
Corollary 2. The query Qeven is not FO-expressible in the vocabulary σ = {<}
where the intended class of structures is finite linear orders.
Proof. Suppose to the contrary thatQ is expressible by a sentence of quantifier
rank k. In order to get a contradiction we need to find two linear orders L1,
L2 such that L1 'k L2 and still Q(L1) ⇐⇒ ¬Q(L2).
In the case of the empty vocabulary we were able to do this by simply taking
the universes large enough to cover k rounds. But due to the order, showing
k-isomorphism becomes a difficult task. Take for example when L1 is 〈0, 1, 2〉
and L2 is 〈0, 1〉 with natural order. Then there is no winning strategy for the
duplicator for EF2(L1,L2). The point to be noted is that the arguments for
showing k-isomorphism and hence for the duplicator’s winning strategy gets
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complicated and so does the conditions required to obtain the structures for
showing inexpressibility. We present those arguments in the lemma below.
Lemma 1. Let σ = {≺} and the class K of σ-structures be linear orders. Let
L1,L2 ∈ K then the duplicator has a winning strategy for EFk(L1,L2) if the
sizes of both orders are at least 2k.
Proof. Let L1 = 〈[m],≺〉 and L2 = 〈[n],≺〉 be two initial segments of (N,≺)
with m,n > 2k. We prove that there is a back-and-forth system (Ii)i≤k such
that any map in Ii which preserves a certain distance between two points
has a back-and-forth extension in Ii+1, i < k. In order to formalize the idea
of preserving distance we denote the distance between two points by d(x, y)
which is simply |x− y|.
Now let a = (a1, . . . , ai),b = (b1, . . . , bi) be tuples of points from L1 and L2
respectively. Let us define:
di(ar, as) =
 |ar − as| if |ar − as| < 2k−i∞ otherwise
for r, s ≤ i.
Then our claim is that (Ii)i≤k witnesses that L1 'k L2. Where Ii ⊆ Part(L1,L2)
for each i is defined as
I0 = {∅}
Ii = {a 7→ b : a ∈ L1,b ∈ L2 and satisfy (??)}.
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Where a = (a1, . . . , ai), b = (b1, . . . , bi) and for r, s ≤ i,
di(1, ar) = di(1, br)
di(ar,m) = di(br, n)
di(ar, as) = di(br, bs)
ar ≤ as ⇐⇒ br ≤ bs.

(1)
Now we prove that every p ∈ Ii has back-and-forth extension in Ii+1. Let
p : a 7→ b.
Forth: ∀ai+1 ∈ L1,∃bi+1 ∈ L2 such that p ∪ {(ai+1, bi+1)} ∈ Ii+1 (to prove).
If ai+1 ∈ dom(p) then bi+1 = p(ai+1). Otherwise, ai+1 ∈ (aj, al) or ai+1 ∈ (1, al)
or ai+1 ∈ (aj,m) for j, l < i+ 1 such that there is no a′ ∈ dom(p) in the same
interval. Similarly the interval (bj, bl) (or any of (1, bl) or (bj, n) respectively)
contains no point b′ with b′ ∈ range(p). Furthermore, di(aj, al) = di(bj, bl). Let
bi+1 ∈ L2 be such that di(aj, ai+1) = di(bj, bi+1) and di(ai+1, al) = di(bi+1, bl).
Then di(1, bi+1) = di(1, ai+1) and di(bi+1, n) = di(ai+1,m). Now, (a1, . . . ai+1)
and (b1, . . . bi+1) also satisfy (??). Therefore, p ∪ {(ai+1, bi+1)} ∈ Ii+1.
Similarly by interchanging the roles of ai+1 and bi+1 we get the desired ‘back’
condition. Hence our claim is true and L1 'k L2.
(Proof cont.) Now our result for the inexpressibility of the query Q follows as:
Suppose Q is expressible by a sentence of quantifier rank k, Let L1 and L2 be
of sizes 2k and 2k + 1 respectively. Since L1 'k L2 the query must agree on
L1 and L2 but clearly it does not.
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One purpose of including this example was to have a look at the complex
combinatorial arguments involved in the applications of the EF-game when
our vocabulary is non-trivial. Moreover, note that none of the arguments used
in the examples above work in general scenarios and we must present the argu-
ments in each case separately. Even though Theorem 2 is useful while showing
inexpressibility, it is a fact that this is the only result we can apply while using
EF-games argument. This motivates us to come up with some generic versions
of the games or similar criteria that could be used for showing inexpressibility
in general settings. Obviously it is a good idea to have some general conditions
at hand which can guarantee the existence of back-and-forth systems or the
winning strategy for the duplicator. Two such criteria are presented in the
following chapter, namely the Hanf’s condition and the Gaifman’s theorem.
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3 Locality, A Tool in FMT
In the previous chapter we discussed the complexity of the EF-game and the
need for further tools for showing inexpressibility. One such tool that simplifies
the proofs (at least for FO) is locality.
Locality is a tool useful for many logics. The idea is that in logics having
this locality property it is enough to look at a small portion of the universe
of a structure in order to decide the truth value of a formula in the structure.
In other words, the truth value of a formula can be determined locally by
looking at small neighborhoods of the free variables of a formula along with
the substructures generated by these neighborhoods up to isomorphism.
The problem we addressed at the end of the last chapter can be answered
by the connection between EF-game arguments and locality. That is, the
latter helps in guaranteeing a winning strategy for the duplicator. In this way
his strategy is not based on some combinatorial arguments but rather on the
assumptions which follow from the property of a given logic L, either being
local or not. Thus, instead of coming up with a winning strategy for a game
we can make use of the winning strategy provided by the result.
3.1 Preliminary Concepts
We start by formalizing the concepts that we will need.
Definition 9. Let σ be a vocabulary and A be a σ-structure. The Gaifman
graph G(A) of A is defined as the structure (A, E) where the set of nodes is
A, the universe of A and (a1, a2) ∈ EG(A) iff a1 = a2 or there is a relation
R ∈ σ such that for some tuple t ∈ RA, both a1 and a2 occur in t.
If A is itself a graph then it’s Gaifman graph is the structure along with the
15
loops (a, a) for every a ∈ A.
The degree of a node a ∈ A is the size of the set {b : (a, b) ∈ EG(A)}.
Definition 10. Let A be a σ-structure and G(A) be it’s Gaifman graph. For
any a, b ∈ A, the distance dA(a, b) is the length of the shortest path between
a and b in G(A). If there is no such path then dA(a, b) = ∞. Moreover,
d(a, a) = 0.
For a = (a1, . . . , an) and b = (b1, . . . , bm) and a point c ∈ A, we define:
dA(a, c) = min{d(ai, c) : 1 ≤ i ≤ n}
and
dA(a, b) = min{d(ai, bj) : 1 ≤ i ≤ n, 1 ≤ j ≤ m}.
Definition 11. Let A be a σ-structure and a ∈ A. The r–ball around a is the
set BAr (a) defined as
BAr (a) = {b ∈ A : dA(a, b) ≤ r}.
For a tuple a = (a1, . . . , an) ∈ An,




The r–neighborhood of a is the substructure NAr (a) of A in the vocabulary
σ ∪ {ci : i ≤ n} (henceforth this vocabulary will be denoted by σn). The
universe of NAr (a) is BAr (a). Each k-ary relation R ∈ σ is interpreted as
RA ∩ (BAr (a))k and the new constants c denote the center of ball with a as its
interpretation.
If two neighborhoods NAr (a) and NAr (b) are isomorphic via an isomorphism h
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then it must be the case that h(ai) = h(bi) for every i ≤ n. An equivalence class
of this isomorphic relation on the class of all σn-structures (of neighborhoods)
is called an isomorphism type of σn-structures. Rather than saying that a
structure NAr (a) belongs to an isomorphism type τ we say that this structure
is of type τ . Furthermore, in this case we say that a r–realizes τ .
Definition 12. Let A and B be σ-structures and a ∈ An, b ∈ Bn. We write
(A,a) r (B, b) if there exists a bijection f : A→ B such that
NAr (ac) ∼= N Br (bf(c))
for every c ∈ A where ac simply stands for the tuple (a1, . . . , an, c).
For n=0 Ar B means that there is a bijection f : A→ B such that
NAr (c) ∼= N Br (f(c))
for every c ∈ A. In other words, the relation Ar B says that locally A and
B look alike with respect to a bijection f.
We will use the notation a ≈A,Br b as a shorthand for NAr (a) ∼= N Br (b).
Lemma 2. Let σ be a vocabulary and A and B be σ-structures with a ∈ An,
b ∈ Bn. Then the following holds.
1. If h : NAr (a) 7→ N Br (b) is an isomorphism and r′ < r then h′ : NAr′ (a)→
N Br′ (b) is also an isomorphism. Where h′ = h  BAr′ (a).
2. Let h : NAr (a) 7→ N Br (b) be an isomorphism. Suppose r1 + r2 ≤ r and
x ∈ BAr1 then h(B
A
r2
(x)) = BBr2(h(x)) and the restriction h
′ : NAr2 (x) →
N Br2(h(x)) is also an isomorphism.
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3. Let a1 ∈ Am, b1 ∈ Bm and a2 ∈ An, b2 ∈ Bn for m,n ≥ 1. If
dA(a1,a2), dB(b1, b2) > 2r + 1. Then
a1 ≈A,Br b1 and a2 ≈A,Br b2 =⇒ a1a2 ≈A,Br b1b2
4. (A,a) r (B, b) =⇒ (A,a) r′ (B, b) for every r′ < r.

Now we present two well known notions of locality namely Hanf and Gaifman
locality.
3.2 Hanf locality
Definition 13. An m-ary query Q on a class K of σ-structures is Hanf-local
iff there is r ∈ N such that for every A,B ∈ K and every a ∈ Am, b ∈ Bm,
(A,a) r (B, b) implies a ∈ Q(A) ⇐⇒ b ∈ Q(B).
The smallest such r is called the Hanf-locality rank of Q and denoted by hlr(Q).
Example 4. Let σ = {⊆} and the class K of σ-structures be Boolean algebras.
Then every query over K is Hanf-local with locality rank 2. Since ∅ is the subset
of every other set so the radius 2-ball of each point is the whole structure.
Example 5. Let σ = {E} and the intended class K of σ-structures be graphs.
Then the query Graph Acyclicity is not Hanf-local (Example 9). This Boolean
query checks whether there are cycles in the graph. That is,
Q = {A ∈ K : A has no cycle of length n for every n ∈ N}
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This criteria for locality is derived from Hanf’s technique for proving the el-
ementary equivalence of two structures as stated below. Even though Hanf’s
original work was for classical model theory, most of his work was later ex-
tended to finite structures.
Theorem 4. Let σ be a vocabulary and A, B be σ-structures. Assume that
the neighborhood of every point in A and B contains finitely many points. If
A and B have the same number of points with r–type τ for every type τ of
neighborhoods then A ≡ B.

We modify the above statement to suit the writing of this thesis. So Hanf’s
theorem states that if Ar B then any FO-expressible Boolean query agrees
on the two structures provided that every r–neighborhood in both structures
is finite. Hence the above result does not apply if the Gaifman graph of a
structure has infinite degree which cannot happen in finite structures.
The following lemma provides an equivalent formulation of Hanf-locality in
terms of the number of points realizing same types.
Lemma 3. A Boolean query is Hanf-local if and only if for each isomorphism
type τ of σ1-structures, if the number of points of A and B realizing τ are same
then A and B agree on the given query.

We will present the main result for this section showing that every FO-definable
query is Hanf-local. The technique for showing inexpressibility then follows
the same pattern as the EF-games. We construct two structures A and B and
tuples a ∈ A,b ∈ B by using Hanf-locality rank (hlr) as a parameter such
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that A and B disagree on the given query. The only difference now is that the
Hanf’s result gives a sufficient condition for the duplicator to have a winning
strategy in the EF-game.
Hanf-locality of FO
As mentioned earlier Hanf was not working in finite model theory and his
results were later extended to the finite case in in (Fagin, Stockmeyer, &
Vardi, 1995). The original criterion derived from Hanf’s technique is for more
general setting and has been described in Section 4.1. However, we use the
following result for now giving a sufficient condition for the existence of a
winning strategy for the duplicator in terms of local equivalence.
Theorem 5. Let σ be a vocabulary, A and B be σ-structures. Let k ≥ 1 then
there is a positive integer r depending only on k such that A r B implies
A 'k B. Moreover, this r can be taken to be 3k−1.
Proof. Let A and B be two σ-structures such that A r B. We now form
a back-and-forth system for the game EFk(A,B) where r = 3k−1. Assume
without loss of generality that the universes of A and B are disjoint.
We argue that (Ii)i≤k is the required system of partial isomorphisms where
Ii = {a 7→ b : NA3k−i(a) ∼= N
A
3k−i(b)} (2)
Where a = (a1, . . . , , ai),b = (b1, . . . , bi).
By induction on i we show that every p ∈ Ii has a back-and-forth extension
in Ii+1, i < k. In fact it is enough to prove the forth condition.
For i = 0, Suppose a1 ∈ A and let τ be the r–type of a1. Since Ar B, there
is a b1 ∈ B with r–type τ . That is, NAr (a1) ∼= NAr (b1) where r = 3k−1. So
20
a1 7→ b1 ∈ I1.
For the induction step let p = a 7→ b ∈ Ii, where a = (a1, . . . , ai),b =
(b1, . . . , bi). Let ai+1 ∈ A then we argue that there is a bi+1 ∈ B so that
(??) holds for i + 1. For the sake of simplicity let us write 3k−i = ri and
3k−(i+1) = ri+1. There are two cases:
Case 1. If ai+1 ∈ B2ri+1(a) := XAi+1. Then Bri+1(ai+1) ⊆ Bri(a). Since
NAri (a) ∼= N
A
ri
(b), the required bi+1 can be taken to be f(ai+1) ∈ Bri(a)
where f is the isomorphism of neighborhoods.
Case 2. If Case 1 fails. Let τ be the ri+1–type of ai+1. Let m be the number
of points in XAi+1 with ri+1–type τ . Then, for every c ∈ XAi+1 we have:
Bri+1(c) ⊆ Bri(a)
Hence, for every c ∈ XAi+1 the ri+1–type of c in A is same as its ri+1–
type in the substructure NAri (a). Therefore, m also equals the number
of points in XAi+1 whose ri+1–type in NAri (a) is τ .
Now let XBi+1 := B2ri+1(b). Then by (??) m is equal to the number of
points in XBi+1 whose ri+1–type in N Bri (b) is τ . By a similar argument as
in A and NAri (a) it follows that m also equals the number of points in
XBi+1 with ri+1–type τ in B.
Now there are at least m+ 1 points in A whose ri+1–type is τ (m points
in XAi+1 and ai+1). Since A r B and ri+1 < r, this implies A ri+1 B.
Hence there are at least m+1 points in B with ri+1–type τ . In particular








N Bri+1(bbi+1). Hence N
A
ri+1
(aai+1) ∼= N Bri+1(bbi+1). This completes the in-
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duction step.
This proves that (Ii)1≤i≤k is a back-and-forth system for EFk(A,B). In par-
ticular
Ik = {(a1, . . . , ak) 7→ (b1, . . . , bk) : a ∼= b}
Which implies that the substructure of A generated by {a1, . . . , ak} is isomor-
phic to that generated by {b1, . . . , bk} under the map f : ai 7→ bi, i ≤ k. This
completes the proof that A 'k B.
Locality of FO is an immediate Corollary of Theorem 6. Before moving to
the main result of this section let us make an observation that will help in the
transition from the Boolean to the non-Boolean case.
Theorem 6. If a logic L is closed under first order operations then Hanf-
locality of sentences implies the Hanf-locality of formulas.

The proof of this theorem is based on the well-known technique from classical
model theory. The idea is to extend the vocabulary by adding constants and
after proving the desired results we restrict our attention back to the original
vocabulary.
Let σ be a vocabulary and let σm = σ ∪ {c1, · · · , cm}. Then every σ-formula
φ(x1, . . . , xm) corresponds to a σm-sentence Φ obtained by replacing each vari-
able xi by the constant ci, for i ≤ m. For any σ-structure A and a ∈ A, let
A[a] be the corresponding σm-structure with a being the interpretation of new
constants symbols. Then it holds that A |= φ(a) ⇐⇒ A[a] |= Φ.
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Lemma 4. Let L be a logic closed under first order operations. If every L-
definable Boolean query is Hanf-local then every non-Boolean query is also
Hanf-local.
Proof. Let A and B be σ-structures and Q be an m-ary query on the class of
σ-structures. Consider the vocabulary σm.
Suppose that (A, a) r (B,b). Then this is also true for structures in the
vocabulary σm. That is, A[a] r B[b]. Define a Boolean query Q′ over σm
structures as,
Q′ = {A[a] : A is σ − structure, a ∈ A and a ∈ Q(A)}.
Then for any m-tuples a and b in A, the following is true.
a ∈ Q(A) ⇐⇒ A[a] ∈ Q′ ⇐⇒ B[b] ∈ Q′ ⇐⇒ b ∈ Q(B).
Where the equivalence for Q′ is guaranteed by Hanf’s theorem and the fact
that A[a] r B[b]. Hence, the m-ary query Q is Hanf-local provided that the
Boolean query Q′ is Hanf-local.
Corollary 3. Every FO definable query Q is Hanf-local with locality rank 3k−1
where k is the quantifier rank of the formula expressing Q.
Proof. Let Q be FO-expressible by a sentence ψ and let k be the quantifier
rank of ψ. Now suppose A r B where r = 3k−1. Then Theorem 6 implies
that A ≡k B, which in turn implies that A |= ψ ⇐⇒ B |= ψ and hence Q
must agree on A and B as required.
The case for non-Boolean queries follows from Lemma 4.
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Applications of Hanf-Locality
One way of looking at locality is that a local logic can only define local prop-
erties of structures. In order to show that a certain property is not expressible
it suffices to show that this property is not local.
Corollary 4. Let σ = {E} and the class K of σ-structures be finite graphs.
Then the query Q = {A : A is connected} is not FO-expressible.
Proof. Suppose to the contrary that Q is expressible in FO. Since every FO-
definable query is Hanf-local, let hlr(Q) = r.
Take two graphs with 2(2r + 1) nodes each such that G1 is a single cycle and
G2 is union of two disjoint cycles with 2r + 1 nodes each. Now the r–type of
every point in G1 and G2 is a chain of length 2r + 1. Moreover, G1 and G2
have equal number of points all with the same r–types. Thus it holds that
G1 r G2. Hence Q(G1) ⇐⇒ Q(G2), which is a contradiction.
Neighborhoods of two points, a ∈ G1, b ∈ G2
Corollary 5. The query Graph Acyclicity is not Hanf-local (and hence not
FO-expressible). That is,
Q = {A : A has no cycle of length n for every n ∈ N}
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Proof. The same arguments as in the above example work except that we take
G1 to be a chain of 4r + 2 points and G2 to be a disjoint union of a chain of
length 2r + 1 and a cycle of length 2r + 1. Then G1 ∈ Q but G2 /∈ Q.
3.3 Gaifman Locality
Definition 14. An m-ary query Q on a class K of σ-structures is Gaifman-
local iff there is an r ∈ N such that for every σ-structure A ∈ K and m-tuples
a1,a2 ∈ Am:
a1 ≈Ar a2 implies a1 ∈ Q(A) ⇐⇒ a2 ∈ Q(A).
As with Hanf-locality, the Gaifman-locality rank of a query Q is denoted by
lr(Q).
The difference between the two kinds of locality is that Hanf-locality relates
two different structures and Gaifman-locality is useful when we can show in-
expressibility using one structure. For the same reason Hanf-locality is useful
when we want to show inexpressibility of Boolean queries since we can compare
two structures for whether a Boolean query agrees on them or not. However,
the method for showing inexpressibility remains same.
Example 6. Let σ = {≺} and the class K of σ-structures be linear orders.
Then every query over K is trivially Gaifman-local with locality rank 1. Since
for every a, b, connectedness implies that either a ≺ b or a  b. This implies
that the 1–ball of each point is the whole structure.
Example 7. Let σ = {E} and the class K of σ-structures be graphs. The
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binary query Same Generation is not Gaifman-local (Example 12).
SG(G) = {(a, b) ∈ G2 : ∃c, d(a, c) = d(b, c)}
Where d(x, y) is the length of the shortest path between x and y in G. This
query tests whether two nodes a and b are in the same generation by checking
if both have a common ancestor c equidistant from both a and b.
Facts and Observations
We defined the Gaifman graph, distance and neighborhoods before giving the
locality criteria. Now we formalize these concepts in first order logic.
Fact 1. Let σ be a vocabulary having m as the maximum arity of any relation
symbol such that m ≥ 2. For any σ-structure A, its Gaifman graph G(A) is
definable in A by a FO-formula of quantifier rank m− 2.
For example, let σ = {P,R} where P is a binary and R a ternary rela-
tion. Then G(A) is defined by: (a, b) ∈ EG(A) ⇐⇒ A |= φ(a, b) where,
φ(x, y) := (x = y) ∨ (xPy)
∨
∃z〈R(x, y, z) ∨ R(x, z, y) ∨ R(y, x, z) ∨
R(y, z, x) ∨R(z, x, y) ∨R(z, y, x)〉.
Fact 2. We can define distance in G(A) by a FO-formula as, d(a, b) ≤ 1 ⇐⇒
d≤1(a, b) where d≤1(x, y) := (x = y ∨xEy). Now, d(a, b) ≤ r can be defined by
d≤r(x, y) := ∃z0 . . . ∃zr(x = z0 ∧ y = zr ∧
∧
n<r
d≤1(zn, zn+1). Similarly, we can
define the FO formulas d=r(x, y) and d≥r(x, y) which are true in A for a and
b exactly when dA(a, b) = r and dA(a, b) ≥ r respectively. The r–ball around
some tuple a ∈ G(A) is also FO-definable as BAr (a) = d≤r(a,A) .
Definition 15. Let φ(x) ∈ FO(σ) and y a tuple of variables not bounded in
φ. We denote by φ(r)(x,y) the formula that relativizes φ(x) to Nr(y). That
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is, a formula which has quantification of a local nature. This can be defined
by induction on φ.
• For atomic φ(x), φ(r)(x,y) = φ(x).
• For φ = ψ1 ∧ ψ2, φ(r) = ψ(r)1 ∧ ψ
(r)
2 and similarly for disjunction.
• For φ = ¬ψ, φ(r) = ¬ψ(r).
• For φ(x) = ∃zψ(z,x), φ(r)(x,y) = ∃z
(
d≤r(y, z) ∧ ψ(r)(x,y)
)
.





The essential model theoretic property of this relativization is that, for a,b ∈
A with a ∈ Br(b):
A |= φ(r)(a,b) ⇐⇒ NAr (b) |= φ(a).
Definition 16. Let σ be a vocabulary, A and B be σ-structures.
1. A σ-formula φ(x) is r–local around x if and only if it has the local quan-
tification around x. That is, φ(x) := ψ(r)(x) for some ψ ∈ FO[σ]. If the
quantifier rank of ψ is k then the corresponding local formula ψ(r) is said
to have the Gaifman rank (r, k).
2. A sentence of the form below is called a basic local sentence (also called
existentially local),








If k is the quantifier rank of the r–local formula ψ then the Gaifman rank
of this local sentence is (r, k, s).
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3. We say that two σ-structures A and B with tuples a, b are (r, k, s)-
Gaifman equivalent, denoted as (A,a) ≡rk,s (B, b) if,
(a) For every r–local formula φ(r)(x) with qr(φ) ≤ k, A |= φ(r)(a) ⇐⇒
B |= φ(r)(b).
(b) For every existentially local sentence Φ with Gaifman rank (r′, k′, s′), r′ <
r, k′ < k, s′ < s, A |= Φ ⇐⇒ B |= Φ.
If σ is a finite vocabulary then up to logical equivalence the set of sentences
with Gaifman ranks at most (r, k, s) is also finite. Hence the relation ≡rk,s has
finite index over the class of finite σ-structures.
Gaifman-locality of FO
Theorem 7 (Gaifman). Let σ be a vocabulary. Then every first order σ-
formula φ(x) with x = {x1, . . . , xn} is logically equivalent to a Boolean combi-
nation of the following:








(II) t-local formulas α(t)(u) where u ⊂ {x1, . . . , xn}.
Similarly, every FO sentence φ is logically equivalent to a Boolean combination
of sentences of the form (I). Furthermore, if the quantifier rank of φ(x) is k
then upper bounds for the numbers r, s and t are given as:




Before proving the theorem we need the following definition of Hintikka for-
mula and some facts concerning the equivalence of structures in terms of this
new definition.
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Definition 17. Let x = x1, . . . , xn, define;
H0A,a(x) =
∧








That is, H0A,a(x) describes the isomorphism type of the substructure of A in-
duced by a while HkA,a(x) describes the isomorphism types to which the tu-
ple a can be extended in k-steps. The formula HkA,a(x) is a so-called k-
Hintikka formula and it characterizes the substructure of A induced by a upto
k-equivalence.
When there is no confusion among the structures we can write Hka(x) instead
of HkA,a(x). Note that qr(HkA,a(x)) = k.
Theorem 8. Let σ be a vocabulary and A,B be σ-structures with a ∈ A, b ∈ B
then the following are equivalent.
• (A,a) ≡k (B, b)
• (B, b) |= HkA,a(x)

We use the following lemma to prove Gaifman’s theorem.
Lemma 5. Let σ be a vocabulary and Φ be a finite set of σ-sentences up to
logical equivalence such that Φ is closed under Boolean combinations. Let ψ be
a σ-sentence then the following are equivalent.
1. For every σ-structures A and B, A ≡Φ B implies A |= ψ ⇐⇒ B |= ψ.
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2. ψ is logically equivalent to some φ ∈ Φ.

Proof: [Gaifman’s Theorem]
We prove the theorem for sentences only since the version for formulas with
free variables uses the similar arguments. Let Φ be a finite set of basic local
sentences. The Gaifman rank of these sentences will emerge below. It suffices
to prove that for every k (quantifier rank of a formula φ) there are r, f and s
depending only on k, such that: A ≡rf,s B =⇒ A 'k B. Then Lemma 5
implies that φ is equivalent to a Boolean combination of basic local sentences
of Gaifman ranks up to (r, f, s).
We take r = 7k while the values of f and s will emerge during the proof. The
idea is that for every i ≤ k, f(i)-equivalence in each round i guarantees that
A and B satisfy a particular sentence (Γ) however s will ensure that the local
formula appearing in basic local sentence is satisfied by exactly s elements of
A and B. Our task is to show that A 'k B. Let
Ii = {a 7→ b/NA7k−i(a) ≡f(i) N
B
7k−i(b)}
where a = (a1, . . . , ai) ∈ A,b = (b1, . . . , bi) ∈ B. Then our claim is that
(Ii)i≤k : A 'k B. Let us write, ri := 7k−i for the sake of simplicity. We use
induction and only prove the forth property.
For i = 0. Let a1 ∈ A. Then Hf(1)a1 (x) characterizes the substructure of A




the relativised version ofHf(1)a1 (x) toNAr1 (a1). Now, ∃xĤ
1
a1
(x) is an existentially









this implies NAr1 (a1) ≡f(1) N
B
r1
(b1) by Theorem 8. Hence, a1 7→ b1 ∈ I1.
For i+ 1, let a 7→ b ∈ Ii and ai+1 ∈ A. We need to ensure there is a bi+1 ∈ B
such that the (i+ 1)-Hintikka types of aai+1 and bbi+1 are the same.
Now, there are three cases to consider.
Case 1. d(a, ai+1) ≤ 2ri+1:






d≤2ri+1(x, xi+1) ∧ Ĥi+1a,ai+1(x, xi+1)
)
.




N Bri (b) implies N
B
ri
(b) |= Γ(b). That is, there is a bi+1 ∈ B such that,
N Bri (b) |=
(
d≤2ri+1(b, bi+1) ∧ Ĥi+1a,ai+1(b, bi+1)
)
.









and hence aai+1 7→ bbi+1 ∈ Ii+1.




d>2ri+1(x, xi+1) ∧ d≤6ri+1(x, xi+1) ∧ Ĥi+1ai+1(xi+1)
)
Again by letting f(i) ≥ qr(Γ) it holds that B |= Γ(b). Furthermore, there is a
bi+1 6∈ N B2ri+1(b) with same f(i+ 1)-Hintikka type as ai+1.
Case 3. d(a, ai+1) > 6ri+1 :
Let n be such that
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That is, n is the maximal such that there are n elements in NA2ri+1(a) pairwise
4ri+1 distance apart, each with the same (i+ 1)-Hintikka type as ai+1
Recall that Ĥi+1ai+1(xj) is the local version of H
f(i+1)
ai+1 (xj). Let f(i) be such that




























Moreover, since the above sentence is an existentially local sentence. By our
assumption and the choice of f(i) and n, the following holds.









That is, there are (n + 1) elements in B with same f(i + 1)-Hitikka type as
ai+1. In particular there is a y such that d(b, y) > 6ri+1, call this y to be bi+1.









Hence NAri+1(aai+1) ≡f(i+1) N
B
ri+1
(bbi+1) which completes the induction step
and hence the proof.

Corollary 6. Every m-ary FO-definable query Q is Gaifman-local with locality
rank 1
2
(7k − 1), where k is the quantifier rank of formula expressing the query.
Proof. Suppose Q is definable by a FO-formula φ(x) where x = {x1, . . . , xm},
and quantifier rank of φ(x) is k. By Gaifman’s Theorem φ(x) is equivalent to
a Boolean combination of local formulas αtii (x), where every αi(x) is ti–local,
and basic local sentences Θj. Let t = max{ti}. Then our claim is that φ(x)
(and hence Q) is Gaifman t–local where t ≤ 1
2
(7k − 1).
Let a ≈At b for some a,b ∈ A. Then
A |= αi(a) ⇐⇒ A |= αi(b)
since every αi is local around x. Furthermore, every Θj is a basic local sentence.
We have:
A |= φ(a) ⇐⇒ A |= φ(b)
That is, a ∈ Q(A) ⇐⇒ b ∈ Q(A). Hence Q is Gaifman local.
Note that Hanf-locality of queries is a stronger condition that also implies
Gaifman-locality. We could have used this fact to prove the Gaifman-locality
of FO but as discussed earlier we need generally applicable tools rather than
mere implications so that in the cases where Hanf-Locality does not hold we
can still check for Gaifman-locality.
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Theorem 9. Any Hanf local non-Boolean query is also Gaifman local with the
following locality rank: lr(Q) ≤ 3hlr(Q) + 1.

Applications of Gaifman Locality
Corollary 7. The query SG(G):
SG = {(a, b) ∈ G2 : ∃c d(a, c) = d(b, c)}
Testing whether a and b are equidistant from their common ancestor c, is not
expressible in FO.
This query on graphs tests whether two nodes a and b are in same generation
by checking if they both have a common ancestor equidistant from both a and
b. In terms of trees SG(T) determines whether a and b are equidistant from
the root.
Proof. Assume that SG is FO-definable and let r be its Gaifman-locality rank.
Consider a tree T with two branches of length 2r + 1 and 2r + 2 where every
ai+1 is the successor of ai.
Nr(ar, br) ∼= Nr(ar, br+1)
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Now, the r–neighborhoods of both (ar, br) and (ar, br+1) are isomorphic since
each of these two is a disjoint union of two chains (represented as red contin-
uous and black dashed lines above). Clearly (ar, br) ∈ SG(T) but (ar, br+1) /∈
SG(T). Which proves that SG is not Gaifman-local and hence not FO-
expressible.
Corollary 8. The query Transitive Closure T C is not expressible in FO. That
is,
T C(G) = {(a, b) ∈ G2 : there is a finite path from a to b}
Proof. If both a and b are at distance 2r + 1 from each other and from both
endpoints then Nr(a, b) ∼= Nr(b, a) each being the disjoint union Nr(a)∪Nr(b).
However there is path from a to b but not the other way.
We conclude this section here with the main results being that first order
logic is both Hanf and Gaifman-local. An obvious question is now to look at
the strengths and weaknesses of these two notions and study the variations of
locality. Next section discuses this topic.
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4 Variations in the notion of Locality
As discussed in the previous section the locality has turned out to be an
effective method for inexpressibility results. Before extending its scope to the
logics beyond FO, let us examine its limitations and make alterations where
possible so that locality indeed turns out to be an effective and efficient tool
in logics beyond FO as well.
4.1 Limitations of locality notion
As we noted not very many assumptions were required to show inexpressibil-
ity for first order logic. It turns out that both notions of locality have some
limitations which we must address before studying locality of logics (for ex-
ample, FO with built-in predicates). We state below three such problems with
possible solutions.
1. Smaller locality ranks does not make models simpler.
For the structures with d(x, y) ≤ r for every pair x, y ∈ A, the r–neighborhood
of each point is the whole structure. Hence if this number r is very small then
locality does not make inexpressibility proofs easier.
For example, let σ = {+,−, ∗,−1 , 0, 1} with the intended class of structures as
fields (or rings in general). Due to the closure property under + and ∗, the
notion of locality becomes trivial. Since for every a, b ∈ F , a + b, a ∗ b ∈ F
there is always an edge in the Gaifman graph. Hence distance between any
two points is always 1. For this reason, locality is useful only for structures
having locality ranks (r) neither too small (like above) nor too big in order to
assure that r–neighborhoods are relatively simpler than the whole structures.
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One solution to this deficiency was suggested by Gaifman (Gaifman, 1982)
which uses the following idea. Recall that we defined the neighborhoods in
terms of distance in the Gaifman graph. In some cases we can alter the defini-
tion of distance measure in order to assure that the new distance (based on a
different collection of basic relations) is non-trivial. For example, in the case
of linear orders where the distance between any two points is always 1. We
can still study the locality of those formulas and sentences whose truth value
does not depend on the particular order of a structure. Thus, in a sense we
are neglecting the linear order. This leads to a well known notion of ‘order-
invariance’ which has been largely studied and still found to be Gaifman local.
Definition 18. Let σ be a vocabulary and σ′ = {≺} with K as the class of
linear orders. Let A be a σ-structure and a ∈ A.
• A formula φ(x) in the language σ ∪ {≺} is called K-invariant (or ≺-
invariant) on A if for any two linear orderings ≺1,≺2∈ K of A the
following holds.
(A,≺1) |= φ(a) ⇐⇒ (A,≺2) |= φ(a)
where (A,≺i) for i = 1, 2 is the structure with universe A, the relations
in σ are interpreted as in A and ≺i is inherited from the linear order
〈A,≺i〉.
• A formula φ(x) is ≺-invariant if it is ≺-invariant on every σ-structure.
We denote the the class of all ≺-invariant queries by (FO+ ≺)inv. (There
might be different ways to express this notation, this one has been taken from
(Libkin, 2013). The following theorem from (Grohe, & Schwentick, 2000)
characterizes the expressive power of order-invariant first order logic.
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Theorem 10. Let σ be a vocabulary. Then every m-ary query in (FO+ ≺)inv
for m ≥ 1 is Gaifman local.

2. Weaker logics cannot show isomorphism of neighborhoods
Both of the locality notions are defined using isomorphism of neighborhoods.
This assumption is rather strong since ‘having local neighborhoods to be iso-
morphic’ is not expressible in FO. For example, Hanf’s criterion requires that
some structures A and B realize same isomorphism types of radius r for some
r. We cannot show in FO whether this requirement is met or not. A possible
solution to this is to lower the isomorphims condition to k-equivalence (≡k) of
neighborhoods.
The resulting new notion of locality is called the game-based locality (corre-
sponding to usual isomosphism-based locality and referring to the difference
between the two). The intuitive idea of game-based locality is that we shifted
from EF-games to the locality in order to avoid the complexity of arguments
but the locality requires too strong assumptions. So the solution is that we
combine game arguments with the locality which simplifies the problems from
both of these tools. We play EF-games at the small neighborhood structures.
Hence we lower the assumption of neighborhoods being isomorphic to the
neighborhoods being indistinguishable. The following result from (Arenas,
Barceló, & Libkin, 2008) justifies this relaxation at least in case of FO.
Theorem 11. Let σ be a vocabulary. Then for each σ-formula φ(x) of quan-
tifier rank k, there exist r and l depending on k, such that if Nr(a) ≡l Nr(b)
then A |= φ(a) ⇐⇒ A |= φ(b).
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The above theorem is out of the scope of this thesis. However the purpose of
adding it was to give a solution to the deficiency we discussed. Now we give
an application of Theorem 11 to sum up the deficiency addressed above with
the the solution just mentioned.
Example 8. Let σ = {U,E} with U a unary and E a binary relation symbol.
Consider the query
Q(A) = {a ∈ A : a ∈ U and |{c : (a, c) ∈ E}| = 0 mod 2}.
Where Q returns those elements of the universe which are in U and have an
even out degree with respect to E. Then Q is not FO-expressible.
Proof: First we examine why we cannot apply any locality notion in this
example. Being isomorphic the size of both N1(a) and N1(b) would be same.
Hence, the condition N1(a) ∼= N1(b) implies that Q cannot differentiate be-
tween a and b. Applying game-based locality uses the fact that if Q were defin-
able by a formula of quantifier rank k then there would be an r and l such that,
for every A and a, b ∈ A, if Nr(a) ≡l Nr(b) then a ∈ Q(A) ⇐⇒ b ∈ Q(A).
Take A with a and b so that both a, b ∈ U and have out degrees with respect
to E to be l and l + 1 respectively. clearly N1(a) ≡l N1(b) but still a ∈ Q(A)
and b /∈ Q(A).
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3. Structures of different sizes.
Notice a kind of limitation in the definition of Hanf-locality. The notation
A r B requires the existence of a bijection between the universes of A and
B. Hence Hanf-locality is inapplicable if we have structures of different sizes.
For this reason we extend the notion of r–local equivalence to (r,m)–equivalence
or the so called threshold-equivalence.
Definition 19. Two structures A and B are (r,m)–equivalent if for every
type τ of isomorphic neighborhoods, either A and B have the same number of
points realizing τ or they both have at least m points realizing this type. This
is denoted by: Athrr,m B.
The usual definition of r–local equivalence is the special case of above (r,m)–
equivalence with m allowed to be ∞. The following theorem is the refinement
of Theorem 5 and often called the original Hanf criterion.
Theorem 12. Let σ be a vocabulary and A,B be σ-structures. For every
positive k and d, with d being the maximum degree of any point in A and B,
there are positive integers r and m such that Athrr,m B implies A ≡k B where
r depends only on k. Moreover, we may choose r = 3k−1 and m = kdr−1.

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Example 9. We show that the Boolean query Ql defined on the class C of
simple cyclic graphs with loops on some nodes is not FO-expressible. That is,
for any A = 〈{a1, . . . , an}, E〉 with (ai, ai+1) ∈ EA, i < n, (an, a1) ∈ EA as
well as (ai, ai) ∈ EA for some i < n
Ql = {A : |(ai, ai) ∈ EA| = 0 mod 2}
Ql checks whether there are an even number of loops in the graph.
First we look at why Hanf-locality cannot be used. For any A and B, the
requirement A r B implies that the number of different r–neighborhood
types are realized the same number of times in A and B. This implies that the
number of nodes with loops are also equal. However we can apply Theorem
12 to get two structures of different sizes. Let Ql be definable by a sentence
of quantifier rank k. In cyclic graphs the maximum degree of any point is
2. Let r and m ≥ 0 be given by Theorem 12. Let Gr,m be a cycle with m
loops such that the distance between two consecutive loops is 2(r + 1). Then
Gr,m+1 thrr,m Gr,m+2. Since both structures realize the same types except for
the number of points realizing those types (upto threshold). Now Ql cannot
be FO-expressible since it distinguishes Gr,m+1 and Gr,m+2.
4.2 Locality of FO with built-in predicates
Locality of first order logic with built-in predicate symbols has been largely
studied, for example (Schweikardt, 2011, 2013). Prominently when only the
linear order {≺} or the order and induced addition symbol {≺,+} are al-
lowed with the condition that formulas and sentences we consider are {≺,+}-
invariant.
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There is an obvious reason for allowing the extra symbol ≺. Since, a stored
database on a drive generates an order (hidden let’s say) and a query can use
this order with the restriction that the output should not be affected by what
the order stands for. The queries like Qeven can use this order and obviously it
does not matter in which order is the information stored, the answer remains
unchanged.
This independence of interpretation also allows us to talk about locality of
logic with order since otherwise a linear order poses a problem while using
locality as we discussed earlier. As suggested by Gaifman, using variations of
those predicates which trivialize distance function.
First order logic with built-in order (or all numerical predicates induced by
this order) is a whole different area to study and hence it cannot be discussed
in detail in this thesis. Recall we defined the notion of order-invariant FO ear-
lier. This linear order allows the interpretation of every numerical predicate
from N to the structure A.
Definition 20. Let σ be a vocabulary and σarb be another vocabulary contain-
ing ≺ and a relation symbol R for each numerical predicate (that is, R ⊆ Nk
for some k. Let A be a σ-structure.
• An arb-expansion of A is a (σ ∪ σarb)-structure A′ such that dom(A′) =
A, the relations in σ are interpreted as in A, ≺ is interpreted as linear
order over A. This interpretation induces a bijection i : A→ [n] where
n = |A|. Then every relation symbol R ∈ σarb is interpreted over A via
i and RN.
• A formula φ(x) is arb-invariant on A if for any tuple a ∈ A and any
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two arb-expansions A1,A2 of A, we have
(A,A1) |= φ(a) ⇐⇒ (A,A2) |= φ(a).
• A formula φ(x) is arb-invariant if it is arb-invariant over every σ-structure
A.
We denote the class of all arb-invariant FO-formulas by (FO + Arb)inv. We
sum up this thesis with a result from (Schweikardt, 2011) about arb-invariant
first order logic.
Theorem 13. Let σ be a vocabulary. Then every m-ary query in (FO+Arb)inv
is Gaifman-local. Moreover the locality rank of any query Q ∈ (FO + Arb)inv




We started this thesis with the need for tools in order to show inexpressibil-
ity of certain properties in finite model theory. The driving force being that
compactness fails over finite structures. We also presented the fact that FO
over finite structures is too strong that it can define a whole structure upto
isomorphism by a single sentence and at the same time too weak that it can-
not express some simple properties such as even cardinality of the domain (the
query Qeven).
Ehrenfeucht-Fräıssé games, even though worked in case of finite structures
turned out to be sort of complex since every time we used this result a win-
ning strategy must to be presented.
The burden was lowered by the use of Hanf’s criterion for guaranteeing winning
strategy for the duplicator with the assumption that the structure look alike
at the local level. Our main result is that FO is Hanf-local. Hence, rather than
forming the duplicator’s winning strategy for k-rounds, we only need to prove
that the 3k−1–neighborhoods in two structures are isomorphic. This property
allowed us to infer that FO can only define local properties of finite structures.
Thus in order to show that a certain property is not FO-expressible we simply
prove that it is a global property.
We also described another locality criterion given by Gaifman in which we
consider one structure and look at neighborhoods of two points. If these neigh-
borhoods are isomorphic a FO-formula cannot distinguish the two points. It
turned out that first order logic enjoys Gaifman-locality as well which appeared
to be a nice tool for showing inexpressibility of non-Boolean queries.
Finally we discussed three limitations of these locality criteria; isomorphism
of neighborhoods being too strong condition, the major one. Even though this
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condition was relaxed to neighborhoods being k-equivalent it is found in (Are-
nas, Barceló, & Libkin, 2008) that the Hanf-locality is then lost. Moreover the
implication Hanf-locality =⇒ Gaifman-locality also fails.
Threshold equivalence turned out to an efficient refinement of Hanf-locality
since structures of different sizes were also added in to the discussion.
As a final word, the writer believes that Theorem 12 can be further strength-
ened by diverting the attention from isomorphism-based locality to the game-
based. That is, Theorem 11 together with Theorem 12 implies that the con-
dition of having the maximum degree to be some fixed d can be eliminated.
So that if some elements have larger degrees we can still talk about k-rounds
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