Abstract. Minimum-distance controlled perturbation is a recent family of methods for the protection of statistical tabular data. These methods are both efficient and versatile, since can deal with large tables of any structure and dimension, and in practice only need the solution of a linear or quadratic optimization problem. The purpose of this paper is to give insight into the behaviour of such methods through some computational experiments. In particular, the paper (1) illustrates the theoretical results about the low disclosure risk of the method; (2) analyzes the solutions provided by the method on a standard set of seven difficult and complex instances; and (3) shows the behaviour of a new approach obtained by the combination of two existing ones.
Introduction
The safe dissemination of tabular data is one of the main concerns of national statistical agencies. The size and complexity of the data to be protected is continuously increasing, which results in a need for more efficient and versatile protection procedures. This work deals with minimum-distance controlled perturbation, a recent family of methods that meets the above requirements.
Currently, one of the widely used techniques in practice is cell suppression, which is known to be a NP-hard problem [15] . Although exact mixed integer linear programming procedures have been recently suggested [11] , the main inconvenience of this approach is that, due to its combinatorial nature, the solution of very large instances (with possibly millions of cells) can result in impractical execution times [13] . Several heuristics have also been suggested to obtain fast approximate solutions [1, 4, 7, 10, 15] . Those approaches are based on the solution of several network optimization subproblems. Unfortunately, although fast, they can only be applied to certain classes of tables, e.g., two and three-dimensional, and two-dimensional with hierarchies in one dimension.
To avoid the above lacks of cell suppression, alternative approaches have been introduced. One of them is the minimum-distance controlled perturbation family of methods. Given a set of tables to be protected, they find the closest ones (according to some distance measure) that, guaranteeing confidentiality, minimize the information loss. Members of that family of methods were independently suggested in [9] (the controlled table adjustment method, which uses a L 1 distance) and [3] (the quadratic minimum-distance controlled perturbation, based on L 2 ). Specialized interior-point methods [2] were used in [5] for the solution of large-scale instances. A unified framework for those methods was presented in [6] , including a proof of their low disclosure risk.
This paper is organized as follows. Section 2 outlines the minimum-distance controlled perturbation framework. Section 3 illustrates the theoretical results about the disclosure risk of the method. Section 4 shows the behaviour of three particular distances on a set of seven complex instances. Finally, Section 5 reports the results obtained with an approach that combines the L 1 and L 2 distances.
The Minimum-Distance Controlled Perturbation Framework
This section only outlines the general model, and the particular formulations for the L 1 , L 2 and L ∞ distances. More details can be found in [9] and [6] . Any problem instance, either with one table or a number of (linked or hierarchical) tables, can be represented by the following elements: -A set of cells a i , i = 1, . . . , n, that satisfy some linear relations M a = b (a being the vector of a i 's). The method will look for the closest safe values x i , i = 1, . . . , n, according to some particular distance measure L, that satisfy the above constraints. The distance can be affected by any positive semidefinite diagonal metric matrix W = diag(w 1 , . . . , w n ). -A lower and upper bound for each cell i = 1, . . . , n, respectively a i and a i , which are considered to be known by any attacker. If no previous knowledge is assumed for cell i, a i = 0 (a i = −∞ if a ≥ 0 is not required) and a i = +∞ can be used. -A set P = {i 1 , i 2 , . . . , i p } of indices of confidential cells.
-A lower and upper protection level for each confidential cell i ∈ P, respectively lpl i and upl i , such that the released values satisfy either x i ≥ a i + upl i or x i ≤ a i − lpl i . To add the above "or" constraint to a mathematical model we need a binary variable y i and two extra constraints for each confidential cell:
