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ON A-TENSORS IN RIEMANNIAN GEOMETRY.
Wlodzimierz Jelonek
Abstract. We present examples, both compact and non-compact complete, of lo-
cally non-homogeneous proper A-manifolds.
0. Introduction. A.Gray in the paper [7] introduced the notion of A - man-
ifolds. An A-manifold it is a Riemannian manifold (M, g) whose Ricci tensor ρ
satisfies the following condition : ∇ρ(X,X,X) = 0 for all X ∈ TM where ∇ is
the Levi-Civita connection of the metric g. J.E. D’Atri and H.K. Nickerson (see
[3],[4], [5]) proved that every naturally reductive homogeneous Riemannian space
is a manifold with volume preserving local geodesic symmetries. It is also known
that every Riemannian manifold with volume preserving geodesic symmetries be-
longs to the class of A-manifolds (see [14]). Also in [7] and [12] there are many
examples of A-manifolds. All of them are (locally) homogeneous. The aim of our
paper is to investigate symmetric tensors S ∈ End(TM) on a Riemannian mani-
fold (M, g) satisfying an additional condition: ∇Φ(X,X,X) = 0 for all X ∈ TM ,
where a tensor Φ is defined as follows: Φ(X,Y ) = g(SX, Y ). We construct proper
A-manifolds on S1-bundles over Ka¨hler-Einstein manifolds and give explicit exam-
ples of compact locally non-homogoneous proper A-manifolds (of cohomogeneity
d for arbitrary d ∈ N) using N. Koiso and Y. Sakane examples of (locally) non-
homogeneous Ka¨hler-Einstein manifolds (see [9], [10]). We give explicit examples
of locally non-homogeneous proper complete A-manifolds using E.Calabi’s exam-
ples of locally non-homogeneous Ka¨hler-Einstein complete manifolds (see [2], [16]).
In this way we give an answer to the problem (p.451, 16.56 (i)) in the book [1].
1. Preleminaries. We use the notation as in [6]. Let (M, g) be a smooth
connected Riemannian manifold. Abusing the notation we shall write 〈X,Y 〉 =
g(X,Y ). For a tensor T (X1, X2, .., Xk) we define a tensor ∇T (X0, X1, .., Xk) by
∇T (X0, X1, .., Xk) = ∇X0T (X1, .., Xk). By an A-tensor on M we mean an endo-
morphism S ∈ End(TM) satisfying the following conditions:
(1.1) 〈SX, Y 〉 = 〈X,SY 〉 for all X,Y ∈ TM
(1.2) 〈∇S(X,X), X〉 = 0 for all X ∈ TM .
We also shall write S ∈ A if S is an A-tensor. We call S a proper A-tensor if
∇S 6= 0. We denote by Φ a tensor defined by Φ(X,Y ) = 〈SX, Y 〉.
We start with :
Proposition 1.1. The following conditions are equivalent:
(a) A tensor S is an A-tensor on (M, g);
(b) For every geodesic γ on (M, g) the function Φ(γ′(t), γ′(t)) is constant on
domγ.
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(c) A condition
(A) ∇XΦ(Y, Z) +∇ZΦ(X,Y ) +∇Y Φ(Z,X) = 0
is satisfied for all X,Y, Z ∈ X(M).
Proof: By using polarization it is easy to see that (a) is equivalent to (c). Let
now X ∈ Tx0M be any vector from TM and γ be a geodesic satisfying an initial
condition γ′(0) = X . Then
(1.3)
d
dt
Φ(γ′(t), γ′(t)) = ∇γ′(t)Φ(γ
′(t), γ′(t)).
Hence d
dt
Φ(γ′(t), γ′(t))t=0 = ∇Φ(X,X,X). The equivalence (a) ⇔ (b) follows im-
mediately from the above relations.♦
Define as in [6] the integer-valued function ES(x) = ( the number of distinct
eigenvalues of Sx) and set MS = {x ∈ M : ES is constant in a neighbourhood of
x}. The set MS is open and dense in M and the eigenvalues λi of S are distinct
and smooth in each component U of MS . The eigenspaces Dλ = ker(S − λI) form
smooth distributions in each component U of MS . By ∇f we denote the gradient
of a function f (〈∇f,X〉 = df(X)) and by Γ(Dλ) (resp. by X(U)) the set of all
local sections of the bundle Dλ (resp. of all local vector fields on U). Let us note
that if λ 6= µ are eigenvalues of S then Dλ is orthogonal to Dµ.
Theorem 1.2. Let S be an A-tensor on M and U be a component of MS and
λ1, λ2, .., λk ∈ C
∞(U) be eigenfunctions of S. Then for all X ∈ Dλi we have
(1.4) ∇S(X,X) = −
1
2
∇λi ‖ X ‖
2
and Dλi ⊂ ker dλi. If i 6= j and X ∈ Γ(Dλi), Y ∈ Γ(Dλj ) then
(1.5) 〈∇XX,Y 〉 =
1
2
Y λi
λj − λi
‖ X ‖2 .
Proof. Let X ∈ Γ(Dλi) and Y ∈ X(U). Then we have SX = λiX and
(1.6) ∇S(Y,X) + (S − λiI)(∇YX) = (Y λi)X
and consequently,
(1.7) 〈∇S(Y,X), X〉 = (Y λi) ‖ X ‖
2 .
Taking Y = X in (1.7) we obtain by (1.2) 0 = Xλi ‖ X ‖
2. Hence Dλi ⊂ kerdλi.
Thus from (1.6) it follows that ∇S(X,X) = (λiI−S)(∇XX). Condition (A) imply
〈∇S(X,Y ), Z〉+ 〈∇S(Z,X), Y 〉+ 〈∇S(Y, Z), X〉 = 0 hence
(1.8) 2〈∇S(X,X), Y 〉+ 〈∇S(Y,X), X〉 = 0.
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Thus, (1.8) yields Y λi ‖ X ‖
2 +2〈∇S(X,X), Y 〉 = 0. Consequently, ∇S(X,X) =
− 12∇λi ‖ X ‖
2. Let now Y ∈ Γ(Dλj ). Then we have
(1.9) ∇S(X,Y ) + (S − λjI)(∇XY ) = (Xλj)Y.
It is also clear that 〈∇S(X,X), Y 〉 = 〈∇S(X,Y ), X〉 = (λj − λi)〈∇XY,X〉. Thus,
Y λi ‖ X ‖
2= −2(λj − λi)〈∇XY,X〉 = 2(λj − λi)〈Y,∇XX〉
and (1.5) holds.♦
Corrolary 1.3. Let S,U, λ1, λ2, .., λk be as above and i ∈ {1, 2, .., k}. Then the
following conditions are equivalent:
(a) For all X ∈ Γ(Dλi) ∇XX ∈ Dλi .
(b) For all X,Y ∈ Γ(Dλi) ∇XY +∇YX ∈ Dλi .
(c) For all X ∈ Γ(Dλi) ∇S(X,X) = 0.
(d) For all X,Y ∈ Γ(Dλi) ∇S(X,Y ) +∇S(Y,X) = 0.
(e) λi is a constant eigenvalue of S.
Let us note that if X,Y ∈ Γ(Dλi) then (Dλi ⊂ ker dλi !):
(1.10) ∇S(X,Y )−∇S(Y,X) = (λiI − S)([X,Y ])
hence a distribution Dλi is integrable if and only if ∇S(X,Y ) = ∇S(Y,X) for all
X,Y ∈ Γ(Dλi). Consequently, we obtain
Corollary 1.4. Let λi ∈ C
∞(U) be an eigenvalue of A-tensor S. Then on U the
following conditions are equivalent:
(a) Dλi is integrable and λi is constant.
(b) For all X,Y ∈ Γ(Dλi) ∇S(X,Y ) = 0.
(c) Dλi is autoparallel.
Proof. It follows from (1.4),(1.10), Corollary 1.3 and the relation∇XY = ∇YX+
[X,Y ]. ♦
2. A-tensors with two constant eigenvalues. In this section we shall
characterize A-tensors with two constant eigenvalues. We start with:
Theorem 2.1. Let S be an A-tensor on (M, g) with exactly two eigenvalues λ, µ
and a constant trace. Then λ, µ are constant on M . The distributions Dλ, Dµ
are both integrable if and only if ∇S = 0.
Proof. Let us note first that p = dimker(S − λI), q = dimker(S − µI) are
constant on M as MS = M . We have also pλ+ qµ =trS and trS is constant on M .
Hence
(2.1) p∇λ+ q∇µ = 0
on M . Note that 〈Dλ,∇λ〉 = 0, 〈Dµ,∇µ〉 = 0 thus 〈∇λ,∇µ〉 = 0 and from (2.1)
it follows that ∇λ = ∇µ = 0. Let us note further that if Dλ is integrable then
∇S(X,Y ) = 0 and ∇XY ∈ Dµ if X ∈ Dλ and Y ∈ Dµ. We have ∇S(X,Y ) =
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(µI − S)(∇XY ) ∈ Dλ as Dλ is orthogonal to Dµ. Let Z ∈ Γ(Dλ) then for any
X ∈ Γ(Dλ), Y ∈ X(M) we have
〈∇S(X,Y ), Z〉 = 〈Y,∇S(X,Z)〉 = 0
as ∇S(X,Z) = 0 (Dλ is integrable!). Hence ∇S(X,Y ) = 0 and ∇XY ∈ Dµ if
X ∈ Dλ and Y ∈ Dµ. If Dµ is also integrable then in view of Corrolary 1.4
∇S = 0. ♦
We have also proved:
Corollary 2.2. Let S be an A-tensor on (M, g) with two constant eigenvalues
λ, µ. If Dλ is integrable then ∇S(X,Y ) = 0 for all X ∈ Γ(Dλ), Y ∈ Γ(Dµ).
Corollary 2.3. Let (M, g) be an A-manifold, whose Ricci tensor S has exactly
two eigenvalues λ, µ. Then λ, µ are constant.
Proof. It is well known that if (M, g) is an A-manifold then S has constant trace
trS = τ (see [7]).♦
From now on we shall investigate A-tensors with two constant eigenvalues λ, µ
satisfying an additional condition dimDλ = 1. It follows that Dλ is integrable. We
shall assume also that Dλ is orientable (it happens for example if pi1(M) does not
include subgroups of an index 2). In the other case, we may consider a manifold
(M¯, g¯) and A-tensor S¯ on M¯ such that there exists a two-fold Riemannian covering
p : M¯ → M for which dp ◦ S¯ = S ◦ dp and D¯λ = ker(S¯ − λI) is orientable. Let
ξ ∈ Γ(Dλ) be a global section of Dλ such that 〈ξ, ξ〉 = 1. Then we have:
Lemma 2.4. The section ξ is a Killing vector field on (M, g) and Lξ(Γ(Dµ)) ⊂
Γ(Dµ) (i.e. for all X ∈ Γ(Dµ) LξX = [ξ,X ] ∈ Γ(Dµ).)
Proof. Let us denote by T an endomorphism of TM defined by TX = ∇Xξ. If
Φ(X,Y ) = 〈SX, Y 〉 then Φ(ξ,X) = λ〈ξ,X〉. Hence
(2.2) ∇Φ(Y, ξ,X) + Φ(TY,X) = λ〈TY,X〉.
Let us take X = Y ∈ Dµ in (2.2). Since ∇S(X,X) = 0 (µ is constant) we
obtain Φ(TX,X) = λ〈TX,X〉. On the other hand SX = µX . Consequently,
Φ(TX,X) = µ〈TX,X〉. Hence
(2.3) 〈TX,X〉 = 0, X ∈ Dµ.
Since λ is constant, we have ∇ξξ ∈ Dλ. But we also have 〈∇ξξ, ξ〉 = 0 in view of
‖ ξ ‖= 1. Hence Tξ = ∇ξξ = 0. From (2.3) we obtain for all X,Y ∈ Dµ
(2.4) 〈TX, Y 〉 = −〈X,TY 〉.
From 〈ξ, ξ〉 = 1 it follows
(2.5) 〈∇Xξ, ξ〉 = 〈TX, ξ〉 = 0
for all X ∈ TM , hence imT ⊂ Dµ. Consequently 〈Tξ,X〉 = −〈TX, ξ〉 = 0.
Therefore 〈TX, Y 〉 = −〈X,TY 〉 for all X,Y ∈ TM . Since Aξ = Lξ −∇ξ = −T is
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an antysymmetric operator it follows that ξ is a Killing vector field, Lξg = 0. If
X ∈ Dµ then 〈X, ξ〉 = 0 and consequently 0 = Lξ(〈X, ξ〉) = 〈[X, ξ], ξ〉. ♦
Thus we obtain for the curvature tensor R of (M, g) (see [11]):
Lemma 2.5. Under the above assumptions the following relations hold for all
X,Y ∈ TM :
(2.6) (a) R(X, ξ)Y = ∇T (X,Y ); (b) ∇T (X, ξ) = −T 2X.
In particular
(2.7) ρ(ξ,X) = −〈X, trg∇T 〉.
Proof. The above formulas are valid for any Killing vector field ξ, (2.6a) is
well known. From Tξ = 0 it follows ∇T (X, ξ) + T (∇Xξ) = 0 hence ∇T (X, ξ) =
−T (TX) = −T 2X. From (a) we obtain
ρ(ξ,X) =
n∑
i=1
〈∇T (Ei, X), Ei〉 = −〈X, trg∇T 〉
where {E1, E2, .., En} is a local orthonormal frame on M. ♦
Corollary 2.5. For all X,Y ∈ TM we have:
R(X, ξ)ξ = −T 2X, 〈R(X, ξ)ξ, Y 〉 = −〈T 2X,Y 〉 = 〈TX, TY 〉.
Corollary 2.6. Let (M, g) be an A-manifold whose Ricci endomorphism S has
exactly two eigenvalues λ, µ and such that dimDλ = 1. Let ξ be a local section of
Dλ and 〈ξ, ξ〉 = 1. Then for all X ∈ TM :
(2.8) 〈R(X, ξ)ξ,X〉 =‖ TX ‖2
and also λ =‖ T ‖2≥ 0, trg∇T = −λξ.
Proof. Let us note that if ρ is a Ricci tensor of (M, g) and {E1, E2, .., En} is an
orthonormal local frame on M, dimM = n then
λ = ρ(ξ, ξ) =
n∑
k=1
〈R(Ek, ξ)ξ, Ek〉 =
n∑
k=1
〈TEk, TEk〉 =‖ T ‖
2 .
From Lemma 2.5 it follows ρ(ξ,X) = −〈X,trg∇T 〉 hence trg∇T = −λξ.
Lemma 2.7. Let S, T be as above and define a 2-form Ω ∈ A2(M) by Ω(X,Y ) =
〈TX, Y 〉. Then Ω = dθ where θ(X) = 〈ξ,X〉. Consequently Ω is closed.
Proof. It follows from the simple computation:
dθ(X,Y ) = ∇Xθ(Y )−∇Y θ(X) = 〈TX, Y 〉 − 〈TY,X〉 = 2〈TX, Y 〉.
♦
Let us note that divξ =trT = 0 hence θ is co-closed.
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Theorem 2.8. Let S be an A-tensor with two constant different eigenvalues λ, µ
and the distribution Dλ be one dimensional. Then the distribution Dµ is integrable
if and only if Ω = 0 which means that θ is closed. The tensor S is parallel if and
only if Ω = 0.
Proof. If X,Y ∈ Γ(Dµ) then Ω(X,Y ) = dθ(X,Y ) = Xθ(Y )−Y θ(X)−θ([X,Y ]).
Thus
θ([X,Y ]) = −Ω(X,Y ).
Hence [X,Y ] ∈ Γ(Dµ) if and only if Ω = dθ = 0. ♦
Corollary 2.9. If M is compact and λ 6= µ then S is parallel if and only if the
form θ is harmonic and then b1(M) > 0.
Theorem 2.10. Let (M, g) be a Riemannian manifold and let ξ be a Killing
vector field on M such that 〈ξ, ξ〉 = 1. Let us define a tensor S as follows: Sξ = λξ
and SX = µX if〈X, ξ〉 = 0 where λ, µ are two different real numbers. Then
S ∈ A. Moreover ∇S = 0 if and only if ∇ξ = 0.
Proof. We start with the lemma:
Lemma 2.11. Let S be a symmetric (1, 1)-tensor (〈SX, Y 〉 = 〈SY,X〉) with two
constant eigenvalues λ, µ. Then S ∈ A if and only if the condition
(*) ∇S(X,X) = 0
is satisfied for all X ∈ Dλ and all X ∈ Dµ.
Proof. From (*) we obtain ∇S(X,Y ) = −∇S(Y,X) if X,Y ∈ Dλ (resp. if
X,Y ∈ Dµ). If X ∈ Dλ (resp. if X ∈ Dµ) then
(2.9) ∇S(Y,X) = (λI − S)(∇YX) ∈ Dµ( resp.(µI − S)(∇YX) ∈ Dλ).
Thus CX,Y,Z〈∇S(X,Y ), Z〉 = 0 if X,Y, Z ∈ Dλ(Dµ) where C denotes the cyclic
sum. Hence it is enough to prove that
(2.10) 〈∇S(X,Y ), Z〉+ 〈∇S(Z,X), Y 〉+ 〈∇S(Y, Z), X〉 = 0
if X,Y ∈ Dλ, Z ∈ Dµ. From (2.9) it follows that 〈∇S(Z,X), Y 〉 = 0. We also have
(in view of ∇S(X,Y ) = −∇S(Y,X))
〈∇S(X,Y ), Z〉 = −〈∇S(Y,X), Z〉 = −〈X,∇S(Y, Z)〉.
Hence (2.10) holds. Analogously we prove the case X,Y ∈ Dµ, Z ∈ Dλ. Thus
we have proved that (2.9) holds if each X,Y, Z belongs to one of the distributions
Dλ, Dµ. Consequently, (2.10) holds for all X,Y, Z ∈ TM.♦
Now we shall complete the proof of the theorem. Let us note that ∇S(ξ, ξ) =
(λI − S)(∇ξξ) = 0 as ∇ξξ = 0 (ξ is a unit Killing field see [11],[15]). We shall
show that ∇S(X,X) = 0 for all X ∈ Dµ. If X ∈ Γ(Dµ) then 〈X, ξ〉 = 0 and
〈∇XX, ξ〉+ 〈X,TX〉 = 0, where TX = ∇Xξ. But 〈X,TX〉 = 0 since ξ is a Killing
vector field. Thus, ∇XX ∈ Γ(Dµ). Consequently∇S(X,X) = (µI−S)(∇XX) = 0.
Hence our theorem follows from Lemma 2.11.♦
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Remark 2.12. Let us note that if a space (M, g′) admits a nonvanishing Killing
vector field ξ then there exists a metric g on M conformally equivalent to g′ such
that ξ is a unit Killing vector field of (M, g) (see [15]). Hence on every such man-
ifold there exists a Riemannian structure admiting an A-tensor with two different
eigenvalues. In particular if M admits an effective free action of the group S1 then
it admits a Riemannian metric g and an A-tensor S on (M, g) with two different
eigenvalues such that the fundamental vector field ξ of the action of the group S1
is an eigenfield of S (see [W]).
3. The structure of A-manifold on a S1-principal fibre bundle. In this
section we shall construct the Riemannian metric g on the S1-principal fibre bundle
P over a Ka¨hler-Einstein manifold (M, g∗, J) such that (P, g) is an A-manifold. We
generalize A.Gray’s construction of the A-structure on the S1-bundle P = S3 over
M = S2.
Let (M, g∗) be a Riemannian space, dimM = m, and let p : P → M be a
principal S1-bundle over M . Let θ¯ ∈ A1(P ) be a connection form on P and let ξ¯
be the fundamental vector field of the action of the group S1 on P . Thus, θ¯(ξ¯) = 1.
By Ω¯ we denote the curvature form dθ¯. Let us define for a number c > 0 the metric
g = gc on P as follows:
(g) gc(X,Y ) = c
2θ¯(X)θ¯(Y ) + g∗(dp(X), dp(Y )).
Then p : (P, gc) → (M, g) is a Riemannian submersion. Let us note that Lξθ = 0
where we define θ = cθ¯ and ξ = 1
c
ξ¯ (θ¯ is a connection form!). Hence Lξgc = 0
which means that ξ is a unit Killing vector field on (P, gc). The form Ω = cΩ¯
is projectable and let p∗Ω˜ = Ω, where Ω˜ ∈ A2(M). Notice that θ(X) = 〈ξ,X〉
and Ω = dθ = 2〈TX, Y 〉 where T = ∇ξ. The tensor T satisfies relations: Tξ = 0
(∇ξξ = 0 since ξ is a unit Killing vector field ) and LξT = 0 . In fact
0 = d(Lξθ)(X,Y )) = Lξ(Ω)(X,Y ) = 2〈(LξT )X,Y 〉
hence LξT = 0. It follows that there exists a tensor T˜ onM such that T˜ ◦dp = dp◦T
and Ω˜(X,Y ) = 2〈T˜X, Y 〉∗. We shall check under what conditions ξ is an eigenfield
of the Ricci tensor S of (P, gc). Let us note that if ∇˜ is a Levi-Civita connection for
(M, g∗) then (∇˜XY )
∗ = ∇X∗Y
∗− 12V [X
∗, Y ∗] and 〈∇˜XY, Z〉 = 〈∇X∗Y
∗, Z∗〉 where
X,Y, Z ∈ X(M), ∗ denotes the horizontal lift and VX (respectively HX) denotes
a vertical (horizontal) part of X . Hence if {E1, E2, .., Em} is an orthonormal local
frame on M then we have:
〈trg∗∇˜T˜ , Y 〉∗ =
m∑
i=1
〈∇˜T˜ (Ei, Ei), Y 〉∗ =
m∑
i=1
(〈∇˜Ei(T˜Ei), Y 〉∗
−〈T˜ (∇˜EiEi, Y 〉∗) =
m∑
i=1
(〈∇E∗
i
(TE∗i ), Y
∗〉 − 〈T (∇E∗
i
E∗i , Y
∗〉)
= 〈trg∇T, Y
∗〉.
Consequently,
(A) δΩ˜ = −
m∑
i=1
∇˜EiΩ˜(Ei, Y ) = −2〈tr∇˜T˜ , Y 〉∗ = −2〈tr∇T, Y
∗〉
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as ∇T (ξ, ξ) = 0. From (2.7) it follows that ξ is an eigenfield of the Ricci tensor if
and only if δΩ˜ = 0 which is equivalent to trg∇T ‖ ξ. In view of a relation p
∗Ω˜ = dθ
the form Ω˜ is closed. Hence we obtain:
Proposition 3.1. Let p : P → M be a S1-principal fibre bundle over (M, g∗)
and θ¯ be a connection form on P. If we define the metric g on P by the formula (g)
then the fundamental vector field ξ¯ = cξ of the action of the group S1 is a Killing
vector field. The field ξ is the eigenfield of the Ricci tensor S of (P, g) i.e. Sξ = λξ
if and only if δΩ˜ = 0 and then λ =‖ T˜ ‖2, Sξ =‖ T˜ ‖2 ξ. If M is compact then the
above condition means that Ω˜ is harmonic (∆Ω˜ = 0).
Proof. The proposition follows from (2.7) and (2.8) and the relation ‖ T˜ ‖=‖
T ‖ . ♦
Remark 3.2. Let us note that λ = ρ(ξ, ξ) =‖ ∇ξ ‖2=‖ T ‖2= 14 ‖ Ω ‖
2 hence λ
is constant if and only if Ω has constant length.
Now we find under what conditions the Ricci tensor S satisfies the relation
SX∗ = µX∗ for all X ∈ X(M). We shall use O’Neill formulas (see [13],[1]). The
fibers of p : P → M are totally geodesic (∇ξξ = 0!.) Hence the O’Neills tensor T
vanishes. We shall compute the tensor A:
AEF = V(∇HEHF ) +H(∇HEVF ).
It is easy to check that:
(3.1) AEF = 〈E, TF 〉ξ + 〈ξ, F 〉TE.
Consequently, if U, V are horizontal vectors then
(3.2) ‖ AUV ‖
2= 〈V, TU〉2
and AUV = −
1
2Ω(U, V )ξ. Hence
(3.3) K(U ∧ V ) = K∗(U∗ ∧ V∗)− 3〈U, TV 〉
2
and
(3.4) K(U ∧ ξ) =‖ TU ‖2 .
where K denotes a sectional curvature and (U∗)
∗ = U, (V∗)
∗ = U . Let {E0 =
ξ, E1, E2, .., Em} be a local orthonormal frame on P . Then we obtain for the Ricci
tensor ρ the formula (U is a unit horizontal vector):
(3.5) ρ(U,U) = K(U ∧ ξ) +
m∑
i=1
K(U ∧ Ei) = ρ∗(U∗, U∗)− 2 ‖ TU ‖
2 .
We also obtain a formula for the scalar curvature τ of (P, g):
τ = τ∗ − 2 ‖ T ‖
2 + ‖ T ‖2= τ∗− ‖ T ‖
2
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where ρ∗, τ∗ are the Ricci tensor and the scalar curvature of (M, g∗). Hence SX
∗ =
µX∗ if and only if ρ∗(U∗, U∗)− 2 ‖ T˜U ‖
2
∗= µ ‖ U∗ ‖
2
∗ or equivalently if S∗+2T˜
2 =
µId, where ρ∗(X,Y ) = 〈S∗X,Y 〉∗. If (M, g∗) is a Riemannian space then an integral
2-form Ω (i.e. {Ω} ∈ H2(M,Z)) determines a S1 principal fibre bundle p : P →M
and a connection form θ¯ ∈ A1(P ) such that dθ¯ = 2pip∗Ω. We can construct on P
a Riemannian metric gc using formula (g) and then p is a Riemannian submersion.
The fundamental field ξ is an eigenfield of the Ricci tensor of (P, gc) if and only if
δΩ = 0. We shall prove a theorem similar to the results in [1] (we use the above
notation):
Theorem 3.3. Let (M, g∗, J) be a Ka¨hler-Einstein manifold with nonvanishing
scalar curvature τ∗. Then there exists a S
1-principal fibre bundle p : P →M and
a connection form θ¯ on P such that dθ¯ = −αp∗ω where ω is a Ka¨hler form of
(M, g∗, J) and α =
τ∗
2n , n = dimCM. If for c > 0 we define gc = c
2θ¯ ⊗ θ¯ + p∗g∗
then T˜ = − 12cαJ and δΩ˜ = 0. Consequently, (P, gc) is an A-manifold and for
c2 6= 2(n+1)α is a proper A-manifold with two constant eigenvalues λ =
1
2nc
2α2 and
µ = α(1− 12αc
2).
Proof. (See also Th.9.76 in [1].) Let P be a S1-bundle determined (see [8])
by the first Chern class c1(M) of (M, g∗, J). Let us recall that c1(M) = {−
ρJ
2pi},
where ρJ is the Ricci form of (M, g∗, J) i.e. ρJ(X,Y ) = ρ∗(X, JY ). As (M, g∗) is an
Einstein space we have ρ∗(X,Y ) =
τ∗
2n 〈X,Y 〉∗ where τ∗ denotes the scalar curvature
of (M, g∗). Let θ¯ be a connection form on P such that dθ¯ = −αp
∗ω where ω is
the Ka¨hler form of (M, g∗, J) (ω(X,Y ) = 〈X, JY 〉) and α =
τ∗
2n . Note that P can
be realized as a subbundle of the anti-canonical line bundle K∗ =
∧n
T (1,0)M . If
we define P = {γ ∈ K∗ : 〈γ, γ¯〉 = 1} then P with the induced metric connection
satisfies the above conditions. Let us define a metric g on P by the formula (g)
then a form Ω = cdθ¯ satisfies the relation Ω = −cαp∗ω thus Ω˜ = −cαω (Ω, Ω˜, T˜ , T
are defined as in Prop.3.1). Hence 2T˜ = −cαJ and ‖ T ‖2= 12nc
2α2. It is clear that
δΩ˜ = 0. Consequently, ξ is an eigenfield of the Ricci tensor S of (P, g) and
(3.6) Sξ =
1
2
nc2α2ξ.
From (3.5) it follows that
(3.7) ρ(U,U) = α〈U,U〉 −
1
2
c2α2〈U,U〉 = α(1 −
1
2
c2α)〈U,U〉
for all horizontal vectors U ∈ TP . From (3.6) it follows that S preserves the
distribution H of horizontal vectors of P i.e. SH ⊂ H , hence from (3.7) it is clear
that
(3.8) SU = α(1 −
1
2
c2α)U
for any U ∈ H . Let us denote λ = 12nc
2α2, µ = α(1 − 12c
2α). If c2 = 2(n+1)α then
λ = µ and (P, gc) is an Einstein space. Let us assume that c
2 6= 2(n+1)α . Then
the assumptions of Th.2.10 are satisfied hence S ∈ A which means that (P, gc) is
an A-manifold. The space (P, gc) is a proper A-space if c
2 6= 2(n+1)α as we have
assumed that τ∗ 6= 0 hence Ω˜ 6= 0 (see Th.2.8)♦
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Remark 3.4. Notice that if (M, g∗, J) is a compact Ka¨hler-Einstein manifold
then (P, gc) is a compact A-manifold.
Corollary 3.5. If (M, g∗) is a closed Riemannian surface of constant non-zero
curvature K ∈ R then there exists a S1-bundle P overM and a family of Riemann-
ian structures (P, gc) (c > 0, c
2 6= 1
K
) on P such that (P, gc) is a proper compact
A-manifold and a submersion p : P → M is a Riemannian submersion. If K > 0
then we obtain A. Gray’s examples (see [7] p.267).
Let us recall that N.Koiso and Y.Sakane have constructed explicit locally non-
homogeneous examples of compact Ka¨hler-Einstein manifolds with arbitrary coho-
mogeneity d ∈ N (see [9], [10]) and E.Calabi has constructed locally non-homogene-
ous complete Ka¨hler-Einstein manifolds for every dimension 2n, n > 1. Hence we
have:
Corollary 3.6. If (M, g∗, J) is a compact non-homogenous Ka¨hler-Einstein man-
ifold with τ∗ 6= 0 and cohomogeneity d (see [9],[10]) then the space (P, gc) (for
c satisfying a condition c2 6= 4n(n+1)τ∗ ) is a non-homogoneous proper compact A-
manifold of cohomogeneity d.
Proof. Let us note that if X is a Killing vector field on (P, gc) then LXS = 0 and
from (3.6) we obtain S([X, ξ]) = λ[X, ξ] thus, (we assume that λ 6= µ), [X, ξ] ‖ ξ.
On the other hand, the relation < ξ, ξ >= 1 yields < [X, ξ], ξ >= 0. Hence
[X, ξ] = 0. It follows that X is projectable HX = X∗1 where X1 ∈ X(M) is a Killing
vector field on M . Consequently every Killing vector field on P is projectable and
cohomg(P ) =cohomg(M).♦
Corrolary 3.7. If (M, g∗, J) is a locally non-homogeneous complete Ka¨hler-
Einstein manifold with negative scalar curvature and with dimM = 2n > 2 (see
[2],[16]) then (P, gc) is a complete locally non-homogeneousA-manifold of dimension
2n + 1 giving an answer to the open problem in [1] (p.451,16.56 (i)). Hence for
every odd number m > 3 we have constructed locally non-homogeneous proper A-
manifold (M, g) with dimM = m. Let us note that there are many such compact
manifolds given by Calabi-Yau theorem, hence we obtain many examples of non-
homogeneous proper compact A-manifolds (however they are not given explicitly).
Remark 3.8 Let us note that for c = 2
α
= 4n
τ∗
the manifold P is a Sasakian
A-manifold. We classify Sasakian A-manifolds in the forthcoming paper.
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