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Abstract
MOCABA is a combination of Monte Carlo sampling and Bayesian updating algorithms for the prediction of integral
functions of nuclear data, such as reactor power distributions or neutron multiplication factors. Similarly to the es-
tablished Generalized Linear Least Squares (GLLS) methodology, MOCABA offers the capability to utilize integral
experimental data to reduce the prior uncertainty of integral observables. The MOCABA approach, however, does
not involve any series expansions and, therefore, does not suffer from the breakdown of first-order perturbation theory
for large nuclear data uncertainties. This is related to the fact that, in contrast to the GLLS method, the updating
mechanism within MOCABA is applied directly to the integral observables without having to “adjust” any nuclear data.
A central part of MOCABA is the nuclear data Monte Carlo program NUDUNA, which performs random sampling of
nuclear data evaluations according to their covariance information and converts them into libraries for transport code
systems like MCNP or SCALE. What is special about MOCABA is that it can be applied to any integral function of
nuclear data, and any integral measurement can be taken into account to improve the prediction of an integral observable
of interest. In this paper we present two example applications of the MOCABA framework: the prediction of the neutron
multiplication factor of a water-moderated PWR fuel assembly based on 21 criticality safety benchmark experiments
and the prediction of the power distribution within a toy model reactor containing 100 fuel assemblies.
Keywords: uncertainty analysis, nuclear data, Monte Carlo methods, nuclear criticality safety, reactor analysis
1. Introduction
Over the last years, methods of Monte Carlo propa-
gation of nuclear data uncertainties have been playing an
increasingly important role in the uncertainty analysis of
integral observables, such as neutron multiplication fac-
tors, isotopic concentrations in irradiated nuclear fuel or
reactor power distributions (Koning and Rochman, 2008;
Sanz et al., 2008; Zwermann et al., 2010; Buss et al., 2011;
Williams et al., 2012; Wieselquist et al., 2013). This is
largely owed to the fact that comprehensive covariance
data have been added to the major nuclear data evalu-
ations (Chadwick et al., 2011; Shibata et al., 2011; JEFF
team, 2014; Koning and Rochman, 2011). The applica-
tion range of Monte Carlo based nuclear data uncertainty
propagation is very wide and extends from criticality safety
analysis over reactor core analysis, depletion analysis and
activation analysis to more exotic applications like the
design of accelerator-driven systems and fusion systems
(Buss et al., 2011; Williams et al., 2012; Klein et al., 2012;
Pasichnyk et al., 2012; Garcia-Herranz et al., 2008; Diez
et al., 2013; Rochman et al., 2011a).
Email address: axel.hoefer@areva.com (A. Hoefer)
However, the traditional way of propagating nuclear
data uncertainties is not based on Monte Carlo simulation
but on adjoint-based first-order perturbation theory, where
uncertainties of integral observables due to nuclear data
uncertainties are approximated by linear transformations
of nuclear data covariances. These linear transformations
are defined by the sensitivities of the integral observables
to the nuclear data (Uchasev, 1964; Gandini, 1967; Broad-
head et al., 2004).
A major strength of first-order perturbation theory is
that it can be combined with the Generalized Linear Least
Squares (GLLS) method, which allows us to utilize integral
experimental data to update prior knowledge about the
nuclear data and, consequently, about integral functions
of the nuclear data (Cecchini et al., 1965; Humi et al.,
1965; Hemment and Pendleburry, 1966; Broadhead et al.,
2004; De Saint Jean et al., 2011; Salvatores et al., 2013).
This procedure is also often referred to as “nuclear data
adjustment”.
In spite of the merits of first-order perturbation theory,
there are limitations to its applicability:
• If nuclear data uncertainties are too large, first-order
perturbation theory breaks down. This may already
happen for nuclear data uncertainties in the range
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of only a few percent (Hoefer et al., 2011; Rochman
et al., 2011b).
• Application cases with a very large number of re-
sponses, such as time-dependent pin-wise fission rates
in a depletion analysis, would require an unmanage-
ably large number of adjoint transport calculations
(Williams et al., 2012).
• Many transport codes do not offer the option to per-
form adjoint calculations. Adjoint-based first-order
perturbation theory is not applicable in such cases
(Williams et al., 2012).
Fortunately, the above limitations do not apply to the
Monte Carlo propagation of nuclear data uncertainties.
An apparent disadvantage of the Monte Carlo approach,
however, is that it cannot be combined with GLLS updat-
ing. Hence, what we need is a Bayesian procedure similar
to the GLLS method which allows us to take into account
integral benchmark measurements to update the Monte
Carlo predictions of the integral observables of interest.
Such a Bayesian updating mechanism for Monte Carlo
data is the main characteristics of the MOCABA approach.
The MOCABA procedure is divided into two steps: a
Monte Carlo step and an updating step. In the Monte
Carlo step, nuclear data and system parameters defining
the application case (e.g. a reactor core) are random sam-
pled from their respective uncertainty distributions. These
random draws are then used as input to transport calcu-
lations, which provides a multivariate data set of integral
observables for the application case and the benchmark
experiments. In the updating step, information related to
the benchmark experiments is added, namely the integral
measurements as well as the system parameters defining
the experimental setups and their uncertainties. This pro-
vides us with updated estimates and uncertainties of the
integral observables for the benchmark experiments and
with updated predictions and uncertainties of integral ob-
servables for the application case. Constraints on linear
combinations of the integral observables (e.g. a constraint
on the total power of a nuclear reactor) may also be in-
cluded in the updating step.
Depending on the degree of physical similarity between
the benchmark experiments and the application case1, the
MOCABA approach allows for significantly more precise
predictions of integral observables than a Monte Carlo ap-
proach without Bayesian updating. This makes MOCABA
very useful for a lot of applications.
One of the merits of the MOCABA framework is that
it can be applied to any function of nuclear data, including
vectors of local power values defining the power distribu-
tions within nuclear reactors, vectors of isotopic concentra-
tions defining the compositions of irradiated fuel samples,
1Here physical similarity is meant in the sense that two systems
are similar if their integral observables have similar sensitivities to
variations in the nuclear data.
or individual neutron multiplication factors. Moreover,
any integral measurement can be used as a benchmark for
the updating procedure. We may even include measure-
ments of integral observables that seem very different from
those we want to predict, like reactor power measurements
as benchmarks for the prediction of the isotopic composi-
tion of a completely unrelated irradiated fuel assembly.
In the following, we first present a description of the
statistical model and its implementation. The MOCABA
procedure is then applied to the prediction of the neu-
tron multiplication factor of a water-moderated PWR fuel
assembly and to the prediction of the power distribution
within a toy model reactor. We conclude the paper with
a short summary and outlook.
2. The Bayesian model and its implementation
2.1. Definition of the Bayesian model
Let us consider an arbitrary vector function y of a nu-
clear data vector α:
y(α) = (y1(α), . . . , yn(α))
T
, α = (α1, . . . , αr)
T
. (1)
To express nuclear data uncertainties, α is treated as a
random vector defined by an r-variate probability density
function (pdf) p(α). Consequently, y(α) as a function of
α is also a random vector defined by an n-variate pdf p(y)
which reflects the uncertainty of y due to nuclear data
uncertainties. p(y) is identified with an n-variate normal
distribution defined by a mean vector y0 and a covariance
matrix Σ0:
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p(y) = N (y0,Σ0) ∝ exp (−Q0/2) ,
Q0 = (y − y0)T Σ−10 (y − y0) . (2)
Since p(y) reflects our knowledge about y before any mea-
surements of y or constraints on y are taken into account,
we refer to p(y) as the prior pdf of y.
Measurements of y and linear constraints on y may
both be expressed in terms of a likelihood function of the
following type:
p(v |y) ∝ exp (−QV /2) ,
QV = ∆
TΣ−1V ∆, ∆ := Uy − v. (3)
Here U is a rectangular matrix, i.e. Uy represents a linear
transformation of y, and v is a vector defining the mea-
surements and/or linear constraints. Hence, v represents
2In case the normality assumption does not hold, e.g. for nonlinear
responses of y to variations in the nuclear data α, y may be mapped
onto an approximately normally distributed vector z by means of
an invertible variable transformation f . In that way p(y) may be
chosen from a more general class of distribution models such that
the response of y to variations in α is correctly reflected. The nor-
mal Bayesian model described below then applies to the transformed
vector z, and the distribution of y is obtained simply by applying
the inverse transformation f−1 to z.
2
the best estimate of Uy and ΣV is the corresponding co-
variance matrix.
According to Bayes’ theorem, the updated information
about y, which includes the prior knowledge related to
the nuclear data as well as the integral measurements and
constraints, is represented by the posterior pdf, which is
defined as the normalized product of the prior pdf and the
likelihood function (Gelman et al., 1998):
p(y |v) ∝ p(v |y) p(y) . (4)
Since both p(y) and p(v |y) are multivariate normal, Eq. (4)
yields a multivariate normal posterior pdf:
p(y |v) = N (y∗,Σ∗) ∝ exp (−Q∗/2) ,
Q∗ = Q0 +QV = (y − y∗)T Σ∗−1 (y − y∗) . (5)
Here y∗ is the maximum-a-posteriori estimate and Σ∗ the
related posterior covariance matrix of y.
To distinguish between observables related to the ap-
plication case and observables related to the benchmark
experiments, y may be partitioned into an application case
vector yA and a benchmark vector yB :
y =
(
yTA,y
T
B
)T
. (6)
Accordingly, we also express the model parameters of the
prior distribution, the likelihood function and the posterior
distribution in partitioned form:
y0 =
(
yT0A,y
T
0B
)T
, Σ0 =
(
Σ0A Σ0AB
ΣT0AB Σ0B
)
,
v =
(
vTA,v
T
B
)T
, ΣV =
(
ΣV A 0
0T ΣV B
)
,
U =
(
UA 0
0T UB
)
, y∗ =
(
y∗TA ,y
∗T
B
)T
,
Σ∗ =
(
Σ∗A Σ
∗
AB
Σ∗TAB Σ
∗
B
)
. (7)
To obtain the posterior distribution model parameters y∗
and Σ∗, the quadratic form Q∗ defined in Eqs. (2), (3)
and (5) has to be minimized with respect to y. For cases
with direct measurements of each component of yB with-
out constraints, which are represented by
Σ−1V A = 0, UB = I, (8)
we get the following expressions for the posterior model
parameters:
y∗A = y0A + Σ0AB (Σ0B + ΣV B)
−1
(vB − y0B) ,
y∗B = y0B + Σ0B (Σ0B + ΣV B)
−1
(vB − y0B) ,
Σ∗A = Σ0A −Σ0AB (Σ0B + ΣV B)−1 ΣT0AB ,
Σ∗B = Σ0B −Σ0B (Σ0B + ΣV B)−1 Σ0B ,
Σ∗AB = Σ0AB −Σ0AB (Σ0B + ΣV B)−1 Σ0B . (9)
As follows from Eq. (9), our knowledge about the appli-
cation case observables yA can be increased by measure-
ments of the benchmark observables yB , since yA and
yB are correlated by common nuclear data uncertainties.
These correlations are represented by the submatrix Σ0AB
of the prior covariance matrix Σ0. If the physical char-
acteristics of the application case are very different from
those of the benchmark experiments, the components of
Σ0AB tend to be very small. Measurements of yB then
only have a very small impact on our knowledge about
yA, i.e. the posterior estimates y
∗
A and Σ
∗
A differ only
very little from the prior estimates y0A and Σ0A. Con-
versely, for benchmark experiments with a very high de-
gree of physical similarity to the application case, the cor-
relations corresponding to Σ0AB are close to one, in which
case measurements of the benchmark observables yB may
significantly improve our knowledge about yA.
Up to this point, our Bayesian model takes into ac-
count nuclear data uncertainties, reflected by the prior co-
variance matrix Σ0, as well as uncertainties related to the
benchmark experiments and constraints, reflected by the
likelihood covariance matrix ΣV . What is still missing are
the system parameter uncertainties related to the applica-
tion case. They can, however, be included very easily into
the prior pdf p(y). For this purpose, the parameter vector
xA characterizing the system parameters of the applica-
tion case is treated as a random vector defined by a pdf
p(xA), and the integral observable vector y is now consid-
ered to be a vector function of the nuclear data random
vector α and the system parameter random vector xA:
y = y(α,xA) =
(
yTA(α,xA),y
T
B(α)
)T
. (10)
Consequently, the prior pdf p(y) in Eq. (2) is now defined
by the pdf p(α) reflecting the nuclear data uncertainties
and the pdf p(xA) reflecting the system parameter uncer-
tainties of the application case. Hence, the prior distri-
bution model parameters y0 and Σ0 now represent both
the prior information about the nuclear data and the in-
formation about the system parameters of the application
case. Since the parametric structure of the prior pdf is
not changed by including system parameter uncertainties
of the application case, the procedure of calculating the
posterior pdf p(y |v) stays the same as described above.
Having included system parameter uncertainties of the
application case into our Bayesian model, the list of un-
certainties to be considered is complete.
2.2. The MOCABA procedure
MOCABA is a software implementation of the Bayesian
model defined above.
In order to propagate nuclear data uncertainties to in-
tegral observable uncertainties, random sampling of ENDF-
6-formatted nuclear data files is performed with the aid of
the nuclear data Monte Carlo program NUDUNA (Buss
et al., 2011) using the uncertainty information included
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in the corresponding covariance files of the respective nu-
clear data evaluation (Chadwick et al., 2011; Shibata et al.,
2011; JEFF team, 2014; Koning and Rochman, 2011).
NUDUNA is designed to read input data provided in ENDF-
6 format CSEWG (2013). Its random sampling is based on
the information provided in the File 31-34 uncertainty sec-
tions and in File 8 of an ENDF-6 tape, i.e. it considers un-
certainties of neutron multiplicities, resonance parameters,
cross sections, angular distributions, half-lives, and decay
branching ratios. Neutron fission spectrum uncertainties,
fission yield uncertainties and correlations of different iso-
topes are not yet included in the current NUDUNA ver-
sion. The sampled nuclear data files are subsequently con-
verted automatically into libraries for transport calcula-
tions.
The current version of NUDUNA has the capability to
generate random ACE tapes for continuous energy trans-
port calculations with MCNP or SERPENT as well as 44-
group and 238-group AMPX tapes for transport calcula-
tions with SCALE (X-5 Monte Carlo Team, 2003; Leppa¨nen,
2013; Oak Ridge National Laboratory, 2009). To extend
the application range to reactor core design and reactor
safety analysis, the option to generate few-group libraries
for reactor core simulation systems will be included in fu-
ture versions of NUDUNA.
To take system parameter uncertainties of the applica-
tion case into account, for each random sample αMCi of the
nuclear data evaluation vector α generated by NUDUNA,
a random sample xMCA,i of the application case system pa-
rameter vector xA is drawn. The Monte Carlo samples are
then used as input parameters for transport calculations
of the application case and benchmark observables repre-
sented by the components of the integral observable vector
y; see Eq. (10). Hence, a set of m random draws of α and
xA yields a multivariate data set
YMC =
{
yMC1 , . . . ,y
MC
m
}
=
{
y
(
αMC1 ,x
MC
A,1
)
, . . . ,y
(
αMCm ,x
MC
A,m
)}
(11)
of m random draws of y. These data are used for the esti-
mation of the prior pdf p(y), where we apply the following
consistent and unbiased estimators of the prior mean vec-
tor and the prior covariance matrix (Gelman et al., 1998):
yˆ0 =
1
m
m∑
i=1
yMCi ,
Σˆ0 =
1
m− 1
m∑
i=1
(
yMCi − yˆ0
) (
yMCi − yˆ0
)T
. (12)
If a sufficiently large value for the Monte Carlo sample size
m is chosen, yˆ0 and Σˆ0 may be identified with the prior
distribution model parameters y0 and Σ0; see Eq. (2). If
the Monte Carlo data YMC do not fit the assumption that
y is normally distributed, e.g., if there is a strongly non-
linear response of y to variations in the nuclear data, we
can make use of a suitable invertible variable transforma-
tion y → z onto an approximately normally distributed
random vector z (see footnote 2).
Before performing the Bayesian updating according to
Eq. (4), we have to translate the benchmark uncertain-
ties into the covariance matrix ΣV of the likelihood func-
tion p(v |y); see Eq. (3). For direct measurements of
the benchmark observables without any constraints (see
Eq. (8)), the measurement vector vB is our best estimate
of yB if we ignore the prior knowledge about the nuclear
data, and the covariances of the benchmark measurements
due to uncertainties in the benchmark system parameters
are represented by the covariance matrix ΣV B ; see Eq. (7).
Collecting the system parameters characterizing all
benchmark experiments under consideration into a single
parameter vector xB allows us to express the benchmark
system parameter uncertainties by treating xB as a ran-
dom vector defined by a pdf p(xB). The benchmark mea-
surements are then expressed as a vector function yB(xB)
of this random vector. Since we are generally dealing with
sets of measurements that are related by common bound-
ary conditions, like sets of local reactor power measure-
ments, the benchmark measurements are generally related
by common sets of uncertain system parameters. Con-
sequently, the components of the random vector yB(xB)
are generally stochastically dependent, and the covariance
matrix ΣV B is generally not diagonal.
One way to evaluate the covariance matrix ΣV B is via a
Monte Carlo method, where we draw a sufficient number of
random samples of the system parameter vector xB , insert
them into transport calculations for yB and calculate a
statistical estimate of ΣV B analogous to Eq. (12); see Buss
et al. (2010).
Another way to calculate ΣV B is via a first order se-
ries expansion of yB about the nominal system parameter
vector xB,0:
yB(xB) ' yB(xB,0) + SB (xB − xB,0) ,
(SB)ij = ∂yBi/∂xBj |xB=xB,0 , (13)
which is an acceptable approximation if the system pa-
rameter uncertainties represented by p(xB) are sufficiently
small. The covariance matrix ΣV B is then obtained by a
linear transformation of the covariance matrix ΣXB of the
system parameters xB defined by the sensitivity matrix
SB :
ΣV B ' SBΣXBSTB . (14)
Having calculated the prior model parameters, y0 and Σ0,
and the covariance matrix of the likelihood function ΣV B ,
the posterior model parameters, y∗ and Σ∗, are obtained
by minimizing the quadratic form Q∗ in Eq. (5) using stan-
dard methods of numerical linear algebra.
2.3. The GLLS method as a first-order approximation
If nuclear data uncertainties are sufficiently small, the
integral observable vector y may be approximated by a
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first-order series expansion about the best-estimate nu-
clear data vector α0:
y(α) ' y(α0) + S∆α, ∆α = α−α0,
(S)ij = ∂yi/∂αj |α=α0 . (15)
Choosing a multivariate normal distribution model for the
nuclear data vector α,
p(α) = N(α0,Σα), (16)
the first order expansion yields the following expressions
for the distribution model parameters of the prior pdf of
y:
y0A ' yA(α0), y0B ' yB(α0), Σ0A ' SAΣαSTA,
Σ0B ' SBΣαSTB , Σ0AB ' SAΣαSTB , (17)
cf. Eq. (7). Here SA and SB denote the application case
and benchmark submatrices of the sensitivity matrix S.
Inserting Eq. (17) into Eq. (9) yields the well-known
GLLS results of the posterior model parameters (Cecchini
et al., 1965; Humi et al., 1965; Hemment and Pendleburry,
1966; Broadhead et al., 2004; De Saint Jean et al., 2011;
Salvatores et al., 2013):
y∗A ' y0A + SA∆α∗, y∗B ' y0B + SB∆α∗,
Σ∗A ' SAΣ∗αSTA, Σ∗B ' SBΣ∗αSTB ,
Σ∗AB ' SAΣ∗αSTB . (18)
with
∆α∗ = α∗ −α0
= ΣαS
T
B
(
SBΣαS
T
B + ΣV B
)−1
(vB − y0B) ,
Σ∗α = Σα −ΣαSTB
(
SBΣαS
T
B + ΣV B
)−1
SBΣα. (19)
Hence, the GLLS estimates are linear transformations of
the maximum-a-posteriori estimate α∗ of the nuclear data
vector α and of the corresponding posterior nuclear data
covariance matrix Σ∗α.
At this point, it is important to stress that this linear
relationship between integral observables and nuclear data
is a result of first-order perturbation theory expressed by
Eq. (15). Since Eqs. (18) and (19) represent a first-order
approximation of Eq. (9), the GLLS approximation yields
acceptable predictions only for sufficiently small nuclear
data uncertainties (Hoefer et al., 2011; Rochman et al.,
2011b).
3. Applications
3.1. Prediction of the reactivity of a water-moderated fuel
assembly
As a first test case of the MOCABA procedure, we
choose an exercise from the preliminary Phase IV bench-
mark specification (Hoefer et al., 2012) for the Expert
Group on Uncertainty Analysis for Criticality Safety Anal-
ysis (UACSA) of the OECD/NEA Working Party on Nu-
clear Criticality Safety (WPNCS). This UACSA bench-
mark was defined with the objective to calculate the Pear-
son correlations due to system parameter uncertainties
between the neutron multiplication factors keff of exper-
iments belonging to the same series of criticality safety
benchmark experiments and to quantify the impact of these
correlations on the prediction of the keff value of an appli-
cation case; see also Bock and Stuke (2013) and Bock and
Behler (2013).
The selected exercise involves 21 criticality safety bench-
mark experiments from the ICSBEP handbook (NEA Nu-
clear Science Committee, 2012). Four experiments are
taken from LEU-COMP-THERM-007 (Cases 1, 2, 3 and
4) and 17 experiments from LEU-COMP-THERM-039 (all
17 cases). Each of these 21 experimental configurations is
defined by a single water-moderated array of fuel rods in
a square pitch arrangement. The fuel rods contained low-
enriched UO2 fuel. For each experiment, the fuel rod array
was placed in a tank and the water level was raised close
to the critical level; see Figure 1. The critical water height
was then obtained by extrapolation from the subcritical
water height measurements to the critical water height.
 
Figure 1: LCT-007/039: Schematic overview of the exper-
imental setup (adopted from NEA Nuclear Science Com-
mittee (2012)).
The 21 configurations differ in the number and pattern
of fuel rods within the fuel rod array and in the fuel rod
pitch which is related to the moderator-to-fuel ratio. All
experiments made use of the same experimental equipment
and the same fuel rods. To cover the stochastic dependen-
cies between the keff values of different criticality experi-
ments, a complete stochastic dependence between the fuel
rod parameters of different fuel rods is assumed, i.e. all fuel
rods are assumed to be characterized by a single parameter
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for the fuel rod outer diameter, a single parameter for the
fuel density, a single parameter for the U-235 enrichment,
etc.
Among the benchmark system parameter uncertain-
ties specified in NEA Nuclear Science Committee (2012),
uncertainties in the fuel rod inner diameter, the fuel rod
thickness, and the mean linear density of the fuel column
have the highest impact on keff . Hence, these parame-
ters are chosen as the components of the three-dimensional
benchmark system parameter vector xB , and the corre-
sponding 3×3 covariance matrix ΣXB is derived from the
uncertainty specification in NEA Nuclear Science Commit-
tee (2012). The covariance matrix ΣV B of the likelihood
function is calculated from ΣXB according to Eq. (14),
where the components of the sensitivity matrix SB are de-
rived from SCALE 6.0 criticality calculations for variations
of the three system parameters.
As appears from Figure 2, the Pearson correlations due
to system parameter uncertainties between the different
benchmark keff values are generally very high. In fact, they
are higher than 0.98 except for Case 3 and Case 4 of LCT-
007. This is explained by the fact that Case 3 is close to
optimum moderation and Case 4 is over-moderated, while
the remaining 19 experiments are under-moderated.
...
.
.
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Figure 2: Pearson correlation matrix corresponding to
ΣV B for the 21 experiments (Cases 1-4 of LCT-007 and
Cases 1-17 of LCT-039).
As an application case, we select from Hoefer et al.
(2012) the prediction of the neutron multiplication fac-
tor of a PWR fuel assembly which is moderated and fully
reflected by pure water; see Figure 3. Uncertainties are
specified for six different system parameters, defining the
dimensions of the fuel rods, the guide thimbles and the
height of the fuel column. These six parameters are iden-
tified with the components of the system parameter vector
xA; see Section 2.1. The pdf p(xA) follows directly from
the uncertainty specification in Hoefer et al. (2012).
Guide thimble 
position
Fuel rod 
position
Figure 3: Fuel rod lattice of a 16×16 PWR fuel assembly.
Following the notation of Section 2.1, the components
of the 22-dimensional vector y are given by the keff values
of the application case and the 21 benchmark experiments:
y = (y1, . . . , y22)
T
= (kapp, kLCT−7−1, . . . , kLCT−39−17)
T
. (20)
For the calculation of the prior and posterior distribution
of y, we follow the MOCABA procedure described in Sec-
tion 2.2. This evaluation is based on 1000 Monte Carlo
samples of the nuclear data for 235U, 238U, 1H and 16O
and of the application case system parameters. For the
nuclear data sampling the covariance information included
in the ENDF/B-VII.1 nuclear data evaluation (Chadwick
et al., 2011) is used. The criticality calculations are per-
formed with SCALE 6.0 using 44-group nuclear data li-
braries (Oak Ridge National Laboratory, 2009).
Figure 4 shows the mean values for the prior and poste-
rior distributions of the benchmark experiments. One ob-
serves a sizable bias in the prior keff distributions which is
predominantly caused by the procedure chosen to collapse
the point-wise ENDF/B 7.1 nuclear data to the 44-group
SCALE input library. The 44-group libraries provided by
ORNL as part of its SCALE Oak Ridge National Labora-
tory (2009) package are generated in a two-step process,
where first a 238-group library is generated which is then
collapsed to 44 groups based on a PWR-like spectrum. In
this work, the collapsing was performed in a one-step pro-
cedure using a spectrum that represents a combination of a
1/E, a fission, and a thermal Maxwellian spectrum (NJOY
option IWT=4). MOCABA corrects the bias induced by
the simplified group collapsing scheme, and thus shifts
the posterior distribution towards larger keff values. More
recent NUDUNA applications are based on 238-group li-
braries and show for low-enriched UO2 and MOX lattices
moderated by water similar prior biases as default SCALE
libraries.
The evaluation of the prior covariance matrix Σ0 ac-
cording to Eq. (12) reveals high correlations due to nuclear
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Figure 4: Mean values of the prior and posterior keff dis-
tributions for the 21 benchmark experiments. The error
bars show the standard deviations of the distributions.
data uncertainties between the keff values of the bench-
mark experiments and of the application case. In fact,
these correlations are higher than 0.97 except for Case 3
and Case 4 of LCT-007. Hence, we may expect that our
knowledge about the application case keff value will be sig-
nificantly improved by taking into account the benchmark
experiments.
This expectation is confirmed by Figure 5, since the
width of the posterior distribution is significantly reduced
compared to the width of the prior distribution. As also
appears from this figure, covariances due to system pa-
rameter uncertainties between the keff values of different
benchmark experiments enhance the width of the posterior
keff distribution which reflects a decrease in information.
Hence, it is generally important to take covariances due to
system parameter uncertainties into account.
Figure 6 shows the posterior keff ± σ values of the ap-
plication case as a function of the number of benchmark
experiments taken into account. As can be seen, the pos-
terior keff predictions become nearly stable after the first
five benchmark experiments have been added, and the pos-
terior uncertainty is not further reduced. The reason is, as
follows from Figure 5, that after adding the first 5 bench-
mark experiments the posterior uncertainty is dominated
by the application case tolerances, and this uncertainty
cannot be reduced by adding more benchmark informa-
tion.
3.2. Power distribution of a toy model reactor
The example presented in the last sub-section was re-
lated to the prediction of a single integral observable, namely
the neutron multiplication factor of a water-moderated
fuel assembly, where the integral observable vector yA of
the application case had only one component. Since MO-
CABA may be applied to the prediction of any vector func-
tion of a nuclear data vector α, we are now going to test
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keff
Application case prior
Application case posterior
Application case posterior, benchmark
correlations neglected
Application case tolerances included
0.945 0.950 0.955 0.960 0.965 0.970 0.975 0.980
keff
Application case prior
Application case posterior
Application case posterior, benchmark
correlations neglected
Application case tolerances neglected
Figure 5: Prior and posterior keff distribution for the ap-
plication case. For the lower panel, the system parameter
uncertainties of the application case were neglected, i.e. the
application case system parameter vector xA was kept con-
stant at its nominal value (no Monte Carlo sampling of xA,
see Section 2.2).
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 0.98
 0  5  10  15  20
k e
ff
Number of considered benchmarks
1−4: LCT−007, Cases 1−4
5−21: LCT−039, Cases 1−17
keff ± σ
Figure 6: Posterior keff ± σ for the application case as a
function of the number of benchmark experiments taken
into account in the Bayesian updating procedure.
the updating algorithm of MOCABA for a simple reactor
toy model where yA has dimension 100. The purpose of
this toy model, which is similar to the one used for an
exercise in Hoefer et al. (2012), is not to simulate a real
reactor core but to demonstrate the MOCABA method for
a high-dimensional integral vector function.
Each component of yA may be thought of as the ther-
mal power of one out of 100 fuel assemblies within a nu-
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clear reactor. Hence, the sum of the components of yA
represents the total reactor power.
We assume a four-dimensional nuclear data random
vector α defined by the following pdf:
p(α) = N(α0,Σα),
α0 = (9.9968, 1.0066, 1.0225, 1.2198)
T
,
Σα = diag (0.3, 0.03, 0.03, 0.03) . (21)
yA is supposed to be given by the following vector function:
yA = (yA,1, . . . , yA,100)
T , yA,i = α
TxA,i,
p(xA,i) = N (xA,0,ΣXA) , xA,0 = (0.6, 6,−12, 24)T ,
ΣXA = diag (0.006, 0.06, 0.12, 0.24) . (22)
We further assume nine benchmark measurements being
related to the following vector function:
yB = (yB,1, . . . , yB,9)
T ,
yB,i =
α1α4xB1
α1xB1 + α2x
(i)
B2 + α3x
(i)
B3
. (23)
The components yB,i of yB may be thought of as neutron
multiplication factors of nine different critical configura-
tions, i.e. the measurements of yB,i are given by vB,i = 1,
and the uncertainty distributions of the benchmark system
parameters follow directly from Table 1, where we assume
normal distribution models for all system parameters.
The second to last column in Table 1 contains the cal-
culated benchmark keff values y
(0)
B,i for the nominal values
of the nuclear data and the benchmark system parameters.
The observed Pearson correlations due to nuclear data
uncertainties between the elements of the application case
vector yA and the benchmark vector yB , corresponding
to the submatrix Σ0AB of Σ0 (see Eq. (7)), are in the
range between 0.7 and 0.93. Hence, we may expect that
taking into account the benchmark measurements will sig-
nificantly improve our knowledge about yA.
This expectation is confirmed by Figure 7, which shows
the prior and posterior pdfs of the total reactor power,
i.e. the sum of all 100 components of yA, and of the power
yA,i of a single fuel assembly. As can be seen, the widths
of the posterior distributions are much smaller than those
of the prior distributions, which reflects a strong increase
in information. Here the posterior distributions are pre-
sented for three different cases: the green curves corre-
spond to the case where no constraints are imposed on the
total reactor power, the blue curves correspond to a total
power of 2900 MW with a standard deviation of 10 MW,
and the red curves correspond to a total power of exactly
2900 MW.3
3It should be noted that for a real reactor power simulation the
total power is fixed, i.e. the power distribution is normalized to the
total power. This means that the sum constraint has to be applied
already to the prior local power vector y before taking into account
2600 2700 2800 2900 3000 3100 3200
Total power / MW
Prior
No constraints
P=2900 +/‐ 10  MW
P=2900 +/‐ 0  MW
26 27 28 29 30 31 32
Power per fuel assembly / MW
Prior
No constraints
P=2900 +/‐ 10  MW
P=2900 +/‐ 0  MW
Figure 7: Prior and posterior distributions for total reactor
power and power per fuel assembly.
Predicting the power distribution for a real reactor core
would follow a similar procedure as for the toy model
example, except that one would use NUDUNA for the
nuclear data sampling, and the analytic expressions in
Eqs. (22) and (23) would be replaced by transport cal-
culation results.
4. Conclusions
MOCABA combines the advantages of Monte Carlo
based nuclear data uncertainty propagation (no first order
approximation, no adjoint calculations necessary, applica-
ble to any function of nuclear data) with those of the Gen-
eralized Linear Least Squares method (updating of pre-
dictions of integral observables by taking into account in-
tegral measurements). Being based on a general Bayesian
scheme, MOCABA can be applied to the prediction of any
kind of integral observable (neutron multiplication factors,
isotopic concentrations in irradiated nuclear fuel, reactor
any measurements. According to Section 2.1, within the MOCABA
framework this sum constraint (as a special case of a linear con-
straint) is imposed by means of Bayesian updating of the uncon-
strained prior pdf of y. Information from benchmark measurements
can then be included in a second updating step. For the considered
toy model this two-step updating procedure, which is mathemati-
cally equivalent to a single combined updating step, yields the red
curves shown in Figure 7 if the total power is constrained to be 2900
MW.
8
Table 1: System parameters defining the 9 benchmark experiments.
Benchmark i xB1 σB1 x
(i)
B2 σ
(i)
B2 x
(i)
B3 σ
(i)
B3 y
(0)
B,i vB,i
1 2.0072 0.05 4.0424 0.05 -0.0746 0.05 1.0174 1.0
2 2.0072 0.05 1.9601 0.05 1.9292 0.05 1.0194 1.0
3 2.0072 0.05 -0.0506 0.05 3.9477 0.05 1.0177 1.0
4 2.0072 0.05 -2.0458 0.05 6.0650 0.05 1.0111 1.0
5 2.0072 0.05 -3.9905 0.05 8.0370 0.05 1.0086 1.0
6 2.0072 0.05 -6.0613 0.05 9.8448 0.05 1.0185 1.0
7 2.0072 0.05 -12.0059 0.05 15.9819 0.05 1.0063 1.0
8 2.0072 0.05 -16.0923 0.05 19.9995 0.05 1.0066 1.0
9 2.0072 0.05 -20.0440 0.05 23.9692 0.05 1.0032 1.0
power distributions, etc.), and any integral measurement
may be used as a benchmark to update the prediction of
an integral observable. Additionally, constraints on linear
combinations of integral observables can be accounted for,
e.g. a constraint on the total reactor power for the predic-
tion of a reactor power distribution. MOCABA incorpo-
rates the NUDUNA code for the nuclear data sampling.
Since NUDUNA performs its sampling directly on evalu-
ated nuclear data files in ENDF-6 format, the MOCABA
procedure is not restricted to any particular nuclear data
library format of a transport code system. The current
NUDUNA version supports automatic compilation of ACE
and AMPX libraries, i.e. MOCABA can already be used
in combination with continuous energy MCNP or SER-
PENT transport calculations and multigroup SCALE cal-
culations. A NUDUNA upgrade for generating few-group
libraries for reactor core simulation systems is in devel-
opment, so that the MOCABA code system will also be
applicable to reactor core design and reactor safety analy-
sis.
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