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Abstract— High integrity localization system is an important
challenge to improve safety for road vehicles. A way to meet
the requirements is to fuse information from several sensors,
from position and orientation sensors to motion, speed and
acceleration sensors. This paper tackles the problem of vehicle
motion estimation using monocular vision. A geometric model of
the road is used to learn a texture patch in the current image, this
patch is then tracked through the successive frames to estimate
in real time the motion of the vehicle. The proposed method was




There is a wide variety of initiatives trying to address
the problem of road safety. In this context, the European
Commission has an ambitious goal of traffic death reduction
of 50% by 2010. Some approaches relie on the delivery of
alerts and assistance to drivers since human factor is the
primary cause of fatalities. In such Advance Driver Assistance
Systems, a high integrity localization system is a requierement.
The localization process is usually based on fusion of
exteroceptive information and proprioceptive information.
While exteroceptive measurements provide position and/or
orientation of the mobile with respect to a reference frame,
usually by matching range and angle measurement with a
model which can be static or even dynamic if considering the
Global Positioning System (GPS), proprioceptive information
provides motion, speed and acceleration information that has
to be integrated with time.
However, availability of satellite-based positioning system
such as GPS receivers is not guaranteed since the signals
from satellites can easily be affected in given environments
due to the so called canyon effect of simply multipaths that
can affect electromagnetic waves [2]. It is thus of importance
to fuse GPS data with other information to continue the
estimation process in case of GPS outage.
Laser scanners [12], [13] may be used to compute position
and orientation if an a priori model exists or is being built.
Motion may also be estimated by matching static points
from one laser scan to another. Inertial Measurement Units
(IMU) and odometry provide an alternative way to estimate
the motion of a mobile. However, laser scanners need salient
features to extract useful informations and both laser sensors
and precise IMU are expensive.
Camera is a low cost alternative sensor that may be
used to estimate the motion between two frames. Classical
methods may be divided in two groups: those using no a
priori model and the others. The model can be a pattern
collection or a 3D Computer Aided Design (CAD) model
[11] . Methods that do not require a priori model allow to
ride through new environments but requires however at first a
feature learning stage. Textures, as used in [9] with a visual
Simultaneous Localization And Mapping (SLAM) algorithm,
or geometric features, such as edges [10], [14], may also be
employed with monocular vision or stereo vision head [4].
B. Model description
Since road environments are very heterogeneous, our
method focuses only on the road itself. Nevertheless, its
relief is not salient enough to provide reliable positioning
information and its boundaries do not make it possible to
extract depth translation [1]. But we can easily assume that
roads always have useful texture considering that recent roads
have white markers whereas older ones show sufficient wear
and tear marks. So, we assume the road locally flat and
choose an approach based on monocular vision.
Because it performs on a limited number of small planar
patches centered on points of interest, without any constraint
between them, the SLAM method as proposed in [9] is not
adapted to track only one large plane. Therefore we decide
to design a localization approach, suitable in a large number
of cases, since it is only based on natural road landmarks.
Our method proposes, using a geometric a priori model of
the road, to learn the texture, then to track it in the following
frames.
The approach presented in this paper is shown Fig. 1.
At first, a 3D CAD model is projected in the image plane, the
resulting patch is mapped with its texture during the learning
stage. Hypothesis on the camera motion is used to compute
several transformation matrices that are applied iteratively to
warp the patch. At each iteration, a correlation is performed
between the warped patch and the current frame patch. From
the warp allowing the optimal match, we get the inverse
vehicle motion in the local reference frame used.
Fig. 1. Diagram of the proposed algorithm
The paper is organized as follows, section II presents the
camera model used and the mapping process. Section III
deals with the planar homography and the warping stage. In
sections IV and V we discuss how to perform a fast patch
correlation, a brief overview of the global motion computation
is also provided. Experimental results and assessment are
presented section VI. At last, our conclusions and directions
for future works are given in section VII.
II. TEXTURE LEARNING
The learning stage extracts a patch texture from the current
image using the pinhole camera model assumption and the
intrinsic parameters associated.
Let P be a point in the camera referential system and
p its correspondent in the image plane P 2 with respectively
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where the intrinsic parameters are f the effective focal length,
[u0 v0]
T the image coordinates of the intersection of the
optical axis of the lens with the image plane, ku and kv the
scale factors. All these parameters are obtained by offline
calibration.
The texture is directly mapped on the CAD patch projection
using current frame pixels (Fig. 2). At each new frame, the
texture is updated instead of always working on its first
instance. In such manner, and assuming that the vehicle
moves forward, the accuracy is improved in spite of a weak
drift which may be introduced by successive projections.
When a part of the tracked patch is no more in the field of
view, a new available one is projected and mapped further.
Fig. 2. Texture learning stage
III. TEXTURE WARPING
The tracking stage computes the 3D transformation which
matches the patch extracted from the previous frame in
the current one. Since the road is assumed to be locally
plane, the transformation is a warp between two planar
patches describing the camera 3D motion and projection.
Such a perspective projection restricted to coplanar points
can be expressed as an homography which is a projective
transformation between two planes [3].
Let us consider the 3D planar patch projection into a
camera image plane. The homography describing this
transformation from R3 to the projective plane P 2 is:
p = HIR P ,
with P a point of the patch in the scene, p its projection
onto the image plane and HIR the homography warping from
R3 to P2. Homographic transformations being bijective, the
relationship between two projections of the same world point
in two camera planes, differing only by their point of view,
can be expressed by:
p2 = HIR T H−1IR p1 ,
where T is a 4 × 4 matrix describing the camera rigid
displacement in R3. Therefore the homographic matrix from
the video frame i1 to i2 has the form:
H21 = HIR T H−1IR . (2)
Since the homography matrix HIR is in fact the projection
matrix K including the intrinsic parameters, (2) becomes:
H21 = K T K−1 .
Let C1 and C2 be two cameras looking at the same plane π.
We note Pi a point of π in the camera Ci coordinate system,
and pi its projection in the corresponding image plane (Fig. 3).
Fig. 3. Homography between two camera projections
The equation describing the change of referential is:
P2 = R P1 + t , (3)
where R and t are respectively the rotation matrix and the
translation vector which describe the referential change. Let n
be a unit vector normal to the plane π such as:
nT Pi = d , ∀i ∈ {1, 2} ,
with d the distance between the camera and the plane, so:
nT
d
Pi = 1 , ∀i ∈ {1, 2} ,
therefore, (3) becomes:




The planar homography between the two image planes in-
cludes the camera projection matrix (K1 and K2 respectively
to the camera C1 and C2) :
p2 = K2 (R +
t nT
d
) K−11︸ ︷︷ ︸
H21
p1 .
Our model uses only one moving camera. Consequently, T (R,t)
describes the camera motion, and we assume there is only one
constant projection matrix K. Therefore :
H21 = K (R +
t nT
d
) K−1 . (5)
IV. TEXTURE MATCHING
A. The cost function
The matching stage attends to assess each warping. In
order to respect real-time system constraint, we perform a fast
patch correlation by computing the sum of absolute values
differences (SAD) for each pixel of the patch. The SAD is
performed for each red, green and blue image component and
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where N is the pixel number, Ppatch(i) the ith pixel value of
the warped patch and Pimage(i) its correspondent in the real
image. j says the color component.
Fig. 4. Matching stage illustration
Performing the correlation between the two patches in R3
could have introduced imprecision due to the interpolation
process. Therefore, the SAD is computed in the image plane
between the predicted patch projection and the current image
(Fig. 4).
Fig. 5. Cost function profile close to the true motion. Four degrees of freedom are described (from the left to the right: pitching and cap rotations, then
lateral and depth translations)
B. Tracking method
An exhaustive study of the cost function have been
performed in the warping space around the optimal
transformation. Fig. 5 shows an example of such an analysis
in the solution neighborhood using Ggobi, a visualization
software for viewing high dimensional data. One can observe
cost function profiles contingent on pitching, cap, lateral
and depth translations. Histogram representation allows to
describe the score amplitude due to the other parameters.
The best score is clearly highlighted since there is no local
minima that appears in a the area close to the global minima
score.
The camera frame rate is supposed high enough to use the
hypothesis of a vehicle with constant speed. Consequently,
the previous motion is used as the initialization guess for
the current motion estimation. At the start of the algorithm,
the assumption of a standing vehicle is used. Assuming such
approach avoid the algorithm being trapped in a local minima
and a gradient descent algorithm is used to find the optimal
solution in a very short time.
Considering the six Degrees Of Freedom (DOF),
we note the start point of the optimization process
X1 = (Rx1, Ry1, Rz1, tx1, ty1, tz1), therefore a gradient
descent step is performed such as:
Xi+1 = Xi + ∆X ,
with:
∆X = −η∇f(X) ,
where ∇f is the cost function gradient and η the training
step. The cost function gradient may be expressed as the sum







(X) + · · · + ∂f
∂tz
(X) .
Several tests using time integrated IMU data as first motion
estimation have been performed without any improvement.
Such results confirm that the assumption of vehicle constant
speed and the assumption of no local minima close to the
global minima were taken wisely.
V. MOTION COMPUTATION AND LOCAL REFERENTIAL
The final path motion includes all successive warps ex-
tracted from the tracking stage as following:
Tn0 = Tn n−1 · · · T21 T10 ,
considering Tj i the motion from the position i to the position
j and all transformations expressed in a same absolute ref-
erential. Since in our case each tracking stage computes the
patch motion in the current local referential system, we have
first to change the referential as following.
Let the first local referential R0 to be our absolute referential
and TR0Rn the transition matrix from Rn to R0 expressed
by:
TR0Rn = TR0R1 TR1R2 · · ·TRn−1Rn ,
hence:
T/R0 = TR0Rn T/Rn ,
where T/Rn is the motion T in the local coordinate system
Rn associated.
VI. EXPERIMENTATION AND RESULTS
A. Trajectory estimation
Our approach was validated with the LARA INRIA car
on several experiments with a duration of 30 seconds to 60
seconds. The extrinsic camera calibration was performed
using the coplanar POSIT algorithm [7] on known road
patterns such as a pedestrian crossing. In order to assess the
imprecision of the localization, a centimeter accuracy Real
Time Kinematic (RTK) GPS receiver was installed in the
vehicle (Fig. 7). Graphics Fig. 6 represent the paths from a
centimeter accuracy RTK GPS and integration of the motions
given by assessed algorithm, respectively in green and red.
The algorithm estimates correctly the vehicle motion
when the road texture is sufficient (see Fig. 8 and Fig. 9 to
look at good and bad cases). The first graph Fig. 9 illustrates
an insufficient texture case after 125 meters and we observe
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Fig. 6. Vehicle paths estimation by RTK GPS (green) and our visual perception approach (red)
B. Computational cost
The whole process, including learning texture, warping
predicted patch by homography, matching it with the previous
frame using a gradient descent and the real-time visualization
is performed with a current-day PC (3 GHz) at a frequency
of 15 Hz using color images with a resolution of 640 × 480
pixels.
Fig. 7. Instrumented vehicle
VII. CONCLUSION
In this paper, a real-time vehicle motion estimation system
is described. The motion estimation is formulated as a
matching task where the objective is to minimize a cost
function. The approach is applicable to multi patch tracking.
Indeed, it could be used to track simultaneously several
planes, road plane, building planes. . . Performance of the
vision motion estimator were assessed using a high accuracy
Real Time Kinematic GPS receiver.
Future work will focus on adding a texture evaluation
module coupled with the matching module to assess in real
time the imprecision given by the motion estimator and output
the imprecision associated with the motion measurement.
This last module is a requirement before integrating the
information from this real time motion estimation system
in the Bayesian fusion framework for localization that was
developed by our laboratory, it is also a step towards a high
integrity localization system.
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