Although pre-ratio pausing is a characteristic feature of fixed ratio (FR) schedules of reinforcement, pausing reduces the rate at which reinforcement is earned. To determine whether FR pausing can be altered, 7 rats were studied with procedures in which long pauses were punished with time-out from reinforcement. A general finding was that pausing is modifiable. However, tendencies to pause were highly resistant to change, and for some animals under some conditions efforts to reduce pausing were unsuccessful. Moreover, despite the fact that reduced pausing was accompanied by increased reinforcement rates, long pauses resumed when the punishment contingency was removed. Two sets of factors were proposed as contributors to these mixed results: the relatively small gain in reinforcement rates that accompanied reduced pausing, and the possible status of pre-ratio pausing as a form of elicited, rather than operant, behavior.
The FR pause would be less problematic if pausing could be explained as time spent preparing to respond again after reinforcement (i.e., consuming the reinforcer and approaching the response lever or key), or as time spent recovering from byproducts of responding (i.e., satiation or fatigue) . However, research has shown that pause duration is primarily determined by upcoming schedule requirements, and other factors are less critical. For example, the duration of the pause has been shown to depend on both the size of the upcoming ratio (e.g., Baron & Herpolsheimer, 1999; Griffiths & Thompson, 1973) and the magnitude of the reinforcer delivered when the ratio is completed (Perone & Courtney, 1992) .
The most compelling account of FR pausing was suggested originally by Keller and Schoenfeld (1950) and later elaborated on by others (e.g., Leslie, 1996; Nevin, 1971) . The pause is regarded as the outcome of a balance between opposing processes of extinction and reinforcement. On the one hand, the FR requirement of the schedule creates a period of time following reinforcement when responding cannot be reinforced, and the correlation of these temporal stimuli with extinction results in the inhibition of responding. On the other hand, responding does not extinguish completely because the early onset of responding hastens the delivery of the upcoming reinforcer as well as increases the overall reinforcement rate. According to this analysis, the waxing and waning of these two opposing forces both sustain pausing and allow FR responding to be maintained.
Results from several lines of research are consistent with the KellerSchoenfeld analysis. A critical finding is that pausing is negligible on variable-ratio schedules of reinforcement (e.g., Crossman, Bonem, & Phelps, 1987) , that is, a ratio schedule in which early responses are sometimes reinforced. In addition, the finding of more prolonged pausing with larger ratio sizes (e.g., Powell, 1968 ) is expected because larger ratios increase the separation between pre-ratiO responding and the eventual reinforcer. Similarly, reduced pausing with larger magnitudes of reinforcement (e.g., Perone & Courtney, 1992) suggests increased excitatory control by the upcoming contingency. Still lacking, however, is direct evidence for the periodicities in pausing that would accompany the waxing and waning of eXCitatory control.
The aforementioned account of FR performance implies that the pause-run pattern is an inherent feature of the FR schedule insofar as the schedule includes conditions for both extinction and increased reinforcement rates. A continuing puzzle, however, concerns why the organism's history with the contingencies does not play a larger role. More specifically, the increased reinforcement rates that accompany early responding should shape performances in the direction of reduced pausing. However, the data provided by Ferster and Skinner (1957) as well as by subsequent researchers (e.g., Baron & Herpolsheimer, 1999; Palya, 1992) indicate that the inefficient pause-run pattern is maintained indefinitely despite extended exposure to FR schedules.
A possibility suggested by Shull (1979) is that responding on FR schedules is not sufficiently sensitive to the variations in reinforcement rate that accompany variations in pausing. If this is the case, then procedures that augment this correlation should reduce pause durations and produce more efficient performances. Along these lines, there is evidence that FR responding can be affected by reinforcing consequences external to the schedule. DeCasper and Zeiler (1977) used differential reinforcement to increase the frequency of long run times (the time to complete the response run), and other researchers used similar procedures to increase the frequency of long pauses (e.g., Kelleher, Fry, & Cook, 1964) .
By comparison, evidence that pause durations can be decreased is more limited. Results reported by Findley (1962) and by Scheuer and Voss (1974) indicated that rats make fewer long pauses when long pauses were punished by a period of time-out. However, results in the former experiment were exclusively presented as cumulative records and in the latter as group averages. More satisfactory evidence may be found in an investigation by Williams and Shull (1982) . Two pigeons showed reduced pausing when pausing was punished by time-out and the pause distributions shortened progressively as the time-out duration was increased.
The present experiment further explored the possibility that FR pausing can be modified by its consequences. We first observed rats on FR schedules that produced marked pausing, and then punished the longest pauses by periods of time-out from the schedule. Some features of the procedure paralleled those of Williams and Shull. However, the subjects were rats rather than pigeons, the time-out durations were longer, and the punishment was delivered immediately following the preratio pause rather than at the end of the ratio. In addition, the procedures addressed the degree of reinforcement gain that accompanied reduced pausing and the extent to which such reductions were maintained when the time-out contingency was removed.
Method

Subjects
Seven male albino Sprague-Dawley rats were approximately 3 months old at the start of the experiment. All had previously been trained with progressive-ratio schedules of reinforcement. Weights were maintained in the range of 75-80% of the weight of free-feeding control animals, and feedings occurred at least 30 min after each session. Rats were housed individually under a 16:8 hour light/dark cycle, with free access to water. With occasional exceptions, sessions were conducted daily.
Apparatus
Sessions were conducted in two identical experimental chambers, 29 cm long, 24 cm wide, and 19 cm high. Each chamber was enclosed in a sound-attenuating box and an exhaust fan mounted on the outside wall provided ventilation . Extraneous sounds were masked by white noise and the sound of the fan. A single lever centered 9.5 cm above the floor required approximately 0.25 N of force to operate. Food reinforcement (45-mg Noyes pellets) was delivered to a recessed food cup positioned directly below the lever. A 3-W light mounted on the chamber door was on during the course of the session, but turned off during periods of time-out from reinforcement. Microcomputers and recording equipment were located in an adjacent room.
Procedure
The experiment involved observations of behavior under a series of fixed-ratio (FR) schedules of reinforcement. The sequence of conditions for each schedule followed an ABA design: a baseline condition, a punishment condition, and a return-to-baseline condition. Throughout the remainder of this report, this ABA sequence will be referred to as an experimental series. Each condition is described in detail below and summarized in Table 1 . The stability criteria are described in a separate section below.
Fixed-ratio baseline. All sessions ended after either 41 ratios or 10 min without a response, whichever came first. At the start of the session, the chamber was dark and silent except for the sound of the ventilating fan, and the lever was inoperative. After a 30-s delay, the white noise and door light were turned on, indicating that the session had begun and that reinforcement could be earned.
When the required number of responses was completed, a tone replaced the white noise and a food pellet was delivered 1 s later. The purpose of the 1-s delay was to prompt the rat to cease responding with the onset of the reinforcement period. Any responding during the tone extended the delay by an additional 1 s. The animals quickly adapted to the procedure; that is, after a few encounters with the delay, the animals consistently left the lever and approached the food cup as soon as the tone came on (thus, the effective delay between the response and the actual availability of the pellet was minimized). Following delivery of the pellet, the tone was turned off, the white noise was restored, and the contingencies of the next ratio were instituted.
Because subjects had had previous experience with ratio schedules, preliminary training was unnecessary. The initial ratio size was FR 30. The size was then increased to a level that produced enough long pauses to warrant advancement to the punishment condition. For the purposes of the research, pauses of 10 s or longer were defined as "long." If at least 15% of the pauses were long for two consecutive sessions, the punishment condition was introduced. Otherwise, the FR size was increased. Although the goal was to observe each animal at two different ratio sizes, 3 of the 7 animals received both punishment conditions at the same ratio size because attempts to increase the ratio proved unsuccessful. In addition, time constraints allowed only one series for 2 animals (R17 and R18).
Punishment condition. Determination of which pauses to punish was based on examination of pause distributions during the baseline condition . The criterion was set at the upper 15% of the distribution of pauses. This range was expanded (up to 19%) if other percentiles included pauses equivalent to the 15th percentile. Long pauses were punished using time-out from reinforcement. For example, if the boundary of the upper 15% of the baseline distribution was a pause of 20-s duration, the animal had to pause less than 20 s to avoid time-out punishment. When a time-out was incurred, the ratio was canceled , thus reducing the total number of reinforcers that could be earned below the maximum of 41 .
The time-out procedure had the following additional characteristics: (a) Time-out was signaled by turning the door light and masking noise off. (b) The initial time-out duration was 10 s, but longer durations (up to a maximum of 40 s) were introduced if pausing was not reduced . (c) Responses during the time-out did not count toward the completion of a ratio. (d) To hasten extinction of responding during the time-out, the procedure included a 10-s changeover delay, that is, each response during time-out prolonged the time-out period so that 10 s had to elapse without a response before the time-out would end. (e) Following the time-out, the door light and masking noise were restored, and the next ratio began.
The amount of training under the punishment condition depended on the degree to which pausing was suppressed. The goal was to reduce the proportion of pauses that met the pause criterion by 50%. If a reduction of 50% was not accomplished, the time-out duration was increased by 10 s, and further punishment sessions ensued. This procedure was continued until pausing was successfully reduced or until the time-out duration had been extended to 40 s without effect.
Following the punishment condition, the animals were exposed to four FR sessions without time-outs. This second baseline condition was designed to test for changes in pausing following the removal of the punishment contingency.
Stability criteria. With the exception of the second baseline condition, which ended after four sessions, subjects continued on each condition until performance became stable. Stability was determined by the extent of differences between the median pauses for the first and second halves of the most recent block of sessions. The first baseline condition involved two blocks of four sessions, and the punishment condition involved two blocks of six sessions. In both cases, performance was considered stable when the difference between the median pauses did not exceed 10%.
Results
Data Analyses
Pre-ratio pause durations were recorded to the nearest second from the delivery of the last reinforcement to the first response of the upcoming ratio. The first pause of every session was omitted from the analysis because it did not follow a previous reinforcer. Although FR performance is often analyzed as the mean or median pause of a series of ratios, measures of central tendency may be poor representatives of pausing because of the skewed nature of the distribution of pauses (Baron & Herpolsheimer, 1999) . Therefore, the analysis of pausing was based on relative frequency distributions of pauses under the various conditions. The analyses consisted of two major comparisons. First, the distributions of pauses during the punishment condition were compared to the distributions of pauses during the first baseline condition to determine whether punishment reduced the frequency of long pauses. Second, the distributions of pauses during the first and second FR baselines were compared to determine whether reductions in pausing extended beyond the punishment condition.
Effects of Time-out on Pausing
The results are summarized in Table 1 and Figures 1 through 4 . Table  1 lists the initial pause criterion (Column 4), the proportion of pauses at or above the pause criterion during the first baseline condition (Column 5), and whether pausing was successfully suppressed during the punishment condition (Column 6) for each experimental series. Figure 1 . Relative frequency distributions of pauses for 2 animals (R05 and R21) whose pausing was suppressed during two experimental series. The first baseline graph (left column) indicates whether the data are from the first (1) or second (2) experimental series. The punishment graphs (center column) represent performance under the terminal time-out duration. Each punishment graph indicates the pause criterion with an arrow (e.g., an arrow positioned at 20 s means that once the animal paused for 20 s the ratio ended with a timeout), and the proportion of ratios punished with time-out. The second baseline graphs (left column) are organized in a manner similar to the first baseline graphs.
The four figures are arranged in terms of the degree to which the procedure was successful in reducing pausing. As indicated in Table 1 , pausing was successfully suppressed in 8 of the 12 cases, and the figures are organized with this in view. Figure 1 shows the performances of 2 animals (R05 and R21) whose pausing was suppressed during both experimental series. Figure 2 shows the performances of the 2 animals (R17 Pre-Ratio Pause (in sec.) and R 18) whose training was limited to a single series; in both cases pausing also was suppressed. Figure 3 shows the performances of 2 animals (R04 and R13) yielding less clear results; pausing was suppressed during one series (Series 1 for R04 and Series 2 for R13), but not during another. Finally, Figure 4 shows the performance of one animal (R20) for whom punishment was ineffective during both experimental series. The effects of punishment can be seen in the shapes of the distributions. In general, when punishment was effective, the distribution of pauses became steeper, reflecting a greater frequency of short pause durations (compare left and center columns in each of the figures). In addition to suppressing long pauses, punishment sometimes reduced pausing of shorter durations. This effect can be most readily seen in Figure 1 . For example, during ROS's first exposure to the punishment condition (Row 1), a time-out was imposed once the pause reached 19 s (as indicated by the arrow). Nevertheless, this animal did not make any pauses longer than 8 s. This tendency led to an even greater reduction in overall pausing and a more truncated distribution while time-out was in effect.
Two of the instances in which punishment was ineffective may have been caused by special features of the procedure. In the case of R04, the second attempt to reduce pausing may have been unsuccessful because time-outs less than 30 s were not used as they had been ineffective during the first experimental series. However, this procedure may have had unintended suppressive effects on responding, leading to a general breakdown in performance (note that in Figure 3 , Row 2, the pattern of pausing becomes irregular after the first baseline condition). In the case Pre-Ratio Pause (in sec.) Figure 3 . First baseline (left). punishment (center). and second baseline (right) relative frequency distributions of pause durations for 2 animals (R04 and R13) whose pausing was suppressed during one of two experimental series (Series 1 for R04 and Series 4 for R13) . Figure 3 is organized in the same manner as Figure 1. of R13, the first attempt may have been unsuccessful because training under FR 60 resulted in a strained performance (note that in Figure 3 , Row 3, the second baseline distribution is more skewed than the first baseline distribution). By comparison, when an FR 50 schedule was used during the second experimental series, responding was more adequately sustained and punishment more effective in suppressing long pauses. Table 1 presents the proportion of pauses at or above the pause Pre-Ratio Pause (in sec.) criterion for both the first (Column 5) and second (Column 7) baseline conditions. Comparisons of the two conditions reveal the extent to which exposure to the punishment condition led to continued reduced pausing after the punishment contingency was removed. Effects in this regard were mixed. Of the eight experimental series that resulted in a successful reduction in pausing, four show partial or full recovery from the effects of punishment during the last two sessions of the second baseline condition (i.e. , the proportion of pauses meeting the criterion in Column 7 is larger than the corresponding proportion in Column 5). However, the other four experimental series do not show evidence of recovery (i.e., the proportion of pauses above the pause criterion in Column 7 is less than or equal to the corresponding proportion in Column 5).
Persistence of Punishment Effects
The results indicate that reductions in pausing were not solely limited to the punishment condition, nor were they always long-lived. It should be noted that most of the animals were observed for two experimental series. Therefore, even when pausing did not recover from punishment at the end of the first experimental series, long pauses reappeared during the second baseline (e.g. , compare the second baseline distributions for the first experimental series with the first baseline distributions for the second experimental series in Figure 1 ). This suggests that even though pausing did not always immediately recover from the effects of punishment, the effects of punishment were nevertheless temporary.
Discussion
The present findings add to the literature showing that the FR pause can be influenced by its consequences (e.g., DeCasper & Zeiler, 1977) , and, in particular, that long pauses can be suppressed by punishment (Williams & Shull, 1982) . Although pausing was found to be modifiable, our results also indicated that it is highly resistant to change. For some animals under some conditions, our efforts to reduce the durations of pauses were unsuccessful. Furthermore, the changes frequently were temporary insofar as pausing resumed when the punishment contingency was removed (for similar findings, see Findley, 1962; Scheuer & Voss, 1974; Williams & Shull , 1982) .
The finding that punishment effects were temporary may not be remarkable insofar as former patterns of operant responding are expected to reappear when reinforcers or punishers are removed . However, this outcome is relevant to theories of FR performance. As noted previously, animals routinely adopt a pause-run pattern on FR schedules that detracts from the maximization of reinforcement rates. The interesting feature of the present findings is that punishment was able to accomplish what extended exposure to the schedule could not, that is, performances characterized by fewer long pauses and, as a result, an increased reinforcement rate. Nevertheless, despite these beneficial consequences, the animals reverted to former, less efficient, patterns of pausing when the punishment contingency was removed. Shull (1979) suggested that inefficient responding (i.e., pausing) may be caused by insufficient variation in the reinforcement rates that accompany pauses of different durations. However, our results indicated that the changes in reinforcement rates resulting from punishment were substantial. Of the eight experimental series in which pausing was effectively suppressed, reinforcement rates generally increased: the range was 0% to 43% (median = 15%), as measured from the last two sessions of the first baseline condition to the first two sessions of the second baseline condition . No doubt, the increase attributable to punishment was larger yet during the punishment condition itself (we were unable to discover a way of calculating rates under the punishment conditions that would be comparable to baseline rates). Also to be considered is that rats may be insensitive to differences of the magnitude of the present study. However, little is known about their capabilities in this regard. In any case, these increases in reinforcement rates highlight the failure for reduced pausing to be maintained.
The key and as yet unanswered question is why the more efficient performances that accompanied punishment did not continue. It remains to be seen whether pausing is an inherent feature of responses to the FR schedule for the reasons outlined by Keller and Schoenfeld (1950) , or if other processes need to be invoked to account for pausing. A critical feature of Keller and Schoenfeld's analysis pertains to changes in the inhibitory and excitatory control of responding over time. On the one hand, tendencies to pause should increase from one ratio to the next because the initial response within a given ratio (the response that defines the pause duration) is never reinforced. However, the possibility of complete extinction of responding is counteracted by the more rapid delivery of reinforcement whenever the pause happens to be reduced in duration. The strength of these opposing forces may be expected, therefore, to wax and wane and thus produce alternating periods of long and short pause durations. Indeed, evidence of such periodicities in pausing has been reported for responding under fixed-interval schedules (e.g., Wearden, 1979) , a schedule for which similar processes are believed to govern pausing (e.g., Nevin, 1971) .
Although critical for the Keller and Schoenfeld account, we could not find reports in the literature of FR periodicities. The present investigation was not designed to investigate this issue; however, we did subject some of the data to preliminary analyses with mixed results. A simple approach used by Wearden (1979) attempts to determine whether sequential variations in pause durations deviate from what would be expected by chance. When we applied this method (the runs test for randomness; Siegel & Castellan, 1989) to 14 samples of data obtained from the baseline conditions, we did find that the analysis yielded more reversals than would be expected by chance in all cases. However, the effect was quite weak and thus is open to question: in 13 out of 14 cases the departure from chance did not attain an acceptable level of significance (Le. , p = .05). In summary, the present results attest to the limitations of an account of the pre-ratio pause in operant terms, that is, the view that pausing is a direct consequence of conflicting processes of conditioning and extinction. In favor of such an approach, we did find that pausing could be influenced by time-out punishment, and we also found that reduced pausing led to substantial increases in reinforcement rates. However, complicating the interpretation was the further finding that increased reinforcement rates, although sufficient to alter patterns of pausing, did not maintain the more efficient behaviors that had been established. Also, we were unable to obtain clear evidence of periodicities in pausing, a necessary featu re of a conditioning-extinction account. These contradictory findings suggest the need to consider alternative approaches, one of which is that the pre-ratio pause may represent a form of elicited behavior rather than operant behavior. If pausing is elicited by the schedule (Le. , schedule induced; see Falk, 1971) , rather than under the direct control of the schedule contingencies, then pausing should have the characteristics observed in the present study. First, it should be strongly resistant to the suppressive effects of punishment and second, any suppressive effects should be temporary.
