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1. Introduction
In this work we study the integrability of the Abel differential equations, i.e., differential equations of the form
dy
dx
= a(x)y3 + b(x)y2 + c(x)y + d(x), (1)
with a(x) ≡ 0 and where a, b, c and d are meromorphic functions of x. Abel equations appear in the reduction of order
of many second and higher order families, and hence are frequently found in the modelling of real problems in varied
areas. There are only a few families of Abel equations in which a complete classiﬁcation of their solutions is known. For
instance, in [5] a classiﬁcation according to invariant theory of the integrable rational Abel differential equations, i.e., the
Abel equations where a, b, c and d are rational functions was presented. As far as we know, this is the most general method
available at the moment to solve Abel equations, already described by E. Kamke [14, p. 26], as sub-method (g) due to
M. Chini [7]. The importance of Abel equations is also due to appear in the reduction of order of other several equations,
see [5,14,19]. For instance, in [19], Abel equations are analyzed from the point of view of the study of the superposition
rules. These nonlinear superposition rules are not derived from the classical Lie’s theorem, see also [10].
1.1. Abel differential equations of second kind
The Abel differential equations of second kind are differential equations of the form
dy˜
dx
= a˜(x) y˜
3 + b˜(x) y˜2 + c˜(x) y˜ + d˜(x)
p˜(x) y˜ + q˜(x) , (2)
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transform any Abel equation of second kind to the ﬁrst kind through the change y˜ = 1/y − q˜(x)/p˜(x), where
a = a˜q˜
3
p˜4
− b˜q˜
2
p˜3
+ a˜q˜
p˜2
− d˜
p˜
, b = −3a˜q˜
2
p˜3
+ 2b˜q˜
p˜2
− c˜
p˜
−
(
q˜
p˜
)′
, c = 3a˜q˜
p˜2
− b˜
p˜
, d = − a˜
p˜
.
1.2. Algebraic ﬁrst integral in the dependent variable
A ﬁrst integral for a differential equation
dy
dx
= f (x, y) (3)
is a non-constant scalar-valued function h = h(x, y) such that ddxh(x, y(x)) ≡ 0 whenever y = y(x) is a solution of (3). We
say that such a ﬁrst integral h is algebraic ﬁrst integral in the dependent variable y if it can be expressed in the form
h(x, y) =
(
n∏
i=1
(
y − gi(x)
)αi)h0(x), (4)
where αi ∈ C − {0} for i = 1, . . . ,n, the functions x → gi(x) are particular solutions of (3) for i = 1, . . . ,n and the function
h0(x) = 0. This type of ﬁrst integral was proposed by Painlevé in [18], see also [12] and references therein. Notice that, if
the differential equation is real then there is a local ﬁrst integral which is also real. We can ﬁrst work for a ﬁrst integral in
C and ﬁnd αi , gi(x) and h0(x) complex, but at the end we can look for a real ﬁrst integral from the complex one.
1.3. Algebraic ﬁrst integral in the dependent variable for an Abel equation
The following proposition gives the algebraic conditions that must be satisﬁed by the particular solutions of an Abel
equation (1) in order to have a ﬁrst integral of the form (4).
Proposition 1. The Abel equation (1) admits a ﬁrst integral of the form (4) if and only if there are n particular solutions {gi}i=1,...,n
of (1), and n non-zero complex numbers {αi}i=1,...,n such that
n∑
i=1
αi = 0 and
n∑
i=1
αi gi = 0. (5)
Moreover, when this is the case one has h0(x) = α0e−
∫
(a
∑n
i=1 αi g2i )dx, where α0 ∈ C − {0} is an arbitrary constant.
Proof. For f as in (3) introduce the differential operator
D := ∂
∂x
+ f (x, y) ∂
∂ y
.
For any function h = h(x, y) and any solution y = y(x) of (3) the chain-rule gives
d
dx
h
(
x, y(x)
)= Dh(x, y)|y=y(x).
From the deﬁnition of ﬁrst integral h(x, y) is a ﬁrst integral if h is constant on each solution y = y(x) of (3), i.e., h(x, y(x)) =
cte. Therefore Dh(x, y(x)) ≡ 0 for all x. Consequently, we see that h is a ﬁrst integral of (3) if and only if Dh ≡ 0. If g(x) is
a particular solution of the Abel equation (1) then
D(y − g) = (ay2 + by + c + (ay + b)g + ag2)(y − g),
where D := ∂/∂x+ (a(x)y3 + b(x)y2 + c(x)y + d(x))∂/∂ y, see [10,11].
If (4) is a ﬁrst integral of (1) then we have
Dh = h
[
n∑
i=1
αi
(
ay2 + by + c + (ay + b)gi + ag2i
)+ h′0
h0
]
= h
[(
ay2 + by + c) n∑αi + (ay + b) n∑αi gi + a n∑αi g2i + h′0h0
]
≡ 0.
i=1 i=1 i=1
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to conditions (5) and the expression for h0(x) given in Proposition 1. The converse is obvious. 
Consider the vector space of functions and the associated aﬃne space having the zero function as a distinguished point,
i.e., we think any function as a point in this aﬃne space. The geometric interpretation of condition (5) is that we must have
n particular solutions gi(x) inside a hyperplane of dimension n − 2. If we choose n arbitrary points in an aﬃne space of
suﬃciently high dimension, they deﬁne a hyperplane of dimension n − 1. Only when these points verify condition (5), they
deﬁne a subspace of lower dimension. In this case we will say that these points are coplanar for dimension n  4 and are
collinear for n = 3.
Obviously, we cannot talk about coplanarity for n = 1 or n = 2. Moreover, the case n = 1 reduces to α1 = 0 and the case
n = 2 implies α1 = α2 = 0. This fact does not mean it would be impossible to construct a ﬁrst integral of an Abel equation
using one or two particular solutions; only that such a ﬁrst integral cannot take the form (4). To achieve that form we need
n 3.
1.3.1. Computation of h0(x)
In this subsection we are going to see how to compute the factor h0(x) of the ﬁrst integral (4) for an Abel equation (1)
when the independent term d(x) is null.
Proposition 2. For an Abel equation with d(x) = 0 and with n not null coplanar particular solutions y = gi(x) for i = 1, . . . ,n we
have h0(x) = 1/∏ni=1 gαii .
Proof. From g′i = ag3i +bg2i +cgi , we get (ln gi)′ = ag2i +bgi +c, and taking into account (5), we obtain that
∑n
i=1 αi(ln gi)′ =
(
∑n
i=1 αi ln gi)′ = (ln
∏n
i=1 g
αi
i )
′ = a∑ni=1 αi g2i , and replacing in the original expression of h0 the claim follows. 
Proposition 3. For an Abel equation with d(x) = 0 and with n − 1 not null coplanar particular solutions y = gi(x) for i = 2, . . . ,n
and y = g1(x) = 0, we have h0(x) = e−α1
∫
c(x)dx/
∏n
i=2 g
αi
i .
Proof. In the same way as before we have (ln gi)′ = ag2i +bgi + c, for i = 2, . . . ,n, and therefore a
∑n
i=2 αi g2i +b
∑n
i=2 αi gi +
c
∑n
i=2 αi = (ln
∏n
i=2 g
αi
i )
′ , but for g1 = 0, ∑ni=2 αi gi = −α1g1 = 0, and ∑ni=2 αi = −α1, from where a∑ni=1 αi g2i =
a
∑n
i=2 αi g2i = (ln
∏n
i=2 g
αi
i )
′ + α1c, and replacing in the original expression of h0 the proposition is proved. 
The referee of the present paper made us realize that some seminal works had already studied Abel integral equations
with a ﬁrst integral of the form (4), without reaching the geometric interpretation given in this work, see [6,8]. In particular,
the case d(x) = 0 studied in Propositions 2 and 3, which is equivalent to the Abel equation of second kind (2) with a˜(x) = 0,
is studied in [8].
1.4. Admissible invariant change of variables for Abel equations
Two Abel equations are deﬁned to be equivalent if one can be obtained from the other through the transformation{
x = t(X), y(x) = R(X)Y + S(X)}, (6)
where X and Y are respectively the new independent and dependent variables and t , R and S are arbitrary meromorphic
functions of X satisfying t′ = 0 and R = 0. These transformations form a non-abelian group. We can break down these trans-
formations into two consecutive changes: The ﬁrst one {x = x, y(x) = r(x)Y + s(x)} which is a dilatation plus a translation
and the second one – a rescaling of the independent variable {x = t(X), Y = Y }. Integration strategies were discussed in
[15,1,5], around objects called invariant under the transformation (6) which can be built with the coeﬃcients {a,b, c,d} of
the Abel equation (1) and their derivatives. The transformation (6) preserves the structure of the Abel equation (1) and also
the coplanarity condition (5) of any set of functions. Moreover, in the new variables the coplanarity condition admits the
same coeﬃcients αi ∈ C−{0}. These coeﬃcients are unique except a not null multiplicative constant factor as the following
proposition shows.
Proposition 4. If n is the minimum number of coplanar particular solutions of an Abel equation then αi ∈ C − {0} are unique except
for a non-zero constant multiplicative factor.
Proof. Suppose that n is the minimum number of coplanar particular solutions gi(x) and there exist αi ∈ C − {0} and βi ∈
C−{0}, such that ∑ni=1 αi = 0, ∑ni=1 αi gi = 0, ∑ni=1 βi = 0, and ∑ni=1 βi gi = 0. From these relations we have ∑ni=2(αi/α1 −
βi/β1) = 0 and ∑ni=2(αi/α1 − βi/β1)gi = 0. If there are no null coeﬃcients inside {αi/α1 − βi/β1}, we will have a smaller
subset of coplanar particular solutions in contradiction with the hypothesis. Hence, we have that all the coeﬃcients αi/α1 −
βi/β1 must be null, i.e., βi = β1αi/α1 and the claim follows. 
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Consider the Abel equation of second kind
dy˜
dx
= 3 y˜
2 − 3 y˜ − x
8xy˜ − 9x ,
which possesses the ﬁrst integral
h˜(x, y˜) = x
3(4x2 + (8 y˜2 − 36 y˜ + 27)x+ 4 y˜4 − 4 y˜3)
(x2 + 2x( y˜2 − 3 y˜) + y˜4)3 .
We can transform this Abel equation of second kind to the ﬁrst kind through the change y = 1/(8 y˜ − 9) and we get
dy
dx
=
(
8− 27
8x
)
y3 − 15
4x
y2 − 3
8x
y, (7)
which corresponds to a case with d(x) = 0 and the transformed ﬁrst integral is
h(x, y) = x
3 y8((4096x2 − 3456x+ 729)y4 + (−2304x+ 972)y3 + (128x+ 270)y2 + 28y + 1)
((4096x2 − 17280x+ 6561)y4 + (−768x+ 2916)y3 + (128x+ 486)y2 + 36y + 1)3 .
This ﬁrst integral is composed by 9 particular solutions, one solution is y = g1(x) = 0, four particular solutions g2(x), g3(x),
g4(x), g5(x) coming from the algebraic curve in the numerator and four particular solutions g6(x), g7(x), g8(x), g9(x) coming
from the algebraic curve in the denominator. Moreover, we have α1 = 8, α2 = α3 = α4 = α5 = 1, α6 = α7 = α8 = α9 = −3.
Obviously, the condition
∑n
i=1 αi = 0 is satisﬁed. Hence, the Abel equation (7) is a case with n = 9. It is straightforward to
see that
∑n
i=1 αi gi = 0, because using the Cardano–Vieta formulae we obtain that
g2 + g3 + g4 + g5 = 2304x− 972
4096x2 − 3456x+ 729 , g6 + g7 + g8 + g9 =
768x− 2916
4096x2 − 17280x+ 6561 ,
and therefore we have that 8g1 + g2 + g3 + g4 + g5 − 3(g6 + g7 + g8 + g9) = 0. The computation of h0(x) is through the
expression h0(x) = e−α1
∫
c(x)dx/
∏n
i=2 g
αi
i (x) because d(x) = 0 and g1(x) = 0 and we must apply Proposition 3. Taking into
account the Cardano–Vieta formulae, we know that
g2g3g4g5 = 1
4096x2 − 3456x+ 729 , g6g7g8g9 =
1
4096x2 − 17280x+ 6561 .
Hence, the computations give
h0(x) = e
−α1
∫
c(x)dx∏n
i=2 g
αi
i (x)
= x
3(4096x2 − 3456x+ 729)
(4096x2 − 17280x+ 6561)3 ,
which is the correct h0(x) because the polynomials of fourth degree in the ﬁrst integral are not monic. Although the Abel
equation (7) is an example of n = 9, it can serve as an example for n < 9 if such a set of particular solutions exists. From
this example it is natural to consider whether there exist examples of other values of n and what is more important, how
to ﬁnd necessary and suﬃcient conditions to establish that an Abel equation admits a ﬁrst integral of the form (4) for a
given n.
2. Reduced, Bernoulli and Resolvent Abel equations
2.1. Reduced Abel equation
The reduced Abel equation is obtained through the change of dependent variable y = Y − b(x)/(3a(x)) which is an
admissible transformation according to Section 1.4 and preserves the coplanarity condition (5) of any set of particular
solutions. The Abel equation (1) becomes
dY
dx
= a(x)(Y 3 + p(x)Y + q(x)), (8)
where p(x) = c(x)/a(x) − b2(x)/(3a2(x)), and
q(x) = 1
a3(x)
[
a2(x)d(x) + 1
3
(
a(x)b′(x) − a′(x)b(x) − a(x)b(x)c(x))+ 2
27
b3(x)
]
.
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The reduced Abel equation with q(x) = 0 is a Bernoulli equation, and therefore it is integrable. We call this type of
equations as Bernoulli Abel equations. This case has an algebraic ﬁrst integral and consequently has coplanar particular solu-
tions. We are going to see that the value of n is always 3. Notice that Bernoulli Abel equations always have the particular
solution Y = 0, and if Y = G(x) is a particular solution then Y = −G(x) is also a particular solution. Hence, we have a set
of three coplanar particular solutions choosing G1 = 0, G2 = G(x), an arbitrary solution of the considered Bernoulli Abel
equation, and G3 = −G2, with α1 = −2 and α2 = α3 = 1, and from here we can build the algebraic ﬁrst integral (4). In the
following we consider the case q(x) ≡ 0. We also remark that Bernoulli Abel equation is a particular example of Lie system
(see e.g. [2]) with associated Lie group isomorphic to the aﬃne group: the vector ﬁelds X1 = y∂/∂ y, X2 = y3∂/∂ y are such
that [X1,X2] = 2X2; therefore solvable by quadratures.
2.3. Resolvent Abel equation
In the case q(x) ≡ 0, we can construct the resolvent Abel equation. It is obtained through the change of dependent variable
Y = q 13 (x)Y which is an admissible transformation according to Section 1.4 and also preserves the coplanarity condition (5)
of any set of particular solutions. The reduced Abel equation (8) with q(x) ≡ 0 becomes
dY
dx
= J (x)(Y3 − K (x)Y + 1), (9)
with J (x) = a(x)q 23 (x), and K (x) = q− 53 (x)[q′(x)/(3a(x)) − p(x)q(x)]. Notice, that in the resolvent Abel equation we only
have two functions of x, but they are, in general, irrational functions. In the following, we will work when convenient with
the reduced Abel equation or with the resolvent Abel equation. For the reduced Abel equation we will use the following
notation pi(x) := p′i−1(x)/a(x), where p0(x) := p(x) and qi(x) := q′i−1(x)/a(x), where q0(x) := q(x). For the resolvent Abel
equation we also deﬁne L(x) = K ′(x)/ J (x), M(x) = L′(x)/K ′(x) = L′(x)/( J (x)L(x)) and N(x) = M ′(x)/ J (x) when K ′(x) ≡ 0.
Moreover, if y = g(x) is a particular solution in the original Abel equation (1), we deﬁne by Y = G(x) the corresponding
particular solution in the reduced Abel equation (8) and by Y = G(x) the particular solution in the resolvent Abel equation
(9) and similarly for other built elements from the mentioned particular solutions. Finally, depending on the context, if we
are working with the original Abel equation (1) we will understand D := ∂/∂x+ (ay3 +by2 + cy+d)∂/∂ y, if we are working
with the reduced Abel equation (8) we will understand Dˆ := ∂/∂x + a(y3 + py + q)∂/∂ y and if we are working with the
resolvent Abel equation (9) we will understand D := ∂/∂x+ J (y3 − K y + 1)∂/∂ y.
3. Abel equations with three collinear particular solutions
The next theorem characterizes when an Abel equation with q(x) = 0 (i.e., which is not a Bernoulli Abel equation) has
three collinear particular solutions and consequently has an algebraic ﬁrst integral (4) with n = 3.
Theorem 5. An Abel equation with q(x) = 0 has three distinct collinear particular solutions if and only if K (x) is a constant (K ′ = 0)
and K 3 = 27/4. Moreover, on the context of the resolvent Abel equation, these three solutions are constants Y = G1(x) = k1 , Y =
G2(x) = k2 and Y = G3(x) = k3 , where k1 , k2 and k3 are the simple roots of the cubic algebraic equation k3 − Kk + 1 = 0.
Proof. Suﬃciency: If K ′ = 0 and K 3 = 27/4, the three roots k1, k2 and k3 of the equation k3 − Kk+ 1 = 0 are constants and
simple. Therefore, the roots k1, k2 and k3 are also particular solutions of the resolvent Abel equation. They are also collinear,
because taking α1 = k2 − k3, α2 = k3 − k1 and α3 = k1 − k2, then we have α1 + α2 + α3 = 0 and α1k1 + α2k2 + α3k3 = 0.
Necessity: We consider that we have three particular solutions Y = G1(x), Y = G2(x) and Y = G3(x) of the resolvent Abel
equation (9) and there exist α1,α2,α3 ∈ C − {0}, such that
α1 + α2 + α3 = 0 and α1G1 + α2G2 + α3G3 = 0. (10)
The derivative of the last equality is α1G′1 + α2G′2 + α3G′3 = 0. Taking into account that G′i = J (G3i − KGi + 1) and the
conditions (10) we get α1G31 + α2G32 + α3G33 = 0. Hence, we obtain the homogeneous system
α1 + α2 + α3 = 0,
α1G1 + α2G2 + α3G3 = 0,
α1G31 + α2G32 + α3G33 = 0.
To have a non-trivial solution it must happen that∣∣∣∣∣
1 1 1
G1 G2 G3
3 3 3
∣∣∣∣∣= (G1 − G2)(G3 − G1)(G2 − G3)(G1 + G2 + G3) = 0,G1 G2 G3
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G′i = J (G3i − KGi + 1), we get G31 + G32 + G33 + 3 = 0. Taking into account that G1 + G2 + G3 = 0 we have G31 + G32 +
G33 = 3G1G2G3, which implies G1G2G3 = −1. The derivative of this last equality is G′1G2G3 + G1G′2G3 + G1G2G′3 = 0, and
substituting each derivative G′i , we obtain G31G2G3 + G32G1G3 + G33G1G2 − 3KG1G2G3 + G1G2 + G1G3 + G2G3 = 0. On the
other hand G31G2G3 + G32G1G3 + G33G1G2 = −2G1G2G3(G1G2 + G1G3 + G2G3), due to G1 + G2 + G3 = 0. Hence, we have−2G1G2G3(G1G2 + G1G3 + G2G3) − 3KG1G2G3 + G1G2 + G2G3 + G2G3 = 0, and from G1G2G3 = −1, we arrive to G1G2 +
G1G3 + G2G3 = −K .
Hence, the three solutions G1, G2, G3 are simple roots (because are different by hypothesis) of the cubic algebraic
equation Y3 − KY + 1 = 0, but if we recall that G′i = J (G3i − KGi + 1), we get that G′i = 0. Therefore, the three Gi are not
null constants due to G1G2G3 = −1. Moreover, since K = (G31 + 1)/G1, then K is also a constant. Moreover, the discriminant
of the cubic algebraic equation K 3 − 27/4 = 0, because G1, G2, G3 are the simple roots of it, which completes the proof. 
The condition K ′(x) = 0 expressed in terms of the coeﬃcients of the reduced Abel equation is
9p1q
2 − 6pqq1 + 5q21 − 3qq2 = 0. (11)
This condition, if q ≡ 0, allows us to determine if we have or not a case with n = 3. Obviously, we must also compute K to
verify if K 3 = 27/4. For n = 3 the collinear solutions of the reduced Abel equation are Gi(x) = kiq 13 (x) and for the original
Abel equation are given by gi(x) = kiq 13 (x) − b(x)/(3a(x)). While G1 + G2 + G3 = k1 + k2 + k3 = 0 and G1 + G2 + G3 = 0, we
will have that g1 + g2 + g3 = −b(x)/a(x).
Notice, that the conditions q(x) ≡ 0 and K ′(x) = 0 already appear in the classical book of Kamke [14, p. 26] as inte-
grability conditions for an Abel equation. The ﬁrst case q(x) ≡ 0 corresponds to Φ(x) = q(x)a3(x) ≡ 0 and there exists a
transformation into a Bernoulli equation. The second case K ′(x) = 0 is K (x) = α, where α is an arbitrary constant, and in
this case there exists a transformation into a separated variables equation. Hence, we have reobtained the integrability con-
ditions q ≡ 0 and K ′(x) = 0 in a new general algebro-geometric framework which allows us to generalize these conditions
to obtain new cases of integrable Abel equations.
3.1. Algebraic ﬁrst integral for the case n = 3
From what we have seen in Section 1.3 and in Section 3, for K ′ = 0 and K = 27/4, the ﬁrst integral of the resolvent Abel
will be
H(x,Y) = (Y − k1)(k2−k3)(Y − k2)(k3−k1)(Y − k3)(k1−k2)e(k2−k3)(k3−k1)(k1−k2)
∫
J (x)dx,
where we have used that k21(k2 − k3)+ k22(k3 − k1)+ k23(k1 − k2) = −(k2 − k3)(k3 − k1)(k1 − k2). Recall that k1, k2 and k3 are
roots of the cubic algebraic equation k3 − Kk + 1 = 0. The ﬁrst integral for the reduced Abel equation is given by
H(x, Y ) = (Y − k1q 13 (x))(k2−k3)(Y − k2q 13 (x))(k3−k1)(Y − k3q 13 (x))(k1−k2)e(k2−k3)(k3−k1)(k1−k2) ∫ a(x)q 23 (x)dx.
3.2. Algebraic ﬁrst integral for the case K 3 = 27/4
For K ′(x) = 0, the resolvent Abel equation is of separable variables, and therefore integrable. But, if K 3 = 27/4, there
are not three collinear particular solutions. Let ω0 = 1, ω1 = − 12 + i2
√
3, and ω−1 = − 12 − i2
√
3 be the three cubic roots of
unity. The possible cubic algebraic equations in k are k3 − 32 3
√
2ω jk + 1 = 0, for j = −1,0,1. For each one, the simple root
is ks = − 3
√
4ω− j and the double root is kd =
3√4
2 ω− j , being satisﬁed that ks = −2kd . The ﬁrst integral in this case is
H(x,Y) = (Y − kd)e
3kdY−kd e9k
2
d
∫
J (x)dx
Y + 2kd . (12)
It is important to note that in this degenerate case a Darboux exponential factor appears due to the appearance of a multiple
algebraic curve, see deﬁnitions in [3,4]. For K 3 = 27/4, the resolvent Abel equation is dY/dx = J (x)(Y − ks)(Y − kd)2.
We have three Darboux factors F1 = Y − ks , F2 = Y − kd and F3 = e−
1
Y−kd with cofactors K1 = J (x)(Y − kd)2, K2 =
J (x)(Y − ks)(Y − kd) and K3 = J (x)(Y − ks). Keeping in mind that −K1 + K2 − 3kdK3 + 9k2d J (x) = 0 this proves that (12)
is a ﬁrst integral in this case. Consequently, the ﬁrst integral for the reduced Abel equation is
H(x, Y ) = (Y − kdq
1
3 (x))e
3kdq
1/3(x)
Y−kdq1/3(x) e9k
2
d
∫
a(x)q
2
3 (x)dx
Y + 2kdq 13 (x)
.
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4.1. Characterization of the Abel equations with four coplanar particular solutions
Let us assume that q(x) ≡ 0. Given four particular solutions not necessary different between them, Y = G1(x), Y = G2(x),
Y = G3(x) and Y = G4(x), we can consider the associated elementary symmetric polynomials given by S1 = G1 + G2 +
G3 +G4, S2 = G1G2 +G1G3 +G1G4 +G2G3 +G2G4 +G3G4, S3 = G1G2G3 +G1G2G4 +G1G3G4 +G2G3G4 and S4 = G1G2G3G4.
Next theorem, the most important result of this work, gives the characterization of the Abel equations with four different
coplanar particular solutions.
Theorem 6. An Abel equation with q(x) ≡ 0 and K ′(x) ≡ 0 has four different coplanar particular solutions Y = G1(x), Y = G2(x),
Y = G3(x) and Y = G4(x) if and only if there exists one root of the quintic algebraic equation
315Y5 − 35(10K + M)Y3 + 63Y2 + 5(15K 2 − 7L + 5KM)Y + 7M − 11K = 0, (13)
which is a particular solution of the resolvent Abel equation, and all the roots of the quartic algebraic equation Y4 − S1Y3 + S2Y2 −
S3Y +S4 = 0 are simple, where S1 = G1 +G2 +G3 +G4 is the particular solution of (13) and S4 = 3L/(35S31 − 25KS1 − 7)−S1 ,S2 = (5S1(S1 +S4))/3− K and S3 = S1S2 − 1. The four different roots of the quartic algebraic equation are the coplanar particular
solutions, and therefore, the quartic algebraic equation is an algebraic invariant curve of the resolvent Abel equation even if the four
roots are not different.
The condition that all the roots of the quartic algebraic equation are simple is given by the discriminant  = S21S22S23 −
4S32S23 −4S31S33 +18S1S2S33 −27S43 −4S21S32S4+6S42S4+18S31S2S3S4−80S1S22S3S4−6S21S23S4+144S2S23S4−27S41S24 +
144S21S2S24 − 128S22S24 − 192S1S3S24 + 256S34 = 0. To verify if one root of (13) is a particular solution of the resolvent Abel
equation (9) can be done by computing the algebraic resultant
res(V,DV,Y), (14)
where V = 315Y5 − 35(10K + M)Y3 + 63Y2 + 5(15K 2 − 7L + 5KM)Y + 7M − 11K . We recall that the resultant of two
polynomials P and Q over a ﬁeld k is deﬁned as the product
res(P , Q , y) = cdeg Q1 cdeg P2
∏
(y1,y2): P (y1)=0, Q (y2)=0
(y1 − y2)
of the differences of their y-roots, where y1 and y2 take on values in the algebraic closure of k and c1 and c2 are the leading
coeﬃcients of P and Q , respectively. In fact the resultant is the determinant of the Sylvester matrix, see for instance [20].
If resultant (14) is null we have found four distinct coplanar solutions. Subsequently, we must determine what root of (13)
is also solution of (9) and then to construct the quartic algebraic equation to see if all its roots are simple. If all its roots
are not simple, i.e., multiple roots appear, then at most three roots will be solutions of (9). In this degenerate case, we do
not have a similar situation to the one described in Section 3.2. A multiple root does not imply, in general, the existence of
a multiple Darboux factor of the form F = Y − G(x), when Y = G(x) is a solution of (9). If there is only one root of (13)
which is a solution of (9) then the four simple roots of the quartic algebraic equation are the unique coplanar particular
solutions.
Proof of Theorem 6. Necessity: Consider that the resolvent Abel equation (9) has four different particular solutions Y =
G1(x), Y = G2(x), Y = G3(x) and Y = G4(x), and there exist α1,α2,α3,α4 ∈ C − {0}, such that
α1 + α2 + α3 + α4 = 0 and α1G1 + α2G2 + α3G3 + α4G4 = 0.
Following the same reasonings as in the case n = 3 we have
α1 + α2 + α3 + α4 = 0,
α1G1 + α2G2 + α3G3 + α4G4 = 0,
α1G31 + α2G32 + α3G33 + α4G34 = 0,
α1
(G51 + G21)+ α2(G52 + G22)+ α3(G53 + G23)+ α4(G54 + G24)= 0.
To have a non-trivial solution it must happen that∣∣∣∣∣∣∣
1 1 1 1
G1 G2 G3 G4
G31 G32 G33 G34
5 2 5 2 5 2 5 2
∣∣∣∣∣∣∣= 0,G1 + G1 G2 + G2 G3 + G3 G4 + G4
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G2G23 + G21G4 + 2G1G2G4 + G22G4 + 2G1G3G4 + 2G2G3G4 + G23G4 + G1G24 + G2G24 + G3G24 = 0. In terms of the elementary
symmetric polynomials deﬁned previously, we get S1S2 − S3 − 1 = 0. The derivative of this expression is S ′1S2 + S1S ′2 −S ′3 = 0. If we compute S ′1, S ′2, S ′3 and S ′4, we obtain
S ′1 = J
(S31 − 3S1S2 + 3S3 − KS1 + 4),
S ′2 = J
(S21S2 − 2S22 − S1S3 + 4S4 − 2KS2 + 3S1),
S ′3 = J
(S21S3 − 2S2S3 − S1S4 − 3KS3 + 2S2),
S ′4 = J
(S21S4 − 2S2S4 − 4KS4 + S3). (15)
Using that S3 = S1S2 − 1, the ﬁrst two equations of (15) are
S ′1 = J
(S31 − KS1 + 1),
S ′2 = J
(
4S4 − 2S22 − 2KS2 + 4S1
)
. (16)
Notice that the sum of the four coplanar solutions S1 = G1 +G2 +G3 +G4 of the resolvent Abel equation is also a particular
solution. This condition is also true in the context of the reduced Abel equation, i.e., Y = S1 = G1 + G2 + G3 + G4 is also a
particular solution of (8), and in the original Abel equation the condition has the form y = g1+ g2+ g3+ g4+b/a = s1+b/a,
which is also a particular solution of (1). Another way to obtain (15) is to think that if Y = Gi(x) are particular solutions
of (9) then the quartic algebraic equation U = Y4 − S1Y3 + S2Y2 − S3Y + S4 = 0 is an invariant algebraic curve of (9).
Consequently, the Euclidean division of DU and U must have a null polynomial remainder. This polynomial remainder is a
polynomial whose coeﬃcients are exactly the equations described in (15).
Substituting the derivatives S ′1, S ′2, S ′3 and S ′4 in S ′1S2 + S1S ′2 − S ′3 = 0, eliminating the factor J which is not null
because q(x) ≡ 0, and using S3 = S1S2 − 1, we get 5S21 − 3S2 + 5S1S4 − 3K = 0. The derivative of this last expression is
10S1S ′1 − 3S ′2 + 5S ′1S4 + 5S1S ′4 − 3K ′ = 0. Using the computed derivatives S ′1, S ′2, S ′3 and S ′4, the conditions S3 = S1S2 − 1
and S2 = (5S1(S1 +S4))/3− K and dividing by J we get (−7− 25KS1 + 35S31 )(S1 +S4)− 3L = 0. Taking into account that
K ′ ≡ 0, which implies L ≡ 0, we conclude that the factor −7 − 25KS1 + 35S31 ≡ 0 and we can isolate S4, which takes the
form S4 = 3L/(−7− 25KS1 + 35S31 ) − S1.
Derivating (−7−25KS1 +35S31 )(S1 +S4)−3L = 0, we obtain (−25K ′S1 −25KS ′1 +105S21S ′1)(S1 +S4)+ (−7−25KS1 +
35S31 )(S ′1 + S ′4) − 3L′ = 0, and doing the opportune substitutions we arrive to 315 J LS51 − 35(10 J K L + L′)S31 + 63 J LS21 +
5(15 J K 2L −5K ′L −2 J L2 +5K L′)S1 +7L′ −11 J K L = 0 which dividing by J L is V = 0 or condition (13). This proves that S1
is a root of this quintic algebraic equation (13). Moreover, due to the construction of the quartic algebraic equation with four
different solutions, obviously it cannot have multiple roots. This condition (13) in general cannot be solvable by radicals,
unless the Galois group is solvable. Hence, we have transformed the differential problem of ﬁnding solutions for an Abel
equation into an algebraic problem.
Suﬃciency: Consider now that when we solve equation (13), we obtain a root which is also a particular solution of (9), we
construct the quartic algebraic equation U = Y4 −S1Y3 +S2Y2 −S3Y +S4 = 0, where S1 is the root of (13), and where Si
are the ones enunciated in the theorem. First, we want to prove that this quartic algebraic equation is an invariant algebraic
curve. Hence, we compute DU , using that K ′ = J L and L′ = J LM , and also that S ′1 = J (S31 − KS1 + 1). If we compute the
polynomial remainder of the Euclidean division between DU and U with respect to Y we will obtain
J L(−5S1Y2 + 5S21Y − 3)(315S51 − 35(10K + M)S31 + 63S21 + 5(15K 2 − 7L + 5KM)S1 + 7M − 11K )
(−7− 25KS1 + 35S31 )2
,
which is obviously null because S1 is a root of (13). Therefore the quartic algebraic equation has four roots Y = G1(x),
Y = G2(x), Y = G3(x) and Y = G4(x) which are also solutions of the resolvent Abel equation (9). By construction the
elementary symmetric polynomials associated to the four roots are S1, S2, S3 and S4 the coeﬃcients of the quartic equation.
If these four roots are coplanar, there should exist αi ∈ C − {0} such that
α1 + α2 + α3 + α4 = 0,
α1G1 + α2G2 + α3G3 + α4G4 = 0,
α1G31 + α2G32 + α3G33 + α4G34 = 0,
α1
(G51 + G21)+ α2(G52 + G22)+ α3(G53 + G23)+ α4(G54 + G24)= 0. (17)
Moreover, if this system has a non-trivial solution then S1S2 − S3 − 1 = 0 which is veriﬁed by hypothesis. Notice also that
the minor of the form
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1 1 1
G1 G2 G3
G31 G32 G33
∣∣∣∣∣
is not null, because in the opposite case we will have G1 + G2 + G3 = 0 and we will remain into a case with n = 3 which
implies K ′(x) ≡ 0 in contradiction with the hypothesis. Taking into account that the determinant of the homogeneous
system (17) is null, we can consider the last equation is a linear combination of the rest. Hence, we must ﬁnd a vector
(α1,α2,α3,α4) orthogonal to the vectors (1,1,1,1), (G1,G1,G3,G4), (G31 ,G31 ,G33 ,G34 ). This vector must be of the form
(α1,α2,α3,α4) = λ(x)(A1(x), A2(x), A3(x), A4(x)), where A1(x), A2(x), A3(x), A4(x) are these not null determinants
A1 =
∣∣∣∣∣
1 1 1
G2 G3 G4
G32 G33 G34
∣∣∣∣∣ , A2 = −
∣∣∣∣∣
1 1 1
G1 G3 G4
G31 G33 G34
∣∣∣∣∣ , A3 =
∣∣∣∣∣
1 1 1
G1 G2 G4
G31 G32 G34
∣∣∣∣∣ , A4 = −
∣∣∣∣∣
1 1 1
G2 G2 G3
G31 G32 G33
∣∣∣∣∣ .
Since A1 + A2 + A3 + A4 = 0 and A1G1 + A2G2 + A3G3 + A4G4 = 0, to guarantee the coplanarity of the roots we only need
to prove that λ is not null and that αi are constants. Taking into account that
d
dx
(Gi − G j) = J
(G2i + GiG j + G2j − K )(Gi − G j),
we have that
dAi
dx
= J(3(S21 − S2)− 4K )Ai, for i = 1,2,3,4.
Since αi = λAi , if we want to prove that dαi/dx = 0, it should happen that λ′Ai +λA′i = 0, but this fact is guaranteed taking
λ = λ0e−
∫
J (3(S21−S2)−4K )dx,
where λ0 ∈ C − {0} is an arbitrary constant, which completes the proof of the suﬃciency of the theorem. 
In this case it is possible that more than one root of (13) is a particular solution of (9), and also to have more than
one quartic algebraic equation which is an invariant algebraic curve of (9). We recall that to see if a root of (13) is a
particular solution of (9) it is necessary and suﬃcient the algebraic resultant (14) to be null. We deﬁne W = J−1DV =
1575Y7 − 105(25K + M)Y5 + 1701Y4 + 5(225K 2 − 77L + 26KM − 7N)Y3 − 21(56K + 5M)Y2 + (126 − 75K 3 + 185K L −
25K 2M−10LM+25KN)Y +75K 2−46L+25KM+7N . If the algebraic resultant (14) is null this implies that the polynomials
V and W with respect to Y have common factors. The ﬁrst one is of ﬁfth degree and the second of seventh degree. If
we apply the Euclidean division algorithm we obtain a remainder of degree at most 4. In particular, the remainder is of
degree 4 and the coeﬃcient of Y4 is 12474. Hence, this remainder never vanishes and consequently the common divisor
is never (13). Therefore, (13) is never an invariant algebraic curve of (9), which implies that 5 roots cannot be particular
solutions of the resolvent Abel equation (9).
If we continue applying the Euclidean division the next remainder is of third degree. It is straightforward to see, using
algebraic resultants between the coeﬃcients, that the vanishing of this remainder implies K ′ = 0 in contradiction with the
hypothesis of Theorem 6 (in fact, we would be in a case with n = 3). Hence, the previous remainder of fourth degree cannot
be the common divisor and the common divisor will be this last remainder of degree 3 or the following remainders of
lower degree. The conclusion is that condition (13) can have at most three roots which are also particular solutions of (9).
It is necessary to point out that S1 will be also a root of the mentioned remainder of degree at most 3 whose coeﬃcients
are algebraic expressions in K , L, M and N . Hence, S1 will be, in general, also algebraic in K , L, M and N . Following the
classical Galois theory, we can think with the extension Q[K , L,M], which is the ﬁeld of the coeﬃcients of (13), where Q is
the ﬁeld of rational numbers, and Q[K , L,M] is the ﬁeld obtained from Q by adjoining K , L and M . Moreover, the extension
of the previous ﬁeld Q[K , L,M,N] contains the roots of (13) which are also solutions of (9) if the common divisor is of ﬁrst
degree. If the common divisor is of degree 2 or 3 we should use an algebraic extension of Q[K , L,M,N].
Condition (13) expressed in terms of the coeﬃcients of the reduced Abel equation (8), doing the change Y = Yq− 13 (x), is
V = (2835p1q2 − 1890pqq1 + 1575q21 − 945qq2)Y 5 + (3150pp1q2 − 315p2q2
− 2100p2qq1 − 420p1qq1 + 1960pq21 − 840pqq2 − 245q1q2 + 105qq3
)
Y 3
+ (567p1q3 − 378pq2q1 + 315qq21 − 189q2q2)Y 2 + (675p2p1q2 + 315p21q2
− 225pp2q2 − 450p3qq1 − 420pp1qq1 + 75p2qq1 + 465p2q21 + 275p1q21
− 75p2qq2 − 210p1qq2 − 185pq1q2 + 35q22 + 75pqq3 − 25q1q3
)
Y + 99pp1q3
+ 63p2q3 − 66p2q2q1 − 159p1q2q1 + 175pqq21 − 135q31 − 75pq2q2
+ 130qq1q2 − 21q2q3 = 0. (18)
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polynomial V and its derivative DˆV , we can check if there is a root of (18) which is also a particular solution of (8). If this
root r0 exists we can construct the quartic equation Y 4 − S1Y 3 + S2Y 2 − S3Y + S4 = 0, where S1 = r0 and
S4 = 105q
2S41 + 25(3pq2 − qq1)S21 − 21q3S1 + 9p1q2 − 6pqq1 + 5q21 − 3qq2
−105qS31 + 25(q1 − 3pq)S1 + 21q2
,
S2 = 5S1S4 + 5qS
2
1 + 3pq − q1
3q
,
S3 = S1S2 − q, (19)
where the denominators are different of zero because we are in the case q = 0 and K ′ = 0. We recall that Si = q i3 (x)Si .
Once the quartic algebraic equation is built, if it has not multiple roots, we know that its simple roots are coplanar. Let G1,
G2, G3 and G4 be those roots; the coplanarity coeﬃcients are
αi = (−1)iq− 43
( ∏
1 j<k4, j,k =i
(G j − Gk)
)
(S1 − Gi)e−
∫
a(3(S21−S2)+4p− 4q
′
3aq )dx, (20)
for i = 1,2,3,4. These 4 coeﬃcients αi and the 4 particular solutions Gi(x) allow us to construct the ﬁrst integral (4) taking
into account what we have seen in Section 1.3. Another way to compute the αi from the knowledge of the Gi(x) is by using
the homogeneous linear system with respect to the αi
α1 + α2 + α3 + α4 = 0,
G1α1 + G2α2 + G3α3 + G4α4 = 0,
G31α1 + G32α2 + G33α3 + G34α4 = 0, (21)
where the Gi(x) can be evaluated in an arbitrary value of x for which they are simultaneously deﬁned. When particularizing
the value of x we must look for a value such that the rank of the homogeneous linear system (21) is 3, because in an
opposite case we would be in the case K ′ = 0.
Finally, if we know a quartic invariant algebraic curve of a reduced Abel equation, we can consider the coeﬃcient of the
cubic term divided by the coeﬃcient of the quartic term and changed of sign. If this function (located, in principle, in the
resolvent or in the reduced Abel equation or adapted as it has already been seen if we are in the original Abel equation)
is a particular solution of the Abel equation and is a root of the quintic algebraic condition ((13) if we are working in the
resolvent Abel equation or (18) if we are working in the reduced Abel equation) and the quartic algebraic curve has not
multiple roots, then we are in the case described by Theorem 6. In this case we can construct the coplanar coeﬃcients and
the ﬁrst integral.
For the illustrative example given in Section 1.5, none of the two algebraic invariant curves satisﬁes these conditions and
consequently this example does not fall in this case.
5. Abel equations with more than four coplanar particular solutions
It seems natural the extension of the method of the previous section to Abel equations with more than four coplanar
particular solutions, i.e., for n > 4. First, we must construct the system linear in the coplanarity coeﬃcients (like system
(17) for n = 4) that allows us to ﬁnd the ﬁrst integral by successive derivation. Later, we must demand that this system
has null determinant. This condition is symmetric with respect to the candidates coplanar particular solutions and therefore
expressable in terms of elementary symmetric polynomials of these coplanar particular solutions.
Derivating this condition, taking into account the derivatives of the elementary symmetric polynomials, we arrive to n
equations in function of the elementary symmetric polynomials. Eliminating each symmetric polynomial we reach only one
condition (as condition (13) for n = 4) with a supplementary condition (in the case n = 3 that the sum of the symmetric
polynomials is null or in the case n = 4 that the sum of the symmetric polynomials is a particular solution of the resolvent
Abel equation). These two conditions allow us to establish when we have n different coplanar particular solutions. We recall
here the illustrative example given in Section 1.5 which is a case with n = 9. They will also appear degenerate cases that
correspond to the case that the equation of degree n
Yn +
n∑
i=1
(−1)iSiYn−i = 0, (22)
constructed from the elementary symmetric polynomials, which is an invariant algebraic curve of the resolvent Abel equa-
tion, has multiple roots (as the cubic equation for n = 3 and the quartic equation for n = 4). Obviously, this technique to
approach this differential problem has a great analogy with the algebraic problems solved with the classical Galois theory.
Hence, the method developed in this work constitute a new approach different from the nonlinear Galois differential theory
recently developed by Malgrange, see [16,17].
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In [7], Chini studied the equations of the form
dY
dx
= a(x)(Ym + p(x)Y + q(x)). (23)
For m = 3 we have the reduced Abel equation. Doing the change Y = q1/mY , we have dY/dx = J (Ym − KY +1). If Y = G(x)
is a particular solution of Eq. (23) then Dm(Y − G) = a(x)(∑m−1i=0 Ym−1−iGi + p(x))(Y − G), where Dm := ∂/∂x + a(x)(Ym +
p(x)Y + q(x)). Imposing to have a ﬁrst integral of the form (4), we obtain m − 1 conditions
n∑
i=1
αi = 0,
n∑
i=1
αi gi = 0,
n∑
i=1
αi g
2
i = 0, . . . ,
n∑
i=1
αi g
m−2
i = 0. (24)
For K ′ = 0 (except for some values of K which correspond to res(Ym − KY +1,mYm−1 − K ,Y) = 0), we have that the equa-
tion Ym − KY + 1 = 0 has m constant roots, and therefore we will have m different particular solutions which satisfy (24).
This implies that the minimum number of coplanar solutions must be m and perhaps it is also the maximum. For instance,
for m = 4, it is easy to see that it is not possible to have n = 5 solutions satisfying (24) without implying that they contain
a subset of four solutions n = 4 satisfying (24). Therefore, a straightforward generalization of our method for Abel equations
can be done for the Chini equations.
7. Concluding remarks
We have reinterpreted the known cases of solvable Abel equations which appeared in Kamke’s book and other works
(see [5,13,14]) reducing all the cases to a unique case from a geometric point of view. Using this new approach we obtain
new cases of solvable Abel equations.
This unique case corresponds for n = 3 to have three collinear solutions in the aﬃne space of solutions of the Abel
equation which is characterized in Theorem 5. We have also solved the degenerate case when two of these three solutions
coincide, see Section 3.2. We have characterize the case n = 4, i.e., the case when we have four coplanar solutions in the
aﬃne space of solutions of the Abel equation, see Theorem 6. The degenerate case for n = 4, which is the case when the
quartic algebraic equation (22) has not all its roots simple, is still open and may be an achievable objective for a future
work. Obviously, we can also consider the case when we have more than four coplanar solutions, i.e., the case n > 4, which
remains open its full characterization. In characterizing the cases with n > 4 can receive the same limitations as in the
classical Galois theory. A possible continuation of this work is to ﬁnd similar characterizations for higher-degree equations
such as the Chini’s equations.
8. Examples
It is straightforward to construct examples in the context of Theorem 6 because given four different arbitrary functions
y = g1(x), y = g2(x), y = g3(x) and y = g4(x), with the unique condition of being coplanar, we can solve the following
linear system with respect to functions a(x), b(x), c(x) and d(x)
g31a + g21b + g1c + d = g′1,
g32a + g22b + g2c + d = g′2,
g33a + g23b + g3c + d = g′3,
g34a + g24b + g4c + d = g′4,
which has a unique solution. The associated Abel equation will be an example of Theorem 6 except if q = 0 or K ′ = 0 and
it can also happen that the associated quartic has not simple roots. The examples are described working with the reduced
Abel equation to avoid fractional exponents.
Example 1. Consider the Abel equation
dy
dx
= a(x)y3 + b(x)y2, (25)
with (a/b)′ = γ b, and γ ∈ C−{0}, equivalent to have b(x) = B ′(x) and a(x) = γ B(x)B ′(x) with B(x) a non-constant arbitrary
function. This Abel equation is studied in [14, p. 26], as sub-method (f). Through the change of dependent variable y =
Y − b(x)/(3a(x)) = Y − 1/(3γ B(x)), we obtain the reduced Abel equation (8) with p(x) = −1/(3γ 2B(x)2) and q(x) = (2 −
9γ )/(27γ 3B(x)3). For γ = 2/9 is a Bernoulli equation, hence from now on we consider γ = 2/9. If we compute K we get
K = (3(1 − 3γ ))/(9γ − 2) 23 which is a constant (K ′ = 0) and we are in the conditions of Theorem 5 if K 3 = 27/4. For
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equation gives k1 = −ω0 = −1, k2 = −ω1 and k3 = −ω−1, where ω j are the cubic roots of the unity, see Section 3.2. From
Section 3.1, a ﬁrst integral for the reduced Abel equation is
H(x, Y ) = x
2(Y − ω1x )(Y − ω−1x )
(Y − 1x )2
(
Y − ω−1x
Y − ω1x
)√3i
= x
2(Y 2 + 1x Y + 1x2 )
(Y − 1x )2
(
Y + 12x +
√
3i
2x
Y + 12x −
√
3i
2x
)√3i
.
Going back to the original Abel equation through the inverse change Y = y+1/x, the ﬁrst integral of the Abel equation (25)
with γ = 1/3 and B(x) = x is
h(x, y) = x
2 y2 + 3xy + 3
y2
(
2xy + 3+ √3i
2xy + 3− √3i
)√3i
= x
2 y2 + 3xy + 3
y2
e−2
√
3arctan(
√
3
2xy+3 ).
The case K 3 = 27/4, which implies in this case γ = 1/4, is a degenerate case studied in Section 3.2.
In [9], the Abel equation (25) where a(x) and b(x) are polynomials in x is considered. For two given points a and b in C,
the “Poincaré mapping” of the above equation transforms the values of its solutions at a into their values at b. In [9], the
global analytic properties of the Poincaré mapping are studied, in particular, its analytic continuation, its singularities and
its ﬁxed points (which correspond to the “periodic solutions” such that y(a) = y(b)). In Sections 5 and 6 of [9] the equation
dy/dx = γ xy3 + y2 is studied as a “local model” of the previous Abel equation near a simple ﬁxed singularity, and for the
discriminant value γ = 1/4 it is proved the existence of an inﬁnite number of periodic solutions. This particular case is
easier investigate than that of generic γ .
Example 2. We construct an example using the introduction of this section. We can take g1(x) = x− 2, g2(x) = x, g3(x) = 1
and g4(x) = 0, which are coplanar particular solutions taking α1 = 1, α2 = −1 α3 = 2 and α4 = −2. The Abel equation turns
out to be
dy
dx
= (−2x+ 3)y
3 + (3x2 − 6x+ 3)y2 + (−3x2 + 8x− 6)y
x(x− 1)(x− 2)(x− 3) , (26)
and taking into account what we have seen in Sections 1.3 and 1.3.1, a ﬁrst integral for the Abel equation (26) is
h(x, y) = x
3(x− 2)(y − 1)2(y − x+ 2)
(x− 3)3(x− 1)y2(y − x) .
Now we are going to check how our method works for the Abel equation (26). Computing p(x), q(x) following Section 2.1
and also pi(x) for i = 1,2 and qi(x) for i = 1,2,3, and substituting in (18), eliminating a common factor in x, we get the
quintic equation V = 0 with V = ((2x − 3)Y + 1)((2x − 3)Y + x2 − 4x + 4)((2x − 3)Y + x2 − 2x + 1)((4x4 − 24x3 + 57x2 −
63x+ 27)Y 2 + (−4x5 + 30x4 − 96x3 + 162x2 − 144x+ 54)Y + x6 − 9x5 + 35x4 − 75x3 + 95x2 − 69x+ 23). The resultant with
respect to Y between this quintic polynomial V and its derivative DˆV is null which implies that there is a root of (18)
which is also a particular solution of (26). The polynomial remainder of the Euclidean division between DˆV and V with
respect to Y is the product of the ﬁrst linear factors of V . In this case we have that the maximum common divisor is the
highest possible. Hence, we have 3 roots of the quintic polynomial which are also particular solution of (26). These roots are
r0 = Y = −1/(2x − 3), r1 = Y = −(x2 − 4x + 4)/(2x − 3) and r2 = Y = −(x2 − 2x + 1)/(2x − 3). For each particular solution
we can construct the quartic invariant algebraic Y 4 − S1Y 3 + S2Y 2 − S3Y + S4 = 0, where S1 is the root and S2, S3 and
S4 are given in (19). Taking the ﬁrst root S1 = r0, the roots of this quartic polynomial are G1(x) = (x2 − 5x + 5)/(2x − 3),
G2(x) = (x2 − x−1)/(2x−3), G3(x) = −(x2 −4x+4)(2x−3) and G4(x) = −(x2 −2x+1)(2x−3). Through the inverse change
Y = y − (x2 − 2x + 1)/(2x + 3) (to pass from the reduced Abel equation to the original Abel equation (26)) we obtain the
four coplanar particular solutions g1(x) = x− 2, g2(x) = x, g3(x) = 1 and g4(x) = 0. Moreover, r1 = G3 and r2 = G4. Using r1
or r2 to construct the quartic invariant algebraic curve we arrive to similar results. To determine the coplanar coeﬃcients
we can use (20) or the homogeneous linear system (21) evaluating the Gi(x) in an arbitrary value of x for which they are
deﬁned simultaneously. In this case we get G1 − G2 + 2G3 − 2G4 = 0 and using Sections 1.3 and 1.3.1, we obtain the ﬁrst
integral of the Abel equation (26).
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