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Sazˇetak
Uvjetna vjerojatnost je vjerojatnost u kojoj kao dodatnu informaciju imamo da se odredeni
dogadaj realizirao. Za takvu vrstu vjerojatnosti, odnosno vjerojatnost da se dogodio dogadaj
A ako znamo da se realizirao dogadaj B, koristimo oznaku P (A|B) ili PB(A). Nadalje,
formula potpune vjerojatnosti se dobije:
1. podjelom prostora dogadaja na nekoliko disjunktnih dogadaja koji u uniji cˇine cijeli
taj prostor,
2. racˇunajuc´i vjerojatnost dogadaja koji se realizirao uz opisane disjunktne dogadaje kao
uvjete.
Promatranje vjerojatnosti u drugom smjeru je moguc´e pomoc´u Bayesove formule. Ona sluzˇi
za racˇunanje vjerojatnosti realizacije dogadaja iz prethodno opisane podjele uz informaciju
o tome koji se dogadaj dogodio nakon izvodenja pokusa. U razumijevanju susˇtine Bayesovog
teorema bitno je prepoznati potrebnu podjelu (particiju) skupa svih dogadaja, pri cˇemu se
dodatna informacija o ishodu pokusa odnosi na neki odredeni dogadaj iz te podjele.
Kljucˇne rijecˇi: potpun sustav dogadaja, uvjetna vjerojatnost, nezavisni dogadaji, formula
potpune vjerojatnosti, Bayesova formula
Abstract
Conditional probability is a probability where the additional information is that certain event
has been realized. For such kind of probability, i.e. the probability that event A happened if
we know that event B has been realized, the symbol P (A|B) or PB(A) is used. Furthermore,
the formula of total probability is derived by:
1. dividing the space of events on several disjunct events that in union make up that
whole space,
2. counting the probability of the event that has been realised with the described disjunct
events as conditions.
Counting probability in the opposite direction is possible by using of Bayes’ formula. Such
formula is used for probability of event realisation from the previously described partition,
with information about which event happened after the experiment has been performed.
In understanding the essence of Bayes’ theorem it is important to recognize the required
partition of the set of all events whereby the additional information refers to a certain event
from that partition.
Key words: complete sample space, conditional probability, independent events, formula
of total probability, Bayes’ theorem
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1 Uvod
Predmet ovog zavrsˇnog rada je objasniti nacˇin shvac´anja formule potpune vjerojatnosti i
njoj vrlo bliske Bayesove formule, koje se koriste u specijalnim slucˇajevima racˇunanja vje-
rojatnosti. Takoder c´emo kroz zanimljive primjere vidjeti primjenu navedenih formula te
princip razmiˇsljanja u odredenim situacijama povoljnima za koriˇstenje tih dviju formula.
U prvom poglavlju c´e biti rijecˇ o osnovnim pojmovima teorije vjerojatnosti i toku razmiˇsljanja
koji nas vodi do veze s uvjetnom vjerojatnosti. Navedene su najvazˇnije definicije vezane za
uvjetnu vjerojatnost te njeno koriˇstenje. U nastavku poglavlja kroz definicije su izdvojene
neke situacije u kojima se zakljucˇuje o nezavisnosti dogadaja vezanih za dani slucˇajan pokus.
Sljedec´e poglavlje opisuje vec´ spomenute specificˇne situacije u kojima se primjenjuje formula
potpune vjerojatnosti te zasˇto je uopc´e bilo potrebno uvesti takvu vrstu vjerojatnosti, a
zatim je iskazan i dokazan glavni teorem vezan za ovu temu.
Posljednje poglavlje govori o situacijama u kojima je ishod pokusa uvjetovan razlicˇitim
moguc´im dogadajima danog pokusa. Takve situacije se rjesˇavaju Bayesovom formulom koja
slijedi iz formule potpune vjerojatnosti. Kroz primjere je opisan postupak primjene formule i
na samom kraju su izdvojene situacije u kojima bi se trebalo razmiˇsljati o primjeni Bayesove
formule.
Pri rjesˇavanju primjera u ovom radu, zbog preglednijeg zapisa, komplement dogadaja A
oznacˇavat c´emo s A.
2 Uvjetna vjerojatnost
Dva osnovna pojma teorije vjerojatnosti su pokus i njegov ishod, tj. elementarni dogadaj.
Pokus cˇiji ishod je slucˇajan naziva se slucˇajan pokus, a za njegovo opisivanje koristimo
vjerojatnosni prostor (Ω,F , P ). Vjerojatnosni prostor je matematicˇki model pokusa koji
nastaje tako sˇto se svakom dogadaju A, koji je element pripadne σ- algebre F podskupova od
Ω, pridruzˇuje njegova vjerojatnost P (A) sa svojstvom 06 P (A)6 1, pri cˇemu je ona potpuno
odredena tim modelom. Do promjene vjerojatnosti pojave dogadaja mozˇe doc´i jedino ako
nam je tijekom promatranja danog slucˇajnog pokusa poznato da se ostvario dogadaj B koji
utjecˇe na nasˇ polazni dogadaj, pa je zato tom slucˇajnom pokusu potrebno pridruzˇiti novi
matematicˇki model. Opisane postupke jednostavno predocˇuje sljedec´i primjer:
Primjer 1.
Na polici je poredano 10 zˇarulja od kojih su 4 neispravne. Zˇarulje su numerirane brojevima
od 1 do 10, a one neispravne su oznacˇene prostim brojevima. Bez gledanja, izabiru se dvije
zˇarulje, jedna po jedna, i bez vrac´anja nakon prvog odabira. Zanima nas:
1. vjerojatnost da je prva odabrana zˇarulja neispravna (dogadaj A),
2. vjerojatnost da je druga odabrana zˇarulja neispravna (dogadaj B),




Prostor elementarnih dogadaja je skup Ω = {(i, j)|i 6= j; i, j = 1, 2, ..., 10} koji ima 10·9 = 90








, ∀ω = (i, j) ∈ Ω.











2. Sˇto se ticˇe dogadaja B, on c´e se dogoditi i ako prva odabrana zˇarulja bude neispravna
i ako bude ispravna. S obzirom na to, imamo
k(B) = 4 · 3 + 6 · 4 = 36,











3. Pretpostavimo da se realizirao dogadaj A tj. da je prva odabrana zˇarulja neispravna.
Pitamo se kolika je sada vjerojatnost dogadaja B ako znamo da se realizirao dogadaj
A. Nakon informacije o realiziranju dogadaja A ulogu prostora elementarnih dogadaja
preuzima skup A, pa svih moguc´ih elementarnih dogadaja ima
k(A) = 4 · 9 = 36,
jer je u prvom biranju odabrana jedna od cˇetiri neispravne zˇarulje, a u drugom biranju
bilo koja od preostalih devet zˇarulja. U tom slucˇaju povoljnih ishoda za B ima 12, jer
je
k(A ∩B) = 4 · 3 = 12
(kod drugog biranja odaberemo jednu od preostale tri neispravne zˇarulje). Vjerojatnost
koju trazˇimo oznacˇimo s
P (B|A)
i nazovimo ju vjerojatnost dogadaja B uz uvjet da se dogodio dogadaj A. Iz svega
navedenog slijedi:












Definicija 1. Neka je (Ω,F , P ) vjerojatnosni prostor i neka su A,B ∈ F proizvoljni dogadaji,
takvi da je P (B) > 0. Tada funkciju PB : F → [0, 1] zovemo uvjetna vjerojatnost
dogadaja A uz uvjet da se dogodio dogadaj B, a definira se s:




Broj P (A|B) cˇesto krac´e zovemo uvjetna vjerojatnost od A uz uvjet B.
Napomena 2. Dokazˇimo da je tako definirana vjerojatnost dobro definirana, tj. da zado-
voljava aksiome vjerojatnosti:
1. Zbog P (A∩B) ≥ 0 (jer je P vjerojatnost) i P (B) > 0, prema (1) imamo P (A|B) ≥ 0.
2.





































Napomena 3. Analogno se definira i P (B|A) pa vrijedi pravilo umnosˇka vjerojatnosti:
P (A ∩B) = P (A) · P (B|A) = P (B) · P (A|B). (2)
2.1 Nezavisnost dogadaja
Pojam nezavisnosti nam je blizak iz svakodnevnih zˇivotnih situacija, pa vec´ intuitivno znamo
odrediti njegovo znacˇenje. No ako se pitamo kako pojam nezavisnosti matematicˇki modeli-
rati, odgovor c´e nam dati primjeri koji slijede:
Primjer 2.
Radnik na seoskoj farmi, izmedu ostalog, cˇuva i sˇest malih psic´a koji se nalaze u boksu za
pse, od kojih tri psic´a imaju bijele sˇape. Svaki dan radnik uzme dva psic´a kako bi im dao
lijek.
1. Kolika je vjerojatnost da je u drugom uzimanju radnik uzeo psic´a s bijelim sˇapama, s
obzirom da nije pogledao kojeg psic´a je u prvom uzimanju odabrao?
2. Kolika je vjerojatnost da je u drugom uzimanju radnik uzeo psic´a s bijelim sˇapama,
ako je nakon prvog uzimanja vidio da je uzeo psic´a s bijelim sˇapama?
Rjesˇenje:
Oznacˇimo s:
A = {u drugom uzimanju radnik je uzeo psic´a s bijelim sˇapama},
B = {u prvom uzimanju radnik je uzeo psic´a s bijelim sˇapama}.
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1. Racˇunamo vjerojatnost da je radnik u drugom uzimanju uzeo psic´a s bijelim sˇapama,
bez ikakvog saznanja o ishodu prvog odabira. Stoga, ako je u prvom uzimanju radnik
uzeo psic´a s bijelim sˇapama, onda mu u drugom uzimanju preostaju dva takva psic´a
od njih pet → (2
5
). U drugom slucˇaju, ako je u prvom odabiru radnik uzeo psic´a koji
nema bijele sˇape, onda za drugo uzimanje ostaju tri psic´a s bijelim sˇapama od njih
ukupno pet → (3
5















2. Sada racˇunamo vjerojatnost da je radnik u drugom uzimanju uzeo psic´a s bijelim
sˇapama, s tim da znamo da je u prvom uzimanju uzeo psic´a s bijelim sˇapama. Ako je
u prvom uzimanju uzeo psic´a s bijelim sˇapama, tada mu za drugi odabir preostaju dva
psic´a s bijelim sˇapama od njih ukupno pet u boksu, pa imamo:




Ako usporedimo vjerojatnosti P (A) i P (A|B) koje smo u prethodnom primjeru izracˇunali,
vidimo da su one razlicˇite. Iz definicije koja slijedi u nastavku bit c´e jasno sˇto nam taj
podatak govori o dogadajima A i B.
Definicija 4. Neka je (Ω,F , P ) vjerojatnosni prostor i A,B ∈ F proizvoljni dogadaji.
Kazˇemo da dogadaj A ne zavisi od dogadaja B ili da su dogadaji A i B nezavisni, ako
vrijedi:
P (A|B) = P (A). (3)
U protivnom slucˇaju tj. ako je P (A|B) 6= P (A) kazˇemo da dogadaj A zavisi od dogadaja
B ili da su dogadaji A i B zavisni.
Nezavisnost dogadaja mozˇe se utvrditi i pomoc´u njihovog presjeka.





, P (B) =
1
2
, P (A|B) = 2
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Ako navedeno povezˇemo s cˇinjenicom da su dogadaji A i B zavisni, mozˇemo doc´i do sljedec´e
definicije:
Definicija 5. Dogadaji A,B ∈ F su nezavisni ako vrijedi:
P (A ∩B) = P (A) · P (B).
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Prethodnu definiciju mozˇemo generalizirati na slucˇaj kada imamo proizvoljnu familiju
dogadaja, pa prema [1, str. 33] slijedi:
Definicija 6. Neka je (Ω,F , P ) vjerojatnosni prostor. Kazˇemo da je proizvoljna familija
dogadaja (Ax, x ∈ I) ⊆ F nezavisna ako za svaki konacˇan skup razlicˇitih indeksa











Sljedec´a propozicija pokazat c´e nam da komplementiranje ne mijenja status nezavisnosti
dogadaja.
Propozicija 1. Neka je (Ω,F , P ) vjerojatnosni prostor i A,B ∈ F nezavisni dogadaji. Tada
su nezavisni i dogadaji
1. AC i B,
2. A i BC,
3. AC i BC.
Dokaz:
Pomoc´u nezavisnosti dogadaja A i B, zbog cˇega je P (A∩B) = P (A) · P (B), i vjerojatnosti
komplementa dogadaja, tj. vjerojatnosti suprotnog dogadaja, dokazat c´emo da su dogadaji
AC i B, A i BC te AC i BC nezavisni:
1.
P (AC ∩B) = P (B \ (A ∩B)) = P (B)− P (A ∩B)
= P (B)− P (A)P (B) = (1− P (A))P (B)
= P (AC) · P (B)
2.
P (A ∩BC) = P (A \ (A ∩B)) = P (A)− P (A ∩B)
= P (A)− P (A)P (B) = P (A)(1− P (B))
= P (A) · P (BC).
3. U posljednjem dijelu dokaza, uz nezavisnost dogadaja A i B te vjerojatnost kom-
plementa, trebat c´e nam i svojstvo vjerojatnosti unije dvaju ne nuzˇno disjunktnih
dogadaja, odnosno svojstvo da je P (A∪B) = P (A) +P (B)−P (A∩B). Sada imamo
P (AC ∩BC) = P ((A ∪B)C) = 1− P (A ∪B)
= 1− (P (A) + P (B)− P (A ∩B))
= 1− P (A)− P (B) + P (A) · P (B)
= (1− P (A))− (1− P (A))P (B)
= (1− P (A)) · (1− P (B))
= P (AC) · P (BC).

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Ilustraciju prethodne propozicije vidjet c´emo u sljedec´em primjeru.
Primjer 3.
Dva bracˇna para su na kuglanju. Vjerojatnost da prvi bracˇni par srusˇi sve cˇunjeve je 0.7,
a vjerojatnost da drugi bracˇni par srusˇi sve cˇunjeve je 0.8. Kolika je vjerojatnost da c´e u
jednom bacanju tocˇno jedan par srusˇiti sve cˇunjeve, ako znamo da parovi igraju nezavisno
jedan od drugog?
Rjesˇenje:
Ako koristimo sljedec´e oznake:
A1 = {prvi bracˇni par je srusˇio sve cˇunjeve},
A2 = {drugi bracˇni par je srusˇio sve cˇunjeve},
B = {tocˇno jedan bracˇni par je srusˇio sve cˇunjeve u jednom bacanju},
u zadatku su nam zadane vjerojatnosti:
P (A1) = 0.7, P (A2) = 0.8,
a vjerojatnost P (B) trebamo izracˇunati. Posˇto se u zadatku trazˇi da je tocˇno jedan par
srusˇio sve cˇunjeve, znacˇi da u tom jednom bacanju drugi par nije uspio srusˇiti sve cˇunjeve,
pa c´e nam biti potrebne i sljedec´e vjerojatnosti:
P (A1) = 0.3 → P (A1) = 1− P (A1),
P (A2) = 0.2 → P (A2) = 1− P (A2),
pri cˇemu smo s A1 i A2 oznacˇili dogadaje:
A1 = {prvi par nije srusˇio sve cˇunjeve},
A2 = {drugi par nije srusˇio sve cˇunjeve}.
S obzirom da imamo dva para, imat c´emo i dvije moguc´nosti:
1. prvi bracˇni par je srusˇio sve cˇunjeve i drugi par nije, ili
2. prvi bracˇni par nije srusˇio sve cˇunjeve i drugi bracˇni par jest.
Uzimajuc´i u obzir nezavisnost dogadaja A1 i A2, mozˇemo izracˇunati vjerojatnost da je tocˇno
jedan par srusˇio sve cˇunjeve u jednom bacanju na sljedec´i nacˇin:
P (B) = P (A1 ∩ A2) + P (A1 ∩ A2)
= P (A1) · P (A2) + P (A1) · P (A2)




3 Formula potpune vjerojatnosti
U nekim specificˇnim situacijama racˇunanja vjerojatnosti potrebno je skup dogadaja podi-
jeliti na dogadaje koji su medusobno disjunktni, pri cˇemu je njihova unija jednaka cijelom
tom skupu. Za pocˇetak c´emo to ilustrirati jednostavnim primjerom.
Primjer 4.
Kuglice bijele i crne boje nalaze se u kutiji s dvije pregrade. U jednoj pregradi nalaze se 4
crne i 2 bijele kuglice, dok se u drugoj pregradi nalaze 3 crne i 4 bijele kuglice. Kolika je
vjerojatnost da c´emo iz kutije slucˇajnim odabirom izvuc´i bijelu kuglicu?
Rjesˇenje:
Iz kutije izvucˇemo jednu kuglicu. Pri tome postoje dvije moguc´nosti:
H1 = {izvucˇena kuglica je iz prve pregrade},
H2 = {izvucˇena kuglica je iz druge pregrade}.








Ako je A = {izvucˇena kuglica je bijele boje} trazˇeni dogadaj, onda se mozˇe podijeliti na dva
disjunktna dogadaja:
A ∩H1 = {izvucˇena kuglica bijele boje je iz prve pregrade},
A ∩H2 = {izvucˇena kuglica bijele boje je iz druge pregrade}.
Zbog toga vrijedi i P (A) = P (A ∩ H1) + P (A ∩ H2), pri cˇemu se vjerojatnosti dogadaja
A ∩H1 i A ∩H2 racˇunaju na sljedec´i nacˇin:
P (A ∩H1) = P (H1) · P (A|H1), P (A ∩H2) = P (H2) · P (A|H2).
Vjerojatnost da smo izvukli bijelu kuglicu iz prve pregrade jednaka je P (A|H1) = 2
6
, dok je
vjerojatnost da je izvucˇena bijela kuglica iz druge pregrade jednaka
P (A|H2) = 4
7
















Ako se prethodno opisane specificˇne situacije prosˇire na slucˇajeve kada se pojavljuje
viˇse razlicˇitih moguc´nosti, tada se skup elementarnih dogadaja Ω podijeli na n medusobno
disjunktnih nepraznih dogadaja pri cˇemu vrijedi:
Ω = H1 ∪H2 ∪ . . . ∪Hn.
Skupove H1, H2, . . . , Hn koji cˇine particiju skupa Ω nazivamo hipotezama, a one s navedenim
svojstvima cˇine potpun sustav dogadaja. Slijedi i definicija:
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Definicija 7. Konacˇna ili prebrojiva familija dogadaja (Hi, i ∈ I), I ⊆ N, u vjerojatnosnom
prostoru (Ω,F , P ) cˇini potpun sustav dogadaja ako je:
1. P (Hi) > 0, i ∈ I;





Sada imamo sve sˇto nam je potrebno za iskaz i dokaz formule potpune vjerojatnosti.
Teorem 2. (Formula potpune vjerojatnosti) Neka je (Hi, i ∈ I), I ⊆ N, potpun sustav




P (Hi)P (A|Hi). (4)
Dokaz:
Kako je









i dogadaji A ∩Hi, i ∈ I, su medusobno disjunktni jer vrijedi
Hi ∩Hj = ∅, ∀i, j ∈ I, i 6= j,










Nakon odlucˇujuc´e utakmice prvenstva igracˇi su se morali izjasniti o promjeni trenera. Pri
tome, cˇetvrtina igracˇa kluba ima manje od 25 godina, polovina igracˇa kluba je dobi izmedu
25 i 30 godina, a preostali su stariji od 30 godina, od ukupno 20 igracˇa u klubu. Poznato
je da je 40% igracˇa mladih od 25 godina glasovalo za promjenu trenera, kao i 50% igracˇa
dobi izmedu 25 i 30 godina te 80% igracˇa starijih od 30 godina. Kolika je vjerojatnost da se
slucˇajno odabran igracˇ kluba izjasnio da je potrebna promjena trenera?
Rjesˇenje:
Ako s H1, H2, H3 oznacˇimo sljedec´e dogadaje:
H1 = {igracˇ ima manje od 25 godina},
H2 = {igracˇ ima izmedu 25 i 30 godina},














→ jer cˇetvrtina igracˇa ima viˇse od 30 godina.
Sve vjerojatnosti navedenih hipoteza su pozitivne, dogadaji su medusobno disjunktni te u
uniji daju cijeli skup Ω, tj. u nasˇem slucˇaju ekipu sastavljenu od 20 igracˇa. To znacˇi da
dogadaji H1, H2 i H3 cˇine potpun sustav dogadaja, te vjerojatnost da se slucˇajno odabran
igracˇ kluba izjasnio da je potrebna promjena trenera mozˇemo izracˇunati formulom potpune
vjerojatnosti. Ako je
A = {slucˇajno odabran igracˇ kluba glasovao je za promjenu trenera},
za formulu potpune vjerojatnosti potrebne su nam josˇ vjerojatnosti dogadaja A|H1, A|H2 te
A|H3. Jednostavno se izracˇuna da je:
P (A|H1) = 2
5
,
P (A|H2) = 1
2
,
P (A|H3) = 4
5
,
jer je 40% igracˇa mladih od 25 godina glasovalo za promjenu trenera, a takoder i 50% igracˇa
dobi izmedu 25 i 30 godina te 80% igracˇa koji imaju viˇse od 30 godina.
Sada, uvrsˇtavanjem u formulu (4) za n = 3 dobijemo:





















U sljedec´oj napomeni navodimo poopc´enu formulu potpune vjerojatnosti.
Napomena 8. Neka je zadan potpun sustav dogadaja (Hi, i ∈ I), I ⊆ N, i dogadaji
A,B ∈ F , takvi da je P (B) > 0. Ako se formula potpune vjerojatnosti primijeni na vjero-
jatnost definiranu s PB(·) = P (·|B) te se pri tome iskoristi jednakost
PB(A|Hi) = PB(A ∩Hi)
PB(Hi)
=













P (A|B ∩Hi)P (Hi|B).




P (A|B ∩Hi)P (Hi|B).
4 Bayesova formula
Na formulu potpune vjerojatnosti nadovezuje se Bayesova formula do koje se mozˇe doc´i
malim promjenama u toku razmiˇsljanja o danom slucˇajnom pokusu. Odnosno, pretposta-
vimo da imamo zadan potpun sustav dogadaja i poznate vjerojatnosti svake od hipoteza
P (Hi) > 0, i ∈ I, I ⊆ N, te znamo da se nakon izvodenja pokusa pojavio dogadaj A kao
njegov ishod. Sada se pitamo koliku vjerojatnost imaju hipoteze Hi, i ∈ I, ako znamo da se
dogodio ishod A. Mi zapravo zˇelimo svakoj od hipoteza Hi, i ∈ I, pridruzˇiti vjerojatnosti
P (Hi|A). To mozˇemo postic´i uz pomoc´ relacije
P (A ∩B) = P (A)P (B|A) = P (B)P (A|B),
iz koje slijedi:
P (B|A) = P (B)P (A|B)
P (A)
.
Uzmimo sada da je dogadaj B jedna od hipoteza Hi, i ∈ I, na koje je skup Ω podijeljen,
odnosno
P (Hi|A) = P (Hi)P (A|Hi)
P (A)
.
Pri tome vjerojatnost dogadaja A racˇunamo uglavnom pomoc´u formule potpune vjerojat-
nosti (4). Na taj nacˇin smo dosˇli do Bayesove formule.
Teorem 3. Neka je (Hi, i ∈ I), I ⊆ N, potpun sustav dogadaja u vjerojatnosnom prostoru
(Ω,F , P ) i neka je A ∈ F dogadaj takav da je P (A) > 0. Tada za svaki i ∈ I, I ⊆ N, vrijedi
formula
P (Hi|A) = P (Hi)P (A|Hi)
P (A)
, (5)
koju nazivamo Bayesova formula.
Dokaz:
Prema definiciji uvjetne vjerojatnosti (1) vrijedi:








Dakle, i u slucˇaju kada znamo koji dogadaj se dogodio izvodenjem pokusa i dalje nam nije
odmah ocˇita vjerojatnost pojave hipoteza koje su se ostvarile, pa zato pomoc´u Bayesove
formule dolazimo do trazˇenih vjerojatnosti.
Primjer 6.
U ponoc´ su na parkiraliˇstu bila dva siva i jedan crni Ford, tri siva i cˇetiri crna BMW–a
te tri sive i jedna crna Toyota. Te noc´i je kradljivac automobila nasumce odabrao automo-
bil i ukrao ga. Ako je ukradeni automobil sive boje, kolika je vjerojatnost da je to bio BMW?
Rjesˇenje:
Imamo tri dogadaja
H1 = {automobil je marke Ford},
H2 = {automobil je marke BMW},
H3 = {automobil je marke Toyota},












→ jer je 4 automobila marke Toyota, od njih 14.
Ako s A oznacˇimo dogadaj
A = {ukradeni automobil je sive boje},
preostaje nam izracˇunati vjerojatnosti P (A|H1), P (A|H2) i P (A|H3) kako bi mogli pomoc´u
Bayesove formule dobiti trazˇenu vjerojatnost dogadaja H2|A.
Kako imamo 2 siva automobila marke Ford, 3 siva automobila marke BMW i 3 siva auto-
mobila marke Toyota, odgovarajuc´e vjerojatnosti iznose:
P (A|H1) = 2
3
, P (A|H2) = 3
7
, P (A|H3) = 3
4
.
Uvrsˇtavanjem u formulu (5) dobijemo:
P (H2|A) = P (H2) · P (A|H2)























U primjeru koji slijedi koristi se Bayesova formula, ali je prikazana i alternativna metoda
osnovana na intuitivnom pristupu toj istoj formuli, i njime c´emo se uvesti u novo
potpoglavlje.
Primjer 7.
Musˇkarci cˇine 51% odraslog stanovniˇstva jednoga grada. U skladu s time, 49% tog istog
stanovniˇstva cˇine zˇene. Za neko istrazˇivanje je slucˇajno odabrana jedna odrasla osoba.
1. Kolika je vjerojatnost da je odabrana odrasla osoba musˇkarac?
2. Kasnije se saznalo da je subjekt istrazˇivanja bio pusˇacˇ. Takoder znamo da 9.5%
musˇkaraca pusˇi dok u tu skupinu spada samo 1.7% zˇena. Iskoristimo tu dodatnu
informaciju kako bismo saznali vjerojatnost da je odabrana osoba zˇenskog spola.
Rjesˇenje:
Koristit c´emo sljedec´i zapis:
M = {slucˇajno odabrana osoba je musˇkarac},
M = {slucˇajno odabrana osoba je zˇena},
C = {slucˇajno odabrana osoba je pusˇacˇ},
C = {slucˇajno odabrana osoba je nepusˇacˇ}.
1. Prije koriˇstenja informacije dobivene u drugom dijelu znamo samo da 51% stanovnika
cˇine musˇkarci, pa je pri slucˇajnom odabiru odrasle osobe vjerojatnost da bude izabran
musˇkarac jednaka P (M) = 0.51.
2. S obzirom na dobivenu dodatnu informaciju imamo sljedec´e:
• P (M) = 0.51 → jer 51% stanovniˇstva cˇine musˇkarci,
• P (M) = 0.49 → jer 49% stanovniˇstva cˇine zˇene,
• P (C|M) = 0.095 → jer 9.5% musˇkaraca pusˇi cigarete; to je vjerojatnost da c´e
osoba koju smo odabrali koja pusˇi cigarete biti musˇkarac,
• P (C|M) = 0.017 → jer 1.7% zˇena pusˇi cigarete; to je vjerojatnost da c´e osoba
koju smo odabrali koja pusˇi cigarete biti zˇena.
Kada primijenimo Bayesovu formulu (5) gledajuc´i M kao dogadaj H1, a C kao dogadaj
A dobit c´emo sljedec´e:
P (M |C) = P (M) · P (C|M)
P (M) · P (C|M) + P (M) · P (C|M)
=
0.51 · 0.095




Prije nego sˇto smo saznali da je subjekt istrazˇivanja pusˇacˇ, vjerojatnost da je subjekt
musˇkog spola je bila 0.51 (jer musˇkarci cˇine 51% promatranog stanovniˇstva). Medutim,
nakon saznanja da je subjekt pusˇacˇ vjerojatnost se povec´ala na 0.853. Dakle, vjero-
jatnost da je odgovarajuc´i pusˇacˇ musˇkarac iznosi 0.853. Navedena situacija ima smisla
jer vjerojatnost da je subjekt musˇkog spola drasticˇno raste zbog saznanja da je pusˇacˇ,
a to objasˇnjava cˇinjenica da je puno viˇse pusˇacˇa musˇkaraca nego zˇena.
4
4.1 Intuitivan pristup Bayesovoj formuli
Prethodno rjesˇenje ilustrira primjenu Bayesovog teorema koriˇstenjem formule. Nazˇalost, taj
racˇun je dovoljno kompliciran za stvaranje moguc´nosti pogresˇke ili nepravilne zamjene danih
vrijednosti vjerojatnosti. Ipak, postoji drugi pristup koji je intuitivniji i jednostavniji (vidi
[5]):
? uzmemo neku prikladnu vrijednost za sveukupan skup koji promatramo i zatim kons-
truiramo tablicu s odgovarajuc´im frekvencijama za svaku moguc´nost posebno, s obzirom na
dane vjerojatnosti.
Koristec´i prethodni primjer, jednostavno uzmemo neku vrijednost za broj stanovnika tog
mjesta, recimo 100, 000 i iskoristimo dane podatke za popunjavanje tablice.
Pronalazak broja musˇkaraca koji su pusˇacˇi:
• Ako je 51% musˇkaraca od 100, 000 stanovnika onda njih ima 51, 000;
• Ako 9.5% musˇkaraca pusˇi cigarete, onda je broj musˇkaraca pusˇacˇa jednak 9.5% od
51, 000 ili 0.095 · 51, 000 = 4, 845;
• Preostalih musˇkaraca nepusˇacˇa onda ocˇigledno ima 51, 000− 4, 845 = 46, 155.
Unesemo dobivene podatke u tablicu.
Pronalazak broja zˇena koje su pusˇacˇi:
• Koristec´i slicˇno obrazlozˇenje, 49% od 100, 000 su zˇene, pa je broj zˇena jednak 49, 000;
• Informacija da je 1.7% zˇena koje pusˇe cigarete nam govori da je njihov broj jednak
0.017 · 49, 000 = 833;
• Broj zˇena koje su nepusˇacˇice je 49, 000− 833 = 48, 167.
Dobivene podatke takoder unesemo u tablicu. Tako dobivamo:
C (pusˇacˇi) C (nepusˇacˇi) Ukupno
M (musˇkarci) 4, 845 46, 155 51, 000
M (zˇene) 833 48, 167 49, 000
Ukupno 5, 678 94, 322 100, 000
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Tablicu je bilo relativno jednostavno popuniti - podjelu pretpostavljene populacije raspore-
diti u razlicˇite kategorije i nac´i odgovarajuc´e postotke.
Sada vrlo lako mozˇemo odgonetnuti kljucˇno pitanje: pronac´i vjerojatnost odabira su-
bjekta musˇkog spola, znajuc´i da subjekt pusˇi cigarete, jednostavno koristec´i uvjetnu vje-
rojatnost. Tako c´emo vjerojatnost odabira musˇkarca s informacijom da je pusˇacˇ pronac´i
izdvojivsˇi iz tablice stupac u kojemu su pusˇacˇi, a zatim u tom stupcu odabiremo red u ko-
jemu se nalaze musˇkarci. Medu 5, 678 pusˇacˇa nalazi se 4, 845 musˇkaraca, pa je vjerojatnost
koju trazˇimo jednaka 4, 845÷ 5, 678 = 0.85329341. To je:
P (M |C) = 4, 845÷ 5, 678 = 0.85329341 ≈ 0.853.
Uocˇimo da smo dobili isto rjesˇenje kao i kada smo primjer rijesˇili pomoc´u Bayesove formule.
4
Formula za Bayesov teorem u prethodnom primjeru koristi podjelu na tocˇno dvije
moguc´nosti (musˇkarce i zˇene), ali se formula mozˇe prosˇiriti tako da ukljucˇuje viˇse od dva
slucˇaja. Sljedec´i primjer prikazuje to prosˇirenje i takoder opisuje primjenu Bayesovog
teorema kod kontrole kvalitete u industriji. Kada skup dogadaja dijelimo na viˇse od dva
slucˇaja moramo pripaziti da podjela zadovoljava sljedec´a dva uvjeta:
• dogadaji su disjunktni,
• dogadaji u uniji cˇine cjelinu.
Primjer 8.
Odasˇiljacˇ signala polozˇaja u slucˇaju opasnosti zrakoplova je uredaj koji odasˇilje signal u
slucˇaju pada zrakoplova. Takve uredaje proizvode tri tvrtke, pri cˇemu prva tvrtka proizvodi
80% uredaja, druga tvrtka proizvodi 15% uredaja, dok trec´a tvrtka proizvodi preostalih 5%
takvih uredaja. Uredaji proizvedeni u prvoj tvrtki imaju stopu neispravnosti 4%, iz druge
tvrtke uredaji su sa stopom neispravnosti od 6%, dok ta stopa u posljednjoj tvrtki iznosi
9%.
1. Ako je uredaj odabran slucˇajnim odabirom od svih proizvedenih uredaja, kolika je
vjerojatnost da je proizveden u prvoj tvrtki?
2. Ako je uredaj odabran slucˇajnim odabirom i testiranjem je utvrdeno da je neispravan,
kolika je vjerojatnost da ga je proizvela prva tvrtka?
Rjesˇenje:
Koristit c´emo sljedec´i zapis:
A = {uredaj je proizvela prva tvrtka},
B = {uredaj je proizvela druga tvrtka},
C = {uredaj je proizvela trec´a tvrtka},
N = {uredaj je neispravan},
N = {uredaj je ispravan}.
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1. Ako je uredaj nasumicˇno odabran od svih proizvedenih uredaja, vjerojatnost da ga je
proizvela prva tvrtka jednaka je 0.8, jer prva tvrtka proizvodi 80% uredaja.
2. Ako imamo dodatnu informaciju da se testiranjem ispostavilo da je uredaj neispravan,
zˇelimo poboljˇsati vjerojatnost iz dijela 1. tako da iskoristimo dodatnu informaciju.
Zˇelimo pronac´i vjerojatnost P (A|N), sˇto je vjerojatnost da je uredaj proizveden u
prvoj tvrtki uz uvjet da je neispravan. Na osnovi danih informacija, znamo sljedec´e
vjerojatnosti:
P (A) = 0.80→ jer prva tvrtka proizvodi 80% uredaja,
P (B) = 0.15→ jer druga tvrtka proizvodi 15% uredaja,
P (C) = 0.05→ jer trec´a tvrtka proizvodi 5% uredaja,
P (N |A) = 0.04→ jer je 4% uredaja iz prve tvrtke neispravno,
P (N |B) = 0.06→ jer je 6% uredaja iz druge tvrtke neispravno,
P (N |C) = 0.09→ jer je 9% uredaja iz trec´e tvrtke neispravno.
Ovdje je Bayesova formula prosˇirena kako bi ukljucˇila tri dogadaja u skladu s izborom
uredaja proizvedenog od strane tri proizvodacˇa {A,B,C}:
P (A|N) = P (A) · P (N |A)
P (A) · P (N |A) + P (B) · P (N |B) + P (C) · P (N |C)
=
0.80 · 0.04
0.80 · 0.04 + 0.15 · 0.06 + 0.05 · 0.09
= 0.703.
Intuitivan pristup Bayesovoj formuli:
Sada c´emo pronac´i vjerojatnost P (A|N) uz pomoc´ tablice. Pretpostavimo da je proizvedeno
10, 000 uredaja (rjesˇenje ne ovisi o odabranom broju, nego je korisno odabrati dovoljno veliki
broj da svi brojevi u tablici budu cijeli brojevi). Zbog proizvodnje od 80%, imamo 8, 000
uredaja proizvedenih u tvrtki A, od kojih je 320 neispravno. Stoga, imamo 7, 680 ispravnih
uredaja iz tvrtke A. Do preostalih vrijednosti dodemo analognim zakljucˇcima te ispunimo
tablicu dobivenim vrijednostima.
N(neispravni) N(ispravni) Ukupno
A 320 7,680 8,000
B 90 1,410 1,500
C 45 455 500
Ukupno 455 9,545 10,000
Zˇelimo pronac´i vjerojatnost da je uredaj proizveden u tvrtki A, pri cˇemu znamo da je
neispravan. S obzirom da znamo da je uredaj neispravan, mozˇemo se osvrnuti na prvi
stupac, gdje vidimo da je od ukupnih 455 neispravnih uredaja njih 320 iz tvrtke A, pa je
vjerojatnost jednaka 320÷ 455 ≈ 0.703. Isti taj rezultat dobili smo rjesˇavanjem zadatka
preko Bayesove formule. 4
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Prethodno opisani primjer obuhvac´a prosˇirenje Bayesove formule na tri dogadaja, koja smo
oznacˇili s A,B i C. Na osnovu toga, nije tesˇko napraviti prosˇirenje Bayesove formule koje
bi u obzir uzelo cˇetiri ili viˇse dogadaja.
∗ ∗ ∗
Pitanje koje se mozˇe postaviti pri rjesˇavanju zadataka je kada tocˇno primijeniti Bayesov
teorem, odnosno sˇto nam jamcˇi upotrebu Bayesove formule. Dakle, trebali bi uzeti u obzir
Bayesovu formulu ako su ispunjeni sljedec´i uvjeti:
• skup svih dogadaja podijeljen je u klase (Hi, i ∈ I), I ⊆ N, koje su medusobno disjun-
ktne i neprazne,
• unutar skupa svih dogadaja postoji dogadaj A sa svojstvom P (A) > 0,
• cilj je izracˇunati uvjetnu vjerojatnost oblika P (Hi|A),
• poznat je barem jedan od sljedec´a dva skupa vjerojatnosti:
– P (Hi|A) za svaki Hi, i ∈ I,
– P (Hi) i P (A|Hi) za svaki Hi, i ∈ I.
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