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Abstract—A mega-constellation of low-earth orbit (LEO) satel-
lites has the potential to enable long-range communication
with low latency. Integrating this with burgeoning unmanned
aerial vehicle (UAV) assisted non-terrestrial networks will be a
disruptive solution for beyond 5G systems provisioning large-
scale three-dimensional connectivity. In this article, we study the
problem of forwarding packets between two faraway ground
terminals, through an LEO satellite selected from an orbiting
constellation and a mobile high-altitude platform (HAP) such
as a fixed-wing UAV. To maximize the end-to-end data rate, the
satellite association and HAP location should be optimized, which
is challenging due to a huge number of orbiting satellites and the
resulting time-varying network topology. We tackle this problem
using deep reinforcement learning (DRL) with a novel action
dimension reduction technique. Simulation results corroborate
that our proposed method achieves up to 5.74x higher average
data rate compared to a direct communication baseline without
SAT and HAP.
I. INTRODUCTION
We are at the cusp of a revolution where space is envisaged
to meet the ground in 5G and beyond [1], [2]. Indeed, ground
wireless connectivity has already been extending towards the
sky, by integrating unmanned aerial vehicles (UAVs) [3]–[6].
As opposed to fixed ground base stations, these aerial terminals
can be mobile and flexibly deployed at traffic hotspots and
disaster sites [7], [8], creating three-dimensional (3D) wireless
connectivity [9]. Witnessing the recent deployment of low-
earth orbit (LEO) satellite mega-constellations (e.g., 1,584
Starlink satellites at 550 km altitude [10], 2, 622 OneWeb
satellites at 1, 200 km [11]), space is emerging as the new
frontier in beyond 5G communication, wherein LEO satel-
lites, UAVs, and ground terminals are seamlessly integrated,
provisioning large-scale 3D wireless connectivity.
Spurred by these trends, in this article we study the problem
of forwarding packets between two faraway ground terminals,
source terminal (Src) and destination terminal (Dst), relayed
through an LEO satellite (SAT) and a high altitude platform
(HAP) such as a fixed-wing UAV or an airship drone, as
illustrated in Fig. 1. To maximize the end-to-end (E2E) data
rate of the Src-SAT-HAP-Dst link, we aim to optimize the Src-
SAT-HAP association while adjusting the HAP location in real
time. Solving this problem is non-trivial due to the orbiting
SATs and the resultant time-varying network topology.
Concretely, for a fixed network topology, UAV path plan-
ning and resource allocation have been studied commonly
using the successive convex approximation (SCA) algorithm
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Figure 1: An illustration of source and ground terminals communicating
through an orbiting LEO satellite and a moving HAP relay.
[12] and dynamic programming under a Markov decision
process (MDP) [13]. These methods become ill-suited for a
time-varying topology that is not only difficult to be modelled
but also brings about a large and high-dimensional state. In
addition, due to the mega-constellation of SATs, the number of
possible control actions is too huge, incurring high complexity.
To overcome such challenges, we instead solve the problem
using model-free deep reinforcement learning (DRL). Fur-
thermore, we reduce the action dimension of Src-SAT-HAP
associations, by confining the association candidates only to
proximate SATs from Src.
Related Works. Towards provisioning high-throughput
SAT communication, the industry has recently been deploying
mega-constellations of SATs (e.g., SpaceX’s Starlink [10],
Amazon’s Kuiper [14], OneWeb [11], and Telesat [15]). Recent
works [16], [17] have advocated that exploiting these SAT
relays can achieve faster communication for long distances
> 3000 km than terrestrial optical links. Meanwhile, towards
enabling high-throughput non-terrestrial networks (NTNs) [9],
UAV relay assisted cellular systems have recently been stud-
ied, in which the UAV path planning and resource allocation
are optimized using successive convex approximation [12],
[18], block coordinate descent (BCD) method [19], [20],
temporal-difference (TD) method [13]. These two trends have
been separately investigated, in contrast to our work jointly
optimizing SAT and UAV relays. It is noted that in [17], the
effectiveness of a fixed ground relay in-between SAT links has
been studied, as opposed to this work considering a moving
UAV relay between SAT links.
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Contributions and Organization. Our major contribu-
tions are summarized as follows.
• A novel problem has been formulated (P1 in Sec. III-A),
which jointly optimizes SAT associations and HAP move-
ment control under the time-varying network topology so
as to maximize the average data rate of long-range non-
terrestrial communication. To the best of our knowledge,
this is the first work taking into account joint satellite
and HAP mobility management in the context of non-
terrestrial communication.
• A DQN based solution has been proposed (see Sec. III).
To cope with a large number of possible actions due to the
time-varying network topology, a novel action dimension
reduction technique has been applied, which focuses only
on a couple of SATs proximal to Src.
• Numerical results corroborate that our proposed method
achieves an average data rate 5.74x higher than a direct
communication baseline without SAT and HAP, 3.99x
higher than the case without HAP. This highlights the
importance of not only SAT but also HAP mobility
management in enabling high-throughput non-terrestrial
communication.
The remainder of this article is organized as follows. In
Sec. II, the SAT-HAP assisted non-terrestrial network archi-
tecture and channel model are presented. In Sec. III, the E2E
average rate maximization problem is formulated, and a DRL
based solution is proposed. In Sec. IV, simulation results are
provided, followed by concluding remarks in Sec. V.
II. SYSTEM MODEL
The network under study consists of an SAT constellation
rotating a given orbital plane and a HAP hovering between
SAT and Dst, as illustrated in Fig. 1. Specifically, we consider
a multi-hop communication link forwarding packets from Src
to Dst, through the SAT and HAP relays.
A. Dynamics of HAP and SAT
Based on three dimensional Cartesian coordinates for the
location of the terminals, we assume that the back-haul termi-
nal and the terrestrial base station are located at position qS
and qD, respectively, while SAT i orbits at the fixed altitude
of HL with constant speed vL following a predetermined
orbital plane. On the orbital plane, SATs are spaced at equal
intervals and circulated. Specifically, we consider 22 SATs in
the orbital plane and the orbital plane circumstance. Moreover,
we consider that HAP flies horizontally in the xy-plane
with constant altitude HH. The time-varying coordinate of
the HAP-relay node can be denoted in [km] as qH(t) =
[x(t), y(t), HH]
T ∈ R3, 0 ≤ t ≤ T . SATs in one orbit plane
and one HAP are considered in this network scenario to reflect
a realistic situation.
For ease of analysis, we consider a discrete-time model as in
[19], [20]. The time horizon T is divided into N time intervals
each with duration δt, i.e., T = N · δt. The duration δt is
chosen to be sufficiently small so that the HAP’s location is
adequately approximated within each slot. Accordingly, the
HAP’s position qH(t) can be approximated in a discrete-
time model, i.e., qH[n] , qH(nδt) = [x(nδt), y(nδt), H]T =
[x[n], y[n], H]T ∈ R3, 0 ≤ n ≤ N + 1.
To obtain a more tractable optimization problem, we apply
the discrete linear state-space approximation similarly to [12].
Based on the time step size δt, time T (or t) and time slot N
(or n) can be determined according to T = δt ·N (or t = δt ·n).
Accordingly, the HAP position qH(t) and velocity vH(t) can
be well characterized by the discrete-time HAP position vector
qH[n] = qH(nδt) as well as the velocity vector vH[n] =
vH(nδt) and the acceleration vector aH[n] = aH(nδt) for n =
0, 1, · · · , N+1. Thus, the discrete HAP state can be described
as
vH[n+ 1]=vH[n]+ aH[n]δt, n = 1, · · · , N, (1)
qH[n+ 1]=qH[n]+ vH[n]δt+
1
2
aH[n]δ
2
t , n = 1, · · · , N, (2)
where qH[0] = qH,I is the initial positions of the HAP, and
vH[0] = vH,I is the initial velocity of the HAP.
On the other hand, the discrete state of SAT i in a certain
constellation can be expressed as
qiL[n+ 1] = q
i
L[n] + vLδt, n = 1, · · · , N, ∀i, (3)
where the initial position of SAT i in an orbit plane qiL[0] =
qiL,I and the initial velocity in constellation vL[0] = vL,I are
determined for each SAT and each orbit plane.
B. Multi-Hop Communication
We denote a set of SAT in a certain orbital plane as (I =
{1, 2, . . . , I}) which relays information to a HAP (K = {1}).
Two terrestrial terminals, such that one transmits while another
receives, are denoted by S and D, respectively. In particular,
S refers to a Src and D refers to a Dst. RF communication
links are used for the aerial-ground channel as well as the
satellite-aerial channel .
1) Channel Model for RF link: Since we consider channel
characteristics of aerial-ground link or satellite-aerial link, we
assume line-of-sight (LoS) links without Doppler effect as
in [12]. Therefore, the deterministic propagation models are
adopted under the position of HAP and attenuation conditions.
The channel gain of RF link hRF between each terminal at a
link distance d can be expressed as hRF =
√
β0
d2
, ∀t, where β0
represents the received power at the reference distance d0 = 1
[m]. Accordingly, the transmission rate in [bps] for the slot n
can be expressed as
CRF = BRF log2
(
1 +
γ0
‖d‖2
)
[bps], ∀t, (4)
where BRF represents the RF bandwidth, and γ0 = β0·Pσ2RF
indicates the reference SNR with constant transmission power
P and noise variance σ2RF .
2) Link Configuration for Vertical Platform enabled-Multi-
Hop Communication: In this system, a multi-hop network is
configured with the help of LEO satellite constellation and
HAP. For instance, information is transmitted from S to D
via SAT relay node and via HAP relay node, as shown in
Fig. 1. The instantaneous achievable rates for each link of the
multi-hop relay network in time slot n in bps is given by
RS,i[n] ≤ CS,i[n], ∀n, (5)
Ri,k[n] ≤ min{Ci,k[n], Qi + RS,i[n]}, ∀n, (6)
Rk,D[n] ≤ min{Ck,D[n], Qk + Ri,k[n]}, ∀n, (7)
where Qi and Qk denote the remaining bits in buffer of i and
k, respectively. Note that the transmission rate of each link in
bps are represented, respectively, as
CS,i[n] = wS,iBRF log2
(
1 +
γ0
(dS,i[n])α
)
, ∀t, (8)
Ci,k[n] = wi,kBRF log2
(
1 +
γ0
(di,k[n])α
)
, ∀t, (9)
Ck,D[n] = BRF log2
(
1 +
γ0
(dk,D[n])α
)
, ∀t, (10)
in which wS,i represents the association of S and SAT constel-
lation in certain orbit plane. Note that it holds wS,i = wi,k,
since only one SAT is selected per time t (or n) for multi-
hop communication. For each RF link, the link distances are
expressed as
dS,i = ‖qiL[n]− qS‖, di,k = ‖qH[n]− qiL[n]‖,
dk,D = ‖qD − qH[n]‖, ∀i, n.
(11)
Note that the position of SAT qiL[n] and the position of HAP
qH[n] are time varying.
III. OPTIMAL ASSOCIATION AND TRAJECTORY DESIGN
FOR THROUGHPUT MAXIMIZATION IN LEO SATELLITE
CONSTELLATION NETWORK
In this section, we address the optimization of HAP-aided
SAT constellation network (e.g., multi-hop relay network) to
maximize the end-to-end rate. Only one SAT in constellation
can forward information between the source and destination as
a relay node, while SATs circulate rapidly in the predetermined
orbital plane. Hence for efficient relaying, appropriate node-
to-node association decisions are necessary . Besides, for the
HAP which supports the SAT constellation network as another
mobile relay node, proper consideration for dynamics of HAP
is necessary for efficient relaying. Therefore, we focus on
the optimization of association of S − i (or i − k) and HAP
trajectory design.
A. Problem Formulation
The following problem, P1, corresponds to a sum through-
put maximization under the constraint related to an actual
flight condition of HAP. For mathematical convenience, we
define the set of association as W = {wS,i[n], i ∈ I,∀n},
and the set of HAP acceleration as A = {aH[n],∀n}.
(P1) max
W,A
N∑
n=1
RS,D[n]
s.t (1)− (3), (5)− (7)
‖aH[n]‖ ≤ Amax, ∀n, (12)
wS,i[n] ∈ {0, 1}, ∀n, i, (13)∑
i∈I wS,i[n] ≤ 1, ∀n, (14)
where N denotes the one orbital cycle of satellite and Amax
indicates the maximum acceleration. Note that the constraint
in (3) represents the mobility of SATs. Considering the ma-
neuverability of HAP, the equality constraints (1) and (2)
characterize the discrete state-space model for HAP, i.e.,
position of HAP qH[n], the velocity of HAP vH[n], as well as
the acceleration of HAP aH[n]. In addition, to take practical
constraint of the aerial vehicle into account, the acceleration
of HAP is constrained with the maximum acceleration in
(12). The buffer constraints of relay (5)-(7) represents the
information-causality constraints (i.e., the condition that relay
node can only forward the information that has been previously
received from the source.) to consider the practical condition
of multi-hop relay network. For association, the constraints of
(13) and (14) represents that Src (e.g., back-haul terminal) can
be linked by at most one SAT.
Without losing generality, assuming decode-and-forward
(DF) relaying protocol without buffer, the constraints of (5)-(7)
evolve to min{CRF,S,i[n], CRF,i,k[n], CRF,k,D[n]}. Accord-
ingly, the instantaneous achievable rates for the multi-hop relay
network in time slot n can then be approximated as
RS,D[n] ' min{CRF,S,i[n], CRF,i,k[n], CRF,k,D[n]},∀n. (15)
B. MDP Modeling for Deep Reinforcement Learning
In this subsection, the DRL formulation for the optimization
of multi-hop communication in SAT network is introduced. By
(1)-(2), the dynamic states of HAP (e.g., qH[n] and vH[n])
hold Markov characteristics. As such, we can formulate the
optimization problem as a Markov decision process (MDP).
Based on the MDP property, reinforcement learning (RL),
especially, deep-RL is used to address the problem. As in
[21], the policy corresponds to the probability of choosing an
action according to the current state. The optimal policy pi∗ is
the policy that contributes to the maximal long-term system
reward. Our goal is to find pi∗ to maximize the average long-
term system reward. A natural mapping of (P1) to an MDP
model is as follows:
1) Environment: The structure of RL for multi-hop com-
munication in SAT network is shown in Fig. 2, where an agent,
corresponding to the HAP and the multi-hop links (e.g., inter
satellite/aerial link (ISL)), interact with the environment. In
this scenario, the environment includes everything outside the
ISL link. At each time n, HAP, as the agent, observes a state
s[n] from the state space S, and accordingly takes an action
a[n] from the action space A, selecting SAT in the certain
next reward
next state
current state s[n]
current reward r[n]
current action a[n]
LEO satellite
orbit
HAP
trajectory
source destinationEnvironment
DQN Agent
r[n+1]
s[n+1]
Figure 2: DQN structure for vertical multi-hop communication in LEO
satellite constellation network.
orbital plane and acceleration action set based on the policy
pi. The decision policy pi is determined by an action-value
function Q(s[n], a[n]). Following the action, the state of the
environment transitions to a new state s[n+ 1] and the agent
receives a reward r[n], determined by the achievable rate in the
multi-hop communication. In our system, the state observed
by each node for characterizing the environment consists of
several parts: the position of SAT in the orbital plane qiL[n] ∈
RI×3, i ∈ I, the position of HAP qH[n] ∈ R3, the link
distance for each link d[n] = {dS,i[n], di,k[n], dk,D[n]} ∈ R3,
the achievable rates for each link including the end-to-end
rate (i.e., achievable rate for source-to-destination) R[n] =
{RS,i[n],Ri,k[n],Rk,D[n],RS,D[n]} ∈ R4. Thus the state can
be expressed as
s[n] = {qiL[n], i ∈ I,qH[n], d[n], R[n]}, ∀n (16)
2) Action: Overall, the action space in our system includes
two kinds of actions (e.g., W and A). Firstly, for the associa-
tion of S − i, wi,k[n], the source chooses to serve among one
of J SAT on the orbital plane in each time slot. Equivalently,
the decision on wi,k[n] follows wS,i[n]. Note that our fully
observable scenario operates in an offline-manner, so that it
is able to optimize wS,i[n] (and wi,k[n]) for each satellite k.
To design the association action, aW [n] ∈ RI , we use the
one-hot encoding. Secondly, for HAP trajectory design, HAP
chooses the acceleration action set in each time slot. While
there are various ways to efficiently handle continuous-state
actions, the most straightforward approach is to discretize it to
form a finite-state. Hence, we consider the acceleration action
set, aA[n] ∈ RD×2, by uniformly discretizing between 0 and
Amax. Note that the acceleration action space can be managed
by a discretization level D. Thus, the action space is given as
a[n] = {aW [n], aA[n]}, ∀n. (17)
3) Reward: In the problem, system utility is closely related
to the achievable rate in each time slot. However, since
the correlation between system utility and achievable rate
is not linear, we adopt a sigmoid function to describe the
correlation as f(x) = 1/(1+e−g(x)), where g(x) = x−µσ is
the normalization function for x. Note that in the system, µ
is the achievable rate of the baseline (i.e., fixed HAP-relaying
in Sec. IV) and σ is the normalization parameter which yields
the outcome of g(RS,D[n]) between −1 and 1. Thus, via
normalization, the reward remains positive if it outperforms
a baseline; it will be a penalty, a negative reward, if not. As
such, the system reward in the n-th time slot induced by the
current state s[n] and action a[n] is defined as
r[n] = f(RS,D[n]), ∀n. (18)
Reward and penalty will drive HAP to find optimal actions
which maximize the achievable end-to-end rate.
With the above MDP model, the objective function of (P1)
corresponds to the un-discounted accumulated rewards over an
episode up to time slot N . Note that one episode means that
SAT orbits the Earth one time on in its environment.
C. Proposed Algorithm with DQN
In the environment in which the state-action space becomes
large, many states may be rarely visited by using general
Q-Learning, thus the corresponding Q-values are rarely up-
dated, making convergence difficult. To overcome the issues,
DQN combines Q-learning with deep learning [22]. Basic
idea behind DQN is to approximate Q-network and update
the network weight θ periodically (e.g., Q(s, a; θ)). A deep
neural network provides a mapping between the action-state
information and the desired output based on a large amount
of training data, which will be used to determine Q-values.
DQN updates its weights, θ, at each predetermined iterations
to minimize the following loss function with old weight θ−
from the minibatch of replay memory D.
L(θ) =
∑
(s,a)∈D
(y −Q(s, a; θ))2, (19)
where y = r + maxa′∈AQ(s′, a′; θ−) is the target network.
Note that DQN proceeds towards maximizing the designed
reward. We follow the detail of DQN algorithm as introduced
in [22].
As identified in [23], large action spaces can present serious
issues for conventional RL algorithms, including DQN. In
our action space, the association action aW cause the action
space to be large, since its dimension follows the number of
satellite in the orbital plane. To clarify the association space
dimension related to SAT, we represent the following SATs
dynamics in the orbital plane. Since SATs orbits along a
predetermined orbital plane, the satellites in the orbital plane
periodically circulate on the surface of Earth. In other words,
these satellites will come back to the same position after
a certain amount of time (e.g., orbital period). Accordingly,
the position of SATs, qL[n] ∈ RI×3, on the orbital plane is
updated as
qL[n] = qL[n] mod cE, ∀n, (20)
where mod represents the modulo operation, cE = 2pirE
denotes the length of orbital plane (e.g., circumstance of
Earth), and rE denotes the radius of orbital plane. Note that
each SAT i follows the position as in (3).
In this regard, we devise the action dimension reduction
method for our environment. It can be seen intuitively that one
SAT which located between Src and Dst will be associated,
rather than another SAT which is distant from Src or Dst.
Hence, narrowing the view to a specific coordinate space
between Src and Dst (e.g., 4000×4000×550 [km3]), a certain
pattern is observed that SATs in the coordinate space also
periodically circulate. Considering that SATs in the coordinate
space orbit at an equal velocity at equal intervals, we focus
on the position of the satellite located proximal to Src in the
length of plane in coordinate space cC, instead of the position
of all satellites in the whole length of orbital plane. The
position of the selected SATs is thereby rewritten as follows
qL[n] = qL[n] mod cC, ∀n, (21)
Note that cC depends on the size of considered coordinate
space. As a result, the dimension of association action aW [n]
reduces to RI′ as well as the part of state related to qiL[n] ∈
RI shrinks to qiL[n],∈ RI
′
, since we now only consider the
position of selected SAT qL[n] ∈ RI′×3. Note that I ′ denotes
the maximum number of SATs that can be included in a given
coordinate space, which depends on cC. In the following, we
present the numerical results of DQN for the optimization of
multi-hop communication in LEO satellite network.
IV. NUMERICAL EVALUATION
In this section, we present the simulation results to demon-
strate the performance of the proposed method for throughput
maximization in SAT constellation network with mobile HAP-
relaying.
In the environment of multi-hop communication, we con-
sider the vertical platforms (i.e., SAT constellation and HAP),
in a three-dimensional area of 4000× 4000× 550 [km3]. For
the condition of UAV as a HAP, we assume that the maximum
acceleration Amax = 5 [m/s2]. Unless stated otherwise, we set
the time-step size δt = 10 [s] The number of neurons per layer
is configured as [300,300,200,200] in the deep neural network.
Our DQN model is configured as a five-layer fully connected
neural network and three hidden layers. The numbers of
neurons in the three hidden layers are 300, 300, and 200,
respectively. The activation function of tanh is used. We follow
-greedy policy to utilize the exploration and exploitation,
and use adaptive moment estimation optimizer (Adam) for
training. The simulation results of this paper are implemented
with TensorFlow. Unless stated otherwise, all parameters are
listed in Table I.
DQN Convergence. Fig. 3 depicts the losses and the
average reward per episode for the proposed algorithm DQN.
Firstly, for loss curve, it is observed that even with small
iteration, the loss value converges to a sufficiently small value.
On the other hand, for the reward curve, it is also observed
that the average reward tends to be increasing as iteration goes,
while more iterations are required for reasonable convergence.
1 To maintain a stable LEO, the orbital velocity is about 7.8 [km/s] at
the altitude 550 [km].
Table I: Simulation parameters.
Parameter Value
Time slot size δt = 10
Number of time slot for a episode N = 513
Positions of Src and Dst qS = [0, 0, 0]
T ,
qD = [4000, 0, 0]T
Altitude of SAT HL = 550 [km] (from [10])
Velocity of SAT1 vL,I = [0, 7.8, 0]T [km/s]
Radius of orbital plane rE = 6371 [km]
Length of orbital plane cE = 40030 [km]
Number of SAT in orbital plane I = 22
Distance between satellites 1819 [km]
Length of plane in coordinate space cC = 4000 [km]
Number of SAT in coordinate space I′ = 2
Bandwidth for RF link BRF = 109 [Hz]
Reference SNR (d = 1 [m]), Path-loss exponent γ0 = 109, α = 2
Learning rate, Discount factor 0.0001, 0.95
Batch size, # of iterations/update 500, 500
Training iterations 500000
Figure 3: Convergence curve for the proposed algorithm.
Note that these curves are the results of averaging four
simulation results, and the shaded areas show the fluctuation
of the value.
Optimal Action for SAT-HAP assisted Non-Terrestrial
Network. Figs. 4a-4j show the trajectories of the proposed
DQN algorithm during one orbital period n = 1 − 513.
Especially in Figs. 4a-4e, the association for Src-SAT-HAP
is shown over several time slots. Although most decision for
the association can be intuitively understood, it is worth to
note that, Figs. 4c and 4h show that the optimal association
differs from an association with the closest SAT from Src.
Specifically in Fig. 4c, it can be seen that HAP is linked to
SAT2, although SAT1 is closer to HAP. This occurs mainly
due to the information-causality constraints (5) − (7). Since
E2E data rate of a Src-SAT-HAP-Dst link follows (15), the
optimal policy decides not to optimize only specific links, but
to improve the weakest links. On the other hand, the designed
trajectories for HAP are highlighted in Figs. 4f-4j. Note that
the blue dots in Fig. 4 represents the trace of HAP. The
optimal trajectory draws an oval-like shape. It has a tendency
to circulate certain areas between Src and Dst.
Impact of Joint SAT-HAP Relaying. Our proposed SAT-
HAP relaying method is compared with three benchmark
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Figure 4: Optimized Src-SAT-HAP associations and HAP trajectory during time slots n = 1− 513 (one orbital period).
Table II: Spectral efficiencies under different relaying schemes.
Relaying Scheme Spectral Efficiency [bits/Hz]
Direct Transmission
0.4507× 10−3without SAT and an Additional Relay
With SAT 0.6488× 10−3
With SAT and a Fixed Ground Relay 2.2804× 10−3
With SAT and a Fixed HAP Relay 2.2878× 10−3
(Proposed) With SAT and Mobile HAP Relay 2.5862× 10−3
0 50 100 150 200 250 300 350 400 450 500
0.5
1
1.5
2
2.5
3
106
Figure 5: End-to-end data rate for different relaying schemes.
schemes; Firstly, the scenario without any relay node is consid-
ered (i.e., Direct transmission without SAT and an additional
relaying). Secondly, the scenario without any additional relay
node only with SAT is considered. Lastly, the fixed relaying
scheme is considered, in which the fixed relaying with ground
terminal (or HAP terminal) is located on the optimal location
in the environment. In the fixed relaying scheme, the optimal
position of the fixed relay terminals is found by exhaustive
search with a certain grid 95 [km] as described in the work
of [17]. Note that we consider the altitude of fixed HAP-
relay terminal and fixed ground-relay terminal as 0 [km] and
HH = 50 [km], respectively.
Fig. 5 compares the E2E rate over time slot, with the
three benchmarks. We notice that the handover between Src
and SAT (i.e. change of association wS,i[n]) cause the E2E
rate fluctuation as shown in this figure. Considering only one
orbit, an edge effect occurs at the end of the episode (e.g.,
n = 499 − 513), which will be addressed by considering
multiple orbits in our future work. It is found that the proposed
mobile HAP-relaying achieves significantly more rate than
SAT network without an additional relay terminal. Further-
more, the proposed solution improves the rate performance
reasonably better than the other fixed relaying scheme.
On the other hand, Table. II compares the spectral efficiency
of these schemes. The proposed mobile HAP-relaying scheme
obtain 298.61 % rate-gain compared to the scheme without
any relay, and also obtain 13.04 % rate-gain compared to the
fixed HAP-relaying. Accordingly, the results validate that the
additional relay (e.g.,fixed relaying and mobile HAP relaying)
can be beneficial for the SAT constellation network in terms
of throughput. Furthermore, these results confirm that using
UAV as a HAP-relay terminal has much potential to ensure
more throughput via its mobility.
V. CONCLUSION
In this article, we tackled the problem of maximizing
the E2E data rate of a Src-SAT-HAP-Dst link, by jointly
optimizing the Src-SAT-HAP association and the HAP location
via DQN. Generalizing this single link case to a multi-link
scenario could be an interesting direction for future research.
To cope with the resulting higher complexity while minimizing
additional communication overhead, extending the current
DQN based method to a distributed DRL architecture such
as actor-critic or multi-agent reinforcement learning (MARL)
is an important research topic.
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