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Abstract
Weprovide a combinatorial proof for the coincidenceofKnuth equivalence classes,Kazhdan–Lusztig
left cells and Vogan classes for the symmetric group, involving only Robinson–Schensted algorithm
and the combinatorial part of the Kazhdan–Lusztig cell theory.
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0. Introduction
The determination of Kazhdan–Lusztig cells for the symmetric group is given in the proof
of [4, Theorem 1.4]. The argument is largely combinatorial except the use of a Vogan’s
result [6, Theorem 6.5] which is obtained in the context of the theory of primitive ideals for
universal enveloping algebras. If one can replace this by a combinatorial argument, then it
becomes possible to discuss the Kazhdan–Lusztig cell theory for symmetric groups within
the scope of these standard texts such as [2,5]. This note was motivated by this.
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1. The problem
We start with the deﬁnitions of the three interesting equivalence relations on a Coxeter
system (W, S). If W = Sr , the symmetric group on r letters {1, 2, . . . , r}, we take S =
{(i, i + 1) | 1  i < r}, the set of basic transpositions. Let  be the Bruhat–Chevalley
ordering onW. For w ∈ W , let
L(w) = {s ∈ S | sw < w} andR(w) = {s ∈ S | ws < w}.
Let s, t ∈ S, where st has order o(st) = 3, and let 〈s, t〉 be the subgroup generated by s, t .
Each coset 〈s, t〉w can be partitioned into four parts {x} ∪ {stsx} ∪ {tx, stx} ∪ {sx, tsx},
where x is the shortest element in the coset. We call each of the last two parts a Knuth pair 2
(deﬁned by s, t). Alternatively, if we let
DL(s, t) = {w ∈ W | #(L(w) ∩ {s, t}) = 1},
then, for w ∈ DL(s, t), exactly one of the elements sw, tw, denoted ∗w, is in DL(s, t).
Clearly, {w, ∗w} is a Knuth pair. We say that y,w are Knuth equivalent, denoted y ∼ w,
if there exists a sequence y = y0, y1, . . . , yn = w such that {yi−1, yi} is a Knuth pair for
every i. A Knuth equivalence class is called a Knuth class or a K-cell.
Note that the dual version of the ∗-operation is a map w → w∗ deﬁned on the set
DR(s, t) = {w ∈ W | #(R(w) ∩ {s, t}) = 1}.
We shall call the pair {w,w∗} a dual Knuth pair.
The next equivalence relation is deﬁned in [4]. Fory,w ∈ W , letPy,w(q)be theKazhdan–
Lusztig polynomial given in [4, (2.2.c)]. Thus, Py,w(q) is zero unless yw and has degree
 12 ((w) − (y) − 1), if y < w, where  : W → N is the length function on W.
If degPy,w(q) = 12 ((w) − (y) − 1), let (y,w) be its (non-zero) leading coefﬁcient;
otherwise, we deﬁne (y,w) = 0. Write y −−w if either (y,w) = 0 or (w, y) = 0,
and deﬁne preorder relations L, R and LR onW as follows: we say that yLw (resp.
yRw) if there exist elements y = x0, x1, . . . , xn = w such that xi−1−− xi andL(xi−1) ⊆
L(xi) (resp. R(xi−1) ⊆ R(xi)). Let LR be the relation generated by L and R. Each
relation X deﬁnes an equivalence relation ∼X by setting y ∼X w if yXwXy. The
equivalence classes deﬁned by ∼L, ∼R and ∼LR are called left, right and two-sided cells,
respectively.
We list below a couple of elementary properties for the cell relations.
1.1. Let y,w ∈ W .
(1) [4, 2.4] If xLy thenR(x) ⊇ R(y).
(2) [4, 4.3] If y ∼L w with y,w ∈ DR(s, t), then y∗ ∼L w∗.
2 For the symmetric group, a Knuth pair can be simply deﬁned as {x, sx} with x < sx and L(x) ⊆ L(sx).
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The third equivalence relation onW is introduced by Vogan [6]. We deﬁne recursively an
equivalence relation ∼
i
for every i0. For y,w ∈ W , we deﬁne y∼
0
w if R(y) = R(w),
and, for i > 0, deﬁne y∼
i
w if
(i) y ∼
i−1
w, and
(ii) for any s, t ∈ S with o(st) = 3 and y,w ∈ DR(s, t), y∗ ∼
i−1
w∗.
We say that y and w are Vogan equivalent 3 , denoted y ∼ w, if y∼
i
w for all i0. This is
an equivalence relation. The corresponding equivalence classes are called Vogan classes or
V-cells.
The ﬁrst part of the following result 1.2 follows from the deﬁnition; while the second
part is deduced from 1.1; see the proof of [4, Theorem 1.4].
1.2. Let y,w ∈ W .
(1) If y ∼ w, then y ∼L w.
(2) If y ∼L w then y ∼ w.
From 1.2, we have the following “linear” relation, for y,w ∈ W ,
(3) y ∼ w ⇒ y ∼L w ⇒ y ∼ w.
In general, the implication y ∼ w ⇒ y ∼ w fails. However, for the symmetric group
W = Sr , it is true. There is a non-combinatorial proof given in [6, Theorem 6.5], involving
the theory of primitive ideals.
Problem 1.3. Find a combinatorial proof for the fact: ∀y,w ∈ Sr , y ∼ w ⇒ y ∼ w.
In this note, we will provide such a proof. We ﬁrst present the combinatorics we need in
§2 and then give the proof in §3.
2. The combinatorics
Let r be a positive integer and let  = (1, 2, . . .) be a partition of r. The Young diagram
of  is a collection of boxes, arranged in left justiﬁed rows with 1 boxes in row 1, 2 boxes
in row 2 and so on. A Young tableau T = (Tij ) is obtained by ﬁlling in (or replacing) boxes
in the Young diagram of  by positive integers Tij . We shall call  the shape of T (or call
T a -tableau for short). A semi-standard tableau is a tableau which has weakly increasing
rows and increasing columns. A standard -tableau is a tableau whose entries are exactly
{1, 2, . . . , r} and which has both increasing rows and increasing columns. For example, if
t (resp. t) is the -tableau in which the numbers 1, 2, . . . appear in order from left to right
3 Vogan used the term that y and w have the same generalized -invariant.
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(resp. top to bottom) and down along successive rows (resp. columns), then t and t are
standard; e.g., for  = (4, 2, 2, 1),
t =
1 2 3 4
5 6
7 8
9
t =
1 5 8 9
2 6
3 7
4
For a semi-standard tableau T and a positive integer k, we construct a new tableau T ← k
by a so-called row-insertion. The procedure of such a row-insertion is the following recursive
algorithm (starting from the ﬁrst row of T):
1. If k1 = k is greater than any number in the ﬁrst row of T, then T ← k is the tableau
obtained by adding k1 at the end of the ﬁrst row of T.
2. Otherwise, ﬁnd the left-most entry k2 with k2 > k1 of the ﬁrst row of T and replace
(“bump”) k2 by k1.
3. Repeat the procedure for the second row of T with k2, and so on.
The algorithm ends (and so the row-insertion is complete) whenever a number ka is added at
the end of the ath row. The row-insertion T ← k determines a set of positions by the entries
k1, . . . , ka . This set is called the insertion path (or bumping route), denoted by I (T ← k).
Note that the row-insertion algorithm can simply be run backwards, called a reversed
row-insertion. If the resulting tableau is given and a is the entry in the added box, it looks
for the right-most number strictly less than a in the above row and bumps it to the next row
above. The process continues until a number is bumped out of the top row.
Lemma 2.1 (Fulton [2, 1.1] and Stanley [5, 7.12.2]). Consider two successive row-
insertions: (T ← k) ← k′, giving rise to two insertion paths R = I (T ← k) and
R′ = I ((T ← k)← k′).
(1) If kk′, then R lies strictly to the left of R′ and R′ does not extend below the bottom of
R. More precisely, if (i, j) ∈ R, and (i, j ′) ∈ R′, then j < j ′, and #R′#R.
(2) If k > k′ then R lies weakly to the right of R′ and R′ does extend below the bottom of
R. More precisely, if (i, j) ∈ R, and (i, j ′) ∈ R′, then j ′j , and #R′ > #R.
The converse of each of the statements holds.
Let m = {1, 2, . . . , m}. For a, b, x, y ∈ m, any of the transformations
{
(′) xya → xay, if a < xy,
(′′) bxy → xby, if xy < b
and their inverses is called a basic transformation. For two wordsw1 andw2 onm of length
at least 3, if there are i, j, k ∈ m such that w1 = u(ijk)v and w2 = u(ijk)v for some
basic transformation , then we say that w2 is obtained by applying an elementary Knuth
transformation to w1. We deﬁne two words w1, w2 (of the same length) to be (inverse)
Knuth equivalent, denoted w1 ∼′ w2, if they can be changed to each other by a sequence
of elementary Knuth transformations.
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For a semi-standard tableau T, we deﬁne the word of T, denoted w(T ), by reading the
entries of T from left to right and bottom to top. For the example above, we have
w(t) = 978561234 and w(t) = 437261589.
Lemma 2.2 (Fulton [2, 2.1]). Let T be a semi-standard tableau over the alphabetm. Then
T ← k is semi-standard and w(T ← k) ∼′ w(T )k for all k ∈ m.
The Robinson–Schensted(–Knuth) correspondence is an algorithm which repeatedly ap-
plies the row-insertion algorithm to a word w = j1j2 · · · jr on m to produce a pair of
tableaux (P,Q) deﬁned recursively as follows{
P0 = ∅,
Pt = Pt−1 ← jt , 1 tr,
{
Q0 = ∅,
Qt = Qt−1⇔t, 1 tr,
where Qt−1⇔t denotes the tableau by inserting t into the box added to Pt−1. The process
ends at (Pr ,Qr), and we deﬁne (P,Q) = (Pr ,Qr). We denote this correspondence by
w
RSK→ (P,Q) and call it theRSKalgorithm (orRSK correspondence).We callP the insertion
tableau and Q the recording tableau of w.
The elements of the symmetric groupSr may be identiﬁed as words of length r (without
repetition) over the alphabet r. That is, forw ∈ Sr , we represent the bijection i → w(i) :=
ji by
(
1 2 · · · r
j1 j2 · · · jr
)
, or simply by, w = (j1j2 · · · jr ). We have the following well-
known result (see, e.g., [5, 7.13.1]).
Theorem 2.3. The map w RSK→ (P (w),Q(w)) is a bijection from Sr to the set of pairs of
standard tableaux of the same shape with size r. Moreover, we haveQ(w) = P(w−1).
3. The proof
To prove the implication y ∼ w ⇒ y ∼ w, we break it into
y ∼ w ⇒ Q(y) = Q(w) and Q(y) = Q(w)⇒ y ∼ w
The latter is well-known (and its converse is also known; see, e.g., [5, §A1.1]). For com-
pleteness, we include a proof.
Lemma 3.1. IfQ(y) = Q(w), then y ∼ w.
Proof. We have y−1 ∼′ w(P (y−1)) and w(P (w−1)) ∼′ w−1 by 2.2, and w(P (y−1)) =
w(P (w−1)) by 2.3. Now the result follows easily from the fact that, for y,w ∈ Sr , y ∼
w ⇐⇒ y−1 ∼′ w−1. To prove the fact, suppose y,w ∈ Sr form a Knuth pair and y = ∗w
is deﬁned by s = (i, i + 1), t = (i + 1, i + 2). Let w−1 = (j1 · · · jiji+1 · · · jr ). Then
w−1(i, i + 1) = (j1 · · · ji+1ji · · · jr ). If we further assume sw < w < tw, then ji > ji+1
and ji+1 < ji+2. Thus,
(1) if tsw < sw then ji+1 < ji+2 < ji and ∗w = sw,
170 J. Du / Journal of Combinatorial Theory, Series A 112 (2005) 165–172
(2) if tsw > sw then ji+1 < ji < ji+2 and ∗w = tw.
(Note that tsw < swmeans that tw is the longest element in 〈s, t〉w, while tsw > swmeans
that sw is the shortest element in 〈s, t〉w.) Therefore, {y−1, w−1} = {u(acb)v, u(cab)v} in
case (1) with a = ji+1, b = ji+2, c = ji , or {y−1, w−1} = {u(bca)v, u(bac)v} in case (2)
with a = ji+1, b = ji, c = ji+2, where u = (j1, . . . ji−1), v = (ji+3, . . . , jr ). 
We need some preparation for the proof of the ﬁrst implication. The symmetric group
Sr acts by entry permutation on the set of tableaux T = (Tij ) whose entries are exactly
{1, 2, . . . , r}: w(T ) = (w(Tij )) for w ∈ Sr . Let w0, be the longest element in the Young
subgroup S ([5, p. 350]), and let T() be the set of all standard tableaux of shape . The
following is proved in [1, 3.2] by means of an analysis of the RSK algorithm.
Lemma 3.2. For t ∈ T(), let wt ∈ Sr be deﬁned by w0,(t) = wt(t), and let
K = {wt | t ∈ T()}.
Then P(w) = t′ for all w ∈ K, where ′ is the partition dual to .
For example, if r = 4 and  = (3, 1), then T() consists of
t1 = 1 2 34 t2 =
1 3 4
2
t3 = 1 2 43
and K = {wt1 = (3214), wt2 = (3421), wt3 = (3241)}.
For every t ∈ T(′), deﬁne
K(, t) = {w ∈ Sr | Q(w) = t}.
Clearly, every K(, t) is contained in a Knuth class by Lemma 3.1 and K−1 = K(, t′).
Since T() = {Q(w) | w ∈ K′ } is the set of all standard -tableaux, the following is clear.
Corollary 3.3. The intersection K(, t) ∩ K contains a unique element w such that
Q(w) = t and P(w) = t′ .
A simple reﬂection s = (i, i + 1) is called a descent of a standard tableau T (cf. [5,
p. 361]) if the row index of i in T is less than that of i + 1 in T. The following result is well
known. Due to a lack of an appropriate reference, we include a proof.
Lemma 3.4. For s ∈ S and w ∈ Sr , ws < w (resp. sw < w) if and only if s is a descent
ofQ(w) (resp. P(w)).
Proof. Write s = (i, i + 1) and w = (j1j2 · · · jr ). Then ws < w iff ji > ji+1 which is
equivalent, by Lemma 2.1, to that the insertion path I (Pi → ji+1) lies weakly to the left
of I (Pi−1 → ji) and extends below its bottom. Thus, we obtain that ji > ji+1 iff the entry
i+1 inQi+1 is weakly left of and strictly below i, that is, s is a descent ofQi+1. Therefore,
ws < w iff s is a descent of Q(w). The assertion for sw < w follows easily from the
assertion for ws < w and the symmetry of the RSK algorithm (Theorem 2.3). 
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Let T be a regular standard tableau and let s = (i, i + 1) and t = (i + 1, i + 2).
If s ∈ S is a descent of T and t is not, then exactly one of sT and tT, denoted by
T ∗, has the property that t is a descent of T ∗, but s is not. Moreover, by looking at
the possible positions of i + 2 in T, we see that T ∗ is also standard. We have the
following.
Lemma 3.5. (1) Let T1 and T2 be standard tableaux such that T ∗1 and T ∗2 are deﬁned with
respect to s, t . Then T ∗1 = T ∗2 implies T1 = T2.
(2) If w ∈ DL(s, t), then P(∗w) = P(w)∗ andQ(∗w) = Q(w).
Proof. The ﬁrst statement is clear since T ∗∗ = T . The second statement is [3, Theorem
5.1]. It can be proved by a comparison of the applications of the RSK algorithm to w
and ∗w. 
Theorem 3.6. If y ∼ w thenQ(y) = Q(w).
Proof. Suppose Q(y) and Q(w) are of shape ′ and ′, respectively. By Corollary 3.3,
there exists y′ ∈ K and w′ ∈ K such that Q(y′) = Q(y) and Q(w′) = Q(w) and so by
3.1 y′ ∼ y and w′ ∼ w. By 1.2, we may assume at the outset that y ∈ K and w ∈ K.
Thus, by Lemma 3.2, w0, = w−10, and y−1 are Knuth equivalent, and w0, and w−1 are
Knuth equivalent. So we may ﬁnd sequences y−1 = y0, y1, . . . , yn and some si, ti ∈ S
with o(si ti) = 3 such that yn = w0,, yi−1 ∈ DL(si, ti) and yi = ∗yi−1. Since y ∼ w, and
in particular y∼
0
w, i.e., L(y0) = L(w0) where w0 = w−1, it follows that w0 ∈ DL(s1, t1).
Let w1 = ∗w0. Since y∼
1
w, it follows that y−11 ∼0 w
−1
1 and so L(y1) = L(w1) and w1 ∈
DL(s2, t2). Then let w2 = ∗w1. Suppose inductively w1, . . . , wa have been constructed
in this way. Then the condition y∼
a
w implies y−1a ∼0 w
−1
a , i.e., L(ya) = L(wa) and so
wa ∈ DL(sa+1, ta+1) andwa+1 = ∗wa is well deﬁned. By induction, we obtain a sequence
w−1 = w0, w1, . . . , wn such that wi−1 ∈ DL(si, ti) wi = ∗wi−1 and L(yi) = L(wi) for
all 0 in.
Since, by Lemma 3.5(2), Q(y0) = Q(yi) and Q(w0) = Q(wi) for all i, and P(yn) =
P(w0,) = t′ , it follows that P(yn) and P(y0) (resp. P(wn) and P(w0)) have the same
shape as t′ (resp. t′ ) and L(wn) = L(yn) = L(w0,) = S ∩ S. Thus, for each i
with 1 i < 1, (i, i + 1) is a descent of P(wn) by Lemma 3.4. So the ﬁrst column of
P(wn) contains the ﬁrst column of t′ . This means 11. By reversing the roles of y
and w, we see that 11 and hence 1 = 1. Inductively, assume that the ﬁrst a − 1
columns of P(wn) are the same as those of t′ . Since all (i, i + 1) with 1 + · · · + a−1 +
1  i < 1 + · · · + a are descents of P(wn), the ath column of P(wn) contains the
ath column of t′ . This implies aa , and hence, reversing the roles of y and w yields
a = a and the ath column of P(wn) equals the ath column of t′ . By induction, we obtain
P(wn) = t′ = P(yn). Thus, P(∗yn−1) = P(∗wn−1) and so P(yn−1) = P(wn−1) by
Lemma 3.5(2). Inductively we obtain P(y−1) = P(y0) = P(w0) = P(w−1), and hence
Q(y) = Q(w). 
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