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Abstract
The Closest Substring Problem is one of the most important problems in the 0eld of computational biology. It is stated
as follows: given a set of t sequences s1; s2; : : : ; st over an alphabet , and two integers k; d with d6 k, can one 0nd a
string s of length k and, for all i=1; 2; : : : ; t, substrings oi of si, all of length k, such that d(s; oi)6d (for all i=1; 2; : : : ; t)?
(here, d(:; :) represents the Hamming distance). Closest Substring was shown to be NP-hard (Proceedings of 10th SODA,
1999, pp. 633–642) and W [1]-hard with respect to the number t of input sequences (Proceedings of STACS’02, Lecture
Notes in Computer Science, Vol. 2285, 2002, pp. 262–273); recently, an important number of results concerning the
parameterized computational complexity of Closest Substring has been added in Evans et al. (Theoret. Comput. Sci. 306
(1–3) (2003) 407). In this paper we introduce and analyze two variants of the Closest Substring Problem, obtained by
imposing restrictions on the pairwise distances between the substrings oi:
• the bounded Hamming distance constraint asks that d(oi; oj)6p, for all i; j∈{1; 2; : : : ; t} (where p¡ 2d is a given
constant) and yields the problem called BCCS;
• the sum-of-pairs constraint asks that ∑16i¡j6t d(oi; oj)6P (where P¡dt(t − 1) is a given constant) and yields the
problem called SCCS.
We motivate the introduction of these problems, and we show that while SCCS is very close to Closest Substring, BCCS
is a non-trivial restriction of Closest Substring more suitable to use in certain practical applications. We then concentrate
on BCCS and show that all the hardness results available for Closest Substring remain valid for BCCS even when the
parameter p is restricted to a certain range.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
Finding similar regions in several sequences has many applications in computational biology (search for potential generic
drug sequence [10], creating diagnostic probes for bacterial infection, etc. [9]). There is no (and probably there cannot
be any) universal de0nition of what “similar” means, but two classical types of de0nitions include, on the one hand, the
direct similarity between the concerned regions (that is, regions are compared to each other and a global measure taking
into account these results is de0ned—see, for instance, the sum-of-pairs measure in the next section) and, on the other
hand, the similarity of each of the concerned regions with an external pattern called consensus. The 0rst type of similarity
can appear in sequences which carry out, in some biological process, a common function (see in [13] the example of
trypsin proteins of mouse and cray0sh); or in sequences which share a common evolutionary history although the function
has changed during evolution (see in [13], the example of human zeta-cristallin and E. coli quinone oxidoreductase).
The second type of similarity intends to express the common origin of the sequences during the evolution process. It is
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tempting to use a high degree of (direct or indirect) similarity between two or more sequences in order to try to infer
biological truths, but this formal, computational approach must remain hypothetical until tested experimentally.
The Closest Substring Problem is one of the formal approaches which received much attention, both from an algo-
rithmical viewpoint (see [14,12,3]) and with concern to the (parameterized) computational complexity. It is based on the
similarity with an external pattern, and is stated as follows:
Closest Substring.
Input: A set of t sequences s1; s2; : : : ; st of length at most n over an alphabet . Two integers k; d such that d6 k.
Question: Can one 0nd a k-string s and, for all i = 1; 2; : : : ; t, k-substrings oi of si such that d(s; oi)6d?
A k-string is a string of length k. The function d() is the Hamming distance between two k-(sub)strings s; u, given by
d(s; u) = |{i | 16 i6 k and s[i] = u[i]}|;
where s[i] is the ith character of the (sub)string s. We will say that the Hamming distance counts the number of
substitutions (or errors) between s and u.
The problem is NP-complete, and W [1]- or W [2]-hard with respect to many sets of parameters (see Section 4 for a
complete list of results on the parameterized complexity). The existing exact algorithms (which are obviously exponential)
[14,12,3] usually use motif enumeration (they are thus able to 0nd not only one k-string s, but all of them).
The question whether Closest Substring is a good approach for 0nding similar regions has certainly a positive answer;
but in practical situations a more precise de0nition of the searched patterns is possible, and could help to provide better
algorithms. Consider for instance the problem of discovering binding sites for DNA-binding proteins in E. coli. In this
problem, a set of DNA sequences is given, each containing an unknown binding site for a given (the same for all
sequences) DNA-binding protein. The aim is to analyze the DNA sequences and to discover which are the binding sites
and where they are located.
In order to study the eMciency of the modelization by Closest Substring of such a practical problem, one needs to
know both the DNA sequences and the real binding sites, for a given DNA-binding protein. This would give us one pair
(instance, correct result).
A number of 55 DNA-binding proteins have been studied in [11]. For each of them, the corresponding set of ex-
perimentally con0rmed binding sites (all of the same length) can be found in [7], together with their position on the
corresponding DNA-sequence (but each DNA-sequence has to be searched in one of the biological databanks). So that,
one can obtain a pair (instance, correct result) of our problem by choosing one protein and extracting from a databank
the corresponding DNA-sequences, each containing (at least) one binding site.
We concentrated on 4 over the 55 proteins in [11], mainly because of time constraints (to obtain the DNA sequences,
and to solve Closest Substring). The only criteria of choice for the 4 proteins (ArgR, LexA, PurR, TyrR) were the number
and length of the sequences in the corresponding set, as well as the length of the binding sites (we preferred large values
for these parameters).
We therefore obtained four pairs (instance, correct result) of the Closest Substring Problem (one instance for each
protein), where t; n; k were given and we only had to estimate the correct value of d. We preferred to use the best (that
is, the smallest) value of d since the time running for the Closest Substring algorithms is very important. Then, we
took advantage on the fact that the binding sites were known, and we applied the (linear, for constant d) algorithm in
[6] for the Closest String Problem (this is the particular case of Closest Substring where k = n) on the set of binding
sites corresponding to each protein, and with diNerent values of d. Once the smallest value of d was found, we came
back to Closest Substring and we applied Sagot’s algorithm [12] (available on www), which is (almost) the best exact
algorithm known today (the recent improvements in [3] reduce the time complexity of Sagot’s algorithm, which is in
O(t2nk(d+1)||d), to O(tnkd||d), but these improved algorithms are not available on www and their complexity still
contains the exponential factor kd||d). Notice that Sagot’s algorithm 0nds all the solutions s with the speci0ed properties
(not only one solution).
Then we noticed that, for each of the four instances of Closest Substring:
(1) There were many (hundreds of) solutions s to Closest Substring, while there were very few solutions s corresponding
to the experimentally con0rmed binding sites.
(2) There is a “structural” diNerence between the searched similar regions (i.e. the binding sites) and the “bad” similar
regions found by the algorithm: while each pair of binding sites usually has a Hamming distance between 1=2 · 2d
and 3=4 · 2d (obviously, the maximum Hamming distance is 2d), the pairs of “bad” similar regions found by the
algorithm often have a Hamming distance exceeding 3=4 · 2d.
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(3) Although Sagot’s algorithm is (almost) the best exact algorithm for the version of Closest Substring where all the
strings s are searched, its running time is extremely important for string length k exceeding 7 and number of errors
d exceeding k=2. In our examples, both these conditions were ful0lled (with k going from 18 to 26), so that each
execution took many hours. Of course, the algorithm can be stopped when one solution s is found (thus strictly
solving Closest Substring), but in this case the solution s never was the searched one.
These remarks led us to the conclusion that Closest Substring does not always impose enough constraints on the
searched solution. The drawbacks are obvious: on the one hand, the number of “false” solutions (i.e. not corresponding
to the biological one) can be extremely important and one has no possibility to identify the “true” solutions between
the “false” ones; on the other hand, as the exact algorithms are based on motif enumeration, the running time of these
algorithms strongly depend on the number of possible candidates (and this number reduces as the constraints grow).
In this paper, we consider two versions of Closest Substring, each one obtained by imposing a new constraint on
the Hamming distance between pairs of occurrences oi of s (as suggested by remark (2) above). In this way, the
similarity with an external pattern, which was initially used in Closest Substring, is combined with a direct measure of
similarity.
In Section 2 we introduce these two problems and discuss their relations with Closest Substring. In Section 3 we present
basic notions on the parameterized computational complexity, while in Section 4 we give the main results. Sections 5
and 6 are devoted to the proofs. Section 7 contains the conclusions.
2. Preliminaries
2.1. The two problems
We will use the term of sequence to designate the input sequences, and the term of string (or region) to designate a
contiguous part of a sequence. All these objects are represented as a succession of characters over an alphabet  of 0xed
cardinality (at least 2).
The k-string s that we ask for in Closest Substring is called a d-consensus of the k-substrings o1; o2; : : : ; ot . In a converse
sense, if we have t k-(sub) strings o1; o2; : : : ; ot and we ask about the minimum distance d such that a d-consensus exists,
then d will be called the proper distance of o1; o2; : : : ; ot ; a d-consensus of the t k-(sub)strings will in this case be called
a minimum consensus of o1; o2; : : : ; ot .
As we noticed in the Introduction, we will modify the Closest Substring Problem by imposing new constraints on the set
of occurrences o1; o2; : : : ; ot . These constraints take into account remark (2) in the Introduction, whose main interpretation
is that a more suitable de0nition of the searched solution should include the observation that the Hamming distance
between two similar regions is usually smaller (and often much smaller) than the maximum allowed, which is 2d.
The most direct way to impose this constraint is to ask for a bounded Hamming distance (abbreviated BHD) between
every pair of occurrences:
(BHD) d(oi; oj)6p for every i = j; wherep¡ 2d is a 0xed integer:
The advantage of the BHD constraint is to impose a maximum bound for the dissimilarity of each pair of regions.
Its inconvenient is that in the case where two similar regions are far from each other (i.e. their Hamming distance is
important), the maximum bound is automatically high, even if the other regions are close to each other. To avoid this
inconvenient (by loosing in the same time the advantage above) we can use the “sum-of-pairs” criterion (abbreviated SP):
(SP)
∑
16i¡j6t
d(oi; oj)6P; where P¡dt(t − 1) is a 0xed integer:
These two constraints, added to the initial constraints in Closest Substring, yield two variants of the Closest Substring
problem where the distances between the occurrences oi are controlled, respectively, by two 0xed integers P; p (whose
values must be bounded as indicated in order to insure that the new constraint is real).
BHD-Constrained Closest Substring (BCCS).
Input: A set of t sequences s1; s2; : : : ; st of length at most n over an alphabet . Three integers k; d; p such that d6 k
and p¡ 2d.
Question: Can one 0nd a k-string s and, for all i=1; 2; : : : ; t, k-substrings oi of si such that d(s; oi)6d and d(oi; oj)6p
(for all i; j∈{1; 2; : : : ; t})?
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SP-Constrained Closest Substring (SCCS).
Input: A set of t sequences s1; s2; : : : ; st of length at most n over an alphabet . Three integers k; d; P such that d6 k
and P¡dt(t − 1).
Question: Can one 0nd a k-string s and, for all i = 1; 2; : : : ; t, k-substrings oi of si such that d(s; oi)6d and∑
16i¡j6t d(oi; oj)6P?
Remark 1. It can be noticed that the constraints on p and P are not extremely strong, since they only ask that all the
pairs (respectively, one pair) oi; oj be a little bit closer to each other than they could be in the worst case. However, when
p and P are small with respect to 2d and dt(t − 1), respectively, one can hope (intuitively) that the problems become
simpler enough to allow eMcient algorithms (polynomial, or polynomial when some parameters are 0xed; see Section 4).
In the contrary case, that is, if the problems remain diMcult even when p2d ;
P
dt(t−1) are small, one can still hope to obtain
more eMcient algorithms (with respect to the practical, real running time) than the ones for Closest Substring because the
space of possible solutions is reduced.
Remark 2. In the four instances of Closest Substring we considered in the Introduction (for binding sites of ArgR, LexA,
PurR and TyrR), if we take p = max{d(oi; oj); i; j∈{1; 2; : : : ; t}}, P =∑16i¡j6t d(oi; oj) and the minimum d which
insures that there is a solution corresponding to the binding sites, then the value p2d varies between
3
5 and
4
5 , while the
value of Pdt(t−1) varies around
1
2 .
2.2. BCCS and SCCS versus Closest Substring
Before comparing BCCS and SCCS to Closest Substring, let us remark that there is no obvious reduction from one
problem among BCCS, SCCS to the other, in the classical sense where one could solve one of the two given problems by
“simply” solving the other one and deducing the answer for the 0rst one. Since the (BHD) condition d(oi; oj)6p¡ 2d
for every i = j implies the (SP) condition ∑16i¡j6t d(oi; oj)6P¡dt(t − 1), for P = p t(t−1)2 , it could be possible that
BCCS immediately reduce to SCCS. But this is not the case, since a solution for the SCCS instance is not necessarily a
solution for the BCCS instance. Conversely, it seems diMcult to 0nd a simple reduction from SCCS to BCCS, since the
(SP) condition
∑
16i¡j6t d(oi; oj)6P¡dt(t−1) does not imply a suMciently constrained (BHD) condition d(oi; oj)6p
for all i; j (with p suMciently small).
2.2.1. SCCS versus Closest Substring
Since SCCS only requires that one pair oi; oj have Hamming distance less than 2d, Closest Substring can be trivially
reduced to SCCS: the instance of Closest Substring with t sequences s1; s2; : : : ; st is used to build an instance of SCCS
with t′ = t + 1 sequences s1; s1; s2; : : : ; st and
P = 2d
(
t′(t′ − 1)
2
− 1
)
¡dt′(t′ − 1):
Obviously, a solution for the Closest Substring instance is a solution for the SCCS instance, and vice versa.
Moreover, since the operation above can be repeated, one can reduce Closest Substring to each version of SCCS
obtained by asking that
P
dt(t − 1) 6Cst ¡ 1;
where Cst is a constant. Indeed, it is suMcient to transform the instance of Closest Substring with s1; s2; : : : ; st in an
instance s1; s1; : : : ; s1; s2; : : : ; st of SCCS with t′ = t + q sequences, by choosing
P = 2d
(
t′(t′ − 1)
2
− (q + 1)q
2
)
and q large enough to insure that Pdt′(t′−1) 6Cst.
Consequently, the (apparently) stronger condition (SP) imposed in SCCS is not suMcient to obtain a signi0cantly
diNerent problem, from a computational complexity point of view. The simplicity of the reduction above implies that all
the (parameterized or not) hardness results for Closest Substring are valid for SCCS and for each of its versions with
P
dt(t−1) 6Cst ¡ 1. This is why we will not treat SCCS in the remainder of the paper.
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2.2.2. BCCS versus Closest Substring
Closest Substring can be classically and parametrically reduced to BCCS (and to some variants of it) using a transfor-
mation that we present in Sections 4–6. This transformation allows us to deduce the main results of this paper, which
concern the computational complexity of BCCS.
We will only show here how an algorithm for a particular case of BCCS can be used to solve Closest Substring, with
an additional complexity which is exponential only with respect to d. Assume we have an algorithm SolveBCCS2d−1
to solve the variant of BCCS where p = 2d − 1. Then, to solve Closest Substring we have to consider the following
steps:
(a) apply SolveBCCS2d−1 and get a solution or the answer “no solution exists”;
(b) if a solution exists then stop: this is also a solution for Closest Substring
(c) otherwise
(c1) for every pair (x; y) of k-strings on six ; siy (ix = iy) s.t. d(x; y) = 2d do
for every k-string s s.t. d(x; s) = d(y; s) = d do
if s has occurrences oi on si (for all i = ix; iy) with at most d errors
then return the solution s and its occurrences;
(c2) return “no solution exists”.
The number of pairs (x; y) to be considered is at most C2t (n− k+1)2 and can be obtained in C2t (n− k+1)2k time. The
candidates s are obtained by choosing, among the 2d indices which give d(x; y)= 2d, d indices where s will be identical
to x (on the other indices, s will be identical to y). Thus the number of candidates s is Cd2d and all the candidates are
obtained in time Cd2dk. Each occurrence oi (for a 0xed i = ix; iy) is found (if it exists) in (n− k + 1)k time, so that all
the occurrences are found (if they exist) in (t − 2)(n− k + 1)k time.
Consequently, Closest Substring is solved in time O(C(t; n; k; d; ||) + t3n3kCd2d), where C(t; n; k; d; ||) is the run-
ning time of the algorithm SolveBCCS2d−1. That means that when the variant of BCCS with p = 2d − 1 is tractable
(possibly by 0xing some parameters; see the next section), Closest Substring is also tractable if we additionally 0x the
parameter d.
3. Parameterized computational complexity
Many problems raised in computational biology are shown to be NP-hard. That means that a polynomial time algorithm
is unlike to exist for solving these problems. However, these problems have to be solved, either by good heuristics, or
by exact algorithms with an exponential running time.
In [2], Downey and Fellows propose to distinguish between algorithms which are exponential with respect to a parameter
(or set of parameters) whose value is small in many practical situations, and the other exponential algorithms. This is the
parameterized computational complexity theory.
A parameterized problem is a set L ⊆ ∗ × + where  is, as before, an alphabet. Then L= {(x; a) | x∈∗; a∈+},
where a is called the <xed parameter (notice that a can also be seen as a set of simple parameters, i.e. parameters in
). We say that a parameterized problem L is <xed-parameter tractable (the corresponding class is called FPT) if there
is an algorithm with running time f(a)|x|O(1) (where f : + → N is an arbitrary function) which solves the problem, i.e.
which decides, for an arbitrary (x; a)∈∗ × +, whether (x; a)∈ L or not. The function f is arbitrary.
FPT is the class of problems which have eMcient algorithms, in terms of parameterized complexity, as is the case of P
in terms of NP-complexity. The other classes in the hierarchy of parameterized complexity are de0ned using ideas similar
to the ones in NP-complexity: given a basic problem and an operation of (parameterized) reduction, a class contains
all the parameterized problems that reduce to the basic problem. Given two parameterized problems L; L′ ⊆ ∗ × +,
we say that L reduces to L′ by a standard parameterized m-reduction if there exists an algorithm and two functions
f : + → N; g : + → + such that:
(P1) the algorithm transforms (x; a) in (x′; g(a)) in time f(a)|x|O(1), and
(P2) (x; a)∈ L iN (x′; g(a))∈ L′.
Note that condition (P2) makes that a standard reduction as used in the theory of NP-complexity is not necessarily a
standard parameterized m-reduction, because of the requirement that the second parameter in the parameterized problem
L′ depend only on the second parameter in L. In fact, most reductions used to prove NP-completeness results are not
useful in parameterized complexity.
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Table 1
Hardness results on Closest Substring
Parameter — || t t, || k k; t
— NP-hard ∈ XP W [2]-hard W [2]-hard W [2]-hard W [1]-hard
d W [2]-hard W [1]-hard W [2]-hard W [1]-hard
Now, the complexity classes W [i] (i = 1; 2; : : :) and W [P] in the following hierarchy (called W -hierarchy),
FPT ⊆ W [1] ⊆ W [2] ⊆ · · · ⊆ W [i] ⊆ · · · ⊆ W [P] ⊆ · · · ⊆ XP;
are de0ned using, for each of them, a given basic parameterized problem (involving Boolean circuits, see for instance
[1]): the class W [i] contains exactly those parameterized problems which reduce to the basic problem of the class W [i].
The W [i]-hard and W [i]-complete problems are de0ned in a classical way.
The class XP contains all the problems L ⊆ ∗ × + such that there exists an algorithm with running time f(a)|x|g(a)
(where f; g : + → N are arbitrary functions) to determine if the instance (x; a) is in L.
The class W [1] is the lowest class of parameterized intractability. As noticed before, FPT and W [1] are very similar
to the classes P and NP, so that the conjecture FPT = W [1] can be seen as an analogous to the conjecture P = NP.
However, it is also worth noticing that problems which are NP-hard (or NP-complete) can be either in FPT (as is the
case for Vertex Cover) or W [1]-hard (or W [1]-complete; as is the case for Clique).
4. Main theorem and its corollaries
The hardness results known for Closest Substring are presented in Table 1 (the 0rst column and the 0rst line contain
the 0xed parameters). They have been proved in [9,5,4] and some of them are a bit more precise (that is, “hard” can be
replaced with “complete”, when there is no 0xed parameter, and when the 0xed parameters are k, respectively, k; t). It can
be remarked that when the 0xed parameters are d; || (respectively, d; t; ||), Closest Substring is in W [P] (respectively,
in W [2]), and these are the only information one has on these two cases. Fixed parameter tractability is proved for Closest
Substring when k; ||, respectively, n alone, are 0xed [4].
Our aim is to prove that all the hardness results in Table 1 are also valid for BCCS.
To this end, we are going to give a reduction which is both a classical one and a parameterized one, for every parameter
a∈{; t; k; d}. That means that we have to de0ne an algorithm such that properties (P1) and (P2) hold for each a, with
the supplementary constraint that the function f(a)|x|O(1) has to be polynomial (both in |x| and |a|).
When we concentrate on BCCS, we then look for an algorithm such that:
(P1′) to each instance of Closest Substring with parameter a, the algorithm associates in polynomial time (with respect
to the size of the given instance) an instance of BCCS with parameter a′ = ga(a) (where ga has to be de0ned, but
it depends on no other parameter among ; t; k; d but a).
(P2′) Closest Substring has a solution for a given instance if and only if BCCS has a solution for the instance associated
to the given one.
Instead of giving an algorithm, we describe a transformation which is obviously computable by a polynomial
algorithm.
Theorem 1. Let I = {; s1; s2; : : : ; st ; k; d} be an instance of Closest Substring (||¿ 2). Let r ¿ 0 be an integer such
that rmod 4 = 0, and de<ne p = 2d + 2r. Then, for every integer q¿ 3k + 5r + 4 and a <xed function f(q) de<ned
subsequently, there exists a tuple I′ made of
• the alphabet ′ = ,
• a set of t′ = 4t strings s′1 ; s′2; : : : ; s′4t on , each of length (n− k + 1)(k + 1 + 3r + f(q))− 1,
• an integer k ′ = k + 3r + f(q),
• an integer d′ = d+ 32 r
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such that
(a) I′ can be computed in polynomial time, and
(b) Closest Substring has a solution for I if and only if BCCS has a solution for (I′; p) (notice that p¡ 2d′).
Theorem 1 shows that for a given integer r, such that rmod 4 = 0, we can associate to every instance I of Closest
Substring an instance (I′; p) of BCCS which depends on r and such that the existence or non-existence of a solution is
preserved. The de0nition of one instance of BCCS with this latter property is suMcient to insure the hardness results we
announced for BCCS. The de0nition of one such instance for each integer r with rmod 4 = 0 suggests that by choosing
an appropriate value for r we could show that particular cases of BCCS are still hard. Indeed, instead of (simply) asking
that p¡ 2d′, i.e. p2d′ ¡ 1, we ask that
p
2d′ 6Cst ¡ 1 or even that
p
2d′ =Cst ¡ 1 (where Cst is a constant), and we show
that Theorem 1 allows us to obtain hardness results in some of these cases too.
Theorem 2. All the hardness results in Table 1 are valid for each of the following problems:
(i) BCCS;
(ii) BCCS with 23 6
p
2d 6Cst ¡ 1, for each <xed constant Cst with
2
3 ¡Cst ¡ 1;
(iii) BCCS with p2d = Cst ¡ 1, for each constant Cst of the form Cst =
4l+1
6l+1 , where l is any positive integer.
Proof. As mentioned, in all cases (i)–(iii) we have to de0ne an algorithm which satis0es (P1′) and (P2′).
Given I and some integer r (such that rmod 4= 0), by Theorem 1 we can de0ne a polynomial algorithm to compute
I′; p. Obviously, every parameter a′ depends only on the corresponding parameter a: ′ =, t′ =4t, k ′ = k +3r +f(q)
(where r is arbitrary, q depends only on r and k, and f is 0xed), d′ = d+ 32 r (where r is arbitrary).
Proof of (i): By (b) in Theorem 1, we deduce that the transformation from I to (I′; p) has all the required properties,
so that the hardness results in Table 1 are proved.
Proof of (ii): In this case, as well as in case (iii), the proof is based, once more, on the reduction from Closest
Substring using Theorem 1, but with a value of r suitably chosen. More precisely, we use the following remark:
2d+ 2r
2d+ 3r
→ 2
3
when r →∞:
In order to insure that p2d′ 6Cst, it is suMcient to 0nd some r such that
2d+2r
2d+3r 6Cst and rmod 4=0. The 0rst inequality
implies that r¿ 2d(1−Cst)3Cst−2 and it is suMcient to consider the smaller such integer r which also satis0es rmod 4= 0. Then,
starting with an arbitrary instance I of Closest Substring and the value of r we found, we compute I′; p as indicated in
Theorem 1.
Proof of (iii): The only supplementary problem which appears when we ask the equality with Cst is that the value of
r given by r = 2d(1−Cst)3Cst−2 may not be an integer, and may not satisfy rmod 4 = 0. To avoid this problem, a supplementary
constraint is needed, asking that 1−Cst3Cst−2 = 2l for some positive integer l. Then r has the required properties and the proof
is 0nished.
Remark 3. Theorem 2 shows that BCCS is, in many cases, at least as diMcult as Closest Substring. However, since the
bound of 23 is tight in the proof of Theorem 2 (due to the tightness of the construction in Theorem 1), one can hope that
for smaller values of p2d BCCS would be easier. We do not have rigorous arguments to support or to disclaim this idea;
we just have the intuition that this should possibly be the case.
Remark 4. Recall the algorithm for solving Closest Substring, based on the algorithm SolveBCCS2d−1 (Section 2.2).
Its running time is in O(C(t; n; k; d; ||)+ t3n3kCd2d), where C(t; n; k; d; ||) is the running time of the algorithm Solve
BCCS2d−1. If the variant of BCCS with p=2d−1 were FPT for 0xed || or for 0xed t; ||, we could deduce that Closest
Substring is FPT for 0xed ||; d or for 0xed t; ||; d, thus 0lling in the corresponding entries of Table 1. However, it
seems unlike that the small diNerence between the two statements (Closest Substring, which implicitly considers p= 2d,
and BCCS with p = 2d − 1) would have a very important impact on the parameterized complexity (notice that Closest
Substring is very hard for 0xed || and for 0xed t; ||).
5. Proof of Theorem 1
Assume I = {; s1; s2; : : : ; st ; k; d} and r are given. We have to build I′ with the two indicated properties.
Since ||¿ 2, we consider that 0 and 1 are two characters in . We de0ne a control string to be one of the four
strings C0 = 110; C1 = 000; C2 = 101; C3 = 011 and a separating string, for a 0xed q¿ 0, to be the string Dq over 
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obtained by the following greedy algorithm (posi denotes the position in the string of the ith character 1):
Algorithm DQ.
begin
i := 1; posi := 1; Dq[posi] = 1;
while (i ¡ q) do
begin
i := i + 1;
let posi ¿posi−1 be the smallest integer such that
all the values posk − posj are distinct (16 j¡ k6 i)
Dq[posi] := 1;
for h := posi−1 + 1 to posi − 1 do Dq[h] := 0;
end;
end;
Remark 5. The string Dq built by this algorithm consists of q characters 1 separated by blocks formed exclusively by
characters 0; the positions of characters 1 in the string are choosed so that all the distances along the string between two
characters 1 are distinct. This implies a particularly useful property: when Dq is aligned with a copy of Dq according to
an arbitrary oNset, at most one character 1 in Dq will be aligned to character 1 in the copy of Dq.
Remark 6. Notice that, with respect to q, DQ is a polynomial algorithm, and that the string Dq has polynomial length.
Indeed, posi is 0xed such that each value posi −posj (16 j¡ i) be distinct from each value posk −posj (16 j¡ k6
i−1); this gives us (i−1)2(i−2)2 constraints on the choice of posi. Therefore, at least one of the integers posi−1+1; posi−1+
2; : : : ; posi−1 + (i−1)
2(i−2)
2 + 1 will be convenient for posi, and it can be found in polynomial time. Hence, the length
(denoted f(q)) of Dq will be at most
∑q
i=2(
(i−1)2(i−2)
2 + 1), which is upper bounded by q
4.
Remark 7. A sequence x1; x2; : : : ; xq of distinct positive integers such that the values |xk−xj| are all distinct (16 j¡ k6 q)
is called a Golomb ruler with q marks. It is easy to see that the DQ algorithm builds Dq by simply looking for a Golomb
ruler pos1; pos2; : : : ; posq and placing the 1’s at the resulting places. Golomb rulers with minimal length have been intensely
studied (see for instance [8] for references, applications and results).
For each sequence si in the instance of Closest String, we build four sequences s′i ; s
′
t+i ; s
′
2t+i, s
′
3t+i. The sequence s
′
ht+i
(h = 0; 1; 2; 3) consists in n − k + 1 consecutive blocks listed here below (the order in which they appear here below is
the order in which they are concatenated to form s′ht+i; to simplify the explanations, we suppose that we added to each
string si an arbitrary character si[0]∈).
si[0::k](Ch)rDq Block 0,
si[1::k + 1](Ch)rDq Block 1,
si[2::k + 2](Ch)rDq Block 2,
: : : : : :
si[n− k::n](Ch)rDq Block n− k,
where (Ch)r means that the string Ch is repeated r times, and si[f::g] is the substring of si starting at index f and ending
at index g. The strings si[0::k]; si[1::k + 1]; : : : ; si[n− k::n], for each i, are called regular regions.
The four sequences s′i ; s
′
t+i ; s
′
2t+i ; s
′
3t+i are thus identically except for the control strings. Every substring w of size k in
si induces a unique occurrence of the form w(Ch)rDq in s′ht+i. Namely, if w = si[l::l + k − 1], then the occurrence of
w(Ch)rDq in each s′ht+i is at the second position in the (l− 1)th block of s′ht+i. So, we have:
Claim 3. There is a one-to-one correspondence between the strings w of size k in si and the strings w(Ch)rDq of size
k ′ = k + 3r + f(q) in s′ht+i ( for all h= 0; 1; 2; 3 and all i = 1; 2; : : : ; t).
In the remainder of the section we will prove the two lemmas below.
Lemma 4. There exists a solution s of Closest Substring with respect to regions oi in si (i = 1; 2; : : : ; t) if and only if
there exists a solution s′ of BCCS with respect to regions o′i = oi(Ch)
rDq in s′ht+i (i = 1; 2; : : : ; t, h= 0; 1; 2; 3).
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Lemma 5. Let q¿ 3k + 5r + 4. There exists a solution s′ of BCCS with respect to regions wi(Ch)rDq in s′ht+i (where
i = 1; 2; : : : ; t, h= 0; 1; 2; 3, and wi are strings of length k) if and only if there exists a solution of BCCS.
When these two lemmas will be proved, the theorem will be proved. To prove them, we will need to have information
about the proper distance drmin of the strings (Ch)
r (h = 0; 1; 2; 3) and about the proper distance drmin;−a of the strings
denoted (Ch)r−a (h= 0; 1; 2; 3), which are obtained from (Ch)
r by removing, in each (Ch)r (h= 0; 1; 2; 3), the character in
position a (a= 1; 2; : : : ; 3r).
Claim 6. drmin = d
r
min;−a =
3
2 r.
The proof of Claim 6 is given in Section 6. It is based on the idea that, if we de0ne M = (C0C1C2C3)r=4, then M
(respectively, M−a) realizes the distance 32 r, and one cannot do better.
Now, we can prove the lemmas.
Proof of Lemma 4. The string s′ will be of the form sMDq, where we denote by M a minimum consensus of the strings
(Ch)r (h= 0; 1; 2; 3).
“Only if ” part: Assume s is a solution of Closest Substring with respect to regions oi in si (i=1; 2; : : : ; t). By Claim 3,
the string s′ht+i contains the substring o
′
ht+i = oi(Ch)
rDq for every i; h. Then s′ = sMDq satis0es
d(s′; o′ht+i) = d(s; oi) + d(M; (Ch)
r) + d(Dq; Dq)6d+ d
r
min + 0 = d+
3
2 r = d
′:
To show that d(o′j ; o
′
l)6p for every j = l in {1; 2; : : : ; 4t}, we can write j = hjt + j′; l= hlt + l′ and we have:
d(o′j ; o
′
l) = d(o
′
hj t+j′ ; o
′
hlt+l′) = d(oj′ ; ol′) + d((Chj )
r ; (Chl)
r) + d(Dq; Dq)
6 d(s; oj′) + d(s; ol′) + rd(Chj ; Chl)6d+ d+ 2r = p:
“If ” part: Let s′ be a solution of BCCS with respect to regions o′i = oi(Ch)
rDq in s′ht+i, and denote by s the substring
s′[1::k], by M the substring s′[k + 1::k + 3r] and by U the substring s′[k + 3r + 1::k + 3r + f(q)]. We have for all
i = 1; 2; : : : ; t and h= 0; 1; 2; 3:
d′ = d+ 32 r¿d(s
′; oi(Ch)
rDq) = d(s; oi) + d(M; (Ch)
r) + d(U;Dq):
There exists at least one value of h, denoted h′, such that d(M; (Ch′)r)¿drmin (otherwise d
r
min would not be as small
as possible, a contradiction), so that for every i = 1; 2; : : : ; t and for the 0xed value h′ we have:
d′ = d+ 32 r¿d(s
′; oi(Ch′)
rDq) = d(s; oi) + d(M; (Ch′)
r) + d(U;Dq)
¿ d(s; oi) + 32 r + d(U;Dq)
and we deduce that d¿d(s; oi) + d(U;Dq), so s is a solution of Closest Substring with respect to regions oi in si
(i = 1; 2; : : : ; t).
Now we can start to prove Lemma 5.
Proof of Lemma 5. The “only if ” part of the lemma is obviously true for every q.
To prove the “if ” part, suppose that there exists a solution of BCCS with respect to regions u1; u2; : : : ; u4t of length
k ′=k+3r+f(q). There are two cases, which correspond to the “good” and “bad” con0gurations of u1; u2; : : : ; u4t with respect
to each other. The “good” case is the one where for every index c∈{1; 2; : : : ; k ′}, all the characters u1[c]; u2[c]; : : : ; u4t[c]
have the same nature: all of them belong to regular regions, or all of them belong to control strings, or all of them belong
to separating strings; in this case we will say that all uj are perfectly aligned to each other. All the other cases are “bad”.
In Fig. 1 we have all possible types of strings uj (say j= ht+ i for some h and some i). The 0rst block in case (a) is
Si[f::k + f] ( for some f∈{0; : : : ; n− k}), the next r white blocks are the control strings and the last block is D−q , that
is Dq without its last position (this is due to the length of the strings uj , which is k + 3r + f(q)). Case (b) corresponds
to case (a) shifted one position to left, so that the 0rst block corresponds to Si[f + 1::k + f] and the last block is Dq.
The other cases are diNerent left rotations of the initial con0guration Si[f::k + f](Ch)rDq, where we remember that a
character is always lost at the end of the string since we only have to obtain strings of length k + 3r + f(q), while
Si[f::k + f](Ch)rDq is of size k + 1 + 3r + f(q).
At the same time, Fig. 1 shows the diNerent possibilities for two strings uj; ug not to be perfectly aligned, that is, to
be a part of a “bad” case.
In order to show that there is no “bad” case, we need to have separating strings Dq long enough to insure that whenever
the separating string in some string uj and the separating string in some other string ug are not perfectly aligned, we have
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Fig. 1. All possible cases for uj( j = ht + i for some h and some i): the gray blocks are the regular regions, the white blocks are the
control strings, and the black blocks are the separating strings. The numbers represent the length of each block.
d(uj; ug)¿p (thus contradicting the hypothesis that u1; u2; : : : ; u4t is a solution of BCCS). Fig. 1 shows strings Dq which
are longer than the half of the length of uj , so that whenever uj and ug are not well aligned, the intersection of the strings
Dq in uj and in ug is non-empty. The value of q is then 0xed such that this intersection is large enough to contain more
than p errors. We obtain:
Claim 7. Let q¿ 3k+5r+4 and suppose there exist strings uj; ug among u1; u2; : : : ; u4t such that uj; ug are not perfectly
aligned. Then d(uj; ug)¿p.
The proof of this claim is given in Section 6. Now, we can deduce that there is no “bad” pair of regions uj; ug.
Consequently, the regions uj (j = 1; : : : ; 4t) are all in the same case among (a); : : : ; ( j) in Fig. 1.
Since the strings u1; : : : ; u4t are a solution for BCCS with k ′; d′; p as indicated, we can 0nd a minimum consensus M
of these strings with proper distance at most d′. Moreover, since u1; : : : ; u4t are perfectly aligned, for every 0xed index
c∈{1; 2; : : : ; k ′} all the characters u1[c]; : : : ; u4t[c] have the same nature: all of them belong to regular regions, or all
of them belong to control strings, or all of them belong to separating strings. The set of indices which satisfy the 0rst
(respectively, the second, respectively, the third) condition above is noted R (respectively, C, respectively, S). For an
arbitrary k ′-string u whose indices are {1; 2; : : : ; k ′}, we note by u[R] (respectively, u[C], u[S]) the part of u which
corresponds to indices in R (respectively, C, S). Then, for every j = 1; 2; : : : ; 4t, j = ht + i we have
d′ = d+ 32 r¿d(uj; M) = d(uj[R]; M [R]) + d(uj[C]; M [C]) + d(uj[S]; M [S]):
Now, uj[C] is (up to an appropriate concatenation) identical either to (Ch)r (in cases (a), (b), (c), (d), (i), ( j)) or to
(Ch)r−a for some index a (in the other cases). By Claim 6, there exists some h0 ∈{0; 1; 2; 3} such that d(uj0 [C]; M [C])¿ 32 r
for all j0 = h0t + i, i = 1; 2; : : : ; t. Then
d′ = d+ 32 r¿d(uh0t+i ; M)
= d(uh0t+i[R]; M [R]) + d(uh0t+i[C]; M [C]) + d(uh0t+i[S]; M [S])
¿ d(uh0t+i[R]; M [R]) +
3
2 r + d(uh0t+i[S]; M [S]);
so that
d¿d(uh0t+i[R]; M [R]): (1)
Inequality (1) allows us to deduce in the following claim the existence of a string wi on each s′h0t+i and of a string
M0 such that d(wi;M0)6d, for all i. Recall that all the strings uj (j = 1; 2; : : : ; 4t) are exactly in the same case above
(a); (b); : : : ; (i) and that the value of h0 is 0xed.
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Claim 8. In cases (b)–(d) in Fig. 1, let si[li::li+ k] be the regular region which starts on s′h0t+i just before the beginning
of uh0t+i. In cases (a), (e), (f); : : : ; (j), let si[li::li + k] be the unique regular region on uh0t+i. In all cases, note
wi = si[li + 1::li + k]. Then there exists a k-string M0 such that d(wi;M0)6d, for all i = 1; 2; : : : ; t.
The proof of this claim is given in Section 6.
We have, for a 0xed h0 and for every i, a k-string wi close enough to a consensus M0. Each k-string wi is the last
string of a regular region si[li::li + k], so that by the de0nition of the blocks in s′h0t+i, wi(Ch0 )
rDq is a string of length
k + 3r + f(q) in s′h0t+i. We therefore have t of the t
′ = 4t strings we need to 0nish the proof.
Further, we de0ne for every j = ht + i (h= 0; 1; 2; 3, i = 1; 2; : : : ; t):
u′j = wi(Ch)
rDq:
By Claim 3, since wi is a substring of si, u′j is a substring of s
′
j . To 0nish the proof of Lemma 5, we only have to
show that there is a solution s′ of BCCS with respect to the strings u′j , j = 1; 2; : : : ; 4t. In particular, we have to show
that these strings satisfy the condition related to p, and we have to de0ne s′.
It is easy to show the 0rst part for arbitrary f = hft + f′; g= hgt + g′ ∈{1; 2; : : : ; 4t}:
d(u′g; u
′
f) = d(wg′ ; wf′) + d((Chg)
r ; (Chf )
r) + d(Dq; Dq)
6 d(wg′ ; M0) + d(wf′ ; M0) + 2r6 2d+ 2r = p:
Now, if we de0ne s′ =M0M 1Dq, where M 1 is a minimum consensus of the strings (Ch)r (h= 0; 1; 2; 3), we obtain by
Claim 6
d(u′j ; s
′) = d(wi;M0) + d((Ch)
r ; M 1) + d(Dq; Dq)6d+ 32 r;
for each j = ht + i (h= 0; 1; 2; 3, i = 1; 2; : : : ; t).
Lemma 5 is proved, so Theorem 1 is proved.
6. The proofs of the claims
Here are the proofs of Claims 6–8 used in the preceding section.
Claim 6. drmin = d
r
min;−a =
3
2 r.
Proof. De0ne M =(C0C1C2C3)r=4 (recall that, by the hypothesis, rmod 4=0). It is easy to see that d(C0C1C2C3;
ChChChCh) = 6, for all h=0; 1; 2; 3 since every Ch appears exactly once in C0C1C2C3 and d(Cj; Ch) = 2 for all dis-
tinct j; h. Then
d(M; (Ch)
r) = d((C0C1C2C3)
r=4; (ChChChCh)
r=4) =
r
4
6 =
3
2
r:
Then drmin6
3
2 r. We will show now that the equality holds. Assume the contrary, and let M
0 be a minimum consensus
for (Ch)r . Then it realizes the proper distance of the strings (Ch)r , which is strictly less than 32 r.
Suppose M 0 contains p0 times the triple C0, p1 times the triple C1, p2 times the triple C2, p3 times the triple C3, p4
times the triple 001, p5 times the triple 111, p6 times the triple 010, and p7 times the triple 100.
On the one hand we have
d(M 0; (C0)
r) = p0d(C0; C0) + p1d(C0; C1) + p2d(C0; C2) + p3d(C0; C3) + p4d(C0; 001)
+p5d(C0; 111) + p6d(C0; 010) + p7d(C0; 100) = 2p1 + 2p2 + 2p3 + 3p4 + p5 + p6 + p7:
d(M 0; (C1)
r) = p0d(C1; C0) + p1d(C1; C1) + p2d(C1; C2) + p3d(C1; C3) + p4d(C1; 001)
+p5d(C1; 111) + p6d(C1; 010) + p7d(C1; 100) = 2p0 + 2p2 + 2p3 + p4 + 3p5 + p6 + p7:
d(M 0; (C2)
r) = p0d(C2; C0) + p1d(C2; C1) + p2d(C2; C2) + p3d(C2; C3) + p4d(C2; 001)
+p5d(C2; 111) + p6d(C2; 010) + p7d(C2; 100) = 2p0 + 2p1 + 2p3 + p4 + p5 + 3p6 + p7:
d(M 0; (C3)
r) = p0d(C3; C0) + p1d(C3; C1) + p2d(C3; C2) + p3d(C3; C3) + p4d(C3; 001)
+p5d(C3; 111) + p6d(C3; 010) + p7d(C3; 100) = 2p0 + 2p1 + 2p2 + p4 + p5 + p6 + 3p7:
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On the other hand, each value d(M 0; (Ch)r) is assumed to be strictly less than 32 r. Moreover, the total number of triples
in M 0 is r, so that we obtain
d(M 0; (C0)
r) = 2p1 + 2p2 + 2p3 + 3p4 + p5 + p6 + p76 32 r − 1; (2)
d(M 0; (C1)
r) = 2p0 + 2p2 + 2p3 + p4 + 3p5 + p6 + p76 32 r − 1; (3)
d(M 0; (C2)
r) = 2p0 + 2p1 + 2p3 + p4 + p5 + 3p6 + p76 32 r − 1; (4)
d(M 0; (C3)
r) = 2p0 + 2p1 + 2p2 + p4 + p5 + p6 + 3p76 32 r − 1; (5)
p0 + p1 + p2 + p3 + p4 + p5 + p6 + p7 = r: (6)
If we add relations (2)–(5) we get
6p0 + 6p1 + 6p2 + 6p3 + 6p4 + 6p5 + 6p6 + 6p76 4( 32 r − 1):
Using (6) we have
6r6 4( 32 r − 1) = 6r − 4
and this is impossible. So
drmin =
3
2 r:
To show the second part of Claim 6, let M−a be the string obtained from M =(C0C1C2C3)r=4 by removing the character
situated at position a (a=1; 2; : : : ; 3r). Then d(M−a; (Ch)r−a)6d(M; (Ch)
r)= 32 r. We only need to show that the equality
holds and we can assume, without loss of generality, that a = 1; 2; 3. As before, we assume the equality does not hold
and we note by M 1 the minimum consensus of (Ch)r−a, which must realize a distance strictly less than
3
2 r. We see M
1
as being formed of r− 1 triples and a double denoted xy. Assume that the r− 1 triples in M 1 contain p0 times the triple
C0, p1 times the triple C1, p2 times the triple C2, p3 times the triple C3, p4 times the triple 001, p5 times the triple 111,
p6 times the triple 010, and p7 times the triple 100. Then we must have
d(M 1; (C0)
r
−a) = 2p1 + 2p2 + 2p3 + 3p4 + p5 + p6 + p7 + d(xy; C0;−a)6
3
2 r − 1; (7)
d(M 1; (C1)
r
−a) = 2p0 + 2p2 + 2p3 + p4 + 3p5 + p6 + p7 + d(xy; C1;−a)6 32 r − 1; (8)
d(M 1; (C2)
r
−a) = 2p0 + 2p1 + 2p3 + p4 + p5 + 3p6 + p7 + d(xy; C2;−a)6 32 r − 1; (9)
d(M 1; (C3)
r
−a) = 2p0 + 2p1 + 2p2 + p4 + p5 + p6 + 3p7 + d(xy; C3;−a)6 32 r − 1; (10)
p0 + p1 + p2 + p3 + p4 + p5 + p6 + p7 = r − 1: (11)
If we add relations (7)–(10) we obtain
6p0 + 6p1 + 6p2 + 6p3 + 6p4 + 6p5 + 6p6 + 6p7 +
3∑
h=0
d(xy; Ch;−a)6 4( 32 r − 1):
It is easy to see that
∑3
h=0 d(xy; Ch;−a) = 4 for each xy and for each a∈{1; 2; 3}. Then, using (11) we have:
6(r − 1) + 46 4( 32 r − 1) = 6r − 4
and this is impossible. So drmin;−a =
3
2 r. Claim 6 is proved.
Claim 7. Let q¿ 3k+5r+4 and suppose there exist strings uj; ug among u1; u2; : : : ; u4t such that uj; ug are not perfectly
aligned. Then d(uj; ug)¿p.
Proof. As suggested, we will only count the errors we can 0nd along the intersection between the separating strings in
uj and ug.
We can assume that at least one of the two strings uj; ug (say uj) contains a whole, unique separating string Dq, i.e.
uj is in any case but (a), (i), ( j) (see Fig. 1).
Otherwise, we complete uj by one character on its left (in case (i)) or on its right (cases (a), ( j)), and we do the
same operation for ug. Now, the new strings (still called uj; ug) will have the same number of errors as before, up to 1.
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Fig. 2. The two cases: (a) a character in B is aligned to an extremity of Dq; (b) each character in B is aligned to a character strictly
inside Dq.
In the cases (a) and (i) for uj , we have a complete, unique separating string Dq in uj . In case ( j) for uj , we can apply
the same convenient rotation to uj and ug in order to insure that the new uj will contain a complete, unique separating
string Dq.
Now, let B denote the set of all indices in ug which belong to a regular region or to a control string (i.e. all the indices
but the ones in the separating strings). Then
k + 3r6 |B|6 k + 1 + 3r:
Obviously, at most |B| (and at least one, by the hypothesis) characters in Dq (of uj) are aligned to characters in B (of
ug). By the de0nition of Dq (in uj), these at most |B| characters in Dq (of uj) contain no more than |B| characters 1 (we
could make a much more exact counting, but we do not need it).
Then the number of remaining characters 1 in Dq (of uj) is at least q− |B|. These characters are aligned to characters
in some Dq of ug. We have two cases:
• (see Fig. 2a) either the characters in B (there exists at least one) aligned to characters in Dq of uj are all situated
just at the beginning of Dq or just at its end; in this case, Dq in uj intersects only one Dq in ug, and, as noticed in
Remark 5, at most one character 1 can be common to both;
• (see Fig. 2b) or the characters in B aligned to characters in Dq of uj are all situated in the “middle” of Dq of uj , such
that Dq of uj intersects two separating strings Dq in ug; in this case, at most one character 1 can be common to each
pair Dq of uj , Dq of ug (for the same reason as before), so that at most 2 characters 1 will be common to the strings
Dq in uj and ug.
So that at least q− |B| − 2 characters 1 in Dq of uj will be aligned to characters 0 in some Dq of ug. Then
d(uj; ug)¿ q− |B| − 3¿ q− (k + 3r + 1)− 3
(recall that the change to uj; ug in order to insure that uj contains a unique, complete Dq possibly introduced an additional
error to the real ones; this is why q− |B| − 2 above is replaced by q− |B| − 3).
Now, since q¿ 3k+5r+4 we have d(uj; ug)¿ q− (k+3r)−4¿ 2k+2r¿ 2d+2r=p and the claim is proved.
Claim 8. In cases (b)–(d) in Fig. 1, let si[li::li+ k] be the regular region which starts on s′h0t+i just before the beginning
of uh0t+i. In cases (a), (e), (f); : : : ; (j), let si[li::li + k] be the unique regular region on uh0t+i. In all cases, note
wi = si[li + 1::li + k]. Then there exists a k-string M0 such that d(wi;M0)6d, for all i = 1; 2; : : : ; t.
Proof. The string uh0t+i[R] is a whole regular region in cases (a), (e), (f ); : : : ; (j), namely the region which is noted
si[li::li + k]. Then wi is the second k-string of uh0t+i[R], and if we de0ne M0 to be the second k-string of M [R], then by
(1) we obtain that d(wi;M0)6d.
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In case (b), the regular region si[li::li + k] which starts just before the beginning of uh0t+i is the one which contains,
on its last k indices, the 0rst k-string of uh0t+i. Then wi is exactly this string, i.e. uh0t+i[R]. If we note M0 =M [R] then
by (1) we have that d(wi;M0)6d.
In case (c), uh0t+i contains two parts of two regular regions. Thus R=R1 +R2 where R1 corresponds to the leftmost
part of a regular region in uh0t+i, and R2 corresponds to the rightmost part of a regular region in uh0t+i. Then uh0t+i[R1]
contains the last k − k0 indices of the regular region which starts just before the beginning of uh0t+i, and which is noted
si[li::li + k]. Then
uh0t+i[R1] = si[li + k0 + 1::li + k]:
By the de0nition of the blocks in s′h0t+i, the block si[li::li+k](Ch0 )
rDq is followed by the block si[li+1::li+k+1](Ch0 )
rDq,
so that uh0t+i[R2] contains the 0rst k0 indices in si[li + 1::li + k + 1], i.e.
uh0t+i[R2] = si[li + 1::li + k0]:
Then, if we note by . the operation of concatenation, we have
wi = si[li + 1::li + k] = si[li + 1::li + k0]:si[li + k0 + 1::li + k]
= uh0t+i[R2]:uh0t+i[R1];
i.e. wi is identical to uh0t+i[R] up to an appropriate concatenation. Note M0 the k-string obtained from M [R] by performing
the same appropriate concatenation. Then, by (1), and taking into account that the appropriate concatenation does not
change the distances, we obtain
d¿d(uh0t+i[R]; M [R]) = d(wi;M0)
and we are done in this case too.
In case (d), uh0t+i[R] is identical to the 0rst k-string in the regular region which starts on uh0t+i, and which is the
same, by the construction of the blocks in s′h0t+i, with the second k-string in the regular region which starts just before
the beginning of uh0t+i. Then wi = uh0t+i[R] and with the notation M0 =M [R] we are done.
7. Conclusions and open problems
In this paper we showed, with examples, that Closest Substring is not always the best way to approach a motif
identi0cation problem: the constraints on the searched motif and its occurrences are sometimes too weak, thus allowing
(i) too many solutions of Closest Substring which are not solutions of the practical motif identi0cation problem; (ii) too
many candidates to consider when a motif enumeration is used to solve the problem (and motif enumeration is often used).
Then we proposed two new forms of Closest Substring (called BCCS and SCCS), obtained by imposing constraints on the
Hamming distance between pairs of occurrences, with the help of two parameters p¡ 2d and, respectively, P¡dt(t−1).
These two problems have the advantage that, when p and P are correctly estimated, many non-interesting solutions of
Closest Substrings are eliminated (they are not solutions of BCCS or SCCS). The abstraction of the practical biological
problem is more suitable, as the default (i) above is reduced.
On the other hand, it is certainly not obvious that the new forms of Closest Substring are easier to solve. From the
computational complexity viewpoint, SCCS does not signi0cantly diNer from Closest Substring: an easy reduction of the
latter problem to SCCS exists. On its turn, BCCS in its most general form shares all the hardness results on Closest
Substring, and even an important number of particular cases of BCCS (obtained by reducing the range of p2d ) remain
very diMcult.
The main open question (see also Remark 3) is in which cases BCCS is easier than Closest Substring. This could
happen for small or constant values of p2d , but we ignore the answer even for the case
p
2d =
1
2 (this is the smallest possible
value when d is choosed as small as possible).
Another question (see also Remark 4) concerns the possibility to obtain 0xed parameter tractability results for Closest
Substring using a possible 0xed parameter tractability for (a variant of) BCCS. The algorithm in Section 2.2 shows a
way to approach such a result, provided that a suitable algorithm for BCCS with p = 2d− 1 exists; a similar, but more
complex, way to solve Closest Substring starting with a given algorithm for BCCS with p=2d−c (where c is a constant)
exists.
In the case where BCCS reveals to be hard in all cases discussed before, one can also address “practical” questions: is
there an important diNerence between the real running times of the best algorithms for Closest Substring and BCCS? If
the answer is aMrmative, is this diNerence favorable to Closest Substring or to BCCS? These questions are motivated by
the remark that the Closest Substring algorithms are eMcient in practice only for small values of the parameters. Since
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BCCS is a subproblem of Closest Substring, it could be conceivable to have (still exponential) algorithms with (much)
better practical running time (due to smaller constants in the theoretical complexity). Conversely, the time needed to test,
in the BCCS algorithm, whether the occurrences satisfy the supplementary constraint could be more important that the
possible savings due to a smaller number of candidates.
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