ABSTRACT With the fast development of high-speed railway (HSR), how to provide high-quality and cost-effective wireless services for HSR users has attracted increasing attention in recent years. A key issue is to design an efficient resource management scheme for wireless service delivery between the train and the ground. In this paper, we first provide an overview of the existing resource management schemes and some unsolved challenges are identified. To address these challenges, a cross-layer optimization framework is developed for facilitating the design and optimization of dynamic resource management. Then, the resource management problem is formulated as a stochastic optimization problem, which jointly considers the quality-of-service requirements and dynamic characteristics of HSR wireless communications. The stochastic network optimization theory is applied to transform the intractable stochastic optimization problem into a tractable deterministic optimization problem, which can be further decomposed into two separate subproblems: admission control and resource allocation. A fully distributed admission control scheme is proposed for the admission control subproblem, and a cooperative distributed resource allocation scheme is developed for the mixed-integer resource allocation subproblem with guaranteed global optimality. Finally, a distributed dynamic resource management algorithm is proposed to solve the original stochastic optimization problem with high reliability and robustness against central node failure. The performance of the proposed algorithm is analyzed theoretically and further validated by numerical simulations under realistic conditions for HSR wireless communications.
I. INTRODUCTION
For the last two decades, high-speed railway (HSR) has been developed rapidly as a fast, convenient and green public transportation system and would become the future trend of railway transportation worldwide [1] . Meanwhile, HSR wireless communications have attracted more and more attention [2] - [6] . A dedicated mobile communication system called the global system for mobile communications for railway (GSM-R) serves as a digital standard for railway communications. However, GSM-R has some major shortcomings, such as insufficient capacity, low network utilization, and limited support for data services [7] . With the increasingly growing demand for HSR communications, for example, the estimated wireless communication requirement could be as high as 65 Mbps per train [8] , GSM-R cannot support such high data rate transmissions. Thus, the longterm evolution for railway (LTE-R) has been presented as the next-generation HSR communication system [3] , [9] . In LTE-R system, broadband wireless communications on the train will not only support train control data transmission, but also provide passengers services such as Internet access and high-quality mobile video broadcasting [7] , [10] .
In order to further relieve the contradiction between the increasing demand and limited resource of HSR wireless communications, it is necessary to implement resource management to improve resource utilization efficiency and ensure quality of service (QoS) requirements. Resource management will be a key research challenge in HSR wireless communications. First, the wireless channel characteristics are unique due to the high mobility. The path loss varies rapidly and the time-correlation of the fading channel becomes very small with the increasing mobility speed [11] , [12] . Thus, the lowcomplexity and dynamic resource management is required to be adaptive to the fast-varying wireless channels. Second, multiple types of services are supported on the high-speed trains with dynamic characteristics and heterogenousQoS requirements [13] . Thus, the cross-layer and QoS-aware resource management is critical to improve service delivery performance. Finally, compared with conventional cellular communications, HSR wireless communications have higher reliability requirements [7] , [14] . Thus, distributed resource management is desirable since it can be robust against central node failure.
The above characteristics make it challenging to implement resource management for HSR wireless communications. This motivates us to address distributed and dynamic resource management problem with cross-layer design for service delivery in HSR wireless communications. The key contributions of this paper are summarized as follows:
• First, we provide a state-of-the-art overview on resource management for HSR wireless communications, mainly focusing on power control, admission control and resource allocation. Some new challenging issues on resource management are summarized. To address these challenges, a cross-layer optimization framework is developed for facilitating the design and optimization of dynamic resource management problem in HSR wireless communications. The proposed framework allows us to jointly optimize admission control, power control and resource allocation in a dynamic way.
• Second, the dynamic resource management problem is formulated as a stochastic optimization problem. Inspired by stochastic network optimization theory, the intractable stochastic optimization problem is transformed into a tractable deterministic optimization problem. By exploiting the separable structure of the deterministic optimization problem, it can be decomposed into admission control and resource allocation subproblems, and is effectively solved in a distributed manner. Then a distributed dynamic resource management (DDRM) algorithm is proposed with high reliability and robustness against central node failure.
• Finally, the performance of the proposed algorithm is analyzed theoretically and further validated by numerical simulations under realistic conditions for HSR wireless communications. The simulation results show an explicit tradeoff between power consumption and queue backlog, and provide some insights for the parameter setting and system design. The rest of this article is organized as follows. In Section II, we provide an overview of the existing resource management schemes in HSR wireless communications. This is followed by a detailed introduction of network architecture and system model. In Section IV, the dynamic resource management problem is formulated based on a novel cross-layer optimization framework, and the distributed dynamic resource management algorithm is proposed based on the stochastic network optimization theory. In Section V, we construct a fully distributed admission control scheme and a cooperative distributed resource allocation scheme. The performance evaluation is conducted in Section VI, prior to the conclusion in Section VII.
II. OVERVIEW OF RESOURCE MANAGEMENT IN HSR WIRELESS COMMUNICATIONS
With the increasing demand for QoS-aware service delivery in HSR wireless communications, resource management has become crucial and attracted great attentions. The objective of resource management is to utilize the limited network resource such as power and spectrum resource as efficiently as possible for improving system performance. In this section, we provide an overview of resource management for HSR wireless communications, focusing on power control, admission control and resource allocation. Some new challenging issues on resource management are also introduced.
A. POWER CONTROL
Compared with the traditional cellular communications, there are three unique features in HSR wireless communications, i.e., the deterministic moving direction, the steady moving speed and the accurate train location information [15] . The data transmission rate is highly determined by transmit power and signal transmission distance, thus these features make it necessary and feasible to implement power control along the time. To achieve different optimization objectives under average power constraint, four power allocation schemes are proposed in [16] . As an extension, the work [17] investigates the utility-based resource allocation problem, which jointly takes into account power allocation along the time and packet allocation among the services. In addition, an optimal power allocation policy is proposed in [18] under given delay constraint and the assumption of constant-rate data arrival. Recently, green railway communications have received more attention. The energy-efficient data transmission problem is studied in [19] and [20] , and a dynamic energy-saving strategy is proposed in [21] .
These works only take into account the time-varying channel conditions and ignore the bursty packet arrivals, which causes that the proposed power control schemes are not practical. Dynamic power control is necessary and should be adaptive to the time-varying channel state and data traffic. Power control will be challenging when jointly considering the QoS requirements and fast-varying wireless channels in HSR wireless communications.
B. ADMISSION CONTROL
Admission control is an essential tool for the network congestion by restricting the access to the communication network based on the remaining network resource and the QoS guarantee. In [22] , a cross-layer admission control scheme with adaptive resource reservation is proposed to improve service VOLUME 5, 2017 dropping probability performance. Moreover, [23] proposes an effective admission control scheme for HSR wireless communications, where both new services and handover services are considered. Handover-based admission control is a feature in HSR wireless communications, and the resource reservation approach is required for prioritizing and protecting handover services [24] . Another handover-based admission control scheme is proposed in [25] , where a position-based factor is introduced to reserve more resource to accept handover calls. The above admission control schemes are mainly designed for circuit-switched GSM-R system, and only consider call-level performance such as call dropping probability and call blocking probability. Since LTE-R is a packet-switched system, the packet-level features such as the packet queueing delay and packet delivery ratio should be explored to improve the system performance. For example, the literature [26] proposes a novel admission control scheme, which takes full account of the bursty packet arrivals and time-varying wireless channels.
Admission control is conducted partly based on the transmission capacity, and thus it is directly related to the power control. However, most existing admission control schemes are developed under a constant power assumption. Thus, the significant challenge is how to jointly optimize admission control and power control so as to further improve system performance such as throughput and energy efficiency. Furthermore, the low-complexity admission control is critical to suit the requirements such as quick decision-making and fast-varying wireless channels in HSR scenarios.
C. RESOURCE ALLOCATION
Resource allocation plays an important role in improving resource utilization efficiency and QoS performance. In the literature, the physical layer resource allocation problem in HSR communications has attracted great research interest. For example, [27] and [28] investigate the rate-maximization resource allocation problem under the total transmit power constraint. [29] develops a low-complexity resource allocation approach to minimize the total transmit power while satisfying bit error rate requirements. All these works focus on designing resource allocation schemes to either maximize the rate or minimize the energy consumption at the physical layer. However, the resultant resource allocation schemes are adaptive to the channel condition only. From practical point of view, it is necessary to focus on cross-layer optimization design, which considers bursty packet arrivals and QoS performance in addition to the physical layer performance metrics. There is also plenty of literature on cross-layer resource optimization in HSR communications. For example, [30] and [31] have investigated the resource allocation problem for delivering on-demand services, with the purpose of maximizing the total reward of delivered services while satisfying their deadline requirements. In addition, [32] and [33] have investigated the downlink resource allocation problem, which jointly considers the deadline constraints and packet delivery ratio requirements.
The above works treat the resource allocation problem with the assumption of a constant transmit power. However, the total allocated resource is controlled by the instantaneous power consumption. Therefore, it is necessary and challenging to jointly consider the resource allocation among the services and the power control along the time. Moreover, there are some dynamic characteristics such as time-varying wireless channels and bursty packet arrivals, which make the resource allocation more challenging.
III. NETWORK ARCHITECTURE AND SYSTEM MODEL A. NETWORK ARCHITECTURE
A potential network architecture for HSR wireless communications is depicted in Fig. 1 . It is layered and consists of core network, access network and train network [6] , [13] . 
1) CORE NETWORK
The core network will be based on an all-IP architecture in LTE-R system. This implies that all services will be transmitted on the packet-switched domain. Conventionally, a central controller is deployed to manage and allocate the network resources for the requested services [30] , [31] . However, the central controller will become a bottleneck of the core network and is lack of scalability. In order to address this problem, distributed content controllers (CCs) are introduced to implement resource management for the requested services from the content servers (CSs) [34] . Distributed resource management can be achieved by the cooperation among the CCs with extensive computational capabilities. The advantage is that it can be robust against central controller failure and can easily adapt to variations of network topology.
2) ACCESS NETWORK
The access network is responsible for the data transmission between the train and the core network. The cellular network is a common one, where the base stations (BSs) are deployed along the rail line and provide a seamless coverage. Some advanced technologies such as orthogonal frequency division multiplexing (OFDM) [35] , multi-input multi-output (MIMO) [36] and radio-over-fiber (RoF) [37] are used to enhance the transmission performance.
3) TRAIN NETWORK
Broadband communications on the train are provided through the mobile relay station (MRS). This MRS connects to the access network using an antenna mounted on top of the train. The incoming signal from the MRS is then fed to the access point (AP) for passengers wireless access or control elements for the train control. Since MRS acts as a transmission relay, penetration loss is avoided. Moreover, the Doppler frequency shift and group handover can be handled easily [10] , [38] .
B. SYSTEM MODEL
We develop a general system model for HSR wireless communications when the train travels along the rail at a constant speed v within the time duration [1, T ] . A slot-based transmission scheme is considered for delivering K types of services, where the travel time is divided into slots of equal duration T s . In order to have a tractable model, we make the following assumptions. First, the cellular network can provide seamless coverage and the impact of handover can be ignored [5] , [30] . Second, since the transmission rate in the train is sufficiently large, the communication bottleneck lies in the hop from BS to MRS [16] , [18] , hence we focus our attention on the transmission of this hop. In the following, we present a detailed description on the system model from a perspective of protocol layers, including physical (PHY) layer, media access control (MAC) layer and application (APP) layer.
1) CAPACITY-BASED PHY LAYER MODEL
As shown in Fig. 1 , each BS in cellular wireless networks is located at a vertical distance of d 0 from the rail line with the cell radius R. For HSR wireless communications, the channel condition is time-varying due to the high mobility. Define h(t) and P(t) as the channel gain and BS transmit power at slot t, respectively. Thus, the transmission rate at slot t can be expressed by
where W is the system bandwidth and N 0 is the noise power spectral density. To simplify (1), we define another variable
. A small N (t) indicates a good channel condition. Suppose that a packet is the fundamental unit of transmission with equal size L bits, hence the link capacity C(t) at slot t is denoted as the maximum number of transmitted packets, expressed by
where η L T s W for the sake of brevity, and x denotes the largest integer not greater than x.
2) QoS-BASED APP LAYER MODEL
Similar to [30] and [31] , we consider the erasure coding based service delivery in HSR wireless communications, where the service can be decoded when a certain percent of encoded packets are received, while some excess packets can be dropped based on the network states and service requirements. In the APP layer, the packet arrival process for each service is assumed to be independent and identically distributed across slots. At slot t, the number of newly arriving packets of service k is denoted by A k (t), which follows the truncated Poisson distribution with average rate λ k in the window [0, A max ]. For capturing QoS requirements, it is reasonable and necessary to consider the delivery ratio requirement of each service. Specifically, service k has a minimal delivery ratio requirement of q k ∈ (0, 1), i.e., the average number of transmitted packets is not smaller than q k λ k from a long-term perspective.
3) QUEUE-BASED MAC LAYER MODEL
In the core network, each CC is equipped with a buffer and implements resource management for the service delivery from the corresponding CS. Therefore, we can see K queues from the perspective of MAC layer. The maximum size of all buffers Q max is assumed to be sufficiently large. Let Q k (t) denote the number of packets at slot t in the buffer k. The dynamics of each queue are controlled by admission control and resource allocation actions. It is characterized by
Specifically, at each slot t, the admission control action r k (t) determines the number of packets from the newly arriving packets to be stored into the buffer k. Obviously, the admitted packets can be no more than the new arrivals, i.e., 0 ≤ r k (t) ≤ A k (t), and A k (t) − r k (t) packets are dropped. The resource allocation action µ k (t) determines the number of packets removed from the buffer k for transmission. Likewise, the allocated packets can not exceed the available packets, i.e., 0 ≤ µ k (t) ≤ Q k (t), and the other packets will be left in the buffer. In addition, the total number of allocated packets is limited by the link capacity, i.e.,
, which is directly controlled by the transmit power.
IV. DYNAMIC RESOURCE MANAGEMENT IN HSR WIRELESS COMMUNICATIONS
Dynamic resource management has received little attention in HSR wireless communications due to its design complexity compared with the peer problem with static system model. Considering the dynamic characteristics in HSR scenarios, we investigate the dynamic resource management problem in HSR wireless communications, which can jointly optimize admission control, power control and resource allocation. 
A. CROSS-LAYER OPTIMIZATION FRAMEWORK
For clearly illustrating the dynamic resource management problem, we develop a cross-layer optimization framework in Fig. 2 . At the PHY layer, the channel state information (CSI) allows an observation of good transmission opportunity. At the MAC layer, the queue state information (QSI) provides the urgency of queueing packets. At the APP layer, service characteristic information (SCI) is collected to represent the service characteristics, e.g., packet arrival rate and delivery ratio requirement. The control actions at slot t, including power control P(t) and admission control r k (t) as well as resource allocation µ k (t), should be taken dynamically based on CSI from PHY layer, QSI from MAC layer and SCI from APP layer.
Based on the developed framework, the dynamic resource management problem can be stated as: when the train travels along the rail, jointly considering system dynamic characteristics, i.e., the bursty packet arrivals and time-varying wireless channels, the optimal control actions are determined to minimize the long-term power consumption under the QoS requirements. Mathematically, the dynamic optimization problem is formulated as min lim
where the variables are r k (t), µ k (t) and P(t) for each k and t. In problem (4), T → ∞ is reasonable for a long trip, because T is sufficiently large since the number of slot is typically of the order of 10 5 when the train moves through only one single cell. (4b) and (4c) correspond to the timeaverage delivery ratio requirements and the queue stability constraints for all queues, respectively. (4d) denotes the link capacity constraint at each slot t, while (4e) and (4f) are the constraints on the control actions µ k (t) and r k (t), respectively. In (4e) and (4f), N denotes the non-negative integer set.
B. STOCHASTIC NETWORK OPTIMIZATION THEORY FOR DYNAMIC RESOURCE MANAGEMENT
The problem (4) is a stochastic optimization problem, but it cannot be solved efficiently owing to the difficulty from time-average objective function (4a) and time-average constraints (4b)-(4c) [39] . Inspired by the stochastic network optimization theory, we transform the intractable stochastic optimization problem (4) into a tractable deterministic optimization problem through four steps in the following.
Step 1 (Time-Average Constraint Transformation): To handle average time constraint (4b), a virtual queue D k (t) is involved for each k, which has the dynamic update equation = 0, then the time average constraint (4b) can be satisfied. This holds because if the virtual queue is stabilized, it must be the case that the average arrival rate q k λ k is not larger than the average service rate
. Thus, the delivery ratio constraint of each service k in (4b) can be transformed into a single queue stability constraint.
Step 2 (Lyapunov Drift Based Queue Stability): To construct the above virtual queue can facilitate the problem transformation. Next, we define the network state at slot t as (t), consisting of all real queue states {Q k (t)} and all virtual queue states {D k (t)}. The quadratic Lyapunov function L(t) is defined as
Note that the function L(t) is a scalar measure of queue congestion. Intuitively, if the function L(t) is small, then all queues are small, and if the function L(t) is large, then at least one queue is large. The Lyapunov drift (t) denotes the difference in the function L(t) from one slot to the next, expressed by
If control actions are taken every slot t to greedily minimize (t), then backlogs are consistently pushed towards a lower congestion state, which intuitively maintains queue stability.
Step 3 (Drift-Plus-Penalty Based Problem Reformulation): Minimizing the Lyapunov drift can maintain the stability of all virtual and actual queues. However, the objective function has not yet been incorporated. Thus, the control actions should be taken to greedily minimize the drift-plus-penalty expression (t) + V E[P(t)], where V is a non-negative control parameter that represents the weight on how much we emphasize the power consumption minimization. Since the expression (t) is too complicated to be solved directly, it can be replaced by its upper bound, as stated in the following lemma.
Lemma 1: Under any admission control and resource allocation actions at slot t, and for any network state (t), we have
where β is a finite constant defined as
and˜ (t) is defined as
The proof of Lemma 1 is provided in Appendix A. Based on Lemma 1, observing (t) at each slot t, the problem (4) can be reformulated as a deterministic optimization problem
where the variables are r k (t), µ k (t) and P(t) for each k.
Step 4 (Separable Structure Based Problem Decomposition): We observe that the objective function (11a) is of separable structure, which motivates us to determine the admission control actions r k (t) and resource allocation actions µ k (t) as well as power control P(t) in an alternative optimization fashion. Thus, the problem (11) can be decomposed into two subproblems, namely admission control subproblem and resource allocation subproblem.
Isolating r k (t) from (11a) leads to the admission control subproblem
Similarly, isolating µ k (t) and P(t) from (11a) gets the resource allocation subproblem
C. DISTRIBUTED DYNAMIC RESOURCE MANAGEMENT ALGORITHM Based on the above problem reformulation and decomposition, a distributed dynamic resource management (DDRM) algorithm is proposed to solve the original stochastic optimization problem (4) as shown in Algorithm 1. At each slot, based on the observation of the CSI and QSI, admission control and resource allocation subproblems are solved in a distributed manner. At the end of each slot, each CC updates its virtual and actual queues. This process will be repeated from the first slot to the last. Note that the DDRM algorithm only requires the knowledge of the instant values of (t) and h(t), and it does not require any knowledge of the statistics of packet arrivals and the channels. The remaining challenge is to solve the subproblems (12) and (13) in a distributed manner, which will be discussed in the Section V. 
Each CC k observes Q k (t), D k (t) and h(t);
4:
Obtain {r k (t)} by solving (12) in a distributed manner; 5: Obtain {µ k (t)} and P(t) by solving (13) in a distributed manner; 6: Each CC k updates Q k (t + 1) and D k (t + 1) according to (3) and (5), respectively;
7: end for Remark 1: Low complexity and distributed computing are two characteristics of the DDRM algorithm, thus it can be applied into large-scale HSR networks with more services. The complexity of Algorithm 1 is related to the total time length and the service number. Although the DDRM algorithm is constructed for HSR communications, it can also be generalized to vehicular communication networks, e.g. the service delivery from infrastructure to vehicles on the highway [40] , [41] . Moreover, since the accurate CSI is required in the DDRM algorithm, both the realistic HSR channel model [11] and the reliable channel estimation [35] are needed, which however are beyond the scope of the current paper.
D. PERFORMANCE ANALYSIS
We analyze the performance of the DDRM algorithm, as described in the following theorem.
Theorem 1: Implementing the DDRM algorithm with any fixed parameter V > 0 along the time, we have the following performance guarantees:
1) The achieved objective function value of the problem (4) satisfies the bound
where P opt is the optimal value of problem (4).
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2) The average queue backlogs are bounded as
where > 0 is a parameter and β is defined in (9) . The proof of Theorem 1 follows [39] , and a sketch of the proof is provided in Appendix B.
Remark 2: Theorem 1 shows that the control parameter V enables an explicit tradeoff between the objective value and queue backlog. Specifically, for any V > 0, the DDRM algorithm can achieve a time average objective value that is within O(1/V ) of the optimal objective value shown in (14) , and ensure that the average queue backlogs have upper bounds of O(V ) shown in (15) , respectively. In the Section VI, the simulations will verify the theoretic claims.
V. DISTRIBUTED ADMISSION CONTROL AND RESOURCE ALLOCATION SCHEMES
In practical HSR wireless networks, the distributed resource management is desirable with high reliability and low complexity. It can be robust against central node failure and can easily adapt to variations of network topology. In this section, we construct a fully distributed admission control scheme and a cooperative distributed resource allocation scheme, respectively.
A. FULLY DISTRIBUTED ADMISSION CONTROL SCHEME
The admission control subproblem (12) can be decoupled into K separate minimization problems, and then the admission control for all services can be made in a fully distributed manner. Specifically, each CC k chooses the admission control action r k (t) by solving the following optimization problem
It can be seen that the optimal solution to problem (16) follows a simple threshold-based admission control scheme, which can be expressed by
On one hand, when Q k (t) is not larger than the threshold D k (t), then all the newly arriving packets are admitted into the buffer of CC k. Essentially, this reduces the value of D k (t +1) so as to push the virtual queue into lower congestion levels. On the other hand, when Q k (t) is larger than the threshold D k (t), then all the newly arriving packets will be dropped to ensure the real queue stability. Finally, we emphasize that the proposed threshold-based admission control scheme is fully distributed, where each CC only needs local queue backlog information and packet arrival information.
B. COOPERATIVE DISTRIBUTED RESOURCE ALLOCATION SCHEME
The resource allocation subproblem (13) at slot t can be explicitly expressed as
The problem (18) is a mixed integer programming problem, which cannot be solved efficiently [42] . The main difficulty mainly comes from the integer nature of µ k (t). However, we will show that the problem (18) can be transformed into a single variable problem, which can be solved easily in a cooperative and distributed manner. In the following, the time index in problem (18) is omitted for brevity. Firstly, we study the necessary optimality conditions for problem (18) . When the optimal solutions are achieved, the constraint (18c) is equal to
The equivalence holds because, for any feasible solution {µ k }, we can reduce the value of C and P such that the objective function can be further maximized. From (19) , there is a one-to-one relationship between P and C, i.e.,
and the constraint (18b) further implies that
Secondly, the resource allocation subproblem (18) can be equivalently transformed into a single variable problem, as shown below
where g 1 (C) is given by
and g 2 (C) is given by
Next, we focus on the problem (23) with any given C. Clearly, the maximum value of g 1 (C) can always be achieved by allocating the link capacity C to the services in the descending order of their backlogs. For convenience, we sort all the services in descending of Q k and obtain the ordered set {k 1 , k 2 , . . . , k K }. Thus, the optimal solutions to the problem (23) are given by (25) where
Finally, we show how to solve the problem (22) efficiently. The key observation is based on the property of the objective function M (C), which will be stated in the following lemma. The proof of Lemma 2 is provided in Appendix C. The unimodality property allows us to find the optimal integer solutions to problem (22) , by adding the link capacity one by one until the maximum objective value is achieved or all the packets are allocated completely. However, this requires a central controller to implement the resource allocation process. Here, we propose a cooperative distributed resource allocation scheme to achieve the optimality. The details of the proposed resource allocation scheme are shown in Algorithm 2. In step 2, each CC exchanges the backlog information with the other CCs and the order of the backlogs is obtained by all CCs. Then, from step 3 to step 12, the CCs implement the packet loading process in parallel and distributed manner. Different initial values of the link capacity are assigned to the CCs, because any CC can be allocated only after all the CCs with larger backlogs have been allocated completely (see (25) ). When each CC k n fetches a new packet, it judges whether this packet can be transmitted by comparing for µ k n = 1 to Q k n do 6: Calculate M (C k n +1) based on (22a), (23a) and (24); 7: if M (C k n + 1) < M (C k n ) then 8: µ k n := µ k n − 1; go to step 11; 9: end if 10: C k n := C k n + 1; 11: end for 12: end for 13 : return µ k ∀k.
, it implies that M (C k n ) has been the maximum and this packet can't be transmitted. Otherwise, the maximum objective value has not been achieved and this packet can be transmitted, which means the link capacity can be added one in step 10. This process will be repeated until the maximum objective value is achieved or all the packets are allocated completely. The complexity of Algorithm 2 is related to the service number and the buffer load.
Remark 3: When V = 0, we have g 2 (C) = 0 and M (C) is a monotonically increasing function of C over 0,
In order to maximize the objective function (22a), all the buffered packets will be transmitted, i.e., C = K k=1 Q k and µ k = Q k for any k.
VI. PERFORMANCE EVALUATION
We conduct numerical simulations to evaluate the proposed DDRM algorithm for HSR wireless communications. The channel gain h(t) is generated by the realistic HSR channel model, which was developed according to extensive channel measurements on Beijing-Tianjin HSR in China [8] . Specifically, the path loss at slot t is expressed by 12.4 + 30.3 log 10 (d(t)), where d(t) is the distance between the BS and the moving train at slot t. Given the real-time train location information, the distance d(t) can be obtained based on geometry knowledge [16] , [32] . The shadow fading follows a log-normal distribution with zero mean and standard deviation 2 dB. The other simulation parameters are summarized in Table 1 . In the simulations, the simulation time is 3 × 10 4 time slots, when the train moves from the centre of one cell to that of neighbor cell. Note that the same results can be obtained when the train travels the entire route, since it is a repeat transmission process. For the purpose of comparison, we evaluate a heuristic dynamic resource management algorithm as a reference benchmark. In the heuristic algorithm, the newly arriving packets of service k are admitted into the buffer at the probability of q k , and all the buffered packets are delivered at each slot. It can be seen that this heuristic algorithm provides a feasible solution to problem (4) , since all the constraints can be satisfied. Fig.3 shows dynamic variation process under the proposed DDRM algorithm. From Fig. 3(a) , we can see that the channel condition is time-varying. When the train moves from the cell centre to the edge, the channel condition tends to get bad. Much power is consumed to compensate those bad channel states in Fig. 3(b) , which results in a relatively stable link capacity along the time, shown in Fig. 3(c) . Moreover, in Fig. 3(d) , the queue backlog of service 1 tends to increase when the train moves towards the cell edge. The similar results can be obtained for the other services. Fig. 4 shows the system performance under different control parameters V . In the simulation, we consider different delivery ratio requirements and different average arrival rates for different services. The detailed parameters are shown in Fig. 4(c) . Firstly, Fig. 4(a) shows the effect of control parameter V on average power consumption. We can see that as V increases, the time average power consumption value keeps decreasing and converges quickly to the optimum. This confirms the result of (14) . Next, Fig. 4(b) shows the effect of control parameter V on average queue backlogs. It can be seen that the average queue backlogs of all services are near linearly increasing with V . This shows a good match between the simulations and Theorem 1. Finally, Fig. 4(c) shows the achieved delivery ratio of different services under different V . The achieved delivery ratio of each service is defined as the ratio of the total number of its admitted packets to the total number of its arrival packets. It can be observed that the delivery ratio requirements of different services can be satisfied under different V from 0 to 500. This not only demonstrates the efficiency of the proposed algorithm, but also shows that there exists a wide range of V supporting the desired service delivery performance. Fig. 4 illustrates that the control parameter V can balance the tradeoff between the queue backlog and power consumption, while it does not affect the service delivery performance for a wide range of V . This can be explained as follows: Since a larger V gives a higher priority on power consumption, less power will be consumed and more admitted packets will be buffered, especially when the channel condition is bad.
And then these buffered packets are transmitted at a lower power level when the channel condition turns better. Thus, a larger V results in a larger average queue backlog and less average power consumption, meanwhile it does not affect the service delivery performance. Furthermore, we notice that when the control parameter V is increased from 0 to 50, the power consumption is highly reduced by 50%, while the queue backlog is just slightly increased. Thus, it is necessary to introduce the buffer for HSR wireless communications from the perspective of energy efficiency. 5 further explores the service delivery performance under different arrival rates and control parameters V . All the services have the same average arrival rate and the same delivery ratio requirement q k = 0.9. It can be seen that the proposed algorithm can satisfy the service delivery requirement in the range of small V and low arrival rate, while the service delivery requirement may not be supported in the range of large V and high arrival rate. This can be explained by the contradiction between large V and high arrival rate. A larger V gives a higher priority on power and less power will be consumed, while a higher arrival rate implies that more power needs to be consumed to transmit more arrival packets. Moreover, it is noteworthy that when V = 0, the proposed scheme can satisfy the service delivery performance for any arrival rate, since the power is not considered when implementing resource allocation and all the buffered packets will be transmitted at each slot, as described in Remark 3. The observations from Fig. 5 provide some insights for the parameter setting and system design. Specifically, when the arrival rate is relatively low, a suitable V can be chosen to balance the tradeoff between power consumption and queue backlog. When the arrival rate is high, a sufficiently small V will be set to satisfy the service delivery requirement. Fig. 6 shows the average power consumption and average queue backlog with different packet arrival rates for both the proposed algorithm and heuristic algorithm, respectively. In the simulation, all the services have the same packet arrival rate and the same delivery ratio requirement q k = 0.8. It can be observed that both power consumption and queue backlog increase with the packet arrival rate for all the algorithms. This is exactly what happens. Under the same delivery ratio requirement, more packets need to be transmitted for a higher packet arrival rate, which causes more power consumption and larger queue backlog. Moreover, it is noteworthy that the heuristic algorithm and the proposed algorithm with V = 0 have a quite similar performance under different packet arrival rates. Nevertheless, the power consumption can be highly reduced in the proposed algorithm by slightly increasing V , at the expense of a little larger queue backlog. This illustrates that the proposed algorithm has a better performance than the heuristic algorithm.
VII. CONCLUSIONS AND FUTURE WORK
To satisfy the demand for mobile communications on highspeed trains and improve the system performance, the study of resource management in HSR wireless communications VOLUME 5, 2017 is necessary. In this paper, we have studied the dynamic resource management problem in HSR wireless communications, aiming at addressing the challenges summarized from the existing resource management schemes. We make an initial attempt at establishing a cross-layer optimization framework for the dynamic resource management with a more realistic system model. The resource management problem is formulated as a stochastic optimization problem and the stochastic network optimization theory is exploited to solve it. To the end, we develop a distributed dynamic resource management algorithm for practical implementation and evaluate its performance under realistic conditions of HSR wireless communications. Both theoretical analysis and numerical simulations show that the control parameter V enables an explicit tradeoff between the power consumption and queue backlog. The simulation results also provide some insights for the parameter setting and system design, and illustrate that the buffer can highly improve the energy efficiency in HSR wireless communications.
There are several directions for future work. First of all, some additional constraints in practical communication systems, such as the maximum transmit power and maximum buffer size, should be taken into consideration into the dynamic resource management problem. Furthermore, studies on the effects of CSI uncertainty and small-scale fading are needed to assess performance in more practical scenarios. Another important issue is the heterogeneous QoS considerations, where providing different QoS supports such as queueing delay and reliability requirement needs to be further studied. Finally, the dynamic resource management to improve the multimedia transmission quality is also an interesting and challenging issue in HSR wireless communications.
APPENDIX A PROOF OF LEMMA 1
Recall the evolution equation (5) for the virtual queue D k (t) and by squaring this equation, we obtain
where in the final inequality we have used the facts:
Similarly, it can be shown for any k
Based on the equation (7) and (26)- (27), we have (28) shown on the bottom of this page. In (28),˜ (t) is defined by (10) and the last inequality (28c) can be obtained as follows. For any slot t, any possible packet arrivals {A k (t)}, and any resource allocation {µ k (t)} that can be taken, we have
where the inequality holds based on r k (t) ≤ A max and µ k (t) ≤ Q max , and the equality holds since the constant in the square bracket is independent of the network state (t).
APPENDIX B PROOF OF THEOREM 1
Based on (28), we have
The problem (11) aims to minimize the right-hand side of the above inequality for any given realization of (t), which
leads to
where P * (t), r * k (t), and µ * k (t) are derived from any feasible control policy. By constructing y 0 (t) = P(t), y k (t) = q k λ k − r k (t) ∀k, and e k (t) = r k (t) − µ k (t) ∀k, it can be shown that lim T →∞ 
where P opt is the optimal value of problem (4). Taking δ → 0, together with (31), we have
By applying the iterated expectations and telescoping sums to the inequality (33) , and using the fact that L(T ) ≥ 0 for any T > 0, we have
which proves the inequality (14) by taking a limit as T → ∞.
On the other hand, rearranging (33) yields
According to the Lyapunov drift theorem in [39, Ch. 1], (35) implies that all the queues are mean rate stable, which further means q k λ k − 
