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Abstract:
The exact solution of the noncompact SL(2,C) Heisenberg spin magnet reveals a hidden sym-
metry of the energy spectrum. To understand its origin, we solve the spectral problem for
the model within quasiclassical approach. In this approach, the integrals of motion satisfy the
Bohr-Sommerfeld quantization conditions imposed on the orbits of classical motion. In the rep-
resentation of the separated coordinates, the latter wrap around a Riemann surface defined by
the spectral curve of the model. A novel feature of the obtained quantization conditions is that
they involve both the α− and β−periods of the action differential on the Riemann surface, thus
allowing us to find their solutions by exploring the full modular group of the spectral curve.
We demonstrate that the quasiclassical energy spectrum is in a good agreement with the exact
results.
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1. Introduction
Exact solution of the spectral problem for quantum-mechanical multi-particle systems is the
central problem in the theory of Integrable Lattice Models [1]. One of the best known examples
of such systems is spin−1/2 Heisenberg spin magnet. The model can be solved exactly by the
Algebraic Bethe Ansatz (ABA) and it has numerous applications [2, 3, 4]. The Heisenberg
magnet model can be generalized from the compact SU(2) spins to noncompact spins, “living”
in an infinite-dimensional, unitary representations of the SL(2,C) group. The corresponding
integrable model describes a nearest-neighbour interaction between the SL(2,C) spins and is
called the noncompact Heisenberg magnet [5].
The noncompact Heisenberg spin magnets have important implications in high-energy QCD [6,
7]. It is well-known that hadronic scattering amplitudes grow as a power of energy in agree-
ment with the Regge model. In perturbative QCD framework, this behaviour can be attributed
to a contribution of colour-singlet gluonic compound states. These states satisfy the Bartels-
Kwiecinski-Praszalowicz equation which coincides, in the multi-colour limit, with the Schro¨dinger
equation for the noncompact SL(2,C) spin magnet. The effective QCD interaction between N
reggeized gluons (N = 2, 3, . . .) occurs on two-dimensional plane of transverse degrees of freedom
(the impact parameter space). It is described by the Hamiltonian HN , which defines a quantum-
mechanical system of N particles with the coordinates ~zk = (xk, yk) and the momenta ~pk = −i~∂k,
such that [zαk , p
β
n] = iδknδ
αβ (k, n = 1, . . . , N and α, β = 1, 2) with the Planck constant ~ = 1.
To map this system into a Heisenberg magnet, one introduces holomorphic, z = x + iy, and
antiholomorphic, z¯ = x− iy, complex coordinates on the plane and defines the spin operators as
S0k = izkpk + s , S
−
k = −ipk , S+k = iz2kpk + 2szk . (1.1)
Here pk = −i∂/∂zk is a (complex) momentum along the z−direction and the parameter s =
(1 + ns)/2 + iνs (with ns integer and νs real) is a single-particle SL(2,C) spin. One also defines
the antiholomorphic spin operators S¯0k , S¯
−
k and S¯
+
k acting along the z¯−direction. They are given
by similar expressions with zk and s replaced by z¯k = z
∗
k and s¯ = 1 − s∗ = (1 − ns)/2 + iνs,
respectively. The operators ~Sk and
~¯Sn act along different directions on the ~z−plane and therefore
commute. They satisfy the standard sl(2) commutation relations
[S+k , S
−
n ] = 2S
0
kδkn , [S
0
k , S
±
n ] = ±S±k δkn , (1.2)
with the quadratic Casimir operator ~S2n = (S
0
n)
2
+(S+n S
−
n + S
−
n S
+
n )/2 = s(s−1). Similar relations
hold in the antiholomorphic sector. Defined in this way, the spin operators ~Sk and
~¯Sk are the
generators of the unitary principal series representation of the SL(2,C) group labelled by the
pair of spins (s, s¯), or equivalently integer ns and real νs [8]. The interaction between N reggeized
gluons in multi-colour QCD is translated into the nearest-neighbour interaction between the spins
~Sk and
~¯Sk for the SL(2,C) Heisenberg magnet at s = 0 and s¯ = 1 [6, 7]
HN =
N∑
k=1
Hk,k+1 , Hk,k+1 = H(~Sk · ~Sk+1) +H(~¯Sk · ~¯Sk+1) , (1.3)
where HN,N+1 = HN,1 and the two-particle Hamiltonian is expressed in terms of the Euler
ψ−function, H(x) = ψ(j(x)) + ψ(1 − j(x)) − 2ψ(1) with j(j − 1) = 2x + 2s(s− 1). As follows
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from (1.3), HN can be split into a sum of two mutually commuting Hamiltonians acting along
the z− and z¯−directions.
The noncompact SL(2,C) Heisenberg magnet (1.3) is a completely integrable model. It
possesses a large enough set of mutually commuting conserved charges qn and q¯n (n = 2, ..., N)
such that q¯n = q
†
n and [HN , qn] = [HN , q¯n] = 0. The charges qn are polynomials of degree n in
the holomorphic spin operators. They have a particular simple form at s = 0 [6, 7]
qn =
∑
1≤j1<j2<...<jn≤N
zj1j2zj2j3...zjnj1pj1pj2...pjn (1.4)
with zjk = zj − zk and pj defined in (1.1). The “lowest” charge q2 is related to the total spin of
the system h. For the principal series of the SL(2,C) it takes the following values [8]
q2 = −h(h− 1) +Ns(s− 1) , h = 1 + nh
2
+ iνh , (1.5)
with nh integer and νh real. The eigenvalues of the integrals of motion, q2, ..., qN , form the
total set of quantum numbers parameterizing the eigenstates of the model (1.3). As was already
mentioned, at s = 0 and s¯ = 1 the latter define the multi-gluonic compound states in multi-colour
QCD.
In spite of the fact that the noncompact SL(2,C) Heisenberg magnet represents a generaliza-
tion of the compact SU(2) spin chain, a very little has been known about its energy spectrum till
recently. One of the reasons is that the exact solution of the eigenproblem for the Hamiltonian
(1.3) represents a difficulty of principle. In distinction with the compact magnets, the quantum
space of the SL(2,C) magnet does not possess the highest weight and, as a consequence, the
conventional methods like the ABA method [2, 4] are not applicable.
The eigenproblem for the noncompact SL(2,C) Heisenberg magnet has been solved exactly in
Refs. [5, 9, 10] using the method the Baxter Q−operator [1]. This method allowed us to establish
the quantization conditions for the integrals of motion of the model, q3, ..., qN , obtain an explicit
form of the dependence of the energy on the integrals of motion, EN = EN (νh, nh, q3, ..., qN), and
construct the corresponding eigenfunctions in the representation of the Separated Variables [11].
Solving the quantization conditions, we calculated the spectrum of the noncompact SL(2,C)
magnet of spin s = 0 for the number of particles 2 ≤ N ≤ 8. Its close examination revealed the
following properties of the model [10]:
• Quantized values of the charges qk (with k = 3, ..., N) depend on the “hidden” set of
integers ℓ = (ℓ1, ℓ2, ..., ℓ2(N−2))
qk = qk(νh;nh, ℓ) , (1.6)
where integer nh and real νh define the total SL(2,C) spin of the state, Eq. (1.5).
• As a function of continuous νh, the charges form the family of trajectories in the moduli
space q = (q2, q3, ..., qN) labelled by integers nh and ℓ . Each trajectory in the q−space
induces the corresponding trajectory for the energy EN (see Figure 2 below)
EN = EN (νh;nh, ℓ) . (1.7)
• For fixed total SL(2,C) spin of the model, Eq. (1.5), the eigenvalues of the “highest” charge
q
1/N
N define an infinite set of distinct points on the complex q
1/N
N −plane. At N = 3 and
N = 4 they are located close to the vertices of a lattice built from equilateral triangles and
squares, respectively (see Figures 4 and 5 below).
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Their origin remains obscure mainly due to a rather complicated form of the exact quantization
conditions. The main goal of this paper is to present a physical interpretation of these properties.
Our analysis is based on a generalization of the well-known quasiclassical methods to noncompact
Heisenberg magnets. One might expect a priori that these methods could be applicable only for
high excited states. Nevertheless, as we will demonstrate below, the quasiclassical formulae work
with a good accuracy throughout the whole spectrum of the noncompact SL(2,C) Heisenberg
magnet.
To formulate the quasiclassical solution of the eigenproblem for Hamiltonian (1.3), one has
to consider a classical analog of the noncompact Heisenberg spin magnet [12, 13]. From point
of view of classical dynamics, the model describes a chain of N interacting particles on the two-
dimensional ~z−plane. We use (anti)holomorphic variables on the phase space and define the
coordinates and the momenta of particles as ~zk = (zk, z¯k) and ~pk = (pk, p¯k), respectively. By the
definition, zk and pk take complex values such that z¯k = z
∗
k and p¯k = p
∗
k.
1 The only non-trivial
Poisson bracket is given by {zk, pn} = {z¯k, p¯n} = δkn. The classical model inherits a complete
integrability of the quantum noncompact spin magnet. Its Hamiltonian and the integrals of
motion are obtained from (1.3), (1.1) and (1.4) by replacing the momentum operators by the
corresponding classical functions leading to {qk,HN} = {qk, qn} = 0. Since the Hamiltonian (1.3)
is given by the sum of holomorphic and antiholomorphic functions, from point of view of classical
dynamics the model describes two copies of one-dimensional systems “living” on the complex z−
and z¯−lines. The solutions to the classical equations of motion have a rich structure and turn
out to be intrinsically related to the finite-gap solutions to the soliton equations [14, 15]. Namely,
the classical trajectories have the form of soliton waves propagating in the chain of N particles.
Their explicit form in terms of the Riemann θ−functions was established in [12] by the methods
of the finite-gap theory [14, 15]. The charges q define the moduli of the soliton solutions and
take arbitrary complex values in the classical model. Going over to the quantum model, one
finds that q are quantized. In the quasiclassical approach presented in this paper, their values
satisfy the Bohr–Sommerfeld quantization conditions imposed on the orbits of classical motion
of N particles.
In a standard manner, the WKB ansatz for the eigenfunction of the model (1.3) involves
the “action” function, ΨWKB(~z1, . . . , ~zN) ∼ exp(iS0/~). Due to complete integrability of the
classical system, it can be defined as a simultaneous solution to the system of the Hamilton-
Jacobi equations
N∑
k=1
∂S0
∂zk
= P , qn
(
z,
∂S0
∂z
)
= qn , (n = 2, ..., N) , (1.8)
where z = (z1, ..., zN ) denotes the set of holomorphic coordinates, qn(z,p) stands for the symbol
of the operator (1.4) and P is a holomorphic component of the total momentum of N particles.
The z¯−dependence of S0 is constrained by similar relations in the antiholomorphic sector. To
find a general solution to Eq. (1.8), one performs a canonical transformation to the classical
separated coordinates [11, 14]
(~z1, ~z2, ..., ~zN)
SoV7→ (~z0, ~x1, ~x2, ..., ~xN−1) , (1.9)
1Of course, one can work instead with real, Cartesian coordinates, but our choice is advantageous as it is
dictated by the chiral structure of the Hamiltonian (1.3).
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with ~z0 the center-of-mass coordinate of the system and ~xn = (xn, x¯n = x
∗
n) new collective
(separated) coordinates. As explained in Section 2.1, the classical dynamics in the separated
variables is determined by the spectral curve (“equal energy” condition)
ΓN : y
2 = t2N(x)− 4x2N , tN(x) = 2xN + q2xN−2 + ...+ qN−1x+ qN , (1.10)
with y(x) = 2xN sinh px and px being the momentum in the separated coordinates. Here tN(x)
is a polynomial of degree N with the coefficients defined by the holomorphic integrals of motion
qn. The spectral curve establishes the relation between the holomorphic components of the
separated coordinates, x and px, for a given set of the “energies” q2, . . ., qN . As we will see
below, its properties play the central roˆle in our analysis.
In the separated coordinates, the solution to the Hamilton-Jacobi equations (1.8) takes the
form S0(~z0, ~x1, ~x2, ..., ~xN−1) = (~P · ~z0) +
∑N−1
k=1 S0(~xk) with [14]
S0(~x) =
∫ x
x0
dx px +
∫ x¯
x¯0
dx¯ p¯x¯ = 2Re
∫ x
x0
dx px . (1.11)
Here complex momentum p¯x¯ = p
∗
x was defined in (1.10) and ~x0 is arbitrary. The WKB expression
for the wave function in the separated coordinates, ∼ exp (iS0(~z0, ~x1, ~x2, ..., ~xN−1)/~), factorizes
into a product of single-particle wave functions, Q
WKB
(~xk) ∼ exp (iS0(~xk)/~). According to
(1.10), the momentum, px, and, as a consequence, the action function S0(~x) are multi-valued
functions of x. Denoting the different branches of the action function as S0, α(~x), one writes the
WKB expression for the wave function of the quantum spin magnet as a sum over branches [16, 17]
QWKB(~x) =
∑
α
Aα(~x) exp
(
i
~
S0, α(~x)
)
. (1.12)
The function Ak(~x) takes into account subleading WKB corrections and is uniquely fixed by
S0,α(~x). In general, the expression in the r.h.s. of (1.12) is not a single-valued function of ~x.
For QWKB(~x) to be well-defined, the charges q have to satisfy the Bohr-Sommerfeld quantization
conditions. One of the main results in this paper is that these conditions can be expressed in
terms of the periods of the “action” differential over the canonical set of the α− and β−cycles
on the Riemann surface corresponding to the complex curve (1.10)
Re
∮
αk
dx px = π~ ℓ2k−1 , Re
∮
βk
dx px = π~ ℓ2k , (k = 1, .., N − 2) , (1.13)
with ℓ = (ℓ1, . . . , ℓ2N−4) being the set of integers.
The relations (1.13) define the system of 2(N − 2) real equations on the (N − 2) complex
charges q3, ..., qN (we recall that the eigenvalues of the “lowest” charge q2 are given by (1.5)).
Their solutions lead to the quasiclassical expressions for the eigenvalues of the integrals of motion
of the noncompact spin magnet. As we will demonstrate in Section 5, these expressions have the
form (1.6) and are in a good agreement with the exact results of Ref. [9, 10]. A novel feature of the
quantization conditions (1.13) is that they involve both the α− and β−periods on the Riemann
surface. This should be compared with the situation in one-dimensional lattice integrable models,
like the Toda chain model [16, 18] and the SL(2,R) Heisenberg spin magnet [19, 20, 21]. There,
the WKB quantization conditions involve only the α−cycles, since the β−cycles correspond to
classically forbidden zones. In the SL(2,C) spin magnet, the classical trajectories wrap over an
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arbitrary closed contour on the spectral curve (1.10) leading to (1.13). This fact allows one to
explore the full modular group [22] of the complex curve (1.10).
The paper is organized as follows. In Section 2 we remind the definition of the noncompact
Heisenberg spin magnet both in the classical and quantum cases. Going over to the represen-
tation of the Separated Variables we construct the wave function of the model in terms of the
solutions to the Baxter equation. Applying the WKB methods, we solve the Baxter equation
in Section 3 and show that the quasiclassical expression for the wave function is uniquely de-
fined by the complex curve ΓN introduced in (1.10). Requiring this function to be single-valued,
we obtain the quantization conditions (1.13) for the integrals of motion qn. In Section 4 we
obtain quasiclassical expressions for the energy and the quasimomentum. Both observables are
expressed in terms of the Q−blocks, which satisfy the holomorphic Baxter equation and have
prescribed analytical properties and asymptotic behaviour at infinity. In Section 5 we analyze the
quantization conditions (1.13) and compare their solutions with the exact results for the energy
spectrum. Section 6 contains concluding remarks. Some technical details of the calculations are
summarized in two Appendices.
2. Noncompact Heisenberg spin magnet
Let us summarize, following [12, 13], the main features of the SL(2,C) Heisenberg spin magnet
in the classical and quantum mechanics.
2.1. Classical model
In the classical case, the model describes the chain of N interacting particles on the two-
dimensional plane with the Hamiltonian (1.3). The classical motion along the complex z−direction
is described by the Hamilton equations
∂tzk = {zk,HN} = ∂HN
∂pk
, ∂tpk = {pk,HN} = −∂HN
∂zk
. (2.1)
This system is completely integrable and the integrals of the motion are given by (1.4). Following
the Quantum Inverse Scattering Method [2], one can describe the classical Heisenberg spin magnet
by the Lax matrix
Lk(u) = u · 1l + iS0k · σ3 + iS+k · σ− + iS−k · σ+ =
(
u+ iS0k iS
−
k
iS+k u− iS0k
)
, (2.2)
with σa being the Pauli matrices. The dynamical variables S0k , S
−
k and S
+
k depend on the
(holomorphic) coordinates and momenta of particles, zk and pk, respectively, and they are given
by the same expressions as in (1.1). The Hamilton equations (2.1) are equivalent to the matrix
Lax pair relation
∂tLk(u) = {Lk(u),HN} = Ak+1(u)Lk(u)− Lk(u)Ak(u) , (2.3)
with Ak(u) being a 2× 2 matrix depending on the coordinates and momenta of particles.
The exact integration of the classical equations of motion is based on the Baker-Akhiezer
function Ψk(u; t) [15]. By the definition, it satisfies the system of matrix relations
Lk(u)Ψk(u; t) = Ψk+1(u; t) , ∂tΨk(u; t) = Ak(u)Ψk(u; t) . (2.4)
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Introducing the monodromy matrix as a consecutive product of the Lax matrices, one finds that
it produces the shift of the Baker-Akhiezer function along the chain
TN(u) = LN(u) . . . L1(u) , TN (u)Ψ1(u; t) = ΨN+1(u; t) . (2.5)
For periodic boundary conditions, zk+N = zk and pk+N = pk, the Baker-Akhiezer function satisfies
the Bloch-Floquet relation
ΨN+k(u; t) = w(u)Ψk(u; t) , (2.6)
According to (2.5), the Bloch-Floquet factor w(u) is an eigenvalue of the monodromy matrix.
Therefore, it does not depend on the time and satisfies the characteristic equation
det (TN(u)− w) = w2 − w tN (u) + u2N = 0 . (2.7)
Here tN(u) = trTN (u) is a polynomial in u of degree N with the coefficients given by the integrals
of motion, Eq. (1.10). Introducing the complex function y(u) = w − u2N/w, one obtains from
(2.7) that y(u) defines the algebraic complex curve (1.10).
The Baker-Akhiezer function Ψk(u; t) is a double-valued function on the complex u−plane [15].
Its explicit expression in terms of the theta-functions defined on the curve (1.10) can be found
in [12]. We do not present it here since we will not use the Baker-Akhiezer function in the rest
of the paper. The function Ψk(u; t) has N − 1 simple poles at u = xk (k = 1, . . . , N − 1) and the
same number of zeros. Remarkable property of its poles is that the variables (xk, p(xk)) (with
p(u) = ln(w(u)/uN) and k = 1, . . . , N − 1) form the set of holomorphic separated variables for
the classical model, Eq. (1.9). Notice that xk and p(xk) take arbitrary complex values. This
allows one to integrate the equations of motion exactly and reconstruct the classical trajectories
of particles on the Riemann surface defined by the curve (1.10). The same classical motion
describes a soliton wave propagating in the chain of N particles on the two-dimensional ~z−plane.
2.2. Quantum model
In the quantum case, the eigenfunction of the SL(2,C) Heisenberg spin magnet, Ψ(~z1, . . . , ~zN),
is defined as a simultaneous eigenstate of the integrals of motion q2, . . . , qN , Eq. (1.4), and
their antiholomorphic counterparts. Together with the total momentum of the system, ~P , their
eigenvalues q = (q2, . . . , qN) define the total set of the quantum numbers of the model. Due
to chiral structure of the Hamiltonian and the integrals of motion, the eigenfunction can be
decomposed as [23]
Ψ(~z1, . . . , ~zN) =
∑
a, b
Cab(q, q¯)Ψ
(a)
q (z1, . . . , zN )Ψ
(b)
q¯ (z¯1, . . . , z¯N) , (2.8)
where Ψ
(a)
q and Ψ
(b)
q¯ diagonalize the integrals of motion in the holomorphic and antiholomorphic
sectors, respectively, and Cab are mixing coefficients. The function Ψ(~z1, . . . , ~zN ) is a single-valued
function on the two-dimensional plane. It belongs to the principal series of the SL(2,C) group
labelled by the spins (h, h¯) defined in (1.5) (with h¯ = 1 − h∗) and is normalizable with respect
to the SL(2,C) scalar product. In contrast with Ψ(~z1, . . . , ~zN), the chiral solutions Ψ
(a)
q and Ψ
(b)
q¯
acquire nontrivial monodromy when ~zk encircles other particles on the plane. The quantization
conditions for the integrals of motion q follow from the requirement that the monodromy should
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cancel in the r.h.s. of (2.8). The same condition fixes (up to an overall normalization) the mixing
coefficients Cab.
To formulate the quantization conditions it is convenient to switch from the coordinate
~z−representation to the representation of the Separated Variables (SoV) [11]. In this repre-
sentation, the wave function takes a factorized form
Ψ(~z1, ~z2, ..., ~zN)
SoV−→ Φ(~z0, ~x1, ~x2, ..., ~xN−1) = ei ~P ·~z0 Q(~x1)Q(~x2) . . . Q(~xN ) , (2.9)
where ~P is the total momenta of N particles, ~z0 is the center-of-mass coordinate of the system
and ~x1, . . . , ~xN−1 are new collective (separated) coordinates. The explicit form of the unitary
transformation to the SoV representation can be found in [5] (see also [24] for similar expressions
at N = 2 and N = 3). The eigenfunction in the SoV representation has the following properties.
Introducing holomorphic and antiholomorphic components ~x = (x, x¯), one finds that the possible
values of the separated coordinates can be parameterized by integer n and real ν as
x = ν − in
2
, x¯ = ν +
in
2
, (2.10)
so that x¯ = x∗ and i(x − x¯) = n. Here, as before, one has ~ = 1. To restore the ~−dependence
one has to substitute n → ~n. Notice that, in contrast with the classical case, the separated
variables have a discrete imaginary part for finite ~.
A single-particle Q−function entering (2.9) satisfies the holomorphic Baxter equation
(x+ is)NQ(x+ i, x¯) + (x− is)NQ(x− i, x¯) = tN (x)Q(x, x¯) , (2.11)
with tN (x) defined in (1.10). Similar equation holds for Q(x, x¯) in the antiholomorphic sector
with s and qn replaced by s¯ = 1 − s∗ and q¯n = q∗n, respectively. The solution to the Baxter
equations, Q(ν − in/2, ν + in/2), is a well-defined, regular function of integer n and real ν. At
large ν and fixed n it has the following asymptotic behaviour
Q(ν − in/2, ν + in/2) ∼ eiΘ νh+h¯−N(s+s¯) + e−iΘ ν1−h+1−h¯−N(s+s¯) , (2.12)
where h and h¯ = 1 − h∗ define the total SL(2,C) spin of the model, Eq. (1.5), and Θ is some
phase.
The exact solution to Eqs. (2.11) and (2.12) was constructed in Refs. [9, 10]. It allowed
us to establish the quantization conditions for the integrals of motion and calculate the energy
spectrum of the model. In this paper we shall present another, quasiclassical approach to solving
the Baxter equations. Although it does not provide the exact solution for the Q−function, it
allows us to elucidate a hidden symmetry of the energy spectrum.
3. Quasiclassical wave function
The quasiclassical approach relies on the observation that the holomorphic Baxter equation (2.11)
resembles a one-dimensional discrete Schro¨dinger equation. A specific feature of the model is that
x−coordinates entering the Baxter equation takes complex values (2.10) and the Planck constant
equals unity ~ = 1.2 As a consequence, the quasiclassical limit corresponds to large values of the
“energies” q2, . . . , qN in Eq. (1.10).
2In quantum models, like the Toda chain, the Planck constant controls a shift of the argument of the
Q−function in the l.h.s. of the Baxter equation (2.11).
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To perform the large q−limit in (2.11), one introduces an arbitrary auxiliary parameter η
and rescales simultaneously the coordinates, x→ x/η, and the charges, qk → qkηk. Defining
t̂N(x) = η
NtN (x/η) = 2x
N + q̂2x
N−2 + ... + q̂N , (3.1)
with q̂n ≡ qnηn = O(η0) as η → 0, one finds that this transformation allows one to get rid of
large parameters in the Baxter equation (2.11). At the same time, it sets the Planck constant as
~ = η. Let us look for the solution to the holomorphic Baxter equation in the WKB form [16, 17]
Q(x/η) = exp
(
i
η
∫ x
x0
dxS ′(x)
)
, S(x) = S0(x) + ηS1(x) +O(η2) , (3.2)
where S ′(x) = dS(x)/dx and x0 is an arbitrary reference point. Its substitution into (2.11) leads
to the following relations
2 coshS ′0(x) =
t̂N(x)
xN
, S ′1(x) =
i
2
(ln sinhS ′0(x))
′
+
isN
x
. (3.3)
One can systematically improve the WKB expansion (3.2) and express subleading corrections to
S(x) in terms of the leading term S0(x). Similar expressions can be obtained for solutions to the
antiholomorphic Baxter equation Q(x¯). Then, a general WKB expression for Q(x, x¯) is given by
a bilinear combination of Q(x) and Q(x¯).
3.1. Properties of the WKB expansion
Introducing notation for
px = S
′
0(x) , y(x) = 2x
N sinh px , (3.4)
one rewrites the first relation in (3.3) as
y2(x) = t̂ 2N (x)− 4x2N . (3.5)
We notice that, up to rescaling of parameters, y(x) coincides with the hyperelliptic curve ΓN ,
Eq. (1.10). The coincidence is not accidental of course. The leading term of the WKB expan-
sion, S0(x), satisfies the classical Hamilton-Jacobi equations in the separated coordinates. Its
derivative, px = S
′
0(x), defines a (complex-valued) holomorphic component of the momentum in
the separated variables. As such, it belongs to the spectral curve of the classical model (2.7) for
w(x) = xN exp(px).
The leading term of the WKB expansion (3.2) can be calculated as
S0(x) =
∫ x
x0
dx px =
∫ x
x0
dx
y(x)
[
Nt̂N (x)− xt̂′N (x)
]
+ xpx
∣∣∣x
x0
. (3.6)
Solving (3.5) we find that y(x) and, as a consequence S ′0(x), are double-valued functions on
the complex x−plane. To specify two branches of S ′0(x), one makes cuts on the x−plane in an
arbitrary way between the 2(N − 1) branching points σj . The latter are defined as y(σj) = 0, or
equivalently
t̂2N(σj)− 4σ2Nj = (q̂2σN−2j + ...+ q̂N)(4σNj + q̂2σN−2j + ...+ q̂N ) = 0 . (3.7)
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According to their definition, the branching points correspond to the special points on the phase
space of the classical system, in which the holomorphic component of the momentum (in the
separated coordinates) takes the values px = 0 and px = ±iπ. Two different solutions to (3.5)
give rise to two branches S0,+(x) and S0,−(x) which are continuous functions of complex x except
across the cuts. These functions are transformed one into another as x encircles the branching
point σj in the anticlockwise direction
S ′0,±(x)
x	σj−→ −S ′0,∓(x) . (3.8)
Their asymptotic behaviour at infinity can be found from (3.6) and (3.5) as
S ′0,±(x) ∼ ±
q̂
1/2
2
x
∼ ± i
x
η(h− 1/2) , (3.9)
as x→∞. Here, in the last relation, we replaced q̂2 = q2η2 by its expression, Eq. (1.5), and took
the limit η → 0 with |η(h − 1/2)| = |η(iνh + nh/2)|=fixed. Notice that the integration contour
in (3.6) does not cross the cuts.
It becomes convenient to combine the two branches S ′0,±(x) and define S
′
0(x) as a single-valued
function on the Riemann surface ΓN obtained by gluing together two copies of the x−plane
along the (N − 1)−cuts [σ2j , σ2j+1] running between the branching points. By the definition,
S ′0(x) = S
′
0,+(x) on one plane (upper sheet) and S
′
0(x) = S
′
0,−(x) on another one (lower sheet).
Then, it follows from Eq. (3.6) that dxS ′0(x) is a well-defined, meromorphic differential on ΓN of
the third kind (the dipole differential). It has a pair of poles located above the point x =∞ on
the upper and lower sheets, P+∞ and P
−
∞, respectively. Here we used the standard notation for
the points on the Riemann surface, P±x = (x,±).
Substituting (3.6) into (3.3), we calculate the first nonleading WKB correction as
S ′1(x) =
i
2
(
ln
y(x)
2xN
)′
+
iNs
x
=
i
4
2N−2∑
j=1
1
x− σj +
iN
x
(
s− 1
2
)
. (3.10)
In distinction with the leading S0−term, the function S ′1(x) is well-defined on the complex
x−plane. Therefore, it takes the same value on the both sheets of the Riemann surface ΓN
and its asymptotic behaviour for x→∞ is given by
S ′1(x) ∼
i
x
(
Ns− 1
2
)
. (3.11)
Combining together (3.6) and (3.10) we find that the two different branches S ′0,±(x), or
equivalently two different sheets of the Riemann surface ΓN , give rise to two independent WKB
solutions to the holomorphic Baxter equation (2.11)
Q±(x/η) = exp
(
i
η
∫ x
x0
dxS ′±(x)
)
, S ′± = S
′
0,±(x) + η S
′
1(x) +O(η2) . (3.12)
Their asymptotics at infinity can be obtained from (3.9) and (3.11) as
Q+(x/η) ∼ x1−h−Ns , Q−(x/η) ∼ xh−Ns , (3.13)
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as x → ∞. Going over through similar analysis of the antiholomorphic Baxter equation, one
arrives at the WKB expressions for Q±(x¯/η). They can be obtained from (3.12) by replacing
holomorphic variables by their counterparts in the antiholomorphic sector. In this way, one gets
from (3.13)
Q+(x¯/η) ∼ x¯1−h¯−Ns¯ , Q−(x¯/η) ∼ x¯h¯−Ns¯ , (3.14)
where x¯ = x∗, s¯ = 1− s∗ and h¯ = 1− h∗.
3.2. Quantization conditions
Let us construct the quasiclassical solution to the Baxter equation (2.11) as a bilinear combination
of the chiral solutions Q±(x/η) and Q±(x¯/η)
Q(x/η, x¯/η) = c+Q+(x/η)Q+(x¯/η) + c−Q−(x/η)Q−(x¯/η) . (3.15)
Using (3.13) and (3.14) one verifies that the wave function defined in this way has correct asymp-
totic behaviour at infinity, Eq. (2.12). The cross-terms Q±Q∓ do not enter (3.15) since they do not
verify (2.12). The functions Q±(x/η) and Q±(x¯/η) depend on the reference point x0, Eq. (3.12),
whereas Q(x/η, x¯/η) should not depend on the choice of x0. This fixes the x0−dependence of
the coefficients c±(x0) as (x¯0 = x∗0)
c±(x
′
0) = c±(x0) exp
(
i
η
[∫ x′0
x0
dxS ′±(x) +
∫ x¯′0
x¯0
dx¯ S¯ ′±(x¯)
])
. (3.16)
By the construction, the WKB formula (3.15) is valid for small η and x ∼ η0. It describes the
wave function, Q(x, x¯), for large values of the separated coordinates, x ∼ x¯ ∼ 1/η, or equivalently
n ∼ ν ∼ 1/η in the parameterization (2.10). In this region, one can ignore the fact that n
takes strictly integer values and treat the separated coordinates x and x¯ as continuous complex,
mutually conjugated variables, x¯ = x∗. We recall that in one-dimensional lattice models, the
Toda chain [16, 18] and the SL(2,R) magnet [19, 20, 21], the classical motion in the separated
coordinates is restricted to finite intervals on the real x−axis. The WKB wave function is a
continuous, single-valued function of real x, oscillating inside these intervals and vanishing at
infinity. Going back to the noncompact SL(2,C) magnet, one finds that, in distinction with
the models mentioned above, the classical motion in the separated coordinates occurs on the
whole two-dimensional ~x−plane. This suggests that the WKB wave function Q(x, x¯ = x∗) has
to be well-defined on the complex x−plane. In particular, contrary to the chiral solutions to the
Baxter equation (3.8), it should have a trivial monodromy around the branching points σj . In
other words, Q(x, x∗) has to be a single-valued function on the complex x−plane rather than on
the Riemann surface ΓN . The former condition is much stronger than the latter one and, as we
will show below, it leads to the WKB quantization conditions for the integrals of motion q.
Let us examine the monodromy of the chiral solutions to the Baxter equation, Q±(x/η),
around the branching points σj , Eq. (3.7). Encircling the branching point σj on the x−complex
plane, one finds that the leading WKB term S ′0(x) is transformed according to (3.8) while the
subleading term S ′1(x) stays invariant. Let us explore a freedom in choosing the reference point
x0 in (3.12) and put x0 = σj in order to ensure that S±(σj) = 0. Then, it follows from (3.8) and
(3.12) that the WKB solutions Q±(x) defined in this way are transformed one into another as x
encircles σj on the complex plane
Q±(x/η)
x	σj−→ Q∓(x/η) , (for x0 = σj) . (3.17)
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Similar relations hold for the antiholomorphic solutions Q±(x¯/η) at x¯0 = σ¯j ≡ σ∗j . We find from
(3.15) that Q(x/η, x¯/η) stays invariant under this transformation provided that
c+(σj) = c−(σj) , (j = 1, 2, ..., 2(N − 1)) . (3.18)
These conditions ensure that the quasiclassical wave function (3.15) is a single-valued function on
the complex x−plane. We recall that the branching points are defined as solutions to Eq. (3.7).
For different x0, the coefficients c±(x0) are related to each other according to (3.16). Therefore,
choosing x′0 = σj and x0 = 0 we obtain from Eqs. (3.16) and (3.18)
c+(0)
c−(0)
= exp
(
2i
η
Re
∫ σj
0
dx
[
S ′0,−(x)− S ′0,+(x)
]
+O(η)
)
, (3.19)
where j = 1, ..., 2(N − 1) and the integration contour does not cross the cuts on the complex
x−plane. In arriving at (3.19), we applied (3.12) and took into account that S¯ ′0,±(x¯) =
(
S ′0,±(x)
)∗
.
Notice that the exponent in the r.h.s. of (3.19) does not receive the O(η0)−correction, since S ′1(x)
is single-valued on the x−plane. Since the l.h.s. of (3.19) does not depend on j, one gets from
(3.19) the set of consistency conditions
exp
(
2i
η
Re
∫ σj
σk
dx
[
S ′0,−(x)− S ′0,+(x)
]
+O(η)
)
= 1 . (3.20)
The quantization conditions (3.19) and (3.20) can be expressed in a concise form in terms of
the contour integrals on the Riemann surface ΓN , Eq. (1.10). We recall that the two branches
S ′0,±(x) define the dipole differential dxS
′
0(x) on ΓN . This allows one to rewrite (3.19) as
c+(0)
c−(0)
= exp
(
−2i
η
Re
∫ P+0
P−0
dxS ′0(x) +O(η)
)
≡ e−2iΘ , (3.21)
with Θ some (real) constant introduced for later convenience. Here integration goes over an
arbitrary path on ΓN , which starts at the point P
−
0 located above x = 0 on the lower sheet and
ends at the point P+0 above x = 0 on the upper sheet.
Let us define the canonical basis of oriented cycles on ΓN as shown in Figure 1. The contour
integral in Eq. (3.21) can be uniquely decomposed over this basis as∫ P+0
P−0
=
∫
γ
P−
0
P+
0
+
N−2∑
j=1
kj
∮
αj
+
N−2∑
j=1
mj
∮
βj
, (3.22)
with kj and mj arbitrary integer. Here, the path γP−0 P
+
0
goes from the point P−0 on the lower
sheet to the point P+0 on the upper sheet and it does not cross the canonical cycles (see Figure 1).
The l.h.s. of (3.21) should not depend on the choice of the integration path, or equivalently on
integers kj and mj in Eq. (3.22). This leads to
Re
∮
αk
dxS ′0(x)/η = πℓ2k−1 , Re
∮
βk
dxS ′0(x)/η = πℓ2k , (3.23)
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Figure 1: The canonical basis of oriented α− and β−cycles on the Riemann surface ΓN . The
dotted line represents the part of the β−cycles on the lower sheet. The cross denotes a projection
of the points P±0 onto the complex plane. The path γP−0 P+0 goes from the point P
−
0 on the lower
sheet to the point P+0 on the upper sheet.
with S0(x) defined in (3.6), k = 1, ..., N−2 and ℓ = (ℓ1, . . . , ℓ2N−4) being integer. These relations
establish the WKB quantization conditions for the integrals of motion of the model. In addition,
one finds from (3.22) and (3.21)
Re
∫
γ
P−
0
P+
0
dxS ′0(x)/η = Θ . (3.24)
The following comments are in order.
Eqs. (3.23) and (3.24) are valid up to corrections suppressed by a second power of η. One
can show that this feature is rather general and the WKB expansion in the l.h.s. of (3.23) and
(3.24) goes over even powers of η.
We recall that, by the definition, η is a small auxiliary parameter which was introduced in
(3.1) in order to formulate the WKB expansion. The spectrum of the model should not depend
on η. Indeed, one verifies using (3.6) and (3.1), that the l.h.s. of (3.23) and (3.24), as well as
qn = q̂n/η
n, stay invariant under the scaling transformation x → λx, η → λη and q̂n → q̂nλn.
Therefore we may choose η in Eqs. (3.23) and (3.24) to our best convenience, say η = 1, but keep
in mind, of course, that the WKB approximation is valid for large values of the charges qn. In
this way, one arrives at the quantization conditions (1.13). Their solutions have the form (1.4)
and are parameterized by the set of integers ℓ = (ℓ1, ..., ℓ2(N−2)).
As we will show in Section 4, the phase Θ in the r.h.s. of (3.24) is closely related to the
quasimomentum θN corresponding to the eigenstate (3.15). Evaluating the contour integral in
the l.h.s. of (3.24) and replacing the charges qn by their quantized values, Eq. (1.4), one can
obtain from (3.24) the dependence of the quasimomentum on integers ℓ.
A novel feature of the quantization conditions (3.23) compared to the conventional WKB
approach [16, 18, 25] is that they involve both α− and β−periods on the Riemann surface ΓN . We
remind that the Hamiltonian of the SL(2,C) magnet is given by the sum of two one-dimensional
mutually commuting Hamiltonians “living” on the z− and z¯−lines. If we z and z¯ have been
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real coordinates, each of these Hamiltonian would have defined quantum SL(2,R) Heisenberg
magnet. The WKB quantization conditions for this magnet look as follows [17, 20, 21]
SL(2,R) :
∮
αk
dxS ′0(x)/η = 2π(ℓk + 1/2) , (3.25)
with the “action” differential, dxS ′0(x), and the Riemann surface, ΓN , the same as in the SL(2,C)
case, Eqs. (3.6) and (1.10), respectively. A crucial difference between the SL(2,C) and SL(2,R)
magnets is that the integrals of motion, qn, and the separated variables, x and px, take real values
in the latter case. As a consequence, the classical motion in the separated SL(2,R) coordinates
is restricted to the intervals on the real x−axis on which t2N (x) − 4x2N ≥ 0 (see Eq. (3.5)).
The integration in (3.25) goes along the cycles (real slices of ΓN) encircling these intervals on
the complex x−plane. In the SL(2,C) case, the classical trajectories wrap arbitrarily around ΓN
and, as a consequence, the quantization conditions (3.23) involve also β−cycles which correspond,
from point of view of the SL(2,R) magnet, to classically forbidden zones.
We shall solve the quantization conditions (3.23) in Section 5.
4. Quasiclassical spectrum
The WKB analysis performed in the previous Section allowed us to formulate the quantization
conditions for the integrals of motion, Eqs. (3.23), and construct the WKB expression for the
wave function in the separated coordinates, Eq. (3.15). Let us extend our analysis and evaluate
the physical observables of the model – the energy, EN , and the quasimomentum, θN .
Our starting point will be the expressions for EN and θN obtained in Ref. [5, 10] within the
method of the Baxter Q−operator (see Eqs. (4.6) and (4.7) below). They are formulated in terms
of the eigenvalue of the Baxter Q−operator, Q(u, u¯), which is a function of two complex spectral
parameters, u and u¯, such that i(u− u¯) = n with n arbitrary integer. The wave function in the
SoV representation, Q(x, x¯) (see Eq. (2.9)), coincides with this function for u = ν − in/2 and
u¯ = ν − in/2 with ν real. In this way, Q(u, u¯) can be considered as an analytical continuation of
the wave function from the real axis to the whole complex ν−plane.
The energy spectrum of the quantum SL(2,C) magnet is related to the behaviour of the
function Q(u, u¯) around two special points on the complex ν−plane corresponding to u = ±is
and u¯ = ±is¯ with (s, s¯) being a single-particle SL(2,C) spin, Eq. (1.1). We notice that this
behaviour can not be deduced from the obtained WKB expression for the Q−function (3.15)
since the latter is valid only for large u and u¯. In this Section, we shall construct an asymptotic
expression for Q(u, u¯), valid for large charges qn and u, u¯ = fixed, and use it to calculate the
quasiclassical energy spectrum.
4.1. Baxter Q−blocks
To begin with, we summarize, following [10], the main properties of the eigenvalues of the Baxter
Q−operator, Q(u, u¯). The function Q(u, u¯) can be decomposed into a bilinear combination of
chiral blocks
Q(u, u¯) = e−iδQ0(u)Q0(u¯)− eiδ Q1(u)Q1(u¯) , (4.1)
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with δ arbitrary complex. The blocks Q0(u) and Q1(u) satisfy the chiral Baxter equation (2.11)
for arbitrary complex u and fulfil the Wronskian condition
Q0(u+ i)Q1(u)−Q0(u)Q1(u+ i) = Γ
N(iu− s)
ΓN(iu+ s)
. (4.2)
Similar blocks in the antiholomorphic sector, Q0(u¯) and Q1(u¯), are defined as
Q1(u) =
ΓN(1− s+ iu)
ΓN(s+ iu)
(
Q0(u
∗)
)∗
, Q1(u¯) =
ΓN(1− s¯− iu¯)
ΓN (s¯− iu¯) (Q0(u¯
∗))∗ . (4.3)
The Q−blocks are meromorphic functions on the complex plane. Their analytical properties can
be summarized as
Q0(u) = Γ
N−1(1− s+ iu)f(u) , Q0(u¯) = ΓN−1(1− s¯− iu¯)f¯(u¯) , (4.4)
where f(u) and f¯(u¯) are entire functions. As was already mentioned, at u = x and u¯ = x∗ with
x given by (2.10), Q(u, u¯) defines the wave function in the separated coordinates, Eq. (2.9). The
constant δ in (4.1) is fixed by the requirement that Q(ν − in/2, ν + in/2) should not have poles
for real ν. The same condition can be expressed as [10]
Q(i(1− s) + ǫ,−is¯ + ǫ) = O(ǫ0) , Q(−is + ǫ, i(1− s¯) + ǫ) = O(ǫ0) , (4.5)
for ǫ→ 0 and s¯ = 1− s∗.
The energy and the quasimomentum of the model are expressed in terms of the Q−blocks as
EN = −2 Im (lnQ0(is))′ + 2 Im
(
lnQ0(−is¯)
)′
+ εN , (4.6)
θN = i ln
Q0(is)Q0(is¯)
Q0(−is)Q0(−is¯)
. (4.7)
where εN = 2N Re [ψ(2s) + ψ(2− 2s)− 2ψ(1)].
Thus, the problem of calculating the energy spectrum of the model is reduced to finding the
blocks Q0(u) and Q0(u¯). Their exact expressions were obtained in [10]. In this Section we shall
obtain asymptotic expressions for the blocks Q0(u) and Q0(u¯) valid for large charges qn and fixed
spectral parameters u and u¯.
4.2. Asymptotic solutions to the Baxter equation
Let us rewrite the Baxter equation (2.11) for the block Q0(u) as
(u+ is)Nq(u) + (u− is)N 1
q(u− i) = tN (u) , (4.8)
where the notation was introduced for q(u) = Q0(u+ i)/Q0(u). We notice that for large charges
qn and fixed u the polynomial tN (u), defined in (1.10), takes large values |tN(u)| ≫ 1. This
suggests to expand the solutions to (4.8) in inverse powers of tN(u). Assuming that one of the
terms in the l.h.s. of (4.8) is much smaller than another one, we obtain two solutions
q+(u) =
tN(u)
(u+ is)N
+ . . . , q−(u− i) = (u− is)
N
tN (u)
+ . . . . (4.9)
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Here, ellipses denote subleading corrections controlled by the parameter∣∣∣∣(u± is)N(u± i(1− s))NtN (u)tN(u± i)
∣∣∣∣≪ 1 . (4.10)
Eq. (4.9) gives rise to two linear independent asymptotic solutions for the block Q0(u). The
general expression for Q0(u) with the prescribed analytical properties (4.4) takes the form
Q
(as)
0 (u) =
ΓN−1(1− s+ iu)
Γ(s− iu) ϕ+(u) +
1
ΓN(s+ iu)
ϕ−(u) , (4.11)
where ϕ±(u) are entire functions satisfying the functional equations
ϕ+(u+ i)
ϕ+(u)
= −iN tN(u) , ϕ−(u− i)
ϕ−(u)
= iN tN(u) . (4.12)
It is important to realize that the particular form of the ratio of the Γ−functions in the r.h.s. of
(4.11) is uniquely fixed by analytical properties of the block Q0(u), Eq. (4.4). If any Γ−function
in (4.11) was substituted as Γ(x)→ 1/Γ(1−x), one would obtain another solution to the Baxter
equation (4.8) (up to corrections suppressed by the factor (4.10)) but its pole structure would be
different from (4.4).
The Q−block in the antiholomorphic sector is given by similar expression
Q
(as)
0 (u¯) =
ΓN−1(1− s¯− iu¯)
Γ(s¯+ iu¯)
ϕ¯+(u¯) +
1
ΓN(s¯− iu¯) ϕ¯−(u¯) , (4.13)
with ϕ¯±(u¯) entire functions satisfying the relations
ϕ¯+(u¯− i)
ϕ¯+(u¯)
= −(−i)N t¯N (u¯) , ϕ¯−(u¯+ i)
ϕ¯−(u¯)
= (−i)N t¯N (u¯) . (4.14)
Here t¯N (u¯) is given by (1.10) with the charges qn replaced by their antiholomorphic counterparts
q¯n = q
∗
n, so that t¯N (u¯) = tN (u¯
∗)∗. Substituting (4.11) and (4.13) into (4.3) we obtain
Q
(as)
1 (u) =
sin(π(s+ iu))
π
ΓN (1− s+ iu)(ϕ¯+(u∗))∗ + 1
ΓN(s+ iu)
(ϕ¯−(u
∗))∗ ,
Q
(as)
1 (u¯) =
sin(π(s¯− iu¯))
π
ΓN(1− s¯− iu¯)(ϕ+(u¯∗))∗ + 1
ΓN (s¯− iu¯)(ϕ−(u¯
∗))∗ . (4.15)
To solve (4.12) and (4.14) one factorizes the polynomial tN(u), Eq. (1.10), as
tN(u) = 2u
N + q2u
N−2 + ... + qN = 2
N∏
k=1
(u− λk) . (4.16)
For arbitrary, large qn ∼ 1/ηn its roots take, in general, large complex values, λn ∼ 1/η and
satisfy the sum rules∑
k
λk = 0 ,
∑
k>n
λkλn = q2/2 , . . . ,
∏
k
λk = (−1)NqN/2 . (4.17)
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Substituting (4.16) into (4.12) one can write a particular solution for ϕ+(u) in the form
ϕ
(naive)
+ (u) ∼ e±πu 2−iu
N∏
k=1
Γ(iλk − iu) . (4.18)
As before, substituting Γ(x)→ 1/Γ(1−x) in the r.h.s. of (4.18) one can get yet another solution to
(4.12). To fix this ambiguity we require that ϕ+(u) has to be an entire function of u in the region
u ∼ η0. Therefore, the product of the Γ−function in the r.h.s. of (4.18) should not generate poles
for u ∼ η0. Decomposing λk into real and imaginary parts, Γ(iλk− iu) = Γ(iReλk− Imλk− iu),
one finds that in spite of the fact that λk ∼ 1/η, the roots with Imλk ∼ 1/η and Reλk ∼ η0
generate the sequence of poles located at iu = iReλk − [Imλk] + n ∼ η0 with n nonnegative
integer and [...] denoting the entire part.
This suggests to separate all roots in (4.18) into two sets according to Imλk ≥ 0 and Imλk < 0
and look for the solutions to (4.12) in the form
ϕ+(u) = a+(u) ϕ̂+(u) , ϕ−(u) = a−(u) ϕ̂−(u) , (4.19)
where the notation was introduced for the basis functions
ϕ̂+(u) = 2
−iu ∏
Imλk<0
Γ(iλk − iu)
∏
Imλk≥0
1
Γ(1− iλk + iu) ,
ϕ̂−(u) = 2
iu
∏
Imλk≥0
Γ(−iλk + iu)
∏
Imλk<0
1
Γ(1 + iλk − iu) . (4.20)
In these expressions, the roots with Reλk ∼ η0 do not generate spurious poles. In similar manner,
the solutions to the antiholomorphic relations in (4.14) are given by
ϕ+(u¯) = a+(u¯) (ϕ̂+(u¯
∗))∗ , ϕ−(u¯) = a−(u¯) (ϕ̂−(u¯
∗))∗ . (4.21)
Substituting (4.19) and (4.21) into (4.12) and (4.14), respectively, we find that the functions
a±(u) and a±(u¯) are entire (anti)periodic functions satisfying the functional relations
a±(u± i) = ∓(−1)N−a±(u) , a±(u¯∓ i) = ∓(−1)N−a±(u¯) . (4.22)
Here, N− denotes the number of roots (4.17) with Imλk negative
N− =
∑
Imλk<0
1 , N+ =
∑
Imλk≥0
1 , N+ +N− = N . (4.23)
Inserting (4.19) and (4.21) into (4.11) and (4.13), one obtains asymptotic expressions for the
Baxter blocks Q0(u) and Q0(u¯). They depend however on four yet undefined functions a±(u)
and a±(u¯). Additional constraints on these functions are derived in Appendix A (see Eq. (A.14)).
They come from two different sources. First, one has to ensure that the obtained expressions for
the blocks verify the Wronskian condition (4.2). Second, for u = ν−in/2 and u¯ = u∗ (with ν real
and n integer) the function Q(u, u¯) coincides with the wave function in the separated coordinates.
Substituting the asymptotic expressions for the blocks into (4.1) and continuing the resulting
expression to the region of large u, one should be able to match it into analogous expression for
the WKB wave function (3.15). The matching procedure is performed in Appendix A.
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4.3. Energy spectrum
According to (4.6) and (4.7), the energy and quasimomentum are related to the behaviour of
the blocks Q0(u) and Q0(u¯) around the points u = ±is and u¯ = ±is¯. Substituting the ob-
tained asymptotic expressions for the blocks, Eqs. (4.11) and (4.13), into the expression for the
quasimomentum, Eq. (4.7), one finds after some calculation (see Appendix B for detail)
θN = −2Θ = −2Re
∫
γ
P−
0
P+
0
dxS ′0(x) = −2Re
∫ P+0
P−0
dxS ′0(x) (mod 2π) . (4.24)
Here in the second relation we replaced the phase Θ by its expression (3.24) and put η = 1. The
contour integral in the r.h.s. of (4.24) depends on the integrals of motion qn. Since the possible
values of the quasimomentum are given by θN = 2πℓ/N with ℓ being integer, one should expect
that for qn satisfying the quantization conditions (3.23) the integral takes the same quantized
values. Indeed, we demonstrate this property in Appendix B by an explicit calculation of (4.24).
The calculation of the energy (4.6) goes along the same lines (see Appendix B). It leads to
the following asymptotic expression for the energy
E
(as)
N = 4 ln 2 + 2Re
∑
Imλk≥0
[
ψ(1− s− iλk) + ψ(s− iλk)− 2ψ(1)
]
+ 2Re
∑
Imλk<0
[
ψ(1− s+ iλk) + ψ(s+ iλk)− 2ψ(1)
]
. (4.25)
Here, the sum goes over the (complex) roots of the polynomial tN(u), Eqs. (4.16) and (4.17). By
the definition, their total number equals the number of particles, N , and their values depend on
the integrals of motion qn. Since the latter are quantized according to (1.4), the relation (4.25)
establishes the dependence of the energy on the total set of quantum numbers, Eq. (1.4).
The obtained expression for the energy (4.25) is symmetric under s → 1 − s. This is in
agreement with the fact that the SL(2,C) representations of the spin s and 1 − s are unitary
equivalent and, as a consequence, the corresponding spin magnets should have the same energy
spectrum.
According to (4.25), the roots with Im λk > 0 and Imλk < 0 provide different contribution
to the energy. To elucidate this property let us examine (4.25) for the SL(2,C) spin s = 0
E
(as)
N
∣∣∣
s=0
= 4 ln 2 + 2Re
N∑
k=0
[
ψ(1 + iReλk + | Imλk|) + ψ(iReλk + | Imλk|)− 2ψ(1)
]
, (4.26)
where λk are roots of the polynomial tN (u), Eq. (4.16). We recall that the Euler ψ−function has
poles at nonpositive integer values of its argument. In the r.h.s. of (4.26) these poles are never
approached for arbitrary charges qn provided that qN 6= 0.
Let us compare the asymptotic expression for the energy, Eq. (4.26), with the results of the
exact calculation [9, 10]. For the sake of simplicity, we choose the total Lorentz spin of the
model to be nh = 0, so that the total SL(2,C) spin (1.5) equals h = 1/2 + iνh, and examine
the dependence of the energy E
(as)
N |s=0 on real νh along a few lowest lying trajectories at N = 3
and N = 4. Applying (4.26) and (4.16), we substitute q2 = 1/4 + ν
2
h and replace the charges
q3, . . . , qN by their exact values found in Ref. [9, 10]. Comparison with the exact expression for
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Figure 2: Dependence of the energy E
(s=0)
N on the total spin h = 1/2 + iνh for the three lowest
eigenstates at N = 3 (left panel) and N = 4 (right panel). The solid lines denote the exact
energy from Refs. [9, 10], the dotted lines describe the asymptotic expression (4.26) calculated
for the exact charges q3 and q4.
the energy is shown in Figure 2. We recall that Eqs. (4.25) and (4.26) were obtained to the
leading order of the WKB expansion under assumption that the “energies” q2, . . . , qN are large.
Therefore, it is not surprising that the quasiclassical expression for the ground state trajectory
agrees with the exact energy only for νh > 1. At the same time, for the excited trajectories the
agreement is rather remarkable (especially at N = 4) even for smaller νh.
In Section 3.2 we already drew the analogy between the quantization conditions for the
SL(2,C) and SL(2,R) magnets. It can be further extended to the asymptotic expressions for
the energy. For the SL(2,R) magnet the corresponding expression looks like [19, 20, 21]
SL(2,R) : E
(as)
N
∣∣∣
s=0
= 2 ln 2 + Re
N∑
k=0
[
ψ(1 + iλk) + ψ(iλk)− 2ψ(1)
]
. (4.27)
Here, in distinction with the SL(2,C) case, the roots λk take strictly real values. Similarity
between Eqs. (4.26) and (4.27) suggests that there should exist a relation between the energy
spectrum of the SL(2,C) and SL(2,R) magnets. Indeed, it can be shown that the latter can be
obtained from the former by analytical continuation in the total spin of the system, Eq. (1.5),
from real νh to pure imaginary νh.
5. Solving the quantization conditions
In previous Section we derived the WKB quantization conditions for the integrals of motions
of the SL(2,C) magnet, Eq. (3.23), and obtained the expressions for the energy spectrum,
Eqs. (4.25) and (4.24). In this Section, we shall solve the quantization conditions (3.23) and
reconstruct a fine structure of the spectrum.
The general solutions to (3.23) have the form (1.4). The spectrum of quantized charges qn is
parameterized by the set of integers ℓ = (ℓ1, . . . , ℓ2N−4) entering the r.h.s. of (3.23), as well as
by continuous real νh and integer nh defining the total SL(2,C) spin of the magnet, Eq. (1.5).
We recall that the quantization conditions (3.23) involve the periods of the “action” differential
19
over the canonical basis of oriented cycles, α = (α1, . . . , αN−2) and β = (β1, . . . , βN−2), on the
Riemann surface ΓN of genus g = N − 2. The definition of this basis on ΓN is ambiguous [22]
α→ α′ = a ·α+ b · β , β → β′ = c ·α+ d · β , (5.1)
where a, b, c and d are (N − 2)× (N − 2) matrices with integer entries such that
Z =
(
a b
c d
)
, detZ = 1 , Zt
(
0 1l
−1l 0
)
Z =
(
0 1l
−1l 0
)
, (5.2)
so that Z ∈ Sp(N−2,Z). Notice that Z ∈ SL(2,Z) forN = 3. The spectrum of the model should
not depend on the choice of the basis. Indeed, the quantization conditions (3.23) stay invariant
under the Sp(N − 2,Z) transformation (5.1) provided that the integers ℓodd = (ℓ1, . . . , ℓ2N−5)
and ℓeven = (ℓ2, . . . , ℓ2N−4) are transformed in the same way
ℓodd → ℓ′odd = a · ℓodd + b · ℓeven , ℓeven → ℓ′even = c · ℓodd + d · ℓeven . (5.3)
This relation establishes the correspondence between two different solutions to the quantization
conditions labelled by the sets of integers ℓ and ℓ′.
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Figure 3: Flow of the quantized values of the integrals of motion q = (q2, . . . , qN) with νh.
As was shown in Ref. [10], quantized values of the charges, qn(ν;nh, ℓ), form the family of
one-dimensional nonintersecting trajectories on the (N−1)−dimensional space of q = (q2, ..., qN)
(see Figure 3). Each member of the family is labelled by integers nh and ℓ, while the “proper
time” along the trajectory is defined by νh. The quasiclassical approach allows us to reconstruct
the trajectories in two different limits: (i) ℓ = large and νh = fixed; (ii) ℓ = fixed and νh = large.
In the both cases, the integrals of motion take large values, so that the quasiclassical approach
is applicable. In the first case, we shall find the points on the q−space, at which the trajectories
pierce the hyperplane νh = fixed, and demonstrate that their positions define a lattice-like
structure on the moduli space (see Figure 3). In the second case, we shall describe the flow of
these points with νh along the trajectories.
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5.1. Lattice structure
Before we proceed with evaluating the contour integrals entering (3.23), let us rewrite the quan-
tization conditions in a slightly different form. ¿From the expression for the quasimomentum
(4.24) one gets
θN = 2Re
∫
γ(σk)
dxS ′0(x) =
2π
N
ℓ (mod 2π) . (5.4)
Here the integration contour γ(σk) goes from the point P
+
0 above x = 0 on the upper sheet of
ΓN to the branching point σk, encircles it and goes to the point P
−
0 on the lower sheet of ΓN .
The quasimomentum θN describes the transformation properties of the eigenfunction under the
cyclic permutations of N particles, Ψ(~z2, . . . , ~zN , ~z1) = e
iθN Ψ(~z1, . . . , ~zN−1, ~zN). Its value satisfy
exp(iNθN ) = 1, so that ℓ is integer in the r.h.s. of (5.4), 0 ≤ ℓ ≤ N − 1. One concludes from
(5.4) that
1
π
Re
∫
γ(σk)
dxS ′0(x) =
ℓ
N
+ nk , (5.5)
with k = 1, ..., 2(N − 1) and nk integer. Remarkably enough, the quantization conditions (3.23)
are equivalent to the system of equations (5.5). To see this, one rewrites the α− and β−periods
of the “action” differential as (see Figure 1)
∮
αk
=
∫
γ(σ2k+1)
− ∫
γ(σ2k)
and
∮
βk
=
∫
γ(σ1)
− ∫
γ(σ2k)
.
Substituting these relations into (3.23), one finds that the quantization conditions (3.23) can
be expressed as a linear combination of integrals entering the l.h.s. of (5.5). In this way, one
establishes the correspondence between two sets of integers
n2k+1 − n2k = ℓ2k−1 , n1 − n2k = ℓ2k . (5.6)
Eq. (5.5) involves a rather complicated contour integral on the hyperelliptic curve ΓN . Although
it is straightforward to calculate it numerically for a given set of the integrals of motion q, this
does not allow us to understand a general structure of solutions to (5.5).
To this end, let us examine the quantization conditions (5.5) in the limit
q2 = O(ǫ0) , qn = O(ǫ−(n−2)/2) , qN = O(ǫ−N/2) (5.7)
with ǫ ≪ 1 and n = 3, ..., N − 1. This hierarchy corresponds to large q3, . . . , qN and fixed q2.
The main advantage of (5.7) is that the spectral curve ΓN , Eq. (1.10), simplifies significantly
and integration in (3.23) can be performed analytically. Indeed, after the scaling transformation
x→ (qN/4)1/N x, y → qNy the spectral curve (1.10) takes the form
Γ
(as)
N : y
2 = (xN + 1 + pN−2(x))(1 + pN−2(x)) +O
(
ǫ2
)
, (5.8)
where
pN−2(x) =
N−1∑
n=2
un x
N−n , un =
qn
4
(qN
4
)−n/N
= O(ǫ) (5.9)
Comparing (5.8) with (1.10) and (3.7), we find that N branching points of the curve Γ
(as)
N are
located at the vertices of the N−polygon, whereas the remaining N − 2 points are located far
from the origin on the complex plane
σ(as)m = e
iπ(2m−1)/N , σ(as)k = O(ǫ−1/(N−2)) , (5.10)
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where m = 1, ..., N and k = N + 1, ..., 2(N − 2).
It becomes straightforward to evaluate the hyperelliptic integral in (5.5) for the first set of
the branching points in (5.10) (see Appendix B for detail). Combining together (B.13), (B.14)
and (5.5) we find the system of (N − 2) equations for the integrals of motion
uN ·N B
(
1
2
,
1
N
)
− (u2uN)∗ · B
(
1
2
,
N − 1
N
)
= π
N∑
k=1
e−iπ(2k−1)/N nk ,
(uN+1−muN) · B
(
1
2
,
m
N
)
− (um+1uN)∗ · B
(
1
2
,
N −m
N
)
= π
N∑
k=1
e−iπ(2k−1)m/N nk , (5.11)
with m = 2, ..., N − 2. Here B(x, y) = Γ(x)Γ(y)/Γ(x+ y) is the Euler beta-function, the moduli
um were defined in (5.9) for 2 ≤ m ≤ N − 1 and uN = (qN/4)1/N . One also gets the following
relation for the quasimomentum
ℓ = −
N∑
m=1
nm (mod N) . (5.12)
These relations were obtained in the small−ǫ limit and they hold up to corrections ∼ ǫ3/2. Notice
that the sums in r.h.s. of Eqs. (5.11) and (5.12) depend only on a subset of integers n1, . . . , n2N−4
corresponding to the first set of the branching points in (5.10). Comparing the same small−ǫ
asymptotics of the the both sides of (5.11) one finds that nk ∼ ǫ−1/2. Then, Eq. (5.6) leads to
ℓk ∼ ǫ−1/2.
Replacing in (5.11) the moduli un by their explicit expressions (5.9), one obtains the system
of (N − 2) equations for the integrals of motion q3, . . . , qN . Since the second relation in (5.11) is
invariant underm→ N−m, the number of independent relations reduces to (N−1) real equations
and, therefore, the system (5.11) is undetermined. The remaining quantization conditions follow
from the analysis of the integral (5.5) for the second set of the branching points in Eq. (5.10). A
straightforward calculation shows that the corresponding n−integers, entering the r.h.s. of (5.5),
scale in the limit (5.7) as nk ∼ ǫ1/2 and induce subleading WKB corrections.
The quantized values of the “highest” charge qN can be calculated from the first relation in
(5.11). One finds after some algebra the following remarkable expression
q
1/N
N = π
Γ(1 + 2/N)
Γ2(1/N)
Q(n)
[
1 +
q∗2
π
2N2
N − 2cot(π/N) |Q(n)|
−2 +O(|Q(n)|−4)] , (5.13)
where the notation was introduced for the Fourier series
Q(n) =
N∑
k=1
nk e
−iπ(2k−1)/N , (5.14)
and q∗2 = 1/4 + (νh + inh/2)
2 −N(νs + ins/2)2 according to (1.5).
The sum in the r.h.s. of (5.14) is invariant under simultaneous shift of integers, nk → nk + a.
This transformation changes the value of ℓ in Eq. (5.12), but leaves invariant the quasimomentum
θN = exp(2πiℓ/N). Therefore, q
1/N
N and θN depend on the differences nk − nk+1, which in their
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turn can be expressed in terms of the ℓ−integers with a help of (5.6). To obtain the corresponding
expressions for q1/NN and θN one chooses the “gauge” n1 = 0 and substitutes in (5.14) and (5.12)
n2k = −ℓ2k , n2k+1 = ℓ2k−1 − ℓ2k , (5.15)
with k = 1, ..., N−2. It follows from (5.13) that, to the leading order of the WKB expansion, q1/NN
does not depend on the total SL(2,C) spin h = (1+nh)/2+ iνh. The h−dependence enters into
(5.13) through the nonleading correction, which becomes smaller as one goes to higher excited
states with larger nk.
5.1.1. Special case: N = 3
For N = 3 we find from (5.13) and (5.12) the quantized values of the charge q3
q
1/3
3 =
Γ3(2/3)
2π
[
1
2
(n1 − 2n2 + n3) + i
√
3
2
(n3 − n1)
]
+O(ǫ1/2) , (5.16)
and the quasimomentum ℓ = −n1 − n2 − n3, with n1,2,3 ∼ ǫ−1/2. Here, for simplicity we did not
include the nonleading correction ∼ q∗2 . Using (5.6) one rewrites these relations as3
q
1/3
3 (ℓ1, ℓ2) =
Γ3(2/3)
2π
[
1
2
(ℓ1 + ℓ2) + i
√
3
2
(ℓ1 − ℓ2)
]
,
θ3(ℓ1, ℓ2) = −2π
3
(ℓ1 + ℓ2) (mod 2π) . (5.17)
Thus, to the leading order of the WKB expansion, the quantized charges q
1/3
3 (ℓ1, ℓ2) are located
on the complex plane at the vertices of the lattice built from equilateral triangles.
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Figure 4: Lattice structure at N = 3. Crosses denote the exact values of q
1/3
3 at q2 = 1/4. Dotted
lines intersect at the points defined in Eq. (5.17).
As one can see from Figure 4, Eq. (5.17) is in a good agreement with the exact results. Notice
however that the exact values of q3 do not approach the origin, so that a few lattice vertices
3To make the correspondence with Ref. [10], one has to redefine integers as ℓ1 + ℓ2 → ℓ1 and ℓ1 − ℓ2 → ℓ2.
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remain vacant. Since the corresponding q3 are small, one should not expect the WKB approach
to be applicable in this region. Indeed, one can verify that for | q3| < ∆3, the first nonleading
WKB correction to the periods a(q3) and aD(q3) becomes comparable with the leading order
contribution.
5.1.2. Special case: N = 4
For N = 4 the spectrum of the magnet is parameterized by two quantum numbers q3 and q4.
From (5.13) one gets the charge q4 as
q
1/4
4 =
Γ2(3/4)
4
√
π
[
1√
2
(n1 − n2 − n3 + n4) + i√
2
(−n1 − n2 + n3 + n4)
]
+O(ǫ1/2) , (5.18)
where, in general, n1,2,3,4 = O(ǫ−1/2). The quasimomentum (5.12) is equal to
θ4 = −π
2
ℓ =
π
2
(n1 + n2 + n3 + n4) (mod 2π) . (5.19)
To find the charge q3, we apply the second relation in (5.11) at N = 4, m = 2 and use the
definition of the moduli (5.9)
Im
q3
q
1/2
4
= (−n1 + n2 − n3 + n4) +O(ǫ3/2) . (5.20)
As was already explained, the system (5.11) is undetermined and it does not fix the charge q3
completely. The additional relation on q3 comes from the analysis of the branching points in
(5.10) located far from the origin.
The solutions to (5.18) and (5.20) are parameterized by three integers ℓ1 = n3−n2, ℓ2 = n1−n2
and ℓ4 = n1 − n4. To reveal the properties of the spectrum it is more convenient, however, to
introduce their linear combinations
m1 = (n1 − n2 − n3 + n4)/2 = (n1 + n4) + ℓ
2
,
m2 = (−n1 − n2 + n3 + n4)/2 = (n3 + n4) + ℓ
2
, (5.21)
where integer ℓ defines the quasimomentum (5.19). Notice that m1,2 are integer for ℓ = even and
half-integer for ℓ = odd. Choosing the gauge n1 = 0, one rewrites (5.18) and (5.20) as
q
1/4
4 =
Γ2(3/4)
2
√
π
(
m1√
2
+ i
m2√
2
)
+O(ǫ1/2) ,
Im
q3
q
1/2
4
= 2
(
m1 −m2 − ℓ
2
)
+O(ǫ3/2) , (5.22)
where m1 = (−ℓ1 + 2ℓ2 − ℓ4)/2, m2 = (ℓ1 − ℓ4)/2 and m1,2 = O(ǫ−1/2). Let us examine these
expressions in more detail. It is convenient to consider separately the N = 4 eigenstates with
q3 = 0 and q3 6= 0.
For the eigenstates with q3 = 0 one finds from (5.20) that n1+n3 = n2+n4. As a consequence,
their quasimomentum, θ4 = −πℓ/2 = π(n1 + n3), takes the values θ4 = 0, π (mod 2π), while
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m1 = n1 − n2 and m2 = n3 − n2 are strictly integer. Thus, the quantized values of q4 for the
eigenstates with q3 = 0 are described by the first relation in (5.22) with m1,2 integer. They form
a square lattice on the complex q1/44 −plane whose vertices are specified by the pair of integers
(m1, m2). For m1 ± m2=even, ℓ = 0 (mod 4) and the quasimomentum equals θ4 = 0. For
m1 ±m2=odd, ℓ = 2 (mod 4) and the quasimomentum equals θ4 = π.
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Figure 5: Lattice structure at N = 4. Crosses denote the exact values of q
1/4
4 for different q3 and
q2 = 1/4. Dotted lines intersect at the points defined in Eq. (5.22) with m1,2 integer (left panel)
and m1,2 half-integer (right panel).
For q3 6= 0 the eigenstates can be separated into two groups according to their quasimo-
mentum, θ4 = 0, π and θ4 = ±π/2. Let us visualize the solutions to (5.22) as points on the
three-dimensional ξ−space with the coordinates ξ1 = Re q1/44 , ξ2 = Im q1/44 and ξ3 = Im
(
q3/q
1/2
4
)
.
• θ4 = 0, π: One finds from (5.21) and (5.19) that ℓ is even and m1,2 are integer . According
to (5.22), q1/44 does not depend on ℓ. Therefore, choosing 2(m1 −m2)− ℓ = 0, ±2, ±4, ...,
one finds that the solutions to (5.22) define an infinite set of identical square lattices in the
ξ−space. These lattices run parallel to the (ξ1, ξ2)−plane, as shown in Figure 5 on the left,
and cross the ξ3−axis at ξ3 = 0, ±2, ±4, .... Exact results indicate that the degeneracy
between lattices with different ξ3 is lifted by nonleading WKB corrections to q3 and q4.
• θ4 = ±π/2: One finds from (5.21) and (5.19) that ℓ is odd and m1,2 are half-integer . The
solutions to (5.22) define an analogous lattice structure in the ξ−space. The charges q1/44
form square lattices on the (ξ1, ξ2)−plane, shown in Figure 5 on the right, which are dual
to the similar lattice in the previous case and have the coordinates ξ3 = ±1, ±3, ±5, ....
As follows from Figure 5, Eq. (5.22) is in a good agreement with the exact results of Refs. [9, 10].4
Surprisingly enough, Eq. (5.22) works throughout the whole spectrum including the ground state.
The latter is located at q3 = 0 and q4 given by (5.22) form1 = 2 andm2 = 0. Similar to the N = 3
case, a few lattice sites remain unoccupied in the small q4 region, where the WKB approach is
not applicable.
4At the same time, Eq. (5.22) invalidates the claim of Refs. [24, 26] that the charge q4 may take only real
values.
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Figure 6: Lattice structure on the complex q
1/N
N −plane is defined by linear integer combinations
of the vectors e1, . . . , eN.
Going over to higher N , we find that the lattice structure becomes more complicated. The
leading order expression for the “highest” charge, Eq. (5.13), can be written in the vector form
q
1/N
N = π
Γ(1 + 2/N)
Γ2(1/N)
·
N∑
k=1
nk ek +O(ǫ1/2) , (5.23)
where ek ≡ e−iπ(2k−1)/N define unit vectors on the complex plane as shown in Figure 6. The
quantized values of q1/NN are given by linear combinations of these vectors with integer (positive
and negative) weights. Since
∑N
k=1 ek = 0, the charge q
1/N
N depends on the differences nk−nk+1,
or equivalently on the ℓ−integers, Eq. (5.6).
5.2. Whitham flow
In the previous Section, we solved the quantization conditions (3.23) in the limit (5.7), which
corresponds to large charges q3, . . . , qN and fixed q2, or equivalently the total SL(2,C) spin
h = (1+nh)/2+iνh. Let us now determine the dependence of the charges (1.4) on the continuous
parameter νh.
To simplify analysis, we choose a single particle spin in (1.5) as s = 0 and consider the limit
νh ≫ nh. One finds from (1.5) that q2 = 1/4 + ν2h takes large positive values in this limit.5 Let
us explore an ambiguity in choosing the WKB parameter η in Eqs. (3.1) and (3.23) and fix it as
η = q
−1/2
2 = (1/4 + ν
2
h)
−1/2 , q̂n = qnq
−n/2
2 , (5.24)
with n = 2, ..., N , so that q̂2 = 1. In this Section, we shall solve the quantization conditions (3.23)
and determine the dependence of quantized q̂n on η. As an example, we present in Figure 7 the
dependence q̂3 = q̂3(νh; ℓ1, ℓ2) at N = 3 for different trajectories. We will show below that the
νh−dependence of the charges is governed by the Whitham equations [27].
5One can also consider the limit nh ≫ νh, so that q2 = 1/4− n2h/4 is negative. Similar analysis allows one to
find the nh−dependence of the quantum numbers qn.
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Figure 7: The dependence of q̂3 = q3/q
3/2
2 on the total spin h = 1/2 + iνh along different
trajectories specified by integers (ℓ1, ℓ2). The charge q̂3 takes real values along the (2, 0)− and
(3, 0)−trajectories, and pure imaginary values along the (1,−1)−trajectory. Cross denotes a
point with q̂3 = ±i/
√
27.
5.2.1. Whitham equations
Derivation of the Whitham equations is based on the following property of the “action” S0(x),
Eq. (3.6), [28]
∂
∂η
S0(x) =
∫ x
x0
dx
∂px
∂η
=
∫ x
x0
dx
y(x)
∂t̂N (x)
∂η
=
N∑
k=3
∂q̂k
∂η
∫ x
x0
dx xN−k
y(x)
, (5.25)
where t̂N(x) = 2x
N+xN−2+
∑N
k=3 q̂k x
N−k and y(x) was defined in (3.5). Differentiating the both
sides of the first relation in (3.23) and taking into account (5.25), one finds after some algebra
Re
[
N∑
j=3
∂η q̂j ·
∮
αk
dx xN−j
y(x)
]
= πℓ2k−1 . (5.26)
The second equation in (3.23) leads to a similar relation with αk → βk and ℓ2k−1 → ℓ2k. The l.h.s.
of (5.26) involves a (unnormalized) differential of the first kind on ΓN . Its α− and β−periods
can be parameterized as∮
αk
dx xj−1
y(x)
= 2π
[
U−1(q̂)
]
jk
,
∮
βk
dx xj−1
y(x)
= 2π
[
U−1(q̂) · τ(q̂)]
jk
, (5.27)
where j, k = 1, ..., N − 2. Here τ = [τjk(q̂)] is the Riemann matrix for the hyperelliptic curve ΓN ,
while the matrix U = [Ukj(q̂)] defines the normalized holomorphic differentials (see Eq. (C.1) in
Appendix B). Both matrices depend on the charges q̂n and are independent from the flow param-
eter η. In addition, the Riemann τ−matrix is symmetric and has positively definite imaginary
part [22].
To solve (5.26) one considers linear combinations Xk =
∑N−2
j=1 ∂η qˆN+1−j [U
−1(qˆ)]jk. They
satisfy the relations
2ReXk = ℓ2k−1 , 2Re
N−2∑
j=1
Xj τjk = ℓ2k , (5.28)
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whose solution can be written in the matrix form as
X(q̂) = − i
2 Im τ
(
ℓeven − τ † · ℓodd
)
= − (ℓ teven − ℓ todd · τ †) i2 Im τ , (5.29)
where the vectors ℓeven (ℓodd) are built from integers l2k (ℓ2k−1), and Im τ = (τ − τ †)/(2i) is a
positively definite symmetric matrix. Finally, one replaces X(q̂) in (5.29) by its definition, puts
η = q
−1/2
2 and finds the system of Whitham equations
q
3/2
2
∂ q̂n
∂ q2
=
i
4
[(
ℓ teven − ℓ todd · τ †(q̂)
) 1
Im τ(q̂)
· U(q̂)
]
N+1−n
(5.30)
with n = 3, ..., N . Notice that the r.h.s. of (5.30) is q2−independent and it depends only on the
charges q̂n.
The Whitham equations (5.30) involve the matrices U(q̂) and τ(q̂) defined in (5.27). Their
explicit expressions depend on the choice of the canonical set of the oriented cycles on ΓN . As
was already mentioned, the α− and β−periods are defined up to transformation (5.1), which
acts on U(q̂) and τ(q̂) as
U → (a+ bτ)−1U , τ → (c+ bτ)(a + bτ)−1 . (5.31)
It is easy to verify that the Whitham equations (5.30) are invariant under (5.31) provided that
ℓodd and ℓeven are transformed according to (5.3).
The Whitham equations (5.30) describe the dependence of the charges, qn = qn(νh, ℓ) on the
total spin of the system νh. They define the flow of the quantum numbers qn with νh along
the trajectory labelled by the integers ℓ (see Figure 3). To solve (5.30) one has to specify the
initial conditions for q̂n (with n = 3, ..., N) at some reference q2. They are provided by the
expressions for the charges qn, Eqs. (5.13) and (5.23), obtained in the previous section. We recall
that Eqs. (5.13) and (5.23) were obtained in the region of the moduli space (5.7) corresponding
to q2 = fixed. The Whitham equations (5.30) allow us to evolve the charges qn to arbitrary large
values of q2.
5.2.2. Whitham flow at N = 3
In the rest of this section, we shall present a detailed analysis of the Whitham equations at
N = 3. Generalization to higher N is straightforward and can be performed along the same
lines.
At N = 3 it is convenient to introduce notation for the periods of the action differential (3.6)
a(q̂3) =
1
2π
∮
α
dx
(2x+ 3q̂3)
y(x)
, aD(q̂3) =
1
2π
∮
β
dx
(2x+ 3q̂3)
y(x)
. (5.32)
Here integration goes over the α− and β−cycles on the elliptic curve Γ3, Eq. (1.10)
Γ3 : y
2(x) = (x+ q̂3)(4x
3 + x+ q̂3) = 4
4∏
j=1
(x− σj) . (5.33)
The genus of the Riemann surface defined by Γ3 equals g = N − 2 = 1. The quantization
conditions (3.23) for the charge q̂3 = q3/q
3/2
2 look like
Re a(q̂3) =
ℓ1
2q
1/2
2
, Re aD(q̂3) =
ℓ2
2q
1/2
2
. (5.34)
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The Whitham equations (5.30) take the following form at N = 3
q
3/2
2
∂ q̂3
∂ q2
= i
ℓ2 − ℓ1τ ∗(q̂3)
4 Im τ(q̂3)
U(q̂3) , (5.35)
with the functions U(q̂3) and τ(q̂3) defined from (5.27) and (5.25) as
U(q̂3) =
1
a′(q̂3)
= 2π
(∮
α
dx
y(x)
)−1
, τ(q̂3) =
a′D(q̂3)
a′(q̂3)
=
∮
β
dx/y(x)∮
α
dx/y(x)
, (5.36)
where a′(q̂3) = ∂a(q̂3)/∂q̂3 and similar for a′D. We recall that Im τ(q̂3) > 0 for arbitrary q̂3.
Performing integration in the r.h.s. of (5.32), one can evaluate a(q̂3) and aD(q̂3) in terms of the
elliptic function of the first and the second kinds. The resulting expressions for a(q̂3) and aD(q̂3)
are analytical functions on the complex q̂3−plane with two cuts. The cuts start at the values
of q̂3, for which any two branching points of the curve Γ3 merge, σj = σk, and the integrand in
(5.32) develops a pole. This happens for q3 →∞. The remaining singular points correspond to
zeros of the discriminant of the polynomial in the r.h.s. of (5.33),
16
∏
j>k
(σj − σk)2 = −q̂36(1 + 27q̂32) . (5.37)
In this way, one finds another three singular points on the complex q̂3−plane
q̂3,sing = − i√
27
, 0 ,
i√
27
. (5.38)
Thus, the two cuts run on the complex q̂3−plane between these three points and q3 =∞. As we
will show below, the solutions to the quantization conditions (5.34) can be obtained in a closed
form at the vicinity of these points. Let us determine the asymptotic behaviour of the functions
a(q̂3) and aD(q̂3) around the singular points, q̂3 = 0 ,−i/
√
27 and ∞. The behaviour around
q̂3 = i/
√
27 can be found by making use of the symmetry of the curve (5.33) under x→ −x and
q̂3 → −q̂3.
As the starting point, one has to specify the α− and β−cycles on the curve Γ3 (see Figure 1).
It is convenient to choose them in such a way that the α− and β−cycles shrink into a point for
q̂3 → −i/
√
27 and q̂3 → 0, respectively. Obviously, this choice is not unique and one can use
another definition of the cycles. The resulting expressions for the periods a(q̂3) and aD(q̂3) are
related to each other by the SL(2,Z) transformation (5.1) and (5.3).
At q3 = 0 the branching points are located along the imaginary axis at σ1 = σ2 = 0, σ3 = i/2
and σ4 = −i/2. According to our definition of the cycles, Figure 1, the α−cycle encircles the cut
[σ2, σ3], whereas the β−cycle shrinks into a point. Calculation of (5.32) leads to
aD(0) = 0 , a(0) =
1
π
∮
α
dx√
4x2 + 1
=
2
π
∫ i/2
0
dx√
4x2 + 1
=
i
2
. (5.39)
To obtain the behaviour of the functions a(q̂3) and aD(q̂3) in the vicinity of q̂3 = 0, one examines
their derivatives with respect to q̂3. According to (5.25), they are given by the α− and β−periods
of the holomorphic differential dx/y(x) on Γ3, which can be calculated by the standard methods.
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The details of the calculations can be found in [17]. In this way, one obtains the asymptotic
behaviour of the periods around q̂3 = 0 as
a(q̂3) =
i
2
− 3
π
q̂3 [ln(iq̂3)− 1] + ... ,
aD(q̂3) = iq̂3 + ... , (5.40)
where ellipses denote subleading O(q̂23)−terms.
At q̂3 = −i/
√
27 the branching points are located at σ3 = σ2 = i/
√
12, σ1 = i/
√
27 and
σ4 = −i/
√
3. The β−cycle encircles σ2 and σ1, while the α−cycle shrinks into a point (see
Figure 1). The periods (5.32) are given by
a(−i/
√
27) = 0 , aD(−i/
√
27) =
1
π
∫ i/√12
i/
√
27
dx√
(x+ i/
√
3)(x− i/√27)
=
ln 2
π
. (5.41)
Expanding the periods in the vicinity of q̂3 = −i/
√
27 one finds
a(q̂3) =
i
3
(1− q̂3/q) + ... ,
aD(q̂3) =
ln 2
π
+
1
6π
(1− q̂3/q) [ ln (1− q̂3/q)− c] + ... , (5.42)
where q = −i/√27, c = 1 + ln(27/2) and ellipses denote O((1− q̂3/q)2)−terms.
For q̂3 →∞ the branching points σk move away from the origin and the spectral curve (5.33)
can be approximated as y2 = (x + q̂3)(4x
3 + q̂3). Three branching points are located at the
vertices of equilateral triangle, σk = (q̂3/4)
1/3 eiπ(2k−1)/3 with k = 1, 2, 3, and the last point at
σ4 = −q̂3. The calculation of the periods (5.32) leads to
a(q̂3)
q̂3→∞
= q̂
1/3
3
2π
3Γ3(2/3)
·
(
3
2
− i
√
3
2
)
+ ... ,
aD(q̂3)
q̂3→∞
= q̂
1/3
3
2π
3Γ3(2/3)
·
(
3
2
+ i
√
3
2
)
+ ... , (5.43)
where ellipses denote subleading O(q−1/33 )−terms. Notice that (5.43) can be written as a(q̂3) =
(I3 − I2)/(2π) and aD(q̂3) = (I1 − I2)/(2π), where the integral Ik was defined in (B.12) for
N = 3. We already encountered the same elliptic integral in Section 5.1, when we analyzed the
quantization condition in another region of the q−space, Eq. (5.7). Matching (5.24) into (5.7)
we find that
q̂3 = O(ǫ−3/2) , q2 = O(ǫ0) . (5.44)
Thus, the two regions, Eqs. (5.7) and (5.24), overlap as q̂3 →∞ and q2 = fixed. As a consequence,
one expects that at large q̂3 the solutions to the quantization conditions (5.34) should match the
expressions for the quantum numbers q3 obtained in the previous Section, Eq. (5.23). Indeed,
substitution of (5.43) into (5.34) yields the expression
q̂
1/3
3 = q
−1/2
2
Γ3(2/3)
2π
[
1
2
(ℓ1 + ℓ2) + i
√
3
2
(ℓ1 − ℓ2)
]
+O(q1/22 ) , (5.45)
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which coincides with (5.17) since q̂
1/3
3 = q
1/3
3 q
−1/2
2 .
Let us substitute the obtained expressions for the a− and aD−periods into the quantization
conditions (5.34) and derive the WKB expression for the charge q3. We remind that Eqs. (5.40)
and (5.42) hold in the vicinity of q̂3 = 0 and q̂3 = −i/
√
27, respectively.
For |q̂3| ≪ 1 one finds from (5.40) and (5.34)
Im q̂3 = −1
2
ℓ′2 q
−1/2
2 , Re [q̂3(ln(iq̂3)− 1)] = −
π
6
ℓ′1 q
−1/2
2 , (5.46)
where q̂3 = q3/q
3/2
2 . Eq. (5.46) defines the scaling behaviour of quantized q3 in the region q3 ∼ q2
for large q2. Notice that in comparison with (5.34) we replaced (ℓ1, ℓ2) by another pair of integers
(ℓ′1, ℓ
′
2). This was done in order to distinguish the ℓ−integers entering the r.h.s. of (5.45) and
(5.46). As was already mentioned, the periods a(q̂3) and aD(q̂3) depend on the definition of the
α− and β−cycles on the Riemann surface Γ3. These cycles encircle the branching points σk (see
Figure 1), which are moved on the complex plane as q̂3 varies. The two pairs of integers, (ℓ1, ℓ2)
and (ℓ′1, ℓ
′
2), would have been the same if, going from q̂3 → ∞ to q̂3 = 0, we have traced the
q̂3−dependence of the α− and β−cycles . Within our definition of the cycles, the two pairs are
related to each other by the SL(2,Z) transformation (5.3)
ℓ′1 = −ℓ1 − ℓ2 , ℓ′2 = −ℓ2 . (5.47)
For q̂3 ∼ q = −i/
√
27, one finds from (5.42) and (5.34)
Re q̂3 =
1
2
√
3
ℓ′1 q
−1/2
2 , Re ((1− q̂3/q) [ ln (1− q̂3/q)− c]) = 3πℓ′2 q−1/22 − 6 ln 2 , (5.48)
with (ℓ′1, ℓ
′
2) the same as in (5.46) and (5.47). It follows from this relation that Im q̂3/Re q̂3 ∼ ln q2,
so that q̂3 is dominated by its imaginary part at large q2. Eq. (5.48) defines the scaling behaviour
of quantized q3 in the vicinity of the point on the moduli space q3 = −i(q2/3)3/2.
For q̂3 →∞, the leading order expression for the charge is given by (5.45). One can improve
this relation by including nonleading corrections to the periods in (5.42). In this way, we obtain
q
1/3
3 =
Γ3(2/3)
2π
Q(n)
1 + 3√3
2π
q2
|Q(n)|2 −
(
3
√
3
2π
q2
|Q(n)|2
)2
+O(q32)
 , (5.49)
where
Q(n) = 1
2
(ℓ1 + ℓ2) + i
√
3
2
(ℓ1 − ℓ2) =
3∑
k=1
nk e
iπ(2k−1)/3 . (5.50)
One verifies that the first two terms in the r.h.s. of (5.49) coincide with (5.13) for N = 3 and q2
real. Eq. (5.49) defines the scaling behaviour of quantized q3 in the region q3 ≫ q3/22 .
By the construction, Eqs. (5.46), (5.48) and (5.49) satisfy the Whitham equation (5.30) in
the different regions of the (q2, q3)−space. They define the (ℓ1, ℓ2)−trajectories, which start at
q2 = 1/4 and go to larger q2 = 1/4 + ν
2
h. Example of such trajectories is shown in Figure 7.
In the regions q2 < 1 and q2 ≫ 1 the charge q3 satisfies Eqs. (5.49) and (5.46), respectively.
Solving the Whitham equation (5.30) and using (5.49) as an initial condition at q2 = 1/4, one
can reconstruct the flow of q3 in the intermediate region q2 ∼ 1 along the trajectories labelled
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Figure 8: The functions ℓ
(as)
1 = ℓ
′
2 − ℓ′1 (left panel) and ℓ(as)2 = −ℓ′2 (right panel) are calculated
from (5.46) using the exact eigenvalues q3. Pairs of integers (ℓ1, ℓ2) attached to the curves specify
different trajectories for the charge q3 = q3(ℓ1, ℓ2), Eq. (5.17).
by integers (ℓ1, ℓ2). Some of these trajectories go in the complex (q2, q3)−space in the vicinity of
the point q3 = −i(q2/3)3/2. In particular, this is the case for the (1,−1)−trajectory. The flow of
q3 around this point, shown by cross in Figure 7 (see left panel), is described by Eq. (5.48).
To verify the WKB quantization conditions, one substitutes the exact values of q3 into the
l.h.s. of (5.46) and calculates the corresponding values of ℓ1,2 for different q2 using (5.47). In this
way, for each trajectory q3 = q3(ν; ℓ1, ℓ2) we obtain two functions that we denote as ℓ
(as)
1,2 (q2). Few
examples of such functions are shown in Figure 8. From (5.46) one would expect that for large q2
these functions should approach the same integer values ℓ1,2 as those specifying the trajectories.
Indeed, one finds from Figure 8 that this happens for all trajectories except the (2, 0)−trajectory.
In the latter case, the function ℓ
(as)
1 (q2) approaches the value 1 instead of expected ℓ1 = 2. The
reason for this is that the charge q̂3 takes anomalously small values along the (2, 0)−trajectory
(see Figure 7 on the right). As a consequence, the nonleading WKB correction to the “action”
function in (3.2) becomes important for this particular trajectory. It provides a contribution to
the a(q̂3) and aD(q̂3) comparable with the leading order expression (5.46) and increases the value
of ℓ
(as)
1 (q2) improving an agreement with the exact result.
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Figure 9: Ratio of the exact, q
(ex)
3 , and the asymptotic, q
(as)
3 , expressions for the charge q3 at
small q2. Different curves correspond to the same trajectories as in Figures 7 and 8.
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As can be seen from Figure 8, Eq. (5.46) is not satisfied at small q2. To describe the Whitham
flow of the charge q3 in this region, one has to apply (5.49). Comparison of the exact q3 with
the asymptotic expression (5.49) for q2 < 1 is shown in Figure 9. One observes that, aside from
the (2, 0)−trajectory, the agreement is rather good. The accuracy can be further impoved by
including nonleading WKB corrections in (3.2).
Thus, the WKB quantization conditions, Eqs. (5.46) and (5.49), successfully describe the
exact spectrum of the charge q3 shown in Figure 7 for 1/4 ≤ q2 < 1 and q2 > 1, respectively.
6. Conclusions
In this paper, we have developed a quasiclassical approach to solving the spectral problem for
the noncompact SL(2,C) Heisenberg spin magnet. It allowed us to understand hidden symmetry
properties of the energy spectrum. We also demonstrated that the energy spectrum obtained
within this approach is in a good agreement with the exact results.
The model represents a generalization of the well-known spin−1/2 XXX chain to infinite-
dimensional representation of the SL(2,C) group. Using realization of spin operators as differen-
tial operators acting on the plane, one can map the noncompact spin magnet of length N into a
two-dimensional completely integrable quantum-mechanical model of N particles with a nearest-
neighbour interaction. This model has appeared in high-energy QCD as describing multi-gluonic
compound states in the multi-colour limit. Due to its complete integrability, the energy spectrum
of the N particle system is uniquely specified by the total set of quantum numbers q2, . . . , qN .
The latter are defined as eigenvalues of the mutually commuting integrals of motions and their
possible values are constrained by the quantization conditions.
Applying the methods of nonlinear WKB analysis [27], we constructed the wave function of
the N−particle system in the representation of the separated coordinates. To the leading order
of the WKB expansion, the wave function is determined by the “action” function, which satisfies
the Hamiltonian-Jacobi equations in the underlying classical model. In the classical case, the
noncompact magnet describes the system of interacting particles moving on the two-dimensional
plane. Solving the classical equations of motion, one finds that their collective motion describes a
propagation of the soliton wave in the closed chain of particles with periodic boundary conditions.
The same motion in the separated coordinates corresponds to wrapping of classical trajectories
around the Riemann surface ΓN defined by spectral curve of the model. The charges q2, . . . , qN
take arbitrary complex values in the classical model and define the moduli of ΓN .
The quantization conditions for the charges q2, . . . , qN follow from the requirement for the
wave function of the N−particle system to be a single-valued function of the separated coor-
dinates. To the leading order of the WKB expansion, these conditions have the form of the
Bohr-Sommerfeld relations imposed on periodic orbits of the classical motion on the spectral
curve ΓN . Solving the WKB quantization conditions, we demonstrated that, for fixed total
SL(2,C) spin of the system, the eigenvalues of the integrals of motion form a lattice structure
on the moduli space of the model. At N = 3 and N = 4 the lattices are built from equilateral
triangles and squares, respectively. The dependence of the charges on the total SL(2,C) spin is
governed by the Whitham equations, which were solved at N = 3 by making use of the modular
properties of the elliptic curve Γ3.
A novel feature of the obtained quantization conditions is that they involve both the α− and
β−periods on ΓN . Notice that in conventional one-dimensional lattice integrable models, like the
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SL(2,R) Heisenberg spin magnet and the Toda chain model, the WKB quantization conditions
involve only the α−cycles, since the β−cycles correspond to classically forbidden zones. This
implies that the quantization conditions for the SL(2,C) magnet are invariant under modular
transformations of the spectral curve. As a consequence, the energy spectrum of the model
possesses a hidden symmetry which is analogous to the S−duality in the Yang-Mills theory [29].
In conclusion, we should mention that our consideration was restricted to the leading order
of the WKB expansion. The obtained expressions for the energy spectrum can systematically
improved by including nonleading WKB corrections.
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A Appendix: Matching conditions
Let us require that the obtained asymptotic expressions for the Baxter blocks, Eqs. (4.11), (4.13)
and (4.15), have to verify the Wronskian condition (4.2). Taking into account (4.15), we obtain
after some algebra the following expression for (4.2)6
iN tN(u)
π
[
sin(π(s− iu)) · ϕ+(u)
(
ϕ−(u
∗)
)∗ − sin(π(s+ iu)) · ϕ−(u)(ϕ+(u∗))∗] = 1 . (A.1)
Together with (4.19) and (4.21), this leads to the following relation for the a−functions
sin(π(s− iu)) · a+(u)(a−(u∗))∗ − sin(π(s+ iu)) · a−(u)(a+(u∗))∗ = const , (A.2)
which should hold for arbitrary complex u.
Another constraint on the a−functions comes from Eqs. (4.5) and (4.1). It is easy to see that
at (u = i(1 − s) + ǫ, u¯ = −is¯ + ǫ) and (u = −is + ǫ, u¯ = i(1 − s¯) + ǫ) the blocks (4.11), (4.13)
and (4.15) have poles in ǫ generated by the first term involving ϕ+−functions, while the second
term proportional to ϕ−−functions is suppressed as ǫN . As a consequence, substituting (4.1)
into (4.5) we find that ϕ+(u)ϕ¯+(u¯)− e2iδ (ϕ+(u¯∗)ϕ¯+(u∗))∗ has to scale as ∼ ǫN as ǫ→ 0 around
the above two points. Applying Eqs. (4.19) and (4.21) and taking into account (4.22) we get
e2iδ =
a+(±is + ε)a+(±is¯ + ε)
(a+(±is + ε)a+(±is¯ + ε))∗ +O(ε
N) . (A.3)
As we will see in a moment (see Eq. (A.11)), this relation is exact and it holds for arbitrary real
ε. This implies in particular that δ is real in (4.1).
So far, we have obtained two different asymptotic expressions for the function Q(u, u¯). One of
them follows from the WKB expression for the wave function, Q(x/η, x¯/η), Eq. (3.15). Another
6In arriving at this relation we neglected terms suppressed by a small parameter (4.10).
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one follows from (4.1) after one replaces the Q−blocks by their expressions, Eqs. (4.11), (4.13)
and (4.15). We remind that the two expressions were obtained for large values of the charges qn,
but in the different regions of parameters, x/η ≫ 1 and u=fixed, respectively. Choosing u = x/η
and u¯ = x∗/η, we notice that Eqs. (3.15) and (4.1) have to coincide for x≪ 1 and u≫ 1.
To perform the matching, we examine the behaviour of the holomorphic wave functions
Q±(x/η) in (3.15) for u = x/η = fixed as η → 0. Using Eqs. (3.12), (3.6) and (3.10) and choosing
x0 = 0, one finds after some algebra
Q±(u)∼
[
tN (u)u
(2s−1)N]−1/2 exp (±iΥ(u)) , (A.4)
where the notation was introduced for the function
Υ(u) = u ln
tN(u)
uN
−
N∑
k=1
λk ln(λk − u) +
N∑
k=1
λk lnλk , (A.5)
with λk being the roots of the polynomial tN(u) defined in (4.16) and (4.17). Notice that Υ(0) = 0.
To obtain Q¯±(x¯/η) one has to replace in (A.4), tN(u) → t¯N(u∗) = (tN(u))∗, s → s¯ = 1 − s∗,
λk → λ¯k = λ∗k. Then, substituting (A.4) into (3.15) and making use of (3.21), one gets
Q(u, u∗) = const× |tN(u)|−1exp
(−iN Arg (u2s−1)) cos (2ReΥ(u)−Θ) , (A.6)
where Arg (u2s−1) ≡ −i ln(u2s−1u∗2s¯−1)/2. This expression should match into (4.1) at large u and
u¯ = u∗.
Let us find the large−u asymptotics of the Q−blocks, Eqs. (4.11), (4.13) and (4.15). To stay
away from the poles of these blocks on the complex u−plane, we choose Re(1− s+ iu) > 0. One
gets from (4.20) (up to an inessential overall constant)
ϕ̂+(u) Γ
N(1− s + iu) ∼ [tN (u)u(2s−1)N]−1/2 exp (−iΥ(u) + iϑ(u)) ,
ϕ̂−(u)/Γ
N(s+ iu) ∼ [tN (u)u(2s−1)N]−1/2 exp (iΥ(u)− iϑ(u)) , (A.7)
where Υ(u) is given by (A.5) and ϑ(u) is defined as
ϑ(u) = iπuN− +
∑
Imλk<0
λk ln (iλk) +
∑
Imλk>0
λk ln (−iλk) , (A.8)
with N− introduced in (4.23). We observe a striking similarity between (A.7) and (A.4). Identi-
fying the r.h.s. of the first and the second relations in (A.7) as Q∓(u) exp(±iϑ(u)), respectively,
we get from (4.11), (4.13) and (4.15) the following expressions for the holomorphic blocks
Q
(as)
0 (u) ∼ a−(u)Q+(u) e−iϑ(u)+
sin(π(s− iu))
π
a+(u)Q−(u) e
iϑ(u) ,
Q
(as)
1 (u) ∼ (a−(u∗))∗Q+(u) e−iϑ(u)+
sin(π(s+ iu))
π
(a+(u
∗))∗Q−(u) e
iϑ(u) , (A.9)
and similar expressions for the antiholomorphic blocks
Q
(as)
0 (u¯) ∼ a−(u¯)Q−(u¯) ei(ϑ(u¯
∗))∗ +
sin(π(s¯+ iu¯))
π
a+(u¯)Q+(u¯) e
−i(ϑ(u¯∗))∗ ,
Q
(as)
1 (u¯) ∼ (a−(u¯∗))∗Q−(u¯) ei(ϑ(u¯
∗))∗ +
sin(π(s¯− iu¯))
π
(a+(u¯
∗))∗Q+(u¯) e
−i(ϑ(u¯∗))∗ . (A.10)
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The functions Q
(as)
0,1 (u) and Q±(u) approximate the exact solutions to the holomorphic Baxter
equation (2.11) in the different regions, u≫ 1 and u ∼ 1, respectively. Eq. (A.9) sews these two
sets of functions in the intermediate region of u.
Let us substitute Eqs. (A.9) and (A.10) into (4.1) and compare the resulting expression for
Q(u, u¯) with (3.15) at u = x/η and u¯ = u∗. One finds that Q(u, u∗) involves four different
combinations of the Q−functions, Q±Q± and Q±Q∓, whereas the r.h.s. of (3.15) contains only
the diagonal terms. To cancel the off-diagonal terms ∼ Q±Q∓, one has to require that
e2iδ =
a+(u)a+(u
∗)
(a+(u)a+(u∗))
∗ =
a−(u)a−(u∗)
(a−(u)a−(u∗))
∗ . (A.11)
The coefficients c± in front of the diagonal terms Q±Q± are given by
c+ =
1
π
e−2iReϑ(u)−iδ
[
sin(π(s¯+ iu∗))a−(u)a+(u
∗)− e2iδ sin(π(s¯− iu∗))(a+(u)a−(u∗))∗
]
, (A.12)
and c− = −c∗+. Eq. (A.12) can be further simplified. Replacing δ by its expressions (A.11) and
making use of the Wronskian relation (A.2), one gets (up to an overall normalization factor)
c+ = e
−2iReϑ(u)−iδ a−(u)
(a−(u))
∗ = (−1)ns+nu e−2iReϑ(u)−iδ
a+(u
∗)
(a+(u∗))
∗ . (A.13)
Here, in the last relation we applied the identity [sin(π(s − iu))]∗ = sin(π(1 − s¯ + iu∗)) =
(−1)ns+nu sin(π(s − iu)) with nu = i(u − u∗) integer in virtue of (2.10). Finally, the resulting
expression for Q(u, u∗) matches (A.6) provided that the coefficients c±, Eq (A.12), do not depend
on u. In addition, these coefficients satisfy the relation (3.21), c+/c− = −c+/c∗+ = exp (−2iΘ),
which leads together with (A.13) to
c± = i e
∓iΘ ,
a−(u)
(a−(u))
∗ = (−1)ns+nu
a+(u
∗)
(a+(u∗))
∗ = i e
2iReϑ(u)+iδ−iΘ . (A.14)
We recall that these relations hold for u taking the same values as separated coordinates (2.10),
that is u = νu − inu/2 with nu integer and νu real. For a given set of the integrals of motion,
the phases Reϑ(u) and Θ entering (A.14) are uniquely by Eqs. (A.8) and (3.24). In contrast,
the phase δ depends on the normalization of the blocks. Substituting a±(u) → eiδ/2 a±(u) and
a¯±(u)→ eiδ/2 a¯±(u) in (A.14), one can put δ = 0 in Eqs. (4.1).
Eqs. (A.14) and (A.11) fix the phases of the a−functions but not their absolute values.
Nevertheless, as shown in Appendix B, this data becomes enough to construct the eigenvalues of
the Baxter operator Q(u, u∗) and to calculate the energy spectrum of the model.
B Appendix: Calculation of the energy spectrum
In this Appendix we obtain the WKB expressions for the energy and quasimomentum, Eqs. (4.25)
and (4.24), respectively.
To begin with, we substitute u = ±is+ ǫ and u¯ = ±is¯+ ǫ into asymptotic expressions for the
Q−blocks, Eqs. (4.11) and (4.13), and examine the limit ǫ→ 0. One finds that the Γ−functions
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in the denominator suppress the contribution of one of the terms in the r.h.s. of (4.11) and (4.13).
This leads to the following expression for the quasimomentum (4.7)
θN = i ln
a+(is)a−(is¯)
a+(−is¯)a−(−is) + i ln
ϕ̂+(is)(ϕ̂−(is− i))∗
ϕ̂−(−is)(ϕ̂+(i− is))∗ = θ
(a)
N + θ
(b)
N , (B.1)
where, for convenience, we split the expression into two pieces. One applies (4.20) and uses the
asymptotic behaviour of the Γ−functions at large arguments to get
θ
(b)
N = −4Re
[ ∑
Imλk<0
λk ln (iλk) +
∑
Imλk>0
λk ln (−iλk)
]
. (B.2)
The calculation of θ
(a)
N goes as follows. One substitutes u = ±is into (A.2) and uses anti-
periodicity of the function a¯+(u), Eq. (4.22), to obtain a+(is)(a−(is¯))
∗ = a−(−is)(a+(−is¯))∗.
This relation allows us to rewrite θ
(a)
N as
θ
(a)
N = i ln
(a−(−is))∗
a−(−is)
a+(is)
(a+(is))
∗ = −2δ + i ln
(a−(−is))∗
a−(−is)
(a+(is¯))
∗
a+(is¯)
, (B.3)
where in the second relation we used Eq. (A.11). Then, one takes into account (A.14) and (A.8)
to get
θ
(a)
N = −2Θ + 4Re
[ ∑
Imλk<0
λk ln (iλk) +
∑
Imλk>0
λk ln (−iλk)
]
(mod 2π) . (B.4)
Finally, combining together (B.2) and (B.4) we obtain (4.24).
The calculation of the energy (4.6) goes along the same lines. One substitutes (4.11) and
(4.13) into (4.6) and expresses the result in the following form
EN =
{
−2 Im
(
ln
ϕ̂+(is)
[ϕ̂+(i(1− s))]∗
)′
+∆EN
}
− 2 Im
(
ln
a+(is)
a+(−is¯)
)′
= E
(a)
N + E
(b)
N . (B.5)
Here, the notation was introduced for an additive constant
∆EN = −2N Re[ψ(1− 2s) + ψ(1− 2s¯)] + εN = −4Nψ(1) , (B.6)
with εN defined in (4.6) and Reψ(1 − 2s¯) = Reψ(2s − 1) in virtue of s¯ = 1 − s∗. To evaluate
E
(b)
N we apply (A.3) to get
E
(b)
N = − Im
(
ln
[
a+(is)
(a+(is))
∗
(a+(−is¯))∗
a+(−is¯)
])′
= − Im
(
ln
[
(a+(is¯))
∗
a+(is¯)
(a+(−is¯))∗
a+(−is¯)
])′
= 0 , (B.7)
where the last relation follows from (A.14) and (A.8). Finally, one rewrites E
(a)
N as
E
(a)
N = −2 Im
(
ln [ϕ̂+(is) ϕ̂+(i(1− s))]
)′
− 4Nψ(1) , (B.8)
takes into account (4.20) and arrives at (4.25).
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According to (4.24), the quasimomentum is given by
θN = −2π
N
ℓ , ℓ =
N
π
Re
∫ P+0
P−0
dxS ′0(x) , (B.9)
where the “action” differential was defined in (3.6)7
dxS ′0(x) =
NtN (x)− xt′N (x)
y(x)
dx . (B.10)
In Eq. (B.9) the integration contour, γP−0 P
+
0
, goes on the Riemann surface (1.10) from the point
P−0 located above x = 0 on the lower sheet to the point P
+
0 above x = 0 on the upper sheet and
does not intersect the cycles αk and βk (k = 1, ..., N − 2) as shown in Figure 1.
Let us consider the following integral
Ik =
∫
γ(σk)
dxS ′0(x) =
∫
γ(σk)
dx
NtN (x)− xt′N (x)√
t2N (x)− 4x2N
. (B.11)
Here the integration contour γ(σk) goes from the point P
+
0 above x = 0 on the upper sheet of
ΓN to the branching point σk, encircles it and goes to the point P
−
0 on the lower sheet of ΓN .
Notice that γ(σk) is different from γP−0 P
+
0
, but the two contours are related to each other through
(3.22). It follows from (B.9) that ℓ = N/πRe Ik (mod N) leading to (5.5).
In general, Ik is a complicated function of the integrals of motion q. The integral in (B.11)
can be easily evaluated for q satisfying (5.7). In that case, the spectral curve takes the form
(5.8) and the branching points are given by (5.10). Replacing the integration variable in (B.11)
as x→ uNx and taking into account the hierarchy (5.9) one gets for j = 1, . . . , N
Ij = 2uN
∫ eipi(2j−1)/N
0
N dx√
1 + xN
[
1 +
1
2
(
xN
1 + xN
− 2
N
x∂x
)
pN−2(x) +O(ǫ2)
]
, (B.12)
where pN−2(x) = u2xN−2 + ... + uN−1x = O(ǫ) and we neglected terms quadratic in pN−2(x).
Straightforward calculation leads to
Ij = 2uN
[
eiπ(2j−1)/N B
(
1
2
,
1
N
)
+
1
N
N−1∑
n=2
eiπ(2j−1)n/N uN+1−n B
(
1
2
,
n
N
)
+O(ǫ2)
]
, (B.13)
with B(x, y) = Γ(x)Γ(y)/Γ(x + y) being the Euler function. This expression has the following
properties
Ij+N = Ij ,
N∑
j=1
Ij = 0 +O(ǫ3/2) . (B.14)
The r.h.s. of (B.13) takes the form of a discrete Fourier transformation from the coordinate (j)
to the momentum (n) representation. This allows one to get the moduli uN and un as inverse
Fourier transformation of Ij. Then, taking into account that Re Ik = π(nk+ ℓ/N), Eq. (5.5), one
arrives at (5.11).
7Here we neglected the last term in the r.h.s. of (3.6) since it does not contribute to (B.9).
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C Appendix: Calculation of the quasimomentum
Let us demonstrate that for the integrals of motions q satisfying the quantization conditions
(3.23), the parameter ℓ takes strictly integer values in (B.9). To begin with, we define on the
Riemann surface (1.10) the set of normalized differentials of the first kind, ωk, and the third kind
(dipole differentials), Ω∞,
ωk =
N−2∑
j=1
Ukj
dxxj−1
y
, Ω∞ = 2q
1/2
2
dxxN−2
y
+
N−2∑
j=1
Uj
dxxj−1
y
, (C.1)
with the expansion coefficients Ukj and Uj fixed by the normalization conditions [22]∮
αj
ωk = 2πδjk ,
∮
αj
Ω∞ = 0 . (C.2)
The differential Ω∞ has a pair of poles located at the points (P−∞, P
+
∞) above x =∞ on the upper
and lower sheets of ΓN and the residue at these poles resP±∞ Ω∞ = ±1. The action differential
(B.10) can be decomposed over the set of the differentials (C.1) as
dxS ′0(x) = q
1/2
2 · Ω∞ +
N−2∑
k=1
ak · ωk . (C.3)
Here, the coefficient in front of Ω∞ is fixed by the asymptotic behaviour of dxS ′0(x), Eq. (B.10),
at infinity S ′0(x → P±∞) ∼ ±q1/22 /x. In the second term, the notation was introduced for the
α−periods of the action differential
ak =
1
2π
∮
αk
dxS ′0(x) , Re ak =
1
2
ℓ2k−1 , (C.4)
whose values are fixed by the quantization conditions (3.23).
Substituting (C.3) into (B.9) and applying the well-known identities between the contour
integrals on the Riemann surface [22]∫ P+0
P−0
Ω∞ =
∫ P+∞
P−∞
Ω0 ,
∫ P+0
P−0
ωk = −i
∮
βk
Ω0 , (C.5)
one can express ℓ in terms of the integrals of the dipole differential Ω0
ℓ =
N
π
Re
[
q
1/2
2
∫ P+∞
P−∞
Ω0 − i
N−2∑
k=1
ak
∮
βk
Ω0
]
. (C.6)
The differential Ω0 has a pair of poles located at the points P
±
0 on ΓN above x = 0 and is
normalized as
∮
αj
Ω0 = 0. This differential plays a special role in our analysis as it can be
expressed in terms of the quasimomentum
Ω0 = − 1
N
dx p′(x) , ep(x)+e−p(x) =
tN(x)
xN
. (C.7)
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Notice that p(x) is a multi-valued function on the Riemann surface (1.10) such that
ep(P
±
∞) = 1 , ep(σk) = ±1 , (C.8)
with σk being the edges of the cuts, t
2
N(σk) = 4σ
2N
k . As a consequence,∫ P+∞
P−∞
Ω0 = 2πi
m
N
,
∮
βk
Ω0 = 2πi
mk
N
(C.9)
with m and mk integer. Finally, we find from (C.6)
ℓ = 2N Re
[
i
m
N
q
1/2
2 +
N−2∑
k=1
ak
mk
N
]
= nm+ 2
N−2∑
k=1
mk Re ak = nm+
N−2∑
k=1
mkℓ2k−1 . (C.10)
Here, in the second relation we took into account that q
1/2
2 = i(h − 1/2) + O((h− 1/2)−1) =
in/2−ν , with h = (1+n)/2+iν. Notice that the quasimomentum depends only on the α−periods
of the action differential.
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