In this paper, we are concerned with a non-overlapping domain decomposition method for solving the low-frequency time-harmonic Maxwell's equations in unbounded domains. This method can be viewed as a coupling of the finite element and the boundary element in unbounded domains, which are decomposed into two sub-domains with a spherical artificial boundary. We first introduce a discretization for the coupled variational problem by combining Nédélec element of the lowest order and a curvilinear element. Then we design a D-N alternating method for solving the discrete problem. In the method, one needs only to solve the finite element problem (in a bounded domain) and to calculate some boundary integrations, instead of solving a boundary integral equation. It will be shown that such iterative algorithm converges with a rate independent of the mesh size.
Introduction
In recent years, there is a rapidly growing interest in domain decomposition methods (DDMs) for solving the Maxwell's equations. Many results on this topic have been obtained for two or three dimensional Maxwell's equations in bounded domains. A substructuring method is investigated in [25] for two dimensional Maxwell's equations. And a non-overlapping DDM with two subdomains was proposed in [3] for low-frequency time-harmonic Maxwell's equations in three dimensions. While the non-overlapping DDMs for the case with general multiple subdomains was proposed in [14] and [15] . It is clear that the standard finite element method is less efficient for solving Maxwell's equations in unbounded domains. There are many papers on boundary element methods for solving Maxwell's equations in unbounded domains, see, for example, [4] , [6] , [7] and [17] .
Some non-overlapping DDMs for solving elliptic problems in unbounded domains have been discussed in papers by combining the finite element method and boundary element method, see, for example, [12] , [13] , [27] and [28] . Main merits of these methods are that the finite element problem and boundary element problem can be handled independently from each other, and the boundary element problem need not to be solved directly.
In this paper, we will present a non-overlapping domain decomposition method to solve the low-frequency time-harmonic Maxwell's equations in unbounded domains by combining the ideas in [3] , [26] , [27] and [29] . The whole unbounded domain is decomposed into two 2 Preliminaries
The model
The classical Maxwell equations are: where E and H are the electric and magnetic field, D and B are the electric and magnetic induction, respectively, and J is the density of the electric current. The following constitutive relations are assumed: 2) where and µ are the dielectric and magnetic permeability coefficients, respectively, and σ is the electric conductivity. The quantities , µ , and σ are in general symmetric matrices, depending on the space variable x; and µ are assumed to be positive definite, whereas σ is positive definite in a conductor and vanishing in an insulator.
Using (2.2), we obtain the Maxwell equations in terms of E and H only, We are interested in the time-harmonic case, i.e., let the radiation has a temporal frequency α > 0, then we assume that E and H are given by
E(x, t) = (exp(−iαt)E(x)),
H(x, t) = (exp(−iαt)H(x)), (2.4) where E and H are three-dimensional complex-valued vector fields, i = √ −1 and (·) denotes the real part of the expression parentheses. Therefore, E and H satisfy the following timeharmonic equations:
Eliminating H, we get
We only consider the low-frequency case in which the parameter α is very small. It can be seen that α 2 is much smaller than µ −1 and ασ, therefore, in this case the term −α 2 E can be dropped out. Let α and σ are positive constant and µ ≡ 1, so we get
(2.7)
Let Ω 0 ⊂ R 3 be a bounded Lipschitz domain in R 3 . We suppose that Ω 0 is simply connected and denote by Γ 0 its boundary. Then Γ 0 is simply connected also. n 0 is the unit normal vector on Γ 0 , pointing to the interior of the Ω 0 .
Considering (2.5) or (2.7) in an unbounded domain Ω e ⊂ R 3 , which is the complement of Ω 0 , we impose the boundary condition , r = x , r = |x| and c denotes a generic constant. So we obtain the exterior harmonic Maxwell problem for a perfectly conducting medium:
E and H satisty (2.9), (2.10) where g is the tangential trace of E on Γ 0 .
The Sobolev spaces
In order to express the problem in a mathematically rigorous way, we need a precise characterization of the function spaces, on which the equations are posed. This section is devoted to the definitions of the function spaces. Function spaces in the domain. Let Ω 1 ⊂ R 3 be a bounded Lipschitz domain. We suppose that Ω 1 is connected whose boundary is denoted by Γ 1 . We denote by Ω 2 an unbounded domain which is the complement of a bounded simply connected domain and assume that the boundary of Ω 2 is smooth. Let Ω ⊆ R 3 be any of the sets Ω 1 , Ω 2 , R 3 . We recall the Sobolev spaces H s loc (Ω), s ≥ 0 with the convention H 0 ≡ L 2 (see, e.g., [1] for definitions). The subscript loc is dropped when Ω is bounded. We define:
when Ω is bounded, H(curl, Ω) is endowed with the norm
Function spaces on the smooth boundary. For our present purposes, we only need to consider the case that Γ is the C ∞ -smooth boundary of Ω. The Sobolev spaces H s (Γ) of the functions and H s t (Γ) of tangential vector-fields, as well as differential surface operators (curl Γ , curl Γ , div Γ and ∇ Γ ) can be defined for all s ∈ R using local charts and transformations [5] , [8] .
For any regular vector field u in Ω , we define the tangential trace γ τ (u) = u × n| Γ , and the projection on the tangential plane π τ (u) = n × (u × n)| Γ , where n denotes the outward unit vector normal to Γ. The tangential trace γ τ : (H
where
whose norms are defined in [21] . We denote by H −s
Then we define the spaces:
The spaces H
are mutually adjoint with respect to the scalar product in L 2 t (Γ) [23] . we now can get a useful feature of the tangential trace and the tangential components trace on H loc (curl, Ω).
Theorem 2.1 [5] The tangential components trace mapping π τ : H loc (curl, Ω) → H −1/2 (curl Γ , Γ), and the tangential trace mapping γ τ : H loc (curl, Ω) → H −1/2 (div Γ , Γ) are linear,continuous and surjective .
Spherical harmonics and spherical Bessel functions
Since we will construct a spherical artificial boundary ∂B R , it is necessary to present the basis functions for tangential fields on it. The spherical harmonics are the eigenfunctions of the Laplace-Beltrami operator on the unit sphere with which we can obtain the basis functions for tangential fields on ∂B R , so we will introduce them in this section. Since the results are rather standard, we provide no proofs. Good references are [19] , [20] and [23] .
Spherical harmonics. The spherical harmonics of order l are the 2l + 1 functions of the form
(2.14)
The associated Legendre function P m l (x) satisfies :
where l = 0, 1, 2, · · · and m = −l, · · · , l . These spherical harmonics constitute an orthogonal basis of the space L 2 (s), also orthogonal in the space H 1 (s) [23] , where s denotes the surface of a unit sphere.
If we use the surface gradient operator defined in [23] , we obtain 
Spherical Bessel function. Once we've determined that the spherical harmonics are the eigenfunctions of the Laplace-Beltrami operator on the unit sphere, now we can introduce the spherical Bessel function [21] . Let
The function j l is called the spherical Bessel function of order l and is analytic for all x ∈ R. The function y l is the spherical Neumann function and is analytic for x ∈ (0, ∞). The corresponding spherical Hankel functions h 
which will be used when we define the vector wave functions in section 4.2.
Coupled variational problem
This section is devoted to the introduction of the coupled variational problem. For this purpose, we first give the Stratton-Chu formula for the low-frequency time-harmonic Maxwell's equations in an exterior domain which is actually the boundary integral equation. The Stratton-Chu formula is similar to that in [21] . We start with a representation theorem for a suitably smooth vector function on a bounded Lipschitz domain. Under the assumption that E, H satisfy the Maxwell system proposed in the next theorem, we obtain the simplification of Theorem 3.1. 
Then, for any x ∈ Ω,
Using the results of the previous two theorems, we get the Stratton-Chu formula for an unbounded domain in the following theorem. 
and the radiation condition (2.9) . Then, for any x ∈ R 3 \Ω,
3)
The proofs of these three theorems are similar to those presented in [21] .
Remark 3.1 From theorem 3.3, we obtain:
After we get the Stratton-Chu formula for an unbounded domain, from now on, we are devoted to the introduction of the coupled variational problem. Using the first two equations of (2.10), we can eliminate H and rewrite the problem as follows :
We know that there exists a functionẼ ∈ H loc (curl, Ω e ) such thatẼ × n 0 | Γ 0 = g and the support set ofẼ is included in a bounded domain. Now we introduce a ball B R whose radius is R such that the support set ofẼ is in the ball B R . The whole unbounded domain Ω e is decomposed by the surface of the ball B R into two subdomains. The bounded domain Ω e ∩ B R is denoted by Ω 1 and the other one Ω e \B R , denoted by Ω 2 , is unbounded. We set the interface Γ = Ω 1 ∩ Ω 2 . Now letÊ = E −Ẽ, then the problem (3.5) becomes:
Due to the character ofẼ, we can get f | Ω 2 ≡ 0. For convenience, thereinafter, we still substitute E forÊ. So (3.6) is equivalent to the following problems:
with the interface conditions on Γ:
where n Γ is the unit outward normal vector on Γ, pointing to Ω 2 . We introduce the following functional spaces:
14)
The bilinear form associated to (3.7) is given by
From above analysis, E 2 , H ∈ H loc (curl, Ω 2 ) satisfy Theorem 3.3 where ∂Ω = Γ, so (3.3) and (3.4) give the relations between E 2 × n Γ , E 2 and (∇ × E 2 ) × n Γ . The problem (3.7)-(3.10) is equivalent to the following form:
(3.17)
A solution method
We will introduce the non-overlapping domain decomposition, i.e., D-N alternating algorithm, in this section. We need the discretization of the functional spaces and some operators defined on the boundary to construct D-N alternating algorithm, which will be given in section 4.1 and 4.2 firstly.
The discretization
For the numerical approximation, we introduce a discretization for the functional spaces V 1 and V 0 1 by combining Nédélec element of the lowest order and a curvilinear element (see [10] , [18] , [21] and [22] ).
For Ω 1 , let {T h } h>0 be a family of triangulations composed by tetrahedrons within Ω 1 , where h is their maximum diameter. Let Ω 1h = K∈T h K which is an inscribed polyhedron of Ω 1 .
Above all, we define the finite element space for Ω 1h
where R 1 (K) is a subset of all linear polynomials on the element K of the form:
From [11] and [22] , we know that the tangential components of any edge element function v h of N 1 1,h are continuous on all edges of every element in the triangulation T h , and v h is uniquely determined by its moments on edges of T h :
or each edge e of K}
where τ e is a unit vector in the direction of e.
The triangulations {T h } h>0 have created a set of vertices on the curvilinear boundary Γ. To get an exact curvilinear tetrahedral triangulations of Ω 1 , we need to build some correspondence rule between the tetrahedrons and the relevant curvilinear tetrahedrons. If K ∈ T h has two vertices on Γ, using the correspondence rule, we can get a curved edge between the two vertices on Γ to replace the edge of the tetrahedron K. Moreover, if K ∈ T h has three vertices on Γ, we can get a curvilinear face to replace the face of the tetrahedron K with the correspondence rule. As a result, we simultaneously get the curvilinear triangulations on Γ. Now, our main task is to build the correspondence rule between the tetrahedrons and the relevant curvilinear tetrahedrons. Fortunately, since Γ is the spherical surface, we can get the correspondence rule as [21] :
Let K ∈ T h is a tetrahedron with barycentric coordinate functions λ j , 1 ≤ j ≤ 4. We can give Dubois' definition ofF k : K →K, whereK denotes the curvilinear tetrahedron having the same vertices with K [18] .
1. if K andK have two common vertices on Γ , a 1 and a 2 , we definẽ
2. if K andK have three common vertices on Γ , a 1 , a 2 and a 3 , we definẽ
Ω Γ ⊂ Ω 1 is a neighborhood of Γ. P Γ just projects the points in Ω Γ normally onto Γ, which is well defined provided x = 0.F k is a continuously differentiable, invertible and surjective mapping.
Let τ h = {K ∈ T h | K has two or three vertices on Γ}. Then we can define F h : Ω 1h → Ω 1 to be the continuous piecewise smooth map such that
The finite element space on Ω 1 is obtained by the mappings as follows:
So we can get the discretization for the functional spaces V 1 and V 0 1 according to the definition of the spaces.
With the relation between the tangential trace space on Γ and V 1 , the corresponding finite element space on Γ can be defined as follows:
Some operators defined on the boundary
We now wish to define Calderon operator [8] [9] which is an analog of the famous Dirichletto-Neumann map for Maxwell's equations and the capacity operator. These operators are all defined on the boundary with which we can get the discrete form of (∇ × E 2 ) × n Γ | Γ and the discrete Steklov-Poincaré operator S 2,h from the discrete λ h ∈ χ Γ,h in the D-N alternating algorithm. According to Theorem 2.2, ∀λ ∈ L 2 t (Γ), we can expand it by:
and Parseval's theorem shows that we can define its norm (this is just equivalent to the usual definition):
, they can be written as:
the Hermitian product of these two vectors in
For our purposes, we consider the tangential trace space H
, which is the completion of L 2 t (Γ) in the norm
If λ has the form (4.7), according to [23] , the equivalent norm of λ ∈ H − 1 2 (div Γ , Γ) can be written as
We can also give the Hermitian product in H
and they can be expanded as (4.9). The Hermitian product of these two vectors in H
At the same time, we can define H s (div Γ , Γ) for any s, as follows:
with the equivalent norm: is the spherical Hankel function of first kind and order n presented in (2.21) and r = |x|. The vector wave functions satisfy the Maxwell's equations and the outgoing radiation condition given in (3.8) in R 3 \{0} [21] . Using the Stratton-Chu formula given in theorem 3.3, we can get the following result:
Lemma 4.1 [21] Let E(x) be a radiating solution of (3.8) 
The 
Remark 4.1 The corresponding series for
Using the definition of M m l , N m l , some vector identities and the fact thatx and x are parallel , we can obtain
. So we get that, on |x| = R,
(4.17) Since λ has the form of (4.7), at the same time, λ = E ×x on |x| = R, we obtain
We get the series which converge in H loc (curl, R 3 \B R ) as follows.
Lemma 4.2 For
given by (4.7), the unique solution E, H ∈ H loc (curl, R 3 \B R ) of (2.10) when g = λ, Ω = R 3 \B R and Γ 0 = Γ is given by
The above lemma is an analog of that in [21] . The Calderon operator. Now we define the Calderon operator which takes electric field boundary data to magnetic field boundary data. For any λ ∈ H .
Similar to [21] , the Calderon operator K is continuous as a map
The capacity operator. The capacity operator will play an important role in the definition of the discrete Steklov-Poincaré operator S 2,h . The capacity operator T :
, where E is solution of the exterior problem presented in Lemma 4.2,
We expand E T on the basis of tangent vectors of the form
so we obtain the expansion of the capacity operator T :
D-N alternating algorithm
Based on the previous preparation, we will propose a D-N alternating algorithm for solving (3.17) in this section. Let us now introduce the following discrete problems:
From above discrete problems, we know that
. Define the discrete Steklov-Poincaré operators S 1,h , S 2,h and the operator φ h .
where ·, · denotes the duality pairing between (χ Γ,h ) and χ Γ,h . LetS h = S 1,h + S 2,h , the discrete problem of (3.17) can be reduced to the following form:
We will see that the operator S 1,h is continuous and coercive in χ Γ,h ; hence, we can apply the Richardson method with S 1,h as a preconditioner for solving (4.28), i.e.,
given λ 0 h ∈ χ Γ,h , for each n ≥ 0 solve
(4.29)
In the next lemma, it can be seen that (4.29) is equivalent to the following D-N alternating algorithm.
Now we give the D-N alternating algorithm as follows:
Step 1. given λ n h ∈ χ Γ,h ; Step 2. using the operator K, we can get the series of Kλ n h , and E n 2,h can be obtained if (4.18) is used.
Step 3.
Step 4. if the accuracy of the approximation is enough, iteration stops; else
Step 5. let n := n + 1, go to the step 2. where θ n is the n − th linear relaxation factor selected in computation. We notice that the second and the third steps are central for the algorithm. One needs to solve the finite element problem in a bounded domain in the third step. As to the second step, we will give concrete discussion in the section 6.
Here, we first give the equivalence of the two methods by proceeding in a standard way.
Lemma 4.3 The D-N alternating algorithm is equivalent to the preconditioned Richardson iterative method (4.29).
Proof: Let e n 2,h = E 2,h − E n 2,h , e n 1,h = E 1,h − E n 1,h , and e n 2,h × n Γ | Γ = µ n h , where E 2,h is the solution corresponding to λ h using (4.18). So it can be seen that e n 1,h satisfy a 1 (e n 1,h ,
We know that µ
So the D-N alternating algorithm is equivalent to the associated preconditioned Richardson iterative method: given λ 0 h ∈ χ Γ,h , for each n ≥ 0 solve
Convergence of the D-N alternating method
From Lemma 4.3, it suffices to prove the convergence of the preconditioned Richardson iterative method, which consequently ensures the convergence of the D-N alternating method. The following theorem gives the convergence of the preconditioned Richardson iterative method.
Theorem 5.1 There is a constant C * ∈ (0, 1], such that the preconditioned Richardson iteration described by Lemma 4.3 converges with a rate independent of h, provided that the relaxation factor θ n = θ ∈ (0, C * ).
The proof is similar to that of Theorem 3.1 in [3] . To prove Theorem 5.1, we present some auxiliary lemmata. We first state a general result concerning the Richardson iteration.
Lemma 5.1 [24] Suppose we are solving the M × M (non-singular) linear system Ax = b, by means of the preconditioned Richardson iteration: being given x 0 ∈ R M , for each m ≥ 0 solve 
The following lemma is about δ l appeared in the definition of the operator K, which will be useful in the proofs of the following two lemmata. 
It is known [16] 
x − i, thus we come to the recurrence relation of δ l : δ l (x) =
From the assumption that k = √ iασ and α > 0, σ > 0, we can let x = kR = a + ia, where a > 0 is a constant. For δ 0 , we have δ 0 (kR) = 1 + kRf 0 (kR) = 1 + kR(−g 0 (kR)) = ia − a, then it can be seen that (δ 0 (kR)) < 0 and (δ 0 (kR)) > 0, where (·) denotes the real part of the expression in parentheses and (·) denotes the imaginary part of the expression in parentheses. Let δ l−1 (kR) = m 1 + im 2 satisfying m 1 < 0, m 2 > 0, using the recurrence relation of δ l , then we have
From above analysis, we get (δ l (kR)) < 0 and (δ l (kR)) > 0 for all l ≥ 1, so it is proved that |δ l (kR)| = 0 for l ≥ 1.
From [9] and [20] , we can use the formula for the asymptotic behavior of the Hankel function for large l :
and the recurrence relations:
then it is obtained that
On the other hand, for 0
In conclusion, there exist positive constants c 1 and c 2 such that, for all l ≥ 1,
Since the discrete Steklov-Poincaré operator S 2,h can be defined by the capacity operator T , it is necessary to discuss some properties of the operator T .
Lemma 5.3 The capacity operator T satisfies
, where C is a positive constant.
, where the positive constant C and C 0 are large enough. The proof is concluded. 2
Lemma 5.4
The capacity operator T satisfies
From the proof of Lemma 5.2, it is known that (δ l (kR)) < 0 and (δ l (kR)) > 0 for all l ≥ 0, therefore, for all l ≥ 0, we can let
Using above assumption, we obtain
Now we are ready to show Theorem 5.1 using the previous Lemmata.
Proof of Theorem 5.1. It suffices to verify a condition like (5.2). Let
which is a complex Hilbert space. The discrete Steklov-Poincaré operators S 1,h and S 2,h are two linear operators from a finite dimensional space X h ⊂ X into its dual (X h ) where X h = χ Γ,h . Let x s , s = 1, . . . , M h , be a basis of X h . Define the matrices associated to the finite dimentional operators S 1,h and S 2,h as
where (·, ·) denotes the euclidean scalar product in C M h , and
In the following we prove that there exist two constants C 1 > 0 and
and
It is easy to see that
Moreover, according to Lemma 5.4 and
Thus, the inequality (5.6) is satisfied.
By using the coerciveness of a 1 (·, ·) and the following tangential trace inequality [2] (
Hence, the inequality (5.4) holds. Finaly, Lemma 5.3 implies the inequality (5.5). After we get (5.4)-(5.6), according to Theorem 3.1 in [3] , it is obtained that each eigenvalue
where C * := min(1,
). Therefore, for any θ ∈ (0, C * ) one has
By Lemma 5.1 we obtain the desired result. 2 From the above analysis, we obtain the convergence of the D-N alternating algorithm with a rate independent of h. It means that the preconditioner implicitly defined by the iterative procedure is optimal.
Implementation
This section discusses some problems about the computation in practice. Above all, we give the bases of several spaces. Then we expand each member of the basis of χ Γ,h on the basis of tangent vectors of the form T m l and ∇ s Y m l . Finally, we give the computation of Kλ h which is needed in the second step of the D-N alternating algorithm.
Bases of several spaces. For the computation in practice, bases of several spaces are needed, such as the finite element spaces N 1 1,h 
, There is a member of the basis of V h,1 corresponding to
Expansion of χ k . In the second step of the D-N alternating algorithm, we need know the expansion of λ n h in each iterative process. Since λ n h can be expanded on the basis of χ Γ,h , Now we expand χ k , k = 1, . . . , M h in the following form:
We are concerned about the expansion coefficients a l,m and b l,m , where
where ∇ is the gradient operator in Ω 1 .
The support set ofũ h,k is only in a K ∈ τ 1,h . For K, ∃ K ∈ τ 1,h corresponds to K and there is a piecewise linear function u h,k defined on K satisfying the relation:
According to [21] , we have (
Let the barycentric coordinate functions of K are λ i , 1 ≤ i ≤ 4.
which can be computed accurately with (4.2).
From the above analysis, if we want to get ( ∇×ũ h,k )| Γ , we only need to obtain (
Now we give ( F k ) −1 | Γ . ∀ x ∈ Γ there is a K ∈ τ 1,h such that x ∈ K. With the mapping F k , we can obtain x ∈ K, corresponding to x, which can be written as t x, 0 < t ≤ 1.
Let x 1 , x 2 and x 3 are the three vertices of K on Γ and D is the triangle whose vertices are x 1 , x 2 and x 3 . We denote by λ i , 1 ≤ i ≤ 3, the barycentric coordinate functions of D.
Since t x is on the D, it can be obtained that there is a set {λ i , 1 ≤ i ≤ 3} satisfying t x = λ 1 x 1 + λ 2 x 2 + λ 3 x 3 . Finally, we obtain (
With
The properties of the F k guarantee that
d F k is nonsingular, so the (
be considered as a nonsingular function with the variable θ and ϕ, which is the variable defined on the unit sphere, 0 ≤ θ ≤ π and 0 ≤ ϕ ≤ 2π. From the relationũ h,k
If (
Since x and x satisfy the relation: x = F k (x), any 
