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Abstract
In this paper, the index and the period for a lattice matrix are estimated. Some necessary
and sufficent conditions for the convergence of the powers of a lattice matrix are obtained.
Also, some equivalent conditions for a nilpotent lattice matrix are discussed. © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction
The problem of the powers of matrices over a lattice seems to have appeared
first in the work of Give’on [5]. Since then, a number of works in this area were
published. Schwarz [11] studied the cyclic semigroup generated by an n× n binary
Boolean matrix A, and obtained k(A)  (n− 1)2 + 1, where k(A) is the index of A.
Thomason [13] established some sufficient conditions for convergence of the powers
of a square fuzzy matrix. Li [8] defined the period d(A) and the index k(A) for an
n× n fuzzy matrix A and showed that the period d(A) divides [n], the least common
multiple of the integers 1, 2, . . . , n. In [9] Li gave an upper estimate for the index
k(A) and obtained that k(A)  (n− 1)[n], and in [3] Fan and Liu improved the
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estimate for k(A) and showed that k(A)  (n− 1)2 + 1. Gavalec [4] derived a poly-
nomial algorithm for computing the matrix period in a max-min algebra. Cechlarova
[2] introduced digraphs into the study of powers of matrices over bottleneck/fuzzy
algebra and used them to derive a necessary and sufficient condition for convergence
of the powers. But the binary Boolean algebra {0, 1}, the fuzzy algebra [0, 1], bot-
tleneck algebra (of max-min algebra) are linear lattices (linearly ordered sets), so all
the results mentioned above are in fact over linear lattices.
In the present work, we consider the problem of the powers of matrices over
more general lattices, namely over a class of distributive lattices. In Section 4, we
obtain some estimates for the index and the period of the matrices. In Section 5, we
give some necessary and sufficient conditions for convergence of the powers of the
matrices. Finally, in Section 6, we discuss some equivalent conditions for a nilpotent
matrix. Some results in this paper generalize corresponding results in [3,8,11,13].
2. Definitions and preliminary lemmas
Let L be a distributive lattice with zero and unit element denoted by 0 and 1
respectively. The join of a and b and the meet of ones (a, b ∈ L) are denoted by
a + b and a · b (or ab), respectively. A nonempty subset X of the lattice L is called a
sublattice of L if for any a, b ∈ X, a + b and ab ∈ X. It is clear that if {Xλ | λ ∈ ∧}
is a set of sublattices of L, then Y =⋂λ∈∧Xλ is a sublattice of L. Let X be a non-
empty subset of L. Define the sublattice generated by X to be the intersection of all
sublattices of L which contain X and denoted it by L(X). An element a in L is called
a join-irreducible element if for any x, y ∈ L, a = x + y implies a = x or a = y.
Let J (L) denote the set of all nonzero join-irreducible elements, regarded as a poset
under the partial ordering of L. For a ∈ L, let
r(a) =
{∅ (empty set), a = 0,
{x|x  a, x ∈ J (L)} , a /= 0.
Let P(J (L)) denote the set of all subsets of J (L) partially ordered by set inclusion.
Clearly, P(J (L)) is a Boolean lattice in which meet and join are intersection and
union, respectively.
Let L′ be a lattice. A map φ from the lattice L to L′ is called a homomorphism
if φ(x + y) = φ(x)+ φ(y) and φ(xy) = φ(x)φ(y) for all x, y,∈ L. An injective
homomorphism is called a monomorphism or an embedding of L into L′. In this
case, we say L may be embedded into L′.
Lemma 2.1. The sublattice generated by a finite set of elements of the lattice L is
finite.
Proof. Similar to that of Theorem 1 in [5]. 
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The proof of the following lemma can be found in [6].
Lemma 2.2. If L is a finite distributive lattice, then L may be embedded into some
finite Boolean lattice.
Let Vn(L) denote the set of all n-tuples (n-vectors) over L, and Mn(L) denote the
set of all square matrices of order n over L (lattice matrices). We shall denote by xi
the element of L which stands in the ith entry of x ∈ Vn(L) and denote by aij the
element of L which stands in the (i, j)th entry of A ∈ Mn(L).
For A,B,C ∈ Mn(L), we define:
A+ B = C iff cij = aij + bij for i, j = 1, 2, . . . , n.
A  B iff A+ B = B, i.e., aij  bij for i, j = 1, 2, . . . , n.
AB = C iff cij =
n∑
l=1
ailblj for i, j = 1, 2, . . . , n.
A′ = C iff cij = aji for i, j = 1, 2, . . . , n.
In = (δij ), δij =


1 if i = j,
i, j = 1, 2, . . . , n.
0 if i /= j,
The following properties are derived immediately from these definitions:
(a) The multiplication in Mn(L):
(1) A(BC) = (AB)C,
(2) AIn = InA = A.
Therefore, Mn(L) is a semigroup with the identity element In with respect to the
multiplication.
(b) The multiplication and addition in Mn(L):
(3) A(B + C) = AB + AC and (A+ B)C = AB + AC,
(4) if A  B and C  D then AC  BD,
(5) A+ A = A.
For A ∈ Mn(L), the powers of A are defined as follows:
A0 = In,
Al = Al−1A, l ∈ Z+,
where Z+ denotes the set of all positive integers.
The (i, j)th entry of Al is denoted by alij .
If A2  A, then A is called transitive; if A2 = A, then A is called idempotent; if
A′ = A, then A is called symmetric; if ajj =∑ni=1(aij + aji) for j = 1, 2, . . . , n,
then A is called diagonally dominant; if aij = 0 for i, j = 1, 2, . . . , n, then A is
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called the zero matrix and denoted by On; A is called a permutation matrix if exactly
one of the elements of its every row and every column is 1 and the others are 0.
The premultiplication of a vector x ∈ Vn(L) by A ∈ Mn(L) is defined by
Ax = y iff
n∑
j=1
aij xj = yi for i = 1, 2, . . . , n.
For A ∈ Mn(L), the permanent |A| of A is defined as follows (see [14]):
|A| =
∑
σ∈Sn
a1σ(1)a2σ(2) · · · anσ(n),
where Sn denotes the symmetric group of all permutations of the indices {1, 2, . . . , n}.
For A ∈ Mn(L), let
A
(
r1, . . . , rt
c1, . . . , ct
)
(t  n)
denote the t × t submatrix obtained from A by eliminating all rows except rows
r1, r2, . . . , rt and by eliminating all columns except columns c1, c2, . . . , ct . The ma-
trix
A
(
r1, . . . , rt
r1, . . . , rt
)
is called a t × t principal submatrix of A, and∣∣∣∣A
(
r1, . . . , rt
r1, . . . , rt
)∣∣∣∣
is called a principal minor of A˙ of order t.
3. Basic properties of the powers of a lattice matrix
In this section, we shall give some properties of the powers of a lattice matrix A.
Proposition 3.1 [5]. For any A ∈ Mn(L), the sequence
A,A2, A3, . . . , Al, . . . , (3.1)
is ultimately periodic.
Note that Proposition 3.1 can be derived from Lemma 2.1. Let L(A) be the sub-
lattice generated by the set of all the elements of L which occur in the matrix A. Then
A may be regarded as a matrix over the lattice L(A), and so Al ∈ Mn(L(A)) for all
l. Since L(A) is finite, the sequence (3.1) contains only a finite number of different
matrices and is ultimately periodic.
For A ∈ Mn(L), we consider the sequence (3.1). Let k = k(A) be the least integer
such that Ak = Ak+d for some d > 0. The least integers k = k(A), d = d(A) are
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called the index and the period of A, respectively. It is clear that the sequence (3.1)
is of the form
A,A2, . . . , Ak−1|Ak, . . . , Ak+d−1|Ak, . . . , Ak+d−1| · · ·
It is well known from the theory of semigroups that the set G(A) = {Ak,Ak+1, . . . ,
Ak+d−1} is a cyclic group with respect to the multiplication. The unit element of
G(A) is Ar for some r, where k  r  k + d − 1. More precisely, let β  1 be the
uniquely determined integer such that k  βd  k + d − 1. Then r = βd .
Denote by r = r(A) the least integer p  1 such that A2p = Ap (Ap is idempo-
tent) and by t = t (A) the least integer s  1 such that A2s  As (As is transitive).
Clearly, t (A)  r(A).
For any A ∈ Mn(L), we have associated four integers k = k(A), d = d(A), r =
r(A), t = t (A). In what follows, the symbols k, d, r, t are always used as the de-
fined characteristics, with attribute (A) omitted, if the matrix is understood from the
context.
Proposition 3.2. IfAs, s  1, is transitive, thenAr(A)  As . More generally, Ar(A)
 As+ld(A) for any integer l  0.
Proof. Let v ∈ Z+ such that vs  k(A). Then (As)v ∈ G(A). But G(A) is a finite
group of order d(A), we have (As)vd(A) = Ar(A) (since Ar(A) is the unit element
ofG(A)). Transitivity impliesAs  (As)2  · · ·  (As)vd(A) = Ar(A). Furthermore
Ar(A)  As implies Ar(A)+ld(A)  As+ld(A). Since Ar(A)+ld(A) = Ar(A), the propo-
sition is proved. 
Proposition 3.3. The group G(A) = {Ak(A), Ak(A)+1, . . . , Ak(A)+d(A)−1} contains
exactly one transitive matrix (namely Ar(A)).
Proof. Suppose that As, k(A)  s  k(A)+ d(A)− 1, is transitive. By Proposi-
tion 3.2, Ar(A)  As , and hence Ar(A)+s  A2s  As . On the other hand, Ar(A) is
the unit element of G(A). Hence Ar(A)+s = Ar(A)As = As . The inequality As 
A2s  As impliesAs = A2s andA2s = As · As = A2s · As = A3s , . . . . This implies
As = Als for all positive integers l. Since G(A) is a finite group of order d(A), we
have Ad(A)s = Ar(A), and so As = Ar(A). This proves the proposition. 
Proposition 3.4. If As is transitive, then d(A)|s. In particular, d(A)|t (A).
Proof. We first show that Ar(A) = Ar(A)+s . Since A2(r(A)+s) = A2r(A)A2s  Ar(A)
As = Ar(A)+s , we conclude that Ar(A)+s is transitive. Furthermore Ar(A)+s ∈ G(A),
hence Ar(A)+s = Ar(A) (by Proposition 3.3).
Suppose now that d(A) |s and write s = l1d(A)+ l2, where l1  0 is an integer
and 0 < l2 < d(A). We then have Ar(A) = Ar(A)+l1d(A)+l2 = Ar(A)+l2 . This contra-
dicts to the fact that G(A) is of order d(A). 
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4. Some estimates for k(A) and d(A)
In this section, we shall give some estimates for k(A) and d(A). The following
lemma is a fundamental lemma.
Lemma 4.1. Let A ∈ Mn(L). If there exist u, v ∈ Z+ such that Au  Av, then
d(A)|(u− v).
Proof. The case u = v is trivial. Suppose therefore u < v (the case v < u is anal-
ogous). Then Au  Au+(v−u). Hence Au+(v−u) = Au · Av−u  Au+(v−u) · Av−u =
Au+2(v−u), and so
Au  Au+(v−u)  Au+2(v−u)  · · ·  Au+m(v−u)  · · · (4.1)
Since in sequence (4.1) the number of different matrices is finite, there exist k, h ∈
Z+(h < k) such that Au+h(v−u) = Au+k(v−u). From (4.1), it follows that
Au+h(v−u) = Au+h(v−u)+(v−u). (4.2)
Let w ∈ Z+ be such that w  max{u+ h(v − u), k(A)}. Then, from (4.1), we have
Aw = Aw+(v−u). (4.3)
On the other hand
Aw = Aw+d(A). (4.4)
By (4.3) and (4.4) and the definition of d(A), we have d(A)  v − u. Let v −
u = pd(A)+ q with 0  q  d(A)− 1 and p > 0. Then Aw+q = Aw+q+pd(A) =
Aw+(v−u) = Aw. From the definition of d(A) and the fact that 0  q  d(A)− 1, it
follows that q = 0 and so d(A)|(u− v). 
Lemma 4.2 [10, Proposition 2.4]. Let A ∈ Mn(L). Then An  An+[n], where [n] is
the least common multiple of the integers 1, 2, . . . , n.
By Lemmas 4.1 and 4.2, we have:
Theorem 4.3. For any A ∈ Mn(L), we have d(A) | [n].
Theorem 4.3 generalizes Theorem 3.7(1) in [8].
Lemma 4.4 [11, Theorem 4.3]. For any A ∈ Mn(B1), we have
k(A)  (n− 1)2 + 1,
where B1 is the binary Boolean algebra {0, 1}.
Let Bk be a finite Boolean lattice and σ1, σ2, . . . , σk denote its atoms. It is clear
that |Bk| = 2k . For anym× nmatrixA = (aij ) overBk , the lth constituent ofA,A(l),
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is the m× n binary Boolean matrix whose (i, j)th entry is 1 if and only if aij  σl .
Evidently,
A =
k∑
l=1
σlA(l).
Lemma 4.5 [7, Proposition 2.1]. If A =∑kl=1 σlC(l) and C(l) are all (0, 1) matri-
ces, then C(l) = A(l) for all 1  l  k. That is, the constituents of A are the unique
binary solutions to A =∑kl=1 σlX(l).
Lemma 4.6 [7, Proposition 2.2]. For all m× n matrices A and all n× s matrices B
over Bk, we have (AB)(l) = A(l)B(l).
Lemma 4.7. For any A ∈ Mn(Bk), we have k(A)  (n− 1)2 + 1.
Proof. For any A ∈ Mn(Bk), we have
A(n−1)2+1+[n] =
k∑
l=1
σl
(
A(n−1)2+1+[n]
)
(l)
=
k∑
l=1
σl
(
A
(n−1)2+1+[n]
(l)
)
(by Lemma 4.6)
=
k∑
l=1
σl
(
A(l)
)(n−1)2+1 (by Lemma 4.4 and Theorem 4.3)
=
k∑
l=1
σl
(
A(n−1)2+1
)
(l)
= A(n−1)2+1.
Therefore k(A)  (n− 1)2 + 1. This proves the lemma. 
Theorem 4.8. For any A ∈ Mn(L), we have k(A)  (n− 1)2 + 1.
Proof. Let S(A) denote the set of all elements of A, and L(A) denote the sublattice
of L generated by S(A). By Lemma 2.1, L(A) is a finite distributive lattice. By Lem-
ma 2.2, L(A) may be embedded in some finite Boolean lattice Bk . Therefore, A may
be regarded as a matrix over Bk . That is, A ∈ Mn(Bk). Hence k(A)  (n− 1)2 + 1
by Lemma 4.7. This proves the theorem. 
Theorem 4.8 generalizes Theorem 4.3 in [11] and Theorem 10(2) in [3].
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Let now A be an n× n lattice matrix. We may establish the following algorithm
to find the d(A) and k(A).
Let the divisors of [n] be d1, d2, . . . , dτ([n]), and 1 = d1 < d2 < · · · < dτ([n]) =
[n], where τ([n]) is the total number of the divisors of [n].
Step 1: Compute successively
A(n−1)2+1, A(n−1)2+1+d1 , . . . , A(n−1)2+1+dτ([n]) . (4.5)
In (4.5) find ds such that A(n−1)2+1 /= A(n−1)2+1+dj for j = 1, 2, . . . , s − 1, but
A(n−1)2+1 = A(n−1)2+1+ds .
Then d(A) = ds . Go to step 2.
Step 2: Compute successively
(A,A1+d(A)), (A2, A2+d(A)), . . . , (A(n−1)2+1, A(n−1)2+1+d(A)). (4.6)
In (4.6) find k such that Ak−1 /= Ak−1+d(A), but Ak = Ak+d(A). Then k(A) = k.
Stop.
Example 4.9. Consider the lattice L = {0, a, b, c, d, 1} whose diagram is as fol-
lows:
It is easy to see that L is a distributive lattice.
Now let
A =

0 d bc 0 d
d 1 a

 ∈ M3(L).
Then k(A)  (3 − 1)2 + 1 = 5 and d(A)|6. Therefore, d(A) = 1, 2, 3 or 6.
Since
A5 =

d 1 dd d 1
1 d d

 , A6 =

1 d dd 1 d
d d 1

 /= A5,
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A7 =

d d 11 d d
d 1 d

 /= A5,
but
A8 =

d 1 dd d 1
1 d d

 = A5,
Therefore d(A) = 3. Since
A4 =

a d 11 d d
d 1 d

 /= A7,
but A5 = A8. Hence k(A) = 5.
5. Convergence of powers of lattice matrices
For A ∈ Mn(L), if d(A) = 1, then A is called convergent. It is clear that if A is
convergent then Ak(A) = Ak(A)+1 = · · ·
Theorem 5.1. Let A ∈ Mn(L). (1) If A is transitive or (2) if A  A2, then A con-
verges to Ak(A) with k(A)  n.
Proof. (1) Since A2  A, it follows that Ai+1  Ai for all i. Hence An  An+1
and An+1  Am for all m  n+ 1. Now, any term T of the (i, j)th entry anij of An
is of the form aii1ai1i2 · · · ain−1j , where 1  i1, i2, . . . , in−1  n. Since the number
of indices in T is greater than n, a repetition among them must occur. Let us call the
sequence of entries between two occurrences of one index a cycle. If we repeat the
cycle twice in a succession, the value of T will not change, due to idempotency, but
what we now get, is a term in the (i, j)th entry of Am for some m  n+ 1. Hence
T  amij . But amij  a
n+1
ij (since Am  An+1), we have T  an+1ij for every term T
of anij and so a
n
ij  a
n+1
ij , i.e., A
n  An+1. Therefore An = An+1, i.e., A converges
to Ak(A) with k(A)  n. This prove (1).
(2) Since A2  A, it follows that Ai+1  Ai for all i. Hence An+1  An and
An  Am for m = 1, 2, . . . , n. Now, any term T of the (i, j)th entry an+1ij of An+1 is
of the form aii1ai1i2 · · · ainj . Since the number of indices i, i1, i2, . . . , in, j is n+ 2,
there must be a cycle in T and the cycle does not contain all entries in T. If we drop
the cycle, then a new expression T ′ with m  n entries is obtained. Due to properties
of the operation “·”, T  T ′, but T ′ is a term of the (i, j)th entry amij of Am for some
m  n, we have T  amij . Since amij  anij for all m  n, we have T  anij for every
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term T of an+1ij , and so a
n+1
ij  anij , i.e., An+1  An. Therefore An = An+1, i.e., A
converges to Ak(A) with k(A)  n. This proves (2). 
Corollary 5.2. For any A ∈ Mn(L), we have r(A)/n  t (A)  r(A).
Proof. The inequality t (A)  r(A) follows from the fact that an idempotent ma-
trix is transitive. So it is sufficient to prove t (A)  r(A)/n. By Theorem 5.1, the
matrix At(A) is convergent (since it is transitive) and k(At(A))  n. Hence Ant(A) =
Ant(A)+t (A), which implies Ant(A) = A2nt(A). Thus the matrix Ant(A) is idempotent
and so nt(A)  r(A). 
Corollary 5.3. If A is an n× n diagonally dominant lattice matrix, then A converg-
es to Ak(A) with k(A)  n− 1.
Proof. Let
B =


a11 0 · · · 0
0 a22 · · · 0
· · · · · · · · · · · ·
0 0 · · · ann

 .
Then B  A and A = BA  A2, and so the result follows from Theorem 5.1, case
(2). 
Corollary 5.3 generalizes Corollaries 3B and 3C in [13].
Corollary 5.4. For any n× n symmetric lattice matrix A, we have k(A)  2(n− 1)
and d(A) = 1 or 2.
Proof. Let B = A2. Then
bij = a2ij =
n∑
l=1
ailalj =
n∑
l=1
ailajl
(since A = A′) and
bji = a2ji =
n∑
l=1
ajlali =
n∑
l=1
ailajl = bij for i, j = 1, 2, . . . , n,
and so
n∑
i=1
(bij + bji)=
n∑
i=1
bji
=
n∑
i=1
(
n∑
l=1
ailajl
)
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=
n∑
l=1
ajl
(
n∑
i=1
ail
)
=
n∑
l=1
ajl
(
since ajl 
n∑
i=1
ail
)
=
n∑
l=1
ajlajl = bjj for j = 1, 2, . . . , n.
Therefore B is diagonally dominant. By Corollary 5.3, we have d(B) = 1 and k(B) 
n− 1, and so d(A) = 1 or 2, k(A)  2(n− 1). This proves the corollary. 
At the end of this section, we first introduce the concept of the eigen set and a
lemma, and then we give an equivalent condition for convergence of the powers of a
lattice matrix.
Let A ∈ Mn(L), and E(A) = {ξ | ξ ∈ Vn(L),Aξ = ξ}. The set E(A) is called the
eigen set of A.
Lemma 5.5. Let A ∈ Mn(L) and r, s ∈ Z+. If r | s. Then E(Ar) ⊆ E(As).
The proof is omitted.
Theorem 5.6. For any A ∈ Mn(L), the following statements are equivalent.
(1) A is convergent;
(2) for all m  1, E(Am) = E(A).
Proof. (1)⇒ (2): Suppose that A is convergent. Then, for any positive integer m
and any ξ ∈ E(Am), we have Amξ = ξ , and so Aumξ = ξ for all u  1. On the
other hand, since Ak(A) = Ak(A)+1 = · · · , Aum = Aum+1 for um  k(A), and so
Aum+1ξ = Aumξ . But Aumξ = ξ , we have Aξ = ξ , i.e., ξ ∈ E(A). Thus E(Am) ⊆
E(A). By Lemma 5.5, we have E(A) ⊆ E(Am). Hence E(Am) = E(A).
(2)⇒ (1): Suppose thatE(Am) = E(A) for allm  1. Then, sinceAk(A)+d(A) =
Ak(A), Ad(A)(Ak(A)ξ) = Ak(A)ξ for all ξ ∈ Vn(L), i.e.,Ak(A)ξ ∈ E(Ad(A)) = E(A).
Therefore Ak(A)+1ξ = Ak(A)ξ , and so Ak(A)+1ei = Ak(A)ei for i = 1, 2, . . . , n,
where ei is the n-tuple over L with 1 as ith coordinate, 0 otherwise. Hence Ak(A)+1
(e1, e2, . . . , en) = Ak(A)(e1, e2, . . . , en), i.e., Ak(A)+1In = Ak(A)In and so Ak(A)+1
= Ak(A). This proves the theorem. 
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6. Nilpotent lattice matrices
Let A ∈ Mn(L). A is called nilpotent if there exists some k  1 such that Ak =
On.
It is clear that if A is nilpotent, then A converges to the zero matrix. In this case
k(A) is called the nilpotent index of A.
Proposition 6.1 [5, Corollary 5.2]. Let A ∈ Mn(L). Then A is nilpotent iff An = On.
Proposition 6.2. Let A ∈ Mn(L), and P be an n× n permutation matrix. Then A is
nilpotent if and only if PAP′ is nilpotent.
The proof is omitted.
Proposition 6.3. Let A ∈ Mn(L) be nilpotent. Then |A| = 0.
Proof. Since A is nilpotent, An = On, and so |A| = |An| = 0 (by Corollary (2) of
Theorem 3 in [14]). 
Theorem 6.4. Let A ∈ Mn(L). Then A is nilpotent if and only if E(A) = {0}, where
0 = (0, 0, . . . , 0)′.
Proof. “⇒”: For any ξ ∈ E(A), we have Aξ = ξ , and so ξ = Aξ = · · · = Anξ = 0
(by Proposition 6.1).
“⇐”: By Lemma 2.9 in [12], we have Ane ∈ E(A), where e = (1, 1, . . . , 1)′. If
E(A) = {0}, then Ane = 0, and so An = On. 
The following lemma is a generalization of the Cayley–Hamilton theorem. Its
proof for quite general algebraic structures, including distributive lattices can also be
found in [1].
Lemma 6.5 [14]. Let A ∈ Mn(L). Then An + p1(−)(A)An−1 + p2(+)(A)An−2 +
· · · + bIn = p1(+)(A)An−1 + p2(−)(A)An−2 + · · · + cIn, where
pk(−)(A) =
∑
1r1<···<rkn

 ∑
π∈s(r1,...,rk), π is odd
ar1π(r1) · · · arkπ(rk)

 ,
pk(+)(A) =
∑
1r1<···<rkn

 ∑
π∈s(r1,...,rk), π is even
ar1π(r1) · · · arkπ(rk)

 ,
s(r1, . . . , rk) is the symmetric group of all permutations of the set {r1, . . . , rk}, b =
pn(+)(A) and c = pn(−)(A) when n is even, b = pn(−)(A) and c = pn(+)(A) when
n is odd.
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Theorem 6.6. Let A ∈ Mn(L). Then A is nilpotent if and only if every principal
minor of A is 0.
Proof. “⇒”: Suppose that A is nilpotent. Let |B| be any principal minor of A, where
B is a principal submatrix of A. Then there exists a permutation matrix P such that
PAP′ =
[
B ∗
∗ ∗
]
.
By Proposition 6.2, we have PAP′ is also nilpotent, and so the matrix[
B O
O O
]
is nilpotent since[
B O
O O
]

[
B ∗
∗ ∗
]
.
But [
B O
O O
]l
=
[
Bl O
O O
]
for all l
thus B is also nilpotent, and so |B| = 0 (by Proposition 6.3).
“⇐”: Suppose that every principal minor of A is 0. Then
pk(+)(A)+pk(−) (A)=
∑
1r1<···<rkn

 ∑
π∈s(r1,...,rk)
ar1π(r1) . . . arkπ(rk)


=
∑
1r1<···<rkn
∣∣∣∣A
(
r1 · · · rk
r1 · · · rk
)∣∣∣∣ = 0
for k = 1, 2, . . . , n,
and so pk(+)(A) = pk(−)(A) = 0 for k = 1, 2, . . . , n. By Lemma 6.5, we have An =
On. This proves the theorem. 
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