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Some new appliations
of the Stanley-Madonald Pieri Rules
A.M. Garsia, J. Haglund, G. Xin and M. Zabroki
Dediated to Rihard Stanley for his 70th birthday
Abstrat
In a seminal paper [22℄ Rihard Stanley derived Pieri rules for the Jak symmetri funtion
basis. These rules were extended by Madonald to his now famous symmetri funtion basis. The
original form of these rules had a forbidding omplexity that made them diÆult to use in expliit
alulations. In the early 90's it was disovered [10℄ that, due to massive anellations, the dual
rule, whih expresses skewing by e1 the modied Madonald polynomial H˜µ[X ; q, t], an be given a
very simple ombinatorial form in terms of orner weights of the Ferrers' diagram of µ. A similar
formula was later obtained by the last named author for the multipliation of H˜µ[X ; q, t] by e1,
but never published. In the years that followed we have seen some truly remarkable uses of these
two Pieri rules in establishing highly non trivial ombinatorial results in the Theory of Madonald
polynomials. This theory has reently been spetaularly enrihed by various Algebrai Geometrial
results in the works of Hikita [15℄, Shimann [19℄, Shimann-Vasserot [20℄, [21℄, A. Negut [18℄ and
Gorsky-Negut [12℄. This development opens up the hallenging task of deriving their results by
purely Algebrai Combinatorial methods. Substantial progress in this task was obtained in [3℄. In
this paper we present the progress obtained by means of Pieri rules.
I. Introdution
In this paper, as in [3℄, the main ators are the family of symmetri funtion operators Dk
and D∗k introdued in [6℄, whose ation on a symmetri funtion F [X ] may be written on the form
a) DkF [X ] = F [X +
M
z ]
∑
i≥0
(−z)iei[X ]
∣∣∣
zk
(with M = (1− t)(1 − q))
b) D∗kF [X ] = F [X −
M˜
z ]
∑
i≥0
zihi[X ]
∣∣∣
zk
(
M˜ = (1− 1/t)(1− 1/q)
) I.1
where expressions are given in plethysti notation whih we shall review in Setion 1.
We will fous here, as in [3℄, on the algebra A of symmetri funtion operators generated by
the family {Dk}k≥0. It was shown in [3℄ that A is bi-graded by assigning the generator Dk bi{degree
(1, k) . Its onnetion to the Algebrai Geometrial developments is that A is a onrete realization
of a portion of the Ellipti Hall Algebra studied by Shimann and Vasserot in [19℄ ,[20℄ and [21℄.
In partiular A ontains a distinguished family of operators {Qu,v}u,v≥0 of bi-degree given
by their index that an be shown to play a entral role in the onnetion between Madonald
Polynomials and Parking Funtions (see [4℄). For nonnegative, and o-prime index pair (m,n) the
onstrution of the operators Qm,n is quite simple. We write
Split(m,n) = (a, b) + (c, d) if and only if
{
a) (m,n) = (a, b) + (c, d)
b) det
∥∥∥ a c
b d
∥∥∥ = 1 . I.2
Geometrially this simply says that (a, b) is the lattie point losest to the segment (0, 0)→(m,n) and
(0, 0)→(a, b)→(m,n) is the ounter-lokwise order of the verties of a non-trivial triangle. These
onditions fore also the pairs (a, b) and (c, d) to be o-prime and we an reursively dene
Qm,n =
1
M [Qc,d, Qa,b] =
1
M (Qc,dQa,b −Qa,bQc,d) I.3
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with base ases
a) Q1,0 = D0 and b) Q0,1 = −e1 I.4
where for a symmetri funtion f we let \f" denote the operator, \multipliation by f ."
Now from the denition in I.1 a) it easily follows that
Dk =
1
M [Dk−1, e1] (for all k ≥ 1) I.5
and I.3 then yields
Q1,k = Dk. I.6
Thus for m,n positive integers we may replae the reursion in I.3 by
Qm,n =

1
M [Qc,d, Qa,b] if m > 1,
Dn if m = 1.
I.7
This implies that Qm,n ∈ A for all (m,n) positive and o-prime.
The denition of the operators Qu,v for non o-prime pairs (u, v) and the proof of some of
their remarkable properties was arried out in [3℄ by means of two basi tools.
To be more expliit we need some auxiliary material. Firstly, we will write (u, v) = (km.kn)
with (m,n) a o-prime pair and k = gcd(u, v). Next note that from Split(m,n) = (a, b) + (c, d) we
derive that
(u, v) = (im+ a, in+ b) + (jm+ c, jn+ d) (for all i+ j = k − 1) I.8
This given, in [3℄ it is shown that we may set
Qu,v =
1
M [Qjm+c,jn+d, Qim+a,in+b] (for any i+ j = k − 1) I.9
by proving that all the operators on the right hand side are the same. Sine both pairs (im+a, in+b)
and (jm + c, jn + d) always turn out to be o-prime, this shows that Qu,v is well dened, and also
shows that Qu,v ∈ A for any u, v ≥ 1.
The equality of the operators ourring on the right hand side of I.9 was obtained in [3℄ by
two steps. In the rst step I.9 is established for (m,n) = (1, 1) and in the seond step I.9 is derived
in full generality from this speial ase by means of a natural ation of SL2[Z] on A whih preserves
all the identities satised by the operators Dk. In partiular a proof is given in [3℄ that for the
generators
[
a c
b d
]
=
[
1 1
0 1
]
and
[
a c
b d
]
=
[
1 0
1 1
]
we have
[
a c
b d
]
Qm,n = Qam+cn,bm+dn.
This given, it is rst shown in [3℄ that the ase (m,n) = (1, 1) of I.9 is a onsequene of the ommutator
identity
(DaD
∗
b −D
∗
bDa)P [X ] = M
(qt)−a
tq−1 ha+b
[
X(1− tq)
]
P [X ] (for a+ b > 0) I.10
In fat, by setting
Dk = Q1,k and D
∗
k = −(qt)
k−1Q−1,k I.11
I.10 beomes the operator identity
1
M [Q−1,b , Q1,a] =
qt
qt−1 ha+b[X(1/qt− 1)]. I.12
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Next it is shown in [3℄ that for all o-prime (m,n) we have
∇Qm,n∇
−1 =
[
1 1
0 1
]
Qm,n = Qm+n,n I.13
where ∇ is the operator, introdued in [1℄ with eigen-funtions the modied Madonald basis
{H˜µ[X ; q, t]}µ. Thus onjugating I.12 by ∇, gives
1
M [Qb−1,b , Qa+1,a] =
qt
qt−1 ∇ha+b[X(1/qt− 1)]∇
−1
(for a+ b > 0). I.14
Sine for (m,n) = (1, 1) we have (a, b) = (1, 0) and (c, d) = (0, 1) we see that I.14 implies that for
(m,n) = (1, 1) all the operators on the right hand side of I.9 are idential and we may thus set
Qk,k =
qt
qt−1 ∇hk[X(1/qt− 1)]∇
−1. I.15
The nal step is obtained by showing that the identities in I.9 are simply images of I.14 and I.15 by
the SL2[Z] ation.
In this paper, using the symmetri funtion tools reated in the 90's in the study of Ma-
donald polynomials, most partiularly in [8℄, [6℄, [2℄, we develop a parallel variety of identities by
letting the operators Qk,−1 and Qk,1 play the role that Q1,k and Q−1,k play in [3℄. The fat that for
U =
[
0 1
−1 0
]
=
[
1 1
0 1
][
1 0
1 1
]−1[ 1 1
0 1
]
we have
UQ1,k = Qk,−1 , UQ−1,k = Qk,1
guided us to a number of surprising disoveries. In partiular it turns out that an identity that was
disovered in 2008 in the researh that yielded the results in [11℄ may be viewed as an image by U
of the identity in I.12.
To state our results we need to reall some notational onventions. To begin, we will identify
partitions with their Frenh Ferrers diagrams. Next, for a ell c ∈ µ we let lµ(c), aµ(c), l
′
µ(c) and a
′
µ(c)
denote the \leg", \arm", \oleg' and \oarm ", of c in µ (as in [17℄). Beause we are using Frenh
notation, these parameters ount the number of ells of µ that are respetively stritly North, East,
South and West of c in µ. We then set
Bµ(q, t) =
∑
c∈µ
tl
′
µ(c)qa
′
µ(c), Πµ(q, t) =
∏
c∈µ
(0,0)(1− tl
′
µ(c)qa
′
µ(c)) I.16
where the supersript (0, 0) in the produt is to avoid the vanishing fator. In addition we set
Tµ =
∏
c∈µ
tl
′
µ(c)ta
′
µ(c), wµ(q, t) =
∏
c∈µ
(qaµ(c) − tlµ(c)+1)(tlµ(c) − qaµ(c)+1), I.17
The modied Madonald polynomials {H˜µ[X ; q, t]}µ we work with here form the unique symmetri
funtion basis that is (in dominane order) upper triangularly related to the modied Shur basis
{sλ
[
X
t−1
]
}λ and satises the orthogonality ondition〈
H˜λ , H˜µ
〉
∗
= χ(λ = µ)wµ(q, t), I.18
where
〈
,
〉
∗
is the deformation
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〈
pλ , pµ
〉
∗
= (−1)|µ|−l(µ)
l(µ)∏
i=1
(1− tµi)(1− qµi) zµ χ(λ = µ) I.19
of the Hall salar produt
〈
pλ , pµ
〉
= zµ χ(λ = µ). We will all
〈
,
〉
∗
the \star salar produt".
Let us also reall that the operator ∇ is dened by setting
∇H˜µ[X ; q, t] = TµH˜µ[X ; q, t]. I.20
It is also shown in [6℄ that
D0H˜µ[X ; q, t] =
(
1−MBµ(q, t)
)
H˜µ[X ; q, t]. I.21
Both ∇ and D0 are speial ases of a ommuting family of operators dened in [6℄ by setting for a
symmetri funtion F
∆F H˜µ[X ; q, t] = F [Bµ(q, t)]H˜µ[X ; q, t]. I.22
Finally, the family of operators Qm,n with m,n o-prime is extended to the fourth lattie quadrant
by setting
Qm,−n = Q
⊥∗
m,n I.23
where the symbol \⊥∗" denotes the operation of taking the adjoint of an operator with respet to
the star salar produt.
This given, our rst result an be stated as follows.
Theorem I.1
For all m ≥ 1 we have
Qm,0 =
qt
qt−1∆hm
[
(MX−1)(1/qt−1)
] I.24
Notie that, by I.21, this identity may be viewed as the extension to m > 1 of the equality
Q1,0 = D0. Notie further that sine Q0,m =
qt
qt−1hm[X(1/qt − 1)] and the olletion
{∏l(λ)
i=1 Qλi,0
}
λ
may be taken as a basis for the family of symmetri funtion multipliation operators, we an derive
from Theorem I.1 and the identity UQ0,m = Qm,0 the following truly remarkable result.
Theorem I.2
The ation of the 2 × 2 matrix U on a symmetri funtion operator F may be expressed by the
identity
U F [X ] = ∆F [(MX−1)] I.25
Another signiant fat that emerges from our ndings here is that while viewing the op-
erators Qm,n as non-ommutative polynomials in the family Q1,n =
[
0 1
1 1
]n
Q0,1 = Dn expresses
their ation by onstant term formulas, our present way of viewing the operators Qm,n as non-
ommutative polynomials in the family Qm,1 =
[
1 1
0 1
]m
Q0,1 = ∇
mQ0,1∇
−m
expresses their ation
by standard tableaux expansions.
To be more preise we need notation. Let ST n be the set of all standard tableaux with
labels 1, 2, . . . , n and ST (µ) be all the standard tableaux of shape µ. For a given T ∈ ST n, we set
wT (k) = q
j−1ti−1, if the label k of T is in the i-th row and the j-th olumn. This given, our simplest
result in this ontext may be stated as follows.
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Theorem I.3
The operators Qu,v may be written as a linear ombination of the family
{
Qan,1 · · ·Qa2,1Qa1,1
}
ai≥0
,
whose ation on (−1)n may be expressed in the form
1
Mn
Qan,1 · · ·Qa2,1Qa1,1(−1)
n =
∑
µ⊢n
H˜µ[X ; q, t]
wµ
∑
T∈ST (µ)
n∏
k=2
wT (k)
ak 1−wT (k)qt
1−qt
∏
1≤h<k≤n
f
(wT (h)
wT (k)
)
I.26
where for onveniene we have set f(u) = (1−u/t)(1−u/q)(1−u)(1−u/qt) .
We should mention that a similar tableau expansion was rst obtained in [9℄ and in fat
our proof of I.26 follows very losely the arguments used in [9℄. This is preisely where the Stanley-
Madonald Pieri rules play a ruial role. We must also mention that an entirely analogous standard
tableaux expansion for this partiular ation of the Qm,n operators (for (m,n) o-prime) was given
in [12℄. Nevertheless, a distinguishing feature of I.26 is that it is a losed formula. By ontrast, the
expansions in [12℄ as well as in [9℄ are really algorithms, in that the substitutions xk→1/wT (k) used
there are to be arried out iteratively (as we will see in setion 3) due to the fat that the kernel to
whih these substitutions are performed has denominators that vanish under these substitutions.
Here the ruial tool that makes all this possible is the following identity whih may be
viewed as the image by U of the identity in I.12.
Theorem I.4
For all a, b ≥ 0 we have
1
M [Qa,1 , Qb,−1] =
qt
qt−1∆ha+b[(MX−1)(1/qt−1)]. I.27
Our presentation is divided into 3 setions. In the rst setion we will review some of the
identities and denitions that we need in the present development whih were introdued or proved
elsewhere. In the seond setion we give the proof of Theorem I.1 and omplete our treatment
of the algebra A as generated by the operators Qm,1. In the third setion we give the heretofore
unpublished ombinatorial argument that derives, from the Stanley-Madonald Pieri rules, \orner
weights" expressions for the oeÆients dµ,ν in the expansion
e1H˜ν [X ; q, t] =
∑
µ←ν
dµνH˜ν [X ; q, t]. I.28
This done, in this setion we prove two versions of our standard tableaux expansion formulas one
of whih is I.26. We terminate this setion and the paper by pointing out that a reent result of
Bergeron-Haiman [5℄ shows that the Pieri oeÆients dµν and cµ,ν are not as limited as may appear
on the surfae.
1. Preliminaries
The spae of symmetri polynomials with oeÆients in Q[q, t] will be denoted Λ. The
subspae of homogeneous symmetri polynomials of degree m will be denoted Λ=m. We will seldom
work with symmetri polynomials expressed in terms of variables but rather express them in terms
of one of the lassial symmetri funtion bases {mλ}λ, {pλ}λ, {hλ}λ, {eλ}λ and {sλ}λ (Schur).
We reall that the fundamental involution ω may be dened by setting for the power basis
ωpλ = (−1)
n−kpλ = (−1)
|λ|−l(λ)pλ 1.1
where for any vetor v = (v1, v2, . . . , vk) we set |v| =
∑k
i=1 vi and l(v) = k.
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In dealing with symmetri funtion identities, speially with those arising in the Theory of
Madonald Polynomials, we nd it onvenient and often indispensable to use plethysti notation.
This devie has a straightforward denition whih an be verbatim implemented in MAPLE or
MATHEMATICA for omputer experimentation. We simply set for any expression E = E(t1, t2, . . .)
and any power symmetri funtion pk
pk[E] = E(t
k
1 , t
k
2 , . . .). 1.2
This given, for any symmetri funtion F we set
F [E] = QF (p1, p2, . . .)
∣∣∣
pk→E(tk1 ,t
k
2 ,...)
1.3
where QF is the polynomial yielding the expansion of F in terms of the power basis.
A paradoxial but neessary property of plethysti substitutions is that 1.3 requires
pk[−E] = −pk[E]. 1.4
This notwithstanding, we will still need to arry out ordinary hanges of signs. To distinguish it from
the \plethysti" minus sign, we will arry out the \ordinary" sign hange by means of a new variable
ǫ whih outside of the plethysti braket is simply replaed by −1. For instane, these onventions
give for Xk = x1 + x2 + · · ·+ xn
pk[−ǫXn] = −ǫ
k
n∑
i=1
xki = (−1)
k−1
n∑
i=1
xki
Thus for any symmetri funtion F ∈ Λ and any expression E we have
ωF [E] = F [−ǫE] 1.5
In partiular, if F ∈ Λ=k we may also rewrite this as
F [−E] = (−1)kωF [E]. 1.6
The formal power series
Ω = exp
(∑
k≥1
pk
k
)
ombined with plethysi substitutions provides a powerful way of dealing with the many generating
funtions ourring in our manipulations. In fat, for any given expression E we will set
Ω[E] = exp
(∑
k≥1
pk[E]
k
)
and sine for any two expressions A,B 1.3 gives
pk[A+B] = pk[A] + pk[B] 1.7
We derive from this the fundamental formula
Ω[A+B] = Ω[A] Ω[B] 1.8
August 20, 2018 Stanley-Macdonald Pieri Rules 7
In partiular for A =
∑n
i=1 ai and B =
∑m
j=1 bj we also get
Ω[z(A−B)] =
∏m
j=1(1− bjz)∏n
i=1(1− aiz)
1.9
Clearly, for any two expressions A,B we an view Ω[z(A − B)] as the generating funtions of the
homogeneous symmetri funtions plethystially evaluated at A−B
Ω[z(A−B)] =
∑
m≥1
zmhm[A− B]
In partiular, by equating oeÆients of zm on both sides of 1.9, we get (using 1.6)
hm[A−B] =
m∑
r=0
hm−r[A]hr[−B] =
m∑
r=0
hm−r[A](−1)
rer[B]
In partiular it follows from this that
hm[(1 − t)(1− q)] =
 (1− t)(1 − q)
∑m−1
i=0 (qt)
i
if m > 0
1 if m = 0
1.10
The following fats (proved in [6℄) will play a basi role here
Proposition 1.1
Dk and D
∗
k are ∗-adjoint to (−1)
kD−k and (−qt)
kD∗−k respetively. Moreover they are related to
the modied Madonald polynomials H˜µ[X ; q, t] and ∇ by the identities
(i) D0 H˜µ = −Dµ(q, t) H˜µ (i)
∗ D∗0 H˜µ = −Dµ(1/q, 1/t) H˜µ
(ii) Dk e1 − e1Dk = M Dk+1 (ii)
∗ D∗k e1 − e1D
∗
k = −M˜ D
∗
k+1
(iii) ∇ e1∇
−1 = −D1 (iii)
∗ ∇D∗1∇
−1 = e1
(iv) ∇−1 e⊥1 ∇ =
1
MD−1 (iv)
∗ ∇−1D∗−1∇ = −M˜ e
⊥
1
(v) Dke
⊥
1 − e
⊥
1 Dk = Dk−1 (v)
∗ D∗ke
⊥
1 − e
⊥
1 D
∗
k = −D
∗
k−1
1.11
with e⊥1 the Hall salar produt adjoint of multipliation by e1, M˜ = (1− 1/t)(1 − 1/q) and
Dµ(q, t) = MBµ(q, t)− 1 1.12
As in [3℄ our starting point are the identiations
a) Q0,1 = −e1 , b) Q1,0 = D0 , 1.13
Thus it follows from 1.11 (ii), (iii) and the denition in I.3 that
a) Q1,k = Dk b) Q1,1 = ∇Q0,1∇
−1 1.14
Now it is shown in [3℄ that the denition in I.3 ombined with 1.13 b) implies the following funda-
mental identity.
Proposition 1.2
For any o-prime pair m,n we have
Qm+n,n = ∇Qm,n∇
−1.
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In partiular it follows that we also have
Qm,1 = ∇
mQ0,1∇
−m = −∇me1∇
−m. 1.15
For notational onveniene, here and after we may use the symbol \Tm" to represent \−∇
me1∇
−m
".
The following basi fat is also an immediate onsequene of the denition in I.3
Theorem 1.1
For any o-prime pair m,n we may set
Qm,n =

1
M [Qc,d, Qa,b] if n > 1 and Split(m,n) = (a, b) + (c, d)
Tm if n = 1.
1.16
For instane, sine we have (see adjaent gure)
The denition in 1.16 gives
Q7,4 =
1
M [Q5,3, T2] , Q5,3 =
1
M [Q3,2, T2] , Q3,2 =
1
M [T1, T2].
Thus
Q7,4 =
1
M3 [[[T1, T2], T2], T2] =
1
M3 (T1T
3
2 − 3T2T1T
2
2 + 3T
2
2 T1T2 − T
3
2 T1)
We should mention that it follows from the Stanley-Madonald Pieri rules that to ompute the
ation of an operator Qm,n we only need its \symbol " Ξm,n. This is the polynomial in x1, x2, . . . , xn
that is obtained by replaing, in eah monomial, the ith fator Tai by x
ai
i . For instane for Q7,4 this
gives
Ξm,n[x1, x2, x3, x4] =
1
M
(
x1x
2
2x
2
3x
2
4 − 3x
2
1x2x
2
3x
2
4 + 3x
2
1x
2
2x3x
2
4 + x1x
2
2x
2
3x
2
4
)
In the general ase, denoting by Sk the operation of making the replaements xi→xi+k in a polynomial
in the xi variables, we an onstrut Ξm,n[x1, x2, . . . , xn] by the reursion
Ξm,n =

1
M
(
Ξc,dSdΞa,b − Ξa,bSbΞc,d
)
if n > 1 and Split(m,n) = (a, b) + (c, d)
xm1 if n = 1.
1.17
This given, as a orollary of Theorem I.3 we will obtain that
Qm,n(−1)
n =
∑
µ⊢n
H˜µ[X ; q, t]
wµ
∑
T∈ST (µ)
Ξ[wT (1), wT (2), . . . , wT (n)]
n∏
k=2
1−wT (k)qt
1−qt
∏
1≤h<k≤n
f
(wT (h)
wT (k)
)
1.18
Our rst task will be to establish the identities that permit our denition of the operators
Qu,v when u, v are not o-prime. This was arried out in [3℄ by viewing A as generated by the family
{Q1,n}n≥0. In the present development, (due to Theorem 1.1), we view A as generated by the family
{Qm,1}m≥0. It turns out that an identity established in 2008 in the researh that led to results in
[11℄ turns out to provide the basi ingredient needed in the present development. It may be stated
as follows
Theorem 1.2
For all m ≥ 1 the operators in the family{
[Qb,−1, Qa,1]
}
a≥0;b≥0
a+b=m
1.19
all ommute with D0 and at identially on Λ.
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The proof will be given in the next setion. Here we will prove what is neessary to dene
the operators Qb,−1 and derive some of their properties.
To begin, for any o-prime pair (m,n) we will set
Qm,−n = Q
⊥∗
m,n 1.20
where \⊥∗" denotes the operation of the taking the adjoint of a symmetri funtion operator with
respet to the ∗-salar produt. In other words Qm,−n is the unique operator whih satises〈
Qm,−nf , g
〉
∗
=
〈
f , Qm,ng
〉
∗
(for all f, g ∈ Λ). 1.21
To obtain an expliit formula for Qb,−1 our starting point are the following two auxiliary
identities
Lemma 1.1
For all f, g ∈ Λ we have 〈
f , g
〉
∗
=
〈
φωf , g
〉
=
〈
ω φf , g
〉
where φ is the operator dened by the plethysti substitution
φ f [X ] = f
[
MX
]
= f
[
(1− t)(1 − q)X
]
. 1.22
This is an easy onsequene of the denition in I.19 (see [6℄ for a proof).
Lemma 1.2
Q0,−1 = −Me
⊥
1 1.23
where e⊥1 is the adjoint of e1 with respet to the Hall salar produt.
Proof
Reall from 1.13 a) that Q0,1 = −e1 thus by 1.22〈
Q0,1f , g
〉
∗
= −
〈
e1f , g
〉
∗
= −
〈
φωe1f , g
〉
= −M
〈
e1φωf , g
〉
= −M
〈
φωf , e⊥1 g
〉
= −M
〈
f , e⊥1 g
〉
∗
.
As a orollary we get
Proposition 1.3
For all m ≥ 1 we have
Qm,−1 = −M∇
−me⊥1 ∇
m. 1.24
Proof
From the partiular ase n = 1 of 1.20 we have〈
Qm,−1f , g
〉
∗
=
〈
f , Qm,1g
〉
∗
(for all f, g ∈ Λ)
and 1.15 gives 〈
Qm,−1f , g
〉
∗
=
〈
f , ∇mQ0,1∇
−mg
〉
∗
= −M
〈
∇−me⊥1 ∇
mf , g
〉
∗
.
The last equality is due to the self-adjointness of ∇ with respet to the ∗-salar produt.
The following identities will also play a role in the sequel
Proposition 1.4
For all a, b ≥ 1 we have
a) Qa,1 =
1
M
[
Qa−1,1 , D0
]
b) Qb,−1 =
1
M
[
D0 , Qb−1,−1
]
. 1.25
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Proof
The identity in 1.25 a) is an instane of 1.16. The identity in 1.25 b) is the ∗-adjoint of 1.25
a) together with the fat that taking \⊥∗" reverses order.
For F [X ; q, t] ∈ Λ let us set
↓ F [X ; q, t ] = ω F [X ; 1/q, 1/t ] = F [−ǫX ; 1/q, 1/t ] . 1.26
It is easily seen that the operator \↓" is an involution. It also has the following useful properties,
proved in [6℄.
Proposition 1.5
a) ↓ ∇ ↓ = ∇−1
b) ↓ Dk ↓ = (−1)
kD∗k .
1.27
2. Proofs of basi identities for the algebra A
Our goal in this setion is to prove Theorem I.1 and its orollary Theorem I.2. This requires
establishing rst Theorem 1.2. To arry all this out, we need some preliminary observations and
establish some auxiliary properties of the family of operators
Qm,−1 = ∇
−mQ0,−1∇
m = −M∇−me⊥1 ∇
m. 2.1
For notational onveniene we need to set
∇−me⊥1 ∇
m = Vm. 2.2
This given, 1.24 and and 1.25 b), namely the two identities
Qm,−1 = −M∇
−me⊥1 ∇
m , Qb,−1 =
1
M [D0, Qb−1,−1]
ombine to give us the reursion
Vm =
1
M [D0 , Vm−1]. 2.3
Surprisingly, a simple onjugation by the \↓" operators reverses this reursion. More preisely
we have
Proposition 2.3
Vm−1 =
1
M˜
[D∗0 , Vm]. 2.4
Proof
The denition in 2.2 and 2.3 for m = 1 give
∇−1e⊥1 ∇ =
1
M
[
D0 , e
⊥
1
]
.
Sine we trivially have ↓ e⊥1 ↓= e
⊥
1 (as it is easily veried by applying both sides to any of the
standard symmetri funtion bases), from Proposition 1.4 we derive that
∇e⊥1 ∇
−1 = 1
M˜
[
D∗0 , e
⊥
1
]
. 2.5
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Sine ∇ and D∗0 are both eigen-operators for the modied Madonald basis {H˜µ[X ; q, t]}µ, they
ommute. Thus onjugating both sides of 2.5 by ∇−m gives
∇−m+1e⊥1 ∇
m−1 = 1
M˜
[
D∗0 , ∇
−me⊥1 ∇
m
]
,
whih is another way of writing 2.4.
Theorem 2.1
The operator
Um =
[
∇−me⊥1 ∇
m , e1
]
2.6
ommutes with both D0 and D
∗
0 and therefore it is an eigen-operator of the basis
{
H˜µ[X ; q, t]
}
µ
.
Proof
We will prove by indution that we have for all m ≥ 1 a) Um = [D1, Vm−1]
b) [Um, D
∗
0 ] = 0
. 2.7
Note that setting m = 1 in 2.6 and using 1.11 (iii) and then 1.11 (ii) we get
U1 =
[
∇−1e⊥1 ∇ , e1
]
= 1M
[
D−1 , e1
]
= D0.
This proves 2.7 b) for m = 1. To prove 2.7 in the base ase, we are left to show that
D0 = [D1, e
⊥
1 ],
but this is preisely 1.11(v). We an thus indutively assume 2.7 true up to m− 1.
Now by denition we have
Um = [Vm, e1]
and 2.3 gives
Um =
1
M
[
[D0, Vm−1], e1
]
(by Jaobi) = − 1M
[
[Vm−1, e1], D0
]
−
[
[e1, D0], Vm−1
]
(by 1.11 (ii)) = − 1M
[
Um−1, D0
]
+
[
D1, Vm−1
]
(by 2.7 b) for m− 1) =
[
D1, Vm−1
]
.
This proves 2.7 a) for m. To show 2.7 b) for m we use this and get
[Um, D
∗
0 ] =
[
[D1, Vm−1], D
∗
0 ,
]
(by Jaobi) = −
[
[Vm−1, D
∗
0 ], D1
]
−
[
[D∗0 , D1], Vm−1
]
.
2.8
For the rst term Proposition 2.3 gives (using indution)
−
[
[Vm−1, D
∗
0 ], D1
]
= M˜
[
Vm−2, D1
]
= −M˜Um−1. 2.9
For the seond term in 2.8 we have, using 1.11 (iii),
[D∗0 , D1] =
[
∇e1∇
−1 , D∗0
]
(D∗0 and ∇ ommute) = ∇
[
e1 , D
∗
0
]
∇−1
(by 1.11 (ii)∗) = M˜∇D∗1∇
−1
(by 1.11 (iii)∗) = M˜e1.
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Thus
−
[
[D∗0 , D1], Vm−1
]
= −M˜
[
e1, Vm−1
]
= M˜Um−1
and this together with 2.9 redues 2.8 to
[Um, D
∗
0 ] = −M˜Um−1 + M˜Um−1 = 0
ompleting the indution.
We are now nally in a position to prove the following sharpening of Theorem 1.2.
Theorem 2.2
For all m ≥ 1 the operators in the family{
[Qb,−1, Qa,1]
}
a≥0;b≥0
a+b=m
2.10
at identially on Λ and we an set
Qm,0 =
1
M
[
Qm,−1, Q0,1
]
=
[
∇−me⊥1 ∇
m , e1
]
. 2.11
In partiular we see that the olletion {Qm,0}m≥0 is a ommuting family of eigen-operators for the
modied Madonald basis.
Proof
Notie rst that the seond equality in 2.11 follows from 2.1 and 1.13 a). Moreover, sine
Theorem 2.1 assures that the right hand side of 2.11 ommutes with D0 and D
∗
0, the last assertion
follows from the fat that the eigenvalues of D0 (or D
∗
0) are all distint. Thus the only thing that
remains to prove is the equality of these operators. But this is now easily seen if we write the
operators in 2.10 using 1.15 and 1.24, that is
[Qb,−1, Qa,1] = M
[
∇−be⊥1 ∇
b,∇ae1∇
−a
]
.
In fat, we know from Theorem 2.1 that this operator, for b = m and a = 0, ommutes with ∇ thus
[Qm,−1, Q0,1] = M∇
[
∇−me⊥1 ∇
m, e1
]
∇−1 = M
[
∇−m+1e⊥1 ∇
m−1,∇e1∇
−1
]
= [Qm−1,−1, Q1,1].
Proeeding by desent indution on b ∈ [1,m], assume that for a = m− b we have
[Qm,−1, Q0,1] = [Qb,−1, Qa,1].
Conjugating by ∇ we similarly obtain
[Qm,−1, Q0,1] = ∇[Qb,−1, Qa,1]∇
−1 = [Qb−1,−1, Qa+1,1].
This ompletes the indution and our proof.
Our next and nal task in this setion is the identiation of the eigenvalues of the operators
Qm,0 =
[
∇−me⊥1 ∇
m , e1
]
.
This task, as well as the developments in the next setion are heavily dependent on the Pieri rules
for e1 and e
⊥
1 and their summation formulas. These remarkable identities may be stated as follows.
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Theorem 2.3
For µ ⊢ n and ν ⊢ n− 1 we have
a) e1H˜ν =
∑
µ←ν
dµ,νH˜µ , b) e
⊥
1 H˜µ =
∑
ν→µ
cµ,νH˜ν 2.12
where \ν→µ" means that µ is obtained by adding a orner square to µ. Moreover we also have the basi
relation
dµ,ν = M
wν
wµ
cµ,ν . 2.13
Theorem 2.4
a)
∑
ν→µ
cµν(q, t) (Tµ/Tν)
k =

tq
M hk+1
[
Dµ(q, t)/tq
]
if k ≥ 1
Bµ(q, t) if k = 0
b)
∑
µ←ν
dµν(q, t) (Tµ/Tν)
k =
{
(−1)k−1 ek−1
[
Dν(q, t)
]
if k ≥ 1
1 if k = 0
. 2.14
Remark 2.1
We must mention that 2.12 b) and 2.13 a) were rst proved in [10℄, diretly from the original
Stanley-Madonald Pieri rules. On the other hand for 2.12 a), and 2.13 b), a diret proof was never
published, although extensively used in several publiations. These proofs will be inluded in the
next setion for sake of ompleteness. An indiret derivation of 2.14 a) and b) was also given in [6℄.
Our goal, whih is Theorem I.1, may be simply restated as follows
Theorem 2.5
For all k ≥ 1 and partitions µ we have[
∇−ke⊥1 ∇
k , e1
]
H˜µ[X ; q, t] =
qt
qt−1hk
[
Dµ(q, t)(
1
qt − 1)
]
H˜µ[X ; q, t]. 2.15
Proof
Notie rst that if we know already that a ertain symmetri funtion operator Z is an
eigen-operator for the basis {H˜µ[X ; q, t]}µ, then given the expansion
e∗n[X ] = en[
X
M ] =
∑
µ⊢n
H˜µ[X ; q, t]
wµ
we an simply identify its eigenvalues zµ from the formula
Z en[
X
M ] =
∑
µ⊢n
H˜µ[X ; q, t]
wµ
zµ.
This given, let us start with
∇ke1e
∗
n =
∑
µ⊢n
1
wµ
∑
γ←µ
dγµH˜γT
k
γ
=
∑
γ⊢n+1
H˜γT
k
γ
wγ
∑
µ→γ
wγ
wµ
dγµ
(by 2.13) = M
∑
γ⊢n+1
H˜γT
k
γ
wγ
∑
µ→γ
cγµ
(by 2.14 a)) = M
∑
γ⊢n+1
H˜γT
k
γ
wγ
Bγ(q, t).
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Thus
∇−ke⊥1 ∇
ke1e
∗
n = M
∑
γ⊢n+1
∇−ke⊥1 H˜γT
k
γ
wγ
Bγ(q, t)
= M
∑
γ⊢n+1
T kγ
wγ
Bγ(q, t)
∑
δ→γ
cγδH˜δT
−k
δ
= M
∑
δ⊢n
H˜δ
wδ
∑
γ←δ
wδ
wγ
cγδ
Tkγ
Tk
δ
Bγ(q, t) =
∑
δ⊢n
H˜δ
wδ
∑
γ←δ
dγδ
Tkγ
Tk
δ
Bγ(q, t).
2.16
But the relation Bγ = Bδ +
Tγ
Tδ
gives
∑
γ←δ
dγδ
Tkγ
Tk
δ
Bγ = Bδ
∑
γ←δ
dγδ
Tkγ
Tk
δ
+
∑
γ←δ
dγδ
Tk+1γ
Tk+1
δ
and 2.14 b) delivers∑
γ←δ
dγδ
Tkγ
Tk
δ
Bγ = (−1)
k−1 Bδ ek−1
[
Dδ(q, t)
]
+ (−1)k ek
[
Dδ(q, t)
]
.
Using this in 2.16 we obtain
∇−ke⊥1 ∇
ke1e
∗
n = (−1)
k−1
∑
δ⊢n
H˜δ
wδ
Bδ ek−1
[
Dδ(q, t)
]
+ (−1)k
∑
δ⊢n
H˜δ
wδ
ek
[
Dδ(q, t)
]
. 2.17
Next we start with
∇−ke⊥1 ∇
ke∗n =
∑
µ⊢n
T kµ
wµ
∑
ν→µ
cµνT
−k
ν H˜ν
=
∑
ν⊢n−1
H˜ν
wν
∑
ν→µ
cµν
wν
wµ
Tkµ
Tkν
= 1M
∑
ν⊢n−1
H˜ν
wν
∑
µ←ν
dµν
Tkµ
Tkν
and 2.14 b) gives
∇−ke⊥1 ∇
ke∗n =
(−1)k−1
M
∑
ν⊢n−1
H˜ν
wν
ek−1
[
Dν(q, t)
]
.
Multiplying on both sides by e1 yields
e1∇
−ke⊥1 ∇
ke∗n =
(−1)k−1
M
∑
ν⊢n−1
1
wν
ek−1
[
Dν(q, t)
]∑
δ←ν
dδνH˜δ
= (−1)
k−1
M
∑
δ⊢n
H˜δ
wδ
∑
ν→δ
wδ
wν
dδν ek−1
[
Dν(q, t)
]
= (−1)k−1
∑
δ⊢n
H˜δ
wδ
∑
ν→δ
cδν ek−1
[
Dν(q, t)
]
.
2.18
To deal with the sum ∑
ν→δ
cδν ek−1
[
Dν(q, t)
]
the identity Dν = Dδ −M
Tδ
Tν
and the addition formula for the ek
′s gives
ek−1[Dν ] = ek−1[Dδ] +
k−1∑
r=1
ek−1−r[Dδ]er[−M ](
Tδ
Tν
)r = ek−1[Dδ] +
k−1∑
r=1
(−1)rek−1−r[Dδ]hr[M ](
Tδ
Tν
)r.
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Thus
∑
ν→δ
cδν ek−1
[
Dν(q, t)
]
=
∑
ν→δ
cδνek−1[Dδ] +
k−1∑
r=1
(−1)rek−1−r[Dδ]hr[M ]
∑
ν→δ
cδν(
Tδ
Tν
)r
and 2.14 b) gives
∑
ν→δ
cδν ek−1
[
Dν(q, t)
]
= ek−1[Dδ]Bδ +
k−1∑
r=1
(−1)rek−1−r[Dδ]hr[M ]
qt
M hr+1[Dδ/qt]
(by 1.10) = ek−1[Dδ]Bδ +
qt
(1−qt)
k−1∑
r=0
(−1)rek−1−r[Dδ](1 − (qt)
r)hr+1[Dδ/qt]
= ek−1[Dδ]Bδ −
qt
(1−qt)
k∑
r=1
(−1)rek−r[Dδ](1− (qt)
r−1)hr[Dδ/qt]
= ek−1[Dδ]Bδ −
qt
(1−qt)
k∑
r=1
ek−r[Dδ]er[−Dδ/qt] +
1
(1−qt)
k∑
r=1
ek−r[Dδ]er[−Dδ]
= ek−1[Dδ]Bδ −
qt
(1−qt)ek[Dδ(1− 1/qt)] +
qt
(1−qt)ek[Dδ]−
1
(1−qt)ek[Dδ]
= ek−1[Dδ]Bδ −
qt
(1−qt)ek[Dδ(1− 1/qt)] − ek[Dδ].
Using this in 2.18 we nally obtain
e1∇
−ke⊥1 ∇
ke∗n = (−1)
k−1
∑
δ⊢n
H˜δ
wδ
ek−1[Dδ]Bδ +
(−1)kqt
(1−qt)
∑
δ⊢n
H˜δ
wδ
ek[Dδ(1− 1/qt)] + (−1)
k
∑
δ⊢n
H˜δ
wδ
ek[Dδ].
Realling that the identity in 2.17 is
∇−ke⊥1 ∇
ke1e
∗
n = (−1)
k−1
∑
δ⊢n
H˜δ
wδ
Bδ ek−1
[
Dδ
]
+ (−1)k
∑
δ⊢n
H˜δ
wδ
ek
[
Dδ
]
,
subtrating this from the former yields the nal identity
[∇−ke⊥1 ∇
k , e1] e
∗
n =
(−1)kqt
qt−1
∑
δ⊢n
H˜δ
wδ
ek[Dδ(1− 1/qt)] =
qt
qt−1
∑
δ⊢n
H˜δ
wδ
hk[Dδ(
1
qt − 1)]
ompleting our proof of 2.15.
Remark 2.2
The identity of Proposition 2.3, namely
[D∗0 , Vk] = M˜ Vk−1, 2.19
is quite remarkable when viewed geometrially. In fat from 2.2 and 2.1 we derive that
Vm = ∇
−me⊥∇m = − 1MQm,−1
and the denition in I.11 gives
D∗0 = −
1
qt Q−1,0
Thus 2.19 is none other than
− 1qt [Q−1,0, Qm,−1] =
M
qtQm−1,1or better
Qm−1,1 =
1
M [Qm,−1, Q−1,0], 2.20
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whih may be viewed as the identity resulting from the following splitting of the vetor (m− 1,−1).
3. Pieri Rules and Standard Tableaux expansions
Expliit formulas for the oeÆients dµ,ν and cµ,ν in 2.12 were rst obtained in [10℄ from
Madonald's formula for the multipliation by e1 of his original Pµ[X ; q, t] basis. More preisely the
latter formula was used in [10℄ to obtain the identity
dµν(q, t) =
∏
s∈Rµν
qaν(s) − tlν(s)+1
qaµ(s) − tlµ(s)+1
∏
s∈Cµν
tlν(s) − qaν(s)+1
tlµ(s) − qaµ(s)+1
3.1
where Rµν and Cµν denote the olletions of ells of ν that are respetively in the row and the olumn
of the ell µ/ν. This done, an easy use of the orthogonality relations in I.18 gave that
cµν(q, t) =
1
M
wµ
wν
dµν(q, t). 3.2
Finally, this relation ombined with 3.1, after many anellations, yielded the identity
cµν(q, t) =
∏
s∈Rµν
tlµ(s) − qaµ(s)+1
tlν(s) − qaν(s)+1
∏
s∈Cµν
qaµ(s) − tlµ(s)+1
qaν(s) − tlν(s)+1
. 3.3
It is not diÆult to see that, in both 3.1 and 3.2, there are still many anellations remaining.
This observation led to extremely useful formulas for these Pieri oeÆients. To state them we need
notation. For a partition µ with l removable orners, let x0, x1, x2, . . . , xl and u0, u1, u2, . . . , ul denote
the weights
(†)
of the ells of µ as illustrated in the adjaent diagram for
l = 5. It is shown in [10℄ that these anellations redue 3.3 to
cµ,ν(k) =
xk
(1− 1t )(1 −
1
q )
∏l
i=0
(
1− uixk
)∏l
i=1;i6=k
(
1− xixk
) , 3.4
where ν(k) is the partition obtained by removing from µ the orner with weight xk = Tµ/Tν(k) .
(†) weight(c) = tl
′
µ(c)qa
′
µ(c)
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Moreover, it is shown in [10℄ that massive anellations also yield the truly remarkable
identity
(1− 1t )(1 −
1
q )Bµ(q, t) = x0 + x1 + · · ·+ xl − u0 − u1 − · · · − ul. 3.5
Somewhat later the last named author derived the ompanion formula for the Pieri oeÆ-
ients dµ,ν . This formula, whih an be obtained by arrying out the appropriate anellations in
3.1, an be written as
dµ(k),ν =
1
q t uk
∏l
i=1
(
1− xiuk
)∏l
i=0;i6=k
(
1− uiuk
) 3.6
provided the shape in 3.4 is now interpreted as the Ferrers' diagram of the partition ν and µ(k) is
now the partition that is obtained from ν by adding the (addable) orner square that is the NE shift
by one ell unit of the ell labelled by uk in 3.4. In partiular this gives that
Tµ(k)/Tν = t q uk. 3.7
Sine the proof of 3.6 was never published, it will be good to inlude it here and at the same time
illustrate the proess that yields 3.6 from 3.1.
To begin let us start from the gure in 3.4 interpreted as the Ferrers' diagram of ν but shift
all the labelled ells NE by one ell unit, plaing a bar on eah of their labels. That is we are setting
xi = qtxi and ui = qtui. With these onventions, multiplying both sides of the identity in 3.5 by qt
and replaing µ by ν we obtain
MBν(q, t) = x0 + x1 + · · ·+ xl − u0 − u1 − · · · − ul 3.8
In the following display we have on the right the labelled Ferrers' diagram of ν and on the
left we have 3.1 atop the identity we will derive from it.
dµν(q, t) =
∏
s∈Rµν
qaν(s) − tlν(s)+1
qaµ(s) − tlµ(s)+1
∏
s∈Cµν
tlν(s) − qaν(s)+1
tlµ(s) − qaµ(s)+1
dµ(k),ν =
1
uk
∏
l
i=1
(
1−
xi
uk
)∏
l
i=0;i6=k
(
1−
ui
uk
) . 3.9
Here, for onveniene, we set
xi = t
αiqβi & ui = t
αi+1qβi (for 0 ≤ i ≤ l, with β0 = αl+1 = 0). 3.10
To get aross the anellations that our in S.21 along the row Rµν , we need only fous
our attention on the following four gures. To help visualize where these gures are loated in the
diagram of ν we have depited in 3.9 the row Rµ(k),ν when the ell added to ν to obtain µ is the one
whose weight is u3
a a
a
a bb b
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To begin note that for two ells a, b ∈ Rµ(k),ν , both of whose legs are l (as in the seond gure above),
we have
qaν(a) − tlν(a)+1 = q(βk−1)−a − tl+1 = qβk−b − tl+1 = qaµ(b) − tlµ(b)+1.
Thus these two fators anel eah other in dµ(k),ν .
On the other hand for two ells a, b ∈ Rµ(k),ν , with a preeding b and b below the ell labelled
ur (as in the third gure above), we have
qaν(a) − tlν(a)+1 = qβk−βr − tαr−αk+1 and qaµ(b) − tlµ(b)+1 = qβk−βr − tαr+1−αk+1 .
Thus these two ells of Rµ(k),ν ontribute the following ratio to dµ(k),ν
qβk−βr − tαr−αk+1
qβk−βr − tαr+1−αk+1
=
qβktαk+1 − tαrqβr
qβktαk+1 − tαr+1qβr
=
uk − xr
uk − ur
. 3.11
These ases take are of all the fators ontributed by Rµ(k),ν exept for the rst fator in
the denominator and the last fator in the numerator, respetively ontributed by the ell b in the
rst gure above and the rst ell a in the last gure above. These two fators yield the ratio
qaν(a) − tlν(a)+1
qaµ(b) − tlµ(b)+1
=
qβk−βk − tαk−αk+1
qβk−β0 − tα1−αk+1
=
qβ0
qβk
qβk tαk+1 − tαkqβk
qβktαk+1 − tα1qβ0
=
1
qβk
uk − xk
uk − u0
. 3.12
We thus obtain that
∏
s∈Rµν
qaν(s) − tlν(s)+1
qaµ(s) − tlµ(s)+1
=
1
qβk
∏k
i=1(uk − xi)∏k−1
i=0 (uk − ui)
. 3.13
To ompute the ontribution of the olumn Cµ(k),ν to dµ(k),ν we start
as in the previous ase to note that for two adjaent ells a, b with the
same arm (as indiated in the third gure on the right), the ratio
tlν(a) − qaν(a)+1
tlµ(b) − qaµ(b)+1
ontributes nothing, sine lν(a) = lµ(b) in this ase.
For the two ells a, b ∈ Cµ(k),ν as indiated in the seond gure
on the right, reasoning as we did above we see that their ontribution to dµ(k),ν is the ratio
tlν(a) − qaν(a)+1
tlµ(b) − qaµ(b)+1
=
tαk+1−αr+1 − qβr+1−βk
tαk+1−αr+1 − qβr−βk
=
uk − xr+1
uk − ur
Finally the bottom ell b ∈ Cµ(k),ν and its top ell a, as indiated in the bottom and top gure in
the above display, ontribute the ratio
tlν(a) − qaν(a)+1
tlµ(b) − qaµ(b)+1
=
tαk+1−αk+1 − qβk+1−βk
tαk+1−αl+1 − qβl−βk
=
1
tαk+1
uk − xk+1
uk − ul
.
a
a
a
a
b
b
b
.
Thus olleting all these ratios gives
∏
s∈Cµν
tlν(s) − qaν(s)+1
tlµ(s) − qaµ(s)+1
=
1
tαk+1
∏l
i=k+1(uk − xi)∏l
i=k+1(uk − ui)
3.14
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and we nally an see that the ombination of 3.13 and 3.14 gives preisely the identity displayed
in 3.9. This ompletes our proof of 3.6.
The most important onsequene of the identity in 3.6 is the summation formula in 2.14 b)
whih we are now in a position to derive with a minimum of eorts. The idea is to onsider the
rational funtion
R(y) =
∏l
i=1(1− yxi)∏l
i=0(1− yui)
and note that its partial fration expansion may be written in the form
R(y) =
l∑
j=0
Aj
1− yuj
with
Aj = (1− yuj)R(y)
∣∣∣
y=1/uj
=
∏l
i=1(1 − xi/uj)∏l
i=0,i6=j(1− ui/uj)
= uj dµ(j),ν .
Sine from 3.7 we derive that uj =
T
µ(j)
Tν
we see that the left hand side of 2.14 b) is none other than
l∑
j=0
Aju
k−1
j = R(y)
∣∣∣
yk−1
.
But now the identity in 1.9 together with 3.8 gives
R(y)
∣∣∣
yk−1
= Ω
[
− y(x1 + · · ·+ xl − u0 − · · · − ul)
]∣∣
yk−1
= Ω
[
− y(MBµ − 1)
]∣∣∣
yk−1
= hk−1[−Dµ] = (−1)
k−1ek−1[Dµ].
This proves the rst ase of 2.14 b). The seond ase is immediate.
Here and in the following it will be onvenient to set
Π(a1, a2, . . . , an) = ∇
ane1∇
−an · · · ∇a2e1∇
−a2∇a1e1∇
−a1 . 3.15
As we have seen Theorem 1.1 assures that every operator Qm,n may be expressed as a non ommu-
tative polynomial in the operators Qm,1, thus the operators in 3.15 span the algebra A generated by
the operators Dk.
It turns out that the ation of these operators have a remarkably beautiful Madonald
polynomial expansion, a partiular ase of whih may be stated as follows
Theorem 3.1
For any weak omposition a1, a2, . . . , an we have
Π(a1, a2, . . . , an)1 =
∑
µ⊢n
H˜µ[X ; q, t]
∑
T∈ST (µ)
n∏
i=2
x1−aii
1− xi
∏
1≤i<j≤n
Ω[−Mxj/xi]
n∏
i=2
(
1− xiwT (i)
)∣∣∣
ST
3.16
Proof
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We may write
Π(a1, a2, . . . , an)1 =
∑
µ⊢n
H˜µ[X ; q, t]
wµ
〈
Π(a1, a2, . . . , an)1 , H˜µ
〉
∗
=
∑
µ⊢n
H˜µ[X ; q, t]
wµ
Π(a1, a2, . . . , an)
⊥∗H˜µ.
Sine the identity P0,1 = −e1 gives ∇
ae1∇
−a = −∇aP0,1∇
−a, from 1.23 we derive that(
∇ae1∇
−a
)⊥∗
= −∇−aP0,−1∇
a = M∇−ae⊥1 ∇
a.
Thus
Π(a1, a2, . . . , an)
⊥∗H˜µ = M
n∇−a1e⊥1 ∇
a1∇−a2e⊥1 ∇
a2 · · ·∇−ane⊥1 ∇
anH˜µ,
and we an write
Π(a1, a2, . . . , an)1 =
∑
µ⊢n
H˜µ[X ; q, t]
wµ
Mn∇−a1e⊥1 ∇
a1∇−a2e⊥1 ∇
a2 · · · ∇−ane⊥1 ∇
anH˜µ. 3.17
To apply the operator ∇−ae⊥1 ∇
a
to H˜µ we use 2.12 b) and obtain, for any integer a ≥ 0,
∇−ae⊥1 ∇
aH˜µ =
∑
ν→µ
cµ,ν
(Tµ
Tν
)a
H˜ν .
Starting from this identity, a straightforward indution argument (arried out rst in [9℄) gives
Mn∇−a1e⊥1 ∇
a1∇−a2e⊥1 ∇
a2 · · · ∇−ane⊥1 ∇
anH˜µ = M
n
∑
T∈ST (µ)
n∏
k=2
wT (k)
akcT (k),T (k−1) 3.18
where T (k) denotes the tableau obtained from T by removing all the entries larger than k and for
notational onveniene we have set
cT (k),T (k−1) = cshape(T (k)),shape(T (k−1)).
Next notie that a telesoping eet based on the fat that wT (1) = M yields the identity
M
wµ
=
n∏
k=2
wT (k−1)
wT (k)
(with wT (k) = wshape(T (k))),
whih together with 2.13 written in the form
Mcµ,ν =
wµ
wν
dµ,ν
allows us to arry out the following steps
Mn
wµ
∇−a1e⊥1 ∇
a1∇−a2e⊥1 ∇
a2 · · · ∇−ane⊥1 ∇
anH˜µ =
M
wµ
∑
T∈ST (µ)
n∏
k=2
wT (k)
akMcT (k),T (k−1)
=
M
wµ
∑
T∈ST (µ)
n∏
k=2
wT (k)
ak
wT (k)
wT (k−1)
dT (k),T (k−1)
=
∑
T∈ST (µ)
n∏
k=2
wT (k)
akdT (k),T (k−1) .
3.19
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The next move is to express dT (k),T (k−1) by means of the formula given in 2.12, rewritten as follows
dµ(k),ν =
1
uk
∏l
i=1
(
1− xiuk
)∏l
i=0;i6=k
(
1− uiuk
)
=
z
1− z
∏l
i=0
(
1− xiz
)∏l
i=0
(
1− uiz
) (1− ukz)∣∣∣
z= 1
uk
(by 1.9) =
z
1− z
Ω
[
z(u0 + · · ·+ ul − x0 − · · · − xl)
]
(1− ukz)
∣∣∣
z= 1
uk
(by 3.8) =
z
1− z
Ω
[
− zMBν
]
(1 − ukz)
∣∣∣
z= 1
uk
.
3.20
Sine uk = w
(k)
T , multiple substitutions of 3.20 gives
Mn
wµ
∇−a1e⊥1 ∇
a1∇−a2e⊥1 ∇
a2 · · · ∇−ane⊥1 ∇
anH˜µ =
=
∑
T∈ST (µ)
n∏
k=2
wT (k)
ak
zk
1− zk
Ω
[
− zkMBν
]
(1− wT (k)zk)
∣∣∣
zk=
1
wT (k)
=
∑
T∈ST (µ)
n∏
k=2
1
zak−1k (1 − zk)
∏
1≤h<k
Ω
[
−Mzk/zh
] n∏
k=2
(1− wT (k)zk)
∣∣∣
zk=1/wT (k)
whih used in 3.18 gives 3.16 as desired. This ompletes our proof.
At this point it is worthwhile also seeing what tableaux expansions an be obtained diretly
from the cµ,ν formula given in 3.4. Reall that in 3.4 we have depited the diagram of the partition µ
together with the m(= 5) ells that must be removed from µ to obtain the partitions ν immediately
preeding µ in the Young order. We denoted there by x1, . . . , xm their respetive weights (from left
to right). In addition to the removable ells, we have depited the addable ells of µ that are SW
shifted by one unit, whose weights we denote by u0, u1, . . . , um. To the former sequene we have
added the ell (−1,−1) whose weight 1/qt we denoted by x0. This given the cµ,ν formula given in 3.4
an be more onveniently rewritten as
cµ,ν(i) =
qtxi
M
∏l
j=0 1− uj/xi∏l
j=1;j 6=i 1− xj/xi
= qtzM (1− z/qt)
∏l
j=0 1− ujz∏l
j=0 1− xjz
(1− xiz)
∣∣∣
z= 1
xi
, 3.21
where ν(i) is the partition obtained by removing from µ the ell of weight xi. Now to arry out the
same sequene of steps that yielded the identity in 3.16 we start by using 3.5 and subjet the right
hand side of 3.21 to the following suessive transformations
cµ,ν(i) =
qt
zM (1− z/qt)Ω
[
z(x0 + x1 + · · ·+ xl − u0 − u1 − · · · − ul)
]
(1− xiz)
∣∣∣
z= 1
xi
= qtzM (1− z/qt)Ω
[
z
qtMBµ
]
(1 − xiz)
∣∣∣
z= 1
xi
(Using Bµ = Bν(i) + xi) =
qt
zM (1− z/qt)Ω
[
z
qtMBν(i) +
z
qtMxi
]
(1− xiz)
∣∣∣
z= 1
xi
= qtzM (1− z/qt)Ω
[
z
qtMBν(i)
]
Ω
[
zxi − zxi/t− zxi/q + zxi/qt− xiz
]∣∣∣
z= 1
xi
= qtzM (1− z/qt)Ω
[
z
qtMBν(i)
]
Ω
[
− 1/t− 1/q + 1/qt
]∣∣∣
z= 1
xi
= qtzM (1− z/qt)
(1−1/t)(1−1/q)
1−1/qt Ω
[
z
qtMBν(i)
]
= xi
1−1/xiqt)
1−1/qt Ω
[
M
qtBν(i)/xi
]
.
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Using this identity for i→k and xi→wT (k), 3.18 beomes
∇−a1e⊥1 ∇
a1∇−a2e⊥1 ∇
a2 · · · ∇−ane⊥1 ∇
anH˜µ
=
∑
T∈ST (µ)
n∏
k=2
wT (k)
ak+1 1−1/xkqt)
1−1/qt Ω
[
M
qt
∑
1≤h≤k−1
wT (h)/wT (k)
]
=
∑
T∈ST (µ)
n∏
k=2
wT (k)
ak 1−wT (k)qt)
1−qt Ω
[
M
qt
∑
1≤h≤k−1
wT (h)/wT (k)
]
=
∑
T∈ST (µ)
n∏
k=2
wT (k)
ak 1−wT (k)qt)
1−qt
∏
1≤h<k≤n
Ω
[
M
qt
wT (h)
wT (k)
]
whih in turn, substituted in 3.17, gives
1
Mn
Π(a1, a2, . . . , an)1 =
∑
µ⊢n
H˜µ[X ; q, t]
wµ
∑
T∈ST (µ)
n∏
k=2
wT (k)
ak 1−wT (k)qt)
1−qt
∏
1≤h<k≤n
Ω
[
M
qt
wT (h)
wT (k)
]
.
This proves Theorem I.3 stated in the introdution.
The above results give only a glimpse of the omputational power of dµ,ν and cµ,ν . Note that
in the original paper [16℄ Madonald derived Pieri formulas for multipliation of his polynomials
by er[X ] and hr[
1−t
1−qX ], for any r ≥ 1. Nevertheless, for many years we have had Pieri oeÆients
orresponding only to multipliation (or skewing) of H˜µ[X ; q, t] by e1. Atually there is a simple
reason for this. In passing from Pµ[X ; q, t] to H˜µ[X ; q, t] the Madonald formulas yield Pieri oeÆients
orresponding to multipliation (or skewing) by hr[
X
1−t ] and er[
X
1−q ] and it is only when r = 1 that
the Madonald formulas yield Pieri oeÆients orresponding to multipliation by an elementary or
the homogeneous symmetri funtion.
Atually it turns out that multipliation (or skewing) by e1 is not at all as limited as it may
appear on the surfae. Indeed, in a reent (2012) paper [5℄, Bergeron-Haiman, guided by Hilbert
Sheme onsiderations, disovered that multipliation by er[
X
M ] and skewing by hr[X ] for any r ≥ 1
may be reursively expressed in terms of the dµ,ν and cµ,ν . Sine this development is very losely
related to our operators Qm,−1 and is onduive to a wide variety of standard tableaux expansions,
we will terminate this setion and the paper with a brief presentation of some appliations of the
Bergeron-Haiman identities.
For a given k ≥ 1 let us set
a) h⊥k H˜µ[X ; q, t] =
∑
ν⊂kµ
c(k)µ,νH˜ν [X ; q, t] b) ek[
X
M ]H˜ν [X ; q, t] =
∑
µ⊃kν
d(k)µ,νH˜µ[X ; q, t] 3.22
where \ν ⊂k µ" means that ν is ontained in µ (as Ferrers diagrams) and µ/ν has k lattie ells. The
symbol \µ ⊃k ν" is analogously dened. It follows from the orthogonality of the basis {H˜µ[X ; q, t]}µ
that in this ase 3.2 beomes
c(k)µ,ν =
wµ
wν
d(k)µ,ν 3.23
This given, the Bergeron-Haiman identities may be stated as follows
Theorem 3.2
For any k ≥ 1 and µ ⊢ n we have
c(k+1)µ,ν =
1
Bµ/ν
∑
ν⊂1α⊂kµ
c(k)µ,αc
(1)
α,νTα/Tν
(
with Bµ/ν = Bµ −Bν
)
3.24
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In spite of the umbersome denominator, this is a remarkably rapid way of obtaining the
c
(k)
µ,ν in terms of our cµ,ν
′s. In partiular, 3.24 yields by far the fastest algorithm for omputing the
H˜µ[X ; q, t] to this date. With any eÆient Symboli Manipulation software, in a few seonds we may
obtain the monomial expansion of H˜µ[X ; q, t] for µ ⊢ n with n as large as 18. In fat, the oeÆients
Mλ,µ(q, t) in the expansion
H˜µ[X ; q, t] =
∑
λ⊢n
mλ[X ]Mλ,µ(q, t) (for µ ⊢ n) 3.25
an be simply alulated by means of the identities
Mλ,µ(q, t) =
〈
hλ , H˜µ
〉
= h⊥λ H˜µ. 3.26
The most surprising development onerning this 2012 disovery is that it is an immediate
onsequene of a simple identity obtained in the 1990's! The latter identity is best stated, as
expressed in [6℄, in terms of the generating funtions
T (u)P [X ] = P [X + u] =
∑
k≥0
ukh⊥k P [X ] D(z) =
∑
r
zrDr = Ω[−zX ]T (
M
z ), 3.27
where for any expression E we set
T (E)P [X ] = P [X + E].
In fat, the ommutativity of the two translations T (u) and T (Mz ) immediately yields
T (u)D(z) = Ω[−z(X + u)]T (Mz )T (u) = (1 − uz)D(z)T (u)
or better [
D(z), T (u)
]
= uzD(z)T (u). 3.28
This brings us in position to inlude here a proof of Theorem 3.2. Equating the oeÆients of uk+1z0
in 3.28 gives (using 1.11 (i) and (iii))[
(I −M∆e1), h
⊥
k+1
]
=
[
D0, h
⊥
k+1
]
= D−1h
⊥
k = M∇
−1e⊥1 ∇h
⊥
k
whih may be rewritten as [
h⊥k+1,∆e1
]
= ∇−1e⊥1 ∇h
⊥
k 3.29
and 3.24 immediately follows from the denition in 3.22 a) by applying both sides of 3.29 to H˜µ.
It will be instrutive to see in a more expliit way how the reursion in 3.24 expresses c
(k)
µ,ν
as a polynomial in the cµ,ν
′s. This is best arried out as a standard tableaux expansion. To begin,
given a standard tableau T with n ells let T (k) as before denote the standard tableau obtained from
T by removing all the entries greater than k, in partiular we may set T = T (n). Also set
cT (k),T (k−1) = cshape(T (k)),shape(T (k−1)) and BT (k)/T (h) = Bshape(T (k)) −Bshape(T (h))
and dene for 1 ≤ m ≤ n
Πm(T ; q, t) =
m−1∏
k=0
(
cT (n−k),T (n−k−1)
BT (n)/T (n−k−1)
wt(T (n−k))
)
3.30
where \wt(T (s))" denotes the weight of the ell we must remove from T (s) to obtain T (s−1).
Using this notation we an state the following onsequene of the reursion in 3.24
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Proposition 3.1
h⊥mH˜µ[X ; q, t] =
∑
T∈ST (µ)
Πm(T ; q, t)H˜shape(T (n−m))[X ; q, t] 3.31
From this we an immediately derive the following orollary.
Theorem 3.3
If µ ⊢ n and λ = (λ1, λ2, . . . , λk) ⊢ n then setting pi = λ1+λ2+· · ·+λi−1, the oeÆients Mλ,µ(q, t)
in 3.25 yielding the monomial expansion of H˜µ[X ; q, t] are given by the following standard tableaux sums
Mλ,µ(q, t) =
∑
T∈ST (µ)
k∏
i=1
Πλi(T
(n−pi); q, t). 3.32
This leads to the following eÆient way to obtain the expansion of any symmetri funtion in terms
of the modied Madonald basis.
For any given F [X ] ∈ Λ=n, start with the expansion
F [X ] =
∑
µ⊢n
H˜µ[X, q, t]
wµ
〈
H˜µ , F
〉
∗
,
then use 3.25 and obtain
F [X ] =
∑
µ⊢n
H˜µ[X, q, t]
wµ
∑
λ⊢n
〈
mλ , F
〉
∗
Mλ,µ(q, t).
With preomputedMλ,µ(q, t) aording to 3.32 this permits experimenting with various om-
binatorial questions in Madonald polynomial theory working with symmetri funtions of substan-
tially larger degrees than was possible before the Bergeron-Haiman 2012 disovery.
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