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Abstract
We construct irreducible modules of centrally-extended classical Lie algebras over left ideals of the
algebra of differential operators on the circle, through certain irreducible modules of centrally-extended
classical Lie algebras of infinite matrices with finite number of nonzero entries. The structures of vertex
algebras associated with the vacuum representations of these algebras are determined. Moreover, we prove
that under certain conditions, the highest weight irreducible modules of centrally-extended classical Lie
algebras of infinite matrices with finite number of nonzero entries naturally give rise to the irreducible
modules of the simple quotients of these vertex algebras. Our results are natural generalizations of the
well-known WZW models in conformal field theory associated with affine Kac-Moody algebras. They
can also be viewed as quadratic generalizations of free field theory. In the very special case of W1+∞, our
results with integral central charges are more direct and explicit than those of Kac and Radul.
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1
1 Introduction
The well-known W1+∞ Lie algebra is the centrally-extended Lie algebra of differential operators
on the circle. It serves as the symmetry algebra of the famous KP-hierarchy in integrable
systems. In fact, it is the Lie algebra of both rank-one charged quadratic free bosonic fields
and rank-one charged quadratic fermionic fields. Kac and Radul [KR1] gave a classification of
quasifinite highest weight irreducible modules of the W1+∞ algebra. Frenkel, Kac, Radul and
Wang [FKRW] proved that the categories of irreducible modules of the vertex operator algebras
associated to W1+∞ and W(glN ) with integral central charge N are equivalent. Moreover, Kac
and Radul [KR2] used free quadratic bosonic fields to study the irreducible representations of
the vertex operator algebras associated to W1+∞ with negative integral central charge. The
results in [KR1] were extended to certain Lie subalgebras of W1+∞ by Kac, Wang and Yan
[KWY].
In general, the Lie algebras of charged free quadratic bosonic fields and fermionic fields of any
rank are centrally-extended general linear Lie algebras over differential operators on the circle.
They are the symmetry algebras of the multi-component KP-hierarchies in integrable systems (cf.
[V]). Boyallian and Liberati [BL1] studied certain classical Lie subalgebras of the Lie algebra
of matrix differential operators on the circle. Ma [M1, M2] systematically investigated the
conformal algebra structures and two-cocycles of centrally-extended classical Lie superalgebras
over left ideals of the algebra of differential operators on the circle.
In this paper, we give constructions of irreducible modules of centrally-extended classical
Lie algebras over left ideals of the algebra of differential operators on the circle, through certain
irreducible modules of centrally-extended classical Lie algebras of infinite matrices with finite
number of nonzero entries. The structures of vertex algebras associated with the vacuum repre-
sentations of these algebras are determined. Moreover, we prove that under certain conditions,
the highest weight irreducible modules of centrally-extended classical Lie algebras of infinite
matrices with finite number of nonzero entries naturally give rise to the irreducible modules of
the simple quotients of these vertex operator algebras. It turns out that our results resemble
those for the vertex operator algebras associated with affine Kac-Moody algebras, which are
called WZW models in conformal field theory. With special examples of the Hecke algebras
and group algebras borne in mind, we present general constructions of representations of certain
Lie subalgebras of the centrally-extended Lie algebra of the tensor algebra of any associative
algebra with the algebra of differential operators on the circle. Our representation theory can
be viewed as quadratic generalizations of free field theory. Below we give more detailed and
technical introduction.
Throughout this paper, all the variables are formal and commute with each other. All the
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vector spaces are assumed over C, the field of complex numbers. Denote by Z the ring of integers
and by N the additive semigroup of nonnegative integers.
Denote ∂t = d/dt. Let
A =
∞∑
i=0
C[t, t−1]∂it (1.1)
be the algebra of differential operators on the circle. Let Mn×n(A) be the algebra of n × n
matrices with entries in A. Denote by Ei,j the n × n matrix with 1 as its (i, j)-entry and 0 as
the others. Define the vector space ĝl(n,A) =Mn×n(A)⊕ Cκ and its Lie bracket:
[tm1∂r1t Ei1,j1 + µ1κ, t
m2∂r2t Ei2,j2 + µ1κ]
= δj1,i2t
m1∂r1t · t
m2∂r2t Ei1,j2 − δi1,j2t
m2∂r2t · t
m1∂r1t Ei2,j1
+(−1)r1δi1,j2δj1,i2δr1+r2,m1+m2r1!r2!
(
m1
r1 + r2 + 1
)
κ (1.2)
for i, j ∈ 1, n and m1,m2, r1, r2 ∈ N. Fixed an element ~ℓ = (ℓ1, ..., ℓn) ∈ N
n. The subspace
ĝl(~ℓ,A) =
n∑
i,j=1
A∂
ℓj
t Ei,j + Cκ (1.3)
of ĝl(n,A) forms a Lie subalgebra. The well-known Lie algebra W1+∞ is the special case of
ĝl(~ℓ,A) when n = 1 and ~ℓ = 0.
Denote 1, n = {1, 2, ..., n}, and set i∗ = n+ 1− i for i ∈ 1, n. We fix ǫ ∈ {0, 1} and take
~ℓ = (ℓ1, ℓ2, ..., ℓn) ∈ N
n such that {ℓ1, ℓ2, ..., ℓn} ⊂ 2N+ ǫ (1.4)
and ℓi = ℓi∗ for i ∈ 1, n. The subspace
oˆ(~ℓ,A) =
n∑
i,j=1
∞∑
r=0
∑
m∈Z
C(tm∂
r+ℓj
t Ei,j − (−1)
ǫ(−∂)rtm∂ℓit Ej∗,i∗) + Cκ (1.5)
of ĝl(n,A) forms a Lie subalgebra. Next we suppose that n = 2n0 is an even positive integer.
Moreover, we define the parity of indices:
p(i) = 0, p(n0 + i) = 1 for i ∈ 1, n0. (1.6)
The subspace
ŝp(~ℓ,A) =
n∑
i,j=1
∞∑
r=0
∑
m∈Z
C(tm∂
r+ℓj
t Ei,j − (−1)
p(i)+p(j)+ǫ(−∂t)
rtm∂ℓit Ej∗,i∗) + Cκ (1.7)
of ĝl(n,A) forms a Lie subalgebra.
Note that the Lie algebras oˆ(~ℓ,A) and ŝp(~ℓ,A) are in general not graded by conformal weights.
One of the main objectives in this paper is to construct irreducible modules of ĝl(~ℓ,A), oˆ(~ℓ,A)
and ŝp(~ℓ,A) through weighted irreducible modules (may not be highest weight type) of centrally-
extended classical Lie algebras of infinite matrices with finite number of nonzero entries.
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For i, j ∈ 1, n and r ∈ N, we denote
Ei,j(r, z) =
∞∑
l∈Z
tl∂rtEi,jz
−l−1. (1.8)
The vacuum module Vχ of ĝl(n,A) is a module generated by a vector |0〉, called vacuum, such
that κ|Vχ = χIdVχ ,
Ei,j(r, z)|0〉 =
∞∑
m=0
t−m−1∂rtEi,j|0〉z
m (1.9)
for i, j ∈ 1, n, r ∈ N, and any other ĝl(n,A)-module with the same property must be a quotient
module of Vχ. Denote by U(·) the universal enveloping algebra of a Lie algebra. Suppose that
G is one of the Lie algebras ĝl(~ℓ,A), oˆ(~ℓ,A) or ŝp(~ℓ,A). The G-module
Vχ(G) = U(G)|0〉 (1.10)
is called the vacuum module of G and the corresponding representation is called the vacuum
representation of G. Our first main result in this paper is as follows:
Theorem 1.1. The module Vχ(G) is irreducible if χ 6∈ Z. When χ ∈ Z, the module V(G)
has a unique maximal proper submodule V¯χ(G), and the quotient Vχ(G) = V(G)/V¯χ(G) is an
irreducible G-module. When n > 1 and χ ∈ N, the submodule
V¯χ(G) = U(G)(t
−1∂ℓ1En,1)
χ+1|0〉 (1.11)
for G = ĝl(~ℓ,A), G = oˆ(~ℓ,A) with ǫ = 1 and G = ŝp(~ℓ,A) with ǫ = 0.
If n > 3, the submodule
V¯χ(G) = U(G)(t
−1(∂ℓ1En−1,1 − ∂
ℓ2
t En,2))
χ+1|0〉 (1.12)
for G = oˆ(~ℓ,A) with ǫ = 0 and G = ŝp(~ℓ,A) with ǫ = 1.
Suppose that χ is a positive integer. Note (t−1En,1)
χ+1|0〉 is a singular vector generating
the maximal proper submodules of the vacuum modules at level χ of the affine Kac-Moody
algebras ŝl(n,C) and ŝp(n,C), respectively. Moreover, (t−1(En−1,1 − En,2))
χ+1|0〉 is a singular
vector generating the maximal proper submodules of the vacuum module at level χ of the affine
Kac-Moody algebra oˆ(n,C) when n is even. Our above results are exactly analogous in higher
order differential operators to those of the affine Kac-Moody algebras.
On Vχ, there exists a unique vertex algebra structure whose structure map Y (·, z) satisfying
Y (|0〉, z) = IdVχ and
Y (t−m−1∂rEi,j , z) =
1
m!
dm
dzm
Ei,j(r, z) (1.13)
for i, j ∈ 1, n and r,m ∈ N. Let G be one of the Lie algebras ĝl(~ℓ,A), oˆ(~ℓ,A) or ŝp(~ℓ,A). The
family (Vχ(G), Y (·, z)) forms a vertex subalgebra . If χ 6∈ Z, the vertex algebra (Vχ(G), Y (·, z))
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is simple. When χ ∈ Z, the quotient space Vχ(G) forms a simple vertex algebra. If ℓi ∈ {0, 1} for
i ∈ 1, n, the above vertex algebras have a Virasoro element, and thus they are vertex operator
algebras.
Denote Z = Z + 1/2. Let gl(∞) be a vector space with a basis {El,k | l, k ∈ Z} and
multiplication:
El1,l2 · Ek1,k2 = δl2+k1,0El1,k2 for l1, l2, k1, k2 ∈ Z. (1.14)
Then gl(∞) is isomorphic to the associative algebra of infinite matrices with finite number of
nonzero entries. Define the step function H on Z by
H(l) =
{
1 if l > 0,
0 if l < 0
for l ∈ Z. (1.15)
Set g˜l(∞) = gl(∞)⊕ Cκ0, where κ0 is symbol for base element. We have the following the Lie
bracket on g˜l(∞):
[El1,l2 + µ1κ0, Ek1,k2 + µ2κ0] = El1,l2Ek1,k2 − Ek1,k2El1,l2
+δl1+k2,0δl2+k1,0[H(l1)H(l2)−H(k1)H(k2)]κ0 (1.16)
for l1, l2, k1, k2 ∈ Z and µ1, µ2 ∈ C. Moreover, the subspace T =
∑
l∈Z CEl,−l + Cκ0 forms a
toral Cartan subalgebra of g˜l(∞). In fact, the root structures of gl(∞) and g˜l(∞) are the same.
Thus they have exactly the same representation theory.
Given µ ∈ C, we set 〈µ〉0 = 1 and 〈µ〉m = µ(µ− 1) · · · (µ − (m− 1)) for 0 < m ∈ N. Denote
by T ∗ the space of linear functions on T . For λ ∈ T ∗, we define
supp λ = {l ∈ Z | λ(El,−l) 6= 0}. (1.17)
Pick a weight λ such that λ(κ0) = χ and supp λ is a finite set. Let M be the highest weight
irreducible g˜l(∞)-module with weight λ, whose highest weight vector is annihilated by the
subalgebra Span {El,k | l, k ∈ Z; l + k > 0}. Fix a constant ι ∈ C. We construct a module
structure of the vertex algebra Vχ whose structure map Y
ι
M(·, z) satisfying Y
ι
M(|0〉, z) = IdM
and
Y (t−1∂rEi,j, z) ≡
∑
l,k∈Z
〈ι− k〉rEln+i−1/2,kn−j+1/2z
−l−k−r−1 (mod Cκ0) (1.18)
if ι 6∈ Z, and
Y (t−1∂rEi,j, z) ≡
n∑
l,k=0
[〈−k − 1〉rE(l−ι)n+i−1/2,(k+ι+1)n−j+1/2z
−l−k−ℓi−r−2
+〈k + ℓj〉rE(l−ι)n+i−1/2,(ι−k)n−j+/2z
−l+k+ℓj−ℓi−r−1
+〈k + ℓj〉rE−(l+ι+1)n+i−1/2,(ι−k)n−j+1/2z
l+k+ℓj−r
+〈−k − 1〉rE−(l+ι+1)n+i−1/2,(k+ι+1)n−j+1/2z
l−k−r−1] (mod Cκ0) (1.19)
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if ι ∈ Z.
Let m is a positive integer. Set Sm = {{3/2 − r, 5/2 − r, ..., (2m + 1)/2 − r} | r ∈ 1,m+ 1}
the set of intervals around 0 of length m in Z. Define
Γm = {λ ∈ T ∗ | λ(κ0) = −m, −s
−1|s|λ(Es,−s) ∈ N
for s ∈ Z; supp λ ⊂ S for some S ∈ Sm}. (1.20)
Theorem 1.2. The family (M, Y ιM(|Vχ(G), z)) forms an irreducible module of the vertex
algebra (Vχ(G), Y (·, z)) for G = ĝl(~ℓ,A) and G = oˆ(~ℓ,A), ŝp(~ℓ,A) if ι 6∈ Z/2.
Suppose that χ is a positive integer and
λ(E1/2,−1/2 − E−1/2,1/2 + κ0), λ(El+1,−l−1 − El,−l) ∈ N (1.21)
for −1/2 6= l ∈ Z. The family (M, Y ιM(|Vχ(G), z)) induces an irreducible module of the quotient
simple vertex algebra (Vχ(G), Y (·, z)) for G = ĝl(~ℓ,A) and G = oˆ(~ℓ,A), ŝp(~ℓ,A) if ι 6∈ Z/2.
Assume that χ = −m is a negative integer and λ ∈ Γm. The family (M, Y ιM(|Vχ(G), z))
induces an irreducible module of the quotient simple vertex algebra (V−m(G), Y (·, z)) for G =
ĝl(~ℓ,A) and G = oˆ(~ℓ,A), ŝp(~ℓ,A) if ι 6∈ Z/2.
We remark that the module M is an unitary module if (1.21) is satisfied or λ ∈ Γm.
When ι ∈ Z/2, we construct irreducible modules of the vertex algebras (Vχ(oˆ(~ℓ,A)), Y (·, z))
and (Vχ(ŝp(~ℓ,A)), Y (·, z)) through highest weight modules of non-standard centrally-extended
the other types of classical Lie algebras of infinite matrices with finite number of nonzero entries.
Similar conclusions for their quotient simple vertex algebras hold. When χ is a positive integer,
our results on modules are natural generalizations of those for the simple vertex operators alge-
bras associated with affine Lie algebras. When n > 3 and χ is a positive integer, the condition
(1.21) can be relaxed to obtain certain non-unitary irreducible modules of the simple vertex
algebras Vχ(ĝl(~ℓ,A)), Vχ(oˆ(~ℓ,A)) and Vχ(ŝp(~ℓ,A)). In the case ~ℓ = ~0, our theory coincide with
the charged quadratic free bosonic field theory if χ = −1, and with the charged quadratic free
fermionic field theory if χ = 1. If ~ℓ = (1, 1, ..., 1), our irreducible modules of the vertex algebra
(V−1(oˆ(~ℓ,A)), Y (·, z)) include those studied by Dong and Nagatomo [DN1,DN2].
The paper is organized as follows. In Section 2, we present the frame works of constructing
representations of certain Lie subalgebras of the centrally-extended Lie algebra of the tensor al-
gebra of any associative algebra with the algebra of differential operators on the circle. Section
3 is devoted to the constructions of irreducible modules of the Lie algebras ĝl(~ℓ,A), oˆ(~ℓ,A) or
ŝp(~ℓ,A) from weighted irreducible modules of the centrally-extended general linear Lie algebra
of infinite matrices with finite number of nonzero entries. In Section 4, we give detailed con-
structions of irreducible modules with the parameter ι ∈ Z + 1/2 of the Lie algebras oˆ(~ℓ,A)
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and ŝp(~ℓ,A) from weighted irreducible modules of certain central extensions of the Lie algebras
of infinite skew matrices with finite number of nonzero entries. The cases with the parameter
ι ∈ Z are handled in Section 5. In Section 6, we study the vacuum representation of the Lie
algebra ĝl(~ℓ,A), its vertex algebra structure and vertex algebra irreducible representations. We
deal with the cases for the Lie algebras oˆ(~ℓ,A) and ŝp(~ℓ,A) in Section 7.
2 General Frames
In this section, we construct irreducible representations of certain Lie subalgebras of the centrally-
extended Lie algebra of the tensor algebra of any associative algebra with the algebra of differ-
ential operators on the circle, from representations of the certain Lie subalgebras of a centrally-
extended Lie algebra of the tensor algebra of the associative algebra with the algebra of infinite
matrices with finite number of nonzero entries. When the associative algebra is a finite matrix
algebra, the later Lie algebras are exactly centrally-extended classical Lie algebra of infinite
matrices with finite number of nonzero entries.
Recall
∂t =
d
dt
(2.1)
and the algebra of differential operators on the circle:
A =
∞∑
i=0
C[t, t−1]∂it (2.2)
Note
f(t)∂it · g(t)∂
j
t =
i∑
r=0
(
i
r
)
f(t)
drg
dtr
(t)∂i+j−rt for f(t), g(t) ∈ C[t, t
−1], i, j ∈ N. (2.3)
Let A be an associative algebra with an identity element 1A and a linear map tr : A → C such
that
tr 1A 6= 0, tr ab = tr ba for a, b ∈ A. (2.4)
Such a map “tr ” is called a trace map. Set
Aˆ = A⊗C A⊕ Cκ, (2.5)
where κ is a base element. According to [L] (also cf. [M1]), we have the following Lie bracket
on Aˆ:
[a⊗ ti1∂j1t + µ1κ, b⊗ t
i2∂j2t + µ1κ]
= ab⊗ ti1∂j1t · t
i2∂j2t − ba⊗ t
i2∂j2t · t
i1∂j1t
+(−1)j1δi1+i2,j1+j2j1!j2!
(
i1
j1 + j2 + 1
)
(tr ab)κ (2.6)
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for a, b ∈ A, i1, i2 ∈ Z, j1, j2 ∈ N and µ1, µ2 ∈ C.
For two vector spaces V1 and V2, we denote by LM(V1, V2) the space of linear maps from V1
to V2. We also use the following operator of taking residue:
Resz(z
n) = δn,−1 for n ∈ Z. (2.7)
Furthermore, all the binomials are assumed to be expanded in the nonnegative powers of the
second variable.
A conformal algebra R is a C[∂]-module with a linear map Y +(·, z) : R→ LM(R,R[z−1]z−1)
satisfying:
Y +(∂u, z) =
dY +(u, z)
dz
for u ∈ R; (2.8)
Y +(u, z)v = Resx
ex∂Y +(v,−x)u
z − x
, (2.9)
Y +(u, z1)Y
+(v, z2)− Y
+(v, z2)Y
+(u, z1) = Resx
Y +(Y +(u, z1 − x)v, x)
z2 − x
(2.10)
for u, v ∈ R. We denote by (R, ∂, Y +(·, z)) a conformal algebra.
Define
Rˆ(A) = A[ς1, ς2]⊕ C1, (2.11)
where ς1, ς2 are indeterminates and 1 is a base element. For convenience, we denote
a[m1,m2] = aς
m1
1 ς
m2
2 for a ∈ A, m1,m2 ∈ N. (2.12)
We define the action of C[∂] on Rˆ(A) by:
∂(1) = 0, ∂(a[m1,m2]) = (m1 + 1)a[m1 + 1,m2] + (m2 + 1)a[m1,m2 + 1], (2.13)
and a linear map Y +(·, z) : Rˆ(A)→ LM(Rˆ(A), Rˆ(A)[z−1]z−1) by
Y +(w, z)1 = Y +(1, z)w = 0 for w ∈ Rˆ(A) (2.14)
and
Y +(a[m1,m2], z)b[n1, n2]
=
(
−n1 − 1
m2
)m1+m2+n1∑
p=0
(
p
m1
)
ab[p, n2]z
p−m1−m2−n1−1
−
(
−n2 − 1
m1
)m1+m2+n2∑
q=0
(
q
m2
)
ba[n1, q]z
q−m1−m2−n2−1
+
(
−n1 − 1
m2
)(
−n2 − 1
m1
)
(tr ab)1z−m1−m2−n1−n2−2 (2.15)
for a, b ∈ A and m1,m2, n1, n2 ∈ N. Then (Rˆ(A), ∂, Y
+(·, z)) forms a conformal algebra (cf.
Section 7.3 in [X1]).
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Let
Aˆ[[z−1, z]] = {
∑
m∈Z
umz
m | um ∈ Aˆ} (2.16)
be the space of formal power series with coefficients in Aˆ. Define a linear map Y (·, z) : Rˆ(A)→
Aˆ[[z−1, z]] by
Y (1, z) = κ, Y (a[m1,m2], z) =
1
m1!m2!
∑
i∈Z
a⊗ (−∂t)
m1ti∂m2t z
−i−1 (2.17)
for a ∈ A and m1,m2 ∈ N. By Lemma 3.1 in [M1], we have:
Lemma 2.1. The Lie bracket (2.6) on Aˆ is equivalent to:
[Y (u, z1), Y (v, z2)] = Resz0z
−1
1 δ
(
z2 + z0
z1
)
Y (Y +(u, z0)v, z2) (2.18)
for u, v ∈ Rˆ(A).
Recall
Z = Z+
1
2
(2.19)
and the step function H on Z:
H(l) =
{
1 if l > 0,
0 if l < 0
for l ∈ Z. (2.20)
Set
Aˇ =
∑
i,j∈Z
Ati1t
j
2 ⊕ Cκ0, (2.21)
where t1, t2 are indeterminates and κ0 is a base element. For convenience, we denote
a(i, j) = ati1t
j
2 for a ∈ A, i, j ∈ Z. (2.22)
According to Section 7.3 in [X2], we have the following Lie bracket on Aˇ:
[a(l1, l2) + µ1κ0, b(k1, k2) + µ2κ0] = δl2+k1,0ab(l1, k2)− δl1+k2,0ba(k1, l2)
+δl1+k2,0δl2+k1,0[H(l1)H(l2)−H(k1)H(k2)](tr ab)κ0 (2.23)
for a, b ∈ A, l1, l2, k1, k2 ∈ Z and µ1, µ2 ∈ C. The algebra Aˇ is isomorphic to the corresponding
central extension of the commutator Lie algebra of A⊗ gl(∞) (cf. (1.14) and the above).
Set
Aˇm = Span {a(i, j) | a ∈ A, i, j ∈ Z; m < |i|, |j|; ij < 0} for 0 < m ∈ N. (2.24)
It can be verified that Aˇm is a Lie subalgebra of Aˇ. Suppose that M is an Aˇ-module
generated by a subspace M0 such that Aˇ
m(M0) = {0} for some m ∈ N. (2.25)
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Fixed a constant ι ∈ C. Define
∞∑
r1,r2=0
ℑr1,r2x
r1yr2z−r1−r2−1 =
1
x− y
((
z + y
z + x
)ι
− 1
)
= −
[
∞∑
r=2
(
ι
r
)
xr−1 + xr−2y + · · · yr−1
zr
+
ι
z
][
∞∑
s=0
(
−ι
s
)(x
z
)s]
. (2.26)
Motivated from the construction of the twisted modules of spinor vertex operator algebras in
[X1], we define a linear map Y ιM(·, z) : Rˆ(A)→ LM(M,M[[z
−1, z]]) by
Y ιM(1, z) = κ0, (2.27)
Y ιM(a[r1, r2], z) =
∑
i,j∈Z
(
−i− ι− 1/2
r1
)(
−j + ι− 1/2
r1
)
a(i, j)z−i−j−r1−r2−1
+ℑr1,r2(tr a)κ0z
−r1−r2−1 (2.28)
for a ∈ A and r1, r2 ∈ N. The above expression make sense because of (2.25). Denote
〈µ〉0 = 1, 〈µ〉m = µ(µ− 1) · · · (µ− (m− 1)) for µ ∈ C, 0 < m ∈ N. (2.29)
Theorem 2.2. On the Aˇ-module M, we have
[Y ιM(u, z1), Y
ι
M(v, z2)] = Resz0z
−1
1 δ
(
z2 + z0
z1
)
Y ιM(Y
+(u, z0)v, z2) (2.30)
for u, v ∈ Rˆ(A). In particular, Lemma 2.1 and (2.30) imply that M provides the following
representation σιM of the Lie algebra Aˆ:
σιM(κ) = κ0, (2.31)
σιM(a⊗ t
m∂rt ) =
∑
l∈Z
〈−l + ι− 1/2〉ra(m− r − l, l) + r!δr,mℑ0,r(tr a)κ0 (2.32)
for m ∈ Z, r ∈ N and a ∈ A.
Proof. We shall use generating functions to prove the lemma. Set
c[x, y] =
∞∑
r1,r2=0
c[r1, r2]x
r1yr2 for c ∈ A. (2.33)
Fix a, b ∈ A and let
u = a[x1, x2], v = b[y1, y2]. (2.34)
Then
Y +(u, z0)v =
1
z0 + x2 − y1
ab[z0 + x1, y2]−
1
z0 + x1 − y2
ba[y1, z0 + x2]
+
1
(z0 + x2 − y1)(z0 + x1 − y2)
(tr ab)1 (2.35)
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by (2.15).
On the other hand, we define
c(z1, z2) =
∑
i,j∈Z
c(i, j)z
−i−ι−1/2
1 z
−j+ι−1/2
2 for c ∈ A. (2.36)
Then
Y ιM(u, z1) = a(z1 + x1, z1 + x2) +
1
x1 − x2
((
z1 + x2
z1 + x1
)ι
− 1
)
(tr a)κ0, (2.37)
Y ιM(v, z1) = b(z2 + y1, z2 + y2) +
1
y1 − y2
((
z2 + y2
z2 + y1
)ι
− 1
)
(tr a)κ0. (2.38)
Hence
[Y ιM(u, z1), Y
ι
M(v, z1)]
= [a(z1 + x1, z1 + x2), b(z2 + y1, z2 + y2)]
= (z2 + y1)
−1
(
z1 + x2
z2 + y1
)ι
δ
(
z1 + x2
z2 + y1
)
ab(z1 + x1, z2 + y2)
−(z2 + y2)
−1
(
z2 + y2
z1 + x1
)ι
δ
(
z1 + x1
z2 + y2
)
ba(z2 + y1, z1 + x2)
+
(
(z1 + x2)(z2 + y2)
(z1 + x1)(z2 + y1)
)ι
[
1
(z1 + x1 − z2 − y2)(z1 + x2 − z2 − y1)
−
1
(z2 + y1 − z1 − x2)(z2 + y2 − z1 − x1)
](tr ab)κ0. (2.39)
Note that(
(z1 + x2)(z2 + y2)
(z1 + x1)(z2 + y1)
)ι
[
1
(z1 + x1 − z2 − y2)(z1 + x2 − z2 − y1)
−
1
(z2 + y1 − z1 − x2)(z2 + y2 − z1 − x1)
]
=
1
x1 + y1 − x2 − y2
(
(z1 + x2)(z2 + y2)
(z1 + x1)(z2 + y1)
)ι
[
1
z1 + x2 − z2 − y1
−
1
z1 + x1 − z2 − y2
+
1
z2 + y1 − z1 − x2
−
1
z2 + y2 − z1 − x1
]
=
z−11
x1 + y1 − x2 − y2
(
(z1 + x2)(z2 + y2)
(z1 + x1)(z2 + y1)
)ι
×
[
δ
(
z2 + y1 − x2
z1
)
− δ
(
z2 + y2 − x1
z1
)]
=
z−11
x1 + y1 − x2 − y2
[
(
z2 + y2
z2 + x1 + y1 − x2
)ι
δ
(
z2 + y1 − x2
z1
)
−
(
z2 + x2 + y2 − x1
z2 + y1
)ι
δ
(
z2 + y2 − x1
z1
)
]. (2.40)
Observe that
(z2 + y1)
−1δ
(
z1 + x2
z2 + y1
)
=
1
z1 + x2 − z2 − y1
+
1
z2 + y1 − z1 − x2
= z−11 δ
(
z2 + y1 − x2
z1
)
. (2.41)
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Hence
Resz0z
−1
1 δ
(
z2 + z0
z1
)
1
z0 + x2 − y1
ab(z2 + z0 + x1, z2 + y2)
= Resz0
(z2 + y1)
−ι
z0 + x2 − y1
z−11 δ
(
z2 + z0
z1
)
[(z2 + y1)
ιab(z2 + z0 + x1, z2 + y2)]
= Resz0
(z2 + y1)
−ι
z0 + x2 − y1
z−11 δ
(
z2 + z0
z1
)
[(z1 − z0 + y1)
ιab(z1 + x1, z2 + y2)]
=
(
z1 + x2
z2 + y1
)ι
z−11 δ
(
z2 + y1 − x2
z1
)
ab(z1 + x1, z2 + y2)
= (z2 + y1)
−1
(
z1 + x2
z2 + y1
)ι
δ
(
z1 + x2
z2 + y1
)
ab(z1 + x1, z2 + y2). (2.42)
Similarly, we have
Resz0z
−1
1 δ
(
z2 + z0
z1
)
1
z0 + x1 − y2
ba(z2 + y1, z2 + z0 + x2)
= (z2 + y2)
−1
(
z2 + y2
z1 + x1
)ι
δ
(
z1 + x1
z2 + y2
)
ba(z2 + y1, z1 + x2). (2.43)
Moreover,
Resz0z
−1
1 δ
(
z2 + z0
z1
)
1
(z0 + x2 − y1)(z0 + x1 − y2)
×
[(
z2 + y2
z2 + z0 + x1
)ι
+
(
z2 + z0 + x2
z2 + y1
)ι
− 1
]
=
z−11
x1 + y1 − x2 − y2
{Resz0
1
z0 + x2 − y1
δ
(
z2 + z0
z1
)
×
[(
z2 + y2
z2 + z0 + x1
)ι
+
(
z2 + z0 + x2
z2 + y1
)ι
− 1
]
−Resz0
1
z0 + x1 − y2
δ
(
z2 + z0
z1
)[(
z2 + y2
z2 + z0 + x1
)ι
+
(
z2 + z0 + x2
z2 + y1
)ι
− 1
]
}
=
z−11
x1 + y1 − x2 − y2
[δ
(
z2 + y1 − x2
z1
)(
z2 + y2
z2 + x1 + y1 − x2
)ι
−δ
(
z2 + y2 − x1
z1
)(
z2 + x2 + y2 − x1
z2 + y1
)ι
]. (2.44)
By (2.35), (2.39), (2.40) and (2.42)-(2.44), we have
Resz0z
−1
1 δ
(
z2 + z0
z1
)
Y ιM(Y
+(u, z0)v, z2)
= Resz0z
−1
1 δ
(
z2 + z0
z1
)
[
1
z0 + x2 − y1
Y ιM(ab[z0 + x1, y2], z2)
−
1
z0 + x1 − y2
Y ιM(ba[y1, z0 + x2], z2)
+
1
(z0 + x2 − y1)(z0 + x1 − y2)
(tr ab)κ0]
= Resz0z
−1
1 δ
(
z2 + z0
z1
)
{
1
z0 + x2 − y1
[ab(z2 + z0 + x1, z2 + y2)
+
1
z0 + x1 − y2
[(
z2 + y2
z2 + z0 + x1
)ι
− 1
]
(tr ab)κ0]
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−
1
z0 + x1 − y2
[ba(z2 + y1, z2 + z0 + x2)−
1
z0 + x2 − y1
×
[(
z2 + z0 + x2
z2 + y1
)ι
− 1
]
(tr ab)κ0] +
1
(z0 + x2 − y1)(z0 + x1 − y2)
(tr ab)κ0}
= Resz0z
−1
1 δ
(
z2 + z0
z1
)
1
z0 + x2 − y1
ab(z2 + z0 + x1, z2 + y2)
−Resz0z
−1
1 δ
(
z2 + z0
z1
)
1
z0 + x1 − y2
ba(z2 + y1, z2 + z0 + x2)
+Resz0z
−1
1 δ
(
z2 + z0
z1
)
1
(z0 + x2 − y1)(z0 + x1 − y2)
×
[(
z2 + y2
z2 + z0 + x1
)ι
+
(
z2 + z0 + x2
z2 + y1
)ι
− 1
]
= [Y ιM(u, z1), Y
ι
M(v, z2)], (2.45)
that is (2.30) holds. Moreover, (2.32) follows from (2.17), Lemma 2.1 and (2.30). ✷
Suppose that the associative algebra A has n left ideals {B1,B2, ...,Bn} such that
A =
n⊕
i=1
Bi. (2.46)
Take
~ℓ = (ℓ1, ℓ2, ..., ℓn) ∈ N
n (2.47)
and set
Aˆ~ℓ =
n∑
i=1
Bi ⊗ A∂
ℓi
t + Cκ. (2.48)
Then Aˆ~ℓ forms a Lie subalgebra of Aˆ (cf. (2.5) and (2.6)). Let M be an Aˇ-module satisfying
(2.25). Consider the restricted representation σιM|Aˆ~ℓ
of Aˆ~ℓ. However, when ι ∈ Z and
~ℓ 6= ~0,
the summation in (2.32) has redundant terms in terms of constructing irreducible modules. We
want to represent the representation in reduced form. Set
a(r, z) =
∑
m∈Z
a⊗ tm∂rt z
−m−1 for a ∈ A, r ∈ N. (2.49)
Suppose that ι ∈ Z and each
Bj =
n⊕
i=1
Bi,j (2.50)
has a subspace decomposition such that
Bi,j · Bl,k = {0} if j 6= l. (2.51)
By deleting the redundant terms and changing indices, we obtain:
Theorem 2.3. On the Aˇ-module M, we have the following representation σ~ℓ,M of Aˆ~ℓ:
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σ~ℓ,M(κ) = κ0 and
σ~ℓ,M(a(r, z))
=
∑
0<l1,l2∈Z
[〈−l2 − 1/2〉ra(l1 − ι, l2 + ι)z
−l1−l2−ℓi−r−1 + 〈l2 + ℓj − 1/2〉ra(l1 − ι, ι− l2)
×z−l1+l2+ℓj−ℓi−r−1 + 〈−l2 − 1/2〉ra(−l1 − ι, l2 + ι)z
l1−l2−r−1
+〈l2 + ℓj − 1/2〉ra(−l1 − ι, ι− l2)z
l1+l2+ℓj−r−1] + r!ℑ0,r(tr a)κ0z
−r−1 (2.52)
for a ∈ Bi,j and r ∈ N.
Suppose that τ is a linear transformation on A such that
τ2 = IdA, τ(1A) = 1A, τ(ab) = τ(b)τ(a) for a, b ∈ A, (2.53)
tr τ = tr , τ(Bi,j) ⊂ Bπ(j),π(i) (2.54)
for i, j ∈ 1, n, where
π is a permutation on {1, 2, ..., n}. (2.55)
Let
ǫ ∈ {0, 1} (2.56)
and take ~ℓ ∈ N n such that
{ℓ1, ℓ2, ..., ℓn} ⊂ 2Z+ ǫ (2.57)
and
ℓi = ℓπ(i) for i ∈ 1, n. (2.58)
Set
Aˆτ~ℓ = Span {a⊗ t
m∂
r+ℓj
t − (−1)
ǫτ(a)⊗ (−∂t)
rtm∂ℓit | i, j ∈ 1, n;
a ∈ Bi,j; r ∈ N, m ∈ Z}+ Cκ. (2.59)
It can be verified that Aˆτ~ℓ
forms a Lie subalgebra of Aˆ (cf. (2.6), [M1]). For any Aˇ-module M
satisfying (2.25), we have the restricted representation σιM|Aˆτ
~ℓ
. For convenience, we set
aτ~ℓ (r, z) =
∑
m∈Z
(a⊗ tm∂
r+ℓj
t − (−1)
ǫτ(a)⊗ (−∂t)
rtm∂ℓit )z
−m−1 (2.60)
Then for a ∈ Bi,j and r ∈ N, we have
σιM(a
τ
~ℓ
(r, z)) = Y ιM((r + ℓj)!a[0, r + ℓj]− (−1)
ǫr!ℓi!τ(a)[r, ℓi], z)
=
∑
l1,l2∈Z
〈−l2 + ι− 1/2〉r+ℓja(l1, l2)z
−l1−l2−r−ℓj−1 + (r + ℓj)!ℑ0,r+ℓj(tr a)κ0z
−r−ℓj−1
−(−1)ǫ
∑
l1,l2∈Z
〈−l1 − ι− 1/2〉r〈−l2 + ι− 1/2〉ℓiτ(a)(l1, l2)z
−l1−l2−r−ℓi−1
−(−1)ǫr!ℓi!ℑr,ℓi(tr a)κ0z
−r−ℓi−1
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=
∑
m∈Z
∑
l∈Z
[〈l + r + ℓj + ι− 1/2〉r+ℓja(m+ l,−l − r − ℓj)− (−1)
ǫ〈l + r − ι− 1/2〉r
×〈−m− l + ℓi + ι− 1/2〉ℓiτ(a)(−l − r,m+ l − ℓi)]z
−m−1
+(r + ℓj)!ℑ0,r+ℓj (tr a)κ0z
−r−ℓj−1 − (−1)ǫr!ℓi!ℑr,ℓi(tr a)κ0z
−r−ℓi−1 (2.61)
for a ∈ Bi,j and r ∈ N by (2.17) and (2.18). Thus
σιM(a⊗ t
m∂
r+ℓj
t − (−1)
ǫτ(a)⊗ (−∂t)
rtm∂ℓit )
=
∑
l∈Z
[〈l + r + ℓj + ι− 1/2〉r+ℓja(m+ l,−l − r − ℓj)
−(−1)ǫ〈l + r − ι− 1/2〉r〈−m− l + ℓi + ι− 1/2〉ℓiτ(a)(−r − l,m+ l − ℓi)]
+[(r + ℓj)!δm,r+ℓjℑ0,r+ℓj − (−1)
ǫr!ℓi!δm,r+ℓiℑr,ℓi](tr a)κ0. (2.62)
Suppose ι ∈ Z/2. Then the restricted representation of Aˆτ~ℓ
is in general reducible. In (2.62),∑
l∈Z
[〈l + r + ℓj + ι− 1/2〉r+ℓja(m+ l,−l − r − ℓj)
−(−1)ǫ〈l + r − ι− 1/2〉r〈−m− l + ℓi + ι− 1/2〉ℓiτ(a)(−r − l,m+ l − ℓi)]
=
∑
l∈Z
[〈l + r + ℓj + ι− 1/2〉r+ℓja(m+ l,−l − r − ℓj)
−(−1)ǫ〈l + r + ι− 1/2〉r〈−m− l + ℓi − ι− 1/2〉ℓiτ(a)(−r − l − 2ι,m+ l + 2ι− ℓi)]
=
∑
l∈Z
〈l + r + ι− 1/2〉r [〈l + r + ℓj + ι− 1/2〉ℓja(m+ l,−l − r − ℓj)
−(−1)ǫ〈−m− l + ℓi − ι− 1/2〉ℓiτ(a)(−r − l − 2ι,m+ l + 2ι− ℓi)]
=
∑
l∈Z
〈l + r + ι− 1/2〉r [(−1)
ǫ〈−l − r − ι− 1/2〉ℓja(m+ l,−l − r − ℓj)
−〈m+ l + ι− 1/2〉ℓiτ(a)(−r − l − 2ι,m+ l + 2ι− ℓi)]. (2.63)
Set
aτ,ι~ℓ
(l1, l2) = (−1)
ǫ〈l2 + ι− 1/2〉ℓja(l1, l2 + 2ι− ℓj)− 〈l1 + ι− 1/2〉ℓiτ(a)(l2, l1 + 2ι− ℓi) (2.64)
for a ∈ Bi,j and l1, l2 ∈ Z. Then
aτ,ι~ℓ
(l1, l2) = −(−1)
ǫτ(a)τ,ι~ℓ
(l2, l1). (2.65)
Moreover, (2.61) becomes
σιM(a
τ
~ℓ
(r, z)) =
∑
l1,l2∈Z
〈−l2 − ι− 1/2〉ra
τ,ι
~ℓ
(l1, l2)z
−l1−l2−2ι−r−1 + (r + ℓj)!ℑ0,r+ℓj(tr a)κ0
×z−r−ℓj−1 − (−1)ǫr!ℓi!ℑr,ℓi(tr a)κ0z
−r−ℓi−1. (2.66)
For l, k ∈ Z and ℓ ∈ N, we have
〈l − 1/2〉ℓ = (−1)
ℓ〈k − 1/2〉ℓ if l + k = ℓ. (2.67)
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Given a ∈ Bi1,j1 , b ∈ Bi2,j2 and l1, l2, k1, k2 ∈ Z, (2.23) and (2.64) imply
[aτ,ι~ℓ
(l1, l2), b
τ,ι
~ℓ
(k1, k2)]
= [(−1)ǫ〈l2 + ι− 1/2〉ℓj1a(l1, l2 + 2ι− ℓj1)− 〈l1 + ι− 1/2〉ℓi1 τ(a)(l2, l1 + 2ι− ℓi1),
(−1)ǫ〈k2 + ι− 1/2〉ℓj2 b(k1, k2 + 2ι− ℓj2)− 〈k1 + ι− 1/2〉ℓi2 τ(b)(k2, k1 + 2ι− ℓi2)]
≡ 〈k1 + ι− 1/2〉ℓi2 [δj1,i2δl2+k1+2ι,ℓj1 (ab)
τ,ι
~ℓ
(l1, k2) + δi2,i1δl1+k1+2ι,ℓj1 (τ(b)a)
τ,ι
~ℓ
(k2, l2)]
−〈l1 + ι− 1/2〉ℓi1 [δj2,i1δl1+k2+2ι,ℓj2 (ba)
τ,ι
~ℓ
(k1, l2)
+δi1,i2δl1+k1+2ι,ℓj2 (τ(a)b)
τ,ι
~ℓ
(l2, k2)] (mod Cκ0). (2.68)
We define
Aˇτ,ι~ℓ
= Span {aτ,ι~ℓ
(l1, l2) | i, j ∈ 1, n; a ∈ Bi,j, l1, l2 ∈ Z}+ Cκ0. (2.69)
Then Aˇτ,ι~ℓ
is a Lie subalgebra of Aˇ by (2.68). Set
ℓ˜ = |2ι|+max {ℓ1, ℓ2, ..., ℓn}. (2.70)
Define
Aˇτ,ι~ℓ,m
= Span {aτ,ι~ℓ
(l1,−l2) | i, j ∈ 1, n; a ∈ Bi,j, m < l1, l2 ∈ Z} for ℓ˜ < m ∈ N. (2.71)
By (2.23), (2.64), (2.67) and (2.68), Aˇτ,ι~ℓ,m
forms a Lie subalgebra of Aˇτ,ι~ℓ
.
Theorem 2.4. Let ι ∈ Z/2. Let M be a Aˇτ,ι~ℓ
-module
generated by a subspace M0 such that Aˇ
τ,ι
~ℓ,m
(M0) = {0} for some ℓ˜ < m ∈ N. (2.72)
Then we have the following representation σM of Aˆ
τ
~ℓ
on M : σM (κ) = κ0 and
σ(aτ~ℓ (r, z)) =
∑
l1,l2∈Z
〈−l2 − ι− 1/2〉ra
τ,ι
~ℓ
(l1, l2)z
−l1−l2−2ι−r−1 + (r + ℓj)!ℑ0,r+ℓj(tr a)κ0
×z−r−ℓj−1 − (−1)ǫr!ℓi!ℑr,ℓi(tr a)κ0z
−r−ℓi−1 (2.73)
for a ∈ Bi,j and r ∈ N.
Next we assume ι ∈ Z. When ~ℓ 6= ~0, the summation in (2.73) has redundant terms in terms
of constructing irreducible modules. We want to represent the representation in reduced form.
It can be verified that the subspace
I = Span {aτ,ι~ℓ
(l1 − ι, l2 − ι) | i, j ∈ 1, n; a ∈ Bi,j, l1, l2 ∈ Z, 0 < l1 < ℓi or 0 < l2 < ℓj} (2.74)
forms an ideal of Aˇτ,ι~ℓ
.
Denote
Zi = Z \ {−ι+ 1/2,−ι + 3/2...,−ι + ℓi − 1/2} for i ∈ 1, n. (2.75)
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The the subspace
Dˇτ,ι~ℓ
= Span {aτ,ι~ℓ
(l1, l2) | i, j ∈ 1, n; a ∈ Bi,j, l1 ∈ Zi, l2 ∈ Zj}+ Cκ0 (2.76)
forms a Lie subalgebra of Aˇτ,ι~ℓ
. Moreover,
Aˇτ,ι~ℓ
= Dˇτ,ι~ℓ
⊕ I. (2.77)
Set
Dˇτ,ι~ℓ,m
= Span {aτ,ι~ℓ
(l1,−l2) | i, j ∈ 1, n; a ∈ Bi,j, m < l1 ∈ Zi, m < l2 ∈ Zj} (2.78)
for ℓ˜ < m ∈ N. By (2.23), (2.64) and (2.68), Dˇτ,ι~ℓ,m
forms a Lie subalgebra of Dˇτ,ι~ℓ
. According to
(2.73), we have:
Theorem 2.5. Suppose ι ∈ Z. Let N be a Dˇτ,ι~ℓ
-module
generated by a subspace N0 such that Dˇ
τ,ι
~ℓ,m
(N0) = {0} for some ℓ˜ < m ∈ N. (2.79)
Then we have the following representation σN of Aˆ
τ
~ℓ
on N : σN (κ) = κ0 and
σN (a
τ
~ℓ
(r, z)) =
∑
l1∈Zi,l2∈Zj
〈−l2 − ι− 1/2〉ra
τ,ι
~ℓ
(l1, l2)z
−l1−l2−2ι−r−1 + (r + ℓj)!ℑ0,r+ℓj (tr a)κ0
×z−r−ℓj−1 − (−1)ǫr!ℓi!ℑr,ℓi(tr a)κ0z
−r−ℓi−1 (2.80)
for a ∈ Bi,j and r ∈ N.
Example 2.1. Let k > 1 be integer. The Hecke algebra Hk is an associative algebra
generated by {T1, ..., Tk−1} with the following defining relations
TiTj = TjTi whenever |i− j| ≥ 2, (2.81)
TiTi+1Ti = Ti+1TiTi+1, T
2
i = (q − 1)Ti + q (2.82)
for i, j ∈ 1, k − 1, where 0 6= q ∈ C. Let ζ ∈ C be a fixed constant. According to Section 5 in
[HKW], there exists a unique trace map “tr ” of Hk such that
tr (e) =
1
2
, tr (aTmb) = ζtr (ab) for a, b ∈ Hm (2.83)
with m ∈ 1, k − 2. This trace map is the key to define the well-known “Jones polynomials” of
knots (e.g., cf. [HKW]).
We define a linear transformation τ on Hk by
τ(Ti1Ti2 · · ·Tir−1Tir) = TirTir−1 · · ·Ti2Ti1 . (2.84)
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Then τ satisfies (2.53) and (2.54) by (2.81)-(2.83) with certain choice of {Bi,j}, say n = 1 and
B1,1 = Hk .
Example 2.2. Suppose that G is a group and 1 is its identity element. Let C[G] be the
vector space with a basis {̟(g) | g ∈ Γ}, and multiplication:
̟(g1) ·̟(g2) = ̟(g1g2) for g1, g2 ∈ Γ. (2.85)
Then C[G] forms an associative algebra with the identity element ̟(1), which is called the group
algebra of G. Define the “trace map” of C[G] by
tr̟(g) = δ1,g for g ∈ Γ (2.86)
and a linear transformation τ on C[G] by
τ(̟(g)) = ̟(g−1) for g ∈ Γ. (2.87)
It can be verified that τ satisfies (2.53) and (2.54) by (2.85)-(2.87) with certain choice of {Bi,j},
say n = 1 and B1,1 = C[G].
The representations of Aˆ~ℓ and Aˆ
τ
~ℓ
with A = Hk,C[G] and their related vertex algebras will
be studied in our future works. In the rest of this paper, we will deal with the case when A is a
matrix algebra.
3 Modules Related to General Linear Algebras
In this section, we give detailed constructions of irreducible modules of the Lie algebras Aˆ~ℓ in
(2.48) and Aˆτ~ℓ in (2.59) when A is the n× n matrix algebra, from weighted irreducible modules
of a central extension of the general linear Lie algebra of infinite matrices with finite number of
nonzero entries.
Recall that gl(∞) be a vector space with a basis {El,k | l, k ∈ Z} and the multiplication:
El1,l2 · Ek1,k2 = δl2+k1,0El1,k2 for l1, l2, k1, k2 ∈ Z. (3.1)
Moreover, gl(∞) is isomorphic to the associative algebra of infinite matrices with finite number
of nonzero entries. Let Mn×n(C) be the algebra of n × n matrices with entries in C. Then we
have
Mn×n(C)⊗C gl(∞) ∼= gl(∞) as assciative algebras. (3.2)
Take
A =Mn×n(C) in last section (3.3)
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with the sum of diagonal entries as the trace map “tr ”. Let Mn×n(A) be the algebra of n × n
matrices with entries in A (cf. (2.1)-(2.3)). Again Ei,j is the n×nmatrix with 1 as its (i, j)-entry
and 0 as the others. Recall the Lie algebra
ĝl(n,A) =Mn×n(A)⊕ Cκ (3.3)
with the Lie bracket:
[tm1∂r1t Ei1,j1 + µ1κ, t
m2∂r2t Ei2,j2 + µ1κ]
= δj1,i2t
m1∂r1t · t
m2∂r2t Ei1,j2 − δi1,j2t
m2∂r2t · t
m1∂r1t Ei2,j1
+(−1)r1δi1,j2δj1,i2δr1+r2,m1+m2r1!r2!
(
m1
r1 + r2 + 1
)
κ (3.4)
for i, j ∈ 1, n, m1,m2 ∈ Z, r1, r2 ∈ N and µ1, µ2 ∈ C. The Lie algebras
Aˆ ∼= ĝl(n,A). (3.5)
Fixed an element ~ℓ ∈ N n. We have the Lie subalgebra
ĝl(~ℓ,A) =
n∑
i,j=1
A∂
ℓj
t Ei,j + Cκ (3.6)
of ĝl(n,A) of type Aˆ~ℓ (cf. (2.48)).
Let H be a toral Cartan subalgebra of a Lie algebra G. We always denote
H∗ = the space of linear functions on H. (3.7)
A G-module M is called weighted if
M =
⊕
ν∈T ∗
Mν , Mν = {u ∈ M | h(u) = ν(h)u, h ∈ H}. (3.8)
Recall the algebra
g˜l(∞) = gl(∞)⊕ Cκ0 (3.9)
with the Lie bracket:
[El1,l2 + µ1κ0, Ek1,k2 + µ2κ0] = El1,l2Ek1,k2 − Ek1,k2El1,l2
+δl1+k2,0δl2+k1,0[H(l1)H(l2)−H(k1)H(k2)]κ0 (3.10)
for l1, l2, k1, k2 ∈ Z and µ1, µ2 ∈ C (cf. (2.23)), where κ0 is a base element. By (2.21)-(2.23) and
(3.2), the linear map
κ0 ↔ κ0, Ei,j(l + 1/2, k − 1/2)↔ Eln+i−1/2,kn−j+1/2 for i, j ∈ 1, n, l, k ∈ Z, (3.11)
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gives a Lie algebra isomorphism between the Lie algebra Aˇ and g˜l(∞) under our assumption
(3.3). Moreover, the subspace
T =
∑
l∈Z
CEl,−l + Cκ0 (3.12)
forms a toral Cartan subalgebra of g˜l(∞). In fact, the root structures of gl(∞) and g˜l(∞) are
the same. Thus they have exactly the same representation theory. We can take
{El+1,−l | l ∈ Z} as positive simple root vectors (3.13)
and
{El,−l−1 | l ∈ Z} as negative simple root vectors. (3.14)
Furthermore,
[El+1,−l, El,−l−1] = El+1,−l−1 − El,−l for −
1
2
6= l ∈ Z (3.15)
and
[E1/2,1/2, E−1/2,−1/2] = E1/2,−1/2 − E−1/2,1/2 + κ0. (3.16)
Set
g˜l
m
(∞) = Span {El1,−l2 , E−l1,l2 | m < l1, l2 ∈ Z} for m ∈ N. (3.17)
Then (3.1) and (3.10) show that {g˜l
m
(∞) | m ∈ N} are Lie subalgebras of g˜l(∞). Let M be a
weighted g˜l(∞)-module
generated by a subspace M0 such that g˜l
m
(∞)(M0) = {0} for some m ∈ N. (3.18)
Fixed a constant ι ∈ C. By Theorem 2.2 and (3.2), we have the following representation σιM of
ĝl(~ℓ,A): σιM(κ) = κ0 and
σιM(t
m∂rtEi,j) =
∑
l∈Z
〈ι− l〉rE(m−r−l)n+i−1/2,ln−j+1/2 + r!δi,jδr,mℑ0,rκ0 (3.19)
for m ∈ Z, r ∈ N and i, j ∈ 1, n.
Theorem 3.1 Suppose ι 6∈ Z. Then the representation σιM of ĝl(
~ℓ,A) is irreducible if and
only if M is an irreducible g˜l(∞)-module.
Proof. Denote
hi,r = σ
ι
M(t
r∂rtEi,i) =
∑
l∈Z
〈l + ι〉rEln+i−1/2,−ln−i+1/2 + ℑ0,rκ0 (3.20)
for i ∈ 1, n and r ∈ N+ ℓi. Set
H =
n∑
i=1
∞∑
r=0
Chi,r ⊂ EndM, (3.21)
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the space of linear transformations on M. As operators on M,
[hi,r, Eln+j1−1/2,kn−j2+1/2] = [δi,j1〈l + ι〉r − δi,j2〈−k + ι〉rEln+j1−1/2,kn−j2+1/2 (3.22)
for j1, j2 ∈ 1, n and l, k ∈ Z. Using generating functions, we have:
[
∞∑
r=0
xr
r!
hi,r+ℓi , Eln+j1−1/2,kn−j2+1/2]
=
[
δi,j1
∞∑
r=0
〈l + ι〉r+ℓix
r
r!
− δi,j2
∞∑
r=0
〈−k + ι〉r+ℓix
r
r!
]
Eln+j1−1/2,kn−j2+1/2
=
[
δi,j1〈l + ι〉ℓi
∞∑
r=0
〈l + ι− ℓi〉rx
r
r!
− δi,j2〈−k + ι〉ℓi
∞∑
r=0
〈−k + ι− ℓi〉rx
r
r!
]
×Eln+j1−1/2,kn−j2+1/2
= [δi,j1〈l + ι〉ℓi(x+ 1)
l+ι−ℓi − δi,j2〈−k + ι〉ℓi(x+ 1)
−k+ι−ℓi ]Eln+j1−1/2,kn−j2+1/2
=
dℓi
dxℓi
[δi,j1(x+ 1)
l+ι − δi,j2(x+ 1)
−k+ι]Eln+j1−1/2,kn−j2+1/2. (3.23)
Note that when ι 6∈ Z,
dℓi
dxℓi
(x+ 1)m1+ι =
dℓi
dxℓi
(x+ 1)m2+ι for m1,m2 ∈ Z⇐⇒ m1 = m2 (3.24)
and
dℓi
dxℓi
[(x+ 1)l1+ι − (x+ 1)−k1+ι] =
dℓi
dxℓi
[(x+ 1)l2+ι − (x+ 1)−k2+ι] (3.25)
for l1, l2, k1, k2 ∈ Z, l1 6= −k1 ⇐⇒ l1 = l2, k1 = k2. (3.26)
Denote by H∗ the space of linear functions on H. Given ρ ∈ H∗, we set
g˜l(∞)(ρ) = {ξ ∈ g˜l(∞) | [h, ξ] = ρ(h)ξ for h ∈ H} (3.27)
and
M(ρ) = {w ∈ M | h(w) = ρ(h)w for h ∈ H}. (3.28)
Then
g˜l(∞)(0) = T , dim g˜l(∞)(ρ) = 1 for 0 6= ρ ∈ H
∗ (3.29)
by (3.23)-(3.26). Moreover,
g˜l(∞) =
⊕
ρ∈H∗
g˜l(∞)(ρ). (3.30)
Since M is a weighted g˜l(∞)-module, we have
M =
⊕
ρ∈H∗
M(ρ) (3.31)
by (3.12), (3.20) and (3.21). If V is a g˜l(∞)-submodule of M, then V is a ĝl(~ℓ,A)-submodule
of M by (3.19). Suppose that U is a ĝl(~ℓ,A)-submodule of M. Then
U =
⊕
ρ∈H∗
U(ρ), U(ρ) = U
⋂
M(ρ). (3.32)
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Since
σιM(t
m∂rtEi,j)(U(ρ)) =
∑
l∈Z
〈ι− l〉rE(m−r−l)n+i−1/2,ln−j+1/2(U(ρ))
+r!δi,jδr,mℑ0,rκ0(U(ρ)) ⊂ U, (3.33)
we have
E(m−r−l)n+i−1/2,ln−j+1/2(U(ρ)) ⊂ U (3.34)
for m ∈ Z, r ∈ N, i, j ∈ 1, n such that (m, i) 6= (0, j) by (3.29). Observe that {El1,l2 | l1, l2 ∈
Z; l1 6= −l2} generates the Lie algebra g˜l(∞). Thus (3.33) implies
g˜l(∞)U(ρ)) ⊂ U for ρ ∈ H
∗. (3.35)
Therefore, U is a g˜l(∞)-submodule. ✷
The above theorem shows that we construct a family of irreducible representations {σιM |
ι ∈ C \ Z} from any irreducible weighted g˜l(∞)-module M satisfying (3.18). Set
Ei,j(r, z) =
∑
m∈Z
tm∂rtEi,jz
−m−1 for i, j ∈ 1, n, r ∈ N. (3.36)
By a similar proof as that of Theorem 3.1, we have the following result, which was proved by
Ma [M2] in more complicated form when ι = 0 .
Theorem 3.3. Suppose ι ∈ Z. Let M be a weighted g˜l(∞)-module satisfying (3.18). We
have the following representation σ~ℓ,M of ĝl(
~ℓ,A): σ~ℓ,M(κ) = κ0 and
σ~ℓ,M(Ei,j(r, z))
=
n∑
l,k=0
[〈−k − 1〉rE(l−ι)n+i−1/2,(k+ι+1)n−j+1/2z
−l−k−ℓi−r−2
+〈k + ℓj〉rE(l−ι)n+i−1/2,(ι−k)n−j+/2z
−l+k+ℓj−ℓi−r−1
+〈k + ℓj〉rE−(l+ι+1)n+i−1/2,(ι−k)n−j+1/2z
l+k+ℓj−r
+〈−k − 1〉rE−(l+ι+1)n+i−1/2,(k+ι+1)n−j+1/2z
l−k−r−1] + δi,jr!ℑ0,rκ0z
−r−1. (3.37)
for i, j ∈ 1, n and r ∈ N+ ℓj. Moreover, σ~ℓ,M if and only if M is irreducible.
Denote
i∗ = n+ 1− i for i ∈ 1, n. (3.38)
We fix ǫ ∈ {0, 1} and take
~ℓ = (ℓ1, ℓ2, ..., ℓn) ∈ N
n such that {ℓ1, ℓ2, ..., ℓn} ⊂ 2N+ ǫ (3.39)
and
ℓi = ℓi∗ for i ∈ 1, n. (3.40)
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For any
n∑
i,j=1
µi,jEi,j ∈ A, (3.41)
we define
(
n∑
i,j=1
µi,jEi,j)
∗ =
n∑
i,j=1
µi,jEj∗,i∗. (3.42)
Then ∗ is an involution of A (cf. (2.53), (2.54)). Now the Lie algebra Aˆ∗~ℓ (cf. (2.59)) becomes
oˆ(~ℓ,A) = Aˇ∗~ℓ =
n∑
i,j=1
∞∑
r=0
∑
m∈Z
C(tm∂
r+ℓj
t Ei,j − (−1)
ǫ(−∂)rtm∂ℓit Ej∗,i∗) + Cκ. (3.43)
Again let M be a weighted g˜l(∞)-module satisfying (3.18). Then we have the restrict represen-
tation of σιM on oˆ(
~ℓ,A) with σιM(κ) = κ0 and
σιM(t
m+r∂
r+ℓj
t Ei,j − (−1)
ǫ(−∂)rtm+r∂ℓit Ej∗,i∗)
=
∑
l∈Z
[〈l + ℓj + ι〉r+ℓjE(m+l)n+i−1/2,(−l−ℓj )n−j+1/2 − (−1)
ǫ〈l − ι〉r
×〈−m− l + ℓi + ι− 1〉ℓiE−ln−j+1/2,(m+l−ℓi)n+i−1/2]
+[(r + ℓi)!ℑ0,r+ℓi − (−1)
ǫr!ℓi!ℑr,ℓi]δm,ℓiδi,jκ0 (3.44)
for i, j ∈ 1, n, m ∈ Z and r ∈ N.
Theorem 3.3 Suppose ι 6∈ Z/2. Then the representation σιM of oˆ(
~ℓ,A) is irreducible if and
M is an irreducible g˜l(∞)-module.
Proof. For i ∈ 1, n and r ∈ N, we define
ηi,r = σ
ι
M(t
r+ℓi∂r+ℓit Ei,i − (−1)
ǫ(−∂)rtr+ℓi∂ℓit Ei∗,i∗)
=
∑
l∈Z
(〈l + ι〉r+ℓiEln+i−1/2,−ln−i+1/2 − 〈ℓi − l − ι〉r+ℓiEln−i+1/2,−ln+i−1/2)
+[(r + ℓi)!ℑ0,r+ℓi − (−1)
ǫr!ℓi!ℑr,ℓi]κ0. (3.45)
Set
Ho =
n∑
i=1
∞∑
r=0
Cηi,r ⊂ EndM, (3.46)
the space of linear transformations on M. As operators on M,
[ηi,r, Eln+j1−1/2,kn−j2+1/2] = [δi,j1〈l + ι〉r+ℓi − δi∗,j1〈ℓi − l − 1− ι〉r+ℓi
−δi,j2〈ι− k〉r+ℓi + δi∗,j2〈k + ℓi − 1− ι〉r+ℓi ]Eln+j1−1/2,kn−j2+1/2 (3.47)
for j1, j2 ∈ 1, n and l, k ∈ Z. Using generating functions, we have:
[
∞∑
r=0
xr
r!
ηi,r, Eln+j1−1/2,kn−j2+1/2]
=
dℓi
dxℓi
[δi,j1(x+ 1)
l+ι − δi∗,j1(x+ 1)
ℓi−l−1−ι)− δi,j2(x+ 1)
ι−k
+δi∗,j2(x+ 1)
k+ℓi−1−ι)]Eln+j1−1/2,kn−j2+1/2. (3.48)
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Since ι 6∈ Z/2, we have
l + ι 6= k − ι for l, k ∈ Z, i ∈ 1, n. (3.49)
Thus
(x+1)l1+ι−(x+1)k1−ι = (x+1)l2+ι−(x+1)k2−ι for l1, l2, k1, k2 ∈ Z⇐⇒ l1 = l2, k1 = k2 (3.50)
and
(x+ 1)l1+ι − (x+ 1)ℓi−l1−1−ι − (x+ 1)ι−k1 + (x+ 1)k1+ℓi−1−ι
= (x+ 1)l2+ι − (x+ 1)ℓi−l2−1−ι − (x+ 1)ι−k2 + (x+ 1)k2+ℓi−1−ι (3.51)
for l1, k1, l2, k2 ∈ Z with l1 6= −k1, l2 6= −k2 if and only if l1 = l2 and k1 = k2. Denote by H
∗
o
the space of linear functions on Ho. Given ρ ∈ H
∗
o , we set
g˜l(∞)[ρ] = {ξ ∈ g˜l(∞) | [h, ξ] = ρ(h)ξ for h ∈ Ho}. (3.52)
Then
g˜l(∞)[0] = T , dim g˜l(∞)[ρ] = 1 for 0 6= ρ ∈ H
∗
o (3.52)
by the above arguments. Therefore, the conclusion follows the same arguments as those in
(3.29)-(3.35). ✷
Next we suppose that
n = 2n0 is an even positive integer. (3.54)
Moreover, we define the parity of indices:
p(i) = 0, p(n0 + i) = 1 for i ∈ 1, n0. (3.55)
For any element in (3.41), we define
(
n∑
i,j=1
µi,jEi,j)
† =
n∑
i,j=1
(−1)p(i)+p(j)µi,jEj∗,i∗ (3.56)
Then † is an involution of A (cf. (2.53), (2.54)). Now the Lie algebra Aˆ†~ℓ
(cf. (2.59)) becomes
ŝp(~ℓ,A) =
n∑
i,j=1
∞∑
r=0
∑
m∈Z
C(tm∂
r+ℓj
t Ei,j − (−1)
p(i)+p(j)+ǫ(−∂t)
rtm∂ℓit Ej∗,i∗) + Cκ. (3.57)
LetM be a weighted g˜l(∞)-module satisfying (3.18). Then we have the restricted representation
of σιM on ŝp(
~ℓ,A) with σιM(κ) = κ0 and
σιM(t
m+r∂
r+ℓj
t Ei,j − (−1)
p(i)+p(j)+ǫ(−∂)rtm+r∂ℓit Ej∗,i∗)
=
∑
l∈Z
[〈l + ℓj + ι〉r+ℓjE(m+l)n+i−1/2,(−l−ℓj)n−j+1/2 − (−1)
p(i)+p(j)+ǫ〈l − ι〉r
×〈−m− l + ℓi + ι− 1〉ℓiE−ln−j+1/2,(m+l−ℓi)n+i−1/2]
+[(r + ℓi)!ℑ0,r+ℓi − (−1)
p(i)+p(j)+ǫr!ℓi!ℑr,ℓi ]δi,jδm,ℓiκ0 (3.58)
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for i, j ∈ 1, n, m ∈ Z and r ∈ N.
Theorem 3.4. Suppose ι 6∈ Z/2. Then the representation σιM of ŝp(
~ℓ,A) is irreducible if
and M is an irreducible g˜l(∞)-module.
Example 3.1. Let λ ∈ T ∗ (cf. (3.12)) such that there exists a positive integer m0 for which
λ(El,−l) = λ(E−l,l) = 0 for m0 < l ∈ Z. (3.59)
Moreover, we set
g˜l(∞)+ = Span {El,k | l, k ∈ Z; l + k > 0}, g˜l(∞)− = Span {El,k | l, k ∈ Z; l + k < 0} (3.60)
and
g˜l(∞)0 = g˜l(∞)+ + T (3.61)
(cf. (3.12)). Then g˜l(∞)± and g˜l(∞)0 are Lie subalgebras of g˜l(∞). Define a one-dimensional
g˜l(∞)0-module Cvλ by
g˜l(∞)+(vλ) = {0}, h(vλ) = λ(h)vλ for h ∈ T . (3.62)
Form an induced g˜l(∞)-module
Mλ = U(g˜l(∞)) ⊗U(g˜l(∞)0) Cvλ
∼= U(g˜l(∞)−)⊗C Cvλ, (3.63)
that is, a Verma module. It is known that Mλ has a unique maximal proper submodule Nλ.
Thus
M =Mλ/Nλ (3.64)
is a weighted irreducible g˜l(∞)-module satisfying (3.18). Suppose
λl = λ(El+1,−l−1 − El,−l), λ−1/2 = λ(E1/2,−1/2 − E−1/2,1/2 + κ0) ∈ N (3.65)
for −1/2 6= l ∈ Z. Then
Nλ =
∑
r∈Z
U(g˜l(∞)−)E
λr+1
r,−r−1 ⊗ vλ. (3.66)
Example 3.2. Let m be a fixed positive integer. Set
I = {i− 1/2,−i + 1/2 | i ∈ 1,m}, J = Z \ I. (2.67)
The subspaces
G = Span {El,k, κ0 | l, k ∈ I} and G = Span {El,k, κ0 | l, k ∈ J} (3.68)
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forms Lie subalgebras of g˜l(∞). The algebra G is isomorphic a one-dimensional central extension
of gl(2m,C) with
H =
∑
l∈I
CEl,−l + Cκ0 (3.69)
as a Cartan subalgebra. Moreover, the algebra G is isomorphic g˜l(∞) with
H =
∑
l∈J
CEl,−l + Cκ0 (3.70)
as a Cartan subalgebra.
Denote
L0 = G + G, L− = Span {El,r | l ∈ J, r ∈ I}, L+ = Span {Er,l | r ∈ I, l ∈ J}. (3.71)
Then L0 and L± are Lie subalgebras of g˜l(∞). In fact,
g˜l(∞) = L− ⊕ L0 ⊕L+. (3.72)
Note
G± = G
⋂
g˜l(∞)± (3.73)
(cf. (3.60)) are Lie subalgebras of G and
G = G− ⊕H ⊕ G−. (3.74)
In particular, we have a Borel subalgebra
G0 = H + G+. (3.75)
Take any weighted irreducible G-module M0, which may not necessarily be of highest weight
type. We extend the action of κ0 to that of G0 by
G+(M0) = Ek,−k(M0) = {0} for k ∈ J. (3.76)
Form an induced G-module
M1 = U(G)⊗U(G0) M0
∼= U(G−)⊗C M0. (3.77)
Since
[G,G] = {0}, (3.78)
M1 becomes an L0-module by letting G act on the second factor. Moreover, M1 has a unique
maximal proper L0-submodule M2. Form a quotient L0-module
M0 =M1/M2. (3.79)
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In fact, (3.76) yields
El,−k(M0 +M2) = E−l,k(M0 +M2) ⊂M2 for m < l, k ∈ Z. (3.80)
Note that
[L0,L±] ⊂ L±. (3.81)
So
L′ = L0 + L+ (3.82)
form a Lie subalgebra of g˜l(∞). We extend an action of L′ on M0 from that of L0 by
L+(M0) = {0}. (3.83)
The expression (3.81) implies thatM0 becomes an L
′-module. Form an induced g˜l(∞)-module:
M1 = U(g˜l(∞))⊗U(L′) M0 ∼= U(L−)⊗CM0. (3.84)
It can be verified that M1 has a unique maximal proper g˜l(∞)-submodule M2. The quotient
M =M1/M2 (3.85)
is a weighted irreducible g˜l(∞)-module satisfying (3.18) by (3.80).
4 Modules with ι ∈ Z+ 1/2 Related to Skew Elements
In this section, we give detailed constructions of irreducible modules of the Lie algebras Aˆτ~ℓ
in
(2.59) with ι ∈ Z+ 1/2 when A is the n× n matrix algebra, from weighted irreducible modules
of central extensions of the Lie algebras of infinite skew matrices with finite number of nonzero
entries.
Recall the Lie algebra gl(∞) defined in (3.1). The subspaces
o¯d(∞) =
∑
k,l∈Z
C(El,k − Ek,l), (4.1)
o¯b(∞) =
∑
k,l∈Z
C(El,k − Ek−1,l+1), (4.2)
and
sp(∞) =
∑
k,l∈Z; kl<0
C(Ek,l − El,k) +
∑
k,l∈Z; kl>0
C(Ek,l + El,k) (4.3)
forms Lie subalgebras skew elements in gl(∞). Take
{El+1,−l − E−l,l+1, E3/2,1/2 − E1/2,3/2 | 0 < l ∈ Z} (4.4)
as positive simple root vectors of o¯d(∞) and
{El,−l−1 − E−l−1,l, E−1/2,−3/2 − E−3/2,−1/2 | 0 < l ∈ Z} (4.5)
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as negative simple root vectors of o¯d(∞). Choose
{El,1−l − E−l,l+1 | 0 < l ∈ Z} (4.6)
as positive simple root vectors of o¯b(∞) and
{El−1,−l − E−l−1,l | 0 < l ∈ Z} (4.7)
as negative simple root vectors of o¯b(∞). Pick
{El+1,−l − E−l,l+1, E1/2,1/2 | 0 < l ∈ Z} (4.8)
as positive simple root vectors of sp(∞) and
{El,−l−1 − E−l−1,l, E−1/2,−1/2 | 0 < l ∈ Z} (4.9)
as negative simple root vectors of sp(∞).
Again we assume A = Mn×n(C) in the settings of Section 2. Recall the Lie algebra Aˇ
τ,ι
~ℓ
defined (2.69), the assumption (3.39), the involution ∗ defined in (3.42) and the involution †
defined in (3.56).
Theorem 4.1. We have the following Lie algebra isomorphisms:
Aˇ∗,ι~ℓ
/Cκ0 ∼=

o¯b(∞) if ǫ = 0, n ∈ 2N+ 1,
o¯d(∞) if ǫ = 0, n ∈ 2N,
sp(∞) if ǫ = 1
(4.10)
and
Aˇ†,ι~ℓ
/Cκ0 ∼=
{
sp(∞) if ǫ = 0,
o¯d(∞) if ǫ = 1
(4.11)
if n is even.
Proof. We write
ι = ι0 + 1/2, ι0 ∈ Z. (4.12)
By assumption (3.39) and (3.40),
ℓi = ℓi∗ = 2mi + ǫ with mi ∈ N for i ∈ 1, n. (4.13)
Thus (2.64) and (2.69) give
Aˇ∗,ι~ℓ
=
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 1〉ℓjEi,j(l +mi − ι0, k + ι0 −mj)
−〈l +mi〉ℓiEj∗,i∗(k +mj − ι0 + ǫ− 1, l −mi + ι0 + 1− ǫ)) + Cκ0, (4.14)
and if n = 2n0 is even,
Aˇ†,ι~ℓ
=
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 1〉ℓjEi,j(l +mi − ι0, k + ι0 −mj)− (−1)
p(i)+p(j)
×〈l +mi〉ℓiEj∗,i∗(k +mj − ι0 + ǫ− 1, l + ι0 −mi + 1− ǫ)) + Cκ0 (4.15)
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(cf. (3.55)). According to (3.11), we set
G∗, ~mǫ =
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjE(l+mi−ι0)n+i−1/2,(k−mj+ι0)n−j+1/2
−〈l +mi + 1/2〉ℓiE(k+mj−ι0+ǫ−1)n−j+1/2,(l−mi+ι0+1−ǫ)n+i−1/2) + Cκ0, (4.16)
and
G†, ~mǫ =
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjE(l+mi−ι0)n+i−1/2,(k−mj+ι0)n−j+1/2
−(−1)p(i)+p(j)〈l +mi + 1/2〉ℓiE(k+mj−ι0+ǫ−1)n−j+1/2,(l−mi+ι0+1−ǫ)n+i−1/2) + Cκ0 (4.17)
if n is even. Then G∗, ~mǫ and G
†, ~m
ǫ are Lie subalgebras of g˜l(∞). Moreover,
Aˇ∗,ι~ℓ
∼= G∗, ~mǫ , Aˇ
†,ι
~ℓ
∼= G†, ~mǫ (4.18)
by (3.11).
Define
G¯∗, ~mǫ =
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2) (4.19)
and
G¯†, ~mǫ =
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−(−1)p(i)+p(j)〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2) (4.20)
if n is even. Then G¯∗, ~mǫ and G¯
†, ~m
ǫ are Lie subalgebras of gl(∞). The conclusion follows from
(4.18) and the following facts:
G∗, ~m0 /Cκ0
∼= G¯
∗, ~m
0
∼= o¯b(∞) if n is odd, (4.21)
G∗, ~m0 /Cκ0
∼= G¯
∗, ~m
0
∼= o¯d(∞) if n is even, (4.22)
G∗, ~m1 /Cκ0
∼= G¯
∗, ~m
1
∼= sp(∞), G
†, ~m
0 /Cκ0
∼= G¯
†, ~m
0
∼= sp(∞), (4.23)
G†, ~m1 /Cκ0
∼= G¯
†, ~m
1
∼= o¯d(∞). ✷ (4.24)
Next we want to study highest weight irreducible modules. Isomorphisms in (4.21)-(4.24)
motivate us to adjust the definition of the Lie algebra g˜l(∞) (cf. (3.9) and (3.10)) by modifying
the coefficient of κ0 in (3.10). Moreover, for any l ∈ Z, we write
l = lQn+ lR, lQ ∈ Z, lR ∈ 1, n. (4.25)
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Let ~m = (m1,m2, ...,mn) ∈ N
n and define a map αι0~m : Z
4 → C by:
αι0~m(l1, l2; k1, k2) = (H(l1 + (m(l1+1/2)R − ι0)n)H(l2 + (ι0 −m(−l2+1/2)R)n)
−H(k1 + (m(k1+1/2)R − ι0)n)H(k2 + (ι0 −m(−k2+1/2)R)n)δl1+k2,0δl2+k1,0 (4.26)
for l1, l2, k1, k2 ∈ Z (cf. (1.15)). Set
g˜l
ι0
~m(∞) = gl(∞)⊕ Cκ0 (4.27)
(cf. (3.1)), where κ0 is a base element. We have the following Lie bracket on g˜l
ι0
~m(∞):
[El1,l2 + µ1κ0, Ek1,k2 + µ2κ0] = El1,l2Ek1,k2 − Ek1,k2El1,l2 + α
ι0
~m(l1, l2; k1, k2)κ0 (4.28)
for l1, l2, k1, k2 ∈ Z. In particular, the Lie algebras
g˜l
0
~0(∞)
∼= g˜l(∞). (4.29)
Assume that (4.13) holds. Now we define
L∗, ~mι0,ǫ =
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2) + Cκ0, (4.30)
and
L†, ~mι0,ǫ =
n∑
i,j=1
∑
l,k∈Z
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2 − (−1)
p(i)+p(j)
×〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2) + Cκ0. (4.31)
if n is even. Then L∗, ~mι0,ǫ and L
†, ~m
ι0,ǫ are Lie subalgebras of g˜l
ι0
~m(∞). Moreover,
Aˇ∗,ι~ℓ
∼= G∗, ~mǫ
∼= L∗, ~mι0,ǫ , Aˇ
†,ι
~ℓ
∼= G†, ~mǫ
∼= L†, ~mι0,ǫ . (4.32)
Write
n = 2n0 + ε, n0 ∈ N, ε ∈ {0, 1}. (4.33)
We denote
e∗ǫ,l =
1
〈mlR − lQ + ǫ− 3/2〉ℓlR 〈m(l+1)R + (l + 1)Q + 1/2〉ℓ(l+1)R
×[(−1)ǫ〈mlR − lQ + ǫ− 3/2〉ℓlREl+1/2,−l+1/2
−〈m(l+1)R + (l + 1)Q + 1/2〉ℓ(l+1)RE−l+(ǫ−1)n+1/2,l+(1−ǫ)n+1/2] (4.34)
and
f∗ǫ,l = (−1)
ǫ〈m(l+1)R − (l + 1)Q + ǫ− 3/2〉ℓ(l+1)REl−1/2,−l−1/2
−〈mlR + lQ + 1/2〉ℓlRE−l+(ǫ−1)n−1/2,l+(1−ǫ)n−1/2 (4.35)
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for l ∈ N+ δǫ,0(δε,0 − n0) + δǫ,1. When ǫ = ε = 0, we define
e∗0,−n0 =
1
〈mn0 − 1/2〉ℓn0 〈m(n0+2)R + (n0 + 2)Q − 1/2〉ℓ(n0+2)R
×[〈mn0 − 1/2〉ℓn0 E−n0+3/2,n0+1/2
−〈m(n0+2)R + (n0 + 2)Q − 1/2〉ℓ(n0+2)RE−n0+1/2,n0+3/2] (4.36)
and
f∗0,−n0 = 〈m(n0+2)R − (n0 + 2)Q − 1/2〉ℓ(n0+2)RE−n0−1/2,n0−3/2
−〈mn0 − 1/2〉ℓn0 E−n0−3/2,n0−1/2. (4.37)
Furthermore, we let
e∗1,0 = E1/2,1/2, f
∗
1,0 = E−1/2,−1/2. (4.38)
Suppose ε = 0. We define
e†ǫ,l =
1
〈mlR − lQ + ǫ− 3/2〉ℓlR 〈m(l+1)R + (l + 1)Q + 1/2〉ℓ(l+1)R
×[(−1)ǫ〈mlR − lQ + ǫ− 3/2〉ℓlREl+1/2,−l+1/2 − (−1)
p((l+1)R)+p(lR)
×〈m(l+1)R + (l + 1)Q + 1/2〉ℓ(l+1)RE−l+(ǫ−1)n+1/2,l+(1−ǫ)n+1/2], (4.39)
and
f †ǫ,l = (−1)
ǫ〈m(l+1)R − (l + 1)Q + ǫ− 3/2〉ℓ(l+1)R
El−1/2,−l−1/2
−(−1)p((l+1)R)+p(lR)〈mlR + lQ + 1/2〉ℓlRE−l+(ǫ−1)n−1/2,l+(1−ǫ)n−1/2 (4.40)
for l ∈ N+ 1− n0δǫ,0. Moreover, we set
e†0,−n0 = E−n0+1/2,n0+1/2, f
†
0,0 = E−n0−1/2,n0−1/2. (4.41)
Furthermore, we let
e†1,,0 =
1
〈m1 + 1/2〉ℓ1〈m2R + 2Q + 1/2〉ℓ2R
×[〈m1 + 1/2〉ℓ1E3/2,1/2 + (−1)
p(n)+p(2)
×〈m2R + 2Q + 1/2〉ℓ2RE1/2,3/2] (4.42)
and
f †1,,0 = 〈m2R − 2Q − 1/2〉ℓ2R E−1/2,−3/2
+(−1)p(n)+p(2)〈m1 + 3/2〉ℓ1E−3/2,−1/2. (4.43)
For convenience, we always assume
τ ∈ {∗, †}. (4.44)
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Under the above settings,
{eτǫ,l | l ∈ N− δ0,ǫn0} is set of positive simple root vectors of L
τ,~ℓ
ι0,ǫ (4.45)
and
{f τǫ,l | l ∈ N− δ0,ǫn0} is set of negative simple root vectors of L
τ,~m
ι,ǫ . (4.46)
Set
ϑǫl = El−1/2,−l+1/2 − E−l+(ǫ−1)n+1/2,l+(1−ǫ)n−1/2 (4.47)
for l ∈ N− n0δǫ,0. Define
ωτǫ,l = α
ι0
~m(l + 1/2,−l + 1/2; l − 1/2,−l − 1/2) + α
ι0
~m(−l + (ǫ− 1)n + 1/2,
l + (1− ǫ)n + 1/2;−l + (ǫ− 1)n − 1/2, l + (1− ǫ)n− 1/2) (4.48)
for l ∈ N+ δǫ,0(δε,0 − n0) + δǫ,1 if τ = ∗, and l ∈ N+ 1− n0δǫ,0 when τ = †. Moreover, we let
ω∗0,−n0 = α
ι0
~m(−n0 + 3/2, n0 + 1/2;−n0 − 1/2, n0 − 3/2)
+αι0~m(−n0 + 1/2, n0 + 3/2;−n0 − 3/2, n0 − 1/2) (4.49)
when ǫ = ε = 0,
ω∗1,0 = α
ι0
~m(1/2, 1/2;−1/2,−1/2), (2.50)
ω†0,−n0 = α
ι0
~m(−n0 + 1/2, n0 + 1/2;−n0 − 1/2, n0 − 1/2) (4.51)
and
ω†1,0 = α
ι0
~m(3/2, 1/2;−1/2,−3/2) + α
ι0
~m(1/2, 3/2;−3/2,−1/2). (4.52)
Set
T τǫ,l = ϑ
ǫ
l+1 − ϑ
ǫ
l + ω
τ
ǫ,lκ0 (4.53)
for l ∈ N+ δǫ,0(δε,0 − n0) + δǫ,1 if τ = ∗, and l ∈ N+ 1− n0δǫ,0 when τ = †. Moreover, we set
T ∗0,−n0 = ϑ
0
−n0 + ϑ
0
−n0+2 + ω
∗
0,−n0κ0 (4.54)
when ǫ = ε = 0,
T ∗1,0 = ϑ
1
1 + ω
∗
1,0κ0, T
†
0,−n0
= ϑ0−n0+1 + ω
†
0,−n0
κ0 (4.55)
and
T †1,0 = ϑ
1
1 + ϑ
1
2 + ω
†
1,0κ0. (4.56)
It can be verified that
[eτǫ,l, f
τ
ǫ,l] = T
τ
ǫ,l for l ∈ N− δ0,ǫn0. (4.57)
Obviously
[T τǫ,l, e
τ
ǫ,l] = 2e
τ
ǫ,l, [T
τ
ǫ,l, f
τ
ǫ,l] = −2f
τ
ǫ,l for l ∈ N− δ0,ǫn0. (4.58)
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Set
T ǫ =
∞∑
l=−n0δǫ,0
Cϑǫl + Cκ0. (4.59)
Moreover, we let
L∗, ~mι0,ǫ,± =
n∑
i,j=1
∑
l,k∈Z;±(l+k)>0
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2) (4.60)
and
L†, ~mι0,ǫ,± =
n∑
i,j=1
∑
l,k∈Z;±(l+k)>0
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2 − (−1)
p(i)+p(j)
×〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2). (4.61)
Then Lτ,~mι0,ǫ,± are Lie subalgebras of L
τ,~m
ι0,ǫ , T
ǫ is a toral Cartan subalgebra of Lτ,~mι0,ǫ and
Lτ,~mι0,ǫ = L
τ,~m
ι0,ǫ,− ⊕ T
ǫ ⊕Lτ,~mι0,ǫ,+. (4.62)
Furthermore, we have Borel subalgebras:
Lτ,~mι0,ǫ,0 = T
ǫ + Lτ,~mι0,ǫ,+ (4.63)
of Lτ,~mι0,ǫ .
Denote by (T ǫ)∗ the space of linear functions on T ǫ. Fix an element
k0 ∈ N− n0δ0,ǫ. (4.64)
Take λ ∈ (T ǫ)∗ such that
λ(ϑǫl ) = 0 for k0 ≤ l ∈ N− n0δǫ,0. (4.65)
Define a one-dimensional Lτ,~mι0,ǫ,0-module Cv
τ,ǫ
λ by
Lτ,~mι0,ǫ,+(v
τ,ǫ
λ ) = {0}, h(v
τ,ǫ
λ ) = λ(h)v
τ,ǫ
λ for h ∈ T
ǫ. (4.66)
Form an induced Lτ,~mι,ǫ -module:
M τ,ǫλ = U(L
τ,~m
ι0,ǫ )⊗U(Lτ,~mι0,ǫ,0)
Cvτ,ǫλ
∼= U(L
τ,~m
ι0,ǫ,−)⊗C Cv
τ,ǫ
λ . (4.67)
There exists a unique maximal proper submodule N τ,ǫλ of M
τ,ǫ
λ , and the quotient module
Mτ,ǫλ =M
τ,ǫ
λ /N
τ,ǫ
λ (4.68)
is a weighted irreducible Lτ,~mι0,ǫ -module. Identify 1⊗ v
τ,ǫ
λ with v
τ,ǫ
λ . If
λǫl = λ(T
τ
ǫ,l) ∈ N for l ∈ N− n0δǫ,0, (4.69)
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then
N τ,ǫλ =
∞∑
l=−n0δ0,ǫ
U(Lτ,~mι0,ǫ,−)(f
τ
ǫ,l)
λǫl+1vτ,ǫλ . (4.70)
Set
ℓˆ = |ι0|+ 1 +max {m1,m2, ...,mn}. (4.71)
For ℓˆ < s ∈ N, we define
L∗, ~m,sι0,ǫ =
n∑
i,j=1
∑
l,−k∈±(N+s)
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2) (4.72)
and
L†, ~m,sι0,ǫ =
n∑
i,j=1
∑
l,−k∈±(N+s)
C((−1)ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−(−1)p(i)+p(j)〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2). (4.73)
Then Lτ,~m,sι0,ǫ is a Lie subalgebra of L
τ,~m
ι,ǫ by (4.16)-(4.26).
Suppose that M is an Lτ,~mι0,ǫ -module
generated by a subspaceM0 such that L
τ,~m,s
ι0,ǫ (M0) = {0} for some ℓˆ < s ∈ N. (4.74)
For instance, the above moduleMτ,ǫλ is such an module withM0 = Cv
τ,ǫ
λ and s = max{ℓˆ, k0+2}.
We can also construct M as Example 3.2. According to (2.60), (2.64) and (2.73), we define a
representation σ∗ of oˆ(~ℓ,A) and a representation σ† of ŝp(~ℓ,A) on M as follows: σ∗(κ) =
κ0, σ†(κ) = κ0,
σ∗(t
k+mi+mj+r+ǫ∂
r+ℓj
t Ei,j − (−∂t)
rtk+mi+mj+r+ǫ∂ℓit Ej∗,i∗)
=
∑
l∈Z
〈l −mj − ǫ+ 1/2〉r((−1)
ǫ〈−l +mj + ǫ− 3/2〉ℓjE(k+l)n+i−1/2,−ln−j+1/2
−〈k + l +mi + 1/2〉ℓiE(−l+ǫ−1)n−j+1/2,(k+l+1−ǫ)n+i−1/2)
+((r + ℓi)!ℑ0,r+ℓi − r!ℓi!ℑr,ℓi)δk+ǫ,0δi,jκ0 (4.75)
and
σ†(t
k+mi+mj+r+ǫ∂
r+ℓj
t Ei,j − (−1)
p(i)+p(j)(−∂t)
rtk+mi+mj+r+ǫ∂ℓit Ej∗,i∗)
=
∑
l∈Z
〈l −mj − ǫ+ 1/2〉r((−1)
ǫ〈−l +mj + ǫ− 3/2〉ℓjE(k+l)n+i−1/2,−ln−j+1/2
−(−1)p(i)+p(j)〈k + l +mi + 1/2〉ℓiE(−l+ǫ−1)n−j+1/2,(k+l+1−ǫ)n+i−1/2)
+((r + ℓi)!ℑ0,r+ℓi − r!ℓi!ℑr,ℓi)δk+ǫ,0δi,jκ0. (4.76)
Theorem 4.2. Suppose that M is a weighted Lτ,~mι0,ǫ -module satisfying (4.74). Then the
representation στ is irreducible if and only if M is irreducible.
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Proof. We only prove the statement for σ∗ when {ℓs = 2ms | s ∈ 1, n} and n = 2n0 are even.
The other cases can be proved similarly. Define
hi,r = σ∗(t
ℓi+r∂r+ℓit Ei,i − (−∂t)
rtℓi+r∂ℓit Ei∗,i∗)
=
∑
l∈Z
〈l +mi + 1/2〉2mi+r(Eln+i−1/2,−ln−i+1/2 − E−(l+1)n−i+1/2,(l+1)n+i−1/2)
+((r + ℓi)!ℑ0,r+ℓi − r!ℓi!ℑr,ℓi)κ0 (4.77)
for i ∈ 1, n and r ∈ N by (4.75). Set
H =
n∑
i=1
∞∑
r=0
Chi,r ⊂ EndM, (4.78)
the space of linear transformations on M. As operators on M,
[hi,r, 〈k +mj2 − 3/2〉ℓj2 Eln+j1−1/2,kn−j2+1/2
−〈l +mj1 + 1/2〉ℓj1 E(k−1)n−j2+1/2,(l+1)n+j1−1/2]
= [δi,j1〈l +mi + 1/2〉ℓi+r − δi∗,j1〈−l +mi − 3/2〉ℓi+r + δi∗,j2〈k +mi − 3/2〉ℓi+r
−δi,j2〈−k +mi + 1/2〉ℓi+r]〈k +mj2 − 3/2〉ℓj2 E(l+j1−1/2,kn−j2+1/2
−〈l +mj1 + 1/2〉ℓj1 E(k−1)n−j2+1/2,(l+1)n+j1−1/2. (4.79)
Using generating functions, we get
[
∞∑
r=0
hi,rx
r, 〈k +mj2 − 3/2〉ℓj2 Eln+j1−1/2,kn−j2+1/2
−〈l +mj1 + 1/2〉ℓj1 E(k−1)n−j2+1/2,(l+1)n+j1−1/2]
=
dℓi
dxℓi
[δi,j1(1 + x)
l+mi+1/2 − δi∗,j1(1 + x)
−l+mi−3/2 + δi∗,j2(1 + x)
k+mi−3/2
−δi,j2(1 + x)
−k+mi+1/2]〈k +mj2 − 3/2〉ℓj2 Eln+j1−1/2,kn−j2+1/2
−〈l +mj1 + 1/2〉ℓj1 E(k−1)n−j2+1/2,(l+1)n+j1−1/2. (4.80)
Denote by H∗ the space of linear functions on H. Given ρ ∈ H∗, we set
(L∗, ~mι0,0)(ρ) = {ξ ∈ L
∗, ~m
ι0,0
| [h, ξ] = ρ(h)ξ for h ∈ H}. (4.81)
Then
(L∗, ~mι0,0)(0) = T , dim(L
∗, ~m
ι0,0
)(ρ) = 1 for 0 6= ρ ∈ H
∗ (4.82)
by (4.80). Moreover,
L∗, ~mι0,0 =
⊕
ρ∈H∗
(L∗, ~m1,0 )(ρ). (4.83)
The conclusion can be proved exactly as the proof of Theorem 3.1. ✷
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5 Modules with ι ∈ Z Related to Skew Elements
In this section, we give detailed constructions of irreducible modules of the Lie algebras Aˆτ~ℓ in
(2.59) with ι ∈ Z when A is the n × n matrix algebra, from weighted irreducible modules of
central extensions of the Lie algebras of infinite skew matrices with finite number of nonzero
entries.
Recall the Lie algebra Dˇτ,ι~ℓ
defined in (2.76), and the Lie algebra g˜l(∞) defined in (3.9) and
(3.10). Note
Dˇ∗,ι~ℓ
=
n∑
i,j=1
∑
0<l,k∈Z
[C((−1)ǫ〈−k − 1/2〉ℓjEi,j(−l − ι,−k + ι− ℓj)− 〈−l − 1/2〉ℓi
×Ej∗,i∗(−k − ι,−l + ι− ℓi)) + C((−1)
ǫ〈−k − 1/2〉ℓjEi,j(l − ι+ ℓi,−k + ι− ℓj)
−〈l + ℓi − 1/2〉ℓiEj∗,i∗(−k − ι, l + ι)) + C((−1)
ǫ〈k + ℓj − 1/2〉ℓjEi,j(l − ι+ ℓi, k + ι)
−〈l + ℓi − 1/2〉ℓiEj∗,i∗(k − ι+ ℓj , l + ι))] + Cκ0 (5.1)
and
Dˇ†,ι~ℓ
=
n∑
i,j=1
∑
0<l,k∈Z
[C((−1)ǫ〈−k − 1/2〉ℓjEi,j(−l − ι,−k + ι− ℓj)
−(−1)p(i)+p(j)〈−l − 1/2〉ℓiEj∗,i∗(−k − ι,−l + ι− ℓi))
+C((−1)ǫ〈−k − 1/2〉ℓjEi,j(l − ι+ ℓi,−k + ι− ℓj)
−(−1)p(i)+p(j)〈l + ℓi − 1/2〉ℓiEj∗,i∗(−k − ι, l + ι))
+C((−1)ǫ〈k + ℓj − 1/2〉ℓjEi,j(l − ι+ ℓi, k + ι)
−(−1)p(i)+p(j)〈l + ℓi − 1/2〉ℓiEj∗,i∗(k − ι+ ℓj, l + ι))] + Cκ0 (5.2)
if n is even. By (3.11), we set
G∗,ι~ℓ
=
n∑
i,j=1
∞∑
l,k=0
[C((−1)ǫ〈−k − 1〉ℓjE−(l+ι+1)n+i−1/2,(−k+ι−ℓj)n−j+1/2
−〈−l − 1〉ℓiE−(k+ι)n−j+1/2,(−l+ι−ℓi−1)n+i−1/2)
+C((−1)ǫ〈−k − 1〉ℓjE(l−ι+ℓi)n+i−1/2,(−k+ι−ℓj)n−j+1/2
−〈l + ℓi〉ℓiE−(k+ι)n−j+1/2,(l+ι)n+i−1/2)
+C((−1)ǫ〈k + ℓj〉ℓjE(l−ι+ℓi)n+i−1/2,(k+ι+1)n−j+1/2
−〈l + ℓi〉ℓiE(k−ι+ℓj+1)n−j+1/2,(l+ι)n+i−1/2)] + Cκ0 (5.3)
and
G†,ι~ℓ
=
n∑
i,j=1
∞∑
l,k=0
[C((−1)ǫ〈−k − 1〉ℓjE−(l+ι+1)n+i−1/2,(−k+ι−ℓj)n−j+1/2
−(−1)p(i)+p(j)〈−l − 1〉ℓiE−(k+ι)n−j+1/2,(−l+ι−ℓi−1)n+i−1/2)
+C((−1)ǫ〈−k − 1〉ℓjE(l−ι+ℓi)n+i−1/2,(−k+ι−ℓj)n−j+1/2
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−(−1)p(i)+p(j)〈l + ℓi〉ℓiE−(k+ι)n−j+1/2,(l+ι)n+i−1/2)
+C((−1)ǫ〈k + ℓj〉ℓjE(l−ι+ℓi)n+i−1/2,(k+ι+1)n−j+1/2
−(−1)p(i)+p(j)〈l + ℓi〉ℓiE(k−ι+ℓj+1)n−j+1/2,(l+ι)n+i−1/2)] + Cκ0 (5.4)
Then G∗,ι~ℓ
and G†,ι~ℓ
are Lie subalgebras of g˜l(∞), and the map in (3.11) induces
Dˇτ,ι~ℓ
∼= G
τ,ι
~ℓ
(5.5)
(cf. (4.44)).
We define two functions Hˆ1, Hˆ2 : Z → C by
Hˆ1(l) =
{
1 if nι < l < 0 or l > 0, (ι− ℓ(l+1/2)R)n,
0 otherwsie
(5.6)
and
Hˆ2(l) =
{
1 if − ιn, 0 < l or (ℓ(−l+1/2)R − ι)n < l < 0,
0 otherwsie
(5.7)
(cf. (4.25)). Moreover, we define a map βι~ℓ
: Z 4 → C by:
βι~ℓ(l1, l2; k1, k2) = (H1(l1)H2(l2)−H1(k1)H2(k2))δl1+k2,0δl2+k1,0. (5.8)
Set
g˜l
(ι)
~ℓ
(∞) = gl(∞)⊕ Cκ0 (5.9)
(cf. (3.1)), where κ0 is a base element. We have the following Lie bracket on g˜l
(ι)
~ℓ
(∞):
[El1,l2 + µ1κ0, Ek1,k2 + µ2κ0] = El1,l2Ek1,k2 − Ek1,k2El1,l2 + β
ι
~ℓ
(l1, l2; k1, k2)κ0 (5.10)
for l1, l2, k1, k2 ∈ Z. In particular, the Lie algebras
g˜l
(0)
~ℓ
(∞) ∼= g˜l(∞). (5.11)
Next we set
L∗,
~ℓ
ι =
n∑
i,j=1
∞∑
l,k=0
[C((−1)ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2 − 〈−l − 1〉ℓi
×E−kn−j+1/2,(−l−1)n+i−1/2) + C((−1)
ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2
−〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2) + C((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)] +Cκ0 (5.12)
and
L†,
~ℓ
ι =
n∑
i,j=1
∞∑
l,k=0
[C((−1)ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2 − (−1)
p(i)+p(j)〈−l − 1〉ℓi
×E−kn−j+1/2,(−l−1)n+i−1/2) +C((−1)
ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2 − (−1)
p(i)+p(j)
×〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2) + C((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−(−1)p(i)+p(j)〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)] + Cκ0 (5.13)
37
if n is even. Then Lτ,
~ℓ
ι are Lie subalgebras of g˜l
(ι)
~ℓ
(∞), and
Dˇτ,ι~ℓ
∼= G
τ,ι
~ℓ
∼= Lτ,
~ℓ
ι (5.14)
(cf. (4.44)) by (5.3) and (5.4). Thus we have:
Theorem 5.1. The Lie algebras:
Dˇ∗,ι~ℓ
/Cκ0 ∼=
{
o¯d(∞) if ǫ = 0,
sp(∞) if ǫ = 1
(5.15)
and
Dˇ†,0~ℓ
/Cκ0 ∼=
{
sp(∞) if ǫ = 0,
o¯d(∞) if ǫ = 1
(5.16)
(cf. (4.1), (4.3)).
Next we want to study highest weight irreducible modules of Lτ,
~ℓ
ι . Recall the notions in
(4.25). Set
L∗,
~ℓ
ι,+ =
∑
0<k<l
C((−1)ǫ〈−kQ − 1〉ℓkREl−1/2,−k+1/2 − 〈lQ + ℓlR〉ℓlRE−k+1/2,l−1/2)
+
∞∑
l,k=1
C((−1)ǫ〈kQ + ℓkR〉ℓkREl−1/2,k−1/2 − 〈lQ + ℓR〉ℓlREk−1/2,l−1/2), (5.17)
L∗,
~ℓ
ι,− =
∞∑
l,k=1
C((−1)ǫ〈−kQ − 1〉ℓkRE−l+1/2,−k+1/2 − 〈−lQ − 1〉ℓlRE−k+1/2,−l+1/2)
+
∑
0<l<k
C((−1)ǫ〈−kQ − 1〉ℓkREl−1/2,−k+1/2 − 〈lQ + ℓlR〉ℓlRE−k+1/2,l−1/2) (5.18)
and
L†,
~ℓ
ι,+ =
∑
0<k<l
C((−1)ǫ〈−kQ − 1〉ℓkREl−1/2,−k+1/2 − (−1)
p(lR)+p(kR)
×〈lQ + ℓlR〉ℓlRE−k+1/2,l−1/2) +
∞∑
l,k=1
C((−1)ǫ〈kQ + ℓkR〉ℓkREl−1/2,k−1/2
−(−1)p(lR)+p((kR)
∗)〈lQ + ℓR〉ℓlREk−1/2,l−1/2, (5.19)
L†,
~ℓ
ι,− =
∞∑
l,k=1
C((−1)ǫ〈−kQ − 1〉ℓkRE−l+1/2,−k+1/2 − (−1)
p((lR)
∗)+p(kQ)
×〈−lQ − 1〉ℓlRE−k+1/2,−l+1/2) +
∑
0<l<k
C((−1)ǫ〈−kQ − 1〉ℓkREl−1/2,−k+1/2
−(−1)p(lR)+p(kR)〈lQ + ℓlR〉ℓlRE−k+1/2,l−1/2). (5.20)
Then Lτ,
~ℓ
ι,± are Lie subalgebras of L
τ,~ℓ
ι (cf. (4.44)).
Denote
ϑl = El+1/2,−l−1/2 − E−l−1/2,l+1/2 for l ∈ N. (5.21)
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Set
T =
∞∑
l=0
ϑl + Cκ0. (5.22)
Then T is a toral Cartan subalgebra of Lτ,
~ℓ
ι . Moreover,
Lτ,
~ℓ
ι = L
τ,~ℓ
ι,− ⊕ T ⊕ L
τ,~ℓ
ι,+. (5.23)
Define
f∗ǫ,l = 〈−(l + 1)Q − 1〉ℓ(l+1)REl−1/2,−l−1/2 − (−1)
ǫ〈lQ + ℓlR〉ℓlRE−l−1/2,l−1/2 (5.24)
and
f †ǫ,l = 〈−(l + 1)Q − 1〉ℓ(l+1)REl−1/2,−l−1/2
−(−1)ǫ+p(lR)+p((l+1)R)〈lQ + ℓlR〉ℓlRE−l−1/2,l−1/2 (5.25)
for l ∈ N+ 1. Moreover, we define
f∗0,0 = 〈−1〉ℓ1E−3/2,−1/2 − 〈−2Q − 1〉ℓ2RE−1/2,−3/2, (5.26)
f †1,0 = 〈−1〉ℓ1E−3/2,−1/2 + (−1)
p(1)+p((2R)
∗)〈−2Q − 1〉ℓ2RE−1/2,−3/2, (5.27)
f∗1,0 = f
†
0,0 = E−1/2,−1/2. (5.28)
Then {f τǫ,l | l ∈ N} is a set of negative simple root vectors of L
τ,~ℓ
ι .
For l ∈ N+ 1, we define
ωl = β
ι
~ℓ
(l + 1/2,−l + 1/2; l − 1/2,−l − 1/2) + βι~ℓ(−l + 1/2, l + 1/2;−l − 1/2, l − 1/2). (5.29)
Moreover, we let
ω∗0,0 = β
ι
~ℓ
(1/2, 3/2;−3/2,−1/2) + βι~ℓ(3/2, 1/2;−1/2,−3/2) (5.30)
and
ω∗1,0 = β
ι
~ℓ
(1/2, 1/2;−1/2,−1/2). (5.31)
Furthermore, we set
T τǫ,l = ϑl − ϑl−1 + ωlκ0 for l ∈ N+ 1, (5.32)
T ∗0,0 = T
†
1,0 = ϑ1 + ϑ0 + ω
∗
0,0κ0 (5.33)
and
T ∗1,0 = T
†
0,0 = ϑ0 + ω
∗
1,0κ0. (5.34)
Denote
Lτ,
~ℓ
ι,0 = T + L
τ,~ℓ
ι,+. (5.35)
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Let λτ,ǫ a linear function on T such that there exists k0 ∈ N for which
λτ,ǫ(ϑl) = 0 for k0 ≤ l ∈ N. (5.36)
Define a one-dimensional Lτ,
~ℓ
ι,0-module Cv
τ,ǫ by:
Lτ,
~ℓ
ι,+(v
τ,ǫ) = {0}, h(vτ,ǫ) = λτ,ǫ(h)vτ,ǫ for h ∈ T . (5.37)
Form an induced Lτ,
~ℓ
ι -module:
Mλτ,ǫ = U(L
τ,~ℓ
ι )⊗U(Lτ,~ℓι,0)
Cvτ,ǫ ∼= U(L
τ,~ℓ
ι,−)⊗C Cv
τ,ǫ. (5.38)
There exists a unique maximal proper submodule Nλτ,ǫ of Mλτ,ǫ , and the quotient
Mλτ,ǫ =Mλτ,ǫ/Nλτ,ǫ (5.39)
is a weighted irreducible Lτ,
~ℓ
ι -module. Identify 1⊗ vτ,ǫ with vτ,ǫ. When
λτ,ǫk = λ
τ,ǫ(T τǫ,k) ∈ N for k ∈ N, (5.40)
the submodule
Nλτ,ǫ =
∞∑
l=0
U(Lτ,
~ℓ
ι,−)(f
τ
ǫ,l)
λτ,ǫl +1vτ,ǫ. (5.41)
Based on (5.3) and (5.4), we denote
ℓ¯ = (|ι|+max {ℓ1, ℓ2, ..., ℓn})n. (5.42)
For any ℓ¯ < s ∈ N, we define:
L∗,
~ℓ
ι,s =
∞∑
l,k=s
C((−1)ǫ〈−kQ − 1〉ℓkREl−1/2,−k+1/2 − 〈lQ + ℓlR〉ℓlRE−k+1/2,l−1/2) (5.43)
and
L†,
~ℓ
ι,s =
∞∑
l,k=s
C((−1)ǫ〈−kQ − 1〉ℓkREl−1/2,−k+1/2
−(−1)p(lR)+p(kR)〈lQ + ℓlR〉ℓlRE−k+1/2,l−1/2). (5.44)
Suppose that M is an Lτ,
~ℓ
ι -module
generated by a subspaceM0 such that L
τ,~ℓ
ι,s(M0) = {0} for some ℓ¯ < s ∈ N. (5.45)
For instance, the above module Mτ,ǫ is such an module with M0 = Cv
τ,ǫ and s = max{k0 +
2, ℓ¯+ 1}. We can also construct M as Example 3.2.
Recall the notion defined in (2.60). For i, j ∈ 1, n and r ∈ N, we have
(Ei,j)
∗
~ℓ
(r, z) =
∑
l∈Z
(Ei,j ⊗ t
l∂
r+ℓj
t − (−1)
ǫEj∗,i∗ ⊗ (−∂t)
rtl∂ℓit )z
−l−1 (5.46)
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and
(Ei,j)
†
~ℓ
(r, z) =
∑
l∈Z
(Ei,j ⊗ t
l∂
r+ℓj
t − (−1)
ǫ+p(i)+p(j)Ej∗,i∗ ⊗ (−∂t)
rtl∂ℓit )z
−l−1. (5.47)
By Theorem 2.5, we have a representation σ∗ of oˆ(~ℓ,A) and a representation σ† of ŝp(~ℓ,A) on
M with σ∗(κ) = κ0, σ†(κ) = κ0 and
σ∗((Ei,j)
∗
~ℓ
(r, z))
=
∞∑
l,k=0
[〈k〉r((−1)
ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2)z
l+k−r
+〈k〉r((−1)
ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2
−〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2)z
−l+k−ℓi−r−1
+〈−k − ℓj − 1〉r((−1)
ǫ〈k + ℓj〉ℓjE−(l+1)n+i−1/2,(k+1)n−j+1/2
−〈−l − 1〉ℓiE(k+1)n−j+1/2,−(l+1)n+i−1/2)z
l−k−ℓj−r−1
+〈−k − ℓj − 1〉r((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)z
−l−k−ℓi−ℓj−r−2
+[(r + ℓi)!ℑ0,r+ℓi − (−1)
ǫr!ℓi!ℑr,ℓi ]δi,jκ0z
−r−ℓi−1 (5.48)
and
σ†((Ei,j)
†
~ℓ
(r, z))
=
∞∑
l,k=0
[〈k〉r((−1)
ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−(−1)p(i)+p(j)〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2)z
l+k−r
+〈k〉r((−1)
ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2
−(−1)p(i)+p(j)〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2)z
−l+k−ℓi−r−1
+〈−k − ℓj − 1〉r((−1)
ǫ〈k + ℓj〉ℓjE−(l+1)n+i−1/2,(k+1)n−j+1/2
−(−1)p(i)+p(j)〈−l − 1〉ℓiE(k+1)n−j+1/2,−(l+1)n+i−1/2)z
l−k−ℓj−r−1
+〈−k − ℓj − 1〉r((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−(−1)p(i)+p(j)〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)z
−l−k−ℓi−ℓj−r−2
+[(r + ℓi)!ℑ0,r+ℓi − (−1)
ǫr!ℓi!ℑr,ℓi ]δi,jκ0z
−r−ℓi−1 (5.49)
By a similar proof as that of Theorem 4.2, we obtain the following theorem, which was proved
by Ma [M2] in a different form when ι = 0.
Theorem 5.2. Suppose that M is a weighted Lτ,
~ℓ
ι -module satisfying (5.45). Then the
representation στ is irreducible if and only if M is irreducible.
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6 Vacuum Representation of ĝl(~ℓ,A)
In this section, we study the vacuum representation of the Lie algebra ĝl(~ℓ,A) in (3.6) and its
vertex algebra structure. Its vertex algebra irreducible representations are investigated.
Recall the algebra A of differential operators given in (2.2) and (2.3). Observe that
A− =
∞∑
i=0
C[t−1]t−1∂it and A+ =
∞∑
i=0
C[t]∂it (6.1)
forms associative subalgebras of A. Moreover,
A = A− + A+. (6.2)
Recall the Lie algebra ĝl(n,A) in (3.3) and (3.4). Note that in (3.4),
δr1+r2,m1+m2r1!r2!
(
m1
r1 + r2 + 1
)
= 0 for m1,m2, r1, r2 ∈ N, (6.3)
because if m1+m2 = r1+ r2, then m1 < r1+ r2+1. Thus we have the following Lie subalgebras
of ĝl(n,A):
ĝl(n,A)± =Mn×n(A±). (6.4)
Moreover,
ĝl(n,A) = ĝl(n,A)− + ĝl(n,A)+ + Cκ. (6.5)
Suppose that G is Lie subalgebra of ĝl(n,A) such that
G = G− + G+ + Cκ, G± = G
⋂
ĝl(n,A)±. (6.6)
Then G± and
G0 = G+ + Cκ (6.7)
are Lie subalgebras of G. Take a nonzero constant χ ∈ C. Form a one-dimensional G0-module
C|0〉 by:
κ(|0〉) = χ|0〉, G+(|0〉) = {0}. (6.8)
The induced G-module
Vχ(G) = U(G)⊗U(G0) C|0〉
∼= U(G−)⊗C C|0〉 (6.9)
is called the vacuum module of G and the corresponding representation is called the vacuum
representation of G at level χ. The main objective in the rest of paper is to study Vχ(G) and the
related vertex algebra structure when G is one of the Lie algebras ĝl(~ℓ,A), oˆ(~ℓ,A) or ŝp(~ℓ,A).
For convenience, we simply denote
u|0〉 = u⊗ |0〉 for u ∈ U(G). (6.10)
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In the rest of this section, we will deal only with ĝl(~ℓ,A).
Theorem 6.1. The module Vχ(ĝl(~ℓ,A)) is irreducible if χ 6∈ Z. When χ ∈ Z, the module
Vχ(ĝl(~ℓ,A)) has a unique maximal proper submodule V¯χ(ĝl(~ℓ,A)), and the quotient
Vχ(ĝl(~ℓ,A)) = V(ĝl(~ℓ,A))/V¯χ(ĝl(~ℓ,A)) (6.11)
is an irreducible ĝl(~ℓ,A)-module. If n > 1 and χ ∈ N, the submodule
V¯χ(ĝl(~ℓ,A)) = U(ĝl(~ℓ,A))(t
−1∂ℓ1En,1)
χ+1|0〉. (6.12)
Proof. We define
ĝl(~ℓ,A))(k) =
n∑
i,j=1
∞∑
r=0
Ctr+ℓj−k∂
r+ℓj
t Ei,j + Cδk,0κ (6.13)
for k ∈ Z. Then
ĝl(~ℓ,A)) =
⊕
k∈Z
ĝl(~ℓ,A))(k) (6.14)
is a Z-graded Lie algebra. Moreover, we define a Z-grading on Vχ(ĝl(~ℓ,A)) by
Vχ(ĝl(~ℓ,A))(0) = C|0〉, Vχ(ĝl(~ℓ,A))(−m) = {0} for m ∈ N+ 1 (6.15)
and
Vχ(ĝl(~ℓ,A))(m) = Span{u1u2 · · · us|0〉 | ui ∈ ĝl(~ℓ,A)−
⋂
ĝl(~ℓ,A)(ki);
s∑
i=1
ki = m} (6.16)
for m ∈ N+ 1. Then
Vχ(ĝl(~ℓ,A)) =
⊕
k∈Z
Vχ(ĝl(~ℓ,A))(k) (6.17)
is a Z-graded ĝl(~ℓ,A)-module. Since
(A∂
ℓj
t Ei,j)
⋂
ĝl(~ℓ,A))(k+ℓj)
⋂
ĝl(~ℓ,A))− =
k−1∑
r=0
Ctr−k∂
r+ℓj
t Ei,j (6.18)
(cf. (6.4) and (6.6)), the character
d(Vχ(ĝl(~ℓ,A)), q) =
∞∑
k=0
(dimVχ(ĝl(~ℓ,A))(k))q
k =
n∏
i=1
∞∏
r=1
1
(1− qℓi+r)rn
. (6.19)
Recall the Lie algebra g˜l(∞) defined in (3.9) and (3.10). Set
g˜l(∞)(−) =
∑
0>j,k∈Z
CEj,k, g˜l(∞)(+) =
∑
0<j,k∈Z
(CEj,k + CEj,−k + CE−j,k). (6.20)
By (3.10), g˜l(∞)(±) are Lie subalgebras of g˜l(∞) and
g˜l(∞) = g˜l(∞)(−) + g˜l(∞)(+) + Cκ0. (6.21)
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Hence we have the Lie subalgebra
g˜l(∞)(0) = g˜l(∞)(+) + Cκ0. (6.22)
Define a one-dimensional g˜l(∞)(0)-module C1 by
κ0(1) = χ1, g˜l(∞)(+)(1) = {0}. (6.23)
Form an induced g˜l(∞)-module
Uχ = U(g˜l(∞))⊗U(g˜l(∞)(−)) C1
∼= U(g˜l(∞)(−))⊗C C1, (6.24)
which satisfies the condition (3.18) with m = 0 and M0 = C1⊗ 1. For convenience, we denote
v1 = v ⊗ 1 for v ∈ U(g˜l(∞)). (6.25)
Note our notion
Ei,j(r, z) =
∑
m∈Z
tm∂rt z
−m−1Ei,j for i, j ∈ 1, n, r ∈ N+ ℓj. (6.26)
According to (3.37) (also cf. (2.52) and (3.11)), we obtain a ĝl(~ℓ,A)-module structure on Uχ
defined by κ = χIdUχ and
Ei,j(r, z) =
∞∑
l,k=0
[〈−k − 1〉r(Eln+i−1/2,(k+1)n−j+1/2z
−l−k−ℓi−r−2
+E−(l+1)n+i−1/2,(k+1)n−j+1/2z
l−k−r−1)
+〈k + ℓj〉r(Eln+i−1/2,−kn−j+1/2z
−l+k+ℓj−ℓi−r−1
+E−(l+1)n+i−1/2,−kn−j+1/2z
l+k+ℓj−r)] (6.27)
for i, j ∈ 1, n and r ∈ N+ ℓj. In particular,
Ei,j(r, z)(1) =
∞∑
l,k=0
E−(l+1)n+i−1/2,−kn−j+1/21z
l+k+ℓj−r. (6.28)
Thus we have
ĝl(~ℓ,A)+(1) = {0}. (6.29)
By a similar proof as that of Theorem 3.1,
Uχ = U(ĝl(~ℓ,A)−)1. (6.30)
Therefore, we have a Lie algebra module epimorphism ν : Vχ(ĝl(~ℓ,A))→ Uχ defined by
ν(u|0〉) = u1 for u ∈ U(ĝl(~ℓ,A)−). (6.31)
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Set
ℓ = min {ℓ1, ℓ2, ..., ℓn}. (6.32)
For m ∈ N+ ℓ+ 1, we let
g˜l(∞)
(m)
(−) = Span {E−(l+1)n+i−1/2,−k−j+1/2 | i, j ∈ 1, n, l, k ∈ N; l + k + ℓj + 1 = m}. (6.33)
Then
g˜l(∞)(−) =
∞⊕
m=ℓ+1
g˜l(∞)
(m)
(−) . (6.34)
Moreover, we define
U (0)χ = C1, U
(m)
χ = {0} for m ∈ (−N− 1)
⋃
1, ℓ (6.35)
and
U (m)χ = Span {u1u2 · · · us1 | ui ∈ g˜l(∞)
(mi)
(−) ;
s∑
i=1
mi = m}. (6.36)
By (6.30),
Uχ =
⊕
m∈Z
U (m)χ (6.37)
is a Z-graded ĝl(~ℓ,A)-module. Furthermore, (6.33) implies the character
d(Uχ, q) =
∞∑
k=0
(dimU (k)χ )q
k =
n∏
i=1
∞∏
r=1
1
(1− qℓi+r)rn
. (6.38)
Therefore, (6.19) and (6.38) imply
Vχ(ĝl(~ℓ,A)) ∼= Uχ. (6.39)
Let λ be a linear function on T (cf. (3.12)) such that
λ(κ0) = χ, λ(El,−l) = 0 for l ∈ Z. (6.40)
Recall the Verma module Mλ defined in (3.63). Note
Uχ ∼=Mλ/(
∑
−1/26=l∈Z
U(g˜l(∞)−)(El+1,l ⊗ vλ)), (6.41)
which is irreducible if χ 6∈ Z by [J1-J3]. When χ ∈ N,
U¯χ = U(g˜l(∞)−)E
χ+1
−1/2,−1/21
∼= (
∑
l∈Z
U(g˜l(∞)−)(E
λl+1
l+1,l ⊗ vλ))/(
∑
−1/26=l∈Z
U(g˜l(∞)−)(E
λl+1
l+1,l ⊗ vλ)) (6.42)
is the unique maximal proper submodule of Uχ (cf. (3.65)). Thus
U(ĝl(~ℓ,A))ν−1(Eχ+1−1/2,−1/21) (6.43)
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is the unique maximal proper submodule of Vχ(ĝl(~ℓ,A)) (cf. (6.31)). When n > 1, (6.23) and
(6.27) imply
ν−1(Eχ+1−1/2,−1/21) = (t
−1∂ℓ1t En,1)
χ+1|0〉. ✷ (6.44)
Next we want to present the definitions of vertex algebra and its module. For any two vector
spaces U and W , we denote by LM(U,W ) the set of all linear maps from U to W . Let z1 and
z2 be two formal variables. We have the following convention of binomial expansions:
(z1 − z2)
r =
∞∑
l=0
(−1)l( rl )z
r−l
1 z
l
2 for r ∈ C. (6.45)
For a vector space V , we denote
V [z−1, z]] = {
∞∑
i=m
viz
i | vi ∈ V, m ∈ Z}, (6.46)
the space of formal Laurent series with coefficients in V .
A vertex algebra is a vector space V with a linear map Y (·, z) : V → LM(V, V [z−1 : z]]), an
element ∂ ∈ End V and an element |0〉 ∈ V , satisfying the following conditions: given u, v ∈ V ,
Y (|0〉, z) = IdV , (6.47)
[∂, Y (v, z)] =
d
dz
Y (v, z), Y (v, z)|0〉 = ez∂v, (6.48)
(z1 − z2)
mY (u, z1)Y (v, z2) = (z1 − z2)
mY (v, z2)Y (u, z1) (6.49)
for some positive integer m.
An ideal U of a vertex algebra V is a vector space of V such that
∂(U) ⊂ U, Y (v, z)U ⊂ U [z−1, z]] for v ∈ V. (6.50)
A vertex algebra without proper nonzero ideals is called simple.
A module W of a vertex algebra (V, Y (·, z), |0〉, ∂) is a vector space with a linear map
YW (·, z) : V → LM(W,W [z
−1 : z]]) such that given u, v ∈ V and w ∈W ,
YW (|0〉, z) = IdW , YW (∂v, z) =
d
dz
Y (v, z), (6.51)
(z1 − z2)
mYW (u, z1)YW (v, z2) = (z1 − z2)
mYW (v, z2)YW (u, z1), (6.52)
(z0 + z2)
mYW (u, z0 + z2)YW (v, z2)w = (z2 + z0)
mYW (Y (u, z0)v, z2)w (6.53)
for some positive integer m.
A submodule W1 of W is a subspace such that
YW (v, z)W1 ⊂W1[z
−1, z]] for v ∈ V. (6.54)
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A module without proper nonzero submodule is called irreducible.
For a vector space U and any formal power series
f(z) =
∑
r∈Z
urz
−r−1 with ur ∈ U, (6.55)
we define
f(z)+ =
∞∑
r=0
urz
−r−1, f(z)− =
∞∑
r=0
u−r−1z
r. (6.56)
Now we define a linear transformation ∂ on ĝl(~ℓ,A) by
∂(κ) = 0, ∂(tm∂rtEi,j) = −mt
m−1∂rtEi,j (6.57)
for i, j ∈ 1, n, r ∈ N and m ∈ Z. Moreover, we define a linear transformation ∂ on Vχ(ĝl(~ℓ,A))
by
∂(|0〉) = 0, ∂(u1u2 · · · us|0〉) =
s∑
i=1
u1 · · · ui−1∂(u)iui+1 · · · us|0〉 (6.58)
for ui ∈ ĝl(~ℓ,A)−. For i, j ∈ 1, n and r ∈ N+ ℓj, we denote
Ei,j(r, z) =
∞∑
l∈Z
tl∂rtEi,jz
−l−1. (6.59)
Furthermore, we define linear maps
Y ±(·, z) : ĝl(~ℓ,A)− → LM(Vχ(ĝl(~ℓ,A)),Vχ(ĝl(~ℓ,A))[z
−1, z]]) (6.60)
by
Y ±(t−m−1∂rtEi,j, z) =
1
m!
dm
dzm
Ei,j(r, z)
±. (6.61)
Now we define a linear map
Y (·, z) : Vχ(ĝl(~ℓ,A))→ LM(Vχ(ĝl(~ℓ,A)),Vχ(ĝl(~ℓ,A))[z
−1, z]]) (6.62)
by induction:
Y (|0〉, z) = IdVχ(ĝl(~ℓ,A)), Y (uv, z) = Y
−(u, z)Y (v, z) + Y (v, z)Y +(u, z) (6.63)
for u ∈ ĝl(~ℓ,A)− and v ∈ Vχ(ĝl(~ℓ,A)). In particular,
Y ((t−m−1∂rtEi,j)|0〉, z) =
1
m!
dm
dzm
Ei,j(r, z) for i, j ∈ 1, n, r ∈ N+ ℓj , m ∈ N. (6.64)
By Lemma 2.1 and the general theory of conformal algebras (cf. [K] and [X2]), we have:
Theorem 6.2. The family (Vχ(ĝl(~ℓ,A)), Y (·, z), ∂, |0〉) forms a vertex algebra . If χ 6∈
Z, the vertex algebra (Vχ(ĝl(~ℓ,A)), Y (·, z), ∂, |0〉) is simple. When χ ∈ N, the quotient space
Vχ(ĝl(~ℓ,A)) forms a simple vertex algebra. If ℓi ∈ {0, 1} for i ∈ 1, n, Vχ(ĝl(~ℓ,A)) with χ ∈ C \Z
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and Vχ(ĝl(~ℓ,A)) with χ ∈ Z are simple vertex operator algebras with the Virasoro element
−t−1∂t(
∑n
i=1Ei,i)|0〉.
Take constants χ, ι ∈ C such that χ 6= 0. Let M be a weighted irreducible g˜l(∞)-module
satisfying (3.18) (also cf. (3.17)) and κ0|M = χIdM. For i, j ∈ 1, n and r ∈ N+ ℓj, we denote
Eιi,j(r, z) =
∑
l,k∈Z
〈ι− k〉rEln+i−1/2,kn−j+1/2z
−l−k−r−1 + r!ℑ0,rδi,jκ0z
−r−1 (6.65)
if ι 6∈ Z, and
Eιi,j(r, z)
=
n∑
l,k=0
[〈−k − 1〉rE(l−ι)n+i−1/2,(k+ι+1)n−j+1/2z
−l−k−ℓi−r−2
+〈〈k + ℓj〉rE(l−ι)n+i−1/2,(ι−k)n−j+/2z
−l+k+ℓj−ℓi−r−1
+〈k + ℓj〉rE−(l+ι+1)n+i−1/2,(ι−k)n−j+1/2z
l+k+ℓj−r
+〈−k − 1〉rE−(l+ι+1)n+i−1/2,(k+ι+1)n−j+1/2z
l−k−r−1] + δi,jr!ℑ0,rκ0z
−r−1 (6.66)
(cf. (2.26)). Furthermore, we define linear maps
Y ι,±M (·, z) : ĝl(
~ℓ,A)− → LM(M,M[z
−1, z]]) (6.67)
by
Y ι,±M (t
−m−1∂rtEi,j, z) =
1
m!
dm
dzm
Eιi,j(r, z)
±. (6.68)
Now we define a linear map
Y ιM(·, z) : Vχ(ĝl(
~ℓ,A))→ LM(M,M[z−1, z]]) (6.69)
by induction:
Y ιM(|0〉, z) = IdM, Y (uv, z) = Y
ι,−
M (u, z)Y
ι
M(v, z) + Y
ι
M(v, z)Y
ι,+
M (u, z) (6.70)
for u ∈ ĝl(~ℓ,A)− and v ∈ Vχ(ĝl(~ℓ,A)). By Theorem 3.1, Theorem 3.2 and the general theory for
vertex algebras (e.g. cf. Section 4.1 in [X2]), we have:
Theorem 6.3. The family (M, Y ιM(·, z)) forms a irreducible module of the vertex algebra
(Vχ(ĝl(~ℓ,A)), Y (·, z), ∂, |0〉).
In the rest of this section, we want to show certain familiar unitary highest weight irreducible
g˜l(∞)-modules induce irreducible modules of the quotient simple vertex algebra (V (ĝl(~ℓ,A)), Y (·, z),
∂, |0〉) when χ ∈ Z. To this end, we need to use charged free fields.
First we use charged free fermionic field realization. Denote
Z+ = N+ 1/2, Z− = −Z+. (6.71)
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Then
Z = Z+
⋃
Z−. (6.72)
Let {θl, θ¯l | l ∈ Z−} be a set of odd variables, that is,
θlθk = −θkθl, θlθ¯k = −θ¯kθl, θ¯lθ¯k = −θ¯kθ¯l. (6.73)
Set
Vf = C[θl, θ¯l | l ∈ Z−], (6.74)
the polynomial algebra in odd variables {θl, θ¯l | l ∈ Z−}, where the subindex “f” stands for
“fermionic”. Moreover, we denote
θl = ∂θ¯−l , θ¯l = ∂θ−l for l ∈ Z+. (6.75)
It can be verified that we the following representation of g˜l(∞) on Vf :
κ0|Vf = IdVf , El,k|Vf =
{
θ¯lθk if l ∈ Z− or − k 6= l ∈ Z+,
−θkθ¯l if − k = l ∈ Z+
(6.76)
for l, k ∈ Z. Set
∂ =
∑
l∈Z
lE−1−l,l. (6.77)
Given i ∈ 1, n, we define
θ(ι, i, z) =
∑
l∈Z
θln−i+1/2z
ι−l, θ¯(ι, i, z) =
∑
l∈Z
θ¯ln+i−1/2z
−ι−l−1 (6.78)
for ι ∈ C \ Z, and
θ(ι, i, z) =
∞∑
l=0
[θ(−l+ι)n−i+1/2z
ℓi+l + θ(l+ι+1)n−i+1/2z
−l−1], (6.79)
θ¯(ι, i, z) =
∞∑
l=0
[θ¯(l−ι)n+i−1/2z
−ℓi−l−1 + θ¯−(l+ι+1)+i−1/2z
l] (6.80)
for ι ∈ Z. Then {θ(ι, i, z), θ¯(ι, i, z) | i ∈ 1, n} are charged free fermionic fields.
Set
Θ =
∑
l∈Z−
Cθl, Θ¯ =
∑
l∈Z−
Cθ¯l, (6.81)
and
Vf,0 = C+
∞∑
s=1
Θ¯sΘs, Vf,r = Vf,0Θ
r, Vf,−r = Θ¯
rVf,0 (6.82)
for r ∈ N+ 1. Then
Vf =
⊕
k∈Z
Vf,k. (6.83)
We define a linear map Y ι(·, z) : Vf → LM(Vf , Vf{z}) by induction:
Y ι(1, z) = IdVf , (6.84)
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Y ι(θ−rn−i+1/2u, z) = Resz1
∞∑
s=0
(−1)s
(
−ι
s
)
z−ι−s1 z
ι[(z1 − z)
s−r−ℓi−1θ(ι, i, z1)Y
ι(u, z)
−(−1)k(−z + z1)
s−r−ℓi−1Y ι(u, z)θ(ι, i, z1)] (6.85)
and
Y ι(θ¯−(r+1)n+i−1/2u, z) = Resz1
∞∑
s=0
(−1)s
(
ι
s
)
zι−s1 z
−ι[(z1 − z)
s−r−1θ¯(ι, i, z1)Y
ι(u, z)
−(−1)k(−z + z1)
s−r−1Y ι(u, z)θ¯(ι, i, z1)] (6.86)
for i ∈ 1, n, r ∈ N and u ∈ Vf,k. By Section 4.1 in [X2], we have
z−10 δ
(
z1 − z2
z0
)
Y ι(u, z1)Y
ι(v, z2)− (−1)
k1k2z−10 δ
(
z2 − z1
−z0
)
Y ι(v, z2)Y
ι(u, z1)
= z−12
(
z1 − z0
z2
)k1ι
δ
(
z1 − z0
z2
)
Y ι(Y 0(u, z0)v, z2) (6.87)
for u ∈ Vf,k1 and v ∈ Vf,k2 . In fact,
Eιi,j(r, z)|Vf = Y
ι(θ¯−n+i−1/2θ−rn−j+1/2, z) (6.88)
(cf. (6.65), (6.66)),
Y ι(θ−rn+i−1/2, z) =
1
(r + ℓi)!
dr+ℓi
zr+ℓi
θ(ι, i.z) (6.89)
and
Y ι(θ¯−(r+1)n−i+1/2, z) =
1
r!
dr
zr
θ¯(ι, i.z) (6.90)
for i, j ∈ 1, n.
Let k ∈ N+ 1. Denote
v0 = 1, vk = θ−1/2θ−3/2 · · · θ1/2−k, v−k = θ¯−1/2θ¯−3/2 · · · θ¯1/2−k. (6.91)
Moreover, we define linear functions on T in (3.10):
λ0(κ0) = 1, λ
0(El,−l) = 0 for l ∈ Z, (6.92)
λ−k(κ0) = λ
−k(E−r−1/2,r+1/2) = 1, λ
−k(E−l−1/2,l+1/2) = 0 (6.93)
for for r ∈ 0, k − 1 and l ∈ Z \ 0, k − 1, and
λk(κ0) = −λ
k(Er+1/2,−r−1/2) = 1, λ
k(El+1/2,−l−1/2) = 0 (6.94)
for r ∈ 0, k − 1 and l ∈ Z \ 0, k − 1.
Lemma 6.4. Each space Vf,k forms a unitary irreducible highest weight module of g˜l(∞)
with the highest weight λk. Moreover, a linear function λ on T satisfies (3.59), (3.65) and
λ(κ0) = 1, if and only if λ is of the form λ
k for some k ∈ Z. The family (Vf,0, Y
0(·, z), 1, ∂)
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is a simple vertex operator algebra isomorphic to (V1(ĝl(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 6.2.
Moreover, each (Vf,k, Y
ι(|Vf,0 , z)|Vf,k ) is an irreducible Vf,0-module. The map Y
ι(|Vf,l , z)|Vf,k is
an intertwining operator of type [
Vf,l+k
Vf,l Vf,k
].
Now we want to deal with higher level case. Assume 1 < χ ∈ N. Form χth g˜l(∞)-module
tensor:
V
〈χ〉
f = Vf ⊗ Vf ⊗ · · · ⊗ Vf (χ copies). (6.95)
Then
κ0|V 〈χ〉f
= χId
V
〈χ〉
f
. (6.96)
Since Vf is an unitary g˜l(∞)-module that is a direct sum of the highest weight irreducible mod-
ules Vf,k with weights λ
k satisfying (3.59), we can apply the tensor theory of finite-dimensional
general linear Lie algebras to V
〈χ〉
f . Thus V
〈χ〉
f is a completely reducible g˜l(∞)-module. More-
over, for each weight λ satisfying (3.59), (3.65) and λ(κ0) = χ, there exists a component of V
〈χ〉
f
that is a highest weight irreducible g˜l(∞)-module with weight λ.
Denote
1χ = 1⊗ 1⊗ · · · ⊗ 1 (χ copies). (6.97)
Since Vf is also a polynomial algebra in odd variables, V
〈χ〉
f has an extended associative tenor
algebra structure. Note the space
Θ¯Θ =
∑
l,k∈Z−
Cθ¯lθk. (6.98)
We define the diagonal linear map ̺ : Θ¯Θ→ V
〈χ〉
f by
̺(θ¯lθk) =
χ∑
i=1
1⊗ · · · ⊗ 1⊗
i
θ¯lθk ⊗1⊗ · · · ⊗ 1 (6.99)
for l, k ∈ Z−. Set
V
[χ]
f,0 = C1χ +
∞∑
r=1
[̺(Θ¯Θ)]r. (6.100)
Moreover, define the map
Y ιχ(·, z) = Y
ι(·, z) ⊗ Y ι(·, z)⊗ · · · ⊗ Y ι(·, z) (χ copies) (6.101)
and
∂〈χ〉 =
χ∑
i=1
1⊗ · · · ⊗ 1⊗
i
∂ ⊗1⊗ · · · ⊗ 1 (6.102)
(cf. (6.77)). Then the family (V
[χ]
f,0 , Y
0
χ (·, z), 1χ, ∂
〈χ〉) forms a simple vertex algebra isomorphic
to (Vχ(ĝl(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 6.2. For each irreducible g˜l(∞)-module component
U of V
〈χ〉
f , the family (U, Y
ι
χ(|V [χ]f,0
, z)|U ) forms an irreducible module of (V
[χ]
f,0 , Y
0
χ (·, z), 1χ, ∂
〈χ〉).
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Lemma 6.5. Suppose that χ is a positive integer and λ is a weight of g˜l(∞) satisfying (3.59),
(3.65) and λ(κ0) = χ. Let M be the irreducible highest weight g˜l(∞)-module with highest weight
λ. Then the family (M, Y ιM) defined in (6.65)-(6.70) forms an irreducible module of the simple
vertex algebra (Vχ(ĝl(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 6.2, equivalently,
Y ιM((t
−1∂ℓ1En,1)
χ+1|0〉, z) = 0 (6.103)
when n > 1.
We remark that (6.103) can be proved easily by using the affine Lie algebra ŝl(2,C) when
ℓ1 = ℓn = 0. Let M be the highest weight irreducible module in Example 3.1. By the locality
of Y ιM(·, z), (6.103) holds if and only if
Y ιM((t
−1∂ℓ1En,1)
χ+1|0〉, z)vλ = 0. (6.104)
According to the above lemma with n = 2, (4.104) holds if
λ(Ern+1/2,−rn−1/2 − Ern−1/2,−rn+1/2 + δr,0κ0) ∈ N for r ∈ Z (4.105)
and when n > 2
λ(Ern+n−1/2,−rn−n+1/2 − Ern+1/2,−rn−1/2 + δr,0) ∈ N for r ∈ Z, (4.106)
Note that the condition of (6.105) and (6.106) is weaker than (3.65) when n > 3. Under the
condition of (6.105) and (6.106), M may not be a unitary g˜l(∞)-module. Therefore, we have
proved the following main theorem:
Theorem 6.6. Suppose that χ is a positive integer and λ is a weight of g˜l(∞) satisfying
(3.59), (6.105), (6.106) and λ(κ0) = χ. Let M be the irreducible highest weight g˜l(∞)-module
with highest weight λ. Then the family (M, Y ιM) defined in (6.65)-(6.70) forms an irreducible
module of the simple vertex algebra (Vχ(ĝl(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 6.2.
Next we use charged free bosonic field realization to study the case of negative integral χ.
Set
Vb = C[xl, x¯l | l ∈ Z−], (6.107)
the polynomial algebra in a set of ordinary commute variables {xl, x¯l | l ∈ Z−} (cf. (6.71)),
where the subindex “b” stands for “bosonic”. Moreover, we denote
xl = ∂x¯−l , x¯l = −∂x−l for l ∈ Z+. (6.108)
It can be verified that we the following representation of g˜l(∞) on Vb:
κ0|Vb = −IdVb , E−l,−k|Vb = −∂xl∂x¯k , El,−k|Vb = x¯l∂x¯k , (6.109)
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E−l,k|Vb = −xk∂xl , El,k|Vb = x¯lxk (6.110)
for l, k ∈ Z−. The operator ∂ acts on Vb by (6.77). Given i ∈ 1, n, we define
x(ι, i, z) =
∑
l∈Z
xln−i+1/2z
ι−l, x¯(ι, i, z) =
∑
l∈Z
x¯ln+i−1/2z
−ι−l−1 (6.111)
for ι ∈ C \ Z, and
x(ι, i, z) =
∞∑
l=0
[x(−l+ι)n−i+1/2z
ℓi+l + x(l+ι+1)n−i+1/2z
−l−1], (6.112)
x¯(ι, i, z) =
∞∑
l=0
[x¯(l−ι)n+i−1/2z
−ℓi−l−1 + x¯−(l+ι+1)+i−1/2z
l] (6.113)
for ι ∈ Z. Then {x(ι, i, z), x¯(ι, i, z) | i ∈ 1, n} are charged free bosonic fields.
Set
X =
∑
l∈Z−
Cxl, X¯ =
∑
l∈Z−
Cx¯l, (6.114)
and
Vb,0 = C+
∞∑
s=1
X¯sXs, Vb,r = Vb,0X
r, Vb,−r = X¯
rVb,0 (6.115)
for r ∈ N+ 1. Then
Vb =
⊕
k∈Z
Vb,k. (6.116)
We define a linear map Y ι(·, z) : Vb → LM(Vb, Vb{z}) by induction:
Y ι(1, z) = IdVb , (6.117)
Y ι(x−rn−i+1/2u, z) = Resz1
∞∑
s=0
(−1)s
(
−ι
s
)
z−ι−s1 z
ι[(z1 − z)
s−r−ℓi−1x(ι, i, z1)Y
ι(u, z)
−(−z + z1)
s−r−ℓi−1Y ι(u, z)x(ι, i, z1)] (6.118)
and
Y ι(x¯−(r+1)n+i−1/2u, z) = Resz1
∞∑
s=0
(−1)s
(
ι
s
)
zι−s1 z
−ι[(z1 − z)
s−r−1x¯(ι, i, z1)Y
ι(u, z)
−(−z + z1)
s−r−1Y ι(u, z)x¯(ι, i, z1)] (6.119)
for i ∈ 1, n, r ∈ N and u ∈ Vf,k. By Section 4.1 in [X2], we have
z−10 δ
(
z1 − z2
z0
)
Y ι(u, z1)Y
ι(v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y ι(v, z2)Y
ι(u, z1)
= z−12
(
z1 − z0
z2
)kι
δ
(
z1 − z0
z2
)
Y ι(Y 0(u, z0)v, z2) (6.120)
for u ∈ Vb,k and v ∈ Vb. In fact,
Eιi,j(r, z)|Vb = Y
ι(x¯−n+i−1/2x−rn−j+1/2, z) (6.121)
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(cf. (6.65), (6.66))
Y ι(x−rn+i−1/2, z) =
1
(r + ℓi)!
dr+ℓi
zr+ℓi
x(ι, i.z) (6.122)
and
Y ι(x¯−(r+1)n−i+1/2, z) =
1
r!
dr
zr
x¯(ι, i.z) (6.123)
for i ∈ 1, n.
Let k ∈ N+ 1. Denote
v0 = 1, vk = x
k
−1/2, v−k = x¯
k
−1/2. (6.124)
Moreover, we define linear functions on T in (3.12):
λ0(κ0) = −1, λ
0(El,−l) = 0 for l ∈ Z, (6.125)
λk(κ0) = −1, λ
k(E1/2,−1/2) = −k, λ
k(El+1/2,−l−1/2) = 0 (6.126)
for 0 6= l ∈ Z, and
λ−k(κ0) = −1, λ
−k(E−1/2,1/2) = k, λ
−k(El−1/2,−l+1/2) = 0 (6.127)
for 0 6= l ∈ Z.
Lemma 6.7. Each space Vb,k forms a unitary irreducible highest weight module of g˜l(∞) with
the highest weight λk. The family (Vb,0, Y
0(·, z), 1, ∂) is a simple vertex operator algebra isomor-
phic to (V−1(ĝl(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 6.2. Moreover, each (Vb,k, Y
ι(|Vb,0 , z)|Vb,k ) is an
irreducible Vb,0-module. The map Y
ι(|Vb,l , z)|Vb,k is an intertwining operator of type [
Vb,l+k
Vb,l Vb,k
].
Now we want to deal with higher level case. Assume 1 < χ ∈ N. Form χth g˜l(∞)-module
tensor:
V
〈χ〉
b = Vb ⊗ Vb ⊗ · · · ⊗ Vb (χ copies). (6.128)
Then
κ0|V 〈χ〉b
= χId
V
〈χ〉
f
. (6.129)
Set
L =
∑
l,k∈Z−
Cxl∂xk , L¯ =
∑
l,k∈Z−
Cx¯l∂x¯k . (6.130)
Then L and L¯ are Lie subalgebras of g˜l(∞)|Vb . Moreover, they are infinite-dimensional general
Lie algebras. Denote
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H =
∑
l∈Z−
xl∂xl , H¯ =
∑
l∈Z−
x¯l∂x¯l . (6.131)
The subspace H is a toral Cartan subalgebra of L and the subspace H¯ is a toral Cartan sub-
algebra of L¯. Moreover, Xk is an irreducible highest weight L-module with the highest weight
λkX determined by
λkX(xl∂xl) = kδl,−1/2 for l ∈ Z−, (6.132)
and X¯k is an irreducible highest weight L¯-module with the highest weight λkX determined by
λkX¯(x¯l∂x¯l) = kδl,−1/2 for l ∈ Z−. (6.133)
For a positive integer s, we define:
ΓsX = {λX ∈ H
∗ | λX(x1/2−r∂x1/2−r) ∈ N,
λX(x−1/2−s−l∂x−1/2−s−l) = 0 for r ∈ 1, s, l ∈ N} (6.134)
and
ΓsX¯ = {λX¯ ∈ H¯
∗ | λX¯(x¯1/2−r∂x¯1/2−r) ∈ N,
λX¯(x¯−1/2−s−l∂x¯−1/2−s−l) = 0 for r ∈ 1, s, l ∈ N}. (6.135)
Set
C = C[xl | l ∈ Z−] =
∞⊕
r=0
Xr, C¯ = C[x¯l | l ∈ Z−] =
∞⊕
r=0
X¯r. (6.136)
Then
Vb = C¯C. (6.137)
By the tensor theory of modules of finite-dimensional general Lie algebras, the s-tensor
C〈s〉 = C ⊗ C ⊗ · · · ⊗ C (s copies) (6.138)
can be decomposed as a direct sum of highest weight irreducible L-submodules, whose set of
highest weights is exactly ΓsX . Similarly, the s-tensor
C¯〈s〉 = C¯ ⊗ C¯ ⊗ · · · ⊗ C (s copies) (6.139)
can be decomposed as a direct sum of highest weight irreducible L-submodules, whose set of
highest weights is exactly Γs
X¯
.
Since Vb is an unitary g˜l(∞)-module, V
〈χ〉
b is a completely reducible g˜l(∞)-module. Let
s1, s2 ∈ N such that s1 + s2 = χ. Suppose that v1 is a highest weight vector of an irreducible
component of the L¯-module C¯〈s〉 with λX¯ , and v2 is a highest weight vector of an irreducible
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component of the L-module C〈s〉 with λX . Then v1 ⊗ v2 is the highest weight vector of some an
irreducible component of the g˜l(∞)-module V
〈χ〉
b (cf. (6.128)), whose weight λ is given by:
λ(κ0) = −χ, λ(El,−l) = λX¯(x¯l∂x¯l), λ(E−l,l) = −λX(xl∂xl), for l ∈ Z−. (6.140)
Set
Sχ = {{3/2 − r, 5/2 − r, ..., (2χ + 1)/2 − r} | r ∈ 1, χ+ 1}. (6.141)
For λ ∈ T ∗, we define
supp λ = {l ∈ Z | λ(El,−l) 6= 0}. (6.142)
Set
Γχ = {λ ∈ T ∗ | λ(κ0) = −χ, −s
−1|s|λ(Es,−s) ∈ N for s ∈ Z;
supp λ ⊂ S for some S ∈ Sχ}. (6.143)
Expression (6.140) implies that every element in Γχ is the highest weight of some irreducible
component of the g˜l(∞)-module V
〈χ〉
b .
Denote
1χ = 1⊗ 1⊗ · · · ⊗ 1 (χ copies). (6.144)
Since Vb is also a polynomial algebra, V
〈χ〉
b has an extended commutative associative tenor
algebra structure. Note the space
X¯X =
∑
l,k∈Z−
Cx¯lxk. (6.145)
We define the diagonal linear map ̺ : X¯X → V
〈χ〉
b by
̺(x¯lxk) =
χ∑
i=1
1⊗ · · · ⊗ 1⊗
i
x¯lxk ⊗1⊗ · · · ⊗ 1 (6.146)
for l, k ∈ Z−. Set
V
[χ]
b,0 = C1χ +
∞∑
r=1
[̺(X¯X)]r. (6.147)
Moreover, define the map
Y ιχ(·, z) = Y
ι(·, z) ⊗ Y ι(·, z)⊗ · · · ⊗ Y ι(·, z) (χ copies) (6.148)
and
∂〈χ〉 =
χ∑
i=1
1⊗ · · · ⊗ 1⊗
i
∂ ⊗1⊗ · · · ⊗ 1 (6.149)
(cf. (6.77)). Then the family (V
[χ]
b,0 , Y
0
χ (·, z), 1χ, ∂
〈χ〉
(ι) ) forms a simple vertex algebra isomorphic
to (V−χ(ĝl(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 6.2. For each irreducible g˜l(∞)-module component
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U of V
〈χ〉
f , the family (U, Y
ι
χ(|V [χ]b,0
, z)|U ) forms an irreducible module of (V
[χ]
b,0 , Y
0
χ (·, z), 1χ, ∂
〈χ〉).
Therefore, we have proved the following main theorem:
Theorem 6.8. Suppose that χ is a positive integer and λ ∈ Γχ. Let M be the irreducible
highest weight g˜l(∞)-module with highest weight λ. Then the family (M, Y ιM) defined in (6.65)-
(6.70) forms an irreducible module of the simple vertex algebra (V−χ(ĝl(~ℓ,A)), Y (·, z), |0〉, ∂) in
Theorem 6.2.
7 Vacuum Representations of oˆ(~ℓ,A) and ŝp(~ℓ,A)
In this section, we study the vacuum representations of the Lie algebras oˆ(~ℓ,A) in (3.43) and
ŝp(~ℓ,A) in (3.57), and their related vertex algebra structures. Their vertex algebra irreducible
representations are investigated.
Recall the general settings in (6.1)-(6.9). Note
oˆ(~ℓ,A)− =
n∑
i,j=1
∞∑
r=0
∞∑
m=1
C(t−m∂
r+ℓj
t Ei,j − (−1)
ǫ(−∂)rt−m∂ℓit Ej∗,i∗) + Cκ (7.1)
and
oˆ(~ℓ,A)+ =
n∑
i,j=1
∞∑
r=0
∞∑
m=0
C(tm∂
r+ℓj
t Ei,j − (−1)
ǫ(−∂)rtm∂ℓit Ej∗,i∗) + Cκ. (7.2)
The vacuum module
Vχ(oˆ(~ℓ,A)) = U(oˆ(~ℓ,A)−)|0〉 (7.3)
and
oˆ(~ℓ,A)+|0〉 = {0}, κ(|0〉) = χ|0〉, (7.4)
where χ ∈ C.
Theorem 7.1. The module Vχ(oˆ(~ℓ,A)) is irreducible if χ 6∈ Z. When χ ∈ Z, the module
V(oˆ(~ℓ,A)) has a unique maximal proper submodule V¯χ(oˆ(~ℓ,A)), and the quotient
Vχ(oˆ(~ℓ,A)) = V(oˆ(~ℓ,A))/V¯χ(oˆ(~ℓ,A)) (7.5)
is an irreducible oˆ(~ℓ,A)-module. Assume χ ∈ N. The submodule
V¯χ(oˆ(~ℓ,A)) = U(oˆ(~ℓ,A))(t
−1∂ℓ1En,1)
χ+1|0〉 (7.6)
if n > 1 and ǫ = 1 (cf. (4.13)). When ǫ = 0 and n > 3, the submodule
V¯χ(oˆ(~ℓ,A)) = U(oˆ(~ℓ,A))(t
−1(∂ℓ1En−1,1 − ∂
ℓ2
t En,2))
χ+1|0〉. (7.7)
Proof. For k ∈ Z, we define
oˆ(~ℓ,A))(k) =
n∑
i,j=1
∞∑
r=0
C(tr−k∂
r+ℓj
t Ei,j − (−1)
ǫ(−∂t)
rtr−k∂ℓit Ej∗,i∗) + Cδk,0κ (7.8)
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Then
oˆ(~ℓ,A)) =
⊕
k∈Z
oˆ(~ℓ,A))(k) (7.9)
is a Z-graded Lie algebra by (2.60), (2.66) and (2.68) with ι = 0. We remark that this grading
is not conformal weight grading. Moreover, we define a Z-grading on Vχ(oˆ(~ℓ,A)) by
Vχ(oˆ(~ℓ,A))(0) = C|0〉, Vχ(oˆ(~ℓ,A))(−m) = {0} for m ∈ N+ 1 (7.10)
and
Vχ(gˆl(~ℓ,A))(m) = Span{u1u2 · · · us | ui ∈ oˆ(~ℓ,A)−
⋂
oˆ(~ℓ,A)(ki);
s∑
i=1
ki = m} (7.11)
for m ∈ N+ 1. Then
Vχ(oˆ(~ℓ,A)) =
⊕
k∈Z
Vχ(oˆ(~ℓ,A))(k) (7.12)
is a Z-graded oˆ(~ℓ,A)-module. observe
[
∑
r,s∈N
C(t−s−1∂
ℓj+r
t Ei,j − (−1)
ǫ(−∂t)
rt−s−1∂ℓit Ej∗,i∗)]
⋂
oˆ(~ℓ,A))(k)
=
k−1∑
r=0
C(tr−k∂r+ℓjEi,j − (−1)
ǫ(−∂t)
rtr−k∂
ℓj
t Ej∗,i∗). (7.13)
By [X3],
dim(
k−1∑
r=0
C(tr−k∂r − (−1)ǫ(−∂t)
rtr−k)) = kǫ+ (−1)ǫ[|k/2|]. (7.14)
Thus the character
d(Vχ(oˆ(~ℓ,A)), q) =
∞∑
k=0
(dimVχ(oˆ(~ℓ,A))(k))q
k =
∞∏
r=1
1
(1− qr)n(r(n−1)/2+rǫ+(−1)ǫ [|r/2|])
. (7.15)
Recall the Lie algebra g˜l(∞) defined in (3.9) and (3.10), and the Lie algebra L∗,
~ℓ
0 in (5.12),
which is a Lie subalgebra of g˜l(∞) by (5.11). Next we set
L∗,
~ℓ
(−) =
n∑
i,j=1
∞∑
l,k=0
[C((−1)ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2) (7.16)
and
L∗,
~ℓ
(+) =
n∑
i,j=1
∞∑
l,k=0
[C((−1)ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2
−〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2) + C((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)]. (7.17)
By (3.10), L∗,
~ℓ
(±) are Lie subalgebras of L
∗,~ℓ
0 and
L∗,
~ℓ
0 = L
∗,~ℓ
ι,(−) + L
∗,~ℓ
(+) + Cκ0. (7.18)
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Recall the g˜l(∞)-module Uχ defined in (6.20)-(6.24). Note
L∗,
~ℓ
(+)1 = {0} (7.19)
because L∗,
~ℓ
(+) ⊂ g˜l(∞)(+). Thus
Uoχ = U(L
∗,~ℓ
(−))1 (7.20)
is a L∗,
~ℓ
0 -module, which satisfies the condition (5.45) with s = ℓ¯+1 (cf. (5.42)) andM0 = C1⊗1.
Note our notion (5.46). We have the oˆ(~ℓ,A)-module structure on Uoχ defined by κ = χIdUoχ
and
(Ei,j)
∗
~ℓ
(r, z) =
∞∑
l,k=0
[〈k〉r((−1)
ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2)z
l+k−r
+〈k〉r((−1)
ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2
−〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2)z
−l+k−ℓi−r−1
+〈−k − ℓ2 − 1〉r((−1)
ǫ〈k + ℓj〉ℓjE−(l+1)n+i−1/2,(k+1)n−j+1/2
−〈−l − 1〉ℓiE(k+1)n−j+1/2,−(l+1)n+i−1/2)z
l−k−ℓj−r−1
+〈−k − ℓj − 1〉r((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)z
−l−k−ℓi−ℓj−r−2 (7.21)
for i, j ∈ 1, n and r ∈ N. In particular,
(Ei,j)
∗
~ℓ
(r, z)1 =
∞∑
l,k=0
〈k〉r((−1)
ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2)z
l+k−r1. (7.22)
Thus we have
oˆ(ℓ,A)+(1) = {0}. (7.23)
By a similar proof as that of Theorem 3.1,
Uoχ = U(oˆ(
~ℓ,A)−)1. (7.24)
Therefore, we have a Lie algebra module epimorphism ν : Vχ(oˆ(~ℓ,A))→ U
o
χ defined by
ν(u|0〉) = u1 for u ∈ U(oˆ(~ℓ,A)−). (7.25)
For m ∈ N+ 1, we let
L∗,
~ℓ
(−),m = Span {(−1)
ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2) | i, j ∈ 1, n, l, k ∈ N; l + k + 1 = m}. (7.26)
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Then
L∗,
~ℓ
(−) =
∞⊕
m=1
L∗,
~ℓ
(−),m. (7.27)
Moreover, we define
Uo,(0)χ = C1, U
o,(m)
χ = {0} for m ∈ (−N− 1) (7.28)
and
Uo,(m)χ = Span {u1u2 · · · us1 | ui ∈ L
∗,~ℓ
(−),mi
;
s∑
i=1
mi = m}. (7.29)
Expressions (7.8) (7.21) and (7.24) imply
Uoχ =
⊕
m∈Z
Uo,(m)χ (7.31)
is a Z-graded oˆ(~ℓ,A)-module. Furthermore, (7.26) gives the character
d(Uoχ, q) =
∞∑
m=0
(dimUo,(m)χ )z
m =
∞∏
r=1
1
(1− qr)n(r(n−1)/2+rǫ+(−1)ǫ [|r/2|])
. (7.32)
Therefore, (7.15) and (7.32) yield
Vχ(oˆ(~ℓ,A)) ∼= U
o
χ. (7.33)
Let λ be a linear function on T defined in (5.22) such that
λ(κ0) = χ, λ(ϑl) = 0 for l ∈ N (7.34)
(cf. (5.21)). Recall the Verma module Mλ defined in (5.39) with ι = 0 and τ = ∗. Note
Uoχ
∼=Mλ/(
∞∑
l=1
U(L∗,
~ℓ
0,−)f
∗
ǫ,l ⊗ vλ)), (7.35)
which is irreducible if χ 6∈ Z by [J1-J3]. When χ ∈ N,
U¯oχ = U(L
∗,~ℓ
0,−)(f
∗
ǫ,0)
χ+11 (7.36)
is the unique maximal proper submodule of Uoχ. Thus
U(oˆ(~ℓ,A))ν−1((f∗ǫ,0)
χ+11) (7.37)
is the unique maximal proper submodule of Vχ(oˆ(~ℓ,A)). When n > 1, (5.28), (7.21) and (7.25)
imply
ν−1((f∗1,0)
χ+11) = (t−1∂ℓ1En,1)
χ+1|0〉. (7.38)
Moreover, if n > 3, (5.26), (7.21) and (7.25) yield
ν−1((f∗0,0)
χ+11) = (t−1(∂ℓ1En−1,1 − ∂
ℓ2
t En,2))
χ+1|0〉. ✷ (7.39)
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Since oˆ(ℓ,A) is a Lie subalgebra of ĝl(~ℓ,A), we view Vχ(oˆ(~ℓ,A)) as a subspace of Vχ(ĝl(~ℓ,A)).
Recall the vertex algebra (Vχ(ĝl(~ℓ,A)), Y (·, z), ∂, |0〉) defined in (6.57)-(6.63). Then
(Vχ(oˆ(~ℓ,A)), Y (|Vχ(oˆ(~ℓ,A)), z)|Vχ(oˆ(~ℓ,A)), ∂|Vχ(oˆ(~ℓ,A)), |0〉) (7.40)
forms a vertex subalgebra. Let M be a weighted irreducible g˜l(∞)-module satisfying (3.18)
(also cf. (3.17)) and κ0|M = χIdM. Recall the linear map Y
ι
M(·, z) defined by (6.65)-(6.70).
Now we obtain:
Theorem 7.2. The family (7.40) forms a vertex algebra and (M, Y ιM(|Vχ(oˆ(~ℓ,A)), z)) forms
a irreducible vertex algebra module of the vertex algebra (7.40). If χ 6∈ Z, the vertex algebra
(Vχ(oˆ(~ℓ,A)), Y (·, z), ∂, |0〉) is simple. When χ ∈ Z, the quotient space Vχ(oˆ(~ℓ,A)) forms a simple
vertex algebra. If ℓi = ǫ for i ∈ 1, n, Vχ(oˆ(~ℓ,A)) with χ ∈ C \ Z and Vχ(oˆ(~ℓ,A)) with χ ∈ Z are
simple vertex operator algebras with the Virasoro element
[|(n+1)/2|]∑
i=1
(−t−1∂tEi,i + (−1)
ǫ(−∂t)
δǫ,0t−1∂ǫtEi∗,i∗)|0〉. (7.41)
Assume that χ is a positive integer. Recall the assumption (3.39) and the charged free
fermionic field realization given in (6.71)-(6.86). We set
Ro = Span {θ¯lθk − (−1)
ǫθ¯kθl | l, k ∈ Z−}. (7.42)
Note the notion V
〈χ〉
f defined in (6.95), the notion 1χ defined in (6.97) and the map ̺ : Θ¯Θ→ V
〈χ〉
f
defined by (6.81) and (6.99). Set
V o,fχ = C1χ +
∞∑
r=1
[̺(Ro)]r. (7.43)
In terms of (6.101) and (6.102), the family (V o,fχ , Y 0χ (·, z), 1χ, ∂
〈χ〉) forms a simple vertex al-
gebra isomorphic to (Vχ(oˆ(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 7.2. For each irreducible g˜l(∞)-
module component U of V
〈χ〉
f , the family (U, Y
ι
χ(|V o,fχ , z)|U ) forms an irreducible module of
(V o,fχ , Y 0χ (·, z), 1χ, ∂
〈χ〉) when ι 6∈ Z/2.
Recall the charged free bosonic field realization given in (6.107)-(6.119). We set
Ro = Span {x¯lxk − (−1)
ǫx¯kxl | l, k ∈ Z−}. (7.44)
Note the notion V
〈χ〉
b defined in (6.128), the notion 1χ defined in (6.144) and the map ̺ : Θ¯Θ→
V
〈χ〉
b defined by (6.114) and (6.146). Set
V o,bχ = C1χ +
∞∑
r=1
[̺(Ro)]
r. (7.45)
61
According to(6.148) and (6.149), the family (V o,bχ , Y 0χ (·, z), 1χ, ∂
〈χ〉) forms a simple vertex alge-
bra isomorphic to (V−χ(oˆ(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 7.2. For each irreducible g˜l(∞)-
module component U of V
〈χ〉
b , the family (U, Y
ι
χ(|V o,bχ , z)|U ) forms an irreducible module of
(V o,bχ , Y 0χ (·, z), 1χ, ∂
〈χ〉) when ι 6∈ Z/2. Thus we have:
Theorem 7.3. Suppose that χ is a positive integer. Assume λ is a weight of g˜l(∞) satisfying
(3.59), (6.105), (6.106) and λ(κ0) = χ. Let M be the highest weight irreducible g˜l(∞)-module
with highest weight λ. Then the family (M, Y ιM(·, z)) defined in (6.65)-(6.70) forms an ir-
reducible module of the simple vertex algebra (Vχ(oˆ(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 7.2 when
ι 6∈ Z/2.
If λ ∈ Γχ (cf. (6.143)) and M is the irreducible highest weight g˜l(∞)-module with highest
weight λ, then the family (M, Y ιM(·, z)) defined in (6.65)-(6.70) forms an irreducible module of
the simple vertex algebra (V−χ(oˆ(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 7.2 when ι 6∈ Z/2.
Assume ι ∈ Z + 1/2. Recall the Lie algebra L∗, ~mι0,ǫ defined in (4.30) and the highest weight
irreducible L∗, ~mι0,ǫ -module M
∗,ǫ
λ defined in (4.68) with τ = ∗ and λ(κ0) = χ. By (4.75), we define
operators
Eι,∗i,j (r, z)
=
∑
l,k∈Z
〈k −mj − ǫ+ 1/2〉r((−1)
ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2)z
−l−k−mi−mj−r−ǫ−1
+((r + ℓi)!ℑ0,r+ℓi − r!ℓi!ℑr,ℓi)δi,jκ0z
−ℓi−r−1 (7.46)
on M∗,ǫλ for i, j ∈ 1, n and r ∈ N. For l ∈ Z, we define
ϕ(l) =
{
−1 if l − 1/2 + (mlR − ι0)n > 0,
1 if l − 1/2 + (mlR − ι0)n < 0
(7.47)
(cf. (4.13) and (4.25)) by (4.16). Moreover, for λ ∈ (T ǫ)∗ (cf. (4.47) and (4.59)), we define
supp λ = {l − 1/2 + (mlR − ι0)n | l ∈ N− n0δǫ,0, λ(ϑ
ǫ
l ) 6= 0}. (7.48)
Now we let
Γχι,ǫ = {λ ∈ (T
ǫ)∗ | λ(κ0) = −χ, ϕ(l)λ(ϑ
ǫ
l ) ∈ N for l ∈ N− n0δǫ,0;
supp λ ⊂ S for some S ∈ Sχ} (7.49)
(cf. (6.141)).
Let ι ∈ Z. Recall the Lie algebra L∗,
~ℓ
ι defined in (5.12) and the highest weight irreducible
L∗,
~ℓ
ι -moduleMλ∗,ǫ defined in (5.39) with τ = ∗ and λ
∗,ǫ(κ0) = χ. By (5.48), we define operators
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Eι,∗i,j (r, z) =
∞∑
l,k=0
[〈k〉r((−1)
ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2)z
l+k−r
+〈k〉r((−1)
ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2
−〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2)z
−l+k−ℓi−r−1
+〈−k − ℓ2 − 1〉r((−1)
ǫ〈k + ℓj〉ℓjE−(l+1)n+i−1/2,(k+1)n−j+1/2
−〈−l − 1〉ℓiE(k+1)n−j+1/2,−(l+1)n+i−1/2)z
l−k−ℓj−r−1
+〈−k − ℓj − 1〉r((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)z
−l−k−ℓi−ℓj−r−2
+((r + ℓi)!ℑ0,r+ℓi − (−1)
ǫr!ℓi!ℑr,ℓi)δi,jκ0z
−r−ℓi−1 (7.50)
on Mλ∗,ǫ for i, j ∈ 1, n and r ∈ N. For l ∈ N, we define
ϕ¯(l) =
{
−1 if l − 1/2 − ι > 0,
1 if l − 1/2 − ι < 0
(7.51)
by (5.3). Moreover, for λ ∈ T ∗ (cf. (5.21) and (5.22)), we define
supp λ = {l − 1/2− ι | l ∈ N, λ(ϑl) 6= 0}. (7.52)
Now we let
Γχι,ǫ = {λ ∈ T
∗ | λ(κ0) = −χ, ϕ¯(l)λ(ϑ
ǫ
l ) ∈ N for l ∈ N;
supp λ ⊂ S for some S ∈ Sχ} (7.53)
(cf. (6.141)).
For convenience, we denote
M =
{
M∗,ǫλ in (4.68) if ι ∈ Z+ 1/2,
Mλ∗,ǫ in (5.39) if ι ∈ Z.
(7.54)
We define linear maps
Y ι,±M (·, z) : oˆ(
~ℓ,A)− → LM(M,M[z
−1, z]]) (7.55)
by
Y ι,±M (t
−m−1∂
r+ℓj
t Ei,j − (−1)
ǫ(−∂t)
rt−m−1∂ℓit Ej∗,i∗ , z) =
1
m!
dm
dzm
Eι,∗i,j (r, z)
± (7.56)
for i, j ∈ 1, n and r,m ∈ N. Now we define a linear map
Y ιM(·, z) : Vχ(oˆ(~ℓ,A))→ LM(M,M[z
−1, z]]) (7.57)
by induction:
Y ιM(|0〉, z) = IdM, Y (uv, z) = Y
ι,−
M (u, z)Y
ι
M(v, z) + Y
ι
M(v, z)Y
ι,+
M (u, z) (7.58)
for u ∈ oˆ(~ℓ,A)− and v ∈ Vχ(oˆ(~ℓ,A)).
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By Theorem 4.2, Theorem 5.2, the general theory for vertex algebras (e.g. cf. Section 4.1 in
[X2]), the charged free fermionic field realization and the charged free bosonic field realization,
we obtain:
Theorem 7.4. Assume ι ∈ Z/2. The family (M, Y ιM(·, z)) forms an irreducible module of
the vertex algebra (Vχ(oˆ(~ℓ,A)), Y (·, z), ∂, |0〉). Suppose that χ is a positive integer. If (4.69) and
(5.40) hold, then the family (M, Y ιM(·, z)) induces an irreducible module of the quotient simple
vertex algebra (Vχ(oˆ(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 7.2. When λ ∈ Γ
χ
ι,ǫ with ι ∈ Z + 1/2 in
(7.49) and λ∗,ǫ ∈∈ Γχι,ǫ with ι ∈ Z in (7.53), the family (M, Y ιM(·, z)) induces an irreducible
module of the quotient simple vertex algebra (V−χ(oˆ(~ℓ,A)), Y (·, z), |0〉, ∂) in Theorem 7.2.
Recall the general settings in (6.1)-(6.8). Observe
ŝp(~ℓ,A)− =
n∑
i,j=1
∞∑
r=0
∞∑
m=1
C(t−m∂
r+ℓj
t Ei,j − (−1)
p(i)+p(j)+ǫ(−∂)rt−m∂ℓit Ej∗,i∗) + Cκ (7.59)
and
ŝp(~ℓ,A)+ =
n∑
i,j=1
∞∑
r=0
∞∑
m=0
C(tm∂
r+ℓj
t Ei,j − (−1)
p(i)+p(j)+ǫ(−∂)rtm∂ℓit Ej∗,i∗) + Cκ (7.60)
(cf. (3.54)-(3.57)). The vacuum module
Vχ(ŝp(~ℓ,A)) = U(ŝp(~ℓ,A)−)|0〉 (7.61)
and
ŝp(~ℓ,A)+|0〉 = {0}, κ(|0〉) = χ|0〉, (7.62)
where χ ∈ C. By similar proof as that of Theorem 7.1, we have:
Theorem 7.5. The module Vχ(ŝp(~ℓ,A)) is irreducible if χ 6∈ Z. When χ ∈ Z, the module
V(ŝp(~ℓ,A)) has a unique maximal proper submodule V¯χ(ŝp(~ℓ,A)), and the quotient
Vχ(ŝp(~ℓ,A)) = V(ŝp(~ℓ,A))/V¯χ(ŝp(~ℓ,A)) (7.63)
is an irreducible ŝp(~ℓ,A)-module. Assume χ ∈ N. The submodule
V¯χ(ŝp(~ℓ,A)) = U(ŝp(~ℓ,A))(t
−1∂ℓ1En,1)
χ+1|0〉 (7.64)
if n > 1 and ǫ = 0 (cf. (4.13)). When if ǫ = 1 and n > 3,
V¯χ(ŝp(~ℓ,A)) = U(ŝp(~ℓ,A))(t
−1(∂ℓ1En−1,1 − ∂
ℓ2
t En,2))
χ+1|0〉. (7.65)
Since ŝp(ℓ,A) is a Lie subalgebra of ĝl(~ℓ,A), we view Vχ(ŝp(~ℓ,A)) as a subspace of Vχ(ĝl(~ℓ,A)).
Recall the vertex algebra (Vχ(ĝl(~ℓ,A)), Y (·, z), ∂, |0〉) defined in (6.57)-(6.63). The family
(Vχ(ŝp(~ℓ,A)), Y (|Vχ(ŝp(~ℓ,A)), z)|Vχ(ŝp(~ℓ,A)), ∂|Vχ(ŝp(~ℓ,A)), |0〉) (7.66)
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forms a vertex subalgebra. Let M be a weighted irreducible g˜l(∞)-module satisfying (3.18)
(also cf. (3.17)) and κ0|M = χIdM. Recall the operator the linear map Y
ι
M(·, z) defined by
(6.65)-(6.70). Now we obtain
Theorem 7.6. The family (7.66) forms a vertex algebra and (M, Y ιM(|Vχ(ŝp(~ℓ,A)), z)) with ι 6∈
Z/2 forms an irreducible vertex algebra module of the vertex algebra (7.66). If χ 6∈ Z, the vertex
algebra (Vχ(ŝp(~ℓ,A)), Y (·, z), ∂, |0〉) is simple. When χ ∈ Z, the quotient space Vχ(ŝp(~ℓ,A))
forms a simple vertex algebra. If ℓi = ǫ for i ∈ 1, n, Vχ(ŝp(~ℓ,A)) with χ ∈ C\Z and Vχ(ŝp(~ℓ,A))
with χ ∈ Z are simple vertex operator algebras with the Virasoro element
[|(n+1)/2|]∑
i=1
(−t−1∂tEi,i + (−1)
ǫ(−∂t)
δǫ,0t−1∂ǫtEi∗,i∗)|0〉. (7.67)
Suppose that χ is a positive integer. Assume λ is a weight of g˜l(∞) satisfying (3.59), (6.105),
(6.106) and λ(κ0) = χ. Let M be the irreducible highest weight g˜l(∞)-module with highest
weight λ. Then the family (M, Y ιM(·, z)) induces an irreducible module of the simple vertex
algebra (Vχ(ŝp(~ℓ,A)), Y (·, z), |0〉, ∂) when ι 6∈ Z/2.
If λ ∈ Γχ (cf. (6.143)) and M is the highest weight irreducible g˜l(∞)-module with highest
weight λ, then the family (M, Y ιM(·, z)) induces an irreducible module of the simple vertex algebra
(V−χ(ŝp(~ℓ,A)), Y (·, z), |0〉, ∂) when ι 6∈ Z/2.
Assume ι ∈ Z + 1/2. Recall the Lie algebra L†, ~mι0,ǫ defined in (4.31) and the highest weight
irreducible L†, ~mι0,ǫ -module M
†,ǫ
λ defined in (4.68) with τ = † and λ(κ0) = χ. By (4.76), we define
operators
Eι,†i,j (r, z)
=
∑
l,k∈Z
〈l −mj − ǫ+ 1/2〉r((−1)
ǫ〈k +mj + ǫ− 3/2〉ℓjEln+i−1/2,kn−j+1/2
−(−1)p(i)+p(j)〈l +mi + 1/2〉ℓiE(k+ǫ−1)n−j+1/2,(l+1−ǫ)n+i−1/2)z
−l−k−mi−mj−r−ǫ−1
+((r + ℓi)!ℑ0,r+ℓi − r!ℓi!ℑr,ℓi)δi,jκ0z
−ℓi−r−1 (7.68)
on M†,ǫλ for i, j ∈ 1, n and r ∈ N.
Let ι ∈ Z. Recall the Lie algebra L†,
~ℓ
ι defined in (5.13) and the highest weight irreducible
L†,
~ℓ
ι -moduleMλ†,ǫ defined in (5.39) with τ = † and λ
†,ǫ(κ0) = χ. By (5.49), we define operators
Eι,†i,j (r, z) =
∞∑
l,k=0
[〈k〉r((−1)
ǫ〈−k − 1〉ℓjE(−l−1)n+i−1/2,−kn−j+1/2
−(−1)p(i)+p(j)〈−l − 1〉ℓiE−kn−j+1/2,(−l−1)n+i−1/2)z
l+k−r
+〈k〉r((−1)
ǫ〈−k − 1〉ℓjEln+i−1/2,−kn−j+1/2
−〈l + ℓi〉ℓiE−kn−j+1/2,ln+i−1/2)z
−l+k−ℓi−r−1
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+〈−k − ℓ2 − 1〉r((−1)
ǫ〈k + ℓj〉ℓjE−(l+1)n+i−1/2,(k+1)n−j+1/2
−〈−l − 1〉ℓiE(k+1)n−j+1/2,−(l+1)n+i−1/2)z
l−k−ℓj−r−1
+〈−k − ℓj − 1〉r((−1)
ǫ〈k + ℓj〉ℓjEln+i−1/2,(k+1)n−j+1/2
−〈l + ℓi〉ℓiE(k+1)n−j+1/2,ln+i−1/2)z
−l−k−ℓi−ℓj−r−2
+((r + ℓi)!ℑ0,r+ℓi − (−1)
ǫr!ℓi!ℑr,ℓi)δi,jκ0z
−r−ℓi−1 (7.70)
on Mλ†,ǫ for i, j ∈ 1, n and r ∈ N.
For convenience, we denote
M =
{
M†,ǫλ in (4.68) if ι ∈ Z+ 1/2,
Mλ†,ǫ in (5.39) if ι ∈ Z.
(7.71)
We define linear maps
Y ι,±M (·, z) : ŝp(
~ℓ,A)− → LM(M,M[z
−1, z]]) (7.72)
by
Y ι,±M (t
−m−1∂
r+ℓj
t Ei,j − (−1)
p(i)+p(j)ǫ(−∂t)
rt−m−1∂ℓit Ej∗,i∗ , z) =
1
m!
dm
dzm
Eι,†i,j (r, z)
± (7.73)
for i, j ∈ 1, n and r,m ∈ N. Now we define a linear map
Y ιM(·, z) : Vχ(ŝp(
~ℓ,A))→ LM(M,M[z−1, z]]) (7.74)
by induction:
Y ιM(|0〉, z) = IdM, Y (uv, z) = Y
ι,−
M (u, z)Y
ι
M(v, z) + Y
ι
M(v, z)Y
ι,+
M (u, z) (7.75)
By for u ∈ ŝp(~ℓ,A)− and v ∈ Vχ(ŝp(~ℓ,A)).
By Theorem 4.2, Theorem 5.2, the general theory for vertex algebras (e.g. cf. Section 4.1 in
[X2]), the charged free fermionic field realization and the charged free bosonic field realization,
we obtain:
Theorem 7.7. Assume ι ∈ Z/2. The family (M, Y ιM(·, z)) forms an irreducible module of
the vertex algebra (Vχ(ŝp(~ℓ,A)), Y (·, z), ∂, |0〉). Suppose that χ is a positive integer. If (4.69)
and (5.40) hold, then the family (M, Y ιM(·, z)) induces an irreducible module of the quotient
simple vertex algebra (Vχ(ŝp(~ℓ,A)), Y (·, z), |0〉, ∂). When λ ∈ Γ
χ
ι,ǫ with ι ∈ Z+1/2 in (7.49) and
λ†,ǫ ∈∈ Γχι,ǫ with ι ∈ Z in (7.53), the family (M, Y ιM(·, z)) induces an irreducible module of the
quotient simple vertex algebra (V−χ(ŝp(~ℓ,A)), Y (·, z), |0〉, ∂).
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