Abstract-In this paper we explore the use of proposed Semantic Grid standards and methodology through deployment of a land use modelling service. The FEARLUS-G service architecture is presented which allows large scale simulation experiments to be distributed over the Grid. We also discuss ontology support for simulation parameters, hypotheses and results that will facilitate sharing and re-use of such resources among land-use scientists. This leads to a description of infrastructure for semantic data management which integrates Jena2 and the ELDAS data access service.
I. INTRODUCTION Collaborations between large groups of scientists are increasingly seen as essential to enhance the scientific process. While research has always involved collaboration between individual scientists, there is now even greater necessity for tools to support sharing of knowledge, resources, results and observations. Scientists already rely extensively on computer and communication technologies to bring together different expertise, using the Web as the main vehicle of communication. While the Web does allow access to distributed data, it does not facilitate managed sharing and coordination of computational resources. For these reasons recent e-science activities [1] have focused on facilitating and promoting collaboration between scientists using advanced distributed information management systems. The vision of e-science is to facilitate large scale science using Grid technologies [2] as a fundamental computing infrastructure to manage distributed computational resources and data. However a major gap exists between current technologies and the vision of e-science. Where Grid technologies overcome some of the limitations of existing Web tools in terms of managing computational tasks, there is still a need for greater ease of use and seamless automation to support truly flexible collaboration. For these reasons the concept of a Semantic Grid [3] has emerged, which integrates Semantic Web [4] and Grid technologies.
According to the vision of the Semantic Grid community, next generation Grids should include knowledge discovery and knowledge management functionality for applications and system management [3] . An emerging research field known as 'Grid Intelligence' studies ways to acquire, integrate, represent and exchange information available on the Grid to produce Gary Polhill, Nick Gotts
The Macaulay Institute Craigiebuckler Aberdeen, AB15 8QH, UK Email: {g.polhill, n.gotts}@macaulay.ac.uk useful knowledge; such functionality will be encapsulated in so called Grid Intelligence services [3] . Central to the vision of the Semantic Grid is the adoption of metadata and ontologies [5] to describe resources, services and data sources in order to promote enhanced forms of collaboration among the scientific community. Ontologies and metadata facilitate intelligent search mechanisms, one of the key enablers through which such services could be realised.
The FEARLUS-G project, described in this paper, explores the application of emerging Grid and Semantic Grid technologies within the social sciences, through deployment of an existing land-use modelling tool . annotate FEARLUS models, experiments and hypotheses with relevant meta-data, providing a common vocabulary and shared meaning, so they can be shared; . describe FEARLUS as a Grid service, so that remote users can discover and invoke it, and obtain interpretable results by making use of the semantic resources; . manage the Grid service, to control user access and allocation of resources; . maintain histories of interactions with users, allowing experiments to be replayed and results to be aggregated. In the remainder of this paper we briefly discuss simulation modelling and in particular the FEARLUS model of land-use simulation. We then describe the FEARLUS-G service architecture presenting its various components. We also introduce an ontology to support description of simulations, hypotheses and experiments. As a contribution to infrastructure for the Semantic Grid we present a solution which provides storage, query and retrieval of semantic data to allow a virtual community of land-use scientists to share and reuse FEARLUS-G experimental results and observations.
II. SIMULATION MODELLING OF LAND-USE CHANGE
Using computer technologies to study social and economic phenomena is now commonplace [7] . Such processes are often studied via simulation modelling [8] . In such simulations, the model consists of a representation of the structure and behaviour of a particular real world entity which we wish to study. One of the advantages of modelling is that the results obtained are repeatable; this allows models to be shared among the scientific community allowing further analysis and reuse. A simulation consists of running the model under a specific set of circumstances defined by a parameter set and then analysing the outcome. The aim of the simulation is to construct a model where behaviour matches the real entity in at least a significant aspect. By constructing such a model, social scientists aim to develop conclusions that provide insight into the behaviour of real world entities or phenomena; such modelling is often exploratory. Alternatively the simulation may be used to confirm how reliable a predicted behaviour is under certain key conditions which may or may not be under direct control.
There are often many competing models available, and the problem then is how to choose between different types of model in a particular problem context. It may also be difficult to interpret the behaviour from a model even when it has been previously validated experimentally. Ideally a model should be structured in such a way that it is possible to determine if a particular question can be answered using it.
A. The FEARLUS Model
There has recently been a proliferation of computer models of land-use change and water management; many of these are spatially explicit models, in which a set of distinct localities, and spatial relationships between them, are directly represented [9] . As computational resources, and the availability of machine-readable georeferenced data increase, growth in spatially explicit modelling within these domains is likely to continue. Attention is now turning to how such models can most effectively be used, both in management and policyrelated applications, and in social and geographical science.
In FEARLUS Model 0-6-5 parameters to the modelling environment allow a variety of land-use strategies and their outcomes to be explored. FEARLUS aims to improve understanding of land use change, particularly as regards rural Scotland. The agent-based simulation component in FEARLUS is implemented using the Swarm system developed at the Santa Fe Institute [10] . Swarm provides an environment that can handle large experiments using agent-based simulation models. A FEARLUS simulation might involve for example, studying the dynamics of imitative2 and non-imitative approaches to land use selection change under different circumstances, in the context of environments differing in spatial and temporal heterogeneity. This involves an initial set of exploratory studies where the model is run in a simulation with different initial parameters and the outcomes observed. The result of the exploratory study is the formulation of a hypothesis regarding patterns of behaviour of specific aspects of the land use model. Figure 2 shows the graphical output of an interactive run of the FEARLUS model. It uses graphical output to render different aspects of the model in order to facilitate exploratory studies. Using experimental validation it is then possible to check whether the model does consistently show the patterns of behaviour suggested by the exploratory studies. Further details of the FEARLUS model are available [6] .
III. FEARLUS-G GRID SERVICE The FEARLUS-G Grid service extends the existing desktop application by enabling land use simulations to be executed on the Grid.
As mentioned earlier, a typical FEARLUS experiment might involve studying the differences between imitiative and non imitative selection strategies in a specific environment. If a scientist wished to test the hypothesis: "Innovators do better than imitators in environment A" a possible solution would be to run a set of simulations in which innovators compete against imitators in that environment using different random seeds3. If in this set of simulations innovators outperformed imitators in a significant number of simulations, the experimental result could be used to support the hypothesis.
Experiments running on a single machine can take a considerable time depending on the number of simulations necessary. In our example to reach a statistically significant number of simulations we need to run dozens or even hundreds of simulation instances. FEARLUS-G distributes the load of an experiment across different Grid services depending on the resources available. Figure 3 shows different simulation instances running across the Grid. Furthermore, FEARLUS-G facilitates the reuse of model parameters and experiments using Semantic Web technologies. Ontology support is used in order to maintain histories of interactions with users, allowing experiments to be replayed and results to be aggregated. Figure 4 presents an overview of the FEARLUS-G architecture, which is built on top of Globus Toolkit 3 (GTK3 Figure 2) or through a Web portal designed for FEARLUS-G (see Figure 3) . The FEARLUS-G environment contains the middleware to find resources available and the input data required to perform a specific simulation by making use of a service descriptor associated with the FEARLUS-G service. The service descriptor contains the characteristics of the resources available in the node such as the maximum number of simulations and the simulation instances available. In order to make this possible each distributed node with a FEARLUS-G service instance notifies the base index service whenever there is a change in its status. Grid services or user applications that need a FEARLUS-G service can query the base index service to obtain a handle for an appropiate service depending on the size of the experiment they need to perform.
Once a request to perform an experiment has been allocated 842 -rAf to a FEARLUS-G service, the system allocates simulation instances to perform the various parts of an experiment and collect the results. Figure 5 illustrates how an experiment and its related simulations are allocated in FEARLUS-G:
1 Another important attribute is describedIn. This is used to record that a publication can be used to describe any given scientific object.
An ExperimentObject is intended to be any object that defines a real experiment, this includes the experiment definition (class Experiment) and the experiment results (class Result).
We define FearlusExperiment as a subclass of Experiment to extend our generic ontology to include a FEARLUS experiment. A typical simulation experiment in FEARLUS (class FearlusExperiment) compares a number of subpopulations by making them compete in the simulation environment.
In our ontology a simulation experiment includes a set of simulation runs (class Run) in a specific simulation model (class Model) and the related output (class Output). The instances of such classes are generated automatically from the FEARLUS-G grid services and stored in the Repository Service (see Figure 4) . This allows the system to recognize if a specific simulation run has already been executed by querying the Repository Service. If a pre-existing run and its associated results are detected, the FEARLUS-G system does not need to perform another simulation but only aggregate existing data.
V. A GRID ENABLED SEMANTIC DATA SERVICE In the previous section we introduced a possible ontology starting point for supporting scientific research via the Semantic Grid. We plan to use this ontology in the Grid context to make use of the potential of both technologies by sharing computational and data resources across different hosts, with the semantic metadata providing support for management of these shared resources.
As part of the FEARLUS-G project we are developing an open source reusable semantic data service based on Jena2 [11] and Globus Toolkit 3 [12] to provide semantic data storage, query and retrieval functions. This service uses ELDAS [13] specification (GDSS). The GDSS presents a specification for a collection of data access interfaces for relational data resources [15] . The main interfaces described by GDSS provide methods for accessing the data from a Grid service.
ELDAS [13] is an implementation of the GDSS specifications. ELDAS attempts to overcome some of the issues raised while working with application scientists in several disciplines. The main characteristics of ELDAS are:
. implementation using J2EE which is machine independent; . able to access and integrate data stored in multiple types of data storage system, such as Mysql, Oracle and DB2; . accessible as both a Grid service and a Web service. The main advantage of using ELDAS and the GDSS specification is that they make Grid data services available to the scientific community, resolving issues associated with sharing relational data from different database systems.
B. Integrating Jena2 and ELDAS
There are issues surrounding deployment of Jena2 as a Grid service as it was not designed with this in mind. Jena2 does provide a module which extends the RDF model interface so that it is possible to store and retrieve statements using a database. Although this module supports different database servers such as MySql, Oracle and PostgreSQL, it needs direct access to the database server and is not designed to operate in a distributed environment such as the Grid. For these reasons it was necessary to develop a bridge between the Jena2 database module and the ELDAS data access service to allow Jena to communicate with the database across the Grid instead of via a direct connection.
JDBC9 is a programming interface which allows external access to databases and query operations using SQL. Moreover JDBC allows the integration of database calls with the 9http://java.sun.com/products/jdbc/ Java programming environment making database operations simple and intuitive. We have developed a bridging solution, JDBC4ELDAS which allows connections to different databases supported by the ELDAS data access service using standard JDBC library routines. Figure 8 illustrates [19] to describe how and why results were produced.
Majithia et. al. [20] propose a system which facilitates automated synthesis of scientific experiment workflows, based on a high-level goal specification. This approach differs from MyGrid as it uses a composition algorithm to adapt available resources on the Grid to high level objectives defined by the user. Moreover, the system makes a distinction between different levels of abstraction of the workflow in order to allow reuse and sharing.
The two systems described above focus on provenance (MyGrid) and workflow abstraction (Majithia) Not all categories of users require access to the same meta-data. For example, we have exposed FEARLUS model parameters to land-use scientists familiar with the existing FEARLUS application in such a way that the complexity of the Grid services is hidden to them. We provide a Web application which allows users to access and manipulate lowlevel simulation model parameters needed to run a FEARLUS experiment. However, we also need to provide high-level data to promote accessibility to the wider scientific community. For this reason we provide access to our public interface where resources contain high-level generic properties (e.g. describedIn, agreesWithHypothesis, hasDescription).
Throughout this project we have encouraged computational land-use modellers at the Macaulay Institute to lead the process of engineering the FEARLUS ontology. This important activity forced them to think about what conducting an experiment actually meant. Prior to this project, Perl scripts were used to conduct experiments with FEARLUS and the experimental design was thus hidden. One positive side-effect of the ontology building exercise is that the experimental workflow is now exposed, making its use transparent to other users.
We have engaged a group of "assessors" from the international scientific communities interested in agent-based social simulation, land-use and water management modelling.
These assessors have agreed to conduct usability trials using the FEARLUS-G Grid service either in a research capacity (uploading FEARLUS models, comparing results from their own models with those from FEARLUS, checking results in FEARLUS publications, or exploring FEARLUS's capabilities and limitations as a stage in the process of designing a new model), or as a teaching tool, or both. Evaluation of the FEARLUS-G service is expected to provide more general insight into the effectiveness of current Semantic Grid technologies and methodologies.
