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The aim of this paper is to describe the equivalence classes (e.c.) of the following 
equivalence relation on the set P” of probability measures on W: p N Y if p * ii = 
Y * C, where j&4) = p( - A) for Bore1 sets A c KY’. p - v  i f f  l#,(t)l = I&(t)1 for t E [w”, 
where 4, is the characteristic function of p. Sufftcient conditions for the triviality of 
an e.c. (i.e., up to translations, the e.c. consists of a unique pair (p, ii)) are given. 
Gaussian measures are the only infinitely divisible probability measures whose 
e.c.‘s are trivial. Distinct symmetrical probability measures with equal moments of 
all orders may have characteristic functions with the same absolute value. The 
corresponding problem is also considered on W/Z”. 0 1989 Academic Press. Inc. 
1. INTRODUCTION AND SUMMARY OF RESULTS 
Let p be a probability measure on (W, B(W)), where B(R”) are the 
Bore1 sets on R”, and let fi be defined by iI(A) =p( - A), where AE B(W) 
and -A = { -x; x E A}. Let p * ii be the convolution of the distribution 
functions F, and Fp corresponding to p and b (i.e., p* p(( - CO, x]) = 
jw F,Ax -Y) 4h4. L e us consider the following equivalence relation on t 
the class P” of probability measures on (R”, B( W”)): 
““P if v*v”=p*b. (l-1) 
The object of this paper is to describe the equivalence classes formed by 
- on P”. First let us note that the following relation holds between the 
characteristic functions $p and 4,: 
#p(t) (= f,” expWx)iWx) > = 4,( - t) = 4,(t) (tElla”). 
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Therefore, d,(t)#Jt) = #,(t)&,(t)= lb,(t)\*. This implies 
v N P * Ih( = 14Jt)l for all t E IR”. (1.2) 
We notice that all the translations of p and j2 are in the equivalence class 
of p; in fact, if v(A)=p(A -c) (cEEP), then &,(t)=exp(itc)4,(t) and 
therefore v N p. It is of special interest to characterize those probability 
measures ,u whose equivalence classes do not contain elements other than 
translations of ~1 or ii. Such equivalence classes will be called trivial. 
Furthermore, p will be called symmetrical if there exists a translation v of 
p such that v=p. 
Examples of nontrivial equivalence classes are given by two different 
characteristic functions that have the same absolute value; we refer to [3, 
p. 4791 for two symmetrical probability measures whose characteristic 
functions have the same absolute value and to [6, p. 941 for an analogous 
couple of a symmetrical and a non-symmetrical probability measure. 
The study of equivalence classes is a problem arising in crystallography: 
In order to determine the structure of a crystal, X rays are passed through 
it. They generate a diffraction pattern that corresponds to the absolute 
value of the Fourier transform #P of the scattering density p in the crystal. 
Since the phases remain unknown, they have to be derived solely from \#,I. 
Therefore it is of interest to know what conclusions can be drawn on p if 
only Id,1 is known. Illustrations can be found in Springer’s mathematical 
calendar 1984. 
We first prove that the problem is stable in the following sense: if /4,(t)l 
is close to IqS,(t)l, p is close to some 1 in the equivalence class of v. This 
is the content of 
PROPOSITION 1.1. Suppose that I#,(t)l converges to If$,ft)l for each 
t E UP. Then there exist xk E R”, a subsequence k(i) and a 1~ v such that 
pk(i) * dxk(,) converges weakly to 1. 
Proof: Since & * fik converges weakly to v * 3, one can find, for each 
E > 0, a ball B, of radius r and centered at the origin such that 
pk * jlk@r) = s Pk(Br + X)Pk(dX) ’ I- E. 
Taking E < 4, this implies the existence of yk with pk(ff, + yk) > 2. Then 
,Uk(& + yk) 2 1 - 2E; otherwise, 
pk * lik(lWn+ &)= j{,,.vpx,,>r P/#X)Pk(dY) 
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Putting xk = -y,, this implies the tightness of the sequence & * a,, and it 
is obvious that the limit 1 of any converging subsequence is equivalent to v. 
F’ROPOSITION 1.2. If pk converges weakly to v and vk - pk, then there 
exist xk E R”, a subsequence k(i) and a A- v such that vkCi, * 6,, converges 
weakly to A. 
Proof: Since vk * ij, converges weakly to v * ?, one can repeat the 
previous proof. 1 
Let us give now a summary of the results on properties of equivalence 
classes of P”: 
(a) Even the equivalence classes of indecomposable symmetrical 
probability measures are not necessarily trivial (Example (3.1)). 
(b) Even if all the moments of a symmetrical probability measure p 
exist, the equivalence class of p may contain other symmetrical probability 
measures that are not translations of p (example (2.5)). Only if p is 
uniquely determined by its moments, it is (up to translations) the only 
symmetrical probability measure in its equivalence class (Proposition 2.2). 
Even in this case, a non-symmetrical v may exist in the equivalence class 
of p (example (3.1)). Sufticient conditions for the triviality of an equiv- 
alence class are given in Propositions 3.2 and 4.1. 
(c) Proposition 2.1 gives a sufficient condition that the equivalence 
class of a non-symmetrical probability measure does not contain any 
symmetrical probability measure. 
(d) The equivalence classes of the following probability measures are 
trivial: uniform distributions on Z”, uniform distributions on an interval of 
R” (Corollary 4.3), Gaussian measures (Proposition 4.4). Furthermore, the 
Gaussian measures are the only infinitely divisible probability measures 
whose equivalence classes are trivial (Proposition 4.5). 
The proofs of these results show that the zeros of the characteristic 
function (or the moment-generating function) play the essential role in the 
question whether the equivalence class of the corresponding probability 
measure is trivial or not. 
(e) On p = W/Zn, Gaussian measures no longer have trivial equiv- 
alence classes (Example 5.1). On T = T’ (the unit interval with addition 
mod l), uniform distributions on subintervals have a trivial e.c. iff the 
length of the support is < $, (Theorem 5.2.). 
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2. SYMMETRICAL PROBABILITY MEASURES 
We first give a sufficient condition that the equivalence class of a 
non-symmetrical probability measure with bounded support (and therefore 
analytic characteristic function) does not contain any symmetrical one. 
PROPOSITION 2.1. Let ,a be a non-symmetrical probability measure with 
bounded support contained in 03”. If there exists a Z’E @” such that 
4,(z”) = 0, 4,(-z”) # 0 and (~/~z,)~,(z”) # Ofor some ie { 1, . . . . n}, then the 
equivalence class of u does not contain any symmetrical probability measure. 
Proof: Suppose there exists v N CL, v symmetrical. We may assume C = v. 
Then supp(v) is bounded and by [2, p. 731 dp and 4” are entire functions. 
Furthermore, for t E IR”, 
4,(t) 4,(-t) = #t(t) (2.1) 
These equations remain true for z E C”. If z” is such that d,(z’) = 0, then 
4Jz”) = 0 by (2.1). Therefore, by (2.2), d,( -z”) = 0 or (a/azi)$,(zo) = 0 for 
i = 1, . . . . n. 1 
Let us apply proposition 2.1 to show that the equivalence class of the 
measure on R with density function d(x) = 2~1~~,~,(x) does not contain any 
symmetrical probability measure. The Fourier transform is 4(z)= 
-2z-‘(ize”-eiZ+ 1) (zE@). Therefore g(z)=0 iff 
and 
exp(-y)[(y+l)cosx+xsinx]=1 
exp(-y)[(y+l)sinx-xcosx]=O. 
(2.3) 
It is easy to find a solution (x0, y”) of (2.3) such that z” =x0 + iy” satisfies 
the conditions of Proposition 2.1 (x0 = 7.461 . . . . y” = 2.089 . ..). We proceed 
with a sufficient condition that an equivalence class contains (up to transla- 
tions) exactly one symmetrical probability measure. 
PROPOSITION 2.2. Let u be a symmetrical probability measure that is 
uniquely determined by its moments. Then it is (up to translations) the only 
symmetrical probability measure in its equivalence class. 
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Remark. Sufficient conditions that a probability measure is determined 
by its moments can be found in [ 11. This is true, of course, for probability 
measures with bounded support. 
Proof: Since p is symmetrical, there exists c E R” such that 411.6C = dpeirc 
is real-valued and therefore even. Let v be symmetrical with VN p. Let 
de R” be such that $V.6d =4,,eifd is real-valued. Then l~c~6,12 = I#,[’ = 
lh12= I 4v+6d12 and therefore tipta, (t) = 4,. d,(r) for t in a neighbourhood 
VC R” of zero. All the moments of v * dd exist and coincide with those of 
P * 4. Therefore the moments of /J coincide with the moments of 
v * 6, * L,. Since p is uniquely determined by its moments, 
p=V*bd*6-,. Therefore v is a translation of p. i 
We notice that the existence of all moments of p in Proposition 2.2 is not 
a sufficient assumption. In fact (2.5a) and (2.5b) below show densities of 
two equivalent symmetrical probability measures with equal moments of 
all orders. The corresponding real-valued characteristic functions have 
therefore the same absolute value. The construction is as follows: Let 
4(x) = mc-‘(1 - 1~1/(2a,))~~,,, <2&) (x E R), 
where ak > 0 (k = 1,2, . ..) and a := C,“= i ak < 00. dk is the density function 
of the convolution of the uniform distribution on [ -ak, a,J with itself. 
Its Fourier transform is #Jr) = (sin(akt)/(a,r))* (k = 1, 2, . . . . TV R). The 
sequences (n’r=, c$~( t); k E N > converge to 4(t) := l-IT=, #j(t). Moreover, 
~(t)~exp(-(P/3)C,“=,a:) as t + 0. Therefore, 4 is continuous at the 
origin and, by Theorem 3.6.1 of [6], 4 is a characteristic function. The 
corresponding distribution function is absolutely continuous with density 
d(x) = d, * d2 * . . . (x). By the inversion formula, 2nd(O) = j 4(t) dt. There- 
fore, and since 4 20, d,(t) := (2nd(O))-‘4(t) is a density function. Its 
Fourier transform is 
do(x) = 1 exp(ixt)dO(t) dt 
= (2nd(O))-’ jexp(-ixr)$(z) dr=d(x)/d(O). 
The support of &, is contained in [-2a, +2a]. Now let 
4 +(x) = do(x) + +bMx + 4q + &3(x - 4Q)lY 
4-b) = 40(x) - %Mx + 4a) + 40(x - 4a)l. 
(2.4a) 
(2.4b) 
170 CARNALANDDOZZI 
d+ and & have the same absolute value and are the Fourier transforms 
of the density functions 
d+(Z) = (2nd(O))-' fi (sin(akt)/(a,t))*( 1 + cos 4at), 
j=l 
(2.5a) 
d-(t) = (27&(O))-’ fi (sin(akt)/(akt))*(l -cos 4at). 
J=l 
(2.5b) 
All the moments of d, and d- exist since Id,(t)1 <b6,t-*” for all HEN, 
where b;’ = nd(0) lJ;= r u:. Therefore, the derivatives of all orders of 4 + 
and 4 _ exist, and since 4 + (t) = 4 ~ (t) for t in a neighbourhood V of zero, 
the moments of d, and d- coincide. 1 
The equivalence class of a symmetrical probability measure that satisfies 
the assumptions of Proposition 2.2 is not necessarily trivial, because it may 
contain non-symmetrical probability measures. Such an example is given in 
the following section. 
3. PROBABILITY MEASURES WITH FINITE SUPPORT 
The following example shows that the equivalence class of a symmetrical 
indecomposable probability measure is not necessarily trivial. Let p E P' be 
concentrated on (0, 1,2, 3,4} and given by c = 5.4- ’ and 
dO)=p(4)=c, p(l)=p(3)=1.7c, p(2)=0. (3.1) 
We assert that p is indecomposable and that a probability measure v with 
v -p is given by 
v(O)= 0.5c, v( 1) = 1.6c, v(2)=0.9c, 
v(3)= 0.4c, v(4)=2c. 
To prove this, let f, (resp. f,) be the generating function of p (resp. v), i.e., 
5.4fp(x)=x4 + 1.7x3 + 1.7x + 1 
= (x+0.5)(x+ 2)(x2-0.8x+ l), 
2.7fy(x)= x4 +0.2x3 +0.45x2 +0.8x + 0.25 
= (x+0.5)*(x2 -0.8x+ 1). 
We see that p is indecomposable in P', and the assertion that v - p follows 
by (3.2) in the following lemma. 
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LEMMA 3.1. 1fp, v E P” are concentrated on Z” n [0, m] (m E N”), then 
v- P iff fp(x)fp(x-‘) ii xy=f”(x)fwl) ii x7’, (3.2) 
i= 1 i=l 
where x-l = (x;‘, . . . . xi’), m = (m,, . . . . m,). 
ProoJ: The generating function of p is given by fJx) = 
Ike Co,m, p(k) nl=, xp. Let 6, be the probability with unit mass on m. 
Then fgaSm =fp(x-‘) nl= I xy. Furthermore, v N p iff v * C * 6, = 
P *P * 6, ifffv.trbm=ffl+Pe6m. But fvej,s, (rev. fp.Pes,) equals the left 
(resp. right) hand side of (3.2). 1 
The following proposition gives a suflicient condition that the equiv- 
alence class of a probability measure with finite support is trivial. 
PROPOSITION 3.2. Let p be a probability measure with finite support 
S(p). Zf S(p) is linearly independent over Cl, the equivalence class of p is 
trivial. 
ProoJ: Let v N p and S(p) = {x,, . . . . x,} and S, = {y,, . . . . y,,}. Then 
the supports of p * b and v * v” are, respectively, {xi- xj; xi, xj~ S(p)} and 
{y,-y,; y,, ~/ES(V)}. Fix k~ (1, . . . . m’}. For each IE (1, . . . . m’} there 
exist i(l), j(l) E (1, . . . . m} such that y, - y,= xi(/) - xjCr) and xi(!), xjCr) are 
uniquely determined by y, and y,. Therefore, for I’ E { 1, . . . . m’}, 
Y/-Y/‘=xi(/)-xj(l) - txi(l’) - Xj(L’)) 
= xi(l,l’) - xj(/,/‘)* 
By linear independence, (a) xi(!) = xiCr,) or (b) xjc,, = xjuSJ. In case (a) 
y, = xi(,) + c, where c = y, - xi(,) and c does not depend on 1. This implies 
that S(v) is a translation of S(p). Analogously, in case (b) y, = -xi([) + c’ 
and S(v) is a translation of S(p). If p = (pl, . . . . p,) and v = (ql, . . . . q,,,), then 
(p * B)(O) = F pf = i qf = (v * v”)(O), 
(P*ji)(xi-xj)=pipj=qiqj=l(v*O)oi-xj) (i#j). 
This implies v = cc. 1 
PROBLEM. An interesting problem is to find an upper bound for the 
number of distinct elements in an equivalence class. Of course, for p 
concentrated on Z n [0, m] an upper bound for this number can easily be 
given in terms of the number of linear and quadratic factors in fp.P.S,. But 
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the problem, that we must leave open here, is to find an upper bound in 
terms of the number of points in the support of p. It is easy to construct 
one-dimensional examples where 1 S(p)1 = n + 1 and where the equivalence 
class of p has 2” distinct elements, but we do not know whether this is an 
upper bound. 
4. TRIVIAL EQUIVALENCE CLASSES AND EQUIVALENCE CLASSES OF 
INFINITELY DIMSIBLE PROBABILITIES 
PROPOSITION 4.1. Suppose that the characteristic function of u E P” is of 
the form d,(t) = ny= 1 4:(ti) (t = (tl, . . . . t,) E W), where the 4; are entire 
characteristic functions of finite order. Suppose also that all the zeros of #, 
are real (i= 1, . . . . n). Then the equivalence class of u is trivial. 
Proof By [4] (see also [7]) the order of CJ$ is ~2, and 4: admits the 
representation 
4$ti)=exp(ibiti-c,tt) fi (1 - tf/at), 
k;= 1 
where b,ER, ciao, ak,>O, ~a;2<oo. If v-p, 
lb,(t)12 = Iq5,(t)lz = i exp( -2citf) fi (1- tf/a:J’ . 
i=l k,= 1 1 
4” is therefore entire of order ~2, and 4, has the same zeros as bfi 
[2, p. 1181. Therefore, 
d,(t) = fi exp(ibj ti - c,tf’) fi (1 - tf/a:,) 
i=l k,= 1 
with bj E R (i = 1, . . . . n). Therefore v is a translation of ,u. 1 
COROLLARY 4.2. Let ALE P” be concentrated on Z”n [0, m] (m E N*) 
and such that u(O) >O. Assume that fH(x) = ny=, f L(xi), where the f L 
(i= 1, . . . . n) are generating functions, whose zeros are contained in {z E C; 
IzI = 1 }. Then the equivalence class of p is trivial. 
COROLLARY 4.3. The equivalence class of the untform distribution on an 
interval or on Z” A [0, m] (m E RI”) is trivial. 
Proof (a) Let Z= [ -a, a] c PA”. The Fourier transform of the 
uniform distribution on Z is d(t) = n;= i #(tJ with $‘(ti) = sin(a,ti)/(a,ti). 
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The functions # are entire, of order one, and the zeros of 4’ are located at 
+(kn/a,) (k~ Z, k #O, i= 1, . . . . n). The assertion follows therefore from 
Proposition 4.1. 
(b) The generating function of the uniform distribution on 
if” n [0, m] is given by 
f(x)= fi (m,+l)-’ c fi xp 
i= 1 kc [O,m] i= 1 
= fi [(mi+ 1))‘(l-xm,+‘)(l -xi)-l]. 
i= 1 
For xi # 1 (i = 1, . . . . n)f(x) = 0 iff there exists i with x?+ ’ = 1. Since all the 
solutions of these equations are contained in (z; Iz] = l}, the assertion 
follows with Corollary 4.2. 1 
We notice that, by [S, p. 801, the uniform distribution on 
(0, 1, . . . . p - 1 } n Z is indecomposable if p is prime. 
PROPOSITION 4.4. The equivalence class of every Gaussian measure is 
trivial. 
ProoJ: Let p be a Gaussian measure on R” with mean UE R” and 
covariance matrix Q. Then p * fi is Gaussian with mean zero and 
covariance matrix 2Q. By the n-dimensional version of Cramer’s theorem 
[2, p. 1091, p * p has only Gaussian factors. Therefore, if v N p, also v is 
Gaussian. Since the covariance matrices of v and v” are equal, v is a translation 
OfP. I 
The following proposition shows that the Gaussian measures are the 
only infinitely divisible probability measures whose equivalence classes are 
trivial. 
PROPOSITION 4.5. The equivalence class of every infinitely divisible non 
Gaussian probability measure p contains infinitely many infinitely divisible 
probability measures VW p that are not translations of p. Moreover, if p is 
non-symmetrical, its equivalence class contains a symmetrical v. 
Proof By Theorem 4.3.6 of [2] a probability measure p is infinitely 
divisible iff its characteristic function admits the Levy-Hin&n representa- 
tion 
log 4,(t) = iut - Q(t) + j K(t, u)lc(du) (te Rn), 
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where 
K(4 u)= 
[exp(itu)- 1 -itu/(l+ lul*)](l+ ~u~*)/~u~’ if 24 #O, 
o 
if u = 0, 
and where a E R”, Q is a nonnegative definite quadratic form on IX” and IC 
is a finite measure having no atom at the origin. By Theorem 4.3.3 of [2] 
a, Q, and K are uniquely determined by p. Then 
log4,,p(t)= -2QW+j CWt, u)+J~-G~)IK(~u) 
= -2Q(t) + j K(t, U)(K + I?)(&), 
where C(A) = K( -A) (A E B(W)). Suppose now IC f 0 and define 
&(A)=CK(A)+(l-C)&‘i) (O<c< 1) if Kfi?, 
and 
&(A) = 2K(x4 n { u;u,>O})+rc(An{u;u,=O}) if K= E. 
Then 1, (0 < c < 1) are finite measures on IV having no atom at the origin. 
Moreover, 1, + 1, = IC + R (0 < c < 1). In fact, 
(&+&&‘d)=2K(h(U;U,>0})+2K(-h{U;U,>O}) 
+fc(An{u;u,=O})+fc(--An{u;u,=O}) 
=21c(A n {24;24,>0})+ 2K(~4 n {u;u,<O}) 
+2K(An{u;u,=o}) 
= (K + l?)(A). 
Therefore, for K & 0, log ~#~~,,(t) := ibt - Q(t) + 1 K(t, u) I,(h) is the 
logarithm of an infinitely divisible characteristic function of a probability 
measure v(c) that is equivalent to p and that is not a translation of p. 
Notice that v(f) is symmetrical. If K = 5 v(0) is a non-symmetrical prob- 
ability measure equivalent to p. Define AZ(A) = c&,(A) + (1 - c)&,(A) 
(0 CC < 1). Then Az+ng= K + I Therefore, also in the case IC= C, there 
exist infinitely many infinitely divisible probability measures v with v - p. 
Remark. The example in [6, p. 943 shows that the equivalence class of 
a non-normal infinitely divisible probability measure can contain probabil- 
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ity measures that are not infinitely divisible. The fact that these equivalence 
classes contain infinitely many elements gives raise to the problem to find 
conditions under which an equivalence class is finite (by identifying 
probabilities up to translations). 
5. PERIODICAL MEASURES 
If one thinks of applications to crystallography, it appears reasonable to 
consider also periodical measures, i.e., measures on the torus T” = W/h”, 
which we identify with the cube [O, 1)“. To a measure p on T”, we associate 
the Fourier coefficients 
jt(k) = 1 exp(2nikx)p(dx) (kEZ”) 
P 
and call p and v equivalent iff 1 ji(k)l = 1 C(k)1 for each k E Z”. A measure I 
on R” generates a measure p on T” by 
p(A) = C 1(A + k) (A c Tn) -ii(k) = #,(2nk). 
kcZ” 
EXAMPLE 5.1. If A is a non-degenerate, symmetrical Gaussian measure, 
it generates what is also called a Gaussian measure ~1 on I”. This p has a 
density functionf(x) > c > 0 which is given by its Fourier series. Take now 
k = (k,, 0, . . . . 0) and k, so large that I/i(k)1 < c/4, switch F(k) to --P(k) and 
fi( - k) to -,ii( - k) and build the Fourier series with these two changes. 
The result is a new density function g(x) > 0 which corresponds to a prob- 
ability measure v - pL, but v is not a translate of ,u. 
For n = 1, we write T for T’ and identify it with C-f, 4) with addition 
mod 1. If p is the uniform distribution on [--a, a], p has a non-trivial 
equivalence class as soon as a > a: let f(x) = ( 1/2a)ZC-a,al(x), 
g(x) = 2 -f(x) > 0 and v(dx) = g(x) dx. Then G(O) = g(O) = 1 and 
fi(k)+\l(k)=[.2 .exp(2nikx) dx=O (k#O). This implies Ip(k)I = IC(k)l. 
THEOREM 5.2. Let p be the uniform distribution on [ -a, a] with a 6 4. 
Then p has a trivial equivalence class. 
ProojI (i) Case a = a. Suppose v-p and assume that v has been 
translated to obtain O(1) = /i(l) >O. Since C Iji(k)l* = 2 by Parseval’s 
relation, v has a density function gE L, with Fourier coefficients O(k). The 
condition fi(2k) = 3(2k) = 0 for .k # 0 implies 
g(x) + g(x + f) = 2. (5.1) 
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On the other side, v * D = ,u * fi has a density function which vanishes at 
x=f, thus 
s g(x) g(x + ;) dx = 0. (5.2) T  
From (5.1) and (5.2), we deduce that g(x) must be almost surely 2 or 0, 
therefore g*(x) =a.s. 2g(x). For the Fourier coefficients, this relation implies 
j;z v^(j)v^(k -j) = 20(k) (k E Z). (5.3) 
We take k = 2, which gives G(2) = 0 on the right side. Since (5.3) also holds 
for p instead of v and since fi(2k + 1) is alternatively positive and negative, 
tiw*-2 Ifi(l)1 IP(3)I -2 lfi(3)l IF(5)l- ... =a (5.4) 
We now replace Ifl(k)l by [G(k)1 in (5.4), use the assumption O(1) >O, and 
have simultaneously from (5.3) and (5.4), 
#(l)]‘= -O(-1)$(3)-8(-3)8(5)-v^(-5)v^(7)- ... 
$[v^(1)12= Iv^(l)l /3(3)] + Iv^(3)] ]v^(5)] + IO(S)] 1$(7)] + .*.. 
A sum of complex numbers cannot be equal the sum of absolute values 
unless the summands are real and nonnegative. This and $( -k) = O(k) give 
successively O(3) < 0, c(5) > 0, q(7) < 0, . . . . i.e., t(k) = /i(k) and v = p. 
(ii) Case a < $. As before, a measure v N ~1 has a density g E L2. We 
want to prove that the support S of v is an interval J of length 2~. We can 
then assume that J is centered at the origin, notice that x + y is defined as 
the addition on R for x, y E S and interpret the condition 
j” 
T  
g(xkb+W=j f(x)f(x+Y)dx, 
T  
as if we were on R! (f is again the density function of p). The theorem then 
follows from Corollary 4.3. 
To prove that the Lebesgue measure I(S) is 22a, consider the functions 
t-i(X) = 2a Lxx) +f(x + 411 - 13 gl(x) = 2a Cdx) +g(x + f,l - 1. 
Their Fourier coefficients vanish for k odd, are equal to 4a L 1 for k = 0 
and to 4afi(k), respectively 4&(k) for k even, k # 0. Since Iji(k)l = Iv^(k)l, 
Parseval’s relation gives ilfi II : = IJg, II :. But -fi is the indicator of a set of 
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length l -4a, thus llglll: = 1 - 4~. Since (g,l = 1 outside Su (S+ i), we 
have I(S) 3 2a as announced. On the other hand, the argument leading to 
(5.2) gives now 
I g(x) g(x + h) dx = 0, 2a<h<l-2a. (5.5) T  
Thus, x E S implies that an open interval of length 1 - 4u = b, centered at 
x + 1, belongs to the complement SC. Suppose that SC is the disjoint union 
of intervals Z,, put ,4 = (a ) Z(Z,) 3 b >, J, = Z, + f and discard from each J, 
(a E A) an open interval of length b/2 at the beginning as well as at the end 
to obtain a compact interval K, (a E A). The union of these Km’s must then 
contain S. From Z(S) > 2u we have 
1 = Z(S) + c Z(Z,) 2 2a + c Z(Z,) * c Z(Z,) < 1 - 2u 
01 aEn ae‘4 
2u<I(S)< 1 I(K,)= c (I(Z,)-b)<(l-2u)-b IAl. 
acA aeA 
Since A # 12/ and b = 1 - 4u, the last inequality can only hold with IAl = 1 
and Z(Z,) = 1 - 2u for the only a E A. Then S is contained in the comple- 
ment of Z,, which is an interval J of length 2~. Together with Z(S) > 2~2, this 
gives S = J. 1 
On T”, the necessary and sufficient condition for the uniform distribution 
on II x Zz x ... x Z,, to have a trivial e.c. would be Z(Zj) < 4 (j= 1,2, . . . . n). 
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