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A SHORT COURSE ON ONE-DIMENSIONAL RANDOM
SCHRO¨DINGER OPERATORS
DAVID DAMANIK
Abstract. We discuss various approaches to localization results for one-
dimensional random Schro¨dinger operators, both discrete and continuum. We
focus in particular on the approach based on Fu¨rstenberg’s Theorem and the
Kunz-Souillard method. These notes are based on a series of five one-hour
lectures given at University College London in June/July 2011.
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1. Introduction
1.1. Overview. This short course will discuss Schro¨dinger operators with random
potentials, both in the discrete and in the continuum setting. Thus, we will consider
operators
[Hωψ](n) = [(∆ + Vω)ψ](n) =
∑
|m−n|1=1
ψ(m) + Vω(n)ψ(n)
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in ℓ2(Zd) and operators
[Hωψ](x) = [(−∆+ Vω)ψ](x) = −
d∑
j=1
∂2jψ(x) + Vω(x)ψ(x)
in L2(Rd).1 Here, Vω is a random potential to be specified below. Operator domains
are chosen appropriately to ensure self-adjointness. The goal is then to identify the
typical spectral properties of such operators, that is, spectral properties that hold
with probability one.
Let us first describe the global expected picture. In dimensions d = 1 or 2, it
is expected that the associated quantum system is localized. On a spectral level,
this manifests itself in so-called spectral localization, that is, the operator Hω has
a complete set of eigenvectors that decay exponentially in space. On a quantum
dynamical level, one expects dynamical localization, that is, for initially localized ψ,
e−itHωψ remains uniformly localized in space for all times. The dependence on ω
of such statements may be controlled in some non-trivial way. In dimensions d ≥ 3,
on the other hand, localization phenomena are expected to depend on the strength
of the randomness and the energy regime. More explicitly, spectral measures are
expected to be pure point near the boundary of the spectrum (with associated
exponential decay of the corresponding eigenvectors) and dynamical localization
is expected to hold for initial states whose spectral measures are supported in a
suitable neighborhood of the boundary of the spectrum. The size of this local-
ized neighborhood of the boundary of the spectrum is expected to depend on the
strength of the randomness, and in fact delocalization takes place outside a suit-
able neighborhood of the boundary of the spectrum. Here, delocalization refers to
continuous spectral measures and spreading of e−itHωψ in space as |t| → ∞.
The localization side of the expected global picture is quite well understood. The
one glaring gap in our understanding is that localization at all energies is still an
open problem in the case d = 2. On the other hand, it is well understood that
there is localization at all energies in the case d = 1 and that there is localization
near the boundary of the spectrum in the case d ≥ 2.2 Moreover, for each of these
statements, there are multiple proofs, each of which sheds a different light on the
localization phenomenon and works under different assumptions on the model. In
that sense, there is no single “best” localization proof.
The cases d = 1 and d ≥ 2 are quite different. For the purpose of a short course,
one needs to focus on one case and hence the paths need to diverge at this point.
We have decided to focus on the case d = 1 in this short course. One of the reasons
is that there exist graduate-level expositions of localization proofs in the case d ≥ 2
similar in style and scope to the one offered here [9, 10, 14], but not in the case
d = 1.
1.2. Models and Results. Let us now describe the models we consider precisely.
As explained above, we will restrict our attention to the one-dimensional scenario
1There is a tradition to consider −∆ in the continuum case and ∆ in the discrete case. In fact,
the definition of the discrete Laplacian used here deviates from what a standard discretization
procedure would yield in that it drops a multiple of the identity, resulting in a spectrum that is
symmetric about zero. These choices are standard and do not affect the mathematical content of
the results obtained, but merely their formulation.
2An important exception is the Bernoulli single-site distribution in the discrete case.
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and hence consider operators
(1) [Hωψ](n) = ψ(n+ 1) + ψ(n− 1) + Vω(n)ψ(n)
in ℓ2(Z) and operators
(2) [Hωψ](x) = −ψ′′(x) + Vω(x)ψ(x)
in L2(R). The potential Vω will depend on a parameter ω, chosen from a probability
space (Ω, µ).
Before giving a formal definition of Ω, µ, and Vω for ω ∈ Ω, let us informally
discuss what the model is supposed to describe. The type of randomness we want
to capture is that of a sequence of independent identically distributed (“i.i.d.”)
random variables. That is, in the discrete setting for example, the potential value
at each site, Vω(n), is supposed to be drawn from some probability distribution
on R (since we want our potentials to be real-values to ensure self-adjointness
of Hω), this probability distribution is the same for all sites, and the values are
drawn independently from this distribution. Let us call this common probability
distribution ν. Clearly, the resulting potentials will be bounded if and only if the
topological support of ν is compact. All interesting phenomena related to random
potentials already occur in this special case, so we will restrict our attention to it.
Once ν is chosen, it is then clear how to formally define the Vω ’s:
Definition 1.1 (Discrete Case). Given a probability measure ν on R with supp ν
compact, let Ω = (supp ν)Z, µ = νZ, and Vω(n) = ωn for ω ∈ Ω.
By compactness of supp ν, the potentials Vω are (real-valued and) bounded,
and hence the operators Hω in (1) with domain given by ℓ
2(Z) are bounded and
self-adjoint.
Remark 1.2. Let us note for later use the following regarding Definition 1.1. Since
supp ν is assumed to be compact, Ω is a compact metric space. Moreover, with the
homeomorphism T : Ω → Ω, (Tω)n = ωn+1 and the continuous sampling function
f : Ω→ R, f(ω) = ω0, we can write Vω(n) = f(T nω).
In the continuum case, we follow a similar path and construct the potentials Vω
from a sequence of i.i.d. random variables. Each of them will play the role of a
coupling constant, signifying the local strength of a common single-site potential.
To ensure independence on the level of the potential, one assumes that the support
of the single-site potential is contained in a sufficiently small interval. Typically,
one wants non-overlap. Thus, we are led to the following definition of the potentials
in (2):
Definition 1.3 (Continuum Case). Given a probability measure ν on R with supp ν
compact and v ∈ L1(0, 1) real-valued and non-zero (in L1(0, 1)), let Ω = (supp ν)Z,
µ = νZ, and
Vω(x) =
∑
n∈Z
ωnv(x− n)
for ω ∈ Ω.
That is, the potential Vω is given on the interval (n, n + 1) by the coupling
constant ωn times the single-site potential v shifted from (0, 1) to (n, n+ 1). Con-
sequently, Vω is uniformly L
1
loc and hence Hω as defined in (2) is self-adjoint on a
suitable domain by form methods or Sturm-Liouville theory.
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Let us now state the main results for these operators. We begin with spectral
localization in the discrete case.
Theorem 1.4 (Spectral Localization - Discrete Case). Suppose the potentials {Vω}
are as defined in Definition 1.1 and the operators {Hω} are given by (1). Assume in
addition that supp ν contains at least two points. Then, for µ-almost every ω ∈ Ω,
the operator Hω has pure point spectrum with exponentially decaying eigenvectors.
Remark 1.5. (a) The additional assumption is necessary. Indeed, if supp ν con-
sists of a single point a, then the resulting potentials are constant and the operators
Hω have purely absolutely continuous spectrum. In fact, they are just the discrete
Laplacian up to a constant shift in energy.
(b) The conclusion of the theorem means that for µ-almost every ω, there are
Ek(ω) ∈ R and ψk(ω) ∈ ℓ2(Z), k ∈ Z+, such that Hωψk(ω) = Ek(ω)ψk(ω) for
every k ∈ Z+, the finite linear combinations of the ψk(ω) are dense in ℓ2(Z), and
we have exponential decay of the form
(3) |ψk(ω, n)| ≤ Ck(ω)e−γk(ω)|n−nk(ω)|
with suitable Ck(ω), γk(ω) ∈ (0,∞) and nk(ω) ∈ Z.
(c) One usually has some control over Ck(ω), γk(ω) ∈ (0,∞) and nk(ω) ∈ Z. In
fact, having control of this kind is helpful in establishing dynamical localization.
The formulation of the result in the continuum case is completely analogous:
Theorem 1.6 (Spectral Localization - Continuum Case). Suppose the potentials
{Vω} are as defined in Definition 1.3 and the operators {Hω} are given by (2).
Assume in addition that supp ν contains at least two points. Then, for µ-almost
every ω ∈ Ω, the operator Hω has pure point spectrum with exponentially decaying
eigenvectors.
Here, exponential decay means that the eigenvectors obey an estimate of the
form
(4) |ψk(ω, x)| ≤ Ck(ω)e−γk(ω)|x−xk(ω)|
with suitable Ck(ω), γk(ω) ∈ (0,∞) and xk(ω) ∈ R. While the statement of the
result is completely analogous, the various existing proofs are significantly more
involved in the continuum case as we will see later in the course. Moreover, there is
a hidden subtlety in the continuum case. While the Lyapunov exponents are always
positive at all energies in the discrete case, they may vanish on a discrete set of
exceptional energies in the continuum case. This difference does not manifest itself
on the spectral level, at least not in the way spectral localization is formulated
above, but it does affect dynamical localization properties. There may in fact
be non-trivial transport in the continuum case for initial states whose spectral
measures give non-trivial weight to the set of exceptional energies.
2. Lyapunov Exponents
2.1. Definition of the Lyapunov Exponent. In this section we discuss the
one-parameter family {γ(E)}E∈R of Lyapunov exponents associated with a given
operator family {Hω}ω∈Ω. These exponents measure the typical exponential growth
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or decay of the solutions of the associated difference (resp., differential) equation,
that is,
(5) u(n+ 1) + u(n− 1) + Vω(n)u(n) = Eu(n)
in the discrete case and
(6) − u′′(x) + Vω(x)u(x) = Eu(x)
in the continuum case. It is convenient to introduce the transfer matrices ME,ω(·)
and measure their norms.
Let us discuss the discrete case first. Note that a solution of (5) is uniquely
determined by fixing two consecutive values. Moreover, the map from a given pair
of consecutive values to another pair is clearly linear and hence given by a 2 × 2
matrix. In particular, for each n ∈ Z, there is a 2 × 2 matrix ME,ω(n), called the
transfer matrix, so that for any solution u of (5), we have(
u(n+ 1)
u(n)
)
=ME,ω(n)
(
u(1)
u(0)
)
.
In fact, it is easy to give an explicit description ofME,ω(n). Two popular and useful
ways of viewing the transfer matrix are the following. The first follows directly from
the way we introduced this matrix: denote by uD (resp., uN) the solution of (5) that
obeys (u(1), u(0))T = (1, 0) (resp., (u(1), u(0))T = (0, 1)). These are the Dirichlet
and Neumann solution, respectively. Then,
(7) ME,ω(n) =
(
uD(n+ 1) uN (n+ 1)
uD(n) uN(n)
)
.
The second builds up the matrix in a step-by-step way. Notice that (5) is equivalent
to
(8)
(
u(n+ 1)
u(n)
)
=
(
E − Vω(n) −1
1 0
)(
u(n)
u(n− 1)
)
.
For n ≥ 1, iterating (8), we find
(9) ME,ω(n) =
(
E − Vω(n) −1
1 0
)
× · · · ×
(
E − Vω(1) −1
1 0
)
.
For n ≤ −1, there is an analogous formula for ME,ω(n). By definition,
detME,ω(n) = 1 and hence ‖ME,ω(n)‖ ≥ 1, so that log ‖ME,ω(n)‖ ≥ 0. Lya-
punov exponents measure the asymptotic behavior of 1n log ‖ME,ω(n)‖ and hence
the rate of exponential growth of ‖ME,ω(n)‖.
Definition 2.1. If the limit
lim
n→∞
1
n
log ‖ME,ω(n)‖
exists, we denote it by γω(E) and say that Hω has Lyapunov behavior at energy E.
Later in this section, we will pursue the following goals. First, we want to show
that in our setting, for every energy E, γω(E) exists for µ-almost every ω ∈ Ω and is
equal to a constant, which we denote by γ(E). As observed above, we always have
γω(E), γ(E) ≥ 0. Hence, the main issue is whether these exponents are strictly
positive. Our second goal will be to exhibit exponential growth or decay for all
solutions of (5) provided that γω(E). Third, we wish to show that randomness
forces positive exponents. In the discrete case we will indeed prove that γ(E) > 0
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for every E. Naively, this seems to already establish spectral localization. While
this conclusion cannot be drawn in general, it is true that global positivity strongly
hints at spectral localization and, with more work, will in fact imply it for random
potentials. We will discuss this in more detail later.
Let us now discuss the continuum case. A solution of (6) is uniquely determined
by its value and its derivative at some point. The defining property of the transfer
matrices is again that it maps solution data from the origin to a given point, that
is, (
u′(x)
u(x)
)
= ME,ω(x)
(
u′(0)
u(0)
)
.
Introducing Dirichlet and Neumann solutions as above, we can write
(10) ME,ω(x) =
(
u′D(x) u
′
N (x)
uD(x) uN (x)
)
.
On the other hand, (6) is equivalent to
(11)
(
u′(x)
u(x)
)′
=
(
0 Vω(n)− E
1 0
)(
u′(x)
u(x)
)
.
Thus, using (11) to trace the evolution of the Dirichlet solution uD and the Neu-
mann solution uN and plugging this into (10), we find
(12)
∂
∂x
ME,ω(x) =
(
0 Vω(n)− E
1 0
)
ME,ω(x),
which is the continuum analogue of (8). The definition of Lyapunov behavior and
the exponent γω(E) is then the same as in Definition 2.1.
2.2. Existence of the Lyapunov Exponent. For the existence of the Lyapunov
exponent, it is important that (Ω, µ, T ) is ergodic, that is, if B belongs to the Borel
σ-algebra and satisfies T−1B = B, then either µ(B) = 0 or µ(B) = 1. Let us
establish this fact first:
Lemma 2.2. (Ω, µ, T ) is ergodic.
Proof. Suppose B belongs to the Borel σ-algebra and satisfies T 1B = B. Let ε > 0.
By construction of the product measure, we can find a finite collection C1, . . . , Ck
of mutually disjoint cylinder sets such that
(13) µ (B△ C) < ε, where C =
k⋃
j=1
Cj .
Choose n so that T−nC and C depend on disjoint sets of coordinates. Thus, by
construction of the product measure and its T -invariance, we have
(14) µ(T−nC ∩ C) = µ(T−nC)µ(C) = µ(C)µ(C) = µ(C)2.
We also have by the choice of B, the T -invariance of µ, and the choice of C,
µ(B △ T−nC) = µ(T−nB△ T−nC) = µ(T−n(B △ C)) = µ(B △ C) < ε.
Thus,
µ(B △ (C ∩ T−nC)) ≤ µ(B △ C) + µ(B △ T−nC) < 2ε,
A SHORT COURSE ON ONE-DIMENSIONAL RANDOM SCHRO¨DINGER OPERATORS 7
where the first step follows from B△ (C ∩T−nC) ⊆ B△C ∪B△T−nC. It follows
that
(15)
∣∣µ(B)− µ(C ∩ T−nC)∣∣ < 2ε.
Hence, ∣∣µ(B)− µ(B)2∣∣ = ∣∣µ(B) − µ(C ∩ T−nC)∣∣+ ∣∣µ(C ∩ T−nC)− µ(B)2∣∣
< 2ε+
∣∣µ(C)2 − µ(B)2∣∣
= 2ε+ |µ(C) + µ(B)| · |µ(C)− µ(B)|
≤ 2ε+ 2ε
= 4ε,
where we used (14) and (15) in the second step and (13) in the fourth step. Since
ε > 0 was arbitrary, we have µ(B) = µ(B)2 and hence µ(B) ∈ {0, 1}. 
A useful characterization of ergodicity is the following:
Lemma 2.3. (Ω, µ, T ) is ergodic if and only if every measurable T -invariant func-
tion on Ω is µ-almost surely constant.
Proof. Exercise. 
As an aside we mention that the spectrum of Hω is µ-almost surely constant.
Proposition 2.4. There is a set Σ ⊂ R such that σ(Hω) = Σ for µ-almost every
ω ∈ Ω.
Proof. By definition of Hω, we have for every bounded open interval I = (a, b),
trχI(HTω) =
∑
n∈Z
〈δn, χI(HTω)δn〉 =
∑
n∈Z
〈δn+1, χI(Hω)δn+1〉 = trχI(Hω).
Thus, by Lemmas 2.2 and 2.3, trχI(Hω) is µ-almost surely constant. Of course, the
full measure set depends on I. However, if we restrict our attention to intervals with
rational endpoint, we can choose a common full measure set. Since trχI(Hω) = 0
if and only if σ(Hω) ∩ I = ∅, the proposition follows. 
In fact, one can determine Σ explicitly:
Proposition 2.5. With Σ = [−2, 2] + supp ν, we have σ(Hω) = Σ for µ-almost
every ω ∈ Ω.
Proof. Exercise. 
This finishes the aside on the almost sure spectrum. Let us return to our study
of Lyapunov exponents and to this end recall Kingman’s Subadditive Ergodic The-
orem:
Theorem 2.6. Suppose (Ω, µ, T ) is ergodic. If gn : Ω → R are measurable, obey
‖gn‖∞ . n and the subadditivity condition
gn+m(ω) ≤ gn(ω) + gm(T nω),
then
lim
n→∞
1
n
gn(ω) = inf
n≥1
1
n
∫
gn(ω) dµ(ω)
for µ-almost every ω ∈ Ω.
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Corollary 2.7. For every E, there is γ(E) ≥ 0 such that for µ-almost every ω ∈ Ω,
we have
lim
n→∞
1
n
log ‖ME,ω(n)‖ = γ(E).
In particular, for these ω’s, Hω has Lyapunov behavior at energy E and γω(E) =
γ(E).
Proof. We apply Theorem 2.6. Fix E and set
gn(ω,E) = log ‖ME,ω(n)‖.
It is easy to check that these functions satisfy the subadditivity condition
gn+m(ω,E) ≤ gn(ω,E) + gm(T nω,E).
We may therefore apply Kingman’s Subadditive Ergodic Theorem. For µ-almost
every ω ∈ Ω, we have
lim
n→∞
1
n
gn(ω,E) = inf
n≥1
1
n
∫
gn(ω,E) dµ(ω),
so we denote the right-hand side by γ(E) and the corollary follows. 
2.3. The Oseledec-Ruelle Theorem.
Theorem 2.8. Suppose An ∈ SL(2,R) obey
lim
n→∞
1
n
‖An‖ = 0
and
lim
n→∞
1
n
log ‖An · · ·A1‖ = γ > 0.
Then there exists a one-dimensional subspace V ⊂ R2 such that
lim
n→∞
1
n
log ‖An · · ·A1v‖ = −γ for v ∈ V \ {0}
and
lim
n→∞
1
n
log ‖An · · ·A1v‖ = γ for v 6∈ V.
Proof. Write Tn = An · · ·A1, tn = ‖Tn‖, an = ‖An‖, and
uθ =
(
cos θ
sin θ
)
.
Since |Tn| is self-adjoint and unimodular, it has eigenvalues tn and t−1n . Define θn
by |Tn|uθn = t−1n uθn . Then, by self-adjointness again, |Tn|uθn+pi2 = tnuθn+pi2 . It
follows from the trigonometric formulae sin(x + y) = sinx cos y + cosx sin y and
cos(x+ y) = cosx cos y − sinx sin y that
uθ = cos(θ − θn)uθn + sin(θ − θn)uθn+pi2 .
Thus, using ‖Tnuθ‖ = ‖|Tn|uθ‖,
(16) ‖Tnuθ‖2 = t2n sin2(θ − θn) + t−2n cos2(θ − θn).
By (16) (with n replaced by n+ 1),
t2n+1 sin
2(θn − θn+1) ≤ ‖Tn+1uθn‖2
≤ a2n+1‖Tnuθn‖2
= a2n+1t
−2
n .
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Since An+1 is unimodular,
tn = ‖Tn‖ ≤ ‖Tn+1‖ ‖A−1n+1‖ = ‖Tn+1‖ ‖An+1‖ = tn+1an+1,
and hence
t2n sin
2(θn − θn+1) ≤ a4n+1t−2n .
Since sin2(x) & x2 for the values of x in question, we obtain
(17) |θn − θn+1| .
a2n+1
t2n
.
It follows from our assumptions that
∑ |θn−θn+1| <∞ and hence θn → θ∞, which
obeys
(18) |θn − θ∞| .
∞∑
m=n
a2m+1
t2m
.
Let u∞ = uθ∞ and v∞ = uθ∞+pi2 . We claim that the assertion of the theorem holds
with V given by the span of u∞. Since ‖Tnv∞‖ ≤ tn and ‖Tnu∞‖ ≥ t−1n , it suffices
to show
(19) ‖Tnv∞‖2 ≥ 12 t2n for n large enough
and
(20) lim sup
n→∞
1
n
log ‖Tnu∞‖ ≤ −γ.
Since θn − θ∞ → 0, (19) follows from (16). For every ε > 0 and n large, we have
by (16), (17), and (18),
‖Tnu∞‖2 = t2n sin2(θ∞ − θn) + t−2n cos2(θ∞ − θn)
≤ t2n|θ∞ − θn|2 + e−2(1−ε)γn
. t2n
(
∞∑
m=n
a2m+1
t2m
)2
+ e−2(1−ε)γn
≤ e2(1+ε)γn
(
∞∑
m=n
e2εγm
e2(1−ε)γm
)2
+ e−2(1−ε)γn
= e2(1+ε)γn
(
∞∑
m=n
e(4ε−2)γm
)2
+ e−2(1−ε)γn
and hence lim supn→∞
1
n log ‖Tnu∞‖ ≤ (−1+5ε)γ. Since this holds for every ε > 0,
we get (20). 
2.4. Fu¨rstenberg’s Theorem. In this subsection, let ν denote a probability mea-
sure on SL(2,R) which satisfies
(21)
∫
log ‖M‖ dν(M) <∞.
Let us consider i.i.d. matrices T1, T2, . . ., each distributed according to ν. Write
Mn = Tn · · ·T1. We are interested in the Lyapunov exponent γ ≥ 0, given by
γ = lim
n→∞
1
n
log ‖Mn‖, νZ+ − a.s.
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We are interested in conditions that ensure γ > 0. To motivate the result below,
let us give some examples with γ = 0:
• If ν is supported in SO(2,R), then γ = 0.
• If
ν
{(
2 0
0 1/2
)}
=
1
2
and ν
{(
1/2 0
0 2
)}
=
1
2
,
then γ = 0: We have that
Mn =
(
mn 0
0 m−1n
)
,
where logmn = a1 + · · · + an and {aj} are i.i.d. random variables taking
values ± log 2, each with probability 1/2. Thus, log ‖Mn‖ = |a1 + · · ·+ an|
and the strong law of large numbers gives 1n log ‖Mn‖ → 0 almost surely.• If p ∈ (0, 1) and
ν
{(
2 0
0 1/2
)}
= p and ν
{(
0 1
−1 0
)}
= 1− p,
then γ = 0.
Furstenberg’s Theorem shows that this list is essentially exhaustive in the sense
that the two mechanisms above, no growth of norms or a finite (cardinality = 2)
invariant set of directions, are the only ones that can preclude a positive Lyapunov
exponent.
Call two non-zero vectors v1, v2 in R
2 equivalent if v2 = λv1 for some λ ∈ R. The
set of equivalence classes is denoted by P1. Since every M ∈ SL(2,R) is invertible,
it induces a mapping from P1 to P1 in the obvious way.
LetM(P1) denote the set of probability measures m on P1. GivenM ∈ SL(2,R)
and m ∈M(P1), we define Mm ∈M(P1) by∫
f(v) d(Mm)(v) =
∫
f(Mv) dm(v).
Moreover, we define the convolution ν ∗m ∈ M(P1) by∫
f(v) d(ν ∗m)(v) =
∫∫
f(Mv) dν(M) dm(v).
If ν ∗ m = m, then m is called ν-invariant. By a Krylov-Bogoliubov argument,
ν-invariant measures always exist.
We now state the main result of this section:
Theorem 2.9. Let ν be a probability measure on SL(2,R) which satisfies (21).
Denote by Gν the smallest closed subgroup of SL(2,R) which contains supp ν.
Assume
(i) Gν is not compact.
and one of the following conditions:
(ii) There is no finite non-empty set L ⊆ P1 such that M(L) = L for all
M ∈ Gν .
(ii’) There is no set L ⊆ P1 of cardinality 1 or 2 such that M(L) = L for all
M ∈ Gν .
Then, γ > 0.
A SHORT COURSE ON ONE-DIMENSIONAL RANDOM SCHRO¨DINGER OPERATORS 11
Remarks. (a) We will show that (i)+(ii) implies γ > 0.
(b) To so see that (ii) can be replaced by (ii’), we remark that (i)+(ii’) implies (ii).
To prove this, it is enough to show that if (i) holds and v1, . . . , vk are distinct
elements of P1 with
M({v1, . . . , vk}) = {v1, . . . , vk} for every M ∈ Gν ,
then k ≤ 2. Each M ∈ Gν induces a permutation π(M) of {v1, . . . , vk}, and
π : Gν → Sk is a group homomorphism. The kernel H of π is a closed normal
subgroup of Gν , and Gν/H is finite. By (i), H is not finite. If k ≥ 3, consider
representatives of v1, v2, v3, which we denote by the same symbols. Write
v3 = αv1 + βv2, α, β 6= 0.
If M ∈ H , there are non-zero λi such that Mvi = λivi, i = 1, 2, 3. This yields
λ3αv1 + λ3βv2 = λ3v3
= Mv3
= αMv1 + βMv2
= αλ1v1 + βλ2v2.
It follows that λ1 = λ2 = λ3 and hence M = λ1Id. Since M ∈ SL(2,R), this shows
H ⊆ {±Id} and H is finite; contradiction.
(c) Note that the assumptions are monotonic in the support of the measure in the
sense that if Theorem 2.9 applies to ν, then it applies to any measure whose support
contains the support of ν.
(d) Theorem 2.9 is a special case of a far more general result from [8].
Lemma 2.10. If ν satisfies the assumption (ii) of Theorem 2.9, then every ν-
invariant measure is non-atomic.
Proof. Assume that m is ν-invariant with
w = max{m({v}) : v ∈ P1} > 0.
Let
L = {v : m({v}) = w},
which is a finite non-empty subset of P1. It follows that, for v0 ∈ L,
w = m({v0})
= (ν ∗m)({v0})
=
∫∫
χ{v0}(Mv) dν(M) dm(v)
=
∫∫
χ{M−1v0}(v) dm(v) dν(M)
=
∫
m
({M−1v0}) dν(M),
where we used ν-invariance in the second step.
On the other hand, m
({M−1v0}) ≤ w for all M by the definition of w. Since
the integral is equal to w, we see that m
({M−1v0}) = w for ν-almost every M .
In other words, {M−1v0} ∈ L for ν-almost every M . It follows that M−1(L) ⊆ L
for ν-almost every M , and hence, by finiteness of L, for all M . This shows that
M(L) = L for all M , and so (ii) fails. 
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From now on, we assume that ν satisfies (i) and (ii), and m ∈ M(P1) is ν-
invariant (and hence non-atomic). Our first goal is to express the Lyapunov expo-
nent in terms of these two measures.
Lemma 2.11. We have that
γ =
∫∫
log
‖Mv‖
‖v‖ dν(M) dm(v).
Proof. This follows quickly from Birkhoff and Osceledec-Ruelle: The shift σ on
SL(2,R)Z+ , the space of sequences (T1(ω), T2(ω), . . .), has the ergodic measure ν
Z+ .
The skew-product
σ˜ : SL(2,R)Z+ × P1 → SL(2,R)Z+ × P1, (ω, v) 7→ (σω, T1(ω)v)
leaves invariant the measure νZ+ ×m. Consider the function
(22) f(ω, v) = log
‖T1(ω)v‖
‖v‖ .
Then,
1
n
n∑
m=1
f(σ˜m(ω, v)) =
1
n
log
‖Tn(ω) · · ·T1(ω)v‖
‖v‖ =
1
n
log
‖Mn(ω)v‖
‖v‖ ,
which, on the one hand, converges to γ for almost every ω and almost every v
by Osceledec-Ruelle, and, on the other hand, Birkhoff’s Theorem gives that it
converges to
∫∫
f dνZ+ dm. Putting these two things together,
(23) γ =
∫∫
log
‖T1(ω)v‖
‖v‖ dν
Z+(ω) dm(v) =
∫∫
log
‖Mv‖
‖v‖ dν(M) dm(v),
as claimed. 
Let us prove two auxiliary lemmas, which will be useful later in the proof of
Theorem 2.9.
Lemma 2.12. If m ∈ M(P1) is non-atomic and Mn 6= 0 converge to M 6= 0, then
Mnm→Mm weakly.
Proof. Since M 6= 0, there is at most one direction v for which Mv is not defined
(because the vectors in the direction of v are in KerM), similarly for all the Mn.
Thus, for v outside a countable set C ⊆ P1, Mnv and Mv are defined and we have
Mnv →Mv as n→∞. If f ∈ C(P1), we therefore get∫
f(v) d(Mnm)(v) =
∫
f(Mnv) dm(v)→
∫
f(Mv) dm(v) =
∫
f(v) d(Mm)(v)
by dominated convergence and m(C) = 0. That is, Mnm→Mm weakly. 
Lemma 2.13. If m ∈M(P1) is non-atomic, then
H = {M ∈ SL(2,R) :Mm = m}
is a compact subgroup of SL(2,R).
Proof. It is clear that H is a closed subgroup of SL(2,R) so we only need to prove
boundedness. Assume that there areMn ∈ H such that ‖Mn‖ → ∞. For a suitable
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subsequence, ‖Mnk‖−1Mnk converges to a matrixM∞ 6= 0, which obeysM∞m = m
by Lemma 2.12 since m is non-atomic. On the other hand,
detM∞ = lim
n→∞
det
Mnk
‖Mnk‖
= lim
n→∞
1
‖Mnk‖2
= 0,
so M∞ is rank one and m must be a Dirac measure because of M∞m = m; which
is a contradiction. 
We return to the proof of Theorem 2.9 and show that the measures Mn(ω)m ∈
M(P1) converge weakly to a Dirac measure with a certain invariance property for
almost every ω ∈ SL(2,R)Z+ .
Lemma 2.14. For νZ+-almost every ω, we have the following:
(a) There exists mω ∈ M(P1) such that Mn(ω)m→ mω weakly.
(b) For ν-almost every M ∈ SL(2,R), Mn(ω)Mm→ mω weakly.
(c) There exists vω ∈ P1 such that mω = δvω .
Proof. (a) Fix g ∈ C(P1) and define G : SL(2,R)→ R by
G(M) =
∫
g(Mv) dm(v).
Let Fn be the σ-algebra of SL(2,R)Z+ formed by the cylinders of length n. Then
Mn(·) is Fn-measurable. We want to show that G(Mn(ω)) converges for almost
every ω. We will employ the Martingale Convergence Theorem; see [7, (2.10] for
this result and [7, Sections 4.1 and 4.2] for background.
We have that
E(G(Mn+1)|Fn) =
∫
G(MnM) dν(M)
=
∫∫
g(MnMv) dν(M)dm(v)
=
∫
g(Mnv) dm(v)
= G(Mn),
where we used ν-invariance of m in the last step. This shows that ω 7→ G(Mn(ω))
is a martingale, and hence the limit
Γg(ω) = lim
n→∞
G(Mn(ω))
exists for almost every ω by the Martingale Convergence Theorem.
Now pick a countable dense subset {gk} of C(P1) and take ω from the full measure
subset where Γgk(ω) exists for all k. Let mω be a weak accumulation point of the
sequence {Mn(ω)m}. Then∫
gk dmω = lim
j→∞
∫
gk d(Mnj (ω)m) = lim
j→∞
∫
gk ◦Mnj (ω)dm = Γgk(ω).
Since the limit is the same for every subsequence, we have in fact that Mn(ω)m→
mω weakly, as desired.
(b) We have to show that for any g ∈ C(P1),
(24) lim
n→∞
E(G(MnM)) = Γ(g) = lim
n→∞
E(G(Mn)), ν − a.e. M ∈ SL(2,R),
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where E is integration over ω. We will show
(25) lim
n→∞
E([G(Mn+1)−G(Mn)]2) = 0.
Since
E([G(Mn+1)−G(Mn)]2) = E
([∫∫
(g(MnMv)− g(Mnv) dm(v) dν(M)
]2)
,
we may deduce from (25), for almost every ω,
lim
n→∞
∫
G(Mn(ω)M)−G(Mn(ω)) dν(M) = lim
n→∞
∫∫
g(Mn(ω)Mv)−g(Mn(ω)) dm(v) dν(M),
which implies (24).
Note that
E
(
[G(Mn+1)−G(Mn)]2
)
= E
(
G(Mn+1)
2
)
+ E
(
G(Mn)
2
)− 2E (G(Mn+1)G(Mn))
and
E (G(Mn+1)G(Mn)) = E
(∫
g(Mn+1v) dm(v) ·
∫
g(Mnv) dm(v)
)
= E
(∫∫
g(MnMv) dm(v) dν(M) ·
∫
g(Mnv) dm(v)
)
= E
([∫
g(Mnv) dm(v)
]2)
= E
(
G(Mn)
2
)
.
Thus,
E
(
[G(Mn+1)−G(Mn)]2
)
= E
(
G(Mn+1)
2
)− E (G(Mn)2)
and hence
N∑
n=1
E
(
[G(Mn+1)−G(Mn)]2
)
=
N∑
n=1
E
(
G(Mn+1)
2
)− E (G(Mn)2)
= E
(
G(MN+1)
2
)− E (G(M1)2)
≤ ‖g‖∞.
Thus,
∑∞
n=1 E
(
[G(Mn+1)−G(Mn)]2
)
<∞ and (25) follows.
(c) Consider an ω for which (a) and (b) hold, that is,
Mn(ω)m→ mω and Mn(ω)Mm→ mω, ν − a.e. M ∈ SL(2,R).
Let M(ω) be an accumulation point of the sequence {‖Mn(ω)‖−1Mn(ω)}. Since ν
is non-atomic, Lemma 2.12 implies
M(ω)m = M(ω)Mm = mω, ν − a.e. M ∈ SL(2,R).
If M(ω) is invertible, it follows that
m =Mm, ν − a.e. M ∈ SL(2,R).
But
H = {M ∈ SL(2,R) : m =Mm}
is compact by Lemma 2.13, which contradicts assumption (i) from Theorem 2.9. It
follows that M(ω) is not invertible, that is, its range is one-dimensional. But this
implies the assertion since M(ω)m = mω. 
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The next step is to show that convergence to a Dirac measure implies norm
growth.
Lemma 2.15. Let m ∈ M(P1) be non-atomic and let {Mn} ∈ SL(2,R)Z+ with
Mnm→ δv weakly for some v ∈ P1. Then,
lim
n→∞
‖Mn‖ = lim
n→∞
‖M∗n‖ =∞.
Moreover,
‖M∗nw‖
‖M∗n‖
→
∣∣∣〈w, v‖v‖ 〉∣∣∣
for every w ∈ R2.
Proof. Assume first that there is a matrix M such that
Mn
‖Mn‖ →M.
By Lemma 2.12 we have that
Mn
‖Mn‖m→Mm
weakly. Thus, by assumption, Mm = δv. This shows that detM = 0 since m is
non-atomic (otherwise, m = M−1δv = δM−1v). Therefore,
0 = detM = lim
n→∞
det
Mn
‖Mn‖ = limn→∞
1
‖Mn‖2 ,
which yields the first assertion.
From Mm = δv we also infer that the range of M is the line in v-direction.
Denote a unit vector in this direction by the same symbol, v. If e1 = (1, 0)
T and
e2 = (0, 1)
T , we can therefore write
Me1 = ±‖Me1‖v, Me2 = ±‖Me2‖v.
Consider a vector w ∈ R2. We have that
‖M∗w‖2 = |〈M∗w, e1〉|2 + |〈M∗w, e2〉|2
= |〈w,Me1〉|2 + |〈w,Me2〉|2
=
(‖Me1‖2 + ‖Me2‖2) |〈w, v〉|2
This shows ‖Me1‖2 + ‖Me2‖2 = 1 (set w = v and use ‖M∗‖ = 1) and hence
‖M∗w‖ = |〈w, v〉| for all w ∈ R2, from which the second assertion follows.
If Mn/‖Mn‖ does not converge, we can perform the steps above for each con-
vergent subsequence and get the same limits for all such subsequences. This gives
the claims for the entire sequence. 
Our final goal is to prove that the norm growth must actually be exponentially
fast. We first prove the following lemma, which will be helpful in this regard.
Lemma 2.16. Let T be a measure preserving transformation on a probability space
(Ω, dµ). If f ∈ L1(Ω, dµ) is such that
lim
n→∞
n−1∑
m=0
f(Tmω) =∞
for µ-almost every ω, then E(f) > 0.
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Proof. The Birkhoff Theorem shows that we may define a function f˜ for µ-almost
every ω by
f˜(ω) = lim
n→∞
1
n
n−1∑
m=0
f(Tmω).
By assumption on f , f˜ ≥ 0. Assume that E(f) = 0. Then, again by Birkhoff,
f˜(ω) = 0 for ω ∈ Ω0, where Ω0 is T -invariant and µ(Ω0) = 1.
Write
sn(ω) =
n−1∑
m=0
f(Tmω).
For ε > 0, let
Aε = {ω ∈ Ω0 : sn(ω) ≥ ε for every n ≥ 1}
and
Bε =
⋃
k≥0
T−k (Aε) .
For ω ∈ Bε, denote by k(ω) ≥ 0 the smallest integer with T k(ω)ω ∈ Aε. Then, for
n ≥ k(ω),
sn(ω) = sk(ω)(ω) + sn−k(ω)(T
k(ω)ω) ≥ sk(ω)(ω) +
n−1∑
m=k(ω)
εχAε(T
mω).
Dividing by n and taking n to infinity, we get
0 = f˜(ω) ≥ εχ˜Aε(ω),
where χ˜Aε is defined through Birkhoff as before. Then,
µ(Aε) = E(χ˜Aε) = E(χ˜AεχBε) = 0.
Since T is measure-preserving, we get µ(Bε) = 0, which also implies
µ
(⋃
ε>0
Bε
)
= 0.
This is a contradiction since sn(ω)→∞ implies ω ∈
⋃
ε>0Bε. 
Proof of Theorem 2.9. Consider the function f : SL(2,R)Z+×P1 → SL(2,R)Z+×P1,
f(ω, v) = log ‖T1(ω)v‖‖v‖ ; compare (22). We saw above that γ = E(f); see (23).
Therefore, our goal is to show that E(f) > 0.
Note that ν∗ satisfies the assumptions (i) and (ii) if ν does (since Mv = w ⇒
M∗(w⊥) = v⊥). Thus, by Lemmas 2.14 and 2.15, we have that
n−1∑
m=0
f(σ˜m(ω, v)) = log
‖M∗n(ω)v‖
‖v‖ → ∞
for almost every ω and every v ∈ P1 \ {v⊥ω }. In particular, this divergence holds
νZ+ ×m-almost surely. Thus, it follows from Lemma 2.16 that E(f) > 0, which
concludes the proof. 
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2.5. Application of Fu¨rstenberg’s Theorem in the Discrete Case. Let us
now apply Fu¨rstenberg’s Theorem to the Anderson model. Recall that it is given
by a probability measure ν˜ on R with supp ν˜ compact and of cardinality ≥ 2. For
every E ∈ R, the measure ν˜ induces a measure ν on SL(2,R) via
v 7→
(
E − v −1
1 0
)
.
The definitions are such that the Lyapunov exponent associated with this ν at the
beginning of this subsection is equal to γ(E) defined earlier.
Theorem 2.17. In the Anderson model, we have γ(E) > 0 for every E ∈ R.
Proof. Let us check that Fu¨rstenberg’s Theorem applies. Fix any E ∈ R. Since
supp ν˜ has cardinality ≥ 2, supp ν has cardinality ≥ 2, and hence Gν contains at
least two distinct elements of the form
Mx =
(
x −1
1 0
)
,
for example, Ma and Mb with a 6= b. Note that
M (1) = MaM
−1
b =
(
1 a− b
0 1
)
∈ Gν .
Taking powers of the matrix M (1), we see that Gν is not compact.
Consider the equivalence class of e1 = (1, 0)
T in P1. Then M (1)e1 = e1 and for
every v ∈ P1, (M (1))nv converges to e1. Thus, if there is a finite invariant set of
directions L, it must be equal to {e1}. However,
M (2) = M−1a Mb =
(
1 0
a− b 1
)
∈ Gν
and M (2)e1 6= e1; contradiction. Thus, the conditions (i) and (ii) of Theorem 2.9
hold and, consequently, γ(E) > 0. 
2.6. Application of Fu¨rstenberg’s Theorem in the Continuum Case. See
[3].
3. Proving Localization Given Positive Lyapunov Exponents
3.1. Spectral Averaging. Suppose that A ∈ B(ℓ2(Z)) is self-adjoint and φ ∈
ℓ2(Z) \ {0}. With the associated spectral measure µ, we therefore have
F (z) := 〈φ, (A − z)−1φ〉 =
∫
dµ(E)
E − z , z ∈ C \ R.
For λ ∈ R, we consider the operator
Aλ = A+ λ〈φ, ·〉φ,
which is a rank one perturbation of A. Define Fλ and µλ by
(26) Fλ(z) = 〈φ, (Aλ − z)−1φ〉 =
∫
dµλ(E)
E − z , z ∈ C \ R.
Lemma 3.1. We have
(27) Fλ(z) =
F (z)
1 + λF (z)
.
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Proof. Using the resolvent formula in the second step, we see that
(Aλ − z)−1φ− (A− z)−1φ =
[
(Aλ − z)−1 − (A− z)−1
]
φ
= (A− z)−1 (A−Aλ) (Aλ − z)−1φ
= (A− z)−1 (−λ〈φ, ·〉φ) (Aλ − z)−1φ
= (A− z)−1 (−λ〈φ, (Aλ − z)−1φ〉φ)
= −λ〈φ, (Aλ − z)−1φ〉(A − z)−1φ
and hence, by taking the the inner product with φ on both sides,
Fλ(z)− F (z) = −λFλ(z)F (z).
Solving this for Fλ(z), we obtain (27). 
Theorem 3.2. We have ∫
[dµλ(E)] dλ = dE
in the sense that if f ∈ L1(R, dE), then f ∈ L1(R, dµλ) for Lebesgue almost every
λ,
∫
f(E) dµλ(E) ∈ L1(R, dλ), and
(28)
∫ (∫
f(E) dµλ(E)
)
dλ =
∫
f(E) dE.
Proof. Denote for E, λ ∈ R and z ∈ C \ R,
fz(E) =
1
E − z −
1
E + i
and
hz(λ) =
1
λ+ F (z)−1
− 1
λ+ F (−i)−1 .
By closing the contour in the upper half-plane, we see that∫
fz(E) dE =
{
2πi ℑz > 0,
0 ℑz < 0.
By (26) and (27) we have∫
fz(E) dµλ(E) = Fλ(z)− Fλ(−i)
=
1
λ+ F (z)−1
− 1
λ+ F (−i)−1
= hz(λ).
Observe that if ±ℑz > 0, then ±ℑF (z) > 0 and hence ±ℑF (z)−1 < 0. Thus, hz(λ)
has either two poles in the lower half-plane (if ℑz < 0) or one in each half-plane (if
ℑz > 0). Thus, the same contour integral calculation as above (with λ instead of
E) shows ∫ (∫
fz(E) dµλ(E)
)
dλ =
∫
hz(λ) dλ =
{
2πi ℑz > 0,
0 ℑz < 0,
which proves (28) for f = fz. The general case then follows from the fact the the
finite linear combinations of the fz’s are dense (which can be shown with the help
of Stone-Weierstrass). 
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3.2. Localization via Spectral Averaging.
Theorem 3.3. For the Anderson model on the line with a single-site distribution
that has an absolutely continuous component, we have that Hω is spectrally localized
for µ-almost every ω ∈ Ω.
Proof. By Fu¨rstenberg’s Theorem, the Osceledec-Ruelle Theorem, and Fubini, we
have that
(29) Leb(R \ Eω) = 0
for almost every ω, where
Eω = {E ∈ R : γ(E) > 0, ∃ solutions u± with |u±(n)| ∼ e−γ(E)|n| as n→ ±∞}.
Note that the sets Eω are invariant with respect to a modification of Vω on a finite
set! We will perform such a modification, within the family {Vω}, on the set {0, 1}
because the pair {δ0, δ1} is cyclic for each operator Hω.
Denote the set of ω’s for which (29) holds by Ω0. We know that
(30) µ(Ω0) = 1.
For ω ∈ Ω0, consider the operators
Hω,λ0,λ1 = Hω + λ0〈δ0, ·〉δ0 + λ1〈δ1, ·〉δ1,
where λ0, λ1 ∈ R. For every fixed λ0, it follows from Theorem 3.2 and (29) that the
spectral measure of the pair (Hω,λ0,λ1 , δ1) gives zero weight to the set R \ Eω for
Lebesgue almost every λ1 ∈ R. Similarly, for every fixed λ1, the spectral measure of
the pair (Hω,λ0,λ1 , δ0) gives zero weight to the set R \ Eω for Lebesgue almost every
λ0 ∈ R. As a consequence, we find that for Lebesgue almost every (λ0, λ1) ∈ R2,
the universal spectral measure of Hω,λ0,λ1 (the sum of the spectral measures of δ0
and δ1) gives zero weight to the set R \ Eω. Write Gω for this set of “good” pairs
(λ0, λ1), so that
(31) Leb(R2 \Gω) = 0.
Let
Ω1 = {ω + λ0δ0 + λ1δ1 : ω ∈ Ω0, (λ0, λ1) ∈ Gω}.
Since νac 6= 0, it follows that from (30) and (31) that
µ(Ω1) > 0.
Thus, by assumption on ν, with positive ν× ν probability, it follows from (29) that
the whole-line spectral measure (corresponding to the sum of the δ0 and δ1 spectral
measures) assigns no weight to R \ Eω and hence, with positive µ probability, the
operator Hω is spectrally localized by subordinacy theory.
Since localization is a shift-invariant event, the operator Hω must in fact be
spectrally localized for µ-almost every ω. 
3.3. The Case of Singular Distributions. See [1, 3].
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4. The Kunz-Souillard Approach to Localization
In this section we present the Kunz-Souillard approach to localization in one
dimension. This approach targets dynamical localization directly and has the addi-
tional advantage that one can throw in a background potential essentially for free.
As a consequence one may show that a given deterministic potential may be per-
turbed by an arbitrarily small random potential so that the resulting Schro¨dinger
operator is dynamically localized. In this sense, randomness dominates any other
kind of disorder in one dimension and imposes its fingerprint — localization.
The original Kunz-Souillard work was carried out in the discrete case; see [11] for
the original paper and [2, 5, 6] for related material. There is work in the continuum
inspired by Kunz-Souillard due to Royer [12]. A full continuum analogue of the
discrete Kunz-Souillard method was recently worked out by Stolz and the present
author [4].
The Kunz-Souillard method applies to single-site distributions ν that are purely
absolutely continuous. This is in some sense the price one has to pay for a very
direct localization proof with a very strong conclusion. It is an interesting open
problem to extend the scope of this approach to single-site distributions with a
non-trivial singular component.
We present the Kunz-Souillard method in the discrete case in Subsection 4.1 and
then discuss the continuum case in Subsection 4.2
4.1. The Discrete Case. We assume that the probability measure ν on R is
purely absolutely continuous. More precisely, we assume that there is a bounded
and compactly supported density r such that dν(E) = r(E) dE. Then, we define Ω,
Vω, Hω as before; compare (1) and Definition 1.1. Our main goal in this subsection
is to prove the following result:
Theorem 4.1. Under the assumptions from the previous paragraph, there are
C, γ ∈ (0,∞) such that for m,n ∈ Z, we have
(32)
∫
Ω
(
sup
t∈R
∣∣〈δm, e−itHωδn〉∣∣) dµ(ω) ≤ Ce−γ|m−n|.
For the proof of this result, we will mostly follow the excellent exposition from
[2, Section 9.5] (interesting extensions may be found in [5, 13]). For m,n ∈ Z,
denote
(33) a(m,n) =
∫
Ω
(
sup
t∈R
∣∣〈δm, e−itHωδn〉∣∣) dµ(ω).
Given L ∈ Z+, denote by H(L)ω the restriction of Hω to ℓ2(−L, . . . , L) and let
(34) aL(m,n) =
∫
Ω
(
sup
t∈R
∣∣∣〈δm, e−itH(L)ω δn〉∣∣∣) dµ(ω).
Note, however, that H
(L)
ω depends only on the entries ω−L, . . . , ωL of ω and hence
the expectation in (34) is given by a (2L+ 1)-fold integral over R.
Lemma 4.2. For m,n ∈ Z, we have
a(m,n) ≤ lim sup
L→∞
aL(m,n).
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Proof. Regard H
(L)
ω as an operator on ℓ2(Z) (i.e., set 〈δj , H(L)ω δk〉 = 0 if |j| > L
or |k| > L). Clearly, H(L)ω converges strongly to Hω as L → ∞. Thus, e−itH(L)ω
converges strongly to e−itHω as L → ∞. Consequently, the assertion follows by
Fatou’s Lemma. 
The operator H
(L)
ω is self-adjoint on ℓ2(−L, . . . , L); we denote its eigenvalues by
{EL,kω } and the corresponding normalized eigenvectors by {ϕL,kω }. Let
̺L(m,n) =
∫
Ω
(∑
k
∣∣〈δm, ϕL,kω 〉∣∣ ∣∣〈δn, ϕL,kω 〉∣∣
)
dµ(ω).
Note that the sum consists of 2L+ 1 terms.
Lemma 4.3. For L ∈ Z+ and m,n ∈ Z, we have
aL(m,n) ≤ ̺L(m,n).
Proof. We have
aL(m,n) =
∫
Ω
(
sup
t∈R
∣∣∣〈δm, e−itH(L)ω δn〉∣∣∣) dµ(ω)
=
∫
Ω
(
sup
t∈R
∣∣∣〈δm, e−itH(L)ω ∑
k
〈
ϕL,kω , δn
〉
ϕL,kω
〉∣∣∣) dµ(ω)
≤
∫
Ω
(∑
k
∣∣〈δm, ϕL,kω 〉∣∣ ∣∣〈δn, ϕL,kω 〉∣∣
)
dµ(ω)
= ̺L(m,n),
as claimed. 
Given Lemmas 4.2 and 4.3, our goal is to prove ̺L(m,n) ≤ Ce−γ|m−n| with
L-independent constants C, γ ∈ (0,∞). It suffices to prove this estimate for m ≥ 0
and n = 0. This will be done in three steps:
(a) Represent ̺L(m, 0) with the help of a product of integral operators T0 and
T1 (Lemma 4.6).
(b) Prove estimates for T0 and T1 (Lemma 4.7).
(c) Derive the desired exponential bound for ̺L(m, 0).
Recall that r denotes the density of the absolutely continuous single-site distri-
bution.
Definition 4.4. Denote M = max{|E| : E ∈ supp r} and Σ0 = [−2−M, 2 +M ].
The spectra of all operators Hω and H
(L)
ω are contained in Σ0.
Definition 4.5. For E ∈ R, define the operators U, T0, T1 on Lp(R) by
Uf(x) = |x|−1f(x−1)
T0f(x) =
∫
r(E − x− y−1)f(y) dy
T1f(x) =
∫
r(E − x− y−1)|y|−1f(y) dy
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Lemma 4.6. With φ(x) = r(E − x), we have
̺L(m, 0) =
∫
Σ0
〈
Tm−11 T
L−m
0 φ, UT
L
0 φ
〉
L2(R)
dE.
Proof. As pointed out earlier, ̺L(m, 0) can be expressed by a (2L+1)-fold integral:
(35)
̺L(m, 0) =
∫
· · ·
∫ (∑
k
∣∣∣〈δm, ϕL,kV˜ 〉∣∣∣ ∣∣∣〈δ0, ϕL,kV˜ 〉∣∣∣
)
L∏
n=−L
r(Vn) dV−L · · · dVL,
where V˜ = (V−L, . . . , VL) and we denote the eigenvalues (listed in increasing order)
and corresponding normalized eigenvectors of
V−L 1
1 V−L+1 1
. . .
. . .
. . .
. . .
. . .
. . .
1 VL−1 1
1 VL

by {EL,k
V˜
}−L≤k≤L and {ϕL,kV˜ }−L≤k≤L, respectively.
Thus, if E is EL,k
V˜
and u is ϕL,k
V˜
, then we have
(36) u(n+ 1) + u(n− 1) + Vnu(n) = Eu(n)
for −L ≤ n ≤ L, where u(−L− 1) = u(L+ 1) = 0. We rewrite (36) as
(37) Vn = E − u(n+ 1)
u(n)
− u(n− 1)
u(n)
.
This motivates a change of variables,
(38) V˜ = {Vn}Ln=−L ←→ {x−L, . . . , x−1, E, x1, . . . , xL},
where
E = EL,k
V˜
and
xn =

ϕL,k
V˜
(n+1)
ϕL,k
V˜
(n)
n < 0
ϕL,k
V˜
(n−1)
ϕL,k
V˜
(n)
n > 0,
so that
Vn =

E − x−1n−1 − xn n < 0
E − x−1−1 − x−11 n = 0
E − x−1n+1 − xn n > 0,
with x−1−L−1 = x
−1
L+1 = 0 (which is natural in view of the definition above).
We wish to rewrite (35) using this change of variables. In order to do this, we
have to determine the Jacobian of the change of variables (38). We claim that it
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satisfies
detJ = 1 + x−21
{
1 + x−22
{
1 + · · ·x−2L−1
{
1 + x−2L
} · · ·}}(39)
+ x−2−1
{
1 + x−2−2
{
1 + · · ·x−2−L+1
{
1 + x−2−L
} · · ·}}
= ϕL,k
V˜
(0)−2.
To prove (39), we note that
J =

−1 x−2−L
−1 x−2−L+1
. . .
. . .
−1 x−2−1
1 1 · · · 1 1 1 · · · 1 1
x−21 −1
x−22 −1
. . .
. . .
x−2L −1

where the row index runs from x−L at the top to xL at the bottom (with E in the
middle) and the column index runs from V−L on the left to VL on the right. Thus,
if we expand along the central (V0-)column, we find
detJ = 1 · det

−1 . . .
. . .
. . .
−1
−1
. . .
. . .
. . . −1

− x−2−1 · det

−1 . . .
. . .
. . .
−1
1 1 · · · 1 · · · 1 1
−1
. . .
. . .
. . . −1

− x−21 · det

−1 . . .
. . .
. . .
−1
1 1 · · · 1 · · · 1 1
−1
. . .
. . .
. . . −1

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The first term is 1 and the other two terms may be expanded along the central
column again. Iterating the procedure, the first identity in (39) follows. The
second identity follows from the definition of the xn’s: We have
1 + x−2−L = 1 +
ϕL,k
V˜
(−L)2
ϕL,k
V˜
(−L+ 1)2
and
1 + x−2−L+1
(
1 + x−2−L
)
= 1+
ϕL,k
V˜
(−L+ 1)2
ϕL,k
V˜
(−L+ 2)2
(
1 +
ϕL,k
V˜
(−L)2
ϕL,k
V˜
(−L+ 1)2
)
= 1+
ϕL,k
V˜
(−L+ 1)2
ϕL,k
V˜
(−L+ 2)2 +
ϕL,k
V˜
(−L)2
ϕL,k
V˜
(−L+ 2)2 .
Iterating this, we find
x−2−1
{
1 + x−2−2
{
1 + · · ·x−2−L+1
{
1 + x−2−L
} · · ·}} = −L∑
n=−1
ϕL,k
V˜
(n)2
ϕL,k
V˜
(0)2
.
Similarly, it follows that
x−21
{
1 + x−22
{
1 + · · ·x−2L−1
{
1 + x−2L
} · · ·}} = L∑
n=1
ϕL,k
V˜
(n)2
ϕL,k
V˜
(0)2
.
Thus,
detJ = 1 + x−21
{
1 + x−22
{
1 + · · ·x−2L−1
{
1 + x−2L
} · · ·}}
+ x−2−1
{
1 + x−2−2
{
1 + · · ·x−2−L+1
{
1 + x−2−L
} · · ·}}
ϕL,k
V˜
(0)2
ϕL,k
V˜
(0)2
+
−L∑
n=−1
ϕL,k
V˜
(n)2
ϕL,k
V˜
(0)2
+
L∑
n=1
ϕL,k
V˜
(n)2
ϕL,k
V˜
(0)2
=
‖ϕL,k
V˜
‖2
ϕL,k
V˜
(0)2
= ϕL,k
V˜
(0)−2,
since ϕL,k
V˜
is a normalized eigenvector. This proves (39).
We also note the following,
(40)
∣∣∣ϕL,k
V˜
(m)
∣∣∣ ∣∣∣ϕL,k
V˜
(0)
∣∣∣−1 = ∣∣x−11 · · ·x−1m ∣∣ .
A SHORT COURSE ON ONE-DIMENSIONAL RANDOM SCHRO¨DINGER OPERATORS 25
We are now ready to carry out the substitution (38) in the formula (35) for
̺L(m, 0), using the identities (39) and (40):
̺L(m, 0) =
∫
· · ·
∫ (∑
k
∣∣∣〈δm, ϕL,kV˜ 〉∣∣∣ ∣∣∣〈δ0, ϕL,kV˜ 〉∣∣∣
)
L∏
n=−L
r(Vn) dV−L · · · dVL
=
∑
k
∫
· · ·
∫ ∣∣∣ϕL,k
V˜
(m)
∣∣∣ ∣∣∣ϕL,k
V˜
(0)
∣∣∣ L∏
n=−L
r(Vn) dV−L · · · dVL
=
∑
k
∫
· · ·
∫ ∣∣∣ϕL,k
V˜
(m)
∣∣∣ ∣∣∣ϕL,k
V˜
(0)
∣∣∣−1 L∏
n=−L
r(Vn)
∣∣∣ϕL,k
V˜
(0)
∣∣∣2 dV−L · · · dVL
=
∫
Σ0
∫
R2L
∣∣x−11 · · ·x−1m ∣∣
(
−L∏
n=−1
r(E − x−1n−1 − xn)
)
r(E − x−11 − x−1−1)
×
(
L∏
n=1
r(E − x−1n+1 − xn)
)
dx−L · · · dx−1 dx1 · · · dxL dE.
For fixed E ∈ Σ0, it follows from the definitions that the inner integral has the
required form:
〈
Tm−11 T
L−m
0 φ, UT
L
0 φ
〉
L2(R)
=
∫
R2L
∣∣x−11 · · ·x−1m ∣∣
(
−L∏
n=−1
r(E − x−1n−1 − xn)
)
× r(E − x−11 − x−1−1)
(
L∏
n=1
r(E − x−1n+1 − xn)
)
dx−L · · · dx−1 dx1 · · · dxL
The formula for ̺L(m, 0) claimed in the lemma therefore follows. 
In the following lemma, we denote the norm of an operator T : Lp(R)→ Lq(R)
by ‖T ‖p,q.
Lemma 4.7. (a) ‖T0‖1,1 ≤ 1.
(b) sup{‖T0‖1,2 : E ∈ Σ0} ≤ ‖r‖1/2∞ <∞.
(c) ‖T1‖2,2 ≤ 1.
(d) T 21 is compact.
(e) sup{‖T 21 ‖2,2 : E ∈ Σ0} < 1.
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Proof. (a) For f ∈ L1(R), we have
‖T0f‖1 =
∫
|T0f(x)| dx
=
∫ ∣∣∣∣∫ r(E − x− y−1)f(y) dy∣∣∣∣ dx
≤
∫∫
|r(E − x− y−1)| |f(y)| dy dx
=
∫ (∫
r(E − x− y−1) dx
)
|f(y)| dy
=
∫ (∫
r(x˜) dx˜
)
|f(y)| dy
=
∫
|f(y)| dy
= ‖f‖1.
Here we used that r is the (non-negative) density of an absolutely continuous prob-
ability measure.
(b) For f ∈ L1(R), we have
‖T0f‖22 =
∫
|T0f(x)|2 dx
=
∫ ∣∣∣∣∫ r(E − x− y−1)f(y) dy∣∣∣∣2 dx
≤ ‖r‖∞‖f‖1
∫∫
|r(E − x− y−1)| |f(y)| dy dx
= ‖r‖∞‖f‖21.
Here we use an identity from the proof of (a) in the last step.
(c) We have
T1f(x) =
∫
r(E − x− y−1)|y|−1f(y) dy
=
∫
r(E − x− y−1)|y|f(y)|y|−2 dy
=
∫
r(E − x+ y˜)|y˜|−1f(−(y˜)−1) dy˜.
Here we used the substitution y = −(y˜)−1. Thus, we can write T1 = KU˜ , where
U˜f(x) = |x|−1f(−x−1)
and
Kf(x) =
∫
r(E − x+ y)f(y) dy.
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Since we can write Kf = rE ∗ f with rE(x) = r(E − x), it follows that
‖T1f‖2 = ‖KU˜f‖2
= ‖rE ∗ U˜f‖2
= ‖ ̂rE ∗ U˜f‖2
= ‖r̂E · ̂˜Uf‖2
≤ ‖r̂E‖∞ · ‖ ̂˜Uf‖2
= ‖rE‖1 · ‖U˜f‖2
= ‖f‖2.
In the last step, we used that
‖U˜f‖22 =
∫
|x|−2|f(−x−1)|2 dx =
∫
|f(x˜)|2 dx˜ = ‖f‖22.
(d) Denote the Fourier transform by F and define Kˆ = FKF−1, Uˆ = FU˜F−1.
Then,
T 21 = (KU˜)
2 = KU˜KU˜ = F−1KˆUˆKˆUˆF.
Thus, to show that T 21 is compact, it suffices to show that KˆUˆKˆ is compact. To do
so, we will show that this operator has an L2 integral kernel and hence is Hilbert-
Schmidt.
Let g1 ∈ C∞0 (R) which is ≡ 1 in a neighborhood of 0 and let g2 = 1− g1. Set
Uif(x) = gi(x) · U˜f(x), i = 1, 2.
In particular, U˜f = U1f + U2f .
We have
Û1f(k) =
1√
2π
∫
e−ikxU1f(x) dx
=
1√
2π
∫
e−ikxg1(x)|x|−1f(−x−1) dx
=
1√
2π
∫
e−ikx˜
−1
g1(x˜
−1)|x˜|−1f(−x˜) dx˜
=
1
2π
∫
e−ikx˜
−1
g1(x˜
−1)|x˜|−1
(∫
e−ipx˜fˆ(p) dp
)
dx˜
=
1
2π
∫ (∫
e−ikx˜
−1−ipx˜g1(x˜
−1)|x˜|−1 dx˜
)
fˆ(p) dp
=
1
2π
∫ (∫
e−ikx−ipx
−1
g1(x)|x|−1 dx
)
fˆ(p) dp
=:
1
2π
∫
a1(k, p)fˆ(p) dp
Similarly,
Û2f(k) =
1
2π
∫
a2(k, p)fˆ(p) dp
with
a2(k, p) =
∫
e−ikx−ipx
−1
g2(x)|x|−1 dx.
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The integral kernel of KˆUˆKˆ is therefore given by
b(k, p) = rˆE(k)a1(k, p)rˆE(p) + rˆE(k)a2(k, p)rˆE(p),
so that
‖b‖L2(R,dk)×L2(R,dp) ≤ ‖rˆ‖L2(R,dk) sup
k
‖a1(k, ·)‖L2(R,dp)‖rˆ‖L∞(R,dp)
+ ‖rˆ‖L∞(R,dk) sup
p
‖a2(·, p)‖L2(R,dp)‖rˆ‖L2(R,dp).
Note that r ∈ L1(R) ∩ L∞(R) implies that r ∈ L2(R) ∩ L1(R), and therefore
rˆ ∈ L2(R) ∩ L∞(R). Thus, it remains to show that
(41) sup
k
‖a1(k, ·)‖L2(R,dp) <∞
and
(42) sup
p
‖a2(·, p)‖L2(R,dp) <∞.
For fixed k, a1(k, ·) has a potential problem near 0, but
∫
|x|> 1
N
e−i(kx+px
−1) g1(x)
|x| dx =
∫
|x˜|<N
e−i(kx˜
−1+px˜) g1(x˜
−1)
|x˜| dx˜,
which converges, asN →∞, in L2-sense to the Fourier transform of the L2-function
e−i(kx˜
−1+px˜) g1(x˜
−1)
|x˜| , whose L
2-norm is independent of k. Thus, (41) follows.
For fixed p, a2(·, p) is by definition the Fourier transform of the function
f (p)(x) =
√
2π e−ipx
−1 g2(x)
|x| .
Since g2 vanishes near 0, this is an L
2 function. Obviously, its L2 norm is indepen-
dent of p. By unitarity of the Fourier transform, (42) follows.
(e) Since T 21 is compact, so is |T 21 | = ((T 21 )∗T 21 )1/2. Since |T 21 | is also positive,
‖T 21 ‖ is an eigenvalue of |T 21 |. On the other hand, recall from the proof of (c) that
‖T1f‖2 = ‖r̂E · ̂˜Uf‖2. Since |r̂E(k)| < 1 for k 6= 0, we have that ‖T1f‖2 < ‖ ̂˜Uf‖2 =
‖f‖2 for every non-zero f ∈ L2(R). Thus, 1 is not an eigenvalue of |T 21 |. Thus,
‖T 21 ‖ 6= 1. By (c), we therefore have ‖T 21 ‖ < 1. Finally, ‖T 21 ‖ is independent of E
since r̂E(k) = e
−iEk r̂0(k) and hence multiplication by r̂E has norm independent of
E. 
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Proof of Theorem 4.1. Since µ is T -invariant, it suffices to prove (32) for m ≥ 0
and n = 0. We have∫
Ω
(
sup
t∈R
∣∣〈δm, e−itHωδ0〉∣∣) dµ(ω)
= a(m, 0)
≤ lim sup
L→∞
aL(m, 0)
≤ lim sup
L→∞
̺L(m, 0)
= lim sup
L→∞
∫
Σ0
〈
Tm−11 T
L−m
0 φ, UT
L
0 φ
〉
L2(R)
dE
≤ lim sup
L→∞
∫
Σ0
∥∥Tm−11 TL−m0 φ∥∥2 ∥∥TL0 φ∥∥2 dE
≤ lim sup
L→∞
∫
Σ0
‖Tm−11 ‖2,2 ‖T0‖1,2 ‖TL−m−10 ‖1,1 ‖φ‖1 · ‖T0‖1,2 ‖TL−10 ‖1,1 ‖φ‖1 dE
≤ sup{‖T 21 ‖2,2 : E ∈ Σ0}
m−2
2 · ‖r‖∞ · Leb(Σ0).
The first step is just the definition of a(m, 0), the second step follows from
Lemma 4.2, the third step follows from Lemma 4.3, the fourth step follows from
Lemma 4.6, the fifth step follows from Cauchy-Schwarz and unitarity of U , the
sixth step is obvious, the seventh step follows from Lemma 4.7 and ‖φ‖1 = 1. Since
sup{‖T 21 ‖2,2 : E ∈ Σ0} < 1 by Lemma 4.7, the theorem follows. 
We mentioned earlier that dynamical localization implies spectral localization.
Here is how to derive a spectral localization result from the dynamical localization
result contained in Theorem 4.1.
Proposition 4.8. If there are constants C, γ ∈ (0,∞) such that
max
n∈{0,1}
a(m,n) ≤ Ce−γ|m|,
with a(m,n) as in (33), then for µ-almost every ω ∈ Ω, Hω has pure point spectrum
with exponentially decaying eigenvectors. More precisely, these eigenvectors obey
estimates of the form
|u(n)| ≤ Cω,ε,ue−(γ−ε)|n|
for small ε > 0.
Proof. Let
a(m,n;ω) = sup
t∈R
∣∣〈δm, e−itHωδn〉∣∣ ,
so that a(m,n) =
∫
a(m,n;ω) dµ(ω). By the Chebyshev inequality, we have for
ε > 0,
(43) µ
(
ω : a(m,n;ω) > e−(γ−ε)|m|
)
≤ e(γ−ε)|m|a(m,n).
By assumption, for n ∈ {0, 1}, a(m,n) ≤ Ce−γ|m| and hence the left-hand side of
(43) is summable, so that by Borel-Cantelli, we have
µ
(
ω : a(m,n;ω) > e−(γ−ε)|m| for infinitely many n
)
= 0
for n ∈ {0, 1}.
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Let us consider the full-measure set of ω’s for which a(m,n;ω) ≤ C˜ω,εe−(γ−ε)|m|
for n ∈ {0, 1} and all m ∈ Z. By the RAGE Theorem and cyclicity of {δ0, δ1}, Hω
has pure point spectrum for such ω’s.
To prove exponential decay of the corresponding eigenvectors, consider the func-
tions
fT (x) =
1
T
∫ T
0
eisEe−isx ds.
We have |fT (x)| ≤ 1 and fT (x)→ 0 (resp., 1) as T →∞ for x 6= E (resp., x = E).
Thus, by the functional calculus,
(44) χ{E}(Hω) = s− lim
T→∞
1
T
∫ T
0
eisEe−isHω ds.
Since in one dimension all eigenvalues of Schro¨dinger operators are simple, the
normalized eigenvector uω,E corresponding to the eigenvalue E of Hω obeys
|uω,E(m)| = |uω,E(0)|−1|〈δ0, uω,E〉〈δm, uω,E〉|
= |uω,E(0)|−1|〈δm, χ{E}(Hω)δ0〉|
≤ |uω,E(0)|−1a(m, 0;ω)
≤ Cω,ε,ue−(γ−ε)|m|,
provided that uω,E(0) 6= 0. We used (44) in the third step and our choice of ω in
the fourth step. In the case where uω,E(0) = 0, we must have uω,E(1) 6= 0 since
uω,E is a non-trivial solution of (5), and we repeat the steps above with 1 in place
of 0. 
4.2. The Continuum Case. See [4, 12].
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