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Abstract
A two-variable extension of the Bannai-Ito polynomials is presented. They are obtained via q → −1 limits
of the bivariate q-Racah and Askey-Wilson orthogonal polynomials introduced by Gasper and Rahman.
Their orthogonality relation is obtained. These new polynomials are also shown to be multispectral.
Two Dunkl shift operators are seen to be diagonalized by the bivariate Bannai-Ito polynomials and 3-
and 9-term recurrence relations are provided.
Introduction
In their classification of P- and Q-polynomial association schemes [1], Bannai and Ito identified a new 4-
parameter family of orthogonal polynomials that now bear their names. They provided the explicit expres-
sions of these polynomials and observed that they correspond to a q → −1 limit of the q-Racah polynomials.
The understanding of the Bannai-Ito polynomials has considerably increased in recent years. Of particular
relevance to the present study is the fact that they have been shown [2] to also arise as q → −1 limits
of the Askey-Wilson polynomials. The Bannai-Ito polynomials are now known to be multispectral : they
are eigenfunctions of the most general first order shift operator of Dunkl type that preserves the space of
polynomials of a given degree [2]. They have been identified with the non-symmetric Wilson polynomials
[3] and are essentially the Racah coefficients of the Lie superalgebra osp(1|2) [4]. They have moreover found
various applications beyond algebraic combinatorics especially in the context of superintegrable and exactly
solvable models [5, 6, 7]. The Bannai-Ito polynomials and their kernel partners, the complementary Bannai-
Ito polynomials admit various multispectral families of orthogonal polynomials as descendants and special
cases and thus sit at the top of a q = −1 analog of the Askey-scheme [8, 9, 10, 11, 2, 12, 13].
The extension to many variables of the theory of univariate orthogonal polynomials is obviously of great
interest. There are two major directions in this broad topic (see [14, 15] for instance). One involves the
theory of symmetric functions [16] and has the Macdonald and Koornwinder polynomials associated to root
systems as main characters. The other works through the coupling of univariate polynomials and features the
multivariable extension of the Racah and Wilson polynomials and their descendants introduced by Tratnik
[17, 18]. We shall focus on the latter area in the following. A key feature of Tratnik’s construction is that
the multivariate orthogonality relation is obtained by induction on the univariate one. Iliev and Geronimo
have shown that these Tratnik polynomials are multispectral [19, 20]. Their q-generalizations have been
discovered by Gasper and Rahman who thus provided multivariable extension of the q-Racah and Askey-
Wilson polynomials and in so doing of the entire q-scheme [21, 22].
The goal of the present paper is to initiate a multivariable extension for the q = −1 scheme. Specifically,
we introduce a bivariate extension of the Bannai-Ito polynomials and provide various structure relations.
These polynomials are defined in formula (2.1).
The paper will be comprised of three main sections. We begin with a review of the Bannai-Ito polynomials
and their structure relations. In section 2, we define the bivariate Bannai-Ito polynomials from a q → −1
limit of Gasper and Rahman’s two-variables q-Racah polynomials. The truncation conditions are examined
and the orthogonality relation is obtained. In section 3, we obtain an untruncated definition for the bivariate
Bannai-Ito polynomials from a q → −1 limit of two-variable Askey-Wilson polynomials. This has the benefit
of expressing the multispectrality relations in terms of operators which act directly on the variables instead
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of on the points of the orthogonality grid. A connection between the two definitions is established and the
multispectrality relations for the polynomials are derived. Remarks and open questions are discussed in the
conclusion.
1 Univariate Bannai-Ito polynomials
The monic Bannai-Ito polynomialsBn(x; ρ1, ρ2, r1, r2), orBn(x) for short, depend on 4 parameters ρ1, ρ2, r1, r2
and are symmetric with respect to the Z2×Z2 group of transformations generated by ρ1 ↔ ρ2 and r1 ↔ r2.
Explicitly, this means that the BI polynomials verify
Bn(x; ρ1, ρ2, r1, r2) = Bn(x; ρ2, ρ1, r1, r2) = Bn(x; ρ1, ρ2, r2, r1) = Bn(x; ρ2, ρ1, r2, r1). (1.1)
We denote by g the combination of parameters
g = ρ1 + ρ2 − r1 − r2. (1.2)
Throughout this section, it will be convenient to write integers as follows
n = 2ne + np, np ∈ {0, 1}, n ∈ N. (1.3)
With these notations, the Bannai-Ito polynomials can be expressed in terms of two generalized hypergeo-
metric series
1
ηn
Bn(x; ρ1, ρ2, r1, r2) = 4F3
[
−ne, ne+g+1, x−r1+
1
2 , −x−r1+
1
2
1−r1−r2, ρ1−r1+
1
2 , ρ2−r1+
1
2
; 1
]
(1.4)
+
(−1)n(ne+np+gnp)(x−r1+
1
2 )
(ρ1 − r1 +
1
2 )(ρ2 − r1 +
1
2 )
4F3
[
−ne−np+1, ne+np+g+1, x−r1+
3
2 , −x−r1+
1
2
1−r1−r2, ρ1−r1+
3
2 , ρ2−r1+
3
2
; 1
]
where the normalization coefficient is given by
ηn = (−1)
n (ρ1 − r1 +
1
2 )ne+np(ρ2 − r1 +
1
2 )ne+np(1− r1 − r2)ne
(ne + g + 1)ne+np
. (1.5)
The expression (1.4) can be obtained from a q → −1 limit of the q-Racah polynomials [1] and also from a
q → −1 limit of the Askey-Wilson polynomials [2]. Note that the two hypergeometric functions appearing
in (1.4) are almost identical except for two +1 shifts in the upper parameter row and two in the lower row.
The Bn(x) satisfy the three-term recurrence relation
xBn(x) = Bn+1(x) + (ρ1 −An − Cn)Bn(x) +An−1CnBn−1(x), (1.6)
with the initial conditions B−1(x) = 0 and B0(x) = 1. The recurrence coefficients An and Cn are given by
An =


(n+ 2ρ1 − 2r1 + 1)(n+ 2ρ1 − 2r2 + 1)
4(n+ g + 1)
, n even,
(n+ 2g + 1)(n+ 2ρ1 + 2ρ2 + 1)
4(n+ g + 1)
, n odd,
Cn =


−
n(n− 2r1 − 2r2)
4(n+ g)
, n even,
−
(n+ 2ρ2 − 2r2)(n+ 2ρ2 − 2r1)
4(n+ g)
, n odd.
(1.7)
It can be seen from the above relations that the positivity conditions un = An−1Cn > 0 cannot be satisfied
for all n ∈ N. This comes from the fact that Cn becomes negative for large n. It follows that the Bannai-
Ito polynomials can only form a finite set of orthogonal polynomials for which the conditions un > 0,
n = 1, 2, . . . , N are verified. This requires that the parameters realize a truncation condition for which
u0 = uN+1 = 0. (1.8)
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We call the integer N the truncation parameter.
If these conditions are fulfilled, the BI polynomials Bn(x) satisfy the discrete orthogonality relation
N∑
k=0
wkBn(xk)Bm(xk) = hnδnm, (1.9)
with respect to a positive set of weights wk. The orthogonality grid xk corresponds to the simple roots of
the polynomial BN+1(x). The explicit formulas for the weight function wk and the grid points xk depend
on the parity of N and more explicitly on the realization of the truncation condition uN+1 = 0.
If N is even, it follows from (1.7) that the condition uN+1 = 0 is tantamount to one of the following
requirements associated to all possible values of j and ℓ :
i) rj − ρℓ =
N + 1
2
, j, ℓ ∈ {1, 2}. (1.10)
Note that the four possibilities coming from the choices of j and ℓ are equivalent since the polynomials Bn(x)
are invariant under the exchanges ρ1 ↔ ρ2 and r1 ↔ r2. To make the formulas explicit, fix j = ℓ = 1. Then
the grid points have the expression
xk = (−1)
k(k/2 + ρ1 + 1/4)− 1/4, (1.11)
for k = 0, . . . , N and using (1.3) the weights take the form
wk =
(−1)k
ke!
(ρ1 − r1 + 1/2)ke+kp(ρ1 − r2 + 1/2)ke+kp(ρ1 + ρ2 + 1)ke(2ρ1 + 1)ke
(ρ1 + r1 + 1/2)ke+kp(ρ1 + r2 + 1/2)ke+kp(ρ1 − ρ2 + 1)ke
, (1.12)
where (a)n = a(a+ 1) · · · (a+ n− 1) denotes the Pochhammer symbol. The normalization factors are
hn =
ne!Ne!(1 + 2ρ1)Ne(1 + ρ1 + ρ2)ne(1 + ne + g)Ne−ne(
1
2 + ρ1 − r2)ne+np(
1
2 + ρ2 − r2)ne+np
(Ne − ne − np)!(
1
2 + ρ1 + r2)Ne−ne(
1
2 + ne + np + ρ2 − r1)Ne−ne−np(1 + n+ g)
2
ne+np
. (1.13)
The formulas for other values of j and ℓ can be obtained by using the appropriate substitutions ρ1 ↔ ρ2 and
r1 ↔ r2 in (1.10)–(1.13).
If N is odd, it follows from (1.7) that the condition uN+1 = 0 is equivalent to one of the following
restrictions:
ii) ρ1 + ρ2 = −
N + 1
2
, iii) r1 + r2 =
N + 1
2
, iv) ρ1 + ρ2 − r1 − r2 = −
N + 1
2
. (1.14)
We refer to the possible truncation conditions as type i) to type iv). Note however that type iv) leads to
a singularity in un when n = (N + 1)/2 and is therefore not admissible
1. For type ii), the formulas (1.11)
and (1.12) hold and the normalization factors are given by
hn =
ne!Ne!(1 + 2ρ1)Ne+1(1−r1−r2)ne(1+ne+g)Ne+1−ne(
1
2+ρ1−r1)ne+np(
1
2+ρ1−r2)ne+np
(Ne−ne)!(
1
2 + ρ1 + r1)Ne+1−ne−np(
1
2 + ne + np + ρ2 − r2)Ne+1−ne−np(1 + n+ g)
2
ne+np
. (1.15)
For type iii), the spectral points are
xk = (−1)
k(r1 − k/2− 1/4)− 1/4, (1.16)
for k = 0, . . . , N , the weight function is given by (1.12) with the substitutions (ρ1, ρ2, r1, r2)→ −(r1, r2, ρ1, ρ2)
and the normalization factors read
hn =
ne!Ne!(2r2−N)Ne+1(ρ1+ρ2−Ne)Ne+1+ne(ρ1+ρ2−Ne)ne(r2+ρ1−
1
2
−Ne)ne+np(r2+ρ2−
1
2
−Ne)ne+np
(Ne − ne)!(ρ1 + ρ2 −Ne)2n(r2 − ρ1 −
1
2
−Ne)Ne+1−ne−np (r2 − ρ2 +
1
2
+ ne + np)Ne+1−ne−np
.
(1.17)
1It might be possible to absorb this singularity with some fine-tuning of the parameters as has been done for the Racah and
q-Racah polynomials [23, 24] but this has not been explored yet and goes beyond the scope of this paper.
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To construct a bivariate extension of the Bannai-Ito polynomials, the different truncation conditions for
different parities of N will play an important role.
The BI polynomials also verify a difference equation :
LBn(x) = λnBn(x) (1.18)
with
L =
(x− ρ1)(x − ρ2)
2x
(1−Rx) +
(x− r1 +
1
2 )(x − r2 +
1
2 )
2x+ 1
(T 1xRx − 1) (1.19)
where 1 is the identity operator, Rxf(x) = f(−x) denotes the reflection operator and T
m
x f(x) = f(x +m)
is a shift operator. The eigenvalues are given by
λn =
{
n
2 n even,
r1 + r2 − ρ1 − ρ2 −
n+1
2 n odd.
(1.20)
It was shown in [2] that L is in fact the most general first order Dunkl difference operator with orthogonal
polynomials as eigenfunctions.
2 Limit from the bivariate q-Racah polynomials
2.1 Defining the bivariate Bannai-Ito polynomials
Definition 1. The bivariate Bannai-Ito polynomials are defined by
Bn1,n2(z1, z2) = Bn1
(
z1 −
1
4 ; ρ
(1)
1 , ρ
(1)
2 , r
(1)
1 , r
(1)
2
)
Bn2
(
(−1)n1z2 −
1
4 ; ρ
(2)
1 , ρ
(2)
2 , r
(2)
1 , r
(2)
2
)
(2.1)
where the Bn and ηn are as in (1.4) and (1.5) and the parameters are given by
ρ
(1)
1 = c− p1 +
1
2 , r
(1)
1 =
1
2 − p1,
ρ
(1)
2 = z2 + p2 −
1
4 , r
(1)
2 = z2 − p2 +
1
4
(2.2)
and
ρ
(2)
1 =
n1+1
2 + c+ p2 − p1, r
(2)
1 =
1−n1
2 − p1 − p2,
ρ
(2)
2 = p3 − (−1)
n1+N (N2 + p1 + p2 + p3), r
(2)
2 = −p3 − (−1)
n1+N (N2 + p1 + p2 + p3).
(2.3)
It is useful to denote the first and second BI polynomial in the definition by B
(1)
n1 (z1) and B
(2)
n2 (z2). Note
that B
(1)
n1 (z1) contains the variable z2, while B
(2)
n2 (z2) contains the degree n1 in their respective parameters.
We shall see that the Bn1,n2(z1, z2) are orthogonal polynomials of degree n1 + n2 ≤ N in the variables z1
and z2 which depend on four parameters p1, p2, p3 and c.
Let us motivate this definition. In a spirit similar to the one that led to the discovery of the Bannai-
Ito polynomials, we look at a q → −1 limit of q-Racah polynomials in two-variable introduced by Gasper
and Rahman in [21] as a q-generalization of Tratnik’s multivariable Racah polynomials. We start here
by specializing their q-Racah polynomials to two variables. Consider the product of q-Racah polynomials
R
(1)
n1 ×R
(2)
n2 depending on four parameters a1, a2, a3 and b where R
(1)
n1 and R
(2)
n2 are defined by
R(1)n1 = 4φ3
[
q−n1 , ba2q
n1 , q−x1 , a1q
x1
bq, a1a2qx2 , q−x2
∣∣∣∣q; q
]
,
R(2)n2 = 4φ3
[
q−n2 , ba2a3q
2n1+n2 , qn1−x2 , a1a2q
n1+x2
ba2q2n1+1, a1a2a3qN+n1 , qn1−N
∣∣∣∣q; q
] (2.4)
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in terms of the usual basic hypergeometric function rφs (see e.g. [25]). Up to normalization of the polyno-
mials, those corresponds to the q-Racah polynomials introduced by Gasper and Rahman [21]. Our goal is
to take a q → −1 limit of these polynomials in such a way that each generalized q-hypergeometric function
reduces to a Bannai-Ito polynomials and that each parameter survives the limit. Let us first write the
hypergeometric functions as series :
R(1)n1 =
∞∑
k=0
A
(1)
k q
k, R(2)n2 =
∞∑
k=0
A
(2)
k q
k (2.5)
where the coefficients are given by
A
(1)
k =
k−1∏
i=0
(1− q−n1+i)(1 − ba2qn1+i)(1− q−x1+i)(1− a1qx1+i)
(1 − q1+i)(1 − bq1+i)(1 − a1a2qx2+i)(1− q−x2+i)
,
A
(2)
k =
k−1∏
i=0
(1− q−n2+i)(1 − ba2a3q2n1+n2+i)(1 − qn1−x2+i)(1− a1a2qn1+x2+i)
(1− q1+i)(1− ba2q2n1+1+i)(1 − a1a2a3qN+n1+i)(1− qn1−N+i)
.
(2.6)
Note that the coefficients of an hypergeometric series are usually written in terms of Pochhammer symbols,
but for our purpose, it is essential to expand them as products because the parity of the dummy index i will
play an important role. Now, achieve the q → −1 limit with the following parametrization
q → −et, t→ 0, qx1 → (−1)
s1
2 ety1 , qx2 → (−1)
s2
2 ety2 ,
a1 → (−1)
s3
2 etα1 , a2 → (−1)
s4
2 etα2 , a3 → (−1)
s5
2 etα3 , b→ (−1)
s6
2 etβ
(2.7)
where the si ∈ {0, 1}, i = 1, 2, . . . , 6 are integers to be determined. Let us now sketch how one chooses a
proper set of si. First, insert the parametrization (2.7) in the coefficients (2.6) to obtain
A
(1)
k =
k−1∏
i=0
(1− (−1)b1+ietB1)(1− (−1)b2+ietB2)(1 − (−1)b3+ietB3)(1 − (−1)b4+ietB4)
(1− (−1)b5+ietB5)(1− (−1)b6+ietB6)(1 − (−1)b7+ietB7)(1 − (−1)b8+ietB8)
,
A
(2)
k =
k−1∏
i=0
(1 − (−1)b9+ietB9)(1− (−1)b10+ietB10)(1 − (−1)b11+ietB11)(1− (−1)b12+ietB12)
(1− (−1)b13+ietB13)(1 − (−1)b14+ietB14)(1 − (−1)b15+ietB15)(1− (−1)b16+ietB16)
(2.8)
where the bj are linear combinations of n1, n2, N and the si, while the Bj are linear combinations of the
dummy index i, the degrees n1, n2, N , the variables y1, y2 and the parameters α1, α2, α3, β. The choice of
si should be such that the bj are integers. Thus, depending on the parity of the bj, each factor in the limit
t→ 0 will alternate between 0 and 2 for incrementing values of i. It is straightforward to see that the parities
of the bj must be chosen in such a way that there are the same number of zeroes and twos in the numerator
and in the denominator. Otherwise, the limit would diverge or become zero. Now, ratios of 2 will simply
cancel out while ratios of 0 will give a non-trivial limit :
1 + etBl
1 + etBm
t→0
−−−→ 1,
1− etBl
1− etBm
t→0
−−−→
Bl
Bm
. (2.9)
The key to obtaining Bannai-Ito polynomials in the limit t→ 0 is to chose the si in such a way that, for each
i, there are always 2 zeroes and 2 twos in both numerators and denominators. Such a choice is not unique,
but it can be verified by enumeration that all possible choices yield results that are equivalent under affine
transformations of the parameters. This implies that (2.8) will reduce to
A
(1)
k
t→0
−−−→
∏
i even
Bj1Bj2
Bj5Bj6
×
∏
i odd
Bj3Bj4
Bj7Bj8
,
A
(2)
k
t→0
−−−→
∏
i even
Bj9Bj10
Bj13Bj14
×
∏
i odd
Bj11Bj12
Bj15Bj16
(2.10)
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for some permutation π ∈ S16 of the integers jk = π(k), k = 1, . . . , 16 depending on the choice of the si. The
explicit computation of the limit requires to consider separately all possible parities of the degrees n1, n2, N
and also of the dummy indices k and i. Some notable features arise : First, the products in (2.10) can be
written in terms of Pochhammer symbols. However, the products over even values of i will get additional
factors when k is odd. Thus, the sums in (2.5) must be split between even and odd values of k. Each sum
can be expressed as an hypergeometric 4F3, but the additional factors for k odd have to be pulled in front.
One obtains a linear combination of two similar 4F3 with some +1 shifts. It is then possible to compare the
result with (1.4) to express the result in terms of Bannai-Ito polynomials.
Finally, let us consider without loss of generality one possible parametrization for the limit q → −1 :
q → −et, t→ 0, qx1 → ety1 , qx2 → ety2 ,
a1 → −e
tα1 , a2 → e
tα2 , a3 → e
tα3 , b→ −etβ.
(2.11)
For convenience, we also use a different set of parameters :
α1 = 4p1 − 1, α2 = 4p2, α3 = 4p3 + 1, β = 2c, y1 =
1
2 − 2z1, y2 =
1
2 − 2z2 − 2p1 − 2p2. (2.12)
Using (2.11) and (2.12), a straightforward computation yields
R(1)n1 →
1
ηn1
Bn1
(
z1 −
1
4 ; ρ
(1)
1 , ρ
(1)
2 , r
(1)
1 , r
(1)
2
)
R(2)n2 →
1
ηn2
Bn2
(
(−1)n1z2 −
1
4 ; ρ
(2)
1 , ρ
(2)
2 , r
(2)
1 , r
(2)
2
)
where the parameters are given by (2.2) and (2.3). Omitting the normalization factors, this corresponds to
Definition 1 of the bivariate Bannai-Ito polynomials given above. There are two reasons for removing the
factors ηni : It is more natural to define the bivariate polynomials as a product of two monic Bannai-Ito
polynomials and more importantly, the normalization factor ηn1 being a rational function in z2 would break
the polynomial structure.
2.2 Truncation conditions and orthogonality relation
Given our definition of the bivariate Bannai-Ito polynomials, the most important property to verify is
orthogonality. We begin by stating the result.
Proposition 1. The bivariate Bannai-Ito polynomials defined in (2.1) satisfy the orthogonality relation
N∑
s=0
N∑
r=0
w
(1)
r,N−sw
(2)
s,NBn1,n2(z1(r), z2(s))Bm1,m2(z1(r), z2(s)) = Hn1,n2,Nδn1,m1δn2,m2 (2.13)
where the grids are given by
z1(r) =
1
2
[
(−1)r+s+N (r + s−N − 2p1 +
1
2 )
]
r = 0, . . . , N (2.14)
z2(s) =
1
2
[
(−1)s+N (s−N − 2p1 − 2p2 +
1
2 )
]
s = 0, . . . , N (2.15)
the weights by
w
(1)
2r,2s˜ =
(2p2)r(−s˜)r(1− 2p1 − 2s˜)r(
3
2 + c− 2p1 − s˜)r
r!(12 − c− s˜)r(1− 2p1 − s˜)r(1 − 2p1 − 2p2 − 2s˜)r
w
(1)
2r+1,2s˜ = −
(2p2)r+1(−s˜)r+1(1 − 2p1 − 2s˜)r(
3
2 + c− 2p1 − s˜)r
r!(12 − c− s˜)r(1− 2p1 − s˜)r+1(1− 2p1 − 2p2 − 2s˜)r+1
w
(1)
2r,2s˜+1 =
(2p2)r(−s˜)r(−2p1 − 2s˜)r(
1
2 + c− 2p1 − s˜)r
r!(− 12 − c− s˜)r(1− 2p1 − s˜)r(−2p1 − 2p2 − 2s˜)r
w
(1)
2r+1,2s˜+1 = −
(2p2)r+1(−s˜)r(−2p1 − 2s˜)r(
1
2 + c− 2p1 − s˜)r+1
r!(− 12 − c− s˜)r+1(1 − 2p1 − s˜)r(−2p1 − 2p2 − 2s˜)r+1
(2.16)
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and
w
(2)
2s,2N =
(−1)s
(
N
s
)
( 3
2
+ c− 2p1 −N)s(1− 2p1 − 2p2 − 2N)s(
1
2
+ 2p3)s
N !( 1
2
−c−N)s(1−2p1−2p2−2N)2s(
1
2
−2p1−2p2−2p3−2N)s(1−2p1−2N+2s)N−s
w
(2)
2s+1,2N =
(−1)s
(
N−1
s
)
( 3
2
+ c− 2p1 −N)s(1− 2p1 − 2p2 − 2N)s(
1
2
+ 2p3)s+1
(N−1)!( 1
2
−c−N)s(1−2p1−2p2−2N)2s+1(
1
2
−2p1−2p2−2p3−2N)s+1(2−2p1−2N+2s)N−s
w
(2)
2s,2N+1 =
(−1)s
(
N
s
)
( 1
2
+ c− 2p1 −N)s(−2p1 − 2p2 − 2N)s(
1
2
+ 2p3)s
N !(− 1
2
−c−N)s(−2p1−2p2−2N)2s(−
1
2
−2p1−2p2−2p3−2N)s(−2p1−2N+2s)N+1−s
w
(2)
2s+1,2N+1 =
(−1)s+1
(
N
s
)
( 1
2
+ c− 2p1 −N)s+1(−2p1 − 2p2 − 2N)s(
1
2
+ 2p3)s+1
N !(− 1
2
−c−N)s+1(−2p1−2p2−2N)2s+1(−
1
2
−2p1−2p2−2p3−2N)s+1(1−2p1−2N+2s)N−s
(2.17)
and the normalization coefficients Hn1,n2,N are given in the appendix.
Proof. Our main tool will be the orthogonality relation of the univariate BI polynomials which depends on
the truncation conditions (1.10) and (1.14).
Notice that definition (2.1) involves a truncation parameter N inherited from the q-Racah polynomials
in the limit process and which appears in the parameters (2.3). This implies that the definition comes with
truncation conditions that are already built-in. Indeed, one can easily check that B
(2)
n2 (z2) satisfies a mixture
of type i) (1.10) and type iii) (1.14) truncation conditions :

r
(2)
1 − ρ
(2)
2 =
N−n1+1
2 if N − n1 even,
r
(2)
1 + r
(2)
2 =
N−n1+1
2 if N − n1 odd
(2.18)
with truncation parameters N − n1. Both conditions impose grid points for the variable z2 :
(−1)n1z2 −
1
4 = xs (2.19)
where xs is given by (1.11) when N +n1 is even and by (1.16) when N +n1 is odd. Inspecting this equation
for each possible parities of n1 and N , one obtains (2.15). Substituting this relation for z2 in the parameters
(2.2), one can now check that the truncation conditions satisfied by Bn1 are

r
(1)
1 − ρ
(1)
2 =
N−s+1
2 if N − s even,
r
(1)
1 + r
(1)
2 =
N−s+1
2 if N − s odd.
(2.20)
Thus, the polynomial Bn1 also satisfies the mixed type i) and type iii) truncation conditions with parameter
N − s. Again, both conditions impose grid points for the variable z1 :
z1 −
1
4 = xr (2.21)
with xr given by (1.11) for N − s even and (1.16) for N − s odd. This amounts to (2.14). Recall that we
are looking for an orthogonality relation of the form∑
r,s
w
(1)
r,N−sw
(2)
s,NBn1,n2(z1(r), z2(s))Bm1,m2(z1(r), z2(s)) = Hn1,n2,Nδn1,m1δn2,m2 . (2.22)
In view of (2.20), the polynomial B
(1)
n1 (z1) satisfies the orthogonality relation
N−s∑
r=0
w
(1)
r,N−sB
(1)
n1 (z1(r))B
(1)
m1 (z1(r)) = h
(1)
n1,N−s
δn1,m1 . (2.23)
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Using (1.12), one obtains the weights (2.16). The normalization coefficients are retrieved from (1.13) and
(1.17) :
h
(1)
2n1,2s˜
=
s˜! n1!(2p2)n1(
1
2
+c+n1+2p2)s˜−n1(
1
2
+c+2p2+s˜)n1(
3
2
+c−2p1−s˜)n1(1−2p1−2s˜)s˜
(s˜− n1)!(
1
2
+ c+ n1)s˜−n1(
1
2
+ c+ n1 + 2p2)2n1(1− 2p1 − 2p2 − 2s˜)s˜−n1
,
h
(1)
2n1+1,2s˜
=
s˜! n1!(2p2)n1+1(
1
2
+c+n1+2p2)s˜−n1(
1
2
+c+2p2+s˜)n1+1(
3
2
+c−2p1−s˜)n1(1−2p1−2s˜)s˜
(s˜− n1 − 1)!(
1
2
+ c+ n1 + 1)s˜−n1−1(
1
2
+ c+ n1 + 2p2)2n1+1(1− 2p1 − 2p2 − 2s˜)s˜−n1
,
h
(1)
2n1,2s˜+1
=
s˜! n1!(2p2)n1(
1
2
+c+n1+2p2)s˜+1−n1(
3
2
+c+2p2+s˜)n1(
1
2
+c−2p1−s˜)n1(−2p1−2s˜)s˜+1
(s˜− n1)!(
1
2
+ c+ n1)s˜+1−n1(
1
2
+ c+ n1 + 2p2)2n1(−2p1 − 2p2 − 2s˜)s˜+1−n1
,
h
(1)
2n1+1,2s˜+1
=
s˜! n1!(2p2)n1+1(
1
2
+c+n1+2p2)s˜+1−n1(
1
2
+c+2p2+s˜)n1+1(
1
2
+c−2p1−s˜)n1(−2p1−2s˜)s˜+1
(s˜− n1)!(
3
2
+ c+ n1)s˜−n1(
1
2
+ c+ n1 + 2p2)2n1+1(−2p1 − 2p2 − 2s˜)s˜−n1
.
(2.24)
Using (2.23) in (2.22), one gets that∑
s
h
(1)
n1,N−s
w
(2)
s,NB
(2)
n2 (z2(s))B
(2)
m2(z2(s)) = Hn1,n2,Nδn2,m2 (2.25)
should be the orthogonality relation satisfied by the univariate BI polynomials B
(2)
n2 (z2). Indeed, using (2.18)
and the corresponding weights from section 1, one readily checks that the w
(2)
s,N are given by (2.17) and the
normalization coefficients are those provided in the appendix.
Hence the bivariate Bannai-Ito polynomials obey the orthogonality relation
N−n1∑
s=0
N−s∑
r=0
w
(1)
r,N−sw
(2)
s,NBn1,n2(z1(r), z2(s))Bm1,m2(z1(r), z2(s)) = Hn1,n2,Nδn1,m1δn2,m2 (2.26)
with the weights, the grids and the normalization coefficients given. It is not hard to verify that both sums
can be extended from 0 to N without changing the results. Indeed, one can check that all the extra terms
are in fact zero because of the weights.
3 Limit from the bivariate Askey-Wilson polynomials
In this section, a different definition for the bivariate Bannai-Ito polynomials via a q → −1 limit of the
Askey-Wilson polynomials is investigated. While very similar to the approach from q-Racah polynomials,
the main difference lies in the fact that the Askey-Wilson polynomials do not have truncation conditions.
Hence, no truncation parameter N is carried through the limit and a definition for untruncated bivariate
Bannai-Ito polynomials is obtained. This definition has the advantage that its multispectrality relations can
be expressed in terms of operators acting directly on the variables instead of acting on the orthogonality
grids. The connection between both approaches is established.
3.1 Untruncated bivariate Bannai-Ito polynomials
Definition 2. The untruncated bivariate Bannai-Ito polynomials are defined by
Bn1,n2(z1, z2) = Bn1
(
z1 −
1
4 ; β, z2 + ǫ−
1
4 , α, z2 − ǫ+
1
4
)
(3.1)
×Bn2
(
(−1)n1z2 −
1
4 ; β + ǫ+
n1
2 , (1− πn1)γ + πn1δ, α− ǫ−
n1
2 , (πn1 − 1)δ − πn1γ
)
in terms of the monic BI polynomials Bn(x) and where
πn =
1 + (−1)n
2
=
{
1 n even,
0 n odd,
(3.2)
is the indicator function of even numbers.
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Note that Definition 2 reduces to Definition 1 (2.1) of section 2 if we let
α→ 12 − p1, β →
1
2 + c− p1, ǫ→ p2,
γ =
{
−N2 − p1 − p2 N even,
N−1
2 + p1 + p2 + p3 N odd,
δ =
{
N−1
2 + p1 + p2 + p3 N even,
−N2 − p1 − p2 N odd.
(3.3)
To motivate Definition 2, let us first consider the Askey-Wilson polynomials
pˆn(x; a, b, c, d) = 4φ3
[
q−n, abcdqn−1, az, az−1
ab, ac, ad
∣∣∣∣q; q
]
(3.4)
in the variable x = 12 (z + z
−1). The bivariate Askey-Wilson polynomials depending on five parameters
a, b, c, d, a2 as introduced by Gasper and Rahman in [22] are
Pˆn1,n2(x1, x2) = pˆn1(x1; a, b, a2z2, a2z
−1
2 )pˆn2(x2; aa2q
n1 , ba2q
n1 , c, d). (3.5)
The limiting procedure will be the same as in the previous section. Briefly, the choice of parametrization
amounts to a selection of phases in front of each parameter defined as exponentials. Expanding the hyperge-
ometric functions as series and expanding the Pochhammer symbols as products, one obtains an expression
of the form (2.8) and must select the phases in such a way that there are always 2 zeroes and 2 twos in both
numerators and denominators for each value of the dummy index i. Again, this choice is not unique, but all
possibilities can again be shown to yield equivalent Bannai-Ito polynomials under affine transformations of
the parameters.
We take
q → −et, t→ 0, z1 → e
ty1 , z2 → e
ty2 ,
a→ ieta˜, b→ −ietb˜, c→ ietc˜, d→ −ietd˜, a2 → e
ta˜2
(3.6)
with the reparametrization
y1 = −2z1, y2 = −2z2, a˜ = −2α+
1
2 , b˜ = 2β +
1
2 , c˜ = 2γ +
1
2 , d˜ = 2δ +
1
2 , a˜2 = 2ǫ. (3.7)
This gives
P (1)n1 (cos θ1)→
1
ηn1
Bn1
(
z1 −
1
4 ; β, z2 + ǫ−
1
4 , α, z2 − ǫ+
1
4
)
P (2)n2 (cos θ2)→
1
ηn2
Bn2
(
(−1)n1z2 −
1
4 ; β + ǫ +
n1
2 , (1−πn1)γ + πn1δ, α− ǫ−
n1
2 , (πn1−1)δ − πn1γ
)
.
(3.8)
The definition for the untruncated bivariate Bannai-Ito polynomials is thus obtained by taking the product
of the corresponding monic Bannai-Ito polynomials, again dropping the normalization factors.
3.2 Multispectrality of the bivariate BI polynomials
Iliev demonstrated the multispectrality of the bivariate Askey-Wilson polynomials (3.5) (with a different
normalization) in [20]. This section examines how the multispectrality relations of these polynomials are
carried in the q → −1 limit. Recalling the definition of the shift operator Tmx and the reflection operator Rx
given after (1.19), we have the following equations in the variables z1 and z2.
Proposition 2. The untruncated bivariate Bannai-Ito polynomials (3.1) obey the difference equations
L1Bn1,n2(z1, z2) = µn1Bn1,n2(z1, z2) (3.9)
L2Bn1,n2(z1, z2) = λn1,n2Bn1,n2(z1, z2) (3.10)
for the operators
L1 =
(ǫ− z1 + z2)(z1 − β −
1
4 )
2(z1 −
1
4 )
(T−1/2z1 Rz1 − 1) +
(ǫ+ z1 − z2)(z1 − α+
1
4 )
2(z1 +
1
4 )
(T 1/2z1 Rz1 − 1) (3.11)
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and
L2 =
1∑
i,j=−1
ci,jT
i/2
z1 R
i
z1T
j/2
z2 R
j
z2 (3.12)
with coefficients
c−1,−1 =
(z1 − α+
1
4 )(z2 + γ +
1
4 )(ǫ+ z1 + z2 +
1
2 )
4(z1 +
1
4 )(z2 +
1
4 )
c−1,0 =
(z1 − α+
1
4 )(ǫ+ z1 − z2)(δ(z2 +
1
4 )− γ(z2 −
1
4 ))
4(z1 +
1
4 )(z2 −
1
4 )(z2 +
1
4 )
c−1,1 =
(z1 − α+
1
4 )(z2 − δ −
1
4 )(ǫ + z1 − z2)
4(z1 +
1
4 )(z2 −
1
4 )
c0,−1 =
(z2 + γ +
1
4 )(ǫ − z1 + z2)(α(z1 −
1
4 ) + β(z1 +
1
4 ))
4(z1 −
1
4 )(z1 +
1
4 )(z2 +
1
4 )
c0,0 = α(γ − δ +
1
2 ) + β(γ − δ −
1
2 )−
1
2 (γ + δ +
1
2 )− ǫ
+
(ǫ+ 4z1z2 −
1
4 )(α(z1 −
1
4 ) + β(z1 +
1
4 ))(δ(z2 +
1
4 )− γ(z2 −
1
4 ))
4(z1 −
1
4 )(z1 +
1
4 )(z2 −
1
4 )(z2 +
1
4 )
c0,1 =
(z2 − δ −
1
4 )(ǫ + z1 − z2)(α(z1 −
1
4 ) + β(z1 +
1
4 ))
4(z1 −
1
4 )(z1 +
1
4 )(z2 −
1
4 )
c1,−1 =
(z1 − β −
1
4 )(z2 + γ +
1
4 )(ǫ− z1 + z2)
4(z1 −
1
4 )(z2 +
1
4 )
c1,0 =
(z1 − β −
1
4 )(ǫ− z1 + z2)(δ(z2 +
1
4 )− γ(z2 −
1
4 ))
4(z1 −
1
4 )(z2 −
1
4 )(z2 +
1
4 )
c1,1 =
(z1 − β −
1
4 )(z2 − δ −
1
4 )(ǫ − z1 − z2 +
1
2 )
4(z1 −
1
4 )(z2 −
1
4 )
.
(3.13)
The eigenvalues are given by
µn1 =
{
n1
2 n1 even,
−n12 + α− β − 2ǫ n1 odd,
(3.14)
and
λn1,n2 =
{
n1+n2
2 n1 + n2 even,
n1+n2+1
2 − α+ β + γ + δ + 2ǫ n1 + n2 odd.
(3.15)
Proof. Consider the renormalized Askey-Wilson polynomials
pn(x; a, b, c, d) = ξn(a, b, c, d)pˆn(x; a, b, c, d) (3.16)
where
ξn(a, b, c, d) =
(ab, ac, ad; q)n
an
(3.17)
and their corresponding bivariate extension
Pn1,n2(x1, x2) = ζn1,n2pn1(x1; a, b, a2z2, a2z
−1
2 )pn2(x2; aa2q
n1 , ba2q
n1 , c, d) (3.18)
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with normalization
ζn1,n2 =
cn1+n2an12
(a22; q)n1(aca2; q)n1+n2(bca2; q)n1+n2(cd; q)n2
. (3.19)
They obey the q-difference equation [20]
LPn1,n2(x1, x2) = Λn1,n2Pn1,n2(x1, x2) (3.20)
where
L =
1∑
i,j=−1
Ci,jE
i
q,z1E
j
q,z2 (3.21)
in terms of the shifts operators Eq,z which send z → qz. The explicit expression for the coefficients Ci,j can
be found in the appendix and the eigenvalues are given by
Λn1,n2 =
(
q−n1−n2 − 1
) (
1− aa22bcdq
n1+n2−1
)
. (3.22)
The difference equation for the bivariate Bannai-Ito polynomials is found as a limit of this relation. The
operator L will correspond to the operator L2 given by (3.12) in the limit (3.6) with the reparametrization
(3.7). The coefficients ci,j are obtained by the limits
ci,j = lim
q→−1
Ci,j
4(1 + q)
(3.23)
and the eigenvalues by
λn1,n2 = lim
q→−1
Λn1,n2
4(1 + q)
=
{
n1+n2
2 n1 + n2 even,
n1+n2+1
2 − α+ β + γ + δ + 2ǫ n1 + n2 odd.
(3.24)
The factor 14 is just for convenience. The bivariate BI polynomials (3.1) will thus satisfy the difference
equation (3.10).
The difference equation (3.9) follows directly from the univariate Dunkl difference equation given by
(1.18), (1.19) and (1.20). It is also possible to obtain it from a q → −1 limit of the bivariate Askey-Wilson
polynomials second q-difference equation [20].
Let us now turn to the recurrence relations.
Proposition 3. The untruncated bivariate Bannai-Ito polynomials Bn1,n2(z1, z2) defined in (3.1) verify the
3-term recurrence relation(
(−1)n1z2 −
1
4
)
Bn1,n2(z1, z2) = Bn1,n2+1(z1, z2) + (β + ǫ+
n1
2 −An2 − Cn2)Bn1,n2(z1, z2) (3.25)
+An2−1Cn2Bn1,n2−1(z1, z2)
where the coefficients An2 and Cn2 are given by (1.7) with the parameters ρ1, ρ2, r1, r2 being those of the
second BI polynomial of (3.1).
They also satisfy the 9-term recurrence relation
(z1 − α
2 + β2)Bn1,n2(z1, z2) = θ
(1)
n1,n2Bn1+1,n2 + θ
(2)
n1,n2Bn1+1,n2−1 + θ
(3)
n1,n2Bn1+1,n2−2
+ θ(4)n1,n2Bn1,n2+1 + θ
(5)
n1,n2Bn1,n2 + θ
(6)
n1,n2Bn1,n2−1
+ θ(7)n1,n2Bn1−1,n2+2 + θ
(8)
n1,n2Bn1−1,n2+1 + θ
(9)
n1,n2Bn1−1,n2
(3.26)
where the explicit expression for the coefficients θ
(i)
n1,n2 are given in the appendix.
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Proof. The polynomials Pn1,n2(x1, x2) verify [20]
ca2
[ (a+b)(ab+q)
ab(1+q) −z1−z
−1
1
]
Pn1,n2(x1, x2) = τ
(1)
n1,n2Pn1+1,n2 + τ
(2)
n1,n2Pn1+1,n2−1 + τ
(3)
n1,n2Pn1+1,n2−2
+ τ (4)n1,n2Pn1,n2+1 + τ
(5)
n1,n2Pn1,n2 + τ
(6)
n1,n2Pn1,n2−1
+ τ (7)n1,n2Pn1−1,n2+2 + τ
(8)
n1,n2Pn1−1,n2+1 + τ
(9)
n1,n2Pn1−1,n2 .
(3.27)
The expression for the coefficients τ
(i)
n1,n2 can be found in the appendix. This will become a 9-term recurrence
relation for the bivariate Bannai-Ito polynomials in the q → −1 limit. The only tricky part is to keep track
of all the changes in normalization of the various polynomials in play. Denote by
Nn1,n2 = ζn1,n2ξn1(x1; a, b, a2z2, a2z
−1
2 )ξn2 (x2; aa2q
n1 , ba2q
n1 , c, d) (3.28)
the normalization factors that appear in (3.18) and by
Mn1,n2 = η
(1)
n1 η
(2)
n2 (3.29)
the normalization coefficients in the monic BI OPs (3.1) given by (1.5). Now, the recurrence coefficients are
obtained by the following limits :
θ(1)n1,n2 =
Mn1,n2
Mn1+1,n2
lim
q→−1
Nn1+1,n2
Nn1,n2
τ
(1)
n1,n2
4(1+q)
, θ(6)n1,n2 =
Mn1,n2
Mn1,n2−1
lim
q→−1
Nn1,n2−1
Nn1,n2
τ
(6)
n1,n2
4(1+q)
,
θ(2)n1,n2 =
Mn1,n2
Mn1+1,n2−1
lim
q→−1
Nn1+1,n2−1
Nn1,n2
τ
(2)
n1,n2
4(1+q)
, θ(7)n1,n2 =
Mn1,n2
Mn1−1,n2+2
lim
q→−1
Nn1−1,n2+2
Nn1,n2
τ
(7)
n1,n2
4(1+q)
,
θ(3)n1,n2 =
Mn1,n2
Mn1+1,n2−2
lim
q→−1
Nn1+1,n2−2
Nn1,n2
τ
(3)
n1,n2
4(1+q)
, θ(8)n1,n2 =
Mn1,n2
Mn1−1,n2+1
lim
q→−1
Nn1−1,n2+1
Nn1,n2
τ
(8)
n1,n2
4(1+q)
,
θ(4)n1,n2 =
Mn1,n2
Mn1,n2+1
lim
q→−1
Nn1,n2+1
Nn1,n2
τ
(4)
n1,n2
4(1+q)
, θ(9)n1,n2 =
Mn1,n2
Mn1−1,n2
lim
q→−1
Nn1−1,n2
Nn1,n2
τ
(9)
n1,n2
4(1+q)
,
θ(5)n1,n2 = limq→−1
τ
(5)
n1,n2
4(1+q)
.
The limits are assumed to be parametrized by (3.6) and (3.7). The results of these limits can be found in
the appendix. Moreover, the recurrence relation operator is obtained via
lim
q→−1
ca2
4(1 + q)
[ (a+b)(ab+q)
ab(1+q) −z1−z
−1
1
]
= z1 − α
2 + β2. (3.30)
Combining all these results, the recurrence relation (3.27) reduces to the desired 9-term recurrence relation
for the bivariate Bannai-Ito polynomials.
The 3-term recurrence relation simply follows from the the recurrence relation of the univariate Bannai-Ito
polynomials (1.6) applied to the second polynomial of (3.1).
These two propositions establish the full multispectrality of the bivariate Bannai-Ito polynomials. Im-
portantly, the recurrence relations prove that the Bn1,n2 are polynomials and not simply rational functions
of z1 and z2.
4 Conclusion
This paper has enlarged the catalogue of orthogonal polynomials in two variables with the construction of
bivariate polynomials of Bannai-Ito type. Their identification and characterization made use of the q → −1
limits of both the bivariate q-Racah and Askey-Wilson polynomials of Gasper and Rahman. The first
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instance led to a truncated version (Definition 1) equipped with a set of positive-definite weights on a two-
dimensionnal lattice against which the BI polynomials are orthogonal. The q → −1 limit of the bivariate
Askey-Wilson polynomials yielded untruncated Bannai-Ito polynomials in two variables (Definition 2) out of
which the finite ones (Definition 1) can be obtained by the choice of parameters (3.3). This latter approach
allowed for the identification of the difference equations and recurrence relations obeyed by the resulting
functions showing in particular that they are indeed polynomials. Let us remark that the finite bivariate
Bannai-Ito polynomials that have been found do only make use of the truncation conditions i) and iii) that
the univariate polynomials admit. The question of whether there are other bivariate extensions that rely on
different reduction mixtures and in particular condition ii) is open and certainly worth exploring.
In another vein, one may wonder if there are natural multivariate generalizations of the Bannai-Ito
polynomials along the symmetric function direction. In this respect, the examination of the q → −1 limit of
the Koornwinder polynomials of BC2 type could prove illuminating and is envisaged.
We have initiated this exploration of the Bannai-Ito polynomials in many variables within the Tratnik
framework because of the expected occurence of extensions of that type in the representation theory of the
higher rank Bannai-Ito algebra [26] as well as in certain superintegrable models that have been constructed
[27, 28]. Let us mention the following to be concrete. A Hamiltonian system on the 3-sphere whose symme-
tries realize the Bannai-Ito algebra of rank 2 has been constructed in [27] and various bases of wavefunctions
have been explicitly obtained using the Cauchy-Kovalevskaia extension theorem. It is expected that bivariate
Bannai-Ito polynomials arise in the interbasis connection coefficients. Do these overlaps coincide with the
two-variable polynomials constructed here or do they belong to another extension yet to be found? We plan
on looking into this in the near future. Another related question is to determine the algebra underscoring
the multispectrality of the two variable BI polynomials we have defined, that is the algebra generated by
L1, L2, x1 and x2. How does the resulting algebra compare with the rank 2 Bannai-Ito algebra? We hope to
report on most of these questions soon.
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A Appendix
To make the article more reader friendly, some cumbersome formulas have been relegated to this appendix.
The normalization coefficients appearing in the orthogonality relation (2.13) are given by
H2n1,2n2,2N =
n1!n2!(2p2)n1(2p3+
1
2 )n2(c+n1+2p2+
1
2 )N (c−N−2p1+
3
2 )n1+n2
(N−n1−n2)!(c+n1+
1
2 )N−n1(c+n1+2p2+
1
2 )
2
n1(c+2n1+n2+2p2+
1
2 )N−n1−n2
×
(c+N+n1+2p2+2p3+1)n2(c+2n1+n2+2p2+2p3+1)N−n1−n2
(c+2n1+n2+2p2+2p3+1)2n2(−2N−2p1−2p2−2p3+
1
2 )N−n1−n2
H2n1+1,2n2,2N =
n1!n2!(2p2)n1+1(2p3+
1
2 )n2(c+n1+2p2+
1
2 )N (c−N−2p1+
3
2 )n1+n2
(N−n1−n2−1)!(c+n1+
3
2 )N−n1−1(c+n1+2p2+
1
2 )
2
n1+1
(c+2n1+n2+2p2+
3
2 )N−n1−n2−1
×
(c+N+n1+2p2+2p3+2)n2(c+2n1+n2+2p2+2p3+2)N−n1−n2
(c+2n1+n2+2p2+2p3+2)2n2(−2N−2p1−2p2−2p3+
1
2 )N−n1−n2
H2n1,2n2+1,2N =
n1!n2!(2p2)n1(2p3+
1
2 )n2+1(c+n1+2p2+
1
2 )N (c−N−2p1+
3
2 )n1+n2
(N−n1−n2−1)!(c+n1+
1
2 )N−n1(c+n1+2p2+
1
2 )
2
n1(c+2n1+n2+2p2+
3
2 )N−n1−n2−1
×
(c+N+n1+2p2+2p3+1)n2+1(c+2n1+n2+2p2+2p3+1)N−n1−n2
(c+2n1+n2+2p2+2p3+1)2n2+1(−2N−2p1−2p2−2p3+
1
2 )N−n1−n2
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H2n1+1,2n2+1,2N =
n1!n2!(2p2)n1+1(2p3+
1
2 )n2+1(c+n1+2p2+
1
2 )N (c−N−2p1+
3
2 )n1+n2+1
(N−n1−n2−1)!(c+n1+
3
2 )N−n1−1(c+n1+2p2+
1
2 )
2
n1+1
(c+2n1+n2+2p2+
5
2 )N−n1−n2−2
×
(c+N+n1+2p2+2p3+2)n2(c+2n1+n2+2p2+2p3+2)N−n1−n2
(c+2n1+n2+2p2+2p3+2)2n2+1(−2N−2p1−2p2−2p3+
1
2 )N−n1−n2−1
H2n1,2n2,2N+1 =
n1!n2!(2p2)n1(2p3+
1
2 )n2(c+n1+2p2+
1
2 )N (c−N−2p1+
1
2 )n1+n2
(N−n1−n2)!(c+n1+
1
2 )N−n1+1(c+n1+2p2+
1
2 )
2
n1(c+2n1+n2+2p2+
1
2 )N−n1−n2
×
(c+N+n1+2p2+2p3+2)n2(c+2n1+n2+2p2+2p3+1)N−n1−n2+1
(c+2n1+n2+2p2+2p3+1)2n2(−2N−2p1−2p2−2p3−
1
2 )N−n1−n2+1
H2n1+1,2n2,2N+1 =
n1!n2!(2p2)n1+1(2p3+
1
2 )n2(c+n1+2p2+
1
2 )N (c−N−2p1+
1
2 )n1+n2+1
(N−n1−n2)!(c+n1+
3
2 )N−n1(c+n1+2p2+
1
2 )
2
n1+1
(c+2n1+n2+2p2+
3
2 )N−n1−n2−1
×
(c+N+n1+2p2+2p3+2)n2(c+2n1+n2+2p2+2p3+2)N−n1−n2
(c+2n1+n2+2p2+2p3+2)2n2(−2N−2p1−2p2−2p3−
1
2 )N−n1−n2
H2n1,2n2+1,2N+1 =
n1!n2!(2p2)n1(2p3+
1
2 )n2+1(c+n1+2p2+
1
2 )N (c−N−2p1+
1
2 )n1+n2+1
(N−n1−n2)!(c+n1+
1
2 )N−n1+1(c+n1+2p2+
1
2 )
2
n1(c+2n1+n2+2p2+
3
2 )N−n1−n2−1
×
(c+N+n1+2p2+2p3+1)n2+1(c+2n1+n2+2p2+2p3+1)N−n1−n2
(c+2n1+n2+2p2+2p3+1)2n2+1(−2N−2p1−2p2−2p3−
1
2 )N−n1−n2
H2n1+1,2n2+1,2N+1 =
n1!n2!(2p2)n1+1(2p3+
1
2 )n2+1(c+n1+2p2+
1
2 )N (c−N−2p1+
1
2 )n1+n2+1
(N−n1−n2−1)!(c+n1+
3
2 )N−n1(c+n1+2p2+
1
2 )
2
n1+1
(c+2n1+n2+2p2+
5
2 )N−n1−n2−2
×
(c+N+n1+2p2+2p3+2)n2+1(c+2n1+n2+2p2+2p3+2)N−n1−n2
(c+2n1+n2+2p2+2p3+2)2n2+1(−2N−2p1−2p2−2p3−
1
2 )N−n1−n2
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The coefficients of the differential operator L (3.21) of section 3 read
C−1,−1 = −
(z1 − a)(z1 − b)(z2 − c)(z2 − d)(z1z2 − a2)(z1z2 − a2q)
(z21 − 1) (z
2
2 − 1) (z
2
1 − q) (q − z
2
2)
C−1,0 =
z2q(q + 1) (z1 − a) (z1 − b) (z1z2 − a2) (z1 − a2z2)
(
1 + cdq −
(z22+1)(c+d)
(q+1)z2
)
(z21 − 1) (z
2
1 − q) (q − z
2
2) (qz
2
2 − 1)
C−1,1 =
(a− z1)(z1 − b)(cz2 − 1)(1− dz2)(z1 − a2z2)(z1 − a2qz2)
(z21 − 1) (z
2
2 − 1) (z
2
1 − q) (qz
2
2 − 1)
C0,−1 =
z1q(q + 1) (z2 − c) (z2 − d) (z1z2 − a2) (z2 − a2z1)
(
1 + abq −
(z21+1)(a+b)
z1(q+1)
)
(z22 − 1) (z
2
1 − q) (1− qz
2
1) (z
2
2 − q)
C0,0 = −1 +
a2(a+ b)(c+ d)
q + 1
−
aa22bcd
q
+
z21z
2
2q
2(q + 1)2
(
1 + abq −
(z21+1)(a+b)
z1(q+1)
)(
1 +
a22
q −
a2(z
2
1+1)(z
2
2+1)
z1z2(q+1)
)(
1 + cdq −
(z22+1)(c+d)
z2(q+1)
)
(z21 − q) (1− qz
2
1) (z
2
2 − q) (1− qz
2
2)
C0,1 =
z1q(q + 1)(1− cz2)(1 − dz2)(z1 − a2z2)(1− a2z1z2)
(
1 + abq −
(z21+1)(a+b)
z1(q+1)
)
(1− z22) (z
2
1 − q) (1− qz
2
1) (1− qz
2
2)
C1,−1 =
(az1 − 1)(bz1 − 1)(c− z2)(z2 − d)(a2z1 − z2)(a2qz1 − z2)
(z21 − 1) (z
2
2 − 1) (qz
2
1 − 1) (q − z
2
2)
C1,0 =
z2q(q + 1)(1− az1)(1 − bz1)(z2 − a2z1)(1 − a2z1z2)
(
1 + cdq −
(z22+1)(c+d)
(q+1)z2
)
(z21 − 1) (qz
2
1 − 1) (q − z
2
2) (qz
2
2 − 1)
C1,1 = −
(az1 − 1)(bz1 − 1)(cz2 − 1)(1− dz2)(a2z1z2 − 1)(a2qz1z2 − 1)
(z21 − 1) (z
2
2 − 1) (qz
2
1 − 1) (qz
2
2 − 1)
The recurrence coefficients for the Askey-Wilson polynomials appearing in (3.27) have the following
expressions
τ (1)n1,n2 = −
(
a22q
n1−1
) (
aa22bq
n1−q
)
(aa2cq
n1+n2−1) (a2bcqn1+n2−1)
(
aa22bcdq
2n1+n2−1
) (
aa22bcdq
2n1+n2−q
)
(aa22bq
2n1−1) (aa22bq
2n1−q)
(
aa22bcdq
2(n1+n2)−1
) (
aa22bcdq
2(n1+n2)−q
)
τ (2)n1,n2 =
a2cq
n1 (qn2−1)
(
a22q
n1−1
) (
aa22bq
n1−q
) (
aa22bcdq
2n1+n2−q
) (
(a+b)(q+aa22bcdq
2(n1+n2))−aa2b(q+1)(c+d)qn1+n2
)
(q−aa22bq
2n1) (aa22bq
2n1−1)
(
q2−aa22bcdq
2(n1+n2)
) (
aa22bcdq
2(n1+n2)−1
)
τ (3)n1,n2 = −
aa22bc
2q2n1 (qn2−1) (qn2−q)
(
a22q
n1−1
) (
aa22bq
n1−q
)
(aa2dq
n1+n2−q) (a2bdqn1+n2−q)
(aa22bq
2n1−1) (aa22bq
2n1−q)
(
aa22bcdq
2(n1+n2)−q
) (
aa22bcdq
2(n1+n2)−q2
)
τ (4)n1,n2 = −
q(q+1) (1−cdqn2) (1−aa2cqn1+n2) (1−a2bcqn1+n2)
(
1−aa22bcdq
2n1+n2−1
) (
1+
a22
q −
(a2b+aq)(a2a22bq
2n1+aq)
a3bqn1+1(q+1)
)
(
1− q
2−2n1
aa22b
)
(1−aa22bq
2n1)
(
1−aa22bcdq
2(n1+n2)
)
(1−aa22bcdq
2n1+2n2−1)
τ (5)n1,n2 = −
q2(q+1)2
(
1+
a22
q −
(ab+q)(q+aa22bq
2n1 )
abqn1+1(q+1)
)(
1+ cd−
(a+b)(q+aa22bcdq
2(n1+n2))
aa2bdqn1+n2(q+1)
)(
1+ cdq −
(q+aa22bq
2n1 )(q+aa22bcdq
2(n1+n2))
aa22bq
1+2n1+n2(q+1)
)
(
1− q
2−2n1
aa22b
)
(1−aa22bq
2n1)
(
1− q
−2(n1+n2−1)
aa22bcd
) (
1−aa22bcdq
2(n1+n2)
)
τ (6)n1,n2 =
a22c
2qn1(qn2−1) (q−aa22bq
2n1+n2) (q−aa2dqn1+n2) (q−a2bdqn1+n2) (abqn1(1+q)(a22+q)−(ab+q)(q+aa
2
2bq
2n1))
(q2−aa22bq
2n1) (aa22bq
2n1−1)
(
q−aa22bcdq
2(n1+n2)
) (
q2−aa22bcdq
2(n1+n2)
)
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τ (7)n1,n2 =
aa42bq
2n1+1 (1−qn1) (q−abqn1) (1−cdqn2)
(
1−cdqn2+1
)
(1−aa2cq
n1+n2) (1−a2bcq
n1+n2)
(q−aa22bq
2n1) (q2−aa22bq
2n1)
(
q−aa22bcdq
2(n1+n2)
) (
aa22bcdq
2(n1+n2)−1
)
τ (8)n1,n2 =
a32cq
n1 (qn1−1) (q−abqn1) (cdqn2−1)
(
q−aa22bq
2n1+n2
) (
(a+ b)(q + aa22bcdq
2(n1+n2))− aa2b(c+d)(1+q)qn1+n2
)
(q−aa22bq
2n1) (q2−aa22bq
2n1)
(
q2−aa22bcdq
2(n1+n2)
) (
1−aa22bcdq
2(n1+n2)
)
τ (9)n1,n2 = −
a22c
2 (qn1−1) (abqn1−q)
(
aa22bq
2n1+n2−q
) (
aa22bq
2n1+n2−q2
)
(aa2dq
n1+n2−q) (a2bdqn1+n2−q)
(q−aa22bq
2n1) (q2−aa22bq
2n1)
(
q−aa22bcdq
2(n1+n2)
) (
q2−aa22bcdq
2(n1+n2)
)
The coefficients for the 9-term recurrence relation (3.26) satisfied by the bivariate Bannai-Ito polynomials
are
θ(1)n1,n2 = (−1)
n2
θ(2)n1,n2 =


n2
4
(
2β+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
− −2α+2γ+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
)
n1 even, n2 even,
1
4 (2γ + 2δ + n2)
(
−2α+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
− 2β+2γ+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
)
n1 even, n2 odd,
n2
4
(
2β+2γ+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
− −2α+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
)
n1 odd, n2 even,
1
4 (2γ + 2δ + n2)
(
−2α+2γ+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
− 2β+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
)
n1 odd, n2 odd,
θ(3)n1,n2 =


−n2(2γ+2δ+n2−1)(−2α+2γ+2ǫ+n1+n2)(2β+2δ+2ǫ+n1+n2)16(−α+β+γ+δ+2ǫ+n1+n2)2 n1 even, n2 even,
(n2−1)(2γ+2δ+n2)(−2α+2δ+2ǫ+n1+n2)(2β+2γ+2ǫ+n1+n2)
16(−α+β+γ+δ+2ǫ+n1+n2)2
n1 even, n2 odd,
−n2(2γ+2δ+n2−1)(−2α+2δ+2ǫ+n1+n2)(2β+2γ+2ǫ+n1+n2)16(−α+β+γ+δ+2ǫ+n1+n2)2 n1 odd, n2 even,
(n2−1)(2γ+2δ+n2)(−2α+2γ+2ǫ+n1+n2)(2β+2δ+2ǫ+n1+n2)
16(−α+β+γ+δ+2ǫ+n1+n2)2
n1 odd, n2 odd,
θ(4)n1,n2 =


1−
2ǫ+
n1
2
−α+β+2ǫ+n1+
1
2
−
n1
2
−α+β+2ǫ+n1−
1
2
n1 even,
1−
2ǫ+
n1−1
2
−α+β+2ǫ+n1−
1
2
−
n1+1
2
−α+β+2ǫ+n1+
1
2
n1 odd,
θ(5)n1,n2 =


− 14
(
n1
−2α+2β+4ǫ+2n1−1
+ 4ǫ+n1
−2α+2β+4ǫ+2n1+1
− 1
)(
2α+2β− 2β+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
+1
)
×
(
−2α+2β− n2
−α+β+γ+δ+2ǫ+n1+n2
+4ǫ+2n1+1
)
n1 even, n2 even,
− 14
(
n1
−2α+2β+4ǫ+2n1−1
+ 4ǫ+n1
−2α+2β+4ǫ+2n1+1
− 1
)(
2α+2β+ 2(β+γ)+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
−1
)
×
(
−2α+2β+ n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
+4ǫ+2n1−1
)
n1 even, n2 odd,
− 14
(
n1+1
−2α+2β+4ǫ+2n1+1
+ 4ǫ+n1−1
−2α+2β+4ǫ+2n1−1
− 1
)(
2α+2β+ −2α+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
−1
)
×
(
−2α+2β− n2
−α+β+γ+δ+2ǫ+n1+n2
+4ǫ+2n1+1
)
n1 odd, n2 even,
− 14
(
n1+1
−2α+2β+4ǫ+2n1+1
+ 4ǫ+n1−1
−2α+2β+4ǫ+2n1−1
− 1
)(
2α+2β− −2α+2γ+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
+1
)
×
(
−2α+2β+ n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
+4ǫ+2n1−1
)
n1 odd, n2 odd,
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θ(6)n1,n2 =


n2
(
2α−2β+
2n1
−2α+2β+4ǫ+2n1−1
−1
)
(−α+γ+ǫ+n1+n22 )(β+δ+ǫ+
n1+n2
2 )(−α+β+γ+δ+2ǫ+n1+
n2
2 )
2(−2α+2β+4ǫ+2n1+1)(−α+β+γ+δ+2ǫ+n1+n2)2
n1 even, n2 even,
(γ+δ+n22 )
(
2α−2β+
2n1
−2α+2β+4ǫ+2n1−1
−1
)
(−α+β+2ǫ+n1+n22 )(−α+δ+ǫ+
n1+n2
2 )(β+γ+ǫ+
n1+n2
2 )
(−2α+2β+4ǫ+2n1+1)(−α+β+γ+δ+2ǫ+n1+n2)2
n1 even, n2 odd,
n2
(
2α−2β+
8ǫ+2n1−2
−2α+2β+4ǫ+2n1−1
−1
)
(−α+δ+ǫ+n1+n22 )(β+γ+ǫ+
n1+n2
2 )(−α+β+γ+δ+2ǫ+n1+
n2
2 )
2(−2α+2β+4ǫ+2n1+1)(−α+β+γ+δ+2ǫ+n1+n2)2
n1 odd, n2 even,
(γ+δ+n22 )
(
2α−2β+
8ǫ+2n1−2
−2α+2β+4ǫ+2n1−1
−1
)
(−α+β+2ǫ+n1+n22 )(−α+γ+ǫ+
n1+n2
2 )(β+δ+ǫ+
n1+n2
2 )
(−2α+2β+4ǫ+2n1+1)(−α+β+γ+δ+2ǫ+n1+n2)2
n1 odd, n2 odd,
θ(7)n1,n2 =


(−1)n2 n1(−2α+2β+4ǫ+n1−1)(−2α+2β+4ǫ+2n1−1)2 n1 even,
(−1)n2 (4ǫ+n1−1)(−2α+2β+n1)(−2α+2β+4ǫ+2n1−1)2 n1 odd,
θ(8)n1,n2 =


−
n1
2 (−2α+2β+4ǫ+n1−1)(−α+β+γ+δ+2ǫ+n1+
n2
2 )
(
2α+2β−
−2α+2γ+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
+1
)
(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2+1)
n1 even, n2 even,
n1
2 (−2α+2β+4ǫ+n1−1)(−α+β+2ǫ+n1+
n2
2 )
(
2α+2β+
−2α+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
−1
)
(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2)
n1 even, n2 odd,
(2ǫ+n1−12 )(2α−2β−n1)(−α+β+γ+δ+2ǫ+n1+
n2
2 )
(
2α+2β+
−2α+2γ+2ǫ+n1+n2+1
−α+β+γ+δ+2ǫ+n1+n2+1
−1
)
(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2)
n1 odd, n2 even,
−
(2ǫ+n1−12 )(2α−2β−n1)(−α+β+2ǫ+n1+
n2
2 )
(
2α+2β−
−2α+2γ+2ǫ+n1+n2
−α+β+γ+δ+2ǫ+n1+n2
+1
)
(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2+1)
n1 odd, n2 odd,
θ(9)n1,n2 =


n1
2 (−2α+2β+4ǫ+n1−1)(−2α+2β+4ǫ+2n1+n2−1)(−α+γ+ǫ+
n1+n2
2 )(β+δ+ǫ+
n1+n2
2 )(−α+β+γ+δ+2ǫ+n1+
n2
2 )
(−1)n2+1(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2)2
n1 even, n2 even,
n1
2 (−2α+2β+4ǫ+n1−1)(−2α+2β+4ǫ+2n1+n2)(−α+δ+ǫ+
n1+n2
2 )(β+γ+ǫ+
n1+n2
2 )(−α+β+γ+δ+2ǫ+n1+
n2−1
2 )
(−1)n2+1(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2)2
n1 even, n2 odd,
(2ǫ+n1−12 )(−2α+2β+n1)(−2α+2β+4ǫ+2n1+n2−1)(−α+δ+ǫ+
n1+n2
2 )(β+γ+ǫ+
n1+n2
2 )(−α+β+γ+δ+2ǫ+n1+
n2
2 )
(−1)n2+1(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2)2
n1 odd, n2 even,
(2ǫ+n1−12 )(−2α+2β+n1)(−2α+2β+4ǫ+2n1+n2)(−α+γ+ǫ+
n1+n2
2 )(β+δ+ǫ+
n1+n2
2 )(−α+β+γ+δ+2ǫ+n1+
n2−1
2 )
(−1)n2+1(−2α+2β+4ǫ+2n1−1)2(−α+β+γ+δ+2ǫ+n1+n2)2
n1 odd, n2 odd.
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