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Under some technical assumptions it is shown that the Hausdorff dimension of the
harmonic measure on the limit set of a conformal inﬁnite iterated function system is
strictly less than the Hausdorff dimension of the limit set itself if the limit set is
contained in a real–analytic curve, if the iterated function system consists of
similarities only, or if this system is irregular. As a consequence of this general result
the same statement is proven for hyperbolic and parabolic Julia sets, ﬁnite parabolic
iterated function systems and generalized polynomial-like mappings. Also sufﬁcient
conditions are provided for a limit set to be uniformly perfect and for the harmonic
measure to have the Hausdorff dimension less than 1. Some results in the spirit of
Przytycki et al. (Ann. of Math. 130 (1989), 1–40; Stud. Math. 97 (1991), 189–225) are
obtained. # 2002 Elsevier Science (USA)1. INTRODUCTION, PRELIMINARIES
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URBAN´SKI AND ZDUNIK2below). Conformal inﬁnite iterated function systems appear as natural
objects in a number of subﬁelds of dynamical systems. Inducing procedures
mentioned brieﬂy at the end of this Introduction and thoroughly explored in
Section 6 already provide a large class of examples. Conformal inﬁnite
iterated function systems emerge also naturally when studying parabolic
implosions (see [DSZ,UZ1,UZ2] for example) or transcendental entire or
meromorphic functions (see [Ba,KU1,KU2,UZ] for example). The concept
of conformal inﬁnite iterated function systems provides methods and tools
to treat all this variety of objects with a uniﬁed framework. Our paper also
contributes in this direction. In particular, we extend in this way the setting
from [PV, Vo], we focus our attention mainly on the same problem as they
did: Is the Hausdorff dimension of the harmonic measure on the limit set
(the repeller and the Julia set in their context) of the iterated function system
considered strictly less than the Hausdorff dimension of the limit set? Under
some technical assumptions, assuming that the closure of the limit set is
uniformly perfect our answer is positive in the following three cases: If the
limit set is contained in a real–analytic curve, if the iterated function system
consists of similarities only, or if it is irregular.
The motivation of our approach comes essentially from three sources: the
paper [Zd2], where a method of constructing invariant measures has been
proposed and turned out to be adaptable with some modiﬁcation to our
setting, from [HMU,MU3,MU4], where H .older families of functions and
H .older potentials on a subshift of ﬁnite type with inﬁnite alphabet have been
treated from the point of view of thermodynamic formalism and, in our
present setting, applied to the Jacobian of harmonic measure, and ﬁnally
from [MPU], where the Radon–Nikodym derivative of the invariant
measure equivalent with conformal measure has been shown to have a
real–analytic extension on a neighbourhood of the limit set. This last result
enabled us to avoid delicate and difﬁcult considerations concerning the
Jacobian of harmonic measure.
The strategy of the proof of our main theorem is the following. By Hanus
et al. [HMU], equality of dimensions of harmonic measure and the limit set
implies equality of invariant harmonic measure and invariant conformal
measure. In view of the result for the Radon–Nikodym derivative of the
invariant measure conformal measure, this equality of invariant measures
yields that the Jacobians of harmonic measure have a real–analytic
extensions. Hence, by harmonic rigidity lemma these are constant. Since
the invariant harmonic and conformal measures coincide, due to some
results from [MPU], this implies that our iterated function system is
conformally conjugate with a linear one. And for linear systems we have a
separate argument.
Developing various inducing procedures we create suitable inﬁnite
iterated function systems to apply our general results for such systems to
HAUSDORFF DIMENSION OF HARMONIC MEASURE 3a large class of ‘‘one-dimensional’’ examples comprising Julia sets of
hyperbolic and parabolic rational functions of the Riemann sphere, ﬁnite
parabolic iterated function systems, and generalized polynomial-like
mappings. Note that the main theorem is also true on a sufﬁciently small
open neighbourhood of a ‘‘one-dimensional’’ hyperbolic rational function.
We also provide sufﬁcient conditions for a limit set to be uniformly
perfect, for the harmonic measure to have the Hausdorff dimension less
than 1, and we obtain some results in the spirit of [PUZ, I, II].
Remark 1.1. We would like to end this Introduction by emphasizing
that if an appropriate version of the harmonic rigidity (Lemma 4.8) is
proven, then our results automatically become true for all the systems
considered without the ‘‘one-dimensionality’’ assumption.
Remark 1.2. We would like also to emphasize that almost a half of our
paper (Section 6) is devoted to explore in great detail various non-hyperbolic
examples including generalized polynomial-like mappings. Our main goal
we achieve in this section is to reduce the problem of inequality between the
Hausdorff dimension of the harmonic measure and the Hausdorff dimension
of the reference set to the same problem for the limit set of an appropriate
inﬁnite hyperbolic iterated function system. Thus, the results from Sections
1–5 apply in this context. We ﬁnd this reduction step interesting even though
actually all real–analytic non-hyperbolic GPLs are critically ﬁnite and the
critical point is of order 2.
To start preliminaries, we want to say that throughout the entire paper if
R : X ! Y is a measurable map of a measurable space X endowed with a
measure Z into measurable space Y ; then by Z 8R
1 we mean the measure
on Y given by the formula
Z 8R
1ðAÞ ¼ ZðR1ðAÞÞ
for every measurable subset A of Y : If in addition R is injective and r is a
measure on Y then by r 8R we mean the measure on X given by the formula
r 8RðAÞ ¼ rðRðAÞÞ
for every measurable subset A of X : Passing to iterated function systems let
I be a countable index set with at least two elements and let S ¼ ffi : X !
X : i 2 Ig be a collection of injective contractions from a compact metric
space X (equipped with a metric r) into X for which there exists 0oso1
such that rðfiðxÞ;fiðyÞÞ4srðx; yÞ for every i 2 I and for every pair of
points x; y 2 X : Thus, the system S is uniformly contractive. Any such
collection S of contractions is called an iterated function system. We are
URBAN´SKI AND ZDUNIK4particularly interested in the properties of the limit set deﬁned by such a
system. We can deﬁne this set as the image of the coding space under a
coding map as follows. Let In ¼ Sn51 In; the space of ﬁnite words, and for
t 2 In; n51; let ft ¼ ft1 8ft2 8 	 	 	 8 ftn : Let I1 ¼ fftng
1
n¼1g be the set of
all inﬁnite sequences of elements of I : If t 2 In [ I1 and n51 does not
exceed the length of t; we denote by tjn the word t1t2 . . . tn: Since given
t 2 I1; the diameters of the compact sets ftjnðXÞ; n51; converge to zero
and since they form a descending family, the set
\1
n¼0
ftjnðX Þ
is a singleton and therefore, denoting its only element by pðtÞ; deﬁnes the
coding map
p : I1 ! X :
The main object in the theory of iterated function systems is the limit set
deﬁned as follows:
J ¼ pðI1Þ ¼
[
t2I1
\1
n¼1
ftjnðX Þ ¼
\
n51
[
jtj¼n
ftðXÞ:
Observe that J satisﬁes the natural invariance equality, J ¼ Si2I fiðJÞ:
Notice that if I is ﬁnite, then J is compact and this property fails for inﬁnite
systems. Let Xð1Þ be the set of limit points of all sequences xi 2 fiðXÞ;
i 2 I 0; where I 0 ranges over all inﬁnite subsets of I : In [MU1] the following
has been proved.
Proposition 1.3. If limi2I diamðfiðX ÞÞ ¼ 0; then
%J ¼ J [So2In foðX ð1ÞÞ:
From now on throughout the whole paper we assume that d ¼ 2; more
precisely that X is a closed Jordan domain contained in the complex plane
C; and that ffig is a conformal iterated function system consisting of
holomorphic contractions. As usually in the deﬁnition of conformal IFS (see
[MU1]), we assume that there exists a topological disk U containing X such
that all fi extend to univalent holomorphic maps deﬁned on U : In addition,
and this makes our class of conformal iterated function systems narrower
than that in [MU1], we assume that X itself is a closed topological disk and
[
i2I
fiðXÞ  Int X : ð1:1Þ
HAUSDORFF DIMENSION OF HARMONIC MEASURE 5We also assume that
fiðXÞ \ fjðX Þ ¼ | ð1:2Þ
for all i; j 2 I ; iaj and that %J is a topological Cantor set. Note that in
general (1.2) does not imply this property; this is however so, if the system S
is one dimensional, that is if X is contained in a real–analytic curve which is
invariant under all maps fi; i 2 I :
Notice that due to Koebe’s distortion theorem our assumptions imply
that the distortion of all ft is bounded above and below by a universal
constant. More precisely, there exists K51 such that
K14
jf0oðyÞj
jf0oðxÞj
4K
for all o 2 In and all x; y 2 V ¼ BðX ; 1
2
distðX ; @VÞÞ: This property is
denoted here by (BDP).
Let us now collect some geometric consequences of (BDP). We have for
all words t 2 In and all convex subsets C of V
diamðftðCÞÞ4kf0tkdiamðCÞ ð1:3Þ
and
diamðftðVÞÞ4Dkf0tk; ð1:4Þ
where the norm k 	 k is the supremum norm taken over V and D51 is a
universal constant. Moreover,
diamðftðJÞÞ5D1kf0tk ð1:5Þ
and
ftðBðx; rÞÞ*BðftðxÞ;K1kf0tkrÞ; ð1:6Þ
for every x 2 X ; every 0or4distðX ; @VÞ=2; and every word t 2 In:
The topological pressure function PðtÞ; for a conformal iterated function
systems is deﬁned as follows:
PðtÞ ¼ lim
n!1
1
n
log
X
jtj¼n
kf0tkt:
As it was shown in [MU1] there are two natural disjoint classes of conformal
iterated function systems, regular and irregular. A system is called regular if
there exists t50 such that PðtÞ ¼ 0: In Theorem 1.10 we will provide a
different, in a sense more geometric, characterization of regular systems.
URBAN´SKI AND ZDUNIK6Otherwise the system is called irregular. Denote by HDðAÞ the Hausdorff
dimension of a set A (treated as a subset of a metric space) and by Ht the t-
dimensional Hausdorff measure. The following result has been proved in
[MU1].
Theorem 1.4. If S is a conformal iterated function system, then
HDðJÞ ¼ supfHDðJF Þ : F  I ; F finiteg ¼ infft50 : PðtÞ40g:
If PðtÞ ¼ 0; then t ¼ HDðJÞ:
Following [MU4] we will work with the following.
Definition 1.5. Fix b > 0 and let F ¼ f f ðiÞ : J ! R : i 2 Ig be a family
of functions such that deﬁning for each n51;
VnðFÞ ¼ sup
t2In
sup
x;y2J
fj f ðt1ÞðfsðtÞðxÞÞ  f ðt1ÞðfsðtÞðyÞÞjgebðn1Þ;
the following is satisﬁed:
VbðFÞ ¼ sup
n51
fVnðFÞgo1:
The collection F is called then a H .older family of functions (of order b).
In [HMU,HU,Ur] it was additionally assumed that all the functions f ðiÞ;
i 2 I ; have continuous extensions to %J: Due to the progress done in
[MU3,MU4] this requirement is not needed anymore.
Definition 1.6. If (in addition to Deﬁnition 1.5)
X
i2I
esupð f
ðiÞÞo1;
then the family F is called a summable H .older family of functions of order b:
Remark that in [HMU,Ur] instead of summable H .older families the term
strongly H .older families has been used. Throughout this paper the family F
is assumed to be summable H .older of some order b > 0: We have made the
conventions that the empty word | is the only word of length 0 and f| ¼
IdX : Let s : I1 [ In !: I1 [ In be the shift map, i.e. cutting off the ﬁrst
coordinate. Following the classical thermodynamic formalism, we deﬁned
HAUSDORFF DIMENSION OF HARMONIC MEASURE 7the topological pressure of F by setting
PðFÞ ¼ lim
n!1
1
n
log
X
jtj¼n
exp sup
J
Xn
j¼1
f tj 8 fsjt
 !
:
Notice that the limit indeed exists since the logarithm of the partition function
ZnðFÞ ¼
X
jtj¼n
expðsupðStðFÞÞÞ
is subadditive, where
StðFÞ ¼
Xn
j¼1
f ðtjÞ 8fsjt:
Moreover,
PðFÞ ¼ inf
n51
1
n
log ZnðFÞ
 
:
Now, a Borel probability measure mF is said to be F -conformal provided it
is supported on J; for every Borel set A  X
mF ðftðAÞÞ ¼
Z
A
expðStðFÞ  PðFÞjtjÞ dmF ; 8t 2 In ð1:7Þ
and
mðftðXÞ \ frðXÞÞ ¼ 0 ð1:8Þ
for all incomparable t; r 2 In: (In our case this last condition is trivially
fulﬁlled.) In [MU4] (cf. also [HMU,HU,MU3,Ur]) we have proved the
following:
Theorem 1.7. If F is a summable H .older family of functions, then there
exists a unique F -conformal measure mF :
In addition to Theorem 1.7 we have (see [HMU] for example) the
following.
Theorem 1.8. If F is a summable H .older family of functions, then
(a) There exists a unique Borel probability measure *mF on I
1 such that
*mF 8 p
1 ¼ mF :
(b) There exists a unique s-invariant probability measure *mF absolutely
continuous with respect to *mF : Moreover, *mF is equivalent with *mF ;
URBAN´SKI AND ZDUNIK8supflogðd *mF
dmF
Þgo1 and the dynamical system s : I1 ! I1 is completely
ergodic with respect to the measure *mF :
By mF we denote the measure *mF 8 p
1:We recall now the deﬁnition of the
potential function or amalgamated function, f ; induced by the family of
functions F : Namely, f : I1 ! R is deﬁned by setting
f ðtÞ ¼ f ðt1ÞðpðsðtÞÞÞ:
Our convention will be to use lower case letters for the potential function
corresponding to a given family of functions. Frequently instead of PðFÞ we
will also write Pð f Þ:We say that a function g : I1 ! R is H .older continuous
(of some order b > 0) if
VbðgÞ ¼ sup
n51
fsupfjgðtÞ  gðrÞjebðn1Þ : tjn ¼ rjnggo1:
Obviously, if F is a H .older family of functions, then the amalgamated
function is H .older continuous. In order to clarify the situation we would like
to mention that in [MU3] we have worked in the abstract (no iterated
function system, only the shift space) situation with the functions g as above
and in [MU4] we applied the results obtained in [MU3] to geometrical
contexts. Given t 2 In we put
½t ¼ fr 2 I1 : rjjtj ¼ tg:
If b is a countable partition of I1 into Borel sets and *m is a Borel shift-
invariant measure on I1; then by
H *mðbÞ ¼ 
X
B2b
*mðBÞ logð *mðBÞÞ
We denote the entropy of the partition b with respect to the measure *m. We
also write HmðbÞ ¼ H *mðbÞ if m 8 p1 ¼ *m: The following technical result has
been proved in [HMU].
Lemma 1.9. The following four conditions are equivalent:
(a)
R
I1 f d *mFo1:
(b)
P
i2I infðf j½iÞ expðinf f j½iÞo1:
(c) For every q51; H *mF ðaqÞo1; where aq ¼ f½t : t 2 Iqg:
(d) There exists q51 such that H *mF ðaqÞo1:
Of special interest are the measures mhX; mhX; *mhX and *mhX; where tX ¼
ft logjf0ijgi2I and h ¼ HDðJÞ is the Hausdorff dimension of the limit set J: If
HAUSDORFF DIMENSION OF HARMONIC MEASURE 9the system is regular, meaning that PðhXÞ ¼ 0; we called in [MU1] the
measure mhX simply h-conformal. In the sequel this measure will be denoted
by m and the measure mhX by m: Formula (1.7) then takes on the following
form:
mhXðftðAÞÞ ¼
Z
A
jf0tjh dmhX: ð1:9Þ
The converse is also true. In fact (see [MU1]) we have proved the following.
Theorem 1.10. The following two conditions are equivalent:
(a) PðhXÞ ¼ 0 and (1.8).
(b) There exists a unique Borel probability measure m satisfying (1.9)
and (1.8).
If *m is a Borel shift-invariant measure on I1; then by
w *m ¼ 
Z
logjf0t1ðsðtÞÞj d *m
we denote the Lyapunov exponent of the measure *m: We also write wm ¼ w *m
if m 8 p
1 ¼ *m:
In the sequel we will need the following result proven in [MU4] as
Theorem 4.37 in the more general context of conformal graph directed
Markov systems (cf. also Theorem 4.1 in [HMU]) and the corollary
following it.
Theorem 1.11 (Volume Lemma). Suppose that Z is a Borel shift-
invariant ergodic probability measure on I1 such that at least one of the
numbers HZðaÞ or wZðsÞ is finite, where HZðaÞ is the entropy of the partition a
with respect to the measure Z: Then
HDðZ 8 p1Þ ¼
hZðsÞ
wZðsÞ
:
Since the Hausdorff dimension of any measure is ﬁnite and since
Lyapunov exponents are positive, as an immediate consequence of this
theorem we get the following.
Corollary 1.12. If Z is a Borel shift-invariant ergodic probability
measure on I1 and wZðsÞ is finite, then also the entropy HZðaÞ is finite.
An important tool (see [MU4]) of our approach is given by the following.
URBAN´SKI AND ZDUNIK10Theorem 1.13. Suppose that ffigi2I is a regular conformal system such
that w *mhXo1: Suppose also that *m is a Borel ergodic probability shift-invariant
measure on I1 such that H *mðaÞo1: If HDð *m 8 p1Þ ¼ h :¼ HDðJÞ; then
*m ¼ *mhX:
For every t 2 In denote by Dtm ¼
dm 8 ft
dm the Jacobian of the map ft : J ! J
with respect to the measure m ¼ mhX:We will also rely on the following result
proved in [MPU].
Theorem 1.14. For every i 2 I the Jacobian Dim has a real–analytic
extension on a common neighbourhood of X :
2. HARMONIC INVARIANT MEASURE
Although the title of this section is not entirely correct it presents well the
goal of this section: looking for invariant measures equivalent with
harmonic measures.
Throughout this whole section we assume that the domain C= %J is regular
in the sense of Dirichlet.
Since
S
i2I fiðXÞ  Int X ; there exists a slightly smaller topological disk
W with smooth boundary (denoted in the sequel by g) such that
[
i2I
fiðXÞ  W :
Obviously,
J ¼
\1
n¼1
[
joj¼n
foðWÞ:
Let G be the class of all subharmonic functions deﬁned on W which are
harmonic and positive on W = %J and vanish on %J: Note that GjW ; the
restriction to W of the Green’s function with the pole at 1 of the domain
C= %J; is a member of G: Recall also that 12pDG ¼ o: Our ﬁrst result is the
following.
Proposition 2.1. The formula
LðgÞ ¼
X
i2I
g 8 fi
defines an operator acting on the space G:
HAUSDORFF DIMENSION OF HARMONIC MEASURE 11Proof. First of all we check that the sum above is ﬁnite. For this end we
shall prove the following result which is interesting in itself.
Lemma 2.2. There exists a constant C such that for every y 2 @W ; and
every t 2 In we have
C1oðftðXÞÞ4GðftðyÞÞ4CoðftðX ÞÞ
Proof. Consider the following function:
Ft ¼ G 8 ft
1
oðftðXÞÞ
deﬁned in W : Then Ft is subharmonic in X ; positive and harmonic on X = %J;
and vanishes on %J: In addition
DFt ¼ D 1oðftðXÞÞ
G 8 ft
 
¼ 1
oðftðXÞÞ
o 8ft:
Since there is some deﬁnite space between g ¼ @W and @X ; one can use
Harnack’s inequality on g to deduce that there exists a constant K > 0 such
for all t 2 In and all x; y 2 g
FtðxÞ
FtðyÞoK :
If for some y 2 g; FtðyÞoCGðyÞ with some Co1=K2; then by above
inequalities we would have FtðxÞocGðxÞ for every x 2 W with some
constant co1: This implies that the Radon–Nikodym derivative of DFt with
respect to DG is bounded from above by co1: But since both DFt and DG
are probability measures, this is impossible. The conclusion is that for every
y 2 g
GðftðyÞÞ >
1
K2
oðftð %JÞÞ:
The opposite inequality is obtained in the same way. The proof is
complete. ]
Now, we continue the proof of Proposition 2.1. Let F 2 G: Then (by
Maximum Principle) there exist constants c;C such that cG4F4CG: Thus,
the functions
PjðFÞðyÞ ¼
X
i4j
FðfiðyÞÞ
URBAN´SKI AND ZDUNIK12satisfy for y 2 @W
PjðFÞ4C
X
i4j
GðfiðyÞÞ4C const
X
oðfiðXÞÞ4C4const GðyÞ:
By the Maximum Principle the same inequality holds in the whole domain
W : Thus, the sequence Fi is increasing and uniformly bounded, by const G;
the inﬁnite sum is an element of G: ]
If m is a Borel ﬁnite measure on X we deﬁne
m 8 S ¼
X
i2I
m 8 fi
and inductively m 8 S
nþ1 ¼ ðm 8 SnÞ 8 S: A Borel ﬁnite measure m on X is said
to be S-invariant if m 8 S ¼ m: Notice that due to (1.2) a Borel ﬁnite measure
on J is S-invariant if and only if m 8 p is shift-invariant. Using the
observation that if H : A ! B is a holomorphic homeomorphism between
the domains A;B  C; then Dðg 8HÞ ¼ Dg 8HjH 0j
2 (for g 2 C10 ) we (see
[Zd2, Proposition 1.2]) get the following.
Proposition 2.3. If g 2 G; then DðLgÞ ¼ Dg 8 S:
As an immediate consequence of this proposition, we get the following.
Corollary 2.4. If g 2 G; then DðLngÞ ¼ Dg 8 Sn for every integer n51:
Definition 2.5. The system S is called o-conservative if oð %J =JÞ ¼ 0; or
equivalently, if oðX ð1ÞÞ ¼ 0:
Repeating the reasoning from Section 2 in [Zd2] we shall prove the
following two results.
Lemma 2.6. If the system S is o-conservative then for every g 2 G there
exists a constant C51 such that
C1gðzÞ4LngðzÞ4CgðzÞ
for all n51 and all z 2 W ; a neighbourhood of %J:
Proof. Recall that W is the domain of g: Since @W is a compact Jordan
curve, using Harnack’s inequality, we deduce that there exists a constant
HAUSDORFF DIMENSION OF HARMONIC MEASURE 13T51 such that for all n51 and all g 2 G
sup@W L
ng
inf
@W
Lng
4T :
Let l ¼ inf@W g and M ¼ sup@W g: Fix n51: Suppose that at some point
z0 2 @W we have Lngðz0Þ4l=2T : Then LngðzÞ4TLngðz0Þ4l=2412gðzÞ for
every z 2 @W : Since in addition Lng  1
2
g vanishes on %J; is continuous on X
and harmonic on X = %J; we conclude from the Maximum Principle that Lng 
1
2
g40 on W = %J: Since Lng  1
2
g ¼ 0 on %J; we therefore obtain Lng41
2
g on the
whole set W : By o-conservativity, DgðSi2I fiðXÞÞ ¼ DgðXÞ and therefore
Dg 8 S
nð %JÞ are equal ðn51Þ: Since in addition the measures DLng and Dg are
supported on %J; we therefore get from Corollary 2.4 and Proposition 2.3
that
Dgð %JÞ ¼ Dg 8 Snð %JÞ ¼ DðLngÞð %JÞ412Dgð %JÞ:
This contradiction shows that inf@W L
ng5l=ð2TÞ: Thus, for every z 2 @W
we have
LngðzÞ5 l
2T
¼ l
2TM
K5
l
2TM
gðzÞ
and applying the Maximum Principle in the same way as above we
conclude that Lng5 l
2TM
g on W : Starting with the hypothesis that
there exists a point z0 2 @W such that Lngðz0Þ52MT we could proceed
similarly as above to conclude that Lng42MT
l
g on W : The proof is
complete. ]
Theorem 2.7. If the system S is o-conservative, then there exists a Borel
probability S-invariant measure n on J equivalent with the harmonic measure
o: In addition
sup log
dn
do


 
o1 and n ¼ D *G
for some function *G 2 G such that C1G4 *G4CG on W for some constant
C51:
Proof. Recall that G is the Green’s function of the domain C= %J with the
pole at 1: Consider the sequence
Gn ¼ 1
n
Xn1
i¼0
LiðGÞ; n51
URBAN´SKI AND ZDUNIK14of the functions from G: By Lemma 2.6 there exists a constant C51 such
that C1G4Gn4CG on W : Thus Gn; n51; are uniformly bounded and
one can choose a subsequence Gnk converging uniformly on compact subsets
of W to a function #G 2 G satisfying
C11 G4 #G4C1G ð2:1Þ
on W : Let x 2 W = %J: We ﬁx e > 0 and choose a compact subset F  W = %J
such that x 2 F and X
fi:fiðxÞ2W=Fg
GðfiðxÞÞo
e
C1
: ð2:2Þ
Let M ¼ #fi 2 I :fiðxÞ 2 Fg: Since Gn converges to #G uniformly on
compact sets, there exists n0 such that for n5n0
M sup
z2F
j #GðzÞ  GnðzÞjoe: ð2:3Þ
By (2.2) and (2.3) we get
jLð #GÞðxÞ  LðGnÞðxÞjo2e ð2:4Þ
and
LðGnÞ ¼L 1
n
Xn1
i¼0
LiðGÞ
 !
¼ 1
n
Xn1
i¼1
Liþ1ðGÞ
¼ 1
n
Xn1
i¼0
LiðGÞ þ 1
n
Lnþ1G  1
n
G
 
¼Gn þ 1
n
Lnþ1G  1
n
G
 
:
Thus,
jLðGnÞðxÞ  GnðxÞjoe ð2:5Þ
for all n large enough. Now, by (2.4) and (2.5) we get
jLð #GÞðxÞ  GnðxÞjo3e:
But by (2.3), jGnðxÞ  #GðxÞjoe: So,
jLð #GðxÞÞ  #GðxÞjo4e:
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D #Gð %JÞ and n ¼
D *G: Then, applying Proposition 2.3, we get
n 8 S ¼ D *G 8 S ¼ DðL *GÞ ¼ D *G ¼ n:
This means that n is S-invariant and, in view of (2.1), C14dn
do4C for
C ¼ C1=D *Gð %JÞ: In particular, n is supported on J: The proof is complete. ]
Remark 2.8. Actually, we have veriﬁed (and then used) the fact that the
operator L acts continuously on the space G: Namely, if GðnÞ 2 G and
GðnÞ ! Gð0Þ uniformly on compact sets then LðGðnÞÞ ! LðGð0ÞÞ uniformly on
compact sets.
We want to close this section with an example of a system which is not
o-conservative. The construction goes as follows. Let C  S1 be a closed
totally disconnected set of positive one-dimensional Lebesgue measure.
Consider a countable set I and a system S consisting of similarities
fi : Bð0; 2Þ ! C; i 2 I
such that the images fiðBð0; 2ÞÞ are disjoint, fiðBð0; 2Þ  B ¼ Bð0; 1Þ and
Xð1Þ ¼ C  S1: If J is the limit set of this system, then C  %J: Let o be the
harmonic measure in %C= %J evaluated at 1: Denote by oB the harmonic
measure in %C= %B: It coincides with the usual Lebesgue measure, thus
oBðCÞ > 0: But oðCÞ5oBðCÞ; so it is positive and the system is not
o-conservative.
3. UNIFORM PERFECTNESS
In this section we will provide some number of auxiliary results needed to
complete the proofs in Section 4. We recall the deﬁnition
Definition 3.1. A compact set K  C is uniformly perfect if there
exists a constant 0oco1 such that for each positive radius r40 small
enough and each point z 2 J the annulus Aðz; cr; rÞ :¼ fw 2 C : cr4
jw  zjorg intersects K :
Remark 3.2. Uniform perfectness (which, itself is an interesting geo-
metric property, see [Po]) guarantees, in particular that the complement of K
in the Riemann sphere is a domain regular in the sense of Dirichlet.
URBAN´SKI AND ZDUNIK16Let us recall from Section 1 that
X ð1Þ ¼ lim
i!1
fiðX Þ ¼
\
F
[
i2I=F
fiðXÞ;
where the intersection is taken over all ﬁnite subsets of I :
If Xð1Þ is empty (i.e. if the set I is ﬁnite) then our limit set is a (classical)
conformal expanding repeller. In this case J is always uniformly perfect (one
of the possible arguments is provided in Section 6, Theorem 6.2). If the set
of symbols I is inﬁnite, this is no longer the case.
Indeed, one can easily deﬁne an inﬁnite system which is not uniformly
perfect, because already the sets fiðXÞ can be well separated. So, let X ¼
Bð0; 1Þ and let ai be a decreasing sequence of positive numbers quickly
converging to 0; so that ai
aiþ1
!1: Let fiðzÞ ¼ ai þ liz with li small. Then
0 2 %J and, obviously, if li have been chosen small enough, %J is not
uniformly perfect.
So, some condition is certainly necessary: the construction of fi itself
must not violate the uniform perfectness property. More precisely, we need
the following property below.
Definition 3.3. We say that the set J is C-uniformly perfect ðC51Þ at
large scale if the following condition (UP) holds:
Xð1Þ is ﬁnite and for each index i 2 I there exists an inﬁnite sequence
fingn51 of elements in I (inaim if nam) such that i1 ¼ i and
C1o diamðfinðXÞÞ
diamðfinþ1ðXÞÞ
oC;
distðfinþ1ðXÞ;finðXÞÞ
minðdiamðfinðXÞÞ; diamðfinþ1ðX ÞÞÞ
oC:
Remark 3.4. It can be easily seen that if J is uniformly perfect at
large scale then for every w 2 Xð1Þ there exists a sequence jn such that
fjnðX Þ ! w and condition (UP) above is satisﬁed for the sequence jn:
The theorem below says that if the set Xð1Þ is ﬁnite, then this necessary
condition is also sufﬁcient.
Theorem 3.5. Suppose that J is C-uniformly perfect in large scale for
some constant C: Then %J; the closure of the limit set J; is uniformly perfect.
Proof. The proof below is divided into three steps. First, using condition
(UP) above, we verify the uniform perfectness property at all the points
HAUSDORFF DIMENSION OF HARMONIC MEASURE 17w 2 Xð1Þ: Next, we consider an arbitrary point z 2 J (i.e. z 2 fiðJÞ for
some i 2 I) and, using the ﬁrst step of the proof, we verify the uniform
perfectness property for all r5const diam fiðXÞ bounded above by a
universal constant. At the last step, we consider an arbitrary point z 2 J and
an arbitrary radius r with 0orodiamðXÞ:
It follows from (1.4) and (1.5) that for every t 2 In
diamðftðX ÞÞ4Dkf0tk4D2 diamðftðJÞÞ: ð3:1Þ
Let the constant C > 0 be as in condition (UP) above.
Step 1: The uniform perfectness of %J at the points w of Xð1Þ: Fix w 2
Xð1Þ and let fjng1n¼1 be the sequence claimed in Remark 3.4. It follows
from (1.2) that the set fn51 : w 2 fjnðXÞg is either a singleton or an empty
set. Let nw51 be the least element in the complement of this set. Set
Rw ¼ distðw;fjnw ðXÞÞ
and consider any radius 0oroRw: Since w 2 limn!1 fjnðXÞ and since
limn!1 diamðfjnðX ÞÞ ¼ 0; there exists an element k5nw such that fjkðXÞ 
Bðw; rÞ: Let p be such a least index k: If diamðfjpðJÞÞ5r=8D2C; then using
the fact that fjpðJÞ  Bðw; rÞ; we conclude that Aðz; r=16D2C; rÞ \ fjpðJÞa
|: But since fjpðJÞ  J; we get
Aðz; r=16D2C; rÞ \ Ja|
and we are done in this case with any constant c4 1
16
D2C: So suppose that
diamðfjpðJÞÞ4r=8D2C: Then by (3.1), diamðfjpðX ÞÞ4r=8C: So, by the
deﬁnition of w;
distðfjpðX Þ;fjp1ðXÞÞo
r
8
and diamðfjp1ðX ÞÞ4
r
8
:
Since fjp1ðXÞ \ ðC=Bðw; rÞÞa|; we deduce that
distðfjpðX Þ; @Bðw; rÞÞo
r
8
þ r
8
¼ r
4
:
Since fjpðXÞ  Bðw; rÞ and diamðfjpðXÞÞ4r=8Cor=4; we conclude that
fjpðX Þ  Aðw; r  r4 r4; rÞ ¼ Aðw; r=2; rÞ: Since J \ fjpðXÞa|; we are done
in this case with any constant c41
2
:
Put
R ¼ minfRw : w 2 X ð1Þg > 0 and c1 ¼ minf12; 116D2Cg:
Step 2: Consider now an arbitrary index i 2 I ; an arbitrary point z 2 fiðJÞ
and an arbitrary radius r such that 4
c1
diamðfiðX ÞÞoroR: Let fingn51 be the
URBAN´SKI AND ZDUNIK18sequence ascribed to the index i guaranteed by our hypothesis. Suppose that
finðXÞ \ C=B z;
c1
4
r
  
a|
for some n51: Then n52 and let q52 be the least index n with this
property. If diamðfiq1ðJÞÞ5c1r=32D2C; then using the fact that fiq1ðJÞ 
Bðz; c1r=4Þ; we conclude that Aðz; c1r=64D2C; c1r=4Þ \ fiq1ðJÞa|: But since
fiq1ðJÞ  J; we get
Aðz; c1r=64D2C; c1r=4Þ \ Ja|
and we are done in this case with any constant c4c1=64D2C: So suppose
that diamðfiq1ðJÞÞ4c1r=32D2C: Then by (3.1),
diamðfiq1ðX ÞÞ4c1r=32C: ð3:2Þ
But then
distðfiq1ðXÞ;fiqðXÞÞo
c1r
32
and diamðfiqðXÞÞ4
c1r
32
:
Since fiqðXÞ \ ðC=Bðz; c1r=4ÞÞa|; we deduce then that
distðfiq1ðXÞ; @Bðz; c1r=4ÞÞo
c1r
32
þ c1r
32
¼ c1
16
r:
Since fiq1ðX Þ  Bðz; c1r=4Þ and, by (3.2), diamðfiq1ðX ÞÞoc1r=16; we
conclude that fiq1ðXÞ  Aðz; c14 r  c116 c116; c14 rÞ  Aðz; c18 r; rÞ: Since
J \ fiq1ðX Þa|; we are done in this case with any constant c4c1=8: So,
suppose in turn that finðX Þ  Bðz; c1r=4Þ for all n51: Let w 2 C be an
arbitrary point of limn!1 finðXÞ: Then w 2 X ð1Þ \ %Bðz; c1r=4Þ and,
as r=2oR4Rw; we conclude from what has been already proved that
Aðw; c1r=2; r=2Þ \ Ja|: Then Aðw; c1r=2; r=2Þ  %Bðz; ðr=2Þ þ ðc1r=4ÞÞ 
Bðz; rÞ and take an arbitrary point x 2 Aðw; c1r=2; r=2Þ \ J: Then
jx  zj5jx  wj  jz  wj5c1r=2 c1r=4 ¼ c1r=4 which implies that
Aðz; c1r=4; rÞ \ Ja| and we are done in this case with the constant
c2 ¼ c1=4 ¼ minf18; 164D2Cg:
Obviously, taking c2 > 0 appropriately smaller, if necessary, we have now
the local uniform perfectness at the point z with the constant c2 for every
radius r satisfying
4
c1
diamðfiðX ÞÞoro8KD3c11 :
Step 3: Passing to the last step of this proof, fix an arbitrary point z ¼
pðtÞ 2 J; t 2 I1; and a positive radius ro8ðKDÞ2c11 diamðXÞ: Let n51 be
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ftjnðXÞ  Bðz; 81K2D2c1rÞ: ð3:3Þ
Consider the ball
BðpðsnðtÞÞ;K1kf0tjn1k
1
rÞ
(note that pðsnðtÞÞ ¼ f1tjn1ðzÞ and that if n ¼ 1; then ftjn1 is the identity
map). Since 81K2D2c1r4diamðftjn1ðXÞÞ; using (1.4), we get
K1kf0tjn1k
1
r4 8KD2c11 kf0tjn1k
1 diamðftjn1ðXÞÞ
4 8KD2c11 kf0tjn1k
1
Dkf0tjn1k ¼ 8KD
3c11 : ð3:4Þ
Using (3.3) and (1.5), we obtain
K1kf0tjn1k
1
r ¼K1kf0tjn1k
14K2D2c11 ð41K2D2c1rÞ
5 4KD2c11 kf0tjn1k
1 diamðftjnðXÞÞ
5 4KD2c11 kf0tjn1k
1
D1kf0tjnk54Dc
1
1 kf0tnk
5
4
c1
diamðftnðXÞÞ:
This inequality and (3.4) enable us to apply the previous step, and as
its consequence, we obtain an annulus AðpðsnðtÞÞ; c2K1kf0tjn1k
1
r;
K1kf0tjn1k
1
rÞ having a non-empty intersection with J: Hence
ftjn1ðAðpðsnðtÞÞ; c2K1kf
0
tjn1k
1
r;K1kf0tjn1k
1
rÞÞ \ Ja|:
Assuming K to be so large that K1DodistðX ; @VÞ; using the Bounded
Distortion Property, the Mean Value Inequality, and (1.6), we get
ftjn1ðAðpðsnðtÞÞ; c2K1kf
0
tjn1k
1
r;K1kf0tjn1k
1
rÞÞ  Aðz; c2K2r; rÞ:
Hence Aðz; c2K2r; rÞ \ Ja| and the proof is complete. ]
URBAN´SKI AND ZDUNIK204. PROPERTIES OF INVARIANT HARMONIC MEASURE n
For every t 2 In let Dtn : J ! ð0;1Þ be the Jacobian of the measure n 8 ft
with respect to the measure n; i.e. Dtn ¼
dn 8 ft
dn : Given a function g :ftðJÞ !
R; t 2 In; let oscðgÞ ¼ supðgÞ  infðgÞ: We shall prove the following:
Lemma 4.1. The collection D ¼ flogðDinÞgi2I forms a H .older family of
functions on J if and only if there exist C > 0 and b > 0 such that
osc log
dn 8 f
1
t1
dn
 ! !
4Cebjtj
for every t 2 In; where the map f1t1 is treated as defined on ftðJÞ:
Proof. Suppose ﬁrst thatD is a H .older family of functions of some order
b on %J: Fix t 2 In: Then for all x; y 2 ftðJÞ; say x ¼ ftðx0Þ; y ¼ ftðy0Þ;
x0; y0 2 J; we have
log
dn 8f
1
t1
dn
ðyÞ
 !
 log dn 8f
1
t1
dn
ðxÞ
 !

¼ jlogððDt1n Þðfstðy0ÞÞ1Þ  logððDt1n Þðfstðx0ÞÞ1Þj
¼ jlogððDt1n Þðfstðx0ÞÞÞ  logððDt1n Þðfstðy0ÞÞÞj
4VbðDÞebðjtj1Þ ¼ ebVbðDÞebjtj
and we are done with the ﬁrst implication. The proof of the opposite
implication is similar. Suppose that oscðlogðdn 8 f
1
t1
dn ÞÞ4Cebjtj for every
t 2 In: Fix t 2 In and x; y 2 J: We then have
jlogððDt1n Þðfstðx0ÞÞÞ  logððDt1n Þðfstðy0ÞÞÞj
¼ log dn 8f
1
t1
dn
 !
ðftðxÞÞ þ log
dn 8 f
1
t1
dn
 !
ðftðyÞÞ


4Cebjtj ¼ Cebebðjtj1Þ:
The proof is complete. ]
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(cf. [MV]) to our situation.
Proposition 4.2. If the system S is o-conservative then, there exist b;C
such that for every t 2 In
osc log
*G 8 ðft1Þ
1
*G
 ! !
oCebjtj:
on ftðXÞ= %J: In particular for every i 2 I and every x 2 J the limit
lim
z!x
*G 8 ðfiÞ
1ðzÞ
*GðzÞ
exists, where z converges to x in X = %J:
Proof. It is enough to check that Carleson’s proof in [Ca] of the same
statement for ﬁnite iterated function systems can be extended for our case.
For this reason the proof is omitted. ]
Corollary 4.3. There are constants C; b > 0 such that
osc log
dn 8 f
1
t1
dn
 ! !
4Cebjtj
for every t 2 In:
Proof. Fixing i 2 I and restricting the domain to fiðX Þ we have
n ¼ Dð *GÞ ð4:1Þ
and
n 8 f
1
i ¼ Dð *G 8 f1i Þ: ð4:2Þ
To ﬁnish the proof of our corollary we notice that the bounds on the ratio
*G 8 f
1
t1
*G
translate automatically to the bounds on densities of corresponding
measures (see [LV, Appendix]). ]
Proposition 4.4. If the system S is o-conservative then, the collection
D ¼ flogðDinÞgi2I forms a summable H .older family of functions on J:
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on H .older family of functions on J; say of order b > 0: It remains to check
that the second condition for strong H .older continuity is satisﬁed. And
indeed, employing Theorem 2.7 we may estimate as follows:X
i2I
expðsupðlogðDinÞÞÞ4
X
i2I
expðinfðlogðDinÞÞ þ VbðDÞÞ
¼ eVbðDÞ
X
i2I
infðDinÞ
4 eVbðDÞ
X
i2I
Z
Din dn ¼ eVbðDÞ
X
i2I
nðfið %JÞÞ
¼ eVbðDÞo1:
The proof is complete. ]
Lemma 4.5. PðDÞ ¼ 0:
Proof. Indeed, using Proposition 4.4 and Theorem 2.7 we get for every
n51
X
jtj¼n
expðsupðStðDÞÞÞ 
X
jtj¼n
Z
Dtn dn ¼
X
jtj¼n
nðftð %JÞÞ ¼ 1:
The proof is complete. ]
Let mD be the measure claimed in Theorem 1.7. Since StðDÞ ¼ Dtn and
nðftðAÞÞ ¼
R
A
Dtn dn; we obtain the following theorem as an immediate
consequence of Lemma 4.5, Lemma 2.11 from [HMU] (saying in our
context that a Borel probability measure Z on X is F -conformal if and only
if ZðfoðAÞÞ5
R
A
expðSoðFÞ  PðFÞÞ dZ for all o 2 In and for all Borel
subsets A of X ) and S-invariantness of n:
Theorem 4.6. n ¼ mD ¼ mD:
In the sequel in order to simplify notation we will write HnðaÞ for HmDðaÞ:
We would like to end this section up with the following two technical results,
the ﬁrst proven in Theorem 3.1 of [MPU], the second being a rigidity fact
from [PV].
Lemma 4.7. Suppose that the system S ¼ ffigi2I is regular. Then the
following two conditions are equivalent:
(a) For all i 2 I the Jacobians Dim are constant on a common
neighbourhood of X :
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refinement so that all maps fi; i 2 I ; become affine conformal, more precisely
there exists an atlas fct : Ut ! Cg with open disks Ut; consisting of conformal
injections such that
S
t Ut* %J; all Ut \ Us and Ut \ fiðUsÞ are connected and
the compositions ct 8c
1
s and ct 8 fi 8c
1
s ; respectively, on csðUt \ UsÞ and
cs 8f
1
i ðUt \ fiðUsÞÞ; are conformal affine with jðct 8c1s Þ
0j  1:
The assumptions of the following lemma are slightly weaker than those in
[PV]. However, the proof (see below) goes through unchanged.
Lemma 4.8 (Harmonic Rigidity). Let u; v be two non-negative subhar-
monic functions on a topological disk B: Suppose that K is a compact
uniformly perfect subset of B contained in a real–analytic curve and that the
one-dimensional Hausdorff measure of K vanishes. Suppose also that u and v
are positive and harmonic on B=K and both vanish on K: If H ¼ dDu
dðDvÞ has a
real–analytic extension on B; then H ¼ constant:
Proof (Sketch following Popovici and Volberg [PV]). One can assume
that K is contained in the real line. Also, one can symmetrize u and v to get
uð%zÞ ¼ uðzÞ; vð%zÞ ¼ vðzÞ:
Now, since K is real, H can be extended to a complex-analytic function
deﬁned on some ball B containing points of K : We denote this extension
again by H: Let I ¼ B \ K :
Consider the function w1 in B given by the formula
w1 ¼ @u  H@v:
The crucial observation is that w1 is holomorphic outside K and its
distributional derivative %@w1 ¼ Du  HDv ¼ 0: Thus, w1 is holomorphic in
B: Similarly, w2 ¼ %@u  %H %@v is anti-holomorphic. Consider now the function
W ¼ u  Hv: It is obviously continuous. We shall show that W jI is C1:
First, notice that the function W is smooth in the set I =K and its
derivative is equal to W 0 ¼ u0  H 0v  Hv0 ¼ @u  H 0v  H@v ¼ w1  H 0v
(since we have assumed that u and v are symmetric). Thus, W 0 exists a.e. in I
and extends continuously to I :
In order to check that W is really C1 it is enough to verify that W jI is
absolutely continuous. In fact, it is even Lipschitz-continuous. This can be
veriﬁed as follows:
Wða þ ieÞ  Wðb þ ieÞ ¼
Z b
a
@xW ¼
Z b
a
@W þ %@W
¼
Z b
a
w1 þ w2 þ ð %H  HÞ %@v  @Hv:
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ðb  aÞ observe that
j %@vðzÞj4 const
distðz;KÞ:
Letting then e! 0 this shows that W jI is Lipschitz-continuous, thus C1:
Now, since W jjK ¼ 0; every point in K can be approximated by points
satisfying W 0ðxÞ ¼ 0 (there is at least one such point in each component of
I =K). By C1 property, this implies that W 0 ¼ 0 in K : Since W 0 ¼ w1 on K ;
we conclude that w1 ¼ 0 on K which implies w1  0: This, in turn, implies
that for every point x in I =K such that W 0ðxÞ ¼ 0 we have H 0ðxÞvðxÞ ¼ 0;
thus H 0ðxÞ ¼ @HðxÞ ¼ 0: Since the set of these points has an accumulation
point in B and H is holomorphic, H is constant in B: ]
Remark 4.9. This proof heavily relies on the fact that K is contained in
the real line. In general, if K is the limit set of an expanding repeller then
using the fact that H is real analytic (in fact: C1 is enough) one can prove
(in another way!) that W is C1þe for some e > 0 in B: But this is not sufﬁcient
to ﬁnish the proof in the non-real case.
5. RESULTS AND PROOFS
Recall that n is the invariant measure equivalent to o and m is the
invariant measure equivalent to the h–conformal measure, where h ¼
HDðJÞ: We start our considerations with the linear case.
Theorem 5.1. If the system S is regular, o-conservative, HmðaÞ;HnðaÞo
1; %J is uniformly perfect, and all the maps ffigi2I are affine (similarities),
then HDðoÞoHDðJÞ:
Proof. Suppose on the contrary that HDðoÞ ¼ HDðJÞ: Then HDðnÞ ¼
HDðJÞ; where n is the invariant measure produced by Theorem 2.7. It then
follows from Theorem 1.13 that n ¼ m: Recall that we have built the
invariant measure n as n ¼ Dð *GÞ; *G 2 G: Fix Wi ¼ fiðWÞ for some i 2 I :
Consider two subharmonic functions in W : jf0ijh *G and *G 8 fi: The ﬁrst
function is subharmonic since jf0ij is constant in W : The Riesz measure of
the ﬁrst function is jf0ijhn; while for the second one we get n 8 fi: By our
assumption these two measures coincide. It follows from Riesz representa-
tion theorem that there exists a harmonic function Hi in W such that
*G 8 fi ¼ jf0ij
h *G þ Hi: ð5:1Þ
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(1) *G 8fi ¼ jf0ij
h *G for all i 2 I or
(2) there exists i so that *G 8 fi ¼ jf0ij
h *G þ Hi for some harmonic
function Hi and, consequently %J is contained in the analytic set Hi ¼ 0:
Case (1) is impossible, i.e. there is no function u 2 G such that u 8fi ¼jf0ijhu: This was already observed in [Vo]. Namely, Eq. (1) allows us to
extend *G to the whole plane. It will satisfy (5.1). The set of zeros of this
extended function contains the image of %J under the group G generated by
all maps fi: But (see [Vo]) this group contains arbitrary small shifts. On the
other hand, *Ga0 in W = %J: Thus, this case is ruled out.
In case (2), %J is contained in li; a ﬁnite union of analytic curves (the set of
solutions to the equation Hi ¼ 0). Let xi 2 J be the only ﬁxed point of the
contraction fi: The set li forms around xi an analytic curve since otherwise
the branching points of l would spread over a dense subset of J: Therefore
for all n large enough li \ fni ðX Þ is an analytic curve. But then %J 
fni ðli \ fni ðX ÞÞ which is also an analytic curve. So, ðfni Þ0ðxiÞ is a
real number and this curve must be a segment of a straight line. Without
loss of generality, we may assume that this segment is contained in the real
line. Let
%GðzÞ ¼ *GðzÞ þ *Gð%zÞ:
Since by symmetry Hið%zÞ ¼ HiðzÞ; we get
%GðfiðzÞÞ ¼ *GðfiðzÞÞ þ *Gðfið%zÞÞ ¼ jf0ijh *GðzÞ þ jf0ijh *Gð%zÞ þ HiðzÞ þ Hið%zÞ
¼ jf0ijh %GðzÞ: ð5:2Þ
Notice that Eq. (5.2) is satisﬁed also with fi replaced by any fj ; j 2 I ; since
we have
*G 8 fj ¼ jf0jj
h *G þ Hj
and Hjjli ¼ 0: The conclusion is that, in this way, we have reduced case (2)
to case (1), which has been already excluded. ]
If *Z is a Borel probability shift-invariant measure on I1; then by h*Z we
mean the Sinai–Kolmogorov entropy of the dynamical system s : I1 ! I1
with respect to the measure *Z: If Z is a measure on the limit set such
that Z 8 p
1 ¼ *Z; then we also write hZ ¼ h*Z: In Section 6, we will replace
(using some inducing procedure) the original non-hyperbolic dynamics
by the inﬁnite iterated function system. We do not know if this new system
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measure, but we do not know if its entropy is ﬁnite. For this reason,
we prove now two technical theorems below. They will be used in
Section 6.
Theorem 5.2. If the system S is irregular and HnðaÞo1 or wno1; then
HDðoÞoHDðJÞ:
Proof. If HnðaÞo1 and wn ¼ 1; then HDðoÞ ¼ HDðnÞ ¼ 0oh :¼
HDðJÞ by Theorem 4.3.2 from [MU4]. So, we may assume that wno1:
Since the system S is irregular, then by Theorem 3.21 in [MU1], PðhÞo0: By
the former fact, we can apply Theorem 1.5 in [MU3] (cf. [MU4, Theorem
2.1.6]), a version of variational principle, to get PðhÞ5hn  hwn: By the
same reason Theorem 4.3.2 from [MU4] is applicable and we consequently
obtain
HDðoÞ ¼ HDðnÞ ¼ hn
wn
4h þ PðhÞ
wn
oh:
The proof is complete. ]
Let us now deal with the next case.
Theorem 5.3. If the system S is regular, o-conservative,R jlogjf0t1ðpðsðtÞÞjk d *nðtÞo1 for some real k > 2; but the entropy hm is
infinite, and the limit set J is uniformly perfect, then HDðoÞoHDðJÞ:
Proof. Suppose on the contrary that HDðoÞ ¼ HDðJÞ and denote this
common value by t: Since, the system S is o-conservative, it follows from
Proposition 4.4 that the collection D ¼ flogðDinÞgi2I forms a sum-
mable H .older family of functions on J and from Theorem 4.6 that n ¼
mD ¼ mD: Let c be the amalgamated function of the family D; i.e. cðtÞ ¼
logðDt1n ðpðstÞÞ: Our assumptions imply h*nðsÞ ¼ 
R
log c d *no1 and
since h *mðsÞ ¼ 1; the measures *n and *m do not coincide. let r : I1 ! R be
given by the formula
rðtÞ ¼ cðtÞ  t logjf0t1ðpðstÞÞj:
Then
Z
r d *n ¼
Z
c d *nHDðnÞwn ¼ h*nðsÞ  h*n ¼ 0:
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R jlogjf0t1ðpðsðtÞÞjk d *nðtÞo1 for some real k > 2 and since *na *m; it
follows from Theorem 6.4 in [Ur] that #s2 > 0; where
#s2 ¼ lim
n!1
Z Xn1
i¼0
r 8 s
i
 !2
d *n:
Then (see for e.g. [Ur, Section 5]) the process fr 8 sng
1
n¼0 satisﬁes the central
limit theorem meaning that
Pn1
i¼0 r 8 s
i
#s
ﬃﬃﬃ
n
p !Nð0; 1Þ
in distribution, whereNð0; 1Þ is the normalized Gaussian distribution. This
implies that for every A > 0
lim
n!1
*n t 2 I1 :
Xn1
i¼0
r 8 s
iðtÞo A #s ﬃﬃﬃnp
( ) !
¼ c
for some positive constant c ¼ cðAÞ: Since n is supported on J and J ¼S
i2I fiðJÞ there exists a ﬁnite subset F of I such that
n
[
i2F
fiðJÞ
 !
> 1 1
4
c:
Thus, for every n large enough there exists at least one i ¼ iðnÞ 2 F such that
*n t 2 I1 : tn ¼ i and
Xn1
i¼0
r 8 s
iðtÞo A #s ﬃﬃﬃnp
( ) !
5
1
2
cnðfiðXÞÞ:
(Indeed, otherwise we would have
*n t 2 I1 :
Xn1
i¼0
r 8 s
iðtÞo A #s ﬃﬃﬃnp
( ) !
4
1
2
c
X
i2F
*nft 2 I1 : tn ¼ ig þ 1
4
c:
Now, the right-hand side of the above inequality can be estimated from
above by 1
2
c 3
2
¼ 3
4
c: Since, for large n; the left-hand side is close to c; this is a
contradiction.)
Denote the set of t’s appearing in this formula by Zi;n: We are going to
deﬁne a collection of disjoint disks. For every t 2 Zi;n consider the
corresponding map ftjn ¼ ft1 8 	 	 	 8ftn ¼ ft1 8 	 	 	 8fi (since tn ¼ i).
Composing with fi we get the map fu ¼ fi 8ft1 8 	 	 	 8 fi: Obviously,
fuðXÞ  fiðX Þ:
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follows from our construction that
n
[
u2Gi;n
fuðX Þ
0
@
1
A51
2
cnðfiðXÞÞ inf Din: ð5:3Þ
Since nðfuðXÞÞ  exp
Pn
j¼0 c 8 s
jðtÞ
 
for any t 2 I1 such that tjnþ1 ¼ u;
we get for every u 2 Gi;n and corresponding t 2 Zi;n that
kf0sðuÞkt
nðfuðX ÞÞ
5 const exp 
Xn1
j¼0
r 8 s
jðtÞ
 !
inffjf0iðtÞjgt
supfDing
5 const exp 
Xn1
j¼0
r 8 s
jðtÞ
 !
min
i2F
inffjf0iðtÞjgt
supfDing
 
5 const expðA #s ﬃﬃﬃnp Þ:
Thus, using this and (5.3) we obtain
X
u2GiðnÞ;n
kf0sukt5 const expðA #s
ﬃﬃﬃ
n
p Þ
X
u2GiðnÞ;n
nðfuðXÞÞ
5 const
1
2
c min
k2F
fnðfkðX ÞÞ inffDknggexpðA #s
ﬃﬃﬃ
n
p Þ
¼C expðA #s ﬃﬃﬃnp Þ ð5:4Þ
for an appropriate constant C > 0: Consider now a new iterated function
system Sn ¼ ffv : fiðnÞðXÞ ! fiðnÞðX Þgv2sðGiðnÞ;nÞ where n is so large that C
expðA #s ﬃﬃﬃnp Þ > Kt and K is the distortion constant of the system S: Then (cf.
the proof of Proposition 10 in [Zd1]) using (5.4) we get
PSnðtÞ ¼ lim
q!1
1
q
log
X
t2sðGiðnÞ;nÞq
kf0tkt
5 lim
q!1
1
q
log
X
t2sðGiðnÞ;nÞq
Ktqkftj0nktkftj0nþ1;2nkt 	 	 	 	 	 kftj0ðq1Þnþ1;qnkt
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q!1
1
q
log Kt
X
v2sðGiðnÞ;nÞ
kf0vkt
0
@
1
A
q0
@
1
A
5 lim
q!1 logðK
tC expðA #s ﬃﬃﬃnp ÞÞ
¼ logðKtC expðA #s ﬃﬃﬃnp ÞÞ > 0:
Hence HDðJð f ÞÞ5HDðJSÞ5HDðJSnÞ > t (the system Sn is ﬁnite) and the
proof is complete. ]
Let us recall that the system S is one dimensional if X is contained in a
closed real–analytic arc M  X such that fiðMÞ  M for all i 2 I : Then of
course the limit set JI is contained in M:We shall now prove our main result
about one-dimensional systems by reducing it to the linear case above.
Theorem 5.4. If a one-dimensional system S is regular, o-conservative,
HmðaÞ;HnðaÞo1; and %J is uniformly perfect, then HDðoÞoHDðJÞ:
Proof. Suppose on the contrary that HDðoÞ ¼ HDðJÞ: Then HDðnÞ ¼
HDðJÞ; where n is the invariant measure produced by Theorem 2.7. It then
follows from Theorem 1.13 that n ¼ m: Hence, in view of Theorem 1.14 all
the Jacobians Din : J ! ð0;1Þ have a real–analytic extension on a common
open neighbourhood of X : Decreasing it if necessary we may assume that
this neighbourhood is a topological disk. From Theorem 2.7 we get the
following:
dDð *G 8 fiÞ
dD *G
ðzÞ ¼ dðD
*G 8fiÞ
dD *G
ðzÞ ¼ dðn 8fiÞ
dn
ðzÞ ¼ DinðzÞ:
Since the system S is conservative, oð %J =JÞ ¼ 0: Denote the harmonic
measure in C=M by oM : Obviously oMð %J =JÞ4oð %J =JÞ ¼ 0 and oM is
equivalent with the one-dimensional Hausdorff measure H1 on M: Hence
H1ð %J =JÞ ¼ 0: Since, HDðJÞo1 by Theorem 4.5 from [MU1], and
consequently H1ðJÞ ¼ 0; we conclude that H1ð %JÞ ¼ 0: We therefore infer
from Lemma 4.8 with u ¼ *G 8fi and v ¼ *G that all the functions Din; i 2 I ;
are constant on X : So, we can apply Lemma 4.7 to obtain an atlas fct :
Ut ! Cgt2T consisting of holomorphic maps with the ‘‘afﬁne’’ properties
listed there. Fix now x 2 J; choose s 2 T such that x 2 Us and then r 2 In
such that x 2 frðJÞ  frðVÞ  Us: Consider now the iterated function
system
Sr ¼ fcs 8fr 8fi 8 f1r 8 c1s gi2I ;
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csðfrðVÞÞ: It follows from Lemma 4.7 that each map cs 8 fr 8fi 8f1r 8
c1s ; i 2 I ; is afﬁne on each sufﬁciently small neighbourhood of each point of
csðfrð %JÞÞ: Hence, as holomorphic, this map must be afﬁne on the whole
connected domain csðfrðVÞÞ: Therefore, due to Proposition 5.1, HDðorÞ
oHDðJSrÞ; where or is the harmonic measure of the domain C=JSr : Since
JSr ¼ csðfrðJÞÞ and since JSr ¼ csðfrð %JÞÞ; we get HDðJÞ ¼ HDðJSrÞ and
HDðoÞ ¼ HDðorÞ: Thus HDðoÞoHDðJÞ and the proof is complete. ]
We would like to notice that we needed one dimensionality of the system
S only to apply Lemma 4.8 (harmonic rigidity).
Let yðSÞ ¼ infft50 : PðtÞo1g: Following [MU1] the system S is called
hereditarily regular if PðyðSÞÞ ¼ 1: Each system hereditarily regular is
regular and it is easy to verify (see the proof of Corollary 3.25 in [MU1])
HmðaÞo1 for such a system. Therefore, as an immediate consequence of
Theorem 5.4, we get the following.
Corollary 5.5. If a one-dimensional system S is hereditarily regular, o-
conservative, HnðaÞo1 and %J is uniformly perfect, then HDðoÞoHDðJÞ:
The remainder of this section is devoted to describe the ﬁner structure of
harmonic measure in the spirit of [PUZ,I, II]. In order to do it we need some
short preparations. We say that a function h : ½1;1Þ ! ð0;1Þ is slowly
growing if hðtÞ ¼ oðtaÞ for all a > 0: A slowly growing function h is said to
belong to the lower class if
Z 1
1
hðtÞ
t
exp 1
2
hðtÞ2
 
dto1
and to the upper class if
Z 1
1
hðtÞ
t
exp 1
2
hðtÞ2
 
dt ¼ 1:
It is known (see the beginning of Section 6 of [Ur]) that if
R jdnjk d *no1 for
some real k > 2; where dn is the amalgamated function generated by the
summable H .older family flog Dingi2I ; then
#s2 ¼ #s2ðdnÞ ¼
Z
I1
ðdn  *nðdnÞÞ2 d *nþ 2
X1
n¼1
Z
I1
ðdn  *nðdnÞÞ
 ðdn 8 sn  *nðdnÞÞ d *no1:
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t > 0
*hðtÞ ¼ tk exp #sﬃﬃﬃ
w
p
n
hðlog tÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
log t
p !
;
where k ¼ HDðnÞ ¼ HDðoÞ: Finally given a function g : ½0; eÞ ! ½0;1Þ;
continuous at 0, by Hg we denote the generalized Hausdorff measure with
the gauge function g: As an immediate consequence of Theorem 6.3 from
[Ur] along with [Ur, Theorem 6.4], Theorems 5.4 and 4.6 we get the
following.
Theorem 5.6. Let S be a regular one-dimensional o-conservative system
such that HmðaÞo1; and
R jdnjkd *no1 for some real k > 2: Suppose in
addition that %J is uniformly perfect. If h : ½1;1Þ ! ð0;1Þ is a slowly growing
function, then
(a) If h belongs to the upper class, then the measures o and H
*h on J are
singular.
(b) If h belongs to the lower class, then o is absolutely continuous with
respect to the Hausdorff measure H
*h:
In particular o and Hk are singular.
6. EXAMPLES
Definition 6.1 (Conformal Expanding Repellers). Let Y  %C be a
topological Cantor set and let W*Y be an open set. A holomorphic map
f : W ! %C is said to be a conformal expanding repeller if the following
conditions are satisﬁed:
(c1) f ðY Þ ¼ Y ¼ f 1ðYÞ:
(c2) There exists p51 such that inffjð f pÞ0ðzÞj : z 2 Yg > 1:
(c3) f : Y ! Y is topologically transitive, meaning that there exists a
point y 2 Y such that f f nðyÞ : n50g ¼ Y :
Frequently the name conformal expanding repeller is attributed also to
the set Y :
The best-known examples of conformal expanding repellers are hyper-
bolic rational functions with Y being the Julia sets. For a systematic
treatment of these repellers the reader may consult the book [PU]. The
uniform perfectness of Y is a straightforward consequence of the bounded
distortion theorem which can be proved in this context. We will however
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other contexts.
Theorem 6.2. Each conformal expanding repeller (not necessarily homeo-
morphic with a Cantor set) is uniformly perfect.
Proof. Let h ¼ HDðYÞ: It is well known (see [PU] for a proof for
instance) that the h-dimensional Hausdorff measure Hh on Y is ﬁnite,
positive and there exists a constant C51 such that
C14
HhðBðx; rÞÞ
rh
4C ð6:1Þ
for every x 2 Y and every 0or41: Fix now x 2 Y and 0or41:We then get
HhðAðx; ð2C2Þ1=hr; rÞÞ ¼HhðBðx; rÞÞ HhðBðx; ð2C2Þ1=hrÞÞ
5C1rh  Cðð2C2Þ1=hrÞh ¼ C1rh  1
2
C1rh
¼ 1
2
C1rh > 0: ð6:2Þ
In particular Aðx; ð2C2Þ1=hr; rÞ \ Ya| and the proof is complete. ]
We shall now temporarily restrict our attention to the special class of
conformal expanding repellers mentioned above, namely to hyperbolic
rational functions. Surprisingly enough, checking the requirements of the
previous sections for general conformal expanding repellers turns out much
more difﬁcult than for the class of hyperbolic rational functions. The crucial
fact is provided by the following.
Proposition 6.3. If f : %C! %C is a hyperbolic rational function such that
the Fatou set %C=Jð f Þ is connected, then there exists a closed topological
Jordan disk X*Int X*Jð f Þ with a piecewise smooth boundary such that
f 1ðXÞ  Int X and X is disjoint from the closure of the forward orbit of all
critical points of f :
Proof. Since the Fatou set %C=Jð f Þ is connected and since f is hyperbolic,
%C=Jð f Þ is the basin of immediate attraction to an attracting ﬁxed point a:
Therefore, there exists a closed topological Jordan disk B  %C=Jð f Þ with a
piecewise smooth boundary (in this stage B can be chosen to be a geometric
disk) such that
f ðBÞ  Int B:
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that f nðcÞ 2 Int B for every n5q: Choose g0; a closed topological smooth arc
(homeomorphic with a closed segment of the real line) with the following
properties.
(a) The initial point of g0 is f
qðcÞ and its terminal point is f qþ1ðcÞ:
(b) g0 \
S
n51 f
nðg0Þ ¼ |: (This can be done by taking q large enough
and looking at the linearized coordinates.)
(c) Except for f qðcÞ and f qþ1ðcÞ the arc g0 contains no other critical
values of any order.
Then, even though c is a critical point, we can deﬁne by induction
a sequence fgigqi¼1 of topological smooth arcs contained in %C=Jð f Þ and
such that f ðgiÞ ¼ gi1 for all 14i4q; the initial point of gi is f qiðcÞ
and the terminal point of gi is f
qðiþ1ÞðcÞ: Since f is continuous and analytic
we can deﬁne by a straightforward induction with respect to i ¼ 1; . . . ; q; a
sequence Fi; i ¼ 1; . . . ; q; of closed Jordan disks with smooth boundary
such that
gi  Int Fi for every i ¼ 1; . . . ; q;
f ðF1Þ  Int B;
f ðFiÞ  IntðFi1Þ for every i ¼ 2; . . . ; q
and
Si
j¼1 Fj [ B is a closed topological Jordan disk with a piecewise smooth
boundary for every i ¼ 1; . . . ; q (this is due to the fact that the family fgigqi¼1
has no points of intersection except endpoints of the curves gi which in turn
follows from property (b). Hence
f B [
[q
i¼1
Fi
 !
 f ðBÞ [
[q
i¼1
f ðFiÞ  Int B [ Int B [
[q
i¼2
IntðFi1Þ
 Int B [
[q
i¼2
IntðFi1Þ  Int B [
[q
i¼1
Fi
 !
:
Since B [Sqi¼1 Fi  %C=Jð f Þ is a closed topological Jordan disk with a
piecewise smooth boundary, we can repeat the above construction with
another critical point of f and the disk B replaced by B [Sqi¼1 Fi: Moving
on with this procedure inductively over all critical points of f ; we ﬁnally end
up with a closed topological Jordan disk Y  %C=Jð f Þ with a piecewise
URBAN´SKI AND ZDUNIK34smooth boundary such that f ðYÞ  Int Y and f f nðcÞ : c 2 Critð f Þ; n50g
 Int Y : Therefore
ð %C=Int Y Þ \ f f nðcÞ : c 2 Critð f Þ; n50g ¼ |;
%C=Int Y*Jð f Þ
and
f 1ð %C=Int Y Þ ¼ %C=f 1ðInt YÞ  %C=Y  Intð %C=Int Y Þ:
Since, in addition, %C=Int Y is a closed topological Jordan disk with a
piecewise smooth boundary, the proof is complete by taking
X ¼ %C=Int Y : ]
Theorem 6.4. If f : %C! %C is a hyperbolic rational function such that the
Fatou set %C=Jð f Þ is connected and the Julia set is contained in a real–analytic
curve, then for every rational function g sufficiently close to f ; HDðoÞo
HDðJðgÞÞ; where o is the harmonic measure on JðgÞ:
Proof. Since Jð f Þ is a conformal expanding repeller, it follows from
Theorem 6.2 that Jð f Þ is uniformly perfect (this is in fact known for all Julia
sets, see [CG] for example). Let d ¼ degð f Þ be the degree of f : In view of
Proposition 6.3 all the holomorphic inverse branches f 11 ; . . . ; f
1
d : X !
Int X of f are well deﬁned on X : Since additionally all the sets f 1i ðXÞ; i ¼
1; . . . ; d; are mutually disjoint, S ¼ f f 1i gdi¼1 is actually a conformal iterated
function system satisfying conditions (1.1) and (1.2). We wrote ‘‘actually’’
since the maps f 1i ; i ¼ 1; . . . ; d; do not have to be contractions. Due to the
Koebe distortion theorem and a simple area argument this can be however
remedy by ﬁxing n large enough and considering the system Sn consisting of
all compositions of n mappings from the system S: Since the system Sn is
ﬁnite, the entropies HmðaÞ and HnðaÞ are ﬁnite. Since Jð f Þ obviously
coincides with the limit set JS; the proof is completed for the function f itself
by invoking Theorem 5.4. To see this for g sufﬁciently close to f notice that
the Hausdorff dimension depends continuously on g (use Bowen’s formula
([Bo, PUZ,I] and J-stability of f ) and also that the Hausdorff dimension of
harmonic measure depends continuously on g (see [B1, B2]). ]
Remark that having Proposition 6.3 one could also use results from [Vo]
to establish this theorem for f :
Let us come back to the class of general conformal expanding repellers
f : Y ! Y : It is known (see [PU]) that the map f : Y ! Y admits Markov
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ﬁnite cover R ¼ fRtgt2T of Y consisting of mutually disjoint closed disks
such that @Rt \ Y ¼ | for every t 2 T : Moreover, we may require the
existence of an integer q51 and d > 0 such that the following holds:
If x 2 Y ; say x 2 Rs; and f qnðxÞ 2 Rt; then there exists a unique
holomorphic inverse branch f qnx : BðRt; 2dÞ ! %C of f qn sending f qnðxÞ to
x: Moreover f qnx ðRtÞ  Rs and, taking q sufﬁciently large, we may require,
due to (c.2) that
f qnx ðBðRt; 2dÞÞ  BðY \ Rs; dÞ  IntðRsÞ: ð6:3Þ
For every t 2 T we now build recursively our conformal iterated function
system St as a disjoint union of the families S
j
t; j51; as follows. S1t consists
of all the maps f qx ; where x; f
qðxÞ 2 Y \ Rt: Suppose that the families S1t ;
S2t ; . . . ;S
n1
t have been already constructed. S
n
t is composed then of all
the maps f qny such that y; f
qnðyÞ 2 Y \ Rt and f qjðyÞ =2 Rt for every
14j4n  1: We shall prove the following.
Theorem 6.5. For each t 2 T ; St ¼ fft;igi2It is a conformal iterated
function system, i.e. the conditions (1.1) and (1.2) are satisfied.
Proof. Condition (1.1) follows immediately from (6.3). In order to prove
(1.2) which is a stronger version of the open set conditions (1a), take two
distinct maps f qmx and f
qn
y belonging to St: Without loosing generality we
may assume that m4n: Suppose on the contrary that
f qmx ðRtÞ \ f qny ðRtÞa|:
Then
|af qmð f qmx ðRtÞ \ f qny ðRtÞÞ  Rt \ f qmð f qny ðRtÞÞ ¼ Rt \ f qðnmÞf qmðyÞ ðRtÞ:
Hence f
qðnmÞ
f qmðyÞ ðRtÞ  Rt; and therefore f qmðyÞ 2 Rt: Due to our construc-
tion of the system St; this implies that m ¼ n: But then f qnx ðRtÞ \ f qny ðRtÞ
¼ | since f qnx and f qny are distinct inverse branches of the same map f qn:
This contradiction ﬁnishes the proof. ]
Our next aim is to demonstrate that the systems Rt are regular. By Jt we
denote the limit set of the system St: We will need the following.
Lemma 6.6. If Z is a Borel probability ergodic f -invariant measure on Y
positive on open sets of Y ; then ZðJtÞ ¼ ZðY \ RtÞ > 0 for every t 2 T :
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tð1Þ ¼ fz 2 Y : #fn50 : f nðzÞ 2 Rt \ Yg ¼ 1g
is contained in Jt: By Birkhoff’s ergodic theorem Zðtð1ÞÞ ¼ ZðRt \ YÞ and
this number is positive since Rt \ Y is an open subset of Y : ]
As we have already mentioned, the h-dimensional Hausdorff measure on
Y is positive and ﬁnite. Its normalized version m (giving mass 1 to Y ) is an
h-conformal measure on Y in the sense that
mð f ðAÞÞ ¼
Z
A
j f 0jh dm
for every Borel set A  Y such that f jA is injective. Moreover (see [PU]),
m admits a Borel probability f -invariant ergodic measure m equivalent
with m with bounded Radon–Nikodym derivatives. In view of (6.1) m
and m are positive on open sets. We can give now a simple proof of the
following.
Lemma 6.7. For each t 2 T the system St is regular. Moreover HDðJtÞ ¼
HDðYÞð¼ hÞ and the h-conformal measure mt for St is equal to 1mðJtÞmjJt :
Proof. By the previous lemma mðJtÞ > 0 and, consequently,
mðJtÞ > 0: Since m is the normalized Hausdorff measure on Y ; the rest of
this lemma is immediate (existence of a conformal measure means
regularity). ]
Lemma 6.8. For every t 2 T ; Jt ¼ Y \ Rt:
Proof. Obviously Jt  Y \ Rt: The opposite inclusion follows immedi-
ately from Theorem 6.6 and positivity of m on non-empty open sets of Y : ]
From Section 1, we know that for every t 2 T there exists an St-invariant
measure equivalent with mjJt (see Lemma 6.7) with bounded Radon–
Nikodym derivatives. Combining this fact and the properties of the measure
m listed before Lemma 6.7, we get the following.
Lemma 6.9. For every t 2 T the measures mt and mjJt are equivalent, and
even more
sup
Jt
log
dmt
dm


 
o1:
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every z 2 Jð f Þ there exists the limit
cðzÞ ¼ lim
x!z
G 8 f ðxÞ
GðxÞ ; x 2
%C=Jð f Þ;
its logarithm is H .older continuous and this limit is the Jacobian of the
harmonic measure o: So, its Gibbs state provides us with a unique f -
invariant probability measure n equivalent with the harmonic measure o:
On the other hand, it follows from Theorem 2.7 that for every t 2 T there
exists an St-invariant Borel probability measure nt on Jt equivalent with the
harmonic measure on Jt: Since the map f is conformal and T is ﬁnite, we get
the following.
Lemma 6.10. For every t 2 T the measures nt and njJt are equivalent, and
even more
sup
Jt
log
dnt
dn


 
o1:
Now, we want to use Theorem 5.4. Below we check that the assumptions
of this theorem are satisﬁed in our case.
Lemma 6.11. If Z is a Gibbs state for the map f : Y ! Y and a H .older
continuous potential r : Y ! R; then HZðatÞo1; where at is the partition of
Rt into the sets fft;iðRtÞgi2It :
Proof. Adding an additive constant ð¼ PðrÞÞ; we may assume that
PðrÞ ¼ 0: Since r is a H .older continuous function, f : Y ! Y is expanding
and Z is the Gibbs state for r; there exists a constant C51 such that for
every i 2 It
Zð f nixi ðRtÞÞ5C exp
Xni1
j¼0
r 8 f
jðxiÞ
 !
5C expðkrk1niÞ:
Hence
HZðatÞ ¼
X
i2It
 Zð f nixi ðRtÞÞ logðZð f nixi ðRtÞÞÞ
4
X
i2It
Zð f nixi ðRtÞÞðlog C þ krk1niÞ
¼ log C þ krk1
X
i2It
Zð f nixi ðRtÞÞni:
URBAN´SKI AND ZDUNIK38But, by the construction of the partition f f nixi ðRtÞgi2It ; each integer ni is the
ﬁrst return time to the set Rt of all the points in f
ni
xi
ðRtÞ under iterations of
f : Hence, applying Kac’s formula we get
HZðatÞ4log C þ krk1ZðRtÞ:
The proof is complete. ]
Recall that a conformal expanding repeller f : Y ! Y is called one
dimensional if there exists a real–analytic curve M such that Y  M: It is
clear that then the systems St deﬁned above are all one dimensional. We
have now all the ingredients needed to provide a short proof of the
following.
Theorem 6.12. If f : Y ! Y is a one-dimensional conformal expanding
repeller, then HDðoÞoHDðYÞ; where o is the harmonic measure on Y :
Proof. Since f is conformal and transitive, HDðntÞ ¼ HDðoÞ and, by
Lemma 6.7, HDðJtÞ ¼ HDðYÞ for all t 2 T : By Theorem 6.2 Y is uniformly
perfect. Fix t 2 T : It then follows from Lemma 6.8 that Jt is uniformly
perfect. By Lemmas 6.10 and 6.11, the entropies HntðatÞ and HmtðatÞ are both
ﬁnite. Since, by Lemma 6.7, the system St is regular, it follows from
Theorem 5.4 that HDðoÞ ¼ HDðntÞoHDðJtÞ ¼ HDðYÞ: The proof is
complete. ]
We have already seen that hyperbolic rational functions with connected
Fatou set provide good examples of conformal expanding repellers. Another
natural class of examples is given by the limit sets of Kleinian groups of
Schottky type. Here (see [Be, Ts]) a ﬁnite set of generators fg1; . . . ; gkg can
be found along with ﬁnitely many mutually disjoint geometric disks
D1; . . . ;Dk covering the limit set and such that
min
i4k
finffjg0iðzÞj : z 2 Bigg > 1:
Hence, as an immediate consequence of Theorem 6.12 we get the following.
Corollary 6.13. If G is a Fuchsian group of Schottky type, and its limit
set LðGÞ is contained in a real–analytic curve, then HDðoÞoHDðLðGÞÞ;
where o is the harmonic measure on LðGÞ:
Following [MU2] we shall now recall the deﬁnition of parabolic iterated
function systems slightly modiﬁed to ﬁt better into our needs. We shall then
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shall show that parabolic rational functions and parabolic Fuchsian groups
(respectively, with the Julia sets and limit set homeomorphic with the
Cantor set) can be treated as parabolic iterated function systems.
Definition 6.14. Let X be a compact topological disk in %C with a
piecewise smooth boundary. Suppose that we have ﬁnitely many conformal
maps fi : X ! X ; i 2 I ; where I has at least two elements and the following
conditions are satisﬁed.
(pa) (Strong Open Set Condition) fiðX Þ \ fjðXÞ ¼ | for all iaj:
(pb) jf0iðxÞjo1 everywhere except for ﬁnitely many pairs ði; xiÞ; i 2 I ;
for which xi is the unique ﬁxed point of fi and jf0iðxiÞj ¼ 1: Such pairs and
indices i will be called parabolic and the set of parabolic indices will be
denoted by O: All other indices will be called hyperbolic.
(pc) 8n51 8o ¼ ðo1; . . . ;onÞ 2 In if on is a hyperbolic index or on1
aon; then fo extends conformally to an open topological disk V  %C with
a piecewise smooth boundary and fo maps V into itself.
(pd) If i is a parabolic index, then
T
n50 finðXÞ ¼ fxig and the
diameters of the sets finðXÞ converge to 0.
(pe) (Bounded Distortion Property) 9K51 8n51 8o ¼ ðo1; . . . ;onÞ
2 In 8x; y 2 V if on is a hyperbolic index or on1aon; then
jf0oðyÞj
jf0oðxÞj
4K :
(pf) 9so1 8n51 8o 2 In if on is a hyperbolic index or on1aon; then
kf0ok4s:
(pg) (Cone Condition) There exist a; l > 0 such that for every x 2
@X  C there exists an open cone Conðx; a; lÞ  IntðXÞ with vertex x;
central angle of Lebesgue measure a; and altitude l:
(ph) There are two constants L51 and a > 0 such that
jjf0iðyÞj  jf0iðxÞjj4Lkf0ikjy  xj;
for every i 2 I and every pair of points x; y 2 V :
(pi) fiðX Þ  IntðXÞ for every hyperbolic element i 2 I :
Any system S satisfying the above conditions (pa)–(pi) will be called a
parabolic iterated function system. Notice that conditions (pe) and (ph) are
satisﬁed because of Koebe’s distortion theorem.
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iterated function system S a canonical, inﬁnite but hyperbolic, iterated
function system Sn which essentially has the same limit set as S:
Definition 6.15. The system Sn is by deﬁnition generated by the set of
maps of the form finj ; where n51; i 2 O; iaj; and the maps fk; where
k 2 I =O: The corresponding alphabet finj : i 2 O; iaj; n51g [ ðI =OÞ will
be denoted by In:
The following fact has been proved in [MPU] as Theorem 5.1.
Theorem 6.16. The system Sn is a (hyperbolic) conformal iterated
function system in the sense of Section 1. Increasing X a little bit to X n we
may make condition (1.1) satisfied for the system Sn (but not S) and to keep
condition (1.2) satisfied for Sn:
Note that JSn ¼ JS =ffoðxiÞ : i 2 O; o 2 Ing: By (pa), JSn ¼ JS ¼ JS is a
topological Cantor set. Since each ﬁnite (parabolic or hyperbolic) iterated
function system is regular, the following is an immediate consequence of
Corollary 5.8 from [MU2].
Proposition 6.17. The hyperbolic system Sn is regular.
In view of Lemma 2.4 in [MU2], every parabolic point r lies on the
boundary of X : It is easy to see that f0iðrÞ ¼ 1 (i is the corresponding
parabolic element of I) and the Taylor’s series expansion of fi at r has the
form
fiðzÞ ¼ z þ aðz  rÞpþ1 þ 	 	 	
for some integer p51: Changing the system of coordinates via the map 1
zr
sending r to1; one can easily deduce that for every jai and for every n51
diamðfinjðXnÞÞ  distðfinþ1jðX nÞ;finjðX nÞÞ  kf0injk  n
pþ1
p : ð6:4Þ
It immediately follows from (6.4) that the assumptions of Theorem 3.5 are
satisﬁed for the system Sn: Thus, we get the following.
Theorem 6.18. If S is a parabolic iterated function system, then JS; the
closure of the limit set JS; is uniformly perfect.
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a ¼ ffinjðJÞ : i 2 O; iaj; n51g [ ffiðJÞ : i 2 I =Og:
We shall prove the following.
Lemma 6.19. The entropy HmðaÞ is finite, where m is the unique Sn-
invariant measure equivalent with the h-conformal measure m for Sn:
Proof. Since m and m are equivalent with bounded Radon–Nikodym
derivatives and since I is ﬁnite, it sufﬁces to demonstrate that for every i 2 O
and every j 2 I =fig;
X
n51
 mðfinjðJÞÞ logðmðfinjðJÞÞÞo1:
Since the sets finjðJÞ; n51; are mutually disjoint, using (6.4) and
conformality of m for the system Sn; we get
X
n51
n
pþ1
p
h 
X
n51
mðfinjðJÞÞ41:
Hence pþ1
p
h > 1 and therefore
X
n51
 mðfinjðJÞÞ logðmðfinjðJÞÞÞ 
X
n51
n
pþ1
p
h p þ 1
p
h log no1:
The proof is complete. ]
Developing the calculation done in [PSV] we shall prove the following.
Lemma 6.20. The entropy HnðaÞ and the Lyapunov exponent wn is finite,
where n is the unique Sn-invariant measure equivalent with the harmonic
measure o on JS:
Proof. In view of Corollary 1.12 it is sufﬁcient to demonstrate that the
Lyapunov exponent wn is ﬁnite. A straightforward calculation shows that the
Lyapunov exponent wn is equal to
X
b2In
Z
fbðXÞ
logjðfb1Þ0j dn:
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i2O
X
jai
X
n51
sup
fin jðX Þ
flogjðf1inj Þ0jgoðfinjðJÞÞ þ const
4
X
i2O
X
jai
X
n51
constþ pi
pi þ 1 log n
 
oðfinjðJÞÞ þ const
4
X
i2O
X
jai
X
n51
pi
pi þ 1
Xn1
k¼1
ðlogðk þ 1Þ  log kÞoðfinjðJÞÞ
 !
þ const
¼
X
i2O
X
jai
pi
pi þ 1
X1
k¼1
ðlogðk þ 1Þ  log kÞ
X1
q¼kþ1
oðfiqjðJÞÞ
 ! ! !
þ const
¼
X
i2O
X
jai
pi
pi þ 1
X1
k¼1
log
k þ 1
k
  X1
q¼kþ1
oðfiqjðJÞÞ
 ! ! !
þ const
4const
X
i2O
X
jai
X1
k¼1
log
k þ 1
k
 
oðBðri; const kpÞÞ
 
þ const
4const
X
i2O
X
jai
X1
k¼1
1
k
oðBðri; const kpÞÞ þ const;
where ri is the parabolic ﬁxed point associated with the parabolic index i:
Since %J is uniformly perfect and O is ﬁnite, there exists 0oko1 such that
oðBðri; rÞÞ ¼ OðrkÞ: Therefore the last series in the above display converges,
and consequently the Lyapunov exponent wn is ﬁnite. ]
We would like to remark that another method of estimating the entropy
for parabolic rational functions with Julia sets contained in the real line has
been proposed in [PV].
Combining now Proposition 6.17, Theorem 6.18 and Lemmas 6.19 and
6.20, as an immediate consequence of Theorem 5.4, we get the following.
Theorem 6.21. If S is a parabolic one-dimensional iterated function
system, then HDðoÞoHDðJSÞ; where o is the harmonic measure on J:
Recall from [DU] that a rational function f : %C! %C is said to be
parabolic if the Julia set Jð f Þ contains no critical points but it contains at
least one rationally indifferent periodic (abbr. parabolic) point. If the Fatou
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a unique parabolic point a which, in fact, is a ﬁxed point of f : We shall
prove the following.
Proposition 6.22. If f : %C! %C is a parabolic rational function such that
the Fatou set %C=Jð f Þ is connected, then there exists a closed topological
Jordan disk X*IntðXÞ [ fag*Jð f Þ with a piecewise smooth boundary such
that f 1ðXÞ  IntðX Þ [ fag and X is disjoint from the forward orbit of all
critical points of f : The point a appearing here is a unique parabolic fixed point
of f :
Proof. Since %C=Jð f Þ is connected, f has only one petal. By the Fatou’s
ﬂower theorem there exists a closed topological disk B such that a 2 @B; @B
is a Jordan curve smooth everywhere except at the point a;
f ðBÞ  fag [ IntðBÞ;
and if c is a critical point of f ; then limn!1 f nðcÞ ¼ a and the intersection
f f nðcÞ : n50g \ ð %C=BÞ is ﬁnite. Following now step-by-step the inductive
construction from the proof of Proposition 6.3, we end up with Y 
ð %C=Jð f ÞÞ [ fag; a closed topological Jordan disk with a piecewise smooth
boundary such that
f ðYÞ  fag [ IntðYÞ
and
f f nðcÞ : c 2 Critð f Þ; n50g  IntðYÞ:
Therefore
ð %C=IntðYÞÞ \ f f nðcÞ : c 2 Critð f Þ; n50g ¼ |;
%C=IntðYÞ*Jð f Þ
and
f 1ð %C=IntðYÞÞ ¼ %C=f 1ðIntðYÞÞ  %C=ðY =f 1ðfagÞ ¼ %C=ðY =fagÞ
¼ ð %C=Y Þ [ fag  Intð %C=IntðYÞÞ [ fag:
Since, in addition %C=IntðYÞ is a closed topological Jordan disk with a
piecewise smooth boundary, the proof is complete by taking X ¼
%C=IntðYÞ: ]
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of all critical points of f ; all the holomorphic inverse branches f 11 ; . . . ; f
1
d :
X ! %C of f are well deﬁned, where f 1d is the inverse branch ﬁxing the
parabolic point a: By Proposition 6.22, f 1j ðXÞ  X for every j ¼ 1; . . . ; d;
so we get an iterated function system. Since f 11 ; . . . ; f
1
d are all the analytic
inverse branches of the same analytic map f ; all the images f 1i ðXÞ; i ¼
1; . . . ; d; are mutually disjoint. It also follows from Proposition 6.22 that
f 1i ðXÞ  IntðX Þ for every i ¼ 1; . . . ; d  1: Thus the iterated function
system S ¼ f f 11 ; . . . ; f 1d g actually satisﬁes all the requirements (pa)–(pi).
We wrote ‘‘actually’’ since the maps f 1i ; i ¼ 1; . . . ; d  1; do not have to be
contractions. Due to the Koebe distortion theorem, the observation that
limk!1 diamð f kd ðXÞÞ ¼ 0; and a simple area argument, this can be,
however, remedied by ﬁxing n large enough and considering the system Sn
consisting of all compositions of n mappings from the system S: Since JS ¼
Jð f Þ=Sn50 f nðfagÞ; we ﬁnally obtain the following result as an immediate
consequence of Theorem 6.21.
Theorem 6.23. If f : %C! %C is a parabolic rational function such that the
Fatou set %C=Jð f Þ is connected and the Julia set is contained in a real–analytic
curve, then HDðoÞoHDðJð f ÞÞ; where o is the harmonic measure on Jð f ÞÞ:
Remark that the maps fa;bðzÞ ¼ z  a þ bz with big positive a and small real
b provide examples of maps satisfying the assumptions of Theorem 6.23
which are not conjugate to Blaschke products, the case explored in [PV].
We shall now turn our attention to the class of examples generated by
continued fractions with restricted entries. So, we ﬁx I ¼ fnigi51; an inﬁnite
subset of positive integers represented as an increasing to inﬁnity sequence
of positive integers. We will assume that I has bounded gaps. More
precisely, we assume that there exists a positive integer b52 such that
24niþ1  ni4b ð6:5Þ
for all i51: Consider the iterated function system
S ¼ SI ¼ fiðxÞ ¼
1
ni þ x
 
i51
deﬁned on the closed disk X ¼ %Bð1
2
; 3
4
Þ: It is easy to see that SI (actually the
system of compositions of sufﬁciently long length) is a conformal system in
the sense of Section 1, satisfying conditions (1.1) and (1.2) (this is the place
where we need the left-hand side of inequality (6.5)). Observe that the
interval ½0; 1  R is invariant under all the maps fi; i51; and the limit set
JI consists of all numbers in [0,1] whose continued fraction expansions have
all entries in the set I : We shall prove the following.
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the right-hand side of (6.5), then the corresponding iterated function system SI
is hereditarily regular and the limit set JI is uniformly perfect.
Proof. A straightforward calculation shows that
jf0iðxÞj 
1
n2i
ð6:6Þ
independently of i51 and x 2 %Bð1
2
; 3
4
Þ: For every t50 consider the series
cðtÞ ¼
X
i51
kf0ikt 
X
i51
1
n2ti
:
Since the right-hand side of (6.5) is satisﬁed, y :¼ infft : cðtÞo1g ¼ 1
2
and
cð12Þ ¼ 1: Hence, in view of Theorem 3.20 from [MU1], the system SI is
hereditarily regular. It follows from (6.6) that
diamðfiðXÞÞ 
1
n2i
;
1
ð4b2 þ 1Þn2i
4
1
ni þ b
 2
 diamðfiþ1ðXÞÞ 
1
n2iþ1
4
1
n2i
and
distðfiþ1ðXÞ;fiðXÞÞ4
1
ni þ 1
1
niþ1
4
1
ni
 1
ni þ b ¼
b
niðni þ bÞ4
b
n2i
:
Hence, the assumptions of Theorem 3.5 are satisﬁed and it implies that the
limit set JI is uniformly perfect. ]
We shall prove the following.
Lemma 6.25. If I is an infinite sequence of positive integers satisfying
(6.5), then both HnðaÞ and wn are positive, where n is the S-invariant
probability measure equivalent with the harmonic measure on JI and a is the
partition into sets ffiðJÞgi51
Proof. Our assumptions imply that 2i4ni4bi: Thus
kf0ik  diamðfiðX ÞÞ 
1
n2i
 1
i2
and distðfiðX Þ; 0Þ 
1
i
:
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view of Corollary 1.12 it is sufﬁcient to demonstrate that the Lyapunov
exponent wn is ﬁnite.
A straightforward calculation shows that the Lyapunov exponent wn is
equal to
X
b2In
Z
fbðX Þ
logjðf1b Þ0j dn:
Using (6.5) we can estimate this integral from above by
X
i51
sup
fiðXÞ
flog f0igoðfiðJÞÞ þ const
4
X
i51
ðconstþ 2 log iÞoðfiðJÞÞ þ const
4
X
i51
2
Xi1
k¼1
ðlogðk þ 1Þ  log kÞoðfiðJÞÞ
 !
þ const
¼ 2
X1
k¼1
ðlogðk þ 1Þ  log kÞ
X1
q¼kþ1
oðfqðJÞÞ
 ! !
þ const
¼ 2
X1
k¼1
log
k þ 1
k
  X1
q¼kþ1
oðfqðJÞÞ
 !
þ const
4const
X1
k¼1
log
k þ 1
k
 
oðBð0; const k1ÞÞ þ const
4const
X1
k¼1
1
k
oðBð0; const k1ÞÞ þ const:
Since %J is uniformly perfect, there exists 0oko1 such that oðBð0; rÞÞ ¼
OðrkÞ: Therefore the last series in the above display converges, and
consequently the Lyapunov exponent wn is ﬁnite. ]
Notice that in order to prove this lemma one could employ the much
more complicated reasoning taken from [PV].
Combining now Theorem 6.24 and Lemma 6.25, we obtain the following
result as an immediate consequence of Corollary 5.5.
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(6.5), then HDðoÞoHDðJI Þ; where o is the harmonic measure on JI :
Our last class of examples is provided by all generalized polynomial-like
(non-hyperbolic) maps. We follow the deﬁnitions, notation and terminology
from [Zd2]. So, let
f :
[q
i¼1
Ui ! W
be a generalized polynomial-like map, i.e. W and Ui; i ¼ 1; 2 . . . ; q; are open
topological disks with smooth boundaries and f jUi are proper holomorphic
maps. We show how to associate with f a conformal inﬁnite iterated
function system S ¼ ffig such that JS ¼ Jð f Þ and S has other useful
properties which will be discussed later. Next, we show how to answer the
question about the Hausdorff dimension of harmonic measure on Jð f Þ
using the new dynamics S ¼ ffig: It has been proved in [Zd2] that there
exists an ergodic invariant measure n on Jð f Þ equivalent with harmonic
measure o and with positive entropy. Let g ¼ @W : Let
*J ¼ fðxnÞþ1n¼1: xn 2 Jð f Þ and f ðxnÞ ¼ xnþ1 for all n 2 Zg
be the natural extension of Jð f Þ associated with the map f : Jð f Þ ! Jð f Þ
and let *f : *J ! *J deﬁned by the formula
*f ððxnÞþ1n¼1Þ ¼ ððxnþ1Þþ1n¼1Þ
be the canonical lift of f : Jð f Þ ! Jð f Þ to the natural extension *J: Finally
let p0 : *J ! Jð f Þ be the projection onto 0th coordinate, that is
p0ððxnÞþ1n¼1Þ ¼ x0:
It is well known (see [PU, Chapter 1] for example) that there exists a
unique *f -invariant measure *n such that n ¼ *n 8 p1: From now on
throughout the entire section we assume that Jð f Þ is not connected.
Following the notation of [Zd2] we choose the curve gn; a component of
f nðgÞ: Let XðgnÞ be the part of Jð f Þ surrounded by gn and let Dn be the
domain (a topological disk) bounded by gn: Lemma 4.4 from [Zd2] yields the
following.
Lemma 6.27. There exist a set *F  *J; an integer n051; and a constant
0olo1 such that
(a) *nð *FÞ > 0:
(b) There exists a curve gn0 defined above such that pð *FÞ  Xðgn0Þ:
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of f nn0 defined on Dn0 and sending x0 to xnn0 :
(d) All the holomorphic inverse branches of f n0 are well defined on the
disk Dn0 :
Proof (Sketch). Since Jð f Þ is not connected, the number of ‘‘cylinders’’
XðgnÞ grows exponentially fast with n: Indeed, there exists N51 such that
there are at least two disjoint disks DN bounded by curves gN and each of
them is mapped onto W by some positive iterate of f : Then
#XðgnNÞ52n: ð6:7Þ
Since the number of critical values of f n is 4ðd  1Þn; where d52 is the
degree of f ; and 2n > ðd  1Þn; for all n large enough, it follows from (6.7)
that there exists a cylinder Xn0 ¼ Xðgn0Þ such that there are no critical values
of f n0 in Dn0 : All holomorphic branches of f
n0 are then well deﬁned on Dn0 :
Consider now the collection of all topological disks f n0Z ðDn0Þ; the images of
Dn0 under all holomorphic branches of f
n0 : Next, we remove from this
collection those disks which contain critical values of f n0 : In view of
Proposition 4.3. in [Zd2] (which says precisely that there exists k > 0 such
that for every component X ðgnÞ; nð f ðXðgnÞÞÞ > expðknÞnðXðgnÞÞ and
consequently nðXðgnÞÞoexpðknÞ) the total measure of the removed set
can be estimated from above by
d1 :¼ ðd  1Þn0ebn0nðDn0Þ
for some b > 0:We call the remaining disks and remaining branches of f n0 ;
admissible. Now, one can apply all holomorphic branches of f n0 to all
admissible disks, and remove again those components of f 2n0 that contain
critical values of f n0 : In this way we obtain a collection of admissible
components of f 2n0ðDn0Þ and admissible holomorphic branches of f 2n0 : At
this step of the construction the measure of removed components can be
estimated from above by
d2 :¼ ðd  1Þn0ðebn0 þ e2bn0ÞnðDn0Þ:
We continue this procedure inductively. After the nth step one obtains the
set
Fn  p10 ðDn0Þ  *J
consisting of sequences fxjg1j¼1 2 *J such that x0 2 Dn0 and for every k4n;
xkn0 is the image of x0 under an admissible holomorphic branch of f
kn0
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*F ¼
\1
n¼1
Fn:
Since the sets Fn; n51 form a descending family and for every n51; *nðFnÞ
5nðDn0Þ  dn; where dn ¼ ðd  1Þn0
Pn
k¼1 e
kbn0 ; we have
*nð *FÞ5nðDn0Þ  ðd  1Þn0
X1
k¼1
ekbn0nðDn0Þ
and the above series is less than 1 for n0 large enough. This takes care of
properties (a) and (b) of our lemma. Properties (c) and (d) are obviously
satisﬁed by the way our construction was carried out. ]
Now, for all m; n51 ﬁx arbitrary sets of the form XðgmÞ and X ðgnÞ
and consider Ynþm; the union of all sets of the form XðgnþmÞ such that
XðgnþmÞ  XðgnÞ and f nðXðgnþmÞÞ ¼ X ðgmÞ: For reader’s convenience
let us state now Proposition 4.1 from [Zd2].
Proposition 6.28. For all n and m
oðX ðgmÞÞ 
oðYnþmÞ
oðXðgnÞÞ
:
Now, all the inverse branches described in part (c) of the previous lemma
will be called admissible. Denote
F ðnÞ ¼ f *x 2 *F : *f in0 =2 *F for all i ¼ 1; 2; . . . ; ng:
Lemma 6.29. There exists g > 0 such that for all n50
*nðF ðnÞÞ4expðgnÞ:
Proof. Fix k51; take F ðkÞ and consider the collection of all topological
disks Y ¼ f kn0Z ðDn0Þ; where we use all the admissible branches of f kn0
corresponding to the points from F ðkÞ: Thus all the inverse branches of f n0
are well deﬁned on the disks Y : Since f n0ðDn0Þ ¼ W ; for every disk Y some
components of f n0ðYÞ fall into Dn0 : Denote them by Y1;Y2; . . . ;Ys (cf. the
paragraph proceeding Proposition 6.28). Using this proposition one deduces
that
nððY1 [ Y2 [ 	 	 	 [ YsÞ \ Dn0Þ  nðY ÞnðDn0Þ: ð6:8Þ
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of holomorphic branches f
ðkþ1Þn0
Z mapping Dn0 into some Yi  Dn0 : But we
have the starting collection *F of (inﬁnite) sequences of backward branches
which are deﬁned on the whole disk Dn0 : This gives a subset
*G  F ðkÞ=F ðkþ1Þ
consisting of backward branches which are built as follows. Each inverse
branch f
ðkþ1Þn0
Z deﬁned above is continued using all sequences of backward
trajectories belonging to *F : Moreover,
*nðF ðkÞ=F ðkþ1ÞÞ5*nð *GÞ5d
X
nðY Þ5d*nðF ðkÞÞ;
where the second inequality is a combined consequence of (6.8) and
Proposition 6.28; d is independent of k: This gives
*nðF ðkþ1ÞÞ4ð1 dÞ*nðF ðkÞÞ
and we are done. ]
Fix D to be an arbitrary closed disk with smooth boundary containing in
its interior Xðgn0Þ and contained in Dn0 : By Poincar!e’s recurrence theorem
for *n a.e. *x 2 *F there exists a least nð *xÞ51 such that *f nð *xÞn0ð *xÞ 2 *F : After
removing a set of *n measure 0 from *F we may assume that this holds for
every *x 2 *F : Denote by T the ﬁrst return map, i.e. Tð *xÞ ¼ *f nð *xÞn0ðxÞ: For
every *x 2 *F consider the map f nð *xÞn0xnð *xÞn0 : D ! W : It is easy to see that for any
two points *x; *y 2 *F ; the images f nð *xÞn0xnð *xÞn0 ðDÞ and f
nð *yÞn0
ynð *yÞn0
ðDÞ either are equal
or are disjoint. Since in addition each set f
nð *xÞn0
xnð *xÞn0
ðDÞ is contained in D; we
obtain in this way the following new family of maps:
S ¼ ffi : D ! Dgi2I
composed of (countably many) all maps of the form f
nð *xÞn0
xnð *xÞ ; *x 2 *F :We shall
prove the following.
Lemma 6.30. The family S ¼ ffi : D ! Dgi2I (actually the family
ffo :o 2 Ing for all n large enough) is a hyperbolic conformal iterated
function system.
Proof. By the Koebe distortion theorem and the choice of D we have
uniformly bounded distortion for all maps fo; o 2 In: Thus, in order to
demonstrate that an iterate of the system S is hyperbolic, it sufﬁces to show
that
lim
n!1 sup fdiamðfoðDÞÞ :o 2 I
ng ¼ 0:
HAUSDORFF DIMENSION OF HARMONIC MEASURE 51And indeed, by the choice of D; for every o 2 In; the disk foðDÞ is enclosed
by a nested family of joj annuli conformally equivalent with the annulus
Dn0 =D: Thus, by the Gr .otzsch’s inequality the modulus of D=foðDÞ5
ModðDn0 =DÞjoj: We are done. ]
Corollary 6.31. There exist constants C; b > 0 such that for every q51
n
[
fi2I :nðiÞ¼qg
fiðDÞ
0
@
1
A4C expðbqÞ:
Proof. For every k51 we have[
fi2I :nðiÞ¼kg
fiðDÞ ¼ pkn0ðF ðk1Þ=F ðkÞÞ; ð6:9Þ
where for every n 2 Z; pn : *J ! J denotes the projection onto nth
coordinate, i.e. pnðfxjgj2ZÞ ¼ xn: By the deﬁnition of the measure *n
nðpkn0ðF ðk1Þ=F ðkÞÞ5*nðF ðk1Þ=F ðkÞÞ:
But what we need is the opposite inequality
*nðF ðk1Þ=F ðkÞÞ5const nðpkn0ðF ðk1Þ=F ðkÞÞÞ:
In order to prove it, notice that for all disks Y ¼ f kn0r ðDÞ  pkn0ðF ðk1Þ=
F ðkÞÞ; taken over all admissible branches f kn0r corresponding to elements in
F ðk1Þ=F ðkÞ one can ‘‘attach’’ all (inﬁnite) backward trajectories belonging to
*F producing as the result a set *Y  p1ðY Þ \ F ðk1Þ=F ðkÞ: Now
*nð *Y Þ ¼ lim
n!1 n
[
ZAn
ð f nn0Z ðYÞÞ
0
@
1
A;
where the union is taken over An; all admissible branches of length n: Since
from Proposition 6.28 and Lemma 6.27 we have for every n51
n
[
ZAn
ð f nn0Z ðYÞÞ
0
@
1
A 
n
S
ZAn
ð f nn0Z ðDÞÞ
 !
nðDÞ nðYÞ5
*nð *FÞ
nðDÞnðYÞ;
we conclude that
*nð *YÞ5*nð
*FÞ
nðDÞnðY Þ:
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we get
*nðF ðk1Þ=F ðkÞÞ5*nð[ *Y Þ5*nð
*FÞ
nðDÞnð[YÞ ¼
*nð *FÞ
nðDÞnðpkn0ðF
ðk1Þ=F ðkÞÞÞ:
So, applying (6.9) and Lemma 6.29 completes the proof. ]
We shall prove the following.
Proposition 6.32. We have
(a) nðSi2I fiðDÞÞ ¼ nðDÞ:
(b) JS ¼ Jð f Þ \ D:
(c) If oS is the harmonic measure on JS and o is the harmonic measure
on J; then the measures oS and ojJS are equivalent and the system S is o-
conservative. Thus there exists Z; the S-invariant measure equivalent with oS:
(d) The Jacobian c : JS ! ð0;1Þ; i 2 I ; defined by the formula
cðxÞ ¼ lim
z!x
G 8f
1
i ðzÞ
GðzÞ ðx 2 fiðJSÞÞ
satisfies
R
JS
jlog cjk dZo1 for every integer k50:
(e) The system ðS; ZÞ has finite entropy.
(f) wZ ¼
R
x dZo1; where x is the amalgamated function of the family X
(ascribed to the system S ¼ ffigi2I introduced just after Lemma 1.9.
Proof. Since
S
i2I fiðDÞ ¼ p0ðTð *FÞÞ; it sufﬁces to show that nðBÞ ¼ 0;
where B ¼ D=0ðTð *FÞÞ: If, on the contrary, this measure is positive, then
the inequality *nðp10 ðBÞ \ *FÞ > 0 follows from the construction of the set *F :
But p10 ðBÞ \ *F  *F =Tð *FÞ and *nð *F =Tð *FÞÞ ¼ 0 since T ; as an induced map
preserves the measure n: This contradiction ﬁnishes the proof of (a).
Properties (b) and (c) are immediate consequence of (a) and the remark that
n is positive on open sets. Since (e) follows from (d) in order to prove both
we only need to verify (d). Since the measures n; o and Z are mutually
equivalent on JS with Radon–Nikodym derivatives bounded away from
zero and inﬁnity, we can write
Z
JS
jlog cjk dZ 
Z
JS
jlog cjk dn4
X
i2I
nðfiðDÞÞ sup
fiðDÞ
jlog cjk:
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sup
@ðfiðDÞÞ
log
G 8f
1
i
G

4 sup@ðfiðDÞÞ jlog Gj þ M  jlogðnðfiðDÞÞj þ M;
where M ¼ sup@V jlog Gjo1 and the ‘‘’’ sign in the formula above has
the additive meaning. So, using Corollary 6.31 we getZ
JS
jlog cjk dn4 const
X
i2I
nðfiðDÞÞjlogðnðfiðDÞÞjk þ const
4 const
X
q51
X
fi2I :nðiÞ¼qg
nðfiðDÞÞqk þ const
4 const
X
q51
C expðbqÞqk þ consto1:
Since Lemma 6.30 gives that kf0ik4const lnðiÞn0 for every i 2 I and some
lo1; the same calculation proves part (f). ]
Now to compare the Hausdorff dimension of harmonic measure and the
Hausdorff dimension of Jð f Þ is a straightforward consequence of the results
obtained in Section 5. Combining Theorem 5.2 and Proposition 6.32 we get
the following.
Proposition 6.33. If the system S is irregular, then HDðoÞoHDðJð f ÞÞ:
As a corollary from Theorem 5.3 and Proposition 6.32 we get the
following.
Proposition 6.34. If the system S is regular and the entropy of m; the
invariant measure equivalent with the conformal measure m is infinite, then
HDðoÞoHDðJSÞ4HDðJð f ÞÞ:
Propositions 6.32–6.34 allow us to reduce the question of whether
HDðoÞoHDðJð f ÞÞ for an arbitrary generalized polynomial-like mapping
to the corresponding result for regular inﬁnite iterated function systems. We
ﬁnd this reduction interesting itself. In order to make use of Theorem 5.4 we
need the additional assumption that the generalized polynomial-like
mapping f :
Sn
i¼1 Ui ! W is one dimensional. Thus, at the moment we
only have the following.
Theorem 6.35. If the Julia set Jð f Þ of the generalized polynomial-like
mapping f :
Sn
i¼1 Ui ! W is one dimensional, then HDðoÞoHDðJð f ÞÞ:
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Although the subject of this section is closely related to the contents of the
previous sections, it is however out of the mainstream of this paper which is
the relation between the Hausdorff dimension of harmonic measure and the
Hausdorff dimension of the limit set. This is why we have decided to locate it
as the last section. We deal here with the problem of under which conditions
the Hausdorff dimension of harmonic measure of a uniformly perfect limit
set of a conformal IFS (not necessarily one dimensional}just conversely) is
strictly less than 1: Our approach is to formulate checkable conditions for
the assumptions of Theorem 2 from [JW] to be satisﬁed.
Following [JW] we recall that given e > 0 and r0 > 0 a point x in a
compact set F  C satisﬁes the ðe; r0Þ-annulus condition if for every r5r0
the annulus Aeðx; rÞ ¼ fz 2 C : rojz  xj4e1rg contains a topological
annulus Teðx; rÞ  C=F such that x belongs to the bounded component of
C=F and the modulus of Teðx; rÞ  C=F is greater than or equal to e: We
simply say that the point x satisﬁes the e-annulus condition (with respect to
the compact set F ) if r0 ¼ 0: If each point of the set F satisﬁes the e-annulus
condition for some common e > 0; then the set F is said to satisfy the
annulus condition. Jones and Wolff have proved in [JW] that if a uniformly
perfect set F satisﬁes the annulus condition, then the Hausdorff dimension
of its harmonic measure is strictly less than 1 (cf. the article [Wo] where
although this result is not explicitly stated, however its methods lead to the
proof). As a matter of fact Jones and Wolff were assuming so-called capacity
density condition instead of uniform perfectness but it is well known that
these two conditions are equivalent. We shall provide now some sufﬁcient
conditions for the annulus condition to be satisﬁed by %J:
Lemma 7.1. If there exists e > 0 and g51 such that for all i 2 I there
exists xi 2 fiðX Þ such that xi satisfies the ðe; g diamðfiðXÞÞ-annulus
condition, then the set J satisfies the annulus condition.
Proof. Fix 0od4e so small that
ed1  K
1þ e 5
K
g
; ð7:1Þ
where, let us recall, K is the Koebe distortion constant. Rescaling, if
necessary, the system by a sufﬁciently big factor, we may assume that
D1de1 distðX ; @VÞ5g; ð7:2Þ
where D comes from (1.4) and (1.5). In order to prove the lemma it
obviously sufﬁces to demonstrate that for every r > 0 sufﬁciently small, each
HAUSDORFF DIMENSION OF HARMONIC MEASURE 55point z ¼ pðtÞ 2 J; t 2 I ; satisﬁes the d-annulus condition. So, ﬁx 0oro
de1 distðX ; @VÞ and consider the least n50 such that
Krkf0tjnk
15g diamðftnþ1ðX ÞÞ: ð7:3Þ
Using (7.1) this implies that ð1þ eÞ diamðftnþ1ðX ÞÞ4ðed1  KÞrkf0tjnk
1 or
equivalently
Krkf0tjnk
1 þ diamðftnþ1ðXÞÞ4ed1rkf0tjnk
1  e diamðftnþ1ðX ÞÞ:
Fix an arbitrary R such that
Krkf0tjnk
1 þ diamðftnþ1ðX ÞÞ4R4ed1rkf0tjnk
1  e diamðftnþ1ðX ÞÞ: ð7:4Þ
Then
ftjnðBðxtnþ1 ; e1RÞ ftjnðBððpðsntÞ; e1R þ diamðftnþ1ðX ÞÞÞ
Bðz; kf0tjnkðe
1R þ diamðftnþ1ðXÞÞÞÞ  Bðz; d1rÞ: ð7:5Þ
Suppose now that R5distðX ; @VÞ: Then ed1rkf0tjnk
15distðX ; @VÞ:
Hence, by our choice of r; n51 and using (7.2), we get
Krkf0tjn1k
15 rkf0tjnk
1kf0tnk5D1de1ðed1rkf0tjnk
1kÞ diamðftnðX ÞÞ
5D1de1 distðX ; @VÞ diamðftnðXÞÞ
5g diamðftnðXÞÞ:
This however contradicts the deﬁnition of n and shows that
R  diamðftnþ1ðXÞÞoRodistðX ; @VÞ: Therefore, using (7.4), we get
ftjnðBðxtnþ1 ;RÞ*ftjnðBððpðsntÞ;R  diamðftnþ1ðX ÞÞÞ
*Bðz; kf0tjnkK
1ðR  diamðftnþ1ðX ÞÞÞÞ*Bðz; rÞ:
Combining this and (7.5) we deduce that
ftjnðAðxtnþ1 ;R; e1RÞ  Aðz; r; d
1rÞ
URBAN´SKI AND ZDUNIK56and the bounded component of C=ftjnðAðxtnþ1 ;RÞ contains Bðz; rÞ: Now, by
our assumptions there exists a topological anuulus
Teðxtnþ1 ;RÞ  Aðxtnþ1 ;R; e1RÞ= %J
with modulus5e and such that xtnþ1 belongs to the bounded component of
C=Teðxtnþ1 ;RÞ: Then ftjnðTeðxtnþ1 ;RÞÞ  Aðz; rd
1rÞ= %J is a topological
annulus with modulus equal to ModðTeðxtnþ1 ;RÞÞ5e5d: In addition z
belongs to the bounded component of C=ftjnðTeðxtnþ1 ;RÞÞ: The proof is
complete. ]
Theorem 7.2. Suppose that the ðUPÞ condition from Theorem 3.5 holds,
that each point in Xð1Þ satisfies the annulus condition with some common
e > 0; and that
inf
i2I
diamðfiðX ÞÞ
distðfiðXÞ;Xð1ÞÞ
 
> 0: ð7:6Þ
Then HDðoÞo1:
Proof. Since, by Theorem 3.5, the (UP) condition implies uniform
perfectness of %J; in view of Theorem 2 from [JW] it sufﬁces to prove that %J
satisﬁes the annulus condition. And in order to check this condition it
sufﬁces to verify the assumptions of Lemma 7.1 for some d > 0;
corresponding to e appearing in this lemma, and g ¼ 1: And indeed, let T
be the inﬁmum appearing in formula (7.6). Fix d > 0 so small that
d154T þ e1ð1þ 4TÞ ð7:7Þ
and for every i 2 I choose an arbitrary xi 2 fiðX Þ: Fix then zi 2 X ð1Þ so
close to x that jzi  xij42 distðxi;X ð1ÞÞ: If r5diamðfiðXÞÞ; then using
(7.6) we get
Bðxi; rÞ Bðzi; r þ jxi  zijÞ  Bðzi; r þ 2 distðxi;Xð1ÞÞÞ
Bðzi; r þ 4T diamðfiðX ÞÞÞ
Bðzi; r þ 4TrÞ ¼ Bðzi; ð1þ 4TÞrÞ: ð7:8Þ
HAUSDORFF DIMENSION OF HARMONIC MEASURE 57Using (7.6) again and (7.7) (when writing the last inclusion), we also get
Bðxi; d1rÞ*Bðzi; d1r  jxi  zijÞ*Bðzi; d1r  2 distðxi;X ð1ÞÞÞ
*Bðzi; d1r  4T diamðfiðXÞÞÞ*Bðzi; d1r  4TrÞ
*Bðzi; ðd1  4TÞrÞ*Bðzi; e1ð1þ 4TÞrÞ: ð7:9Þ
By our assumptions there exists a topological annulus separating the balls
Bðzi; ð1þ 4TÞrÞ and Bðzi; e1ð1þ 4TÞrÞ; disjoint from %J and of modulus
5e5d: Since, by (7.8) and (7.9), this annulus separates also Bðxi; rÞ and
Bðxi; e1rÞ; we are done. ]
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