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Abstract. This paper presents an efficient parallel algorithm for constructing maximal independent 
set in planar graphs. The algorithm NILS in O(log*n) time with O(n) processors on a PRAM and 
is within an O(log%) factor of optimal. The best previously known algorithm for this problem 
takes O(log%) time with 0(n3) processors. The key subroutine of the algorithm is an O(log n) 
time, O(n) processor parallel algorithm for constructing a maximal independent set in a one-page 
planar graph. This subroutine may be of independent interest. 
1. IdrodIlction 
Let G = ( V, E) be an undirected graph with vertex set V = { 1,2, . . . , n}. A subset 
I E V is an indepndent set of G if no two vertices in I are adjacent o each other. 
An independ:ni set is a maximal independent set (MIS) if it is not contained in any 
larger independent set of G. 
3he sequential algorithm for constructing an MIS Z of G is very simple: Initialize 
Z to be the empty set. For i = 1,. . . , n, if vertex i is not adjacent o any vertex in 
Z, then add i into Z. This algorithm can be easily implemented in linear time. The 
MIS constructed by this algorithm is called the lexicographically Jitst maximal 
independent set (LFMIS) of G. 
Although the sequential algorithm for the MIS problem is very easy, the parallel 
algorithm for this problem is much harder. Valiant [ 151 noted that the MIS problem 
may be one of the problems for which there is no fast parallel algorithm. Cook [4] 
strengthened this observation by showing that the construction of an LFMIS for a 
general graph is P-complete for NC. This gives strong evidence that there is no 
NC-algorithm for constructing an LFMIS in general graphs. 
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Surprisingly, Karp and Wigderson [6] did develop a fast parallel algorithm for 
constructing an MIS (not necessarily an LFMIS) in general graphs. This algorithm 
runs in 0(log4n) time with 0( n3/log3n) processors. Luby [ 10) presented an improved 
parallel algorithm for the problem with running time O(log*n) using O(n*m) 
processors (m is the number of edges in G). 
The present paper discusses the MIS problem for planar graphs. If G is a planar 
graph, G contains at most O(n) edges. Thus, Luby’s algorithm runs in O(log*n) 
time with 0(n3) processors. 
The MIS problem for planar graphs has many applications. For instance, the 
algorithm for coloring a planar graph [9] and the algorithm for searching a planar 
subdivision [7] both utilize the MIS algorithm for planar graphs as an essential 
rei’oroutine. Due to these important practical applications, it is very desirable to 
have a more efficient parallel MIS algorithm for planar graphs. 
In this paper, we develop such an algorithm. Our algorithm takes O(log*n) time 
with only O(n) processors and is within an O(log*n ) factor of optimal. The algorithm 
uses a divide-and-conquer strategy which is completely different from the approach 
of Luby’s algorithm. The key subroutine of our algorithm is an C(log n) time, O(n) 
processor parallel algorithm for constructing an MIS in a one-page planar graph, 
This subroutine may be of independent interest. 
The computation model we use is a concurrent-reud, concurrent-write parallel 
random uccess machine (PRAM). The model consists of a number of identical 
processors and a common memory. In each time unit, a processor can read from a 
common memory cell, perform an ordinary arithmetic or a logic computation, and 
write into a common memory cell. Both concurrent read from and concurrent write 
into a memory cell by different processors are permitted. If a write conflict occurs, 
an arbitrary processor succeeds. This model is widely used in the literature for 
implementing parallel algorithms. 
In Section 2, we give a high-level dcacription of the algorithm and analyse the 
time and the processor bounds. In Sections 3 and 4, we develop the key subroutine 
of the algorithm. 
of the algorithm 
Let G = ( V, E) be a planar graph. For 
be N(v) = {v} u {the vertices adjacent o 
UVEA N(v). 
each v E V, define the neighbor set of v to 
v}. For any subset A c V, define N(A) = 
If G is not connected, we may find an MIS 4 for each connected component Gj 
ef G in parallel. The union of 4 is clearly an MIS of G. Since the connected 
components of G can be constructed (log n) time with O(n) processors [131, 
we may assume that, without loss of nerality, G is connected. 
is given by the edge list of G. amely, the edge set 
of ven as a list in arbitrary order. is is the weakest representation of a 
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graph. Hiowever, in order to make fast parallel computation possible, we preprocess 
G to construct a more suitable representation, the combinatorial representation, 
defined as follows. 
Suppose G is embedded in the plane. G partitions the plane into a number of 
connected regions. Each connected region is called a face. The unbounded face is 
called the ouzerjizce. Each edge e = (x, y) E E is represented by two direct darts (x, y ) 
and (y, x). The combinatorial representation of G consists o two lists of these darts. 
The first list L1 is arranged in the order such that for each vertex v the darts “leaving 
v” are consecutive in L, and are in the order they appear in the embedding. The 
second list L2 is arranged in the order such that for each face f of G the darts on 
the boundary off are consecutive in L2 and are in the order they appear in the 
embedding. From the edge list of G, the combinatorial representation of a plane 
embedding of G can be constructed in O(log*n) time with O(n) processors [8]. 
Our algorithm works for arbitrary planar graphs. However, in order to facilitate 
the presentation of the algorithm, we reduce the general case to the biconnected case. 
A vertex v is an articulation vertex of G if the deletion of v from G disconnects 
G. G is biconnected if G has no articulation vertices. A biconnected component of 
G is a subgraph of G which is biconnected and is not contained in a larger 
biconnected subgraph of G. 
The reduction tree T, of G is defined as follows. Let al,. . . , a, be the articulation 
vertices of G and let B1,. . . , B, be the biconnecttd components of 6. The vertex 
setof T,istheset{a, ,..., a,, bl ,..., b,} where bj (1 <j s t) is a symbol representing 
Bj. (ai, aj) is an edge in T, iff (ai, a!) is an edge in G, and ai and aj are not in the 
same biconnected component. (ai, bj) is an edge in Tc iff ai is a vertex in Bj* There 
is no edge in T, connecting bi to bj for any i, j. Figure 1 shows a connected planar 
G 
T r 
Fig. 1. A planar graph G and its reduction tree T,. 
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graph G. It contains six biconnected components B1, . . . , B6 ( B4, B5, B6 contains 
only one vertex) and seven articulation vertices ut, . . . , u7. The reduction tree T, 
of G is also shown in Fig. 1. 
We next a some new edges into G so that the resulting graph is a biconnected 
planar graph. 
Let Xl,..., & be the leaves of T, in the order from left to right. For each Xi we 
select a vertex vi in G. Suppose Xi is a symbol representing a biconnected component 
Bj. We select vi IO be a vertex in Bj which is on the boundary of the outerface of 
and is not an articulation vertex. (If Bj contains only one vertex, let vi be this 
vertex.) Let V, = {vl , . . . , vk} be the set of the selected vertices. For each 1 s i < k 
we add a new edge (Vi, Vi+*) into G. The resulting graph G’ is still a planar graph. 
We call G’ the augmented graph of G. Figure 2 shows the augmented graph G’ of 
the graph G shown in Fig. 1. In this example, V, = {vl, v2, v3, v,,}. (v, , v2), (v2, v3) 
and ( v3, z,) are new edges. 
From the construction of the augmented graph, the following lemma is straight- 
forward. 
Fig. 2. Augmentecl graph G’. 
mma 2.1. (1) l%e augmented graph G’ is biconnected. 
(2) 7he vertices in V, are independent in G. 
In order to find an MIS I for G, we first construct he augmented graph G’ of 
IS I’ for G’. Then we modify I’ to be an MIS I of G as follows: 
consider the neighbor set N(v). If N(v) n I’= 0, we add v into 
ices in V, are independent by Lemma 2.1, this operation can be 
in parallel. e resulting set I is then an 
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the problem is reduced to the construction of an MIS I’ in a biconnected planar 
graph 6’. 
Let C be a simple cycle of a planar graph G. C partitions the vertex set of G 
into three subsets: the vertices on C, the vertices in the interior of C, and the vertices 
in the exterior of C. The following lemma is implied in [ll]. It plays an essential 
role in our MIS algorithm. 
Lemma 2.2 (Miller fl I]). Let G = ( V, E) be a biconnectedplanargraph with n vertices. 
‘Caere xists a simple cycle C in G such that both the interior and the exterior of C 
contain no more than $n vertices. Moreover, if G is given by the combinatorial 
representation, Ccan be constructed in O(log n) time with O(n) processors on a PRAM. 
The basic strategy of our algorithm is “divide and conquer”: We first find a cycle 
C in G’ satisfying Lemma 2.2 and find an MIS for the subgraph of G’ induced by 
C. Then we call the algorithm recursively on the interior and the exterior of C in 
parallel. The high-level description of the MIS algorithm is as follows: 
AIgorlthm 2.3. Construct an MIS in a planar graph. 
Input: A connected planar graph G = ( V, E) given in edge-list form. 
Initialization: Find a plane embedding, and a combinatorial representation for G. 
(1) Find biconnected components of G. Construct he reduction tree T, and the 
augmented graph G’ for G. Construct he combinatorial representation of G’ 
from the combinatorial representation of G. 
(2) Find a simple cycle C in G’ satisfying Lemma 2.2. 
(3) Let G, be the subgraph induced by the vertices on C. Construct the com- 
binatorial representation for G, from the combinatorial representation for G’. 
(4) Construct an MIS I= for G,. 
(5) Find connected components G, , . . . , Gk of G’ - N(I,). 
(6) Construct he combinatorial representation for each Gi (1 <j s k) from the 
combinatorial representation for G’. 
(7) Recursively call the algorithm on each Gj to construct an MIS 4 for Gi 
(1 s jC k). 
(8) Let I’=IcuI,u~~~uIk. I’isanMISof G’. 
(9) Modify I’ to be an MIS I of the original graph G. 
End Algorithm 2.3. 
The correctness of Algorithm 2.3 is obvious. We next analyse the time and 
processor bounds of the algorithm. 
The initialization step can be performed in 0(log2n) time with O(n) processors 
[8]. This step is performed only once. In our algorithm we need to construct a 
3s Xin He 
combinatorial representation for the subgraphs of G (step (3) and step (6)). This 
can be done in a more efficient way discussed later. 
Step (I) is performed as follows: By using the algorithm of Tajan and Vishkin 
[I qjs th biconnected corn nents of G can be found in O(log n) time with O(n) 
processl-5c ,vter these biconnected co ents are known, the reduction tree T, 
and t14c 2,asgmented graph G’ can be constructed in constant time with O(n) 
processors. ;he new edges of G’ are added into the lists of the combinatorial 
representation for G. This gives the combinatorial representation for G’. Thus, step 
(I) takes O(log n) time with O(n) processors in total. 
By Lemma 2.2, step (2) takes O(log ) time with O(n) processors. 
Step (3) can be implemented in O(log n) time with O(n) processors by using the 
techniques imilar to step (6). (Details will be discussed later.) 
Step (4) is the key subroutine of our algorithm. In the next two sections we will 
show that this step can also be performed in O(log n) time with O(n) processors. 
By using the algorithm of Shiloach and Vishkin [13], step (5) takes O(log n) time 
with 0 processors. 
Step is implemented as follows: Each subgraph Gj (1 s j s k) has a natural 
plane embedding inherited from the embedding of G’. The combinatorial representa- 
tion of Gj is computed from the lists L1 and L2 of the combinatorial representation 
for G’ as follows: In the list L1, delete all darts that have an end vertex in the set 
N(I,). Then perform a parallel sort on the remaining darts of La such that the darts 
~~~o~~~~g to thesame connected component GJ are consecutive in the resulting list. 
Perform similar operation on the list L2. This gives the combinatorial representation 
for each Gj. Since sorting can be done in O(log n) time with O(n) processors [3], 
step (6) can be performed in O(log n) time with O(n) processors. 
Step (7) is the recursive call. Step (8) takes constant ime with O(n) processors. 
For step (9), since vertices in V, are independent, we can consider each u E V, 
in parallel. If N( 0) n I’ = 0, then add v into I’. This step can be performed in 
constant ime with O(n) processors. 
Thus, each step of Algorithm 2.3 can be performed in at most O(log n) time with 
O(n) processors. Since each connected component Gj of G’ - N( I,) is either in the 
interior or in the exterior of C, we have IGjl s fn for 1 s j s k. Hence, the depth of 
the recursive calls is at most log 3/2n. Therefore, Algorithm 2.3 takes 0(log2n) time 
with O(n) processors as claimed (provided we can show that step (4) can be 
performed in O(log n) time with O(n) processors). 
A planar graph G is called a one-page (two-page) planar graph if the vertex set 
of G can be embedded on the spine of a book and the edges of G can be embedded 
on one (two) page(s) of the book such that the edges embedded on the same page 
do not intersect with each other. 
Let G, be the graph induced by the vertices of a simple cycle C of G’ (step (3)). 
G, is clearly a two-page planar graph: the vertices of G, can be embedded on the 
spine of the book in the order they appear on C; the edges in the interior of C are 
e e edges in the exterior of C are embedded on another 
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Fig. 3. A two-page planar graph. 
page; the edges on C can be arbitrarily embedded in either of the two pages. Thus, 
step (4) of Algorithm 2.3 is equivalent o the construction of an MIS in a two-page 
planar graph. Figure 3 shows an example of a two page planar graph. 
Aggarwal et al. [I] presented a parallel algorithm for constructing an M&S m a 
one-page planar graph in 0(log2n) time with O(n) processors. (In [l] the one-page 
planar graphs are called outer-planar graphs.) The difficulty we are facing is two-fold. 
First, we must reduce the running time by an O(log n) factor without increasing 
the number of processors. Second, we are dealing with two-page planar graphs 
which are more complex than one-page planar graphs. 
In Section 3, we show that the MIS of a one-page planar graph can be constructed 
in O(log n) time with O(n) processors. In Section 4, we reduce the construction of 
an MIS of a two-page planar graph to the construction of an MIS in a one-page 
planar graph and complete the presentation of our MIS algorithm. 
3. Constructing an MIS in a one-page planar graph 
In this section G = ( V, E) always denotes a one-page planar graph with vertex 
set V=(l,..., n} embedded on the spine of a book in that order. We assume that 
G is given by the combinatorial representation. Since each connected component 
of a one-page planar graph is also a one-page planar graph, we may assume that, 
without loss of generality, G is connected. 
In order to construct an MIS for G, we partition the vertex set V into two subsets 
A and B. Let GA (GB) be the subgraph of G induced by A (B). We will make sure 
that both GA and Gs are a collection of vertex-disjoint paths (some paths may 
contain a single vertex). 
P e first find an MIS IA for GA as follows. Let GA = P1 u - l l u Pk where each 4 
:; <j d k) is a path of GA. For each Pj (1 d j < k), we compute the index number 
of the vertices on the path. This can be dome in O(1og n) time with O(n) processors. 
Let 4 = (the set of vertices on 4 whose index number is odd}. Then Ij is an MIS 
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for 4. Since 4 (1 <j < k) are vertex disjoint, this computation can be performed 
on Pj simultaneously. The union IA = Uls+k 4 is an MIS of GA. 
Next consider the graph Gb = G - N&). This graph is a subgraph of GB and 
hence a collection of vertex disjoint paths. An MIS IL of Gb can be found in 
O(log n) time with O(n) processors as above. The union I = IA u IL is clearly an 
MIS of G. 
Thus, the problem is reduced to the partition of V into A and B. We will use the 
shortest-distance spanning tree to guide this partition. 
For each vertex v E V, let d( v, 1) be the shortest distance from v to vertex 1. 
P, be a path in G from v to vertex 1 with length d( v, 1). Suppose u is the vertex 
on P, adjacent o v. We designate u as the parent of v. Perform this operation for 
every vertex of G. These parent pointers represent a spanning tree T, of G rooted 
at vertex 1. T, is called the shortest-distance spanning tree of G since the path from 
any vertex to vertex 1 along T, is the shortest distance path. Figure 4 shows a 
one-page planar graph and its shortest-distance spanning tree. The dark lines are 
tree edges and the light lines are non-tree edges. The number below each vertex v 
is the shortest distance d( v, 1). 
Define &=(vE Vld(v,l)=j}. 
1 2 3 4 5 6 7 6 9 10 1112 1314 15 16 17 1819 20 2122 23 
011234342233433432 123 21 
- : tree edges - : non-tree edges 
Fig. 4. Shortest-distance spanning tree. 
. Let i, j be two integers uch that j > i+ 1. Then 
connecting a vertex in Vi to a vertex in Vjm 
there is no edge in G 
Let x E x and y E 4. Suppose (x, y) is an edge in G. Let PX be a path from 
x to vertex 1 with length d(x, 1). The concatenation of P, and the edge (x, y) is a 
y to 1 with lengt is contradicts the fact that d (y, 1) = j > i + 1. •l 
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m 3.2. Let Gi be the subgraph of G induced by the vertex set V;:. Cohen 
(1) any vertex in Gi has degree at most 2 in Gi; 
(2) Gi contains no cycle. 
f. (1): Suppose there exists a vertex w in Gi with degree 23 in Gj. Let 5 y, z 
be three neighbors of w in Gi in the order shown in Fig. S(1). (Other cases are 
similar.) Since G is a one-page planar graph, any path frr m y to vertex 1 must pass 
through either w or z. Thus, the shortest distance from y to 1 is at least i+ 1. This 
contradicts the fact that y E V. 
(2): Suppose that Gi contains a cycle. Let x, y, z be three vertices on the cycle 
in the order shown in Fig. S(2). As in the proof for (l), y cannot be in Vi, a 
contradiction. Cl 
Define A=Uii,,,,, V;- and B=Uiisodd vl:. 
Let GA (Gs) be the graph induced by A (B). By Lemmas 3.1 and 3.2, GA (Ga) 
is a collection of edge-disjoint paths. 
In Fig. 4, GA is the collection of paths {1,4,6, 8,9 + 10,13, 16,18,20+ 22). Gs 
is the collection of paths (2+3,5+7, ll-, 12+ 14, 15, 17, 19,21,23). 
If the shortest-distance spanning tree T, is known, the distance d( u, 1) (tr E V) 
can be computed in O(log n) time with O(n) processors [14]. Then the partition of 
V into A and B can be done in constant ime. Thus, the problem is reduced to the 
construction of T,_ 
For each edge e = (x, y) of G where x is the left-end vertex of e and y is the 
right-end vertex of e, we assign to e a label L(e) E {L, R, N, NL, NR} with the 
following meaning: 
(1) 
(2) 
Fig. 5. The proof of Lemma 3.2. 
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(a) If e is an edge in T, and the direction of e in T, is to the left, then L(e) = L. 
(b) If e is an edge in T, and the direction of e in T, as to the right, then L(e) = R. 
(c) If e is not an edge in T, and d(x, 1) = d(y, 1), then L(e) = N. 
(d) If e is not an edge in T, and d(x, 1) = d(y, 1) - 1, then L(e) = NL. 
(e) If e is not an edge in T, and d(x, 1) = d(y, l)+ 1, then 
In order to construct the shortest-distance spanning tree T,, 
for each edge e of G, if e is in T, and the direction of e in T, 
above have been computed for ail edges of G, then T, will be known. 
In order to compute these labels, we introduce the dtcalfoest 5; of G defined as 
follows. To avoid confusion, the vertices of T are called nodes. The node set of F 
is the edge set of G. For each edge e of G, we denote by e’ the corresponding node 
inzLetebeanedgeofGandlete,,..., ek be the edges “directly below” e in 
G. We designate ’ as the parent of &, . . . , 3, in z ese parent pointers arrange 
the edges of G into a forest structure T called the dual forest of G. Figure 6 shows 
a one-page planar graph and its dual forest. (In this example T is actually a tree.) 
If G is given by the combinatorial representation, the dual forest f of G can be 
constructed in constant ime with O(n) processors. 
L~t.Zbeanodein Fandlete’,,..., & be the children of e’ in T in the order 
from left to right. Suppose ei = (xi, yi) (I < i s k) where xi (yi) is the left- (right-)end 
vertex of ei. In general, we have yi = xi+l. If yi < Xi+1 for some & we say there is a 
hole for e’ at (yi, ~i+~). In Fig. 6, node (m) has a hole at (19,20), node (14,18) 
has a hole at (14,15); node (m) has a hole at (8,9). Notice that since G is 
connected, there is at most one hole for each node (otherwise the vertices between 
two holes would not be connected to other vertices of G). 
Let Z be a node in T and let e’ 1, . . . , Z, be the children of e” in z The label L( ei) 
( 1 s i s k) can be completely determined from the label L(e) as follows: 
(1) Suppose Z has a hole between 3 and 4+1 (Fig. 7( 1)); then 
L(ei)=L forlsisj and L(ei)=R forj+lsisk. 
(2) Suppose there is no hole for e’ and L(e) = L. 
- : edges in G 4)oppplffilppp~oo :edges in dual forest 
Fig. 6. The dual forest. 
Algorithm for constructing maximal independent set in planar graphs 
Fig. 7. Computing labels for the edges. 
(2.1) If k is odd (Fig. 7(2)), then 
L forlGi<$(k+l); 
L(ei) = 
( 
NL for i=f(k+l); 
R for$(k+l)<i~k 
(2.2) If k is even (Fig. 7(3)), then 
L(ei) = 
I 
L for16iC$k+l; 
N for i=ik+l; 
R for$k+l<isk 
(3) Suppose there is no hole for e’ and L(e) = R. 
(3.1) If k is odd (Fig. 7(4)), then 
L forWi<$(k+l); 
L( ei) = 
[ 
NR for i=&k+l); 
R for$(k+l)<iCk. 
(3.2) If k is even (Fig. 7(5)), then 
( 
L forlsi+k; 
L(ei) = N for i=$k; 
R for$k<i<k 
If Z has no hole and L(e) = N,, NL, or NR, we can derive similar formulas, 
The following algorithm computes the labels for all edges of 
the dual forest F of @ is given). 
Xin He 
3. Compute the labels for the edges of G. 
t: A connected one-page planar graph G = (V, E) with t e dual forest F 
pointers (P(Z) denotes the parent of e’ in F). 
For each node Z in E compute a function F( e’) :{L, 
{L, R, N, NL, NR} such that if x is the label of the parent of Z, then F(Z)(x) 
is the label of i?; 
Assign to each root node of T a label L(e’) = 1L; 
Repeat: 
el for sll e, if P(Z) is not a root in F, do: 
(3.2) F@j + F(P(e’)) 0 F(Z); 
until P(Z)isarootin TforalleEE; 
Compute L(e) = F(Z)(L) for all e E E; 
End Algorithm 3.3. 
In order to implement Algorithm 3.3, we assign to each edge e a processor P,. 
Step (1) can be performed as follows: ‘lhe fuEp_&Dn F( e’) is completely determined 
m the number of brothers of Z in F and w;h~~tScr theparent of e’ has a hole or 
not. The number of children of each node in F czn be computed in O(log n) time 
with O(n) processors. Thus, these fun&or.% ctin be determined in the same time- 
and processor-bounds and represented as &e-element vectors. 
Step (2) takes constant ime. 
Step (3) is an application of the well-known pointer jump technique. The loop 
body is executed at most O(log n) times. Step (3.1) clearly takes constant ime with 
O(n) processors. For step (3.2), since both F( P(e’)) and F(i!) are represented by 
vectors, the composite function, still in the vector representation form, can be 
computed in constant ime. Hence step (3) totally takes (log n) time with O(n) 
processors. 
Step (4) clearly takes cons:- nt time. Thus, Algorithm 3.3 can be performed in 
O(log n) time with O(n) processor. 
We are now ready to give the algorithm for constructing an MIS in one-page 
planar graphs. 
lgorit Construct an MIS for one-rage planar graphs. 
Input: -4 connected one-page planar graph G = ( V, E) given by combinatorial 
representation. 
0) 
(2) 
(3) 
(4) 
(5) 
Construct he dual forest T for 6; 
gorithm 3.3 to compute the labels for the edges of G; 
Construct the s ortest-distance spanning tree T, from the labels computed in 
step (2); 
ute d( v, 1) for all vertices 
= VE 1 
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(6) Let GA be the subgraph induced by A. Compute an 
(7) Let Gb= G- N(I,). Comp an MIS I)B for G)B. 
(8) The union I = IA v I)B is an 
End Algorithm 3.4. 
We have already shown that each step of Algorithm 3.4 can be implemented in 
at most O(log n) time with O(n) processors. This ives the followin 
eorem 3.5. Let G be a one-page planar graph given by combinatorial representation. 
An MIS of G can be constructed in O(log n) time with O(n) processors on a 
4. Conshucting an MIS for a two-page planar graph 
In this section, we show that an MIS of a two-page planar graph can be constructed 
in O(log n) time with O(n) processors. 
Let G = ( V, E) be a two-page planar graph given by the combinatorial representa- 
tion. In order to construct an MIS for G, we partition the vertex set V in?o four 
subsets: Al, A2, Bl, and B2. Let GA*, GA2, Gsl, and GBz be the subgraphs of G 
induced by these subsets respectively. We will make sure that each of these induced 
subgraphs is a one-page planar graph. Then we perform the following operations: 
(1) Construct an MIS IAl for GAI; 
(2) Let GL2 = GA2- N(I&). Construct an MIS I& for Gk2; 
(3) Let Gbl = G,, -( N( IAl) u N( I&)). Construct an MIS IL1 for Gk,; 
(4) Let Gbz = G 82 - (N( I&) u N( Ik2) u N( I’,,)). Construct an MIS IL2 for G& 
(5) The union I = I&u Ik2u Iblu I’,, is an MIS of G. 
At each step, we are considering a one-page planar graph. By Theorem 3.5, each 
step can be performed in O(1og n) time with Q(n) processors. Hence, the entire 
algorithm can be implemented in O(log n) time with O(n) processors. Thus, the 
problem is reduced to the partition of V into four subsets Al, A2, Bl, and B2 with 
the desired properties. 
The edge set E of G can be partitioned into two subsets E’ and E” such that the 
edges embedded in one page are in E’ and the edges embedded in another page 
are in E”. Let G’ = ( V, E’) and G” = ( V, E “). G’ and 6” are clearly one-page planar 
graphs. 
Applying Algorithm 3.4 on G’, the vertex set V can be partitioned into two subsets 
A and B such that if G> (Gk) is the subgraph of G’ induced by A ( 
(Gk) is a collection of vertex-disjoint paths. 
Define GL= Gk v {e E E”I two end vertices of e are i . Figure 8 sfmvs an 
example. The light lines represent he edges in E’. The k lines represent he 
edges in EN. G% is almost a one-page planar graph except hat there are some edges 
in E’ which cannot be embedded into the second page. 
jump edges. In Fig. 8, the jump edges are: ( 1,4), (9,21), (11, 
Define Al to be the set of vertices 
vertex-disjoint paths in Gk: and let A2 = 
10, 14, 19, 12, 16, 18}.) 
Perform similar operation on 
These subsets clearly have 
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The partition of V into A 
as was shown in Section 
can be done in 
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From Theorem 4.1, step (4) of Algorithm 2.3 can be implemented in O(log n) 
time with O(n) processors on a PRA as claimed. (Note that, at step (3) of Algorithm 
2.3, we already computed the combinatorial representation of the two-page planar 
graph G,, hence Theorem 4.1 can be applied.) This completes the proof of our last 
theorem. 
phar graph given by edge list form. A maxima! independent 
in O(log*n) time with Q(n) processors on a PRAM. 
After the submission of this paper, the author has learned that Goldberg et al. 
[16] have developed a simpler and faster parallel algorirhm for the MIS problem 
for planar graphs whit log*n) time with O(n) processors. 
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