Abstract: Action-derived molecular dynamics for the simulation of rare event and slow mode systems is reviewed. Theoretical background, implementation details, and comparison with other methods are presented. Numerical examples demonstrated include the structural formation and transformation of carbon fullerenes, and molecular reconfiguration of alanine dipeptide and valine dipeptide. It is shown that the action-derived molecular dynamics is efficient to explore the dynamic pathways of various chemical reactions.
Introduction
In computational nanotechnology, molecular dynamics (MD) is widely used to study structural, thermodynamic, and kinetic properties of various atomic/molecular systems. Atomic-level motions in molecular systems take place on a wide range of time scales. In a molecular dynamics simulation, the equations of motion for all atoms of a system are integrated over a certain period of time. Since the size of time step employed in the integration of the equations of motion is order of femtoseconds (10 -15 s), the time scale in a practical molecular dynamics is very short, typically in the order of picoseconds (10 -12 s) or nanoseconds (10 -9 s). In many realistic situations, these time scales are not sufficient for the description of the atomic motions. In fact, rare events in the molecular system are not gradual processes but stochastic processes. The precise structure of an activated complex in the chemical reaction is often difficult to determine. Chemical reactions usually involve the activated complex with making and/or breaking of chemical bonds. The reaction pathway is a key object in understanding a chemical reaction, in general. Because chemical reaction is extremely complex and diverse, no computational methods have consistently been applied to all types of problem, sufficient to provide new theoretical predictions and deeper insights into the experimental observation.
Passerone and Parrinello [1, 2] have proposed the action-derived molecular dynamics (ADMD) method that explicitly determines the dynamical trajectory of an atomic system for given initial and final conformations. In the method, initial and final configurations are totally interchangeable due to the microscopic reversibility, indicating the characteristic feature of the equations of motion. ADMD method is suitable for determining the transition pathway model with a minimum activation energy barrier, representing a sampling in trajectory space. The method is especially useful for the case of "how systems change (reaction mechanism) during the chemical reactions?" This is in contrast to the case of "which state is stable?" where thermodynamics is involved.
ADMD method does not involve any pre-defined reaction coordinates. It is thus believed to be promising for the general class of multiple time-scale simulations, which includes not only infrequent events in condensed matter systems but also slow-mode systems such as the dynamics of biomolecules and polymers, and the relaxation in glasses. This paper is therefore intended to present a comprehensive introduction to the ADMD method.
Theoretical background
ADMD is based on the least action principle (Hamilton's principle). We can search for a transition pathway between two configurations defined as a priori. The resulting trajectory is not an exact solution of the Newton's equations of motion, but an approximation to the classical pathways. Classical action in a discretised form is not useful in practice, because the discretised action is not bounded and the distribution of the extreme condition depends on the choice of discretisation parameter ∆. Let us consider an atom of which the trajectory is denoted by a set of vector coordinate, {q j }. Atomic trajectory of time duration τ is represented by a chronological sequence of atomic position vectors. Atomic units are used throughout this paper.
where ∆ = τ/P, and j = 0 and j = P are the initial and final configurations respectively.
In practice, direct application of this discretised action is limited due to the non-analytic nature of the action surface in the pathway space. Extreme condition search severely depends on the selection of ∆. For a useful trajectory representation, we use a sine expansion as shown below:
which represents a straight line connecting two end points with the sine function series [3] . Here, a k vectors directly determine the atomic pathway. In a real numerical procedure, a fast sine transformation technique can be used. Passerone and Parrinello proposed an object function for an atomic trajectory generation with a computational parameter µ
where E j stands for the total energy, i.e., the sum of kinetic energy and potential energy at the time indexed by j. E is the target energy of the system considered [1, 2] . After running an ADMD simulation with N atoms, we can take the 3N(P -1) error variables as given below,
This mathematical expression is the same as the Verlet trajectory as
which is widely used in conventional molecular dynamics simulations. These are termed by error variables in this paper [1, 2] . The Verlet trajectory has a time-reversal-symmetry property and the velocities are not necessary for the computation of the trajectories. Elber and his coworkers [4, 5] proposed an object function (also known as Onsager-Machlup action)
as a measure of the path quality. They used the Onsager-Machlup action in order to find the protein folding pathway models. However, two points should be noted in the application of this object function:
• total energy is not conserved along the path
• Hessian matrix is required for the minimisation procedure.
On the other hand, the object function (3), proposed by Passerone and Parrinello, can overcome these shortcomings [1, 2] . The quality of dynamic pathways can also be improved by introducing additional dynamical conditions such as
where 〈K〉 represents the average kinetic energy along the trajectory [6] [7] [8] [9] . The fictitious temperature, T is a computational parameter to control the kinetic energy of the system. It has been shown that the quality of pathways can practically be enhanced by this introduction of fictitious temperature [6] . The choice of the parameter does not require any complicated procedure. Here, the coordinate q j in the set of {q j } stands for a 3-dimensional vector. An additional summation over all atoms is required for the kinetic-energy control part if a many-body calculation is involved. A procedure is needed to find a set of parameters µ* and ν*. In practice, we can use the conditions such as µ > µ*, ν > ν*. A better pathway model, which is closer to Newtonian trajectory and has lower activation energy, can be found if the additional penalty function is properly employed in the pathway optimisation procedure, being assessed by the Onsager-Machlup action. The improved quality of atomic trajectories by equation (7) is illustrated in Figure 1 through the smaller value of Onsager-Machlup action compared to that from equation (3) by the original ADMD method. A Stone-Wales defect formation in a C 60 molecule is simulated for this example. A typical example of the object-function minimisation is shown in the top of Figure 1 (the vertical axis is in a.u.) [6] . Object function consists of discretised action and two penalty functions. Here, a conjugate-gradient (CG) method is used for the object-function minimisation. The first penalty function and the second penalty function represent the total-energy conservation restraint and kinetic-energy control restraint, respectively. Discretised action and Onsager-Machlup action are denoted by S and O, respectively. A remarkable reduction in the O value at the early stage of the relaxation is noted. In the bottom of Figure 1 , a narrower width in the probability density distribution of 'error variables' with an extended action (7) is noticed (a.u. = 0.529177 Å), indicating an improved quality of dynamical trajectory. The kinetic-energy controlled action can thus be used as an atomic trajectory annealing method. This feature was demonstrated by the fact that this path is also a solution of the original method by Passerone and Parrinello [1, 2] , the difference being only the smaller value of the Onsager-Machlup action. Even though the nudged elastic band (NEB) method [10] is known to be useful in finding a transition state for relatively simple reactions, ADMD in general results in lower activation-energy barrier between two given states of a complex system, as shown in the top of Figure 2 where a systematic search for the lowest activation-energy barrier in the ADMD simulation is shown (a.u. = 2 Ry = 27.2116 eV = 627.50956 kcal/mol) [6] . The converged pathway calculation depends on the initial seed of pathway. Here, dot-dashed line representing total energy is obtained from an ADMD simulation. Thus, the present energy plot shows that the total-energy conservation is well maintained along the pathway. In the bottom of Figure 2 , a typical distribution of sine expansion coefficients in the atomic trajectory setup is shown. Large amplitudes of low-frequency components are observed in usual ADMD applications. In other words, a k with small k′s make a lot more contribution than a k with large k′s for determining the low-activation pathway. Small number of k reveals the global nature of the atomic trajectory. Thus, it is inefficient to begin the minimising procedure with an inclusion of high-k initial seeds for the a k vector set. It is practically advantageous to start the minimisation with a relatively small number of k and then increase the number gradually. This procedure can be interpreted by the application of the one-way multigrid algorithm [11] . The number of variables in the ADMD simulation is 3N(P -1), where N stands for the number of atoms.
Implementation
Consider a classical N-particle system in which the interactions are described in terms of a many-body potential. The computing procedure of ADMD is a function minimisation procedure with 3N(P -1) independent variables and known gradient vector. Therefore an MPI based parallelisation of ADMD is a natural choice since object function and its first derivatives can be obtained by the parallel manner over the time steps. We can easily obtain about 90% of observed speedup in a typical ADMD application. Potential energy and force calculations are the most time-consuming part in the ADMD simulations. Basically, with (P -1) independent atomic configurations, the number of variables in the ADMD simulation is 3N(P -1), where N stands for the number of atoms. For efficient computation, we use the sine transformation between {∂Φ/∂q j } and (∂Φ/∂a k ). We can easily obtain the {q j } from the {a k } through this fast sine transformation, since the inverse of sine transformation is the sine transformation itself with a constant factor. (7) is shown (a.u. = 0.529177 Å), indicating an improved quality of dynamical trajectory [6] . A Tersoff potential is employed for the carbon-carbon interatomic interactions [12] Figure 2 (Top) A systematic search for the lowest activation-energy barrier in the ADMD simulation is shown. (Bottom) A typical distribution of sine expansion coefficients in the atomic trajectory setup [6] . A Tersoff potential is employed for the carbon-carbon interatomic interactions [12] Three techniques are in practice required for an advanced implementation of ADMD, as follows.
• The fast sine transformation is an important technique especially when we consider a large value of P ~ 1000. The corresponding CPU time is reduced from O(P • The LBFGS relaxation routine for the object-function minimisation:
It is noted that the LBFGS requires a gradient, not a force.
(http://www.ece.northwestern.edu/%7Enocedal/software.html#lbfgs).
• In the practical calculation of an atomic trajectory, necessary is a procedure to assign the path of each atom of the system under consideration, from the initial to the final configuration. Especially when dealing with identical particles (as in C 60 and C 120 systems), there is a set of free parameters associated with the relative translational and rotational degrees of freedom between the initial and final configurations. We can use the least-square superposition of two atomic coordinate sets via quaternion method. (http://dasher.wustl.edu/tinker/) The first coordinate set is fixed while the second one is translated and rotated to provide the best fit. In complex cases, we can also introduce an atomic index exchange procedure prior to the ADMD simulation to best superpose the initial atomic positions to the final ones. For this purpose, we used a simulated annealing method.
A simple description of the algorithm is given in Figure 3: i Read the two conformations, τ, and P.
ii Calculate ∆.
iii Setup initial trajectory for each atom (random or input file; sine transformations).
iv Calculate the object function, the 1st derivatives of the object function, perform sine transformations, and call LBFGS routine (iterative relaxation in {a k }).
v New trial trajectories, {a k } by LBFGS.
vi If object function converged, then print pathway and energies, and stop. Otherwise, go back to the (iv).
ADMD implementation for a general system is straightforward as in the case of ordinary molecular dynamics simulations, i.e., the only requirement is to evaluate the potential energy and the forces on atoms. The ADMD calculation can be easily and efficiently processed by parallel computation, indicating that the method is useful for studying pathways of complex systems. At each path relaxation step in the object-function minimisation procedure, the evaluations of the potential-energy function and forces for (P -1) independent atomic configurations are necessary process. Since these (P -1) calculations are the most time-consuming part in ADMD simulation, and since they are completely independent of each other, we can easily take advantage of parallel computation with a high parallel efficiency (Figure 4) . The CPU time associated with the relaxation of the path is minimal compared to that of potential energy and forces evaluations. This is due to the characteristic parallel computation-friendly coordinate discretisation of ADMD simulation, in contrast to the ordinary molecular dynamics. A typical convergence plot of the value of the object function is shown in Figure 1 where the three components of the action, the discretised classical action, and the two penalty function terms are provided. In addition, we have plotted the discretised Onsager-Machlup action O. It is observed that the total energy and the time-averaged kinetic energy rapidly approach to their pre-assigned values at the early stages, implying the numerical stability of the ADMD method. It is noted that, when a path is converged, the contribution of the second penalty term (i.e., kinetic-energy control term) to the value of the total object function is minimal. This demonstrates that the kinetic-energy controlled ADMD approach can provide a satisfactory trajectory among many possible trajectories which would have been obtained by the original version of ADMD. The path relaxation procedure utilising the proposed extended action can also be thought as a trajectory annealing.
Special features
Although the Hessian based method for transition-state search is very useful, it is computationally demanding because the second derivatives of potential energy are required in the numerical study. Special methods known as the dimer method [13] , the activation-relaxation technique (ART) [14] , the string method [15] , and the nudged elastic band method [10] are developed for the search of transition states (or activated complex) only with the 1st derivatives of potential energy. The nudged elastic band (NEB) method, developed by Jónsson et al. [10] is a heuristic method to search for saddle point, providing the activation-energy barrier and the atomic configuration of the transition state. The string method [15] , similar to the NEB method, is also designed for the study of rare events. The NEB and string methods attained the significant advances of the boundary value approaches shown in earlier works. The activation-relaxation technique developed by Barkema and Mousseau [14] is a method for sampling the energy landscape of activated systems (transition states). However, those methodologies do not take into account of dynamical conditions such as the total-energy conservation and the least-action principle. Recent study by Ammal et al. [16] shows that transition states are not necessarily the signatures of dynamical transitions even in a simple molecular shape change. A probable pathway to reaction may not cross the saddle point at all. Voter [17] proposed an accelerated version of molecular dynamics (hyperdynamics) for the study of infrequent events. Chandler group [18] has developed a general computational method for finding the transition pathways for infrequent events. The algorithm requires no preconceived notion of mechanism or transition state. A set of basin of attraction for reactant and product should be defined before the simulation. A simple comparison with other methods (the NEB method, the string method, the dimer method, ART, transition-path sampling, and accelerated MD) is given in Table 1 . The idea of simulation of the dynamics of atomic systems with optimisation of actions has initially been promoted by Olender and Elber [5] . The present ADMD formulation directly searches physically relevant transition pathways for a given set of initial and final conformations. Therefore, the method does not require those assumptions used in the ordinary MD simulations, such as exponential kinetics, and/or an arbitrary identification of the specific conformation. The present approach is shown to be effective for obtaining low-energy barrier transition pathways (and/or activated complexes) associated with many classes of chemical reactions.
Applications
ADMD method has been applied successfully to C 60 formation [8] , C 60 fusion [7] , surface diffusion [9] , protein foldings [19] , small molecule isomerisation process [20] , and catalytic chemical reactions [21] . If we use a short simulation time τ, the corresponding pathway is closely related to a high-energy process. On the other hand, an ADMD simulation with a sufficiently long simulation time τ will generate the pathway model in which the system stays longer in one or both basins of potential attraction. Thus, the precise value of simulation time τ (>τ*) is not a crucial parameter. By decreasing the target energy (E) of the system, we can sample a low potential-energy barrier process in transition pathway space. The possible reaction pathway at finite temperature is not unique in general. The reaction pathways should be treated in a manner of an ensemble.
However, this type of approach is severely demanding with available computational resources. Therefore, most of ADMD simulations are performed in the local search mode. ADMD simulation does not require the selection of a reaction coordinate (order parameter). In a typical ADMD application, we take two local energy-minimum configurations (for simplicity, not for necessity) and try to find a transition pathway connecting the two local minima. ADMD requires no preconceived knowledge of transition state or transition process. In general, potential-energy surface of the high-dimensional systems are so complex that it is impossible to enumerate all transition pathways. In usual situation, only a set of transition pathways with a low activation-energy is relevant for escaping energy basin. Thus, a systematic target-energy adjustment is very useful in wide areas of application. ADMD simulation thus opens a new approach to the study of rare events in condensed matter phases.
The first example is the C 60 (Buckyball, Buckminsterfullerene; 0.71 nm in diameter) formation from 12 independent precursor structures (energy-minimised configurations) as given in Figure 5 [8] . Each precursor model consists of 60 carbon atoms. By combining two conditions of a small energy difference (∆E) and a low activation energy barrier (E a ) for precursor models we select a set of probable configuration. A tight-binding potential [22] is employed for the C-C interatomic interactions. Each of reaction is an exothermic reaction, "reactants → products + energy". Calculated potential energy fluctuations along the paths for the 12 precursors are shown in the lower part of Figure 5 . Various planar polycyclic models are in a disadvantageous state where they cannot be trapped in the forward reaction due to their high excess internal energies. Our simulation results show that precursors in the shape of a tangled polycyclic or in the shape of an open cage are kinetically favoured over precursors in the shape of planar hexagonal graphite fragments. A typical planar graphite fragment has higher activation energy barrier (15.1 eV) than non-planar tangled polycyclic precursors (3.3, 0.4 eV). The calculated activation energies for the proposed precursor models are in good agreement with experiments. Existence of chains in the models of tangled polycyclics and open cages is beneficially for the formation of C 60 molecule. Chains attached to the precursor model are energetically favourable and provide lithe movements along the dynamic pathway.
Next example is the simulation of structural change in carbon molecules. We here consider the fusion process of two carbon fullerenes merging into a C 120 capsule molecule as given in Figure 6 . This example is of great importance in synthesising nanostructured materials based on carbon nanopeapods. Initially, two C 60 molecules are separated by 9.9 Å, from a centre to the other. The C 120 capsule having four different chirality of carbon nanotube, are selected for our final atomic configurations. The initial and final configurations are minimised before beginning the simulation. In Figure 7 , potential-energy barriers obtained from ADMD simulations are plotted. This example thus illustrates the robust performance of ADMD for the computation of accurate energy barriers in infrequent-event systems. For each of pathway calculation the total energy conservation (sum of kinetic energy and potential energy, not shown) is obtained [8] . A tight-binding potential [22] is employed for the C-C interatomic interactions Figure 6 The least-square superposition of two atomic coordinate sets via quaternion method (http://dasher.wustl.edu/tinker/). The first coordinate set is fixed while the second one is translated and rotated to provide the best fit Before ADMD simulation, a trial pathway should be determined. We can use the least-square superposition of two atomic coordinate sets via quaternion method as explained before. The first coordinate set is fixed while the second one is translated and rotated to provide the best fit. When C 60 molecules collide as shown in Figure 6 , some of their kinetic energy is converted into potential energy within the colliding C 60 molecules. If enough energy conversion is found, the old C-C bonds become sufficiently distorted for the colliding molecules to form an activated complex. New C-C bonds can then begin to form.
Next, we present the dynamics of the conformational isomerisation process both in alanine dipeptide and valine dipeptide molecules in atomistic detail by the action-derived molecular dynamics [20] . With a stable initial conformation, we obtain a series of molecular conformations, which eventually connects to another stable final conformation defined in advance. We used the AMBER94 and the CHARMM force fields in the Tinker package (http://dasher.wustl.edu/tinker). No extended atomic model is used in which CH n groups are here treated as point masses. To run the ADMD simulations, the initial and the final coordinates of the atoms should be provided as mentioned above. Figure 8 shows two energy-minimised conformational isomers in the alanine-dipeptide conformational isomerisation and Figure 9 does similar types of conformational isomers for valine-dipeptide. These structures have the structural features of a protein backbone, representing suitable models for conformational transitions of proteins. Therefore, these types of structures have been extensively investigated using the spectroscopic experimental tools to study fundamental issues in conformational isomerisation [23] . We also used the least-squares superposition of two atomic coordinate sets by the quaternion method [24] . The first coordinate set is fixed, while the second one is translated and rotated to get the best superposition. The pathway model presented here is the one with the lowest activation energy barrier among the ten independent ADMD simulations. We used P = 300 and ∆ = 8.063 (fs) for all simulations. The total number of variables in the ADMD simulation is 3N(P -1), which is 19,734 for alanine dipeptide (N = 22 atoms) and 25,116 for valine dipeptide (N = 28 atoms). We used corresponding atomic masses for the H, C, N, and O in the molecular systems and kept the condition of total-energy conservation. The trajectories calculated via ADMD are the globally convergent versions of Newtonian dynamics [1, 6] while the trajectories calculated by using reaction path annealing [25] are Brownian trajectories in the high-friction limit. It should be noted that in contrast to [25] , we used no artificial constraints on the covalent bond lengths and angles. It is informative to observe the conformational changes in terms of the radius of gyration (R g ), the root-mean-square deviation (RMSD) from the final conformation, and the potential energy, as the ADMD step index, j increases. We also adopt a dimensionless quantity Ñ to quantify the number of active atoms in an arbitrary conformational change between two successive conformations {R j } and {R j+1 } [26], 
.
Two backbone dihedral angles, φ (C-N-C α -C) and ψ(N-C α -C-N), are computed along the dynamic pathway. It should be noted that these two backbone dihedral angles are not used as order parameters (reaction coordinates) in the present simulation.
The activation-energy barrier for the alanine dipeptide conformational isomerisation is estimated to be 5.3 kcal/mol according to the AMBER94 force field. Using the CHARMM force field, the activation-energy barrier is estimated to be as 6.4 kcal/mol. The calculated energy difference between the final and the initial conformations is about 1.48 kcal/mol and 2.05 kcal/mol using AMBER94 and CHARMM force fields, respectively. The calculated activation energy and energy difference between two local minima structures are in good agreement with those from other available theoretical data [27] . A detailed analysis of the conformational isomerisation process is shown in Figure 8 . Compared to the energy gain in the conformational isomerisation, a significant potential-energy barrier (5.3 kcal/mol) is clearly shown. The number of atoms in active motions, Ñ, is slowly varying near the ADMD steps (j ~ 75 in Figure 8 ), where the maximum potential-energy value along the pathway is prevalent.
In the present ADMD simulation, we find that R g is not sensitive to the barrier-crossing event, as shown in Figure 8 . However, our ADMD simulations show that the barrier-crossing event is clearly associated with a change in RMSD. In contrast to the R g variation along the pathway, RMSD is a direct measure of the isomerisation process. In this simple barrier-crossing event, not surprisingly, the RMSD can be a good measure of the degree of isomerisation. However, that is not generally true, as found in relatively large polypeptide systems. The characteristic feature of the atomic motions in these steps is a long-range order of relaxation in the alanine-dipeptide structure, indicating a highly cooperative and a slowly moving feature near the energy barrier crossing-event. In the neighbourhood of the potential-energy maximum in the transition pathway, the atomic motions are highly coherent. This feature is clearly reproduced in the plot of Ñ. Before and after the barrier-crossing event, in the initial and the final stages of the conformational isomerisation process, atomic motions are locally active due to the conversion of potential energy into kinetic energy, showing the nature of total-energy conservation.
As Figure 8 shows the potential-energy fluctuations, RMSD, the number of active atoms Ñ along the pathway, and the two dihedral angles (φ and ψ) clearly demonstrate a well-defined separation of the 'reactant' and 'product' conformers. We find that the additional angle θ(O-C-N-C α ) is not too much sensitive to the isomerisation process.
From the figure, we can estimate the duration of the conformational isomerisation process. For alanine-dipeptide conformational isomerisation dynamics, the duration of conformational isomerisation is estimated to be about 480 fs. It is also noted that the duration can be changed by the total energy of the system. The duration can become longer than the estimated value if the total energy is closer to the energy barrier and shorter than the estimated value if the total energy is much higher than the barrier. Thus, the duration depends on the total energy of the system, in general. A detailed analysis of the low-energy pathway for valine-dipeptide conformational isomerisation is shown in Figure 9 . According to the AMBER94 force field, the energy difference between the final and the initial conformations is found to be 0.03 kcal/mol for the valine-dipeptide system. The activation-energy barrier is estimated to be 7.4 kcal/mol. The duration of conformational isomerisation is estimated to be ~690 fs. Using the CHARMM force field, we obtained an energy difference between the final and the initial conformations and an activation-energy barrier of 1.58 kcal/mol and 6.8 kcal/mol, respectively. As expected, a notable similarity in the dihedral angle variations between alanine dipeptide and valine dipeptide is obtained.
Conclusion
We have employed the ADMD method to investigate the various dynamics of conformational changes in nanostructured molecules including fullerenes, alanine dipeptide, and valine dipeptide. Starting from an energy-minimum structure, we obtain dynamic pathway models to another energy minimum within the formulation based on the double-ended value problem. The present formulation is free from the common assumptions widely used in conventional MD simulations. The present ADMD formulation directly searches physically relevant transition pathways for a given set of initial and final conformations. Therefore, the method does not require those assumptions used in the ordinary MD simulations, such as exponential kinetics, and/or an arbitrary identification of the specific conformation. The present approach is shown to be quite effective for obtaining low-energy barrier transition pathways of various protein conformational isomerisation processes within a given force-field accuracy, as well as diverse nanostructures.
