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1. Introduction
Designing base chains for use with the Metropolis algorithm is a problem with few standard
techniques. Liu [14] says that “it is commonly agreed that finding an ideal proposal chain is an art" and
Otten and Van Ginneken [16] say that the “quality – or lack of quality – of the chosen move set is not
always that obvious." This paper is about an algebraic method to help design a good proposal chain.
There are at least two types of problems where theMetropolis algorithm is widely used: the first is
simulating from a multidimensional distribution with a Markovian dependence structure, as in some
physical models and Bayesian posterior calculations, and the second is for sampling approximately
from a constraint set using the “annealing" version of the Metropolis algorithm in which the target
distribution is concentrated on the set of interest. The first type of problem is presented in Liu [14],
whereas here we focus on the second. Motivating examples are sampling from complex exponential
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models for networks such as social networks [19] and sampling from states in biochemical networks
subject to constraints [12,6]. These examples are related to the integer-programming type of problem
considered in Diaconis and Sturmfels [5], but they involve nonlinearity in the constraints. Sampling
restricted permutations [4] can be put in this framework and will be considered in examples but the
sampling method is not recommended for efficiency.
This paper relates closely to [6] where the goal was to sample from constrained discrete sets that
correspond to objects like graphs and tables. There are examples where the sequential methods of
that paper are not effective, in particular where the defining constraint functions are highly coupled
(many variables are common to several constraint equations, making computational algebra difficult).
The present work helps with those problems. It is not clear at this time how the computation time and
memory requirements relate to other geometric notions of complexity (see [15]) and that would be
an interesting research direction.
We argue, mostly with examples but also with some incomplete theory, that a good base chain
should include proposals that are tangential to the constraint set, then we show how syzygies can be
used to get a rich set of tangentialmoves that are state-dependent for a symmetric proposal kernel. Use
of the derivative of a function defining a target exponential distribution has appeared in Hanson [11],
and increments in random directions is formalized as the “random-grid method" in Liu [14], and both
ideas appear here. The method of syzygies, while conceived for nonlinear constraints, can be applied
to linear constraints and in that case produces increments (moves) for a Markov chain that are close
to but possibly weaker than a “lattice basis," in the terminology of the literature of Markov chains on
polytopes.
2. State dependent increment sets
For each i = 1, . . . , c, let gi : Rd → R be a polynomial function with integer coefficients. Assume
c ≤ d and define the set  by
 := L ∩
c⋂
i=1
{gi(x) = 0}
which is a fractional design as a subset of the product space L := {0, 1, 2, . . . , l− 1}d [17,18]. Points in
Lwill be written as column d-tuples like x and y. The level lmay be 2 in certain cases, but in biological
network applications its value comes from a discretization step and is often 3 or 4 [12].
Let
πθ (x) = e
−θU(x)
zθ
, x ∈ L (1)
where U := −∑ci=1 g2i . Sampling from L with probability distribution πθ will generate points with
highprobability in, andwith a conditionally uniformdistributionon, when θ is large. Approximate
sampling can be done with the Metropolis algorithm [14] using any symmetric, irreducible proposal
kernel K on L – run a Markov chain in L with transition matrix Kθ for stationary distribution πθ and
wait for it to converge. The standard method is
Kθ (x, y) = K(x, y) · min{1, e−θ(U(y)−U(x))}.
Some proposal kernels K will be more efficient than others, in that the proportion of rejected
proposal moves will be smaller, leading to more mobility in the state space, faster convergence to
stationarity, and ultimately more accurate estimates of expectations using time averages.
2178 I.H. Dinwoodie / Linear Algebra and its Applications 434 (2011) 2176–2186
Let R be the ring of polynomialsQ[s] = Q[s1, . . . , sd]. Define the gradient ∇gi = (∂jgi)j=1,...,d ∈
Rd. Let
∂jG :=
⎛
⎜⎜⎜⎜⎜⎜⎝
∂jg1
..
..
∂jgc
⎞
⎟⎟⎟⎟⎟⎟⎠
and define the module J to be the span of the polynomial c-tuples ∂jG, with polynomial coefficients
fj ∈ R:
J :=
⎧⎨
⎩
d∑
j=1
fj · ∂jG
⎫⎬
⎭ ∈ Rc.
Consider the syzygy module SJ ⊂ Rd of d-tuples on the generators ∂1G, . . . , ∂dG defined by
SJ := {(p1, . . . , pd) ∈ Rd : p1 · ∂1G + p2 · ∂2G + · · · + pd · ∂dG = 0}.
This can be written in the form
∇G · P = 0
if P = (p1, . . . , pd) is the column of polynomials and G is the derivative matrix
∇G :=
(
∂1G . . . ∂dG
)
=
⎛
⎜⎜⎜⎜⎜⎜⎝
∇g1
· · ·
· · ·
∇gc
⎞
⎟⎟⎟⎟⎟⎟⎠
.
Assume thatG is of full rank c, in the sense that the row vectorswith polynomial entries are linearly
independentover thefieldof rational functions.NowletMSJ bead×gmatrixof generators (as columns)
for SJ , that is a matrix whose columns are d × 1 vectors of polynomials that are in the module SJ and
whose span (with polynomial coefficients) is all of SJ . This matrix MSJ is called a presentation matrix
for the module J [3]. Write
MSJ :=
(
v1 · · · vg
)
for the d × g generating matrix of syzygies.
Each column v of the matrixMSJ evaluated at the point x ∈  satisfies
∇gi(x) · v(x) = 0, i = 1, . . . , c
and therefore is tangent to each constraint function at x. This statement follows from the defini-
tions. Then observe that the acceptance probability e−θ(U(y)−U(x)) in the kernel Kθ (x, y) := K(x, y) ·
min{1, e−θ(U(y)−U(x))}will be on the order of e−θλ<‖y−x‖2/2 if y = x± vi(x), where λ< is the spectral
radius of the second derivative of U at x. This follows from a Taylor expansion and the simple fact that
∇U(x) · (y − x) = 0. Since our state space is in the integers, ‖y − x‖ is not necessarily small, but
nevertheless increments that satisfy∇gi(x) · v(x) = 0 should lead to lower rejection rates and better
mobility in the state space L.
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Proposition 2.1 below says that the span of the columns is essentially all of the nullspace of ∇G at
each point x, except for some points of degeneracy.
Proposition 2.1. Let x ∈ L be a particular point, and let a point y ∈ L satisfy∇G(x) · (y − x) = 0. If the
matrix ∇G(x) is of full rank and if the matrix MSJ (x) is of full rank, then y can be represented as
y = x + P(x)
for some syzygy P = (p1, . . . , pd) ∈ SJ .
Proof. By assumption, the increment y − x is in the kernel of∇G(x), and since∇G(x) is of full rank,
the dimension of the nullspace of ∇G(x) is d − c.
Now the matrix ∇G over the rational functions (polynomial fractions) also has full rank, and its
null space (with respect to rational functions) is spanned by d − c independent vectors of rational
functions, which in fact may be taken to be polynomials by clearing denominators. Thus there exist
d − c independent polynomial vectors in the nullspace of ∇G and so the matrix of syzygies MSJ has
at least d − c columns. Since we are assumingMSJ (x) is of full rank, that rank must be at least d − c,
which is sufficient to span the kernel of ∇G(x). Thus we can write
y − x = MSJ (x) · a
for a vector a of rational coefficients on the columns. Then finally we set
P = MSJ · a
which will evaluate to y − x at x. 
Note that the coefficients a that give the linear combination of columns of MSJ in the proof of
Proposition 2.1 can be taken to be integers ifMSJ (x) is totally unimodular.
The assumptions of full rank are hard to remove, as there are examples, such as Example 2.1 below,
where the rank of thematrix of generators drops down at certain points. Such points are called “invari-
ant zeros" in linear systems [9] and raise interesting technical issues. Constant rank in the presentation
matrix MSJ is related to whether J is free (see [3, Theorem 4.14]). See also Lin [13] for a discussion of
syzygy modules of polynomial matrices with motivation in control theory and [7] for applications in
coding and [10] for module definitions.
Our Markov chain on L will start with a basic irreducible transition kernel Bs(x, y) defined by
choosing s sites randomly and uniformly from the d dimensions, and randomizing their values to
0, 1, . . . , l − 1 with equal probability. This part is necessary to guarantee irreducibility, since this
property will not be guaranteed with the moves based on syzygies.
The obvious first choice for the Markov chain is to choose either to move with Bs with probability
1/2 or alternatively with probability 1/2 to choose one of the syzygies uniformly and add its value to
the current state. While enhancing the basic kernel Bs, the nature of this simple combination of Bs and
the syzygy moves, in terms of limiting distribution or symmetry as a base chain for the Metropolis
algorithm, is not clear because of the complicated state-dependent nature of the syzygies. So we will
define more carefully a Markov transition kernel KS from the syzygies that will be symmetric, then
combine it by a simple coin flip with the basic kernel Bs to guarantee irreducibility in our Markov
kernel K . In fact any positive weights on the two kernels will give a valid symmetric and irreducible
chain K , but we will use weights 1/2 and 1/2 for simplicity.
Now let us define carefully the part KS of the base, symmetric Markov chain K . Suppose, by way
of motivation, that KS(x, y) selected a column v of MSJ uniformly, and added its randomly-signed
evaluation σv(x) to the current state x. This procedure is not necessarily symmetric, since at x the
columns are those inMSJ (x)whereas at y they are those inMSJ (y), so the probability of moving from x
to y is not clearly the same as the probability ofmoving from y to x. TheMetropolis–Hastings algorithm
could be used to correct this, but it requires finding the ratio of the probabilities of moving in the two
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directions, which would be difficult to compute. So a symmetrized version will be defined next with
two steps: first a uniform selection of column of MSJ , then an acceptance step that involves another
random choice of column.
Recall thatMSJ is a d× g matrix with polynomial entries. Let Nx(δ) denote the number of columns
that evaluate to ±δ at x. Then we define
KS(x, y) = Nx(y − x)
2g
· 1
Nx(y − x) =
1
2g
(2)
for y 	= x when both Nx(y − x) > 0,Ny(y − x) > 0. The practical implementation is as follows:
choose a column of MSJ (x) uniformly, let its value be δ, and randomize its sign to get σδ. Then (to
symmetrize the kernel) select another column uniformly at random from the ones inMSJ (x) that are±δ. If the second choice of column is the same as the first, and if y = x + σδ ∈ L and if ±δ is any
column ofMSJ (y), then accept the move to y, otherwise hold. Note that if the matrixMSJ has constant,
linearly independent vectors, as would arise with linear constraints, then Nx(δ) ∈ {0, 1} (at most one
column can be±δ), so the second acceptance stepwith probability 1
Nx(y−x) = 1will never be rejected.
For some applications where exploring  is more important than precise probability calculations, it
may not be necessary to symmetrize KS .
Finally, define the symmetric, irreducible kernel to be
K = 1
2
Bs(x, y) + 1
2
KS(x, y).
The symmetric kernel K can be used as a Metropolis base chain to sample approximately from πθ
in the usual way:
Kθ (x, y) = K(x, y) · min{1, e−θ(U(y)−U(x))}.
Example 2.1. Consider the set to be the symmetric graphs on 4 vertices, with 4 edges and 1 triangle.
The adjacency matrices are a subset of binary sequences of length 6, and are written
X =
⎛
⎜⎜⎜⎜⎜⎜⎝
0
x1 0
x2 x3 0
x4 x5 x6 0
⎞
⎟⎟⎟⎟⎟⎟⎠
.
We will abuse notation in this example and others and let the variables xj be both indeterminates
(officially sj) and points in L. The matrix∇G is 2 × 6 with a row of ones for the edge count, and a row
of partial derivatives of the polynomial that counts triangles (which can be written as the trace of the
adjacency matrix cubed, divided by 6):
∇G =
⎛
⎝ 1 · · · 1
x2x3 + x4x5 · · · x2x4 + x3x5
⎞
⎠ .
The probability πθ from (1) will have very nearly 99% of its mass on  if θ = 4. A standard base
chain B1(x, y) is onewhere a vertex pair {i, j} is chosen uniformly and its edge status is switched. That
is, s = 1 in the previous notation and one “site" is chosen from d =
(
4
2
)
binary coordinates coding
edge presence. We argue now that the Metropolis algorithm with proposal kernel B1 and no KS in the
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definition of K is practically immobile at this value of θ , but bringing in the syzygies improves the
chain dramatically.
Consider the graph x with the triangle on 1, 2, 3 and fourth edge from vertex 3 to 4, so edge set
{1, 2}, {1, 3}, {2, 3}, {3, 4}Observe that for the chain with kernel B1 tomove to the graph ywith edge
set {1, 3}, {1, 4}, {2, 3}, {3, 4} (triangle on 1, 3, 4), there has to be an edge switch which changes
simultaneously both the edge count and the triangle count away from their target values 4 and 1. Then
the acceptance probability min{1, e−θ(U(y)−U(x))}will be no more than e−θ ·2 = .00034. This implies
that the Metropolis chain based on the kernel B1 will hold at some state between the first graph and
the second on average nearly 3000 steps.
Singular [8] gives a set of 11 generators using graded reverse lex order for the syzygies on the
Jacobean J. For example, the first one is the column vector
(0,−x2 + x5, x3 − x4,−x3 + x4, x2 − x5, 0).
Consider the state x which has a triangle on vertices 1,2,3, and edge connecting vertex 4 to 3. This
is one of 12 states, that in this case can be obtained from one another by permuting vertex labels. The
syzygies evaluate to vectors in a matrix, with rows indexed by edges for variables x1, . . . , x6:
⎛
⎜⎜⎜⎜⎜⎜⎝
1 2 3 4 5 6 7 8 9 10 11
x1, 21 0 0 0 0 1 0 0 0 0 −1 −1
x2, 31 −1 0 −1 −1 −1 0 −1 1 −1 0 2
x3, 32 1 1 1 1 1 0 1 −1 1 0 −2
x4, 41 −1 −1 0 0 −1 0 −1 0 0 1 1
x5, 42 1 0 0 0 0 0 1 0 0 0 0
x6, 43 0 0 0 0 0 0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
Here we see that column 10 added to the present graph will remove edge {1, 2} and add edge {1, 4},
taking us directly from x to y.
Example 2.2. Consider restricted permutations, first on three characters for definitions and notation.
A permutationwith no fixed points can bewritten as a 3×3 0-1matrix A = (aij)with exactly one 1 in
each row and column, and zeros on the diagonal. These can be written as 9 polynomial constraints – 6
for the rowand columnsumsand three for the forbiddendiagonals. Thepolynomials are linear and lead
to thederivativematrix∇Gwith columns indexed in theordera11, a12, a13, a21, a22, a23, a31, a32, a33:
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
1 0 0 0 1 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Thematrix∇G has rank 8, and its kernel is spanned by the syzygy written back in permutationmatrix
form as the increment
δ =
⎛
⎜⎜⎜⎝
0 −1 1
1 0 −1
−1 1 0
⎞
⎟⎟⎟⎠ .
2182 I.H. Dinwoodie / Linear Algebra and its Applications 434 (2011) 2176–2186
This single incrementwill cycle between the two feasible permutations, and clearly aMarkov chain for
theMetropolis algorithmwhichchangesoneor twoentrieswill bepractically frozen. Thisderangement
example is considered in Remark 3.5 of Diaconis et al. [4] as an example where transpositions are not
sufficient for connectivity, and the syzygymethod gets this correct. On the 3n×3n examples that build
on this one presented in that paper, the syzygies give some transpositions and somemore complicated
steps like the one above.
More realistic dimensions for this type of problem involve permuting around 100 characters. An
example in Diaconis et al. [4] has a 0-1matrix coding permutations of size 210×210 from a problem in
astronomy. The restrictions come from truncation and require that the 1 in each row be on the left of a
bound for that row (that is, in an interval of integers [1, b] possibly strictly inside [1,210]). This is a “one-
sided" restriction problem, and there is an efficient sampling method. For us, this problem requires
2102 = 44,100 indeterminates,which is not theoretically impossible in symbolic software but Singular
limits the number to 32,767. Thuswe consider a simplified 100×100 problem,with restriction that the
final entry [100,100] be 0 (the value of the permutation at 100 cannot be 100) as a test of computational
feasibility. With the help of the genmodel feature of 4ti2 [1], we can easily construct the matrix ∇G
as the derivative of linear constraints. The syzygy computation essentially constructs a nullspace for
the matrix, but in a way that is more useful than standard numerical methods of linear algebra which
give orthonormal bases that have little connection to the integer state space. Singular very quickly
computes a basis (free generators) of 9800 syzygies (the dimension of the nullspace of∇G(x)), which
are transpositions. 4ti2 also gives a lattice basis of 9800 increments. In the end, a method based on
random increments to a 0-1 table representation of a permutation will not be efficient, as too many
of the increments will give inadmissible tables, but the method gives insight into the complexity of
changes that must be made to preserve constraints.
When there is one constraint g1(x) = 0 in a certain form, the syzygies can be counted easily, but
in general knowing the number of generators of S is hard.
Proposition 2.2. Let there be one constraint g1(x) = 0, and suppose there is a variable xα such that
g1(x) = xα + f (x) where f (x) does not depend on xα . Then the syzygies are a free module with basis of
size d − 1.
Proof. Here thematrix∇G has one row, and one entry is 1. Thismeans by the Quillen–Suslin Theorem
[3, p. 187, see also p. 194] that the module S is free. In fact a basis is given explicitly by vj = ∂jg1e1 −
ej, j = 2, . . . , d, where ej is the standard basis element of Rd, when α = 1 for concreteness. 
3. Computation and approximation
For some realistic simulation problems in statistics, it will not be possible to compute the presen-
tation matrixMSJ that gives a generating set for the syzygies. The worst case analysis for computation
of syzygies is bad [2]. There are two approaches then to deal with complex problems where full com-
putation is not possible: (1) use a subset of the syzygies for each constraint computed separately, and
intersect the corresponding modules, or (2) use an approximation based on circuit substitution.
To explain the first method, let Si be the syzygy module in R
d for the d-tuple ∇gi:
Si := {(p1, . . . , pd) :
d∑
j=1
pj · ∂jgi = 0}, i = 1, . . . , c.
Proposition 3.1. If Si ⊃ Ti, i = 1, . . . c, then SJ ⊃ T1 ∩ T2 ∩ · · · ∩ Tc.
Proof. Nearly by definition, SJ = S1 ∩ S2 · · · ∩ Sc , then the result follows. 
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Example 3.1. Consider symmetric graphs on 5 vertices, with 2 triangles and 6 edges. Unlike Example
2.1, here not all the unlabelled graphs are topologically equivalent and the computations are harder.
Computing SJ is difficult, but separately SE and ST , the syzygy modules for the edge and triangle
functions, are easy. The intersection
SE ∩ ST [1 . . . k]
of SE with the module of the first k generators of ST can be computed easily up to approximately 16 of
the 83 minimal generators of ST .
The second method for cheap syzygies is based on the circuit polynomials [20]. Recall that∇G is a
c × dmatrix and let c < d. Consider c × d indeterminates yij in a matrix Y :
Y =
⎛
⎜⎜⎜⎝
y11 · · · · · · y1d
· · · · · · · · · · · ·
yc1 · · · · · · ycd
⎞
⎟⎟⎟⎠ .
For each subset C = {τ1, . . . , τc+1} of the
(
d
c+1
)
subsets of size c+1 of column indices, form the d×1
vector vC with nonzero entries at coordinates τk given by:
vC,τk := (−1)k det(YC−τk), k = 1, . . . , c + 1 (3)
where YC−τk is the matrix with only the c columns indexed by C − {τk}. By Cramér’s Rule, each vector
vC is in the kernel of Y with polynomial entries. Now substitute the polynomials ∂jgi(s) in for yij and
the result is a syzygy.
Proposition 3.2. Let vC(y) be the polynomial vector in indeterminates yij defined at (3) above, and let PC
be a d-tuple of polynomials given by PC = vC(∂jgi(s)). Then ∇G · PC = 0.
Proof. For any value x ∈ Qd, it holds that the rational vector
∇G(x) · PC(x) = Y · vC/(yij=∂jgi(x)) = 0.
Then over the infinite field Q it follows that in indeterminates s, we have ∇G(s) · PC(s) = 0 which
proves that PC is the claimed syzygy. 
In practice it is not always necessary to get the syzygies PC from the formula (2). One can use algebra
software for the syzygies on the matrix Y , a calculation which can be done fairly easily compared to
∇G despite the large number of indeterminates. Then substitute the polynomial entries ∂jgi(s) for yij
in the columns. Another useful observation for difficult computational problems is that each vector vC
has 0 entries except in the c + 1 places marked by τ1, . . . , τc+1. Thus, on evaluation at a state space
x, at most c + 1 will be nonzero, and this implies that a good choice of s in the kernel Bs (where s is
the number of sites to update in the crudest base kernel) is c + 1.
Example 3.2. Consider again the set of graphs with a fixed number of triangles and edges. With 4
vertices the matrix G is 2 × 6 and then the Y matrix is given by
Y =
⎛
⎝y11 y12 y13 y14 y15 y16
y21 y22 y23 y24 y25 y26
⎞
⎠ .
Wecan obtain the
(
6
3
)
= 20 circuit syzygies by taking any three columns, and solving for the last one in
terms of the other two, using Cramér’s Rule. Singular reports the following for example, corresponding
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to using the last three columns:
[0, 0, 0, y15y26 − y16y25,−y14y26 + y16y24, y14y25 − y15y24].
Then substitute y1j = 1, j = 1, . . . , 6, and y21 = x2x3 + x4x5 using the indeterminates as in Example
2.1, etc.
For larger network problems, the circuit polynomials are convenient because they do not need to be
stored. For example, supposewewant to simulate symmetric graphs on 32 nodes, inspired by the EIES
data sets on 32 researchers at the Siena webpage http://stat.gamma.rug.nl/. The constraint for
a fixed number of edges is linear, so the first row of the matrix ∇G is 1, and we can take the first row
of Y to be 1 as well. Then the second row of Y has indeterminates y1, . . . , y496. The circuit syzygy vC
for each set of three column indices C = {i, j, k} (with i < j < k these number
(
496
3
)
= 20,214,480,
too many for practical storage) has a simple explicit formula:
vC(i) = yj − yk
vC(j) = yk − yi
vC(k) = yi − yj
with vanishing entries elsewhere. Then substitution yj = ∂jpT where pT is the function that counts
triangles is given by
y = ∇ trace(X3)/3!
where X is the symmetric adjacency matrix used in Example 2.1. On 5 vertices, the formula for the
10-tuple P{1,2,3} is
P{1,2,3} =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−x1x2 + x1x3 + x4x6 − x5x6 + x7x9 − x8x9
x1x2 − x2x3 − x4x5 + x5x6 − x7x8 + x8x9
−x1x3 + x2x3 + x4x5 − x4x6 + x7x8 − x7x9
0
. . .
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
This evaluates to some moves that change two edges on certain graphs. Since the circuits will never
change more than three edges when two constraints (c = 2) are in place, there are reasons to seek
more complicated syzygies.
These network problems will not yield to full computation of generatorsMSJ , but practical approx-
imations such as the circuits should be useful.
Example 3.3. Consider 3-level polynomial dynamics given by
f1(x1, x2, x3) = 2x2x3 + 2x2 + 2x3
f2(x1, x2, x3) = 2x33 + x22 + x2 + 2x3
f3(x1, x2, x3) = 2x23 + 2x1 + 2
in Lwith l = 3 andmodulo 3 operations and d = 3 coordinates (this is Example 10.3 in Laubenbacher
and Stigler [12]). Let  be the preimage of state (a, b, c):
 := {x : f1(x) = a, f2(x) = b, f3(x) = c}.
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Then using rules for calculus in the real number field we get
∇G =
⎛
⎜⎜⎜⎝
0 2x3 + 2 2x2 + 2
0 2x2 + 1 6x23 + 2
2 0 4x3
⎞
⎟⎟⎟⎠ .
The syzygymodule SJ = 0, that is the generators of J are free (this is true overQ and overZ3), and are
therefore not useful for sampling from .
An examplewhere the syzygies are useful (butwhere∇G is not of full rank) is onewhere x=(x1, x2,
x3, x4, x5, x6) (integers mod 3) and fi(x)=xi · xi+1 for indices i = 1, . . . , 6, and index summation is
circular, so f6(x)=x6 · x1. Then the syzygies on J are generated by one element v=(x1,−x2, x3,−x4,
x5,−x6). Suppose is the preimage of 0 (a steady state solution for (f1, f2, f3, f4, f5, f6)). The vector v
will give amove from the point x = (1, 1, 1, 1, 1, 1) ∈ L to y = (2, 0, 2, 0, 2, 0) ∈  but not back, so
this move is not allowed in the symmetric KS . From y one can move to (1, 0, 1, 0, 1, 0) and back with
addition mod 3, a move that is not available with the one or two site updates B1, B2. Here it would be
natural to factor out the gcd of the components of v.
4. Conclusions
Wehave shown that it canbeuseful to compute syzygies on the columnsof thederivativematrix∇G
when trying to sample from a discrete constrained set of the form G(x) = 0. The syzygies give a set of
tangent vectors that serve as good increments in aMetropolis base chain. While the tangent geometry
is weak for discrete subsets, examples show that the method adds valuable moves to basic proposal
kernels. There are strategies for approximating a generating set of syzygies that are useful when the
full syzygy computation cannot be done, and current algebra software is capable of handling realistic
problemswith thousands of variables. Furthermore, examining the syzygies evaluated at points in the
state space gives insight into the number of sites s to update in the basic proposal kernel Bs. Themethod
adds little to current methods when the constraints are linear, but it does help with designing Markov
chains with nonlinear constraints. Further work could be on improving the symmetrized kernel KS at
(2) to reduce the rejection rate, use of the unsymmetrized version, numerical studies on a range of
social network models, and extensions to a continuous state space.
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