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We investigate signed networks with community structure with respect to their spectrum and
their evolution under a dynamical model of structural balance, a prominent theory of signed social
networks. The spectrum of the adjacency matrix generated by a stochastic block model with two
equal size communities shows detectability transitions in which the community structure becomes
manifest when its signal eigenvalue appears outside the main spectral band. The spectrum also
exhibits “sociality” transitions involving the homogeneous structure representing the average tie
value. We derive expressions for the eigenvalues associated with the community and homogeneous
structure as well as the transition boundaries, all in good agreement with numerical results. Using
the stochastically-generated networks as initial conditions for a simple model of structural balance
dynamics yields three outcome regimes: two hostile factions that correspond with the initial com-
munities, two hostile factions uncorrelated with those communities, and a single harmonious faction
of all nodes. The detectability transition predicts the boundary between the assortative and mixed
two-faction states and the sociality transition predicts that between the mixed and harmonious
states. Our results may yield insight into the dynamics of cooperation and conflict among actors
with distinct social identities.
Keywords: signed networks; community detection; structural balance theory; assortativity; spectral analysis;
eigenvalue perturbation; random graphs
I. INTRODUCTION
Most research in network science has focused on net-
works that allow only positive ties. In signed networks,
however, ties can take on negative values as well. In so-
cial systems, positive ties signify friendly or cooperative
relationships between the individual or collective actors
represented by the nodes whereas negative ties signify
hostile or conflictual relationships between nodes. As
examples, signed social networks have been used to rep-
resent interpersonal sentiments among students [1], sup-
portive or critical references among opinion makers [2],
relationships in online social networks [3], and alliances
and military clashes among nations [4, 5].
In this paper, we address community structure in
signed networks and its implications for dynamics gov-
erned by structural balance, a theory commonly invoked
in treatments of signed networks in social systems. In
unsigned networks, community structure refers to the
presence of clusters within networks characterized by rel-
atively dense intra-cluster ties and sparse inter-cluster
ties. A rich set of techniques have been developed to
detect communities in unsigned networks [6]. Of partic-
ular relevance here, spectral analysis has proven to be
a highly valuable tool for probing community structure
[7, 8]. For signed networks, the notion of community can
be extended to accommodate negative ties by reversing
the criteria for positive ties — there should be relatively
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sparse negative ties within communities and denser ties
between them. At the present, however, the literature on
community detection in signed networks is itself rather
sparse in comparison with unsigned networks [e.g., 2, 9–
11].
An important phenomenon of community structure
in unsigned networks is that of community detectabil-
ity [12–16]. Here, community structure can be present
— in the sense that the tie generating probabilities in
a stochastic block model indeed favor ingroup over out-
group ties — but it is too weak to typically be discerned
by analysis of the generated network. For large networks,
a phase transition characterizes the passage from unde-
tectable to detectable structure.
We show that detectability transitions also occur in
signed networks. We generate our networks using a
stochastic block model for two communities in an un-
weighted and undirected signed network (Sec. II). Ex-
amples of simulated networks with community structure
that is detectable and undetectable are shown on the left
in Fig. 1(a) and (b) respectively. We describe the tran-
sitions observed in the spectra of simulated networks in
which outlying eigenvalues corresponding to meaningful
signals merge with the main spectral band correspond-
ing to noise (Sec. III). Two sets of spectral transitions
are found: one corresponds to the detectability transi-
tion involving the two-community structure, while the
other affects the ability to observe an overall tendency
toward positive or negative tie formation, which we refer
to as sociality transitions.
We analytically calculate both the key eigenvalues and
the transition conditions for large networks. In the main
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2text, we use perturbation analysis to derive expressions
for the signal eigenvalues (Sec. IV), which are then used
to obtain the transition conditions by their equation
with the main band edge eigenvalues (Sec. V), these
edge eigenvalues being found using random matrix theory
(App. A). We also present an alternative to our perturba-
tion treatment that derives the signal eigenvalues on the
basis of random matrix theory, in keeping with previous
treatments of detectability (App. B) [13, 14].
The spectral transitions have important implications
for the outcomes of structural balance dynamics for net-
works possessing initial community structure. Structural
balance theory, which postulates that triads with one or
three negative edges will not endure, can be implemented
as a continuous time dynamical system (Sec. VI) [17, 18].
The model evolves into a fully connected network where
either: (1) there are two hostile factions with only posi-
tive ties within each and only negative ties between them;
or (2) all nodes are positively connected in a single har-
monious faction. In either case, the final state is deter-
mined by the leading eigenvector of the initial network.
The driving role played by the leading eigenvector of
the initial network in the structural balance evolution
gives rise to a dynamical manifestation of the detectabil-
ity transition when the leading eigenvector also carries
information about community structure. For the two-
faction outcome, if the leading eigenvector corresponds to
the two identity types in the stochastic block model, then
the final factions will perfectly align with these identities
as shown in Fig. 1(a). On the other hand, if the leading
eigenvector is merely the edge of the main noise band,
as occurs for weak initial structure below the detectabil-
ity transition, then the composition of the final factions
will not align with the identity types as seen in Fig. 1(b).
An analogous transition to the single-faction outcome is
generated by the sociality transition. Solutions of the
structural balance model starting from networks ran-
domly generated by the stochastic block model do indeed
show sharp transitions between behavioral regimes whose
boundaries agree with analytical predictions based on the
detectability and sociality transitions (Sec. VII).
We discuss the potential implications of these results
for conflict dynamics among actors with different identity
types due to, for instance, ethnicity, religion, or ideology
(Sec.VIII). In particular, conflicts such as civil wars may
take on a binary nature. If the system starts out with
weak identity-driven structure, then it will not be ex-
pected to polarize on the basis of identity. But complete
identity polarization results even when initial affinities
and animosities between identity types are fairly mild
and even though identity itself plays no role in the micro-
level conflict dynamics.
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Figure 1. Evolution of networks with initial community struc-
ture under structural balance dynamics. (a) Moderate initial
structuring by group identity leads to a completely connected
network consisting of two factions completely sorted by iden-
tity. (b) Weak initial structure leads to two factions of mixed
identities. Networks represented as adjacency matrices with
±1, 0 tie values indicated by color. Initial networks generated
by stochastic block model, (1)–(3) with parameters din = 0.2,
dout = 0.2, p
+
out = 0.33, and p
+
in = 0.7 for (a) and din = 0.2,
dout = 0.2, p
+
out = 0.5, and p
+
in = 0.7 for (b). Final networks
represent convergence of Eq. (65).
II. GENERATING AND REPRESENTING
COMMUNITY STRUCTURE
Communities in an unsigned network are characterized
by relatively dense within-community ties and sparse ties
between communities. Community detection algorithms
seek to discover these communities given an observed net-
work [6, 19, 20]. Stochastic block models, which gener-
ate random networks with community structure by set-
ting tie probabilities within and between blocks of nodes,
have been used to investigate the behavior of community
detection algorithms [21]. In this section, we describe the
stochastic block model we use to generate our signed net-
works, the characterization of community structure via
assortativity, and decomposition of the generated net-
works in terms of the eigenvectors of the average adja-
cency matrix and a random matrix.
A. Stochastic block model
Our construction starts with an undirected network of
N nodes consisting of two identity groups A and B of
equal size N/2, where N  1. The A group nodes are
indexed from 1 to N/2 and the B group from N/2 + 1
to N . A is the signed adjacency matrix where Aij is
the tie value between node i and node j, which can take
on values of {1,−1, 0} with 0 signifying the absence of
a tie. As the network is undirected, the adjacency ma-
3trix is symmetric, Aij = Aji. The probability that a
tie, positive or negative, will form between any given in-
group (A with A, B with B) node pair is din. Similarly,
the tie formation probability between outgroup (A with
B) node pairs is dout. These tie formation probabilities
are equivaent to the expected ingroup and outgroup tie
densities and their average yields the expected tie density
for the total network, d = (din+dout)/2. Given the pres-
ence of a tie between ingroup members, the conditional
probability that it is positive is p+in and that it is nega-
tive is p−in = 1− p+in. Similarly, the positive and negative
tie conditional probabilities between outgroup nodes are
written p+out and p
−
out = 1− p+out. For brevity, we refer to
p+in and p
+
out as the ingroup and outgroup affinities and
p−in and p
−
out as the in and outgroup animosities.
The adjacency matrix can be written in terms of the
following block structure:
A =
[
AAA AAB
ABA ABB
]
, (1)
where each block is a random N/2 × N/2 matrix. The
diagonal blocks represent AA or BB ties, whose elements
are set using the following probability distribution for the
ingroup random variable Ain:
P(Ain = k) =
dinp
+
in , k = 1
din(1− p+in) , k = −1
1− din , k = 0.
(2)
Since A is symmetric, there are (N/2)(N/2 + 1) inde-
pendent, identically distributed ingroup ties. Note that
nonzero self-ties are allowed unlike in many empirical net-
works. For large N , however, our results will still be
applicable to the zero-diagonal case.
The off-diagonal blocks, corresponding to AB or BA
ties, are transposes of each other resulting in N2/4 i.i.d.
outgroup ties, which are drawn according to the random
variable Aout:
P(Aout = k) =
doutp
+
out , k = 1
dout(1− p+out) , k = −1
1− dout , k = 0.
(3)
B. Assortativity
Assortativity refers to the tendency for nodes of the
same type to be more strongly connected than nodes of
different types. We extend the standard definition of the
assortativity coefficient for discrete node types [22] to our
signed network case by calculating separate coefficients
for the positive and negative tie networks and then essen-
tially differencing them. We will use the signed network
assortativity coefficient to characterize the regimes of the
structural balance dynamics in Sec. VII.
First, considering the adjacency matrix of positive ties
only, we let e+ij denote the fraction of all positive ties
that connect a node of type i to one of type j where
i, j ∈ {A,B}. The assortativity coefficient r+ for the
network of positive ties, whose adjacency matrix elements
are 1 if Aij > 0 and zero otherwise, is then
r+ =
∑
i e
+
ii −
∑
i(a
+
i )
2
1−∑i(a+i )2 , (4)
where a+i =
∑
j e
+
ij . The assortativity coefficient can
range between −1 and 1. A network containing only
ingroup (AA or BB) positive ties with no outgroup
(AB,BA) ties is completely assortative, r+ = 1, which in
the social network context implies that people only coop-
erate with members of the same group. A network con-
taining only outgroup ties is completely disassortative,
r+ = −1, implying cooperation across the two groups
but not within them. We see this state in the example
shown in Fig. 2 in which r+ = −1 when the ingroup
affinity p+in = 0. As the ingroup affinity increases, r
+
increases but does not reach one as there are still out-
group ties due to the nonzero value of the fixed outgroup
affinity.
The assortativity for the network of negative ties, r−,
is defined analogously to Eq. (4). Whereas positive values
of r+ imply that ingroup relations are more friendly than
outgroup relations, assortative mixing in the network of
negative ties implies more hostility within groups than
between them. Thus, in Fig. 2 we see that r− > 0 when
there is complete ingroup animosity (p−in = 1 correspond-
ing to p+in = 0) and r
− = −1 when there is no ingroup
animosity and so negative ties within groups.
Accordingly, as we want positive values of our overall
signed network assortativity coefficient r to signify that
ingroup interactions tend to be more amicable than out-
group ones, we average r+ and −r−, yielding
r =
r+ − r−
2
, (5)
which can take on values between −1 and 1. Figure 2
shows that r is negative for low ingroup affinity and pos-
itive for high ingroup affinity.
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Figure 2. Example of assortativity coefficients as a function
of ingroup affinity. Values calculated using expected tie num-
bers. Parameters are din = 0.5, dout = 0.3, p
−
out = 0.7, and
N = 100.
4C. Adjacency matrix decomposition
This section presents a decomposition of the adjacency
matrices generated by the stochastic block model into a
signal component that results from the expected tie val-
ues generated by the ingroup and outgroup random vari-
ables, Ain and Aout, and a noise component due to ran-
dom deviations from the expected values. This decom-
position will form the starting point for our calculation
of the network eigenvalues in the following section.
We write A as the sum of the average matrix 〈A〉 and
a random deviation matrix X:
A = 〈A〉+ X. (6)
Given the block structure of Eq. (1), 〈A〉 can be written
as
〈A〉 =
[〈AAA〉 〈AAB〉
〈ABA〉 〈ABB〉
]
, (7)
where each element of 〈AAA〉 and 〈ABB〉 is equal to 〈Ain〉
and each element of 〈AAB〉 and 〈ABA〉 is equal to 〈Aout〉.
From Eqs. (2) and (3), we have
〈Ain〉 = din(2p+in − 1) (8)
〈Aout〉 = dout(2p+out − 1). (9)
We define a couple of useful linear combinations of the
in and outgroup expected tie values. We denote by µ the
average over all the elements in 〈A〉,
µ =
〈Ain〉+ 〈Aout〉
2
, (10)
and we denote by ν the half-difference between the in
and outgroup expected tie values,
ν =
〈Ain〉 − 〈Aout〉
2
. (11)
Both µ and ν range from −1 to 1. Noting that 〈Ain〉 =
µ + ν and 〈Aout〉 = µ − ν, these expressions allow us to
express 〈A〉 as a sum of two outer products,
〈A〉 = µNuHuTH + νNuCuTC , (12)
where uH =
1√
N
[1, 1, ..., 1]T and uC =
1√
N
[1, ..., 1,−1, ...,−1]T are orthonormal N -dimensional
vectors. In fact, uH and uC are readily seen to be
the two eigenvectors of the rank 2 matrix 〈A〉 with
respective eigenvalues µN and νN :
〈A〉uH = µNuH (13)
〈A〉uC = νNuC . (14)
The term containing uH in Eq. (12) generates a homo-
geneous N × N matrix whose elements are all equal to
µ, the global average tie value. Hence, we refer to uH as
the homogeneous eigenvector. The term containing uC
generates a matrix whose diagonal block elements are
all equal to ν and whose off-diagonal block elements are
−ν and so corresponds to the structure of ingroup and
outgroup tie differences. Accordingly, uC generates the
community structure and we refer to it as the contrast
eigenvector. The homogeneous and contrast eigenvectors
are signal eigenvectors whose ability to be distinguished
from the noise generated by X has important implica-
tions for community detectability and structural balance
dynamics. From this perspective, µ and ν can be re-
garded as natural parameters for the signal structure in
the network and could be used in place of two of the pa-
rameters in the stochastic block model, for instance, the
ingroup and outgroup affinities. Doing so is less intuitive
from a simulation viewpoint, however.
The noise matrix X is a symmetric matrix that can be
written in the block form,
X =
[
XAA XAB
XBA XBB
]
. (15)
Since X = A − 〈A〉, the elements of the ingroup blocks
XAA and XBB can assume values in {1 − 〈Ain〉,−1 −
〈Ain〉,−〈Ain〉} that are distributed according to the ran-
dom variable Xin,
P(Xin = k) =
dinp
+
in , k = 1− 〈Ain〉
din(1− p+in) , k = −1− 〈Ain〉
1− din , k = −〈Ain〉.
(16)
Likewise, the entries of the outgroup blocks XAB = X
T
BA
are distributed like Xout,
P(Xout = k) =
doutp
+
out , k = 1− 〈Aout〉
dout(1− p+out) , k = −1− 〈Aout〉
1− dout , k = −〈Aout〉.
(17)
All the elements of X have zero mean as 〈Xin〉 =
〈Xout〉 = 0. The variances of Xin and Xout are given
by σ2in = 〈X2in〉 and σ2out = 〈X2out〉, which are written in
terms of the stochastic block model parameters as
σ2in = din − d2in(2p+in − 1)2 (18)
σ2out = dout − d2out(2p+out − 1)2. (19)
These variances will appear as their average,
σ2 =
σ2in + σ
2
out
2
, (20)
in the noise-induced correction to the signal eigenvalues
calculated below. The average variance can also be re-
lated to the parameters µ and ν as follows,
σ2 =
din + dout
2
− d
2
in(2p
+
in − 1)2 + d2out(2p+out − 1)2
2
(21)
=
din + dout
2
− 1
2
(〈Ain〉2 + 〈Ain〉2) (22)
=
din + dout
2
− µ2 − ν2, (23)
5where we have used Eqs. (8) and (9) in the second line
and 〈Ain〉2 + 〈Aout〉2 = (µ+ ν)2 + (µ− ν)2 = 2(µ2 + ν2)
in the third.
III. DETECTABILITY OF SIGNAL
EIGENVALUES
Spectral analysis has been used to address the number
and detectability of communities in unsigned networks
by considering the leading eigenvalues that reside out-
side the (approximately) continuous main spectral band
due to its generation as a random graph [8, 13, 14, 23].
For undirected networks, the adjacency matrix is sym-
metric and hence has a real spectrum. The number of
detectable communities is equivalent to the number of
positive eigenvalues that lie beyond the main spectral
band. Nadakuditi and Newman [13] showed the existence
of, and analytically calculated, a detectability transition
in which the community structure, as generated by a
stochastic block model with two communities, while still
present becomes no longer detectable. This transition
occurs once the second eigenvalue of the adjacency ma-
trix, which carries the community structure information,
merges with the main spectral band. Using random ma-
trix theory, the authors derived expressions for both lead-
ing eigenvalues and the edge of the spectral band, thereby
enabling the analytical determination of the transition
dependence.
Similar to unsigned networks, Fig. 3 illustrates that the
spectra of our signed networks consist of a continuous
band of eigenvalues originating from X, the variability
or noise in the system, and signal eigenvalues originating
from 〈A〉, the structure in the system. The successive
horizontal slices in Fig. 3(a) correspond to the eigenval-
ues of single instances of A generated by the stochas-
tic block model as the outgroup animosity is increased.
There are four points at which the outlying eigenvalues
merge with the main band. Considering first the upper
right of the plot, the largest eigenvalue, λ1, is observed to
detach from the main band for p−out greater than about
0.7. The right plot in Fig. 3(b), which depicts the signs of
components of the first eigenvector u1, shows that u1 dis-
plays a two block structure for high p−out. Consequently,
in this regime, the leading eigenvector corresponds to a
perturbed version of the contrast eigenvector, uC , of 〈A〉.
The point at which λ1 emerges from the main band is
then identified with the community detectability transi-
tion. Indeed, below this point u1 loses its block structure
and rapidly takes on the appearance of random noise. We
observe that in contrast to the analogous case in unsigned
networks where the detectability transition involves the
second eigenvalue of the adjacency matrix, here the two
communities are no longer discernible when the leading
eigenvalue merges with the main spectral band. We refer
to this transition as the assortative transition because
the communities are preferentially grouped by identity
type. With an eye toward its dynamical significance, the
two final factions produced by the structural balance dy-
namics are polarized by identity type after λ1 emerges
from the band.
The leading eigenvalue is observed to undergo another
transition at p−out ≈ 0.3. For lower outgroup animosities,
u1 takes on a single block structure and so can be taken
to result from a perturbation of the homogeneous eigen-
vector uH . This homogeneous structure disappears from
u1 for p
−
out values above the transition. As the homoge-
neous eigenvalue carries information about the average
tie value over all nodes, its emergence from the noise
band can be considered a sociality transition. In partic-
ular, we refer to transitions that occur on the positive
side of the noise band as prosocial transitions, in which
a pattern of overall positive ties between nodes becomes
apparent. The prosocial transition induces a transition
in the structural balance dynamics from the two-faction
equilibrium (not sorted by identity) to a single harmo-
nious faction consisting of all nodes.
The lower left section of Fig. 3(a) shows the intersec-
tion of the last and least eigenvalue, λN , with the noise
band at p−out ≈ 0.4. For outgroup animosity values be-
neath this intersection, the last eigenvector uN displays
a two block structure as seen on the left plot of Fig. 3(b).
However, although these blocks align with the A and B
identity groups, the warmer outgroup than ingroup re-
lations implies that the blocks are really disassortative
“anti”-communities rather than assortative communities
(prominent negative eigenvalues are also associated with
disassortativity in unsigned networks [20]). Since this
disassortative transition involves the least eigenvector, it
has no significance with respect to the outcomes of the
structural balance dynamics.
Finally, the other transition involving λN , seen in the
upper left of Fig. 3(a), represents the emergence of the
homogeneous eigenvalue and the corresponding single
block structure from the noise band. It is a sociality
transition and, in particular, an antisocial transition as
it occurs on the negative side of the noise band signifying
a conflictual relationship among nodes on average. The
antisocial transition has no dynamical significance with
respect to the structural balance dynamics.
IV. CALCULATION OF SIGNAL
EIGENVALUES
In this section, we will derive formulas for the signal
eigenvalues as a function of our stochastic block model
parameters. We employ a perturbation treatment here
but present an alternative derivation employing random
matrix theory and complex analysis in App. B. Equa-
tion (6), which expresses the adjacency matrix A as the
sum of its expected value 〈A〉 and a matrix of random
deviations X, will form the starting point of our analy-
sis. We consider 〈A〉 as a given deterministic matrix with
homogeneous and contrast eigenvalues and eigenvectors,
Eqs. (13) and (14), that is subject to a perturbation from
640 20 0 20 400.0
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Figure 3. (a) Eigenvalue spectrum of A as a function of out-
group animosity p−out. The other parameters remain constant:
p+in = 0.4, din = 0.5, dout = 0.8. (b) Signs (yellow positive,
blue negative) of the components of the last, uN , and first,
u1, eigenvectors as function of p
−
out. The theoretical curves
for λC (solid green), λH (solid pink), and γ (dashed blue) are
calculated from Eqs. (53), (54), and (A15) respectively. The
diagonal elements Aii = 0 as is more usual in social networks
than the nonzero values allowed in the stochastic block model.
the independent noise matrix X, which induces shifts to
the signal eigenvalues and eigenvectors. A perturbation
expansion to second order and the statistics of the noise
matrix then yield the corrections to the signal eigenval-
ues. We note that in treating X as an independent per-
turbation to 〈A〉, we temporarily suspend their linkage
via the tie formation probabilities in the stochastic block
model.
A. Perturbation Expansion Setup
We show the perturbation calculation for the case of
the contrast eigenvalue. The homogeneous eigenvalue
can be obtained in precisely analogous fashion. The
eigenvalue equation is
(〈A〉+ X)vC = λCvC . (24)
We write the perturbed eigenvector and eigenvalue up to
second order as
vC = uC + u
(1) + u(2) (25)
λC = νN + λ
(1) + λ(2), (26)
where λ(1), λ(2),u(1),u(2) are the first and second order
perturbations. As the unperturbed eigenvalue is O(νN)
we divide Eq. (24) by N so that the zeroth order equation
is O(1). Then, using Eqs. (25) and (26), the eigenvalue
equation becomes( 〈A〉
N
+
X
N
)
(uC + u
(1) + u(2))
=
(
ν +
λ(1)
N
+
λ(2)
N
)
(uC + u
(1) + u(2)).
(27)
Before embarking upon our perturbation analysis, we
specify the appropriate expansion parameter. To do so,
we determine the orders of the 〈A〉 and X matrices by
evaluating their 2-norms. The 2-norm of our matrix is
equivalent to its largest eigenvalue. Consequently, for
the unperturbed matrix, ||〈A〉||2 is given by the larger
of N |ν| or N |µ|. Taking ν, µ to be O(1) therefore im-
plies that 〈A〉 is O(N). In Appendix A, using Wigner’s
semicircle law for the spectral density of a random ma-
trix as well as matrix bounds, we determine that ||X||2
is O(σ√N). The ratio of the orders of X to 〈A〉 is
O(σ/√N), and so successive orders in the perturbation
series must diminish by a factor of σ/
√
N , which there-
fore serves as our expansion parameter. At a given N ,
the perturbation can be made arbitrarily small by let-
ting σ go to zero. But in the large N regime, we need
not constrain σ to be small.
Separating Eq. (27) out by expansion orders yields
O(1)
〈A〉
N
uC = νuC (28)
O(σ/√N)
〈A〉
N
u(1) +
X
N
uC = νu
(1) +
λ(1)
N
uC (29)
O(σ2/N)
〈A〉
N
u(2) +
X
N
u(1) = νu(2) +
λ(1)
N
u(1) +
λ(2)
N
uC . (30)
B. First Order Treatment
To find the first order eigenvalue perturbation, λ(1),
we multiply both sides of Eq. (29) by NuTC . Then using
Eq. (12) and the orthonormality of uC and uH gives
νNuTCu
(1) + uTCXuC = νNu
T
Cu
(1) + λ(1). (31)
7Solving for λ(1) yields
λ(1) = uTCXuC (32)
=
1
N

N
2∑
i,j=1
Xij +
N∑
i,j=N2 +1
Xij − 2
N
2∑
i=1
N∑
j=N2 +1
Xij
 .
The first two terms in the braces above sum ties in the
ingroup blocks AA and BB respectively, each tie dis-
tributed as Xin, and the third term corresponds to the
AB and BA outgroup ties, distributed as Xout. As λ
(1)
is equal to the sum of zero-mean random ingroup and
outgroup variables, its mean therefore vanishes,
〈λ(1)〉 = 0. (33)
Turning to the variance, each element within the out-
group sum has variance σ2out, which becomes 4σ
2
out/N
2
when the 2/N prefactor is included. The contribution to
the variance from the N2/4 outgroup variables is there-
fore σ2out. Similarly, for the ingroup sums, the symmetry
of X implies that, neglecting the diagonal, there are ap-
proximately a total of N2/4 independent variables each
with variance 4σ2in/N
2 so that the ingroup variance con-
tribution is σ2in. Accordingly, the variance of λ
(1) is
Var(λ(1)) = σ2in + σ
2
out = 2σ
2. (34)
To solve for u(1), we write it as a vector decomposition
and solve for the individual components,
u
(1)
1 = u
(1)
q + u
(1)
⊥ , (35)
where u
(1)
q is the component of u
(1) that is in the uC ,uH
plane, and u
(1)
⊥ is the component orthogonal to that
plane. We find u
(1)
q and u
(1)
⊥ by multiplying both sides of
the O(σ/√N) equation, Eq. (29) by uTH , the transpose
of the homogeneous eigenvector of 〈A〉, which gives
uTH(〈A〉u(1) + XuC) = uTH(νNu(1) + λ(1)uC), (36)
which after employing the eigenvector properties be-
comes
µNuTHu
(1) + uTHXuC = νNu
T
Hu
(1). (37)
Rearranging and noting that uTHu
(1) = uTHu
(1)
q , we find
uTHu
(1) = uTHu
(1)
q =
uTHXuC
νN − µN , (38)
which suggests the following solution for u
(1)
q ,
u
(1)
q =
[XuC ]q
νN − µN . (39)
Writing [XuC ]q as a decomposed projection onto uC and
uH ,
[XuC ]q = (u
T
CXuC)uC + (u
T
HXuC)uH (40)
allows us to write u
(1)
q as
u
(1)
q =
(uTCXuC)
νN − µN uC +
(uTHXuC)
νN − µN uH . (41)
We now seek to solve for u
(1)
⊥ . Using the decomposition
(35) in the first order equation, (29), gives
〈A〉[u(1)q +u(1)⊥ ]+XuC = νN [u(1)q +u(1)⊥ ]+λ(1)uC . (42)
Retaining only the terms that have components orthog-
onal to the uC ,uH plane and rearranging yields
u
(1)
⊥ =
[XuC ]⊥
νN
. (43)
Using the substitution [XuC ]⊥ = XuC − [XuC ]q then
gives the solution for the orthogonal component
u
(1)
⊥ =
XuC − [(uTCXuC)uC + (uTHXuC)uH ]
νN
. (44)
Combining Eqs. (41) and (44) gives the solution for the
first order perturbation to the eigenvector u(1),
u(1) =
XuC
νN
+
µ(uTCXuC)
νN(ν − µ) uC +
µ(uTHXuC)
νN(ν − µ) uH . (45)
C. Second Order Treatment
Having found the first order eigenvalue and eigenvector
perturbations, λ(1) and u(1), we can now solve for the
second order correction λ(2). We multiply both sides of
Eq. (30) by uTC and then solve to get
λ(2) = uTCXu
(1) − λ(1)uTCu(1) (46)
=
uTCX
2uC
νN
− (u
T
CXuC)
2
νN
+
µ(uTHXuC)
2
νN(ν − µ) , (47)
where Eqs. (32) and (45) have been used to obtain the
second line.
We seek the expected value 〈λ(2)〉 and consider the
righthand terms of Eq. (47) in succession. Expanding
the expected value of the first term yields
〈uTCX2uC〉
νN
=
1
νN
1
N
{ N
2∑
i,j=1
〈(X2)ij〉+
N∑
i,j=N2 +1
〈(X2)ij〉
−2
N
2∑
i=1
N∑
j=N2 +1
〈(X2)ij〉
}
,
(48)
where (X2)ij =
∑N
k=1XikXkj . As the elements of X are
independent, the cross-element terms in this sum have
vanishing expectation: 〈XikXkj〉 = 0 for i 6= j. When
i = j, the value of 〈X2ik〉 is either the ingroup or out-
group variance: 〈X2ik〉 = σ2in if i, k ≤ N/2 or i, k > N/2;
8〈X2ik〉 = σ2out otherwise. Accordingly, the expectations
for the elements of X2 are given by
〈(X2)ij〉 =

N
2 σ
2
in +
N
2 σ
2
out = Nσ
2, i = j
0, i 6= j.
(49)
The above equation reduces the double sums in the first
two terms in Eq. (48) to single sums over 〈(X2)ii〉 =
Nσ2, which can then be combined. The last term, which
contains only off-diagonal elements of 〈(X2)〉, vanishes.
The contribution of the first term in Eq. (47) to 〈λ(2)〉 is
therefore
〈uTCX2uC〉
νN
=
1
νN
1
N
N∑
i=1
Nσ2 (50)
=
σ2
ν
. (51)
We now turn to the second and third terms on the
righthand of Eq. (47). The numerator of the second
term, (uTCXuC)
2, involves the square of λ(1) by Eq. (32).
Hence, its expected value is equivalent to the variance of
λ(1) (which has zero mean), and so goes as σ2 as shown
above. Consequently, the expected value of the second
term goes as σ2/N . The same argument holds for the
third term as its numerator depends on uTHXuC , which is
likewise tantamount to the sum over the random ingroup
and outgroup variables. Therefore, in the large-N regime
of concern here, the second and third terms, which have
a 1/N dependence, can be neglected in comparison with
the first term, which is independent of N . Accordingly,
Eq. (51) gives the second order eigenvalue perturbation
〈λ(2)〉 = σ
2
ν
. (52)
Having found that the first order perturbation van-
ishes on average and given the second order perturbation
above, we arrive at the approximate solution for the ex-
pected value of the contrast eigenvalue of Eq. (24),
〈λC〉 = νN + σ
2
ν
. (53)
Since the ratio of the second-order correction to the un-
perturbed eigenvalue goes as σ2/N , the expansion pa-
rameter, given by its square root, is therefore O(σ/√N)
as stated at the beginning of this calculation.
A similar calculation, this time expanding about the
homogeneous eigenvector uH , gives us the solution for
λH , which simply involves swapping out ν for µ in the
preceding equation,
〈λH〉 = µN + σ
2
µ
. (54)
The analytical expressions for the signal eigenvalues,
(53) and (54), are plotted in Fig. 3(a) for values outside
the main spectral band. They are observed to be in good
agreement with the outlying eigenvalues of the numerical
spectrum. This is the case even though, rather than an
average over many generated networks, each horizontal
slice represents just one instance, a reflection of the self-
averaging behavior of large random networks. These ex-
pressions also work well in the non-sparse limit as shown
in Fig. 4 for the case where the contrast eigenvalue be-
comes the leading eigenvalue beyond the assortative tran-
sition. The predicted λC is observed to separate from
the spectral edge past a critical density, which decreases
with network size, and shows good agreement with the
first eigenvalue of the simulated network, particularly for
the two larger networks.
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Figure 4. Theoretical contrast (λC , Eq. (53)) and band edge
(γ, Eq. (A15)) eigenvalues, along with the simulated leading
eigenvalue (λ1), as a function of network density. (a) N = 50
(b) N = 100 (c) N = 1000. λC is plotted for network density
values where it meets or exceeds γ. One leading eigenvalue
instance is computed for each d value. d = din = dout, p
+
in =
0.6, and p+out = 0.4.
The symmetric forms of the expressions for λC and
λH reflect the fact that an orthogonal transformation
K exists that transforms the contrast and homogeneous
eigenvectors of 〈A〉 into each other, that is, u′H = KuC
and u′C = KuH where the primes denote the trans-
formed system. Specifically, K is the diagonal matrix
diag(1, . . . , 1,−1, . . . ,−1) where the negative values start
at index N/2 + 1. It is its own inverse, K−1 = K.
The transformation of the expected adjacency matrix,
〈A′〉 = K〈A〉K, flips the sign of the off-diagonal blocks
so that 〈A′out〉 = −〈Aout〉. Therefore, by Eqs. (10) and
(11), µ′ = ν and ν′ = µ, which swaps the perturbed
signal eigenvalues, λ′H = λC and λ
′
C = λH .
An alternative calculation of the signal eigenvalues
based on random matrix theory and complex analysis is
presented in the Appendix B. We find the same formulas
for the signal eigenvalues (see Eq. (B29)) as have been
derived here.
V. TRANSITION BOUNDARIES
In this section, we derive theoretical predictions for
the boundaries of the detectability and sociality transi-
tions. As discussed in Sec. III, these transitions occur
when the signal eigenvalues merge with the main spec-
tral band. From Eq. (A15), the edges of the main band
9of X are given by ±2σ√N , a formula that is a straight-
forward adaptation of the band edge of Wigner’s semicir-
cle distribution. We consider the community detectabil-
ity transitions first, that is, those involving the contrast
eigenvector uC , whose eigenvalue is given by Eq. (53).
The detectability transition will therefore occur when
νN +
σ2
ν
= 2σ
√
N. (55)
Solving for the critical value ν∗ yields
ν∗ =
σ√
N
. (56)
We note that σ depends upon ν as given by Eq. (23).
The community structure is detectable when |ν| > ν∗.
In particular, the assortative transition occurs for ν = ν∗
and the detectability transition for disassortative struc-
ture occurs for ν = −ν∗.
We observe that the transition condition (56) also re-
sults by setting the noise power equal to the signal power.
Defining the noise power as the projection of X2 onto
uC , its average, 〈uTCX2uC〉, is found using Eq. (51) to be
Nσ2. One could also arrive at this value by considering
how much of the total noise variance, N2σ2, is carried on
average by each of N randomly chosen orthogonal basis
vectors. Equating the signal power to the average noise
power, ν2N2 = Nσ2, yields (56).
The sociality transitions associated with the homo-
geneous signal occur when the homogeneous eigenvalue
given by Eq. (54) equals the band edge eigenvalue. This
yields a critical value µ∗,
µ∗ =
σ√
N
. (57)
The prosocial transition occurs for µ = µ∗ and the anti-
social transition occurs for µ = −µ∗.
We now unpack the transition conditions derived above
to express them in alternative ways in parameter space
that will further intuitive understanding of the transi-
tion behavior and allow for connection with simulation
results.
First, we substitute Eq. (23) for σ2 in the detectability
condition (56) to yield
Nν2 =
1
2
(din + dout)− µ2 − ν2. (58)
We point out that (din + dout)/2 is simply the overall tie
density in the network. For a sparse network, din, dout 
1, we can neglect the µ2 and ν2 terms on the right-hand
side, so that the critical value ν∗ is given by
ν∗ = ±
√
1
2N
(din + dout). (59)
The positive sign corresponds to the assortative transi-
tion and the negative sign corresponds to the disassorta-
tive transition. As ν can be regarded as a natural param-
eter for the community structure, this structure (assor-
tative or disassortative) becomes easier to detect as the
network becomes more sparse since |ν∗| shifts to smaller
values (but care should be taken to distinguish the be-
havior of ν from that of the affinities and animosities,
which can behave oppositely with density as in Eq. (68)
below). Weaker structure is also more detectable as the
size of the network grows, as was already apparent from
Eq. (56).
We now substitute into Eq. (58) the definitions (10)
and (11) for µ and ν and rearrange to obtain
0 = 〈Aout〉2 − 2N
N + 2
〈Aout〉〈Ain〉
+ 〈Ain〉2 − 2
N + 2
(din + dout),
(60)
which can be solved for the critical value of 〈Aout〉 (omit-
ting the asterisk),
〈Aout〉 = N
N + 2
〈Ain〉
±
√
2
N + 2
(din + dout)− 4(N + 1)
(N + 2)2
〈Ain〉2.
(61)
To write the detectability transitions completely in
terms of the block model probabilities, we substitute
Eqs. (8) and (9) for 〈Ain〉 and 〈Aout〉 into (61). Solv-
ing for the outgroup animosity and taking the large N
limit yields
p−out =
1
2
− din
dout
(
p+in −
1
2
)
± 1
dout
√
din + dout − 8d2in(p+in − 12 )2
2N
,
(62)
where the positive sign corresponds to the assortative
transition. Neglecting the second term inside the square
root yields the sparse limit, equivalent to Eq. (59).
For the sociality transitions, the sparse limit results in
the condition
µ∗ = ±
√
1
2N
(din + dout). (63)
The positive and negative signs correspond to the proso-
cial and antisocial transitions respectively. The critical
value of the outgroup animosity is given by
p−out =
1
2
+
din
dout
(
p+in −
1
2
)
± 1
dout
√
din + dout − 8d2in(p+in − 12 )2
2N
,
(64)
where now the negative sign is used for the prosocial
transition.
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VI. STRUCTURAL BALANCE DYNAMICS
In its simplest incarnation, structural balance theory
considers the stability of triads. Triads with all positive
ties (“the friend of my friend is my friend”) or two nega-
tive ties (“the enemy of my enemy is my friend”) are con-
sidered balanced and so stable. In contrast, a triad with
an odd number of negative ties will be unbalanced. For
fully connected networks, assuming that all triads must
be balanced over time implies that the system achieves
either a state of global harmony in which all nodes are
positively connected or two hostile camps with positive
connections within each camp and negative connections
between them [24]. Empirical signed networks in social
systems such as international relations, student relation-
ships, and online social networks have been found to be
approximately balanced [1, 3, 25], exhibiting a tendency
toward partition into two factions.
Although the concept of balance can be extended to
arbitrary-length cycles, the triadic notion has motivated
the construction of dynamical systems models that evolve
the relationship between a pair of nodes as a func-
tion of their relationships with their network neighbors
[17, 18, 26]. If both members of a dyad have a posi-
tive relationship with a third node, that will act towards
making the focal dyad’s relationship more positive. In
contrast, having oppositely signed relationships with the
third node will contribute a force pulling the dyad to-
ward a more conflictual relationship. Prompted by this
notion that unbalanced triads generate tension in social
networks and building upon Ref. [17], Marvel et al. [18]
demonstrated that the following model of structural bal-
ance dynamics almost always achieves a balanced state
starting from random initial conditions:
dY
dt
= Y2, (65)
where t is time and Yij is the connectivity value from
node i to node j. The connectivity matrix Y refers to
the dynamically evolving network containing signed and
continuous tie values. For the purposes of analyzing com-
munity structure, we will convert Y to the adjacency ma-
trix A with discrete values ±1 and 0 by taking the sign of
the connectivity values. In support of its empirical rele-
vance, Ref. [18] found that, when implemented upon the
initial network of several real world systems, this model
well predicts the observed final network.
Equation (65) is the matrix form of a Riccati equation
and has the following closed form solution for t < t∗,
where t∗ is the time at which solutions go to positive and
negative infinity [18]:
Y(t) = Y(0)[I −Y(0)t]−1. (66)
As t→ t∗, the leading eigenvector of the initial network,
Y(0), dominates the connectivity structure. As a result,
the final adjacency matrix corresponding to Y as t→ t∗
converges to the outer product
A = u1u
T
1 , (67)
where u1 consists of the signs of the leading eigenvector
of Y(0). Thus, the rank 1 structure toward which the
connectivity matrix converges implies that the network
must partition into either two hostile factions or one har-
monious community as consistent with the expectations
of structural balance theory [18]. The final network con-
sists of a single harmonious faction if the components of
u1 are of uniform sign, but consists of two hostile factions
if u1 contains both positive and negative values [18].
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Figure 5. Structural balance evolution of a network with com-
munity structure. (a) Connectivity network weights Yij(t)
over time evolved by Eq. (65) from an initial network gen-
erated by a stochastic block model (with values rescaled by
1/N . (b) Initial and final adjacency matrices. Initial matrix
parameters N = 100, din = 0.7, dout = 0.7, p
+
in = 0.65, and
p+out = 0.35.
To illustrate its application to networks with initial
community structure, Fig. 5(a) shows the evolution of
network connectivity values over time from a Y(0) that
is proportional to the adjacency matrix generated by the
stochastic block model (Fig. 5(b), left). The final adja-
cency matrix shows the split into two factions with pos-
itive ties within each faction and negative ties between
faction (Fig. 5(b), right). It is given by the outer product
(67) with u1 = uC so that the factions correspond with
the identity blocks A and B.
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VII. STRUCTURAL BALANCE BEHAVIORAL
REGIMES
As the final structure of these dynamical networks is
dominated by the initial network’s leading eigenvector,
we can determine the extent to which networks in our
parameter space will become assortative or homogeneous
using our transition formulas derived above. First we
treat a special case before exploring more general pa-
rameters.
A. Ingroup affinity equals outgroup animosity
We consider the simple case in which the ingroup affin-
ity is set equal to the outgroup animosity, p+in = p
−
out.
We also make the simplification din = dout = d. For
this case, 〈Ain〉 = −〈Aout〉 so that µ = 0, i.e., there
is no homogeneous signal, and ν = −〈Aout〉. Using
〈Aout〉 = d(1−2p−out) in Eq. (59), we solve for the critical
outgroup animosity
p−out =
1
2
(
1 +
√
1
dN
)
. (68)
Note that we only use the positive sign from (59) since
it is the assortative transition that involves the leading
eigenvector.
Figure 6 shows the alignment between the dynamical
regimes evolved by the structural balance model and the
community structure of the initial network. Panel (a)
plots the assortativity r defined by Eq. (5) of the final
adjacency matrix as averaged over 400 initial networks
generated by the stochastic block model at each point in
the d and p−out parameter space. The yellow region rep-
resents the fully assortative outcome where the system
evolves into two factions corresponding to the identities
defined by the stochastic block model. In the blue region
where r ≈ 0, the two final factions are well mixed by iden-
tity. We see that the boundary between these two regions
is in good accord with Eq. (68) and, in particular, that
denser networks become assortative at smaller outgroup
animosity values so that the size of the non-assortative
region decreases. Under the structural balance dynamics,
the final network is determined by the leading eigenvector
of Y (0) by Eq. (67). Since community detectability is de-
termined by the leading eigenvector as shown in Fig. 6(b)
and (c) which depict the spectrum for a particular density
value, the presence of spectrally detectable communities
in the initial network induces assortativity in the final
state. These plots also confirm that the leading eigen-
vector is never homogeneous and so one does not expect
to observe the single faction outcome in this case (being
extremely improbable).
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Figure 6. (a) Assortativity of final adjacency matrix as a
function of d and p−out for network size N = 100 averaged
over 400 simulations. Solid curve is the theoretical transition
boundary given by Eq. (68). Note that the theoretical curve
corresponds to the early part of the transition in which r just
begins to rise whereas the more visually distinctive yellow-
cyan interface marks the middle of the transition. (b) Initial
adjacency matrix spectra for d = 0.4 and increasing p−out.
(c) Component signs for the leading eigenvector u1 of the
initial adjacency matrix. The disassortative transition is not
dynamically relevant so only the upper half of the p−out scale
is plotted in (a).
B. General parameter conditions
We now analyze the final states of networks gener-
ated using more general parameter conditions. We plot
the behavior of the signal transition curves in the two-
dimensional parameter space defined by p+in and p
−
out for
fixed values of din/dout.
As the homogeneous signal was irrelevant in the previ-
ous case, we needed only plot the assortativity r. How-
ever, the prosocial transition will occur in general and
so we must measure the extent to which nodes can be
found in one large group. We define the homogeneity
h as the fraction of all nodes that can be assigned to a
single group by virtue of having a common sign in the
leading eigenvector of the adjacency matrix. When all
nodes have a common sign, they are positively connected
to all other nodes so that h = 1 while when nodes are
divided into two equal factions, the homogeneity assumes
its minimum value, h = 1/2.
The top plots of Fig. 7 show the assortativity and ho-
mogeneity of the final adjacency matrix evolved by the
structural balance dynamics in the parameter space de-
fined by the ingroup affinity and outgroup animosity.
They can then be linearly combined to effect their joint
visualization as shown in the bottom plot. The assorta-
12
tive transition boundary predicted by Eq. (62) separates
the assortative from non-assortative two-faction states
while the prosocial theoretical boundary of Eq. (64) sep-
arates homogeneous single-faction states from the non-
assortative two-faction states. These regimes relate to
the initial network spectrum as follows: the blue region
is where the homogeneous eigenvalue is both the largest
eigenvalue and outside the main band; the cyan region
is where the leading eigenvalue is part of the main band;
and the yellow is where the contrast eigenvalue is largest
and outside the main band.
The horizontal yellow-blue interface observed in
Fig 7(c) for larger p+in values indicates a direct transi-
tion between the prosocial and assortative states as p−out
increases past 0.5. This transition does not involve de-
tectability but rather the shift in the leading eigenvec-
tor from homogeneous to contrast that occurs outside
the noise band. Equating the contrast and homoge-
neous eigenvalue expressions, (53) and (54), we find that
the transition occurs when ν = µ, which implies that
〈Aout〉 = 0 or equivalently p−out = 0.5.
Figure 8 shows how the density ratio din/dout and
overall network density d = (din + dout)/2 affect the as-
sortative and prosocial transition curves. As din/dout
increases, the transition curves become steeper, imply-
ing that denser regions of the connectivity network have
more influence on the community structure than sparse
regions.
VIII. DISCUSSION
This paper has contributed to two distinct areas of
signed network research — community structure and
structural balance theory, linking them via the impact
of the former upon the latter. First, we summarize and
discuss our results on community and, more broadly, net-
work structure, a subject of relevance to both unsigned
and signed networks. We then turn to structural balance
dynamics, an intrinsically signed network avenue of re-
search. As it is particularly applicable to social systems,
we speculate as to connections between our results and
the dynamics of conflicts.
A. Structure
We have elucidated the spectrum of unweighted
and undirected signed networks generated by a two-
community stochastic block model via two independent
methods, perturbation analysis and, in the Appendices,
a random matrix theory treatment that extends prior
work on unsigned networks [13, 14]. The expected ma-
trix, 〈A〉, in the block model can be decomposed into two
signals — a homogeneous eigenvector, uH , related to the
expected tie value, µ, over the network and a contrast
eigenvector, uC , related to the half-difference, ν, between
the expected ingroup and outgroup tie values and which
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Figure 7. (a) Assortativity and (b) homogeneity of final
network states evolved by structural balance model (65) as a
function of ingroup affinity and outgroup animosity. (c) As-
sortativity and homogeneity are mapped using the measure
z = r − 2h + 1 to generate the joint heat map. For con-
venience, two separate color bar scales are shown instead of
z. The upper black curve indicates the assortative transition
boundary, Eq. (62), while the lower black curve indicates the
homogeneous transition boundary, Eq. (64). Heatmap values
generated by averaging over 20 simulations for parameters
din = dout = 0.45 and N = 100.
encodes the community structure. These signal eigenvec-
tors exhibit transitions at the points where they merge
with the main spectral band associated with the noise
produced by the zero-mean random matrix X. There are
four potential transitions corresponding to the intersec-
tions of the two signals with the positive and negative
edges of the main band. For the contrast eigenvector,
these intersections induce the assortative and disassorta-
tive transitions respectively and mark changes in com-
munity detectability. The homogeneous eigenvector un-
dergoes sociality transitions, prosocial and antisocial, in
which emergence from the noise band signifies an overall
tendency toward the formation of cooperative or conflict-
ual relationships respectively with other nodes.
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Figure 8. Final state heat maps for increasing network density
d = (din+dout)/2 and decreasing density ratio din/dout. The
assortativity and homogeneity are integrated via the z metric
(see Fig. 7).
We derived analytical expressions for the signal eigen-
values in the presence of the noise by performing a per-
turbation expansion in which the contributions from the
noise X were treated as small corrections to the eigen-
values of 〈A〉. The expressions, (53) and (54), reveal a
second-order correction proportional to the average tie
variance and are symmetric under the interchange of µ
and ν. The same expressions are derived in the Appen-
dices using random matrix theory along with the formula
for the main band edges that is a straightforward mod-
ification of Wigner’s semicircle law. The transition con-
ditions, (56) and (57), were determined by equating the
signal eigenvalues to the band edge eigenvalues.
We note that our results can be applied to unsigned
networks by taking the ingroup and outgroup animosities
to be zero so that negative tie formation is prohibited.
In this case, our expressions for the homogeneous and
contrast eigenvalues reduce to the the sparse-limit forms
reported in Refs. [13, 14] for the two leading eigenvalues
of the adjacency matrix [27]. These forms, however, do
not manifest the µ, ν interchange symmetry, an essential
feature of the signed network case.
An important difference between unsigned and signed
networks concerns which eigenvectors may represent
community structure. In unsigned networks, the assorta-
tive community structure can be represented by the sec-
ond eigenvalue (when past the detectability threshold)
but not the first [13, 14]; the homogeneous and contrast
eigenvalues of 〈A〉 grow in proportion to µ and ν respec-
tively and the former is always greater than the latter
when only positive ties are allowed (unless 〈Ao〉 = 0).
Whereas in signed networks, the ordering of µ and ν is
not so restricted and so the first eigenvalue may signify
community structure while the second signifies prosocial
structure. Relatedly, while the number of outlying eigen-
values is equal to the number of communities in unsigned
networks [8], this need not be the case in signed networks.
For instance, the case of equal ingroup affinity and out-
group animosity treated in Sec. VII has only one outlying
eigenvalue but two communities.
One last remark concerns the sociality transitions.
Whereas both signed and unsigned networks can exhibit
the prosocial transition, only signed ones can transition
to antisocial structure since ties can never be negative
in unsigned networks. Typically, community structure is
taken to connote the existence of multiple communities
as it is linked to the community detection problem and
the assignment of nodes to communities. The sociality
transitions, which are not relevant to the community as-
signment problem, involve network structure more gener-
ally rather than community structure per se. For a signed
network, however, it is meaningful to attempt to discern
whether there is an overall tendency, irrespective of in-
group and outgroup distinctions, toward the formation
of positive versus negative ties. The existence of such a
global tendency therefore provides a sense in which the
network can be construed as comprising a single com-
munity. The prosocial transition provides a spectral sig-
nature for concluding that the network forms a single
community in which relationships are generally friendly
or cooperative. Conversely, the antisocial transition pro-
vides a signature of a single (anti)community marked by
hostility, a Hobbesian state of all against all. The in-
termediate case, where the homogeneous eigenvalue does
not appear outside the noise band, can be taken as mark-
ing the absence of a single community with a definitive
inclination toward positive or negative tie formation.
B. Dynamics
We investigated structural balance dynamics in the
presence of initial community structure generated by the
two-identity stochastic block model. These dynamics
completely connect all nodes and allow for three broad
regimes of final state: an assortative regime in which the
two final factions completely align with the two identity
blocks; a non-assortative regime in which the two final
factions are randomly composed with respect to identity;
and a homogeneous regime of a single faction with only
positive ties. Since the dominant eigenvector of the initial
network drives its structural balance dynamics and de-
termines its final state, our spectral analysis allows us to
chart the parameter conditions under which each of these
states will emerge. The dynamical ascendance of the
leading eigenvector implies that the transitions in which
the homogeneous and contrast eigenvalues are just equal
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to the positive edge of the main spectral band, will corre-
spond to regime boundaries. The assortative transition
marks the boundary between the non-assortative and as-
sortative regimes and the prosocial transition divides the
non-assortative and homogeneous regimes. The bound-
ary between the homogeneous and assortative regimes
represents a reversal in the ranking of the homogeneous
and contrast eigenvalues rather than a transition involv-
ing the noise band. The theoretically-predicted bound-
aries were found to agree with the simulation results ob-
tained by solving the structural balance model over many
random initial networks.
Taking networks generated by the stochastic block
model and evolving them under the structural balance
model entails a dramatic shift in the processes governing
network evolution (beyond the change from stochastic to
deterministic): a process in which tie formation in a dyad
depends only upon its ingroup or outgroup identity is re-
placed by one where the friendly or hostile relationships
among mutual neighbors drives tie value evolution re-
gardless of identity. One rationale for such a shift can be
provided by assuming that there is a qualitative change
in the nature of the interactions. For instance, hostile re-
lationships characterized by insulting words or gestures
may be replaced by physical violence. A second rationale
could involve, not a change in the nature of interactions,
but a growing awareness that hostile interactions have
the potential to become much more prevalent. For exam-
ple, in a country or region containing two broad identity
types, such as ethnicity or ideology, in which individuals
or small gangs sporadically clash (either within or across
identity lines), a sudden collapse of the central govern-
ment may lead to a growing sense of looming systemic
violence. In either of these rationales, nodes are moti-
vated to seek and maintain allies so that another node’s
status as the enemy of an enemy or friend of a friend
becomes a crucial determinant in relationship formation
and evolution.
Our results may inform debates about the interplay
of identity and power in conflicts under anarchy consist-
ing of many actors such as insurgencies, civil wars, and
international relations. For ethnic conflict, the shift in
models discussed above is supported by the observation
that the turn from non-violent to violent conflict repre-
sents a qualitative change in dynamics [28]. In the lit-
erature on civil wars and ethnic violence, some theories
stress mechanisms in which ethnic or religious identity
plays an intrinsic role in producing high levels of polariza-
tion and violence along identity lines while other theories
stress the role of micro-processes of conflict among local
actors rather than a pre-existing identity schism [28–30].
As node identity plays no role in the network evolution,
structural balance dynamics is consistent with the latter
view. However, the sharp transition to the assortative
state shows that the dynamics can lock in initial differ-
ences in identity-driven community structure even when
they are not large, a behavior consistent with the obser-
vation that the polarization and violence in ethnic civil
wars often appears to be disproportionate to the initial
level of ethnic tension. But the existence of the non-
assortative regime implies that identity polarization will
not arise when the initial structure is sufficiently weak.
Additionally, it has been argued that, contrary to some
theories, there is no inherent difference in the dynamics
between ideological and ethnic civil wars in terms of their
potential for polarization and violence [29]. Our results
are consistent with such a claim as it is the initial rela-
tionships that matter regardless of whether they are due
to similar ethnicity or similar ideology.
Finally, we note a few potential directions for future re-
search for both community structure and structural bal-
ance dynamics. As with the unsigned case, spectral anal-
ysis of signed networks with community structure could
be extended to systems with multiple communities, di-
rected ties, and more realistic network statistics such as
non-uniform degree distributions. The structural balance
model we used is very simple and, problematically, leads
to tie strengths which blow up in finite time. Accord-
ingly, the extent to which the dynamical transitions we
have identified persist for more realistic implementations
of structural balance dynamics should be explored. More
empirical work is also needed to understand the condi-
tions under which real networks can be reasonably mod-
eled by structural balance dynamics or variants thereof.
Code reproducing select results from this paper is avail-
able online [31].
ACKNOWLEDGMENTS
This work was funded in part by the Big Data for
Genomics and Neuroscience Training Grant under the
National Institute of Health Grant No.T32LM012419-03
and by the Office of Naval Research under Grant No.
N00014-16-1-2919.
Appendix A: Spectrum of random matrix X
The signal eigenvalues of A are only visible if they
are distinguishable from the noise in the system. In this
section we find O(||X||2) as well as γ the spectral edge
of the noise matrix X using random matrix theory.
We start by characterizing the distribution of eigen-
values. The empirical spectral distribution (e.s.d.) of a
random matrix X is defined by
ρ(z) =
1
N
n∑
i=1
δ(z − ωi), (A1)
where ωi are the eigenvalues of X.
Wigner’s semicircle distribution Eq. (A2) defines the
eigenvalue density function for a symmetric random ma-
trix size N with i.i.d. entries having variance m2,
φ(z) =
1
2piNm2
√
4Nm2 − z2. (A2)
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According to the Wigner limit theorem, the spectra of
certain symmetric random matrices converge in distribu-
tion to Wigner’s semicircle distribution [32, 33], so that
lim
N→∞
∫ c
−∞
ρ(x)dx =
∫ c
−∞
φ(x)dx (A3)
Although the semicircle law originally applies only to ran-
dom symmetric matrices with equal variances for all en-
tries [32, 34, 35], further inquiry has determined that
random symmetric block Toeplitz matrices [36, 37] also
weakly converge to the semicircle law under certain con-
ditions. X is a random symmetric block Toeplitz matix
with distribution variances σ2in and σ
2
out in the on and off
diagonal blocks respectively and therefore has a Wigner
semicircle distribution of eigenvalues for some variance
parameter m2 which we have yet to determine. The edges
of the seimicircle enclose the band of eigenvalues in the in-
terval (−2m√N, 2m√N). As N →∞, λ1(X) = 2m
√
N .
We find the variance parameter by bounding ||X||2
with the Frobenius norm [38],
1√
N
||X||F ≤||X||2 ≤ ||X||F , (A4)
where
||X||F =
√√√√√ N22∑
j=1
|Xin|2 +
N2
2∑
j=1
|Xout|2. (A5)
The ingroup and outgroup sums are distributed as
N2
2∑
j=1
|Xin|2 ∼ N
(
N2
2
σ2in,
N2
2
V ar(|Xin|2)
)
(A6)
N2
2∑
j=1
|Xout|2 ∼ N
(
N2
2
σ2out,
N2
2
V ar(|Xout|2)
)
. (A7)
The random variable Z2 denoting the inside of the square
root in (A5) is therefore distributed as
Z2 =
N2
2∑
j=1
|Xin|2 +
N2
2∑
j=1
|Xout|2 ∼ N (N2σ2, N2ξ2) (A8)
where ξ2 =
V ar(|Xin|2) + V ar(|Xout|2)
2
. (A9)
The expected value of Z2 scales with σ
2N2 while the
standard deviation only scales with ξN meaning Z2 =
O(σ2N2). Therefore
||X||F = O(σN). (A10)
Equation (A4) then implies that
σ
√
N ≤ ||X||2 ≤ σN. (A11)
Therefore ||X||2 must scale with σ as
O(||X||2) ∼ σ. (A12)
This result combined with the Wigner’s semicircle distri-
bution scaling implies that
O(||X||2) = σ
√
N. (A13)
We continue the argument in order to find the leading
eigenvalue of X. We have found that our variance pa-
rameter must scale with σ, m = O(σ).
m = aσ = a
√
σ2in + σ
2
out
2
(A14)
for some constant a
We set σ2in = σ
2
out which implies that we have a tradi-
tional Wigner matrix with i.i.d. entries of variance σ2in.
This means m = σin = σ and therefore a = 1. Now let
σ2in 6= σ2out while keeping σ2 constant. m scales only with
σ and therefore must be still equal to σ. This means that
for all variance values, m = σ.
This implies that the eigenvalue density function of X
with a diagonal block variance of σ2in and an off diagonal
block variance of σ2out is equivalent to the eigenvalue den-
sity function of a random matrix with uniform variance
σ2. This substitution is made in previous derivations
of the spectral band of unsigned stochastic block model
matrices [13].
Thus, we have determined that the spectra of X has a
Wigner’s semicircle distribution with variance parameter
σ. Therefore the edge of the spectral band γ of X is
γ = 2σ
√
N. (A15)
Appendix B: Spectra of A derived from random
matrix theory and complex analysis
We will now use an alternative method to derive the
spectra of A using random matrix theory and complex
analysis. In this argument, we use the eigenvalues of
the noise matrix X, whose spectra we have defined in
Appendix A, to find the eigenvalues of X+νNuCu
T
C . We
then take these intermediate eigenvalues and use them to
find the eigenvalues of A = X + νNuCu
T
C + µNuHu
T
H .
The expected adjacency matrix 〈A〉 is given by
Eq. (12). We consider the spectrum obtained by
adding just the contribution of the contrast eigenvector,
νNuCu
T
C , to the noise matrix which yields the eigenvalue
equation
(X + νNuCu
T
C)v = zv. (B1)
We wish to solve for the eigenvalues z, and so use the
methods of Ref. [14] to convert Eq. (B1) into a trace
representation Eq. (B6). We begin by rearranging the
terms in Eq. (B1) to eliminate the eigenvector v,
uTC(z −X)−1uC =
1
νN
. (B2)
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The left hand side of Eq. (B2) can be written as a sum
by performing an eigenvector decomposition on X,
uTCS(zI−Λ)−1STuC =
1
νN
(B3)
N∑
i=1
(xTi uC)
2
z − ωi =
1
νN
, (B4)
where SΛST is the eigenvector decomposition of X and
xi are the eigenvectors of X (as well as the columns
of S). We find that N(xTi uC)
2 ∼ X 21 and therefore
E[(xTi uC)
2] = 1N and V ar[(x
T
i uC)
2] = 2N2 . This al-
lows us to make the approximation (xTi uC)
2 = 1/N in
Eq. (B4) giving us
N∑
i=1
1/N
z − ωi =
1
νN
(B5)
1
N
Tr(z −X)−1 = 1
νN
. (B6)
We define f(z) as follows,
f(z) = Tr(z −X)−1. (B7)
The values of z that satisfy f(z) = 1ν are the eigenvalues
of the matrix X+νNuCu
T
C . f(z) has simple poles where
z = ωi, f(z) → −∞ as z ↗ ωi and f(z) → ∞ as z ↘
ωi. f(z) is a continuous function within the interval z ∈
[ωi, ωi−1], therefore for each interval f(z) = 1ν for some
value z ∈ [ωi, ωi−1]. This means the eigenvalues zi and
ωi are interlaced with the leading eigenvalue z1 > ω1.
The largest solution to f(z) = 1ν Eq. (B7) is the leading
eigenvalue of X + µNuCu
T
C .
We now can repeat this process to find a formula for
both leading eigenvalues by adding the homogeneous sig-
nal in addition to the contrast signal back into the noise
matrix and solving for the resulting eigenvalues λ [14].
The new eigenvalue equation becomes
(X + νNuCu
T
C + µNuHu
T
H)v = λv. (B8)
We solve this equation for the eigenvalues λi using the
same method used to solve Eq. (B1) and which is detailed
in Ref. [14]. The resulting equation g(λ) has a similar
form to f(z) but with an additional term,
1/N
λ− z1 +
N∑
i=2
1/N
λ− zi =
1
µN
(B9)
g(λ) =
1
λ− z1 +
N∑
i=2
1
λ− zi . (B10)
The values of λ that satisfy g(λ) = 1µ are the eigenvalues
of the matrix X + νNuCu
T
C + µNuHu
T
H . Without loss
of generality, assume ν > µ, meaning we have added the
largest eigenvalue mode to the noise matrix followed by
the second largest eigenvalue mode. When |λ−z1| >> 1N ,
1
λ−z1 = O(1) and
∑N
i=2
1
λ−zi = O(N), Because 1λ−z1
is the dominant term only when |λ − z1| = O(1/N2)
and the spectral values zi that constitute the spectral
band of X+νNuCu
T
C are interlaced with the spectrum of
X, we may approximate g(λ) with our previous function
f(λ) = Tr(λ−X)−1 for all λ values away from z1. g(λ)
has a singularity at z1 meaning there is an additional
solution to g(λ) = 1µ when λ ≈ z1.
Therefore the signal eigenvalues, λH and λC are the
largest magnitude solutions to f(λ) = 1ν and f(λ) =
1
µ . We can find an analytical form for f(λ) by tak-
ing advantage the Stieltjes transform representation of
Tr(X− λ)−1.
The Stieltjes transform Sρ(λ) of density ρ(t) is a func-
tion of the complex variable λ and is defined outside the
real interval I,
Sρ(λ) =
∫
I
ρ(t)
λ− tdt, λ ∈ C\I. (B11)
The normalized trace of (X − λ)−1 is equivalent to the
Stieltjes transform of the spectral density of X [33],
1
N
Tr(X− λ)−1 = Sρ(λ) =
∫
I
ρ(x)
x− λdx, (B12)
where the e.s.d. has been previously defined, Eq. (A1).
We may substitute the eigenvalue density function φ(x)
for the e.s.d. integrand in the Stieltjes transform since
these functions converge in distribution [33],
Sρ(λ) =
∫
I
ρ(x)
x− λdx =
∫
I
φ(x)
x− λdx. (B13)
Substituting Eq. (A2) for φ(x) yields
Sφ(λ) =
∫
I
φ(x)
x− λdx =
1
2piNσ2
∫ 2√Nσ
−2√Nσ
√
4Nσ2 − x2
x− λ dx.
(B14)
We solve this integral using multiple changes of variables.
Our argument is adapted from previous work [33]. Let-
ting x = 2
√
Nσ cos(y), the above becomes
Sφ(λ) =
1
pi
∫ 2pi
0
sin2(y)
2
√
Nσ cos(y)− λdy (B15)
=
1
pi
∫ 2pi
0
( e
iy−e−iy
2i )
2
2
√
Nσ( e
iy+e−iy
2 )− λ
dy. (B16)
The second change of variables is ζ = eiy which gives
Sφ(λ) =
i
4piσ
√
N
∮
|ζ|=1
(ζ2 − 1)2
ζ2(ζ2 − λ
σ
√
N
ζ + 1)
dζ. (B17)
Let h(ζ) =
(ζ2 − 1)2
ζ2(ζ2 − λ
σ
√
N
ζ + 1)
. (B18)
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The function h(ζ) has three poles,
ζ0 = 0 (B19)
ζ1 =
λ+
√
λ2 − 4Nσ2
2σ
√
N
(B20)
ζ2 =
λ−√λ2 − 4Nσ2
2σ
√
N
. (B21)
We must determine which poles are inside the radius
|ζ| = 1 and then use the residue theorem to compute
the integral. ζ0 is a pole of order 2 and is inside the
contour. Note that ζ1ζ2 = 1, and therefore if |ζ2| 6= |ζ1|
then only one of these poles can be inside the contour.
We find, with the argument to follow, that ζ2 is the pole
inside the contour for λ values for which Im(λ) > 0 and
ζ1 is the pole inside the contour for λ values for which
Im(λ) < 0.
We find that ζ2 is the enclosed pole for Im(λ) > 0
by first supposing that Re(λ) > 0. It follows that
Re(
√
λ2 − 4Nσ2) > 0 and Im(√λ2 − 4Nσ2) > 0 and
therefore |λ − √λ2 − 4Nσ2| < |λ + √λ2 − 4Nσ2| which
reveals that |ζ2| < |ζ1|. Let us now suppose that
Re(λ) < 0. It follows that Re(
√
λ2 − 4Nσ2) < 0 and
Im(
√
λ2 − 4Nσ2) > 0, and therefore, by the same argu-
ment as above, once again |ζ2| < |ζ1|, meaning that ζ2 is
the enclosed pole.
We use a repetitive argument to show that ζ1 is the en-
closed pole for Im(λ) < 0. Supposing that Re(λ) < 0, we
find that Re(
√
λ2 − 4Nσ2) > 0 and Im(√λ2 − 4Nσ2) >
0 which informs us that |ζ1| < |ζ2|. Now supposing
that Re(λ) > 0, we find that Re(
√
λ2 − 4Nσ2) < 0 and
Im(
√
λ2 − 4Nσ2) > 0 and therefore |ζ1| < |ζ2|, meaning
that ζ1 is the enclosed pole.
We now know that ζ1 is inside the contour and ζ2 is
outside for Im(λ) < 0 while ζ2 is inside the contour and
ζ2 is outside for Im(λ) > 0. We use the Residue theorem
and the three poles Eqs. (B19), (B20), and (B21) to finish
solving Eq. (B17) by integrating,∮
|ζ|=1
h(ζ)dζ = 2pii[Res(h, ζ0) +Res(h, ζ∗)] (B22)
where ζ∗ =
{
ζ1 , for Im(λ) < 0
ζ2 , for Im(λ) > 0.
(B23)
Evaluating the residues yields
∮
|ζ|=1
h(ζ)dζ = 2pii
[
λ
σ
√
N
±
√
λ2 − 4Nσ2
σ
√
N
]
. (B24)
The ± in the above expression results from the two dif-
ferent residues for Im(λ) > 0 and Im(λ) < 0. We now
multiply our result by the constant term to finish solving
Eq. (B17),
Sφ(λ) =
−λ±√λ2 − 4Nσ2
2Nσ2
. (B25)
Now we have a closed form solution for the Stieltjes trans-
form of the spectral density of X which gives us an an-
alytical formula for f(λ) in the region when λ is outside
of the spectral band, |λ| > 2σ√N = γ,
f(λ) = Tr(λ−X)−1 = λ±
√
λ2 − 4Nσ2
2σ2
, |λ| > γ.
(B26)
We now solve for the eigenvalue λ of A that corresponds
to the contrast signal,
f(λ) =
1
ν
(B27)
λ±√λ2 − 4Nσ2
2σ2
=
1
ν
(B28)
=⇒ λ = νN + σ
2
ν
, |ν| ≥ σ√
N
. (B29)
If |ν| ≥ σ√
N
then |λ| ≥ |γ|, and the contrast eigenvalue λ
is outside the spectral band, otherwise the leading eigen-
value is included in the spectral band. The analogous
formula for the eigenvalue corresponding to the homoge-
neous signal is found by replacing ν by µ in Eq. (B29).
Figure 9 shows how the intersections between f(λ) and
1/µ and 1/ν generate the eigenvalue locations. We have
therefore found the same solutions for the signal eigenval-
ues of A using random matrix theory and complex anal-
ysis as done via perturbation theory in the main text,
Eqs. (53) and (54).
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