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Ultracold dipolar droplets have been realized in a series of ground-breaking experiments, where the
stability of the droplet state is attributed to beyond-mean-field effects in the form of the celebrated
Lee-Huang-Yang (LHY) correction. We scrutinize the dipolar droplet states in a one-dimensional
context using a combination of analytical and numerical approaches. In particular we identify
regimes of stability in the restricted geometry, finding multiple roton instabilities as well as regions
supporting one-dimensional droplet states. By applying an interaction quench to the droplet, a
modulational instability is induced and multiple droplets are produced, along with bright solitons
and atomic radiation. We also assess the droplets robustness to collisions, revealing population
transfer and droplet fission.
I. INTRODUCTION
Bose-Einstein condensates possessing long-ranged,
anisotropic dipole-dipole interactions have been realized
in a series of ground-breaking experiments with highly
magnetic atoms. The first generation of experiments
achieved condensation of 52Cr [1, 2], 164Dy [3, 4] and
168Er [5]. Recently, a second series of experiments has
achieved a quantum analogue of the classical Rosensweig
instability [6], as well as the realization of droplet states
[7, 8] – where the gas enters a high density phase whose
stability has been attributed to the influence of quan-
tum fluctuations [9–13]. Dipolar condensates constitute
weakly correlated systems, and can exhibit properties
and behaviour similar to that of a liquid in the beyond-
mean-field limit [18–22]. Droplet states have also been
realized in condensate mixtures [23] – supported by a bal-
ance between attractive s-wave interactions between the
atoms and quantum fluctuations – and photonic systems
[24] – here the nonlinear medium provides a repulsive
d-wave contribution that stabilizes the light beam.
The quantum liquid Helium II is well-known to ex-
hibit a roton minimum in its excitation spectrum; this is
supported by the strong interatomic interactions and cor-
relations [25], where roton excitations typically occur at
wavelengths comparable to the average inter-particle sep-
aration, indicating that the superfluid is close to forming
a crystalline structure [26, 27]. Although dipolar con-
densates are weakly correlated, the nonlocal character
of the dipolar interaction supports roton-like excitations
[14, 15], which have now been experimentally realized
in a gas of 166Er [16, 17]. Here the roton lengthscale
is dictated by the geometry of the gas. A plethora of
theoretical investigations have focussed on detailing the
correspondence between rotons in the Helium II phase
and weakly interacting dipolar gases. Early work ex-
amined the possibility of roton excitations in a quasi-
one-dimensional setting [28], as well as the manifestation
of rotons in a rotating dipolar condensates [29] and the
identification of a roton mode in trapped dipolar conden-
sates – leading to the identification of ‘roton fingers’ [30],
a discrete manifestation of the instability found in the
homogeneous system.
The existence of the roton mode indicates the proxim-
ity of the quantum fluid to long-range crystalline order.
If the quantum fluid can simultaneouly support a super-
fluid state, the system is a candidate for a supersolid –
a phase of matter where these two forms of order coexist
[31]. The possible unambiguous detection of a super-
solid state in Helium has attracted long debate. Very
recently, state-of-the-art experiments with dipolar con-
densates have reported supersolid phases in these systems
in a quasi-one-dimensional setting [32, 33]. Complemen-
tary theoretical investigations in lower-dimensional dipo-
lar gases have explored nonlinear wave structures in the
form of dark solitons [34–37] and bright solitons [38–42].
Related theoretical proposals have also examined the pos-
sibility of supersolids in binary condensates [43], whose
existence is supported by a stripe-like phase.
Within the weakly-interacting regime, dilute atomic
condensates are well described by the celebrated Gross-
Pitaevskii description [44, 45]. A natural extension
to this is the Bogoliubov-de Gennes formalism, which
constitutes the linear response theory of the nonlinear
Schro¨dinger equation, and gives insight into the behav-
ior of the elementary excitations and collective modes of
the condensate [46]. Early work demonstrated that this
approach could also be applied to dipolar condensates
[47], revealing the effect of the dipolar interaction on the
excitations. Knowledge of the excitation spectrum gives
insight into many important properties of these systems –
in many physical effects the dimensionality of the system
plays a key role in the dipolar condensates overall behav-
ior [48]. Dipolar condensates with spin degrees of free-
dom have also been analyzed within the Bogoliubov-de
Gennes framework, exploring the interplay of the excita-
tions with the magnetic phases inherent to these systems
[49]. The anisotropy of the dipolar interaction leads to
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FIG. 1. (color online) Schematic representation of the atomic
interactions (a). Each dipole (blue and red arrow) is sepa-
rated by a distance r, while θ defines the angle between the
dipoles and the polarization direction, per Eq. (1). The angle
α defines the polarization direction of the dipoles in the x-z
plane. The isotropic contact interactions are represented by
the gray spheres. (b) shows the two one-loop contributions to
the ground state energy, Eq. (8).
novel ground states, including a concave (red blood cell)
shaped solution in flattened trapping potentials [50–52],
whose structure can be attributed to the excitation of
a roton mode in this system [50, 53]. Further work con-
trasted the dipolar Bogoliubov-de Gennes equations with
a variational approach in the pancake geometry [54]. The
solutions to the Bogoliubov-de Gennes equations can also
be used to study the depletion of the condensate, and
in particular how the roton mode affects this important
quantity [55].
Understanding the role of dimensionality is impor-
tant for quantum fluids in general, since different trap-
ping configurations can alter the stability and character
of the nonlinear solutions to these systems. Moreover,
since fluctuations and interactions are enhanced in lower
dimensional quantum systems, these regimes may pro-
vide greater insight into quantum fluctuations in general.
Several works have investigated droplets in a quasi-one-
dimensional setting, including in binary mixtures [56, 57],
and mixtures with coherent [59] and spin-orbit [60] cou-
plings. The related crossover from a bright soliton to a
droplet state was also investigated experimentally [61]. It
is the aim of this work to understand the regimes of sta-
bility and the accompanying dynamics of dipolar droplets
in the quasi-one-dimensional setting.
In this work we systematically investigate the solutions
to the quasi-one-dimensional dipolar Gross-Pitaevskii
model in the beyond-mean-field regime. We begin in Sec-
tion II by deriving the beyond-mean-field correction to
the dipolar Gross-Pitaevskii equation, generalizing pre-
vious works to include the effect of the dipole polariza-
tion angle. Following this, we study the Bogoliubov-de
Gennes equations including the beyond-mean-field con-
tribution, and use this to identify regimes of roton sta-
bility in the full parameter space of the model. Follow-
ing this in Section IV we solve numerically the extended
Gross-Pitaevskii equation, examining the form of the so-
lutions in the beyond-mean-field limit. The nature of
the modulational instability is then scrutinised, as well
as the behaviour of droplet collisions in this system. We
conclude with a summary and outlook of our findings in
Section V.
II. THEORETICAL MODEL
A. Dipole-dipole Interactions
We consider a gas of dipolar bosons of mass m inter-
acting through short-range s-wave and long-range dipole-
dipole interactions. Then, the total atomic interaction
potential has the form U(r) = gδ(r) + Udd(r) with
Udd(r) =
Cdd
4pi
1− 3 cos2 θ
|r|3 (1)
where g = 4pi~2as/m and as defines the s-wave scat-
tering length, while Cdd characterizes the strength of the
dipole-dipole interaction, and θ defines the angle between
the vector r joining two dipoles and the polarization di-
rection of the dipoles. The atomic interactions are il-
lustrated in Fig. 1(a). The dipole polarization angle
θm = cos
−1(1/
√
3) defines the ‘magic’ angle at which
the dipolar interaction vanishes. If Cdd is positive and
θ < θm the dipoles are orientated in an attractive head-
to-tail configuration, while for θ > θm the dipoles lie
side-by-side and are repulsive. The strength of the dipo-
lar interaction is typically characterized in terms of the
dimensionless parameter εdd = Cdd/3g. The ‘anti-dipole’
regime, where Cdd is negative, has also been proposed in
Ref. [62] by performing a rapid rotation of the dipoles,
such that the attractive and repulsive regimes are re-
versed. Recent experimental work [63] indicated that
such a scenario can be achieved; however, the condensate
lifetime is hampered by a dynamical instability [64, 65].
B. Beyond-Mean-Field Effects
The realization of stable droplet phases with highly
magnetic 164Dy [6] has been attributed to quantum fluc-
tuations. Theoretically, quantum fluctuations are for-
mulated in terms of the Lee-Huang-Yang (LHY) cor-
rection [66], which within the local density approxima-
tion appears as a term proportional to a non-integer
power of the atomic density in the appropriate gener-
alized Gross-Pitaevskii equation. In this section we gen-
eralize the dipolar LHY term [67] to include the effect
of the polarization angle of the dipoles (previous works
assumed polarization along the z-axis of the condensate)
and find counter-intuitively that this correction remains
isotropic, independent of the polarization angle of the
dipoles. The LHY correction arises from correcting the
otherwise divergent ground state energy of a homoge-
neous gas of bosons, which for the dipolar Bose gas with
3density n3D0 = N/V is given by
EQF
V
= −n
3D
0 g
2
∫
d3k
(2pi)3
[
Udd(k)+g
g
+
0k
n3D0 g
−
√(
0k
n3D0 g
)2
+2
0k
n3D0 g
g+Udd(k)
g
−n3D0
(g+Udd(k))
2
2g0k
]
.
(2)
Here 0k = ~2k2/(2m) defines the single-particle quasipar-
ticle energy and Udd(k) accounts for the Fourier trans-
form of the dipole-dipole interaction (Eq. (1)), which is
defined as [68]
Udd(k) =
Cdd
3
[
3
(kx sinα+ kz cosα)
2
k2x + k
2
y + k
2
z
− 1
]
(3)
where ki defines the cartesian components of the mo-
mentum, and α is the dipole polarization angle in the
x-z plane (see Fig. 1 (a)). Although the integral defined
by Eq. (2) is convergent, it does not in general exist in
closed form. After integrating out the radial momentum
from Eq. (2), one can show that this expression can be
re-written as
EQF
V
=
8
√
2
15
n3D0 g
(2pi)2
(
2mn3D0 g
~2
)3/2
I5/2(εdd, α) (4)
where
In(εdd, α) =
∫
dΩ
4pi
{
1 + εdd[3L(θ, φ, α)
2 − 1]
}n
. (5)
Here the short-hand L(θ, φ, α) = sin θ cosφ sinα +
cos θ cosα has been used. Although the integral defined
by Eq. (5) does not exist in closed form, on physical
grounds the parameter εdd ∼ 1 typically, so we can ex-
pand the integrand to quadratic order, which should pro-
vide sufficient accuracy for typical experimental param-
eters. Then taking n = 5/2, Eq. (5) becomes
I5/2(εdd, α) =
∫
dΩ
4pi
{
1+
5εdd
2
[3L(θ, φ, α)2−1]
+
15ε2dd
8
[3L(θ, φ, α)2−1]2 + . . .
}
. (6)
Evaluation of the integrals appearing in Eq.(6) can be
accomplished using the result∫
dΩ
4pi
L(θ, φ, α)2n =
1
2n+ 1
, n ∈ Z≥. (7)
Using Eqs. (4), (6) and (7) one finds that the correction
to the ground state energy due to quantum fluctuations
becomes
EQF
V
=
64
15
g
(
n3D0
)2√n3D0 a3s
pi
(
1 +
3
2
ε2dd
)
. (8)
Equation (8) is independent of the dipole polarization
angle α, a result which will be utilized in this work to
understand the interplay of the polarization angle in the
beyond-mean-field regime. The two one-loop Feynman
diagrams representing the renormalized ground state en-
ergy are also shown in Fig. 1 (b). The first diagram
(solid lines) shows the real part of the diagonal propaga-
tor contribution from the fluctuations, while the second
(dashed lines) shows the corresponding imaginary contri-
bution [69].
C. Beyond-Mean-Field Dipolar Bogoliubov-de
Gennes Equations
The condensate of N atoms is parametrized by
the wave function Ψ(r, t), normalized such that∫
d3r|Ψ(r, t)|2 = N . Including the generalized dipolar
LHY correction derived in Section II B, the wave function
is described by the generalized dipolar Gross-Pitaevskii
equation, written as,
i~
∂Ψ
∂t
=
[
pˆ2
2m
+
1
2
mωρρ
2+g|Ψ|2+Φdd[Ψ]+µQF
]
Ψ. (9)
Here the mean field dipolar potential is defined as
Φdd[Ψ(r, t)] =
∫
d3r′Udd(r − r′)|Ψ(r′, t)|2, µQF defines
the contribution from the quantum fluctuations treated
in the local density approximation, and ωρ defines the
harmonic trapping frequency in the radial ρ2 = y2 + z2
direction. The beyond-mean-field chemical potential is
calculated from Eq. (8) using µQF = ∂EQF/∂N =
γQFn(r, t)
3/2 where the effective strength γQF is defined
γQF =
32g
3
√
a3s
pi
(
1 +
3
2
ε2dd
)
. (10)
In this work we consider a quasi-one-dimensional dipo-
lar condensate such that the transversal dynamics of
the atomic cloud are effectively frozen [70]. Then,
a good ansatz for the wave function is Ψ(r, t) =
(aρ
√
pi)−1 exp(−ρ2/2a2ρ)ψ(x, t) where aρ =
√
~/mωρ de-
fines the transverse harmonic length scale. The dimen-
sional reduction is performed by inserting the ansatz for
Ψ(r, t) into Eq. (9) and integrating over the transverse
area of the atomic cloud. After dropping trivial energy
offsets, this yields the quasi-one-dimensional generalized
Gross-Pitaevskii equation
i~
∂ψ
∂t
=
[
pˆ2x
2m
+
g
2pia2ρ
|ψ|2 + Φ1Ddd +
2γQF
5pi3/2a3ρ
|ψ|3
]
ψ. (11)
The dimensionally reduced dipolar interaction appears
as Φ1Ddd [Ψ] =
∫
dx′U1Ddd (x − x′)|ψ(x′)|2, where the real-
space form of U1Ddd is given by U
1D
dd (x) = U0U(|x|/aρ)
with U0 = Cdd(1 + 3 cos 2α)/(32pia
3
ρ) and U(u) = [2u −√
2pi(1 + u2)eu
2/2erfc(u/
√
2)] + (8/3)δ(u) [71]. The form
of the quantum fluctuation term appearing in Eq. (11)
is consistent with the derivation and analysis presented
in Ref. [20] under the condition for the 1D density
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FIG. 2. (color online) Beyond-mean-field roton analysis. Panel (a) shows the roton unstable regimes in the (εdd, α) parameter
space, with ` = 5×10−4. Colored regions indicate roton unstable regimes for fixed ξn0={750,1000,1250} obtained from Eq. (20)
and (21). Panel (b) shows example dispersions plotted from Eq.(17) corresponding to the points indicated by the cross, circle
and triangle on panel (a). Panel (c) shows how the critical roton εdd changes with density ξn0 for ` = {5, 10, 20} × 10−4.
n0as & 0.6. The typical value of n0as ∼ 103 is chosen
for the results presented here. To linearize Eq. (11)
around the stationary state ψ0(x) we introduce the
ansatz ψ(x, t) = [ψ0(x) + δψ(x, t)] exp(−iµt/~) where
δψ(x, t) = [u(x) + v(x)]e−iωt − [u(x)− v(x)]∗eiωt (12)
describes the small-amplitude fluctuations of ψ(x) and
u(x) and v(x) represent the mode functions, ω is the
associated excitation frequency and µ is the quasi-one-
dimensional chemical potential. Then, by inserting the
expansion of ψ(x, t), including Eq. (12) into Eq. (11) and
assuming the ground state ψ0 is real, we obtain the cou-
pled equations[
0 HGP1D−µ+ 2M
HGP1D−µ 0
] [
u(x)
v(x)
]
=~ω
[
u(x)
v(x)
]
(13)
where
HGP1D =
pˆ2x
2m
+
g
2pia2ρ
|ψ0|2 + Φ1Ddd +
2γQF
5pi3/2a3ρ
|ψ0|3 (14)
defines the quasi-one-dimensional Hamiltonian appearing
in Eq. (11), while
M = g
2pia2ρ
|ψ0|2 + 3γQF
5pi3/2a3ρ
|ψ0|3 + χ (15)
gives the exchange operator. The additional nonlocal
operator is defined as χ[f(x)] ≡ ψ0(x)
∫
dx′U1Ddd (x −
x′)ψ0(x′)f(x′). Then, the pair of Bogoliubov-de Gennes
equations given by Eq. (13) can be straight-forwardly de-
coupled. We focus on solutions for the u(x) mode func-
tion, which obeys[
HGP1D − µ+ 2M
][
HGP1D − µ
]
u(x) = (~ω)2u(x). (16)
A similar expression for the v(x) mode function can be
obtained except with the bracketed terms switched in
Eq. (16). Further details concerning the Bogoliubov-de
Gennes equations are given in Appendix A.
III. HOMOGENEOUS ANALYSIS
A. Roton Analysis
In general the eigenvalues of the Bogoluibov de-Gennes
equation Eq. (16) must be obtained numerically. How-
ever in the homogeneous (infinite) limit one can obtain
the spectrum analytically from Eq. (16), since the non-
local operator χ reduces to the one-dimensional Fourier
transform of the dipolar interaction. In this limit we ob-
tain
2=2k+2n0k
[
4aρU0V1D
(
k2xa
2
ρ
2
)
+
g
2pia2ρ
+
3γQF
√
n0
5pi3/2a3ρ
]
(17)
where the excitation energy is  = ~ω and the single-
particle energy appearing in Eq. (17) is k = ~2k2x/2m.
The term describing the Fourier transform of the dipolar
interaction is defined as V1D(u) = ueuE1(u)− 1/3 where
E1(u) =
∫∞
u
dt t−1e−t defines the exponential integral.
Accompanying the Bogoluibov de-Gennes energy is the
chemical potential of the homogeneous system, given by
µ0[n0] =
n0g
2pia2ρ
+ Φ0 +
2
5pi3/2a3ρ
γQFn
3/2
0 , (18)
where the homogeneous dipolar potential is defined as
Φ0 = −εddgn0[1 + 3 cos 2α]/8pia2ρ. In what follows we
express dimensions in terms of the natural units of the
homogeneous system: the unit of energy is the chemi-
cal potential µ0, the unit of length is the healing length
5ξ = ~/
√
m|µ0|, and the unit of time is ~/|µ0|. We use
the excitation spectrum defined by Eq.(17) along with
the definition of the chemical potential, Eq.(18) to gain
an understanding of the properties of the dipolar con-
densate in the beyond-mean-field regime. In the absence
of the LHY correction, the excitation energies defined by
Eq. (17) exhibit different regimes of physical behaviour
depending on the choice of parameters. In the limit of
small kx, the dispersion ωk = kxcs is phonon-like, de-
pending linearly on momentum such that
ωk ' kx
{
− 4aρn0U0
3
+
n0g
2pia2ρ
+
3
5pi3/2a3ρ
γQFn
3/2
0
}
. (19)
Here the LHY term contributes an additional density de-
pendence to the speed of sound cs in Eq. (19), giving an
increased value of cs in the high density phase. The point
at which the roton minima touches the kx = 0 axis can be
calculated in the following manner. First, the (squared)
dispersion relation Eq. (17) is differentiated with respect
to kx and set equal to zero such that ∂
2/∂kx = 0 to
obtain the two family of extrema from the dispersion,
the maxon and the roton. Since we are interested in the
roton, we can remove the maxon by combining this ex-
pression with the value of the dispersion set equal to zero,
yielding a quartic equation in the square of the momenta
k2x. This can be solved analytically to obtain
k2c
2
=− B
ξ2
{[
1+
2A
3B
]
−
√[
1+
2A
3B
]2
− 2Bσ2
[
1− A
3B
]}
(20)
which is solved simultaneously with
k2c
2
+
2n0
ξ
[
AV1D
(
k2ca
2
ρ
2
)
+B
]
= 0. (21)
The two functions A and B that carry the dependence
of the physical parameters in the problem appearing in
Eqs. (20) and (21) are defined as
A ≡ mξ
~2
4aρU0, (22a)
B ≡ mξ
~2
(
g
2pia2ρ
+
3
5pi3/2a3ρ
γQF
√
n0
)
. (22b)
Then for a given set of physical parameters we can com-
pute the solutions to Eqs. (20) and (21) numerically
using an iterative procedure. Additionally, two other pa-
rameters emerge from the dimensionless analysis, the ra-
tio of the transverse harmonic length aρ and the healing
length ξ, defined as σ = aρ/ξ. The second is the ratio
of the van der Waals as and harmonic lengths aρ which
arrises from the LHY term, and is defined as ` = as/aρ.
This second dimensionless parameter has a typical value
of ` ' 10−3 for dipolar gases, where the van der-Waals
length as ' 100a0 and a typical radial harmonic length
is aρ ' 1µm. In a previous work [36] it was shown that
for the mean-field case (γQF = 0) the roton instability
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FIG. 3. (color online) Droplet phase diagram. Panel (a) shows
the stable regions in the (εdd, α) parameter space in the limit
γQF = 0. Panel (b) shows the regions where droplets are
expected for n0 = 10
6, ` = 10−3 and σ = 0.2. The dashed
lines in both panels indicate the position of the magic angle
α = αm.
will only appear for as > 0 when σ & 0.8, hence in what
follows we assume the arbitrary value σ = 1.
Figure 2 explores the behaviour of the roton instabil-
ity in the beyond-mean-field regime. Panel (a) shows the
numerical solutions obtained from Eqs. (20) and (21) in
the (εdd, α) parameter space, and we take ` = 5× 10−4.
For γQF 6= 0, two roton instabilities are observed in this
system, due to the underlying quadratic dependence on
εdd of the dispersion relation, Eq. (17). Including higher
orders of the expansion in Eq. (5), like those presented
in Ref. [10], will lead to the appearance of more ro-
ton instabilities, however the boundary and nature of
the solution for the smallest |εdd| ∼ 1 roton instabil-
ity boundary–the solution closest to experimentally re-
alizable parameters– will be almost unchanged. Each
shaded area corresponds to a different atomic density,
with increasing density causing the unstable region to
shrink in area. In this way the LHY term acts to sta-
bilize the parameter space as the density is increased.
The gray shaded area corresponds to the (single-valued)
mean-field result in the limit γQF = 0. The roton un-
stable regions also appear for α = pi/2, although these
are smaller in area than their α = 0 counterparts, which
is attributed to the dipoles being in a side-by-side re-
pulsive alignment, which additionally reduces the roton
unstable region of the parameter space. Example dis-
persion relations plotted using Eq. (17) are depicted in
Fig. 2 (b). Individual curves correspond to the cross, cir-
cle and triangle markers showing the dispersion slightly
below (cross), above (triangle) and at (circle) the roton
instability respectively. In these examples the density
ξn0 = 1250, and the dipole polarization α = 0. The last
panel (c) of Fig. 2 plots semi-logarithmically the value of
the dipolar interaction strength εdd against the density
ξn0 at which the roton manifests for several examples
of fixed `. Each curve terminates at a maximum value
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FIG. 4. (color online) Dipolar droplet ground state computation. Panels (a) and (b) show droplet ground states for fixed
atom number N = 2 × 106 (a) and fixed dipolar strength εdd = 2 (b), with α = 0 in both cases. Likewise panels (d) and (e)
correspond to N = 2.5 × 105 and εdd = −4 with α = pi/2 in both cases. Panels (c) and (f) show example ground states and
energies.
of n0, due to the additional repulsive LHY term over-
whelming the attractive part of the dipolar interaction.
Solutions for both α = 0 and pi/2 are displayed, with the
α = pi/2 solutions shifted to lower n0; attributed again
to the repulsive nature of this side-by-side polarization.
The presence of multiple roton instabilities enriches the
prospects for supersolidity within this system, which are
a necessary condition for such a state to occur.
B. Droplet Phases
The existence of the droplet phases in the (εdd, α) pa-
rameter space depends on the balance between attractive
and repulsive forces in the system. We can understand
this by examining Eq. (18), the homogeneous chemical
potential. In the limit n3D0 a
3
s  1 the boundary be-
tween the repulsive and attractive regions of the param-
eter space are independent of the density when µ0 = 0,
which gives εdd = 4/[1 + 3 cos(2α)]. For n
3D
0 a
3
s ∼ 1 one
can instead obtain two beyond-mean-field solutions to
µ[n0] = 0 as
ε±dd =
C1 ±
√
C21 − 6C0(C0 − 1)
3(C0 − 1) , (23)
where we have defined C0 = (128/15pi)`3/2
√
σ
√
ξn0 + 1
and C1 = [1+3 cos(2α)]/4. Figure 3 explores the droplets
existence in the beyond-mean-field regime. Panel (a)
shows the repulsive (µ0 > 0) and attractive (µ0 < 0)
shaded regions, which lead to homogeneous and bright
solitons respectively in the quasi one-dimensional set-
ting. Panel (b) shows in the beyond-mean-field regime
(n3D0 a
3
s∼1) which for repulsive interactions gives a ho-
mogeneous ground state. However, when the mean-field
phonon instability is crossed, the system remains homo-
geneous (blue regions). Droplets are found beyond a crit-
ical value of εdd obtained from Eq. (23). For α < αm the
droplet region is larger than for α > αm, attributed to
the head-to-tail (attractive) polarization. Increasing the
atomic density n0 has the effect of enlarging (shrinking)
these regions for α < αm (α > αm). There is no roton
instability in this analysis due to the choice of σ = 0.2.
IV. NUMERICAL SIMULATIONS
A. Single Droplets
To calculate the solutions of the generalized dipolar
Gross-Pitaevskii equation Eq. (11) we employ a psuedo-
spectral approach, the Fourier split-step method, for the
results presented in this section. Due to the size of the
parameter space of the extended dipolar model, which
includes the strength of the dipolar interactions, the po-
larization angle of the dipoles, as well as the number of
atoms, it is instructive to consider the ground state of
Eq. (11) by fixing two of these physical parameters whilst
varying the other. Further, in using the healing units (see
Sec. IIIA ) the density n0 appearing in the healing units
is chosen such that n0 = max(|ψ(x, t)|2).
Figure 4 presents examples of the droplets spatial
density |ψ(x)|2 as a function of the dipolar interaction
strength, εdd in Fig. 4(a) and (d) for the choices of polar-
ization angle α = 0 and pi/2 respectively. In both cases
the appearance of the droplet state is not achieved for
7arbitrary dipole strength, but only manifests after the
beyond-mean-field phonon instability is crossed, rather
than the usual mean-field phonon instability correspond-
ing to the point where the interactions become attractive
in the low density limit (n3D0 a
3
s  1). In both Fig. 4(a)
and (d) this point is indicated by a dashed red line ob-
tained from the the solutions ε±dd, Eq. (23). This leads
to a pair of solutions for a given set of parameters, which
correspond to α < αm and α > αm respectively. The
width of the computed ground state is observed to be
sensitive to the dipolar strength, εdd. To understand the
effect of changing the number of atoms in the droplet,
we solve Eq. (11) at fixed dipolar interaction strength.
Then, the dotted lines in Fig. 4(a) and (d) correspond
to the values εdd = 2 and εdd = −4 used in in panels
(b) and (e) respectively. For both polarization angles,
it is found that the width of the droplet wdrop increases
linearly with atom number such that wdrop ∝ N . The
width of the droplet is largest for the α = pi/2 polariza-
tion angle due to the increased influence of repulsive in-
teractions. Panel Fig. 4(c) shows example ground states
taken from panel (b) for increasing atom number N . For
low atom numbers (black data) the solutions resemble a
bright soliton (sech-like profile) while for increasing atom
number the profiles widen, developing the characteristic
flat top associated with the droplet state (red and blue
data). Panel (f) meanwhile shows the energy calculated
from the definition
E =
∫
dx
[
pˆ2x
2m
+
g
4pia2ρ
|ψ|4+Φ(x)
2
|ψ|2+4γQF|ψ|
5
25pi3/2a3ρ
]
(24)
as a function of N for the data presented in panel (b)
and (e). The ground state energy decreases monotoni-
cally with N and dE/dN < 0 throughout, adhering to
the Vakhitov-Kolokolov stability critereon for stationary
solutions of self-attractive nonlinear waves [72].
B. Modulation Instability
The strength of the different nonlinearities directly de-
termines the nature of the state that the dipolar conden-
sate is in. By changing the as scattering length from an
initial value of ais to a final value a
f
s such that a
f
s < a
i
s, a
modulational instability can be induced. The instability
originates from long-wavelength perturbations that cause
the break-up of a waveform into pulses; coming from the
growth of nonlinear excitations in the system. This effect
has been used previously to investigate experimentally
the stability of individual bright solitons [73, 74] as well
as dipolar droplets in a trapped three-dimensional con-
text [75]. Figure 5 investigates the effect of performing
an interaction quench on an initial dipolar droplet with
εdd = 2, α = 0 and N = 10
7. The scattering length takes
the time-dependent form
as(t) = a
f
s + (a
i
s − afs )H(t− tQ) (25)
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FIG. 5. (color online) Modulational instability. Panel (a)
shows a heatmap of the post-quench density |ψ(x, tf )|2, as a
function of the quench strength ais/a
f
s . Panel (b) shows the
time-dependent scattering length as(t) (see Eq. (25)), while
(c) shows example quench density data for ais/a
f
s = 1.12. The
three lower panels (d-g) show example dynamics for different
quenches, while the dashed lines indicate the time at which
the quench occurs, tQ = 0.15tf .
where tQ defines the time at which the quench is applied,
while H(t) is the Heaviside function. In our simulations
we take tQ = 0.15tf . Figure 5(a) shows the atomic den-
sity |ψ(x, tf )|2 of the dipolar gas as a function of the
quench strength ais/a
f
s taken at the final point of the nu-
merical integration t = tf . For modest quench strengths
(ais/a
f
s . 1.1) the droplets shape remains intact, with
the exception of the excitation of surface waves. Above a
critical quench strength the droplet undergoes the modu-
lation instability, and in general breaks apart into smaller
droplets and dipolar bright solitons, as well as the emis-
sion of low density radiation. Panel (b) and (c) show re-
spectively the quench protocol of Eq. (25) and example
dynamics for ais/a
f
s = 1.12. The lower row of panels (d-g)
of Fig. 5 show individual examples of the quench dynam-
ics for increasing ais/a
f
s . Here we observe both even and
8odd numbers of droplets, while panel (f) shows a situa-
tion where two droplets and two bright solitons are cre-
ated after the quench. For larger quench strengths, such
as that presented in panel (g), a central droplet is pro-
duced along with increasing amounts of radiation, in this
example short-lived bright soliton bound states are also
observed. In general we find that the onset of the modu-
lational instability (and the final state after the quench)
depend strongly on the atom number. If for example
the initial number of atoms in the droplet is reduced,
then the modulational instability occurs at larger values
of ais/a
f
s compared to a larger initial atom number. The
generation of multiple droplets as presented here using
the modulational instability relies on being able to tune
the scattering length as of the condensate which can in
turn lead to significant atomic losses. To address this,
there are proposals to produce condensates with attrac-
tive interactions with reduced noise and greater control
over the final experimental state of the system [76, 77].
C. Collisional Population Transfer and Droplet
Fission
The coherent nature of the superfluid state provides a
convenient tool to explore quantum mechanical phenom-
ena at macroscopic length scales. One striking manifesta-
tion of matter-waves coherence is the so-called Josephson
effect. Here, two superconductors or superfluids which
are separated by an insulting barrier can experience a
current, originating from atomic tunneling between the
two superconductors/superfluids. The dipolar droplets
represent an interesting addition to the superfluid fam-
ily, since they are effectively an isolated (finite) region
of homogeneous fluid, so understanding their binary dy-
namics is expected to yield novel phenomena. To inves-
tigate the basic physics of binary droplet dynamics, we
perform simulations with an initial state of the form
ψ0(x) =
∑
n=±
ψ(x− xn)eimvnx/~+iδn . (26)
This constitutes a symmetric state comprising two
droplets whose centres are initially separated by a dis-
tance x+ − x− = 60ξ, which are traveling towards each
other at constant velocity v± = ±v0. The initial phase
difference δ = δ+ − δ− between the two droplets is
δ ∈ [0, 2pi]. In Figure 6 we present results of droplet
collisions using the initial state defined by Eq. (26). We
take for the physical parameters εdd = 2, N = 3 × 106,
` = 10−3, σ = 0.2, and the total length of each numer-
ical integration is tf = 140~/|µ0|. Figures 6 (a-f) show
space-time plots for different initial phase differences, δ
and initial velocity mξv0/~ = 0.25. We observe that
post collision two droplets emerge - with different pop-
ulations (and sizes) that depend on the choice of initial
phase difference. For example, choosing δ = pi (panel
6 (e)) produces two droplets with an equal number of
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FIG. 6. (color online) Population transfer. Panels (a-f) show
space-time dynamics for different initial phase differences, δ.
The total integration time is tf = 140~/|µ0|. Panel (g) shows
a comparison of the final droplet populations at t = tf calcu-
lated using Eq. (27).
atoms present in each droplet post collision. The pres-
ence of excitations in the form of sound waves can be
seen here post collision, reflecting back and forth inside
each droplet (viz. Eq. (19)), which is indicative of non-
integrable dynamics. To quantify this change in popula-
tion, we can calculate the population difference between
the droplets at t = tf as a function of the initial phase
difference δ(t0). The population difference is defined as
∆N(tf ) = N1(tf )−N2(tf ) where
Nj(t) =
∫ xj+
xj−
dx|ψj(x, t)|2. (27)
Here each integral computes the number of atoms in
the individual droplets between the edges of the droplet
9given by x = xj±. Panel 6 (g) shows some ex-
ample results with different choices of initial velocity,
mξv0/~ = 0.15, 0.25, 0.35 (triangle, circle and square
markers). Only droplet collisions for mξv0/~ = 0.25 rep-
resents a situation where two droplets emerge post colli-
sion for the full range of phase differences between δ = 0
and δ = pi, due to the existence of bound states (droplet
molecules) and droplet fission at smaller and larger initial
velocities respectively, breaking droplet number conser-
vation. As such, a parameter window exists where one
can compare the collisional transfer to the Josephson ef-
fect. Then, the semi-classical Josephson equations for a
superfluid are written as [78]
d
dt
∆N(t) =
J
~
√
N1(t)N2(t) sin(δ(t)), (28a)
d
dt
δ(t) =
J
~
[
N1(t)
N2(t)
− N2(t)
N1(t)
]
cos(δ(t)). (28b)
Here, the parameter J describes the strength of the cou-
pling between the two superfluids. We will use the final
integration time t = tf to fit our model to the numerical
simulations of the extended GPE (green circles), since
the total integration time determines the nature of the
observed Josephson oscillations. Panel 6 (g) shows a com-
parison between the populations of the droplets at t = tf ,
calculated from the numerical solutions to the Joseph-
son equations. The blue and black dashed lines are ob-
tained from the pair of Josephson relations Eq. (28), for
tf = 0.5~/J and tf = 1.75~/J respectively. For small tf ,
(blue dashed) the oscillation is linear, and does not fol-
low the extended GPE data (green circles). For larger tf ,
(black dashed) the oscillation exhibits a stronger nonlin-
ear character, and follows the extended GPE data quite
well. It would be interesting to study this effect in more
detail, to understand if this analogy with the Josephson
effect can be extended, for example into the highly non-
linear regime.
To understand the effect of the droplets initial velocity
on the dynamics, Figure 7 shows simulations of droplet
collisions with fixed initial phase difference, for δ = 0, pi.
Panel (a) shows a long-lived droplet dimer formed from
two initially out-of-phase stationary droplets. Then, ex-
ample dynamics are shown in panels (b-e) for different
finite initial velocities (see individual captions). The
in-phase collisions demonstrate that the droplets un-
dergo fission [79–81] with multiple droplet states pro-
duced post-collision, shown in panels (b) and (d). For
the out-of-phase collisions (δ = pi) two out-going droplets
are observed, for low incoming velocity (panel (c)) where
there are small amounts of sound produced post collision.
For a greater initial velocity (panel (e)), larger amounts
of sound and radiation are produced, still with two out-
going droplets. Finally panel (f) computes the number of
droplets post collision for in and out-of-phase collisions,
as a function of the initial velocity. For even larger ve-
locities (mξv0/~ ∼ 1) the delicate balance of kinetic and
potential energy that maintains the droplet is violated,
and the droplet breaks apart into atomic radiation.
(a)
0 500 1000 1500 2000
-50
-25
0
25
50
|µ0|t/h¯
x
/ξ
0
0 35 70 105 140
-60
-30
0
30
60
x
/ξ
0 35 70 105 140
0 20 40 60
-60
-30
0
30
60
|µ0|t/h¯
x
/
ξ
0 20 40
|µ0|t/h¯
(f)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
1
2
3
4
5
mξv0/h¯
#
N
o.
D
ro
p
le
ts
δ = pi
δ = 0
δ = 0 δ = pi
(b),mξv0/h¯=0.3 (c),mξv0/h¯=0.3
(d),mξv0/h¯=0.7 (e),mξv0/h¯=1
m
a
x
(|ψ| 2)
FIG. 7. (color online) Droplet collisions. A long-lived droplet
dimer is shown in panel (a), while panels (b-e) show in and
out-of-phase dynamics for different initial velocities. (f) com-
putes the number of droplets as a function of the initial ve-
locity, v0 for in-phase δ = 0 collisions.
V. CONCLUSIONS AND OUTLOOK
In this work we have investigated the properties of
a quasi-one-dimensional dipolar Bose-Einstein conden-
sate in the presence of quantum fluctuations. It was
shown that in the beyond-mean-field regime, the polar-
ization angle does not contribute an angular dependence
to the LHY term which stabilizes the gas against collapse.
By calculating the excitations of this system within the
framework of the Bogoliubov-de Gennes formalism, we
identified regimes unstable to the roton instability. Inter-
estingly, the roton unstable regions are found in general
to appear in pairs for a given dipole polarization angle;
this is due to the underlying quadratic dependence on
the dipolar strength from the LHY contribution to the
excitation energy.
We examined the nature of the ground states of this
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system, observing the appearance of droplet phases in re-
gions of the parameter space where the total interactions
are net attractive. By applying an interaction quench to
a single large droplet, the nature of the modulation insta-
bility was investigated. It was found that for moderate
quenches, both even and odd numbers of droplets can be
generated. For larger quenches, bright solitons and in-
creasing amounts of radiation are produced, suggesting
a window of parameters for useful quenches. The colli-
sional properties of droplets were also explored. By mod-
ulating the initial phase difference between the droplets,
atomic population transfer was observed between the
droplets. This was interpreted and compared with the
superfluid Josephson effect, finding good agreement in
a window of the parameter space. Droplet fission was
also observed as the initial velocity of the droplet was
increased.
It would be interesting in the future to understand
how a harmonic trap changes the physics of the one-
dimensional droplet, and in particular how the interplay
of quenching both the interactions and trapping strength
changes the number of droplets produced. One could
also use this model to understand supersolid phases in
the one-dimensional context, as well as studying droplets
and their dynamics with models that incorportate higher-
dimensional effects [82]. Finally, it would also be bene-
ficial to understand the lifetime of the one-dimensional
droplet, which can be computed from three-body atomic
recombinations [83].
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Appendix A: Bogoliubov-de Gennes Equtations
In this appendix we give further details of the deriva-
tion of the beyond-mean-field Bogoliubov-de Gennes
equations of the text, Eqs. (13). The derivation with
the methodology we employed to solve Eq. (16) is qual-
itatively the same for either mode function, here we fo-
cus on the u(x) mode function without loss of generality.
To proceed, we note that the time-independent beyond-
mean-field dipolar Gross-Pitaevskii equation [HGP1D −
µ]φj = 
GP
j φj (obtained from Eq. (11) by the substi-
tution ψ(x, t) = φj(x) exp(−i[GPj + µ]t/~)) possesses a
spectral basis with orthonormal modes φj(x) and corre-
sponding energies GPj . Since the condensate mode has
been removed, the resulting quasiparticle modes are au-
tomatically orthogonal to the condensate. Then by mak-
ing the expansion
u(x) =
∑
λ
cλφλ(x) (A1)
and inserting Eq. (A1) into (16) whilst premultiplying by
φ∗γ(x) and using the orthonormal property of the spectral
basis states
∫
dxφ∗γ(x)φλ(x) = δγλ, (A2)
we obtain the matrix-valued equation for the ω eigenval-
ues
∑
λ
[
δγλ
GP
λ + 2Mγλ
]
GPλ cλ = (~ω)2cγ , (A3)
with the exchange matrix elements Mγλ = 〈φγ |M|φλ〉
defined as
Mγλ =
∫
dxφ∗γ(x)
[
g
2pia2ρ
|ψ0|2 + 3γQF
5pi3/2a3ρ
|ψ0|3
]
φλ(x)
+
1
2pi
∫
dkϕ∗γ(−k)U1Ddd (k)ϕλ(k), (A4)
with ϕν(k) =
∫
dxφν(x)ψ0(x) exp(ikx).
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