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A bstract
This thesis deals with the solution of the spherically symmetric time-dependent 
Hartree-Fock approximation applied to nuclear giant monopole resonances in the 
small amplitude regime. The problem is spatially unbounded as the resonance state 
is in the continuum. The practical requirement to perform the calculation in a finite­
sized spatial region yields an artificial boundary which is not present physically. The 
question of how to ensure the boundary does not interfere with the internal solution, 
while keeping the overall calculation time low is studied. Here we propose an absorb­
ing boundary condition scheme to handle the conflict. The derivation, via a Laplace 
transform method, and implementation is described. The accuracy and efficiency of 
the scheme is tested and results presented to support the case that they are a effective 
way of handling the artificial boundary.
(c) Chris Pardi 2013
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CHAPTER 1
Introduction
As a quantum system the behaviour of a nucleus over a period of time obeys the N  
particle time dependent Schroedinger equation(TDSE). Solving the TDSE analytic­
ally or even numerically is generally not tractable. However, approximate solutions 
can be gained from solving the time dependent Hartree Fock(TDHF) equations [1, 2]. 
The simplification still does not allow analytic solutions, but numerical analysis can 
be applied and the computational cost kept manageable.
The TDHF equations are a coupled set of initial-boundary-value problems for 
which it is common to apply finite differencing methods, producing a series of matrix 
inversions solvable by a computer. One difficulty with these types of computational 
solution is the limitation to calculate wavefunctions in a finite spatial region, that 
introduces an artificial boundary into calculations on the continuum. This means 
appropriate conditions for the artificial boundary have to be chosen. In cases where 
the system can be fully contained in a region, the values at the boundary can simply 
be set to zero. However, in many situations particles are emitted from a system 
into the continuum and this is common when studying giant resonances, as most are 
above the particle decay threshold [3]. These particles move off into the continuum 
physically, however computationally they will reach the artificial boundary [4, 5].
The interaction of the wavefunction with the artificial boundary shows the need for 
an accurate technique allowing matter to freely move out of the computation region. 
The most crude way of tackling this problem is to use reflecting boundaries, which 
rebound any m atter that comes into contact with them. So to be of use we need to 
find a region for which the wavefunction is zero outside of it for the entirety of the 
calculation. This means that although reflecting boundaries are easy to implement, 
in some cases a large spatial calculation region is needed which results in inefficient 
calculations [6 , 7].
1
2Efficient solutions have been sought such as absorbing potentials. These attempt 
to use reflecting boundaries in a sensibly sized region, and then use a potential to 
remove m atter that approaches the boundary. This can prevent reflections taking 
place and work well in some situations [7]. However, there are no potentials that 
completely remove all m atter and the effectiveness of this method varies [6 , 8 ].
Here we present a method of implementing absorbing boundary conditions. These 
rely on choosing the artificial boundary such that the potential outside of it has a 
simple form. The resulting equations in the exterior can be manipulated into a 
boundary condition which can be applied closer to the initial bulk of matter. The 
propagation of waves in the exterior region then does not have to be dealt with ex­
plicitly. In solving the TDHF equations, a simplified Skyrme interaction is used in 
the implementation which reproduces the magic numbers needed for ^He, 1gO, and 
g^Ca to be seen without the complexity of the full interaction [9], as a reasonable 
proof-of-concept. Spherical symmetry is also assumed inside and outside of the arti­
ficial boundary. The calculations involve various forms of differential equation, each 
of which requiring their own absorbing boundary conditions. Here two different con­
tinuous absorbing boundary conditions are implemented [1 0 ] ; a simpler exact version 
that is only applicable to neutron states, and a more involved approximate version 
that is applicable to all states found in the nucleus.
The structure of this thesis is as follows. Chapter 2  gives a brief summary of the 
types of giant resonance and their properties. Theory, discretization and results are 
described in Chapter 3 and 4 for the stationary Hartree-Fock and 5 and 6  for the 
time-dependent Hartree-Fock. Chapters 7 and 8  describe the absorbing boundary 
conditions and their application to TDHF, in the cases with the Coulomb potential 
excluded and included respectively. We end with some concluding remarks in Chapter 
9.
CHAPTER 2
Giant Resonances
A nuclear resonance is the same as a resonance in any other area of physics. It is the 
heightened ability to absorb energy at some frequency. In this case it is the energy 
imparted by a projectile particle on the nucleus. Giant resonances refer to the energy 
range at around 10-30 MeV in which the number of nuclei being excited increases 
dramatically [3]. This phenomenon is a collective motion [3] because most if not all 
the particles are involved.
There are various types of resonance that have been found experimentally which 
is unsurprising given that all particles are moving and there are various types of 
particle in the nucleus. For example; nuclei can be compressed, change shape, or 
have different types of particle oscillate against one another. This allows a variety of 
different phenomena to be observed. A probability of particle emission is one feature 
that all resonances share, with neutron emission being more likely because of the 
requirement for the proton to overcome the Coulomb barrier [3].
The quantity one aims for when studying giant resonances is the strength func­
tion [11, 12], which is proportional to the experimental cross-section. The strength 
function is defined as
S (S) =  5 3 | ( ^ | ( 9 | 3 'o ) | 25 ( S - £ ^ ,  (2 .1 )
V
where E'v = Ev — E 0 is the difference in energy between the ground state and excited 
state v. Considering the above shows the strength function picks out the probability of 
the ground state, that has undergone a boost Q, being in a state v after an excitation 
with a particular energy E.
The previous equation highlights the physical meaning of the strength function.
3
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However, in this work, the strength will be calculated using
S(E) = l t l l  £ ( i ) s m ( y )  (2 .2 )
where
Q(t) = (\l/(t) | Q | ^00) — (^o | Q I *o>. (2-3)
In the above; | ^ 0) is a nuclear ground state, Q is an excitation operator, and | ^( t))  
is a time dependent wavefunction calculated using the initial condition \ Tf(t = 0 )) =  
eie(3 | W0). Equations (2.1) and (2.2) can be linked by considering the initial state
|* ( t  =  0 )> =  e ^ | ^ o )  (2.4)
=  | ^o) +  ieQ | ^o) +  0 (e2), (2-5)
which has been expanded using Taylor series. It can be seen from the above that 
theoretically a resonance is assumed to be an effect of setting the whole nucleus in 
motion. Expanding Q | To) in the complete set of eigenstates of the Hamiltonian 
allows us to write
| T(£ =  0 )) = | T 0) +  ie ^ ^ ( T y | Q \ T 0) | T y) +  0(e2). (2.6)
V
Using the evolution operator to describe the evolution through time of the above state 
yields
| # (f)) := | T (t =  0))
=  | » 0) +  i e I Q I » o )e T  | ^ ») +  0 (e 2). (2.7)
V
Use of the stationary Schroedinger equation and letting E'v = Ev — E q allows us to 
write the following:
5Now calculating the time response, equation (2.3), using the above form of wavefunc­
tion yields
Q(t) = 2 e Ç  |(*„ | Q | «'oil2 sin ( ^ )  +  0 (e2). (2.9)
For small e the above relation shows that the time response is a linear combination 
of sine waves. Insertion of the above into equation (2.2) yields
S(E) = \ Q \ ^o)\2 J  sin shi ^  (2.10)
It is known that [13]
2  f 00
— /  sm(kr)sm(kt)  dk = 6 ( r — t). (2 .1 1 )
7T Jo
Applying the above and using ô(ax) = ^^(a;) [14], in order to remove the h from the 
resulting delta function, yields equation (2 .1 ) for small e.
In order to obtain Q(t) we require a ground state which the N  particle time 
independent Schroedinger equation,
(2 .12)
can provide. Also required is a time dependent wavefunction resulting from the 
propagation of equation (2.4) through time which the N  particle time dependent 
Schroedinger equation,
i h ^ \ y ( t ) ) = Ê \ * ( t ) ) ,  (2.13)
provides. We choose to tackle the problem in the spatial basis, where the time 
independent and dependent Schroedinger equations become second order boundary- 
value and initial-boundary-value problems, respectively. The boundary conditions in
#  |4/0) =  £M4/o),
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this basis are
To(ri,r2, . . . , r N) -> 0, 
W(ri,r2, . . . , r N,t) -4 0,
(2.14)
(2.15)
as Ti -> oo for all i = 1,N.  A direct solution to the Schroedinger equations, however, 
is unfeasible and in this work we resort to the commonly used Hartree-Fock method 
and its time dependent generalisation.
As nuclei undergoing GMR have a probability of particle emission, then imposition 
of equation (2.15) in an accurate and efficient manner is not a trivial problem. This is 
because the non-zero values of the wavefunction do not remain spatially bounded as 
time progresses. In this work the focus will be on the development of a new method 
to improve the efficiency of giant resonance calculations. This will be done for the 
simplest resonance calculation so the difficulties of the new method will be most 
prominent. By far the isoscalar giant monopole resonance(ISGMR) is the simplest to 
analyse theoretically, due to its spherically symmetric nature and in this work only 
these resonances are studied.
This ISGMR is best described as a breathing mode, as nuclei can be seen to 
expand and contract repeatedly. Figure 2.1 shows an illustration of how the nuclei 
are visualised to behave in this resonance. The first confirmation of the ISGMR came
O
Initial S h a p e Extrem um  S h a p e  1
© o O
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o e
p~1 N ucleons
Figure 2 .1 : A diagram showing a classical view of how a nucleus’s shape changes over 
time when undergoing a giant monopole resonance.
in 1977 [15]. The form of the excitation operator for the ISGMR in the spatial basis 
is
Q(r,6,4>) = r2. (2.16)
7It can be seen from the above and equation (2.3) that the time response is the devi­
ation in the mean square radius. The square root of this gives the radius, which if 
we plot over time should increase and decrease periodically as we have visualised in 
figure 2 .1 . With an expression for Q now in hand, we now proceed to the Hartree- 
Fock method to calculate the nuclear ground state, before proceeding to the time 
dependent version.
CHAPTER 3
Stationary Hartree-Fock
This chapter describes the derivation of the Hartree-Fock equations for nuclei. The 
chapter begins with a description of the type of potential within the nuclear problem. 
Then the variational principle is discussed, which is the basis of the method, as it 
allows us to describe our problem by the minimisation of a functional on a set of 
trial functions. Next we find our first set of trial functions, the eigen-functions of a 
one-body Hamiltonian. As an example of the minimisation procedure the Hartree 
equations are then derived. We then move on to concepts for the derivation of the 
Hartree-Fock equations. Firstly we look at how the eigen-functions of a one-body 
Hamiltonian are modified when we include the anti-symmetry of the fermions. Then 
second quantisation is introduced, which gives massive simplifications when calculat­
ing the expectations of operators under anti-symmetric wavefunctions. Finally we 
describe the particular nuclear potential chosen and derive the Hartree-Fock equa­
tions, that will be used in this thesis to calculate ground states, are derived.
3.1 The Many Body Hamiltonian
We begin with the general time-independent Schrodinger equation(TISE) for N  particles 
in spatial-spin-isospin (SSI) space
Æ"(zi,..., zN) ^ ( z i , ..., zN) =  E # ( z i , ..., zN), (3.1)
Zi =  (ri, Oi,Ti), (3.2)
ri =  ( n ,  <#) .
8
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The definitions, notations and results of appendix A .l are used. The Hamiltonian Ê  
is defined as
J T ( z i , . . . , zn ) =  ^ V - ( r i )  +  y ( z i , . . . , z N ). (3.3)
i—1
H  contains a kinetic term, which is each particle’s energy due to its momentum, 
and a potential term. The kinetic terms only operate on the spatial part of the 
wavefunction, while the potential term can include operations on the spin or isospin 
degrees of freedom. This is the most general way to write the Hamiltonian. However, 
for the problems being considered here this amount of generality is not required and 
it is assumed that we can describe our problem by the simpler form of potential
y ( z i , . . . , z N ) =  y (2)( z i , ..., z N ) +  y (3)( z i , ..., z N ). (3.4)
Here and are known as two and three body potentials. The nuclear problem 
is regarded as a problem containing just the two and three body potentials [1, 16, 17].
3.1.1 Two-Body Potentials
The two body potential is defined as
V (2)(z i , . . . , zn ) =  (3 -5)
i = l  j = l
This potential introduces interaction between particles and is a sum of operators 
which depend on combinations of the various pairs of particles. Interactions that 
depend on the distance between two particles are described by these potentials and 
since in the nuclear problem we have the Coulomb and nuclear interactions inclusion 
of (3.5) is essential.
It is common for this potential to be written in the alternate form as [18]
t>(2)(z i,... ,z N) =  5 ^ T X 2)(zi>zj)> (3.6)
10 CHAPTERS. STATIONARY HARTREE-FOCK
where
v ® ( z h  Z j) =  û j i^ Z j ,  Z i) . (3.7)
The two are equivalent, the half coming from each 6 y (ri, rj) being summed over twice 
in equation (3.6). Here though the two body potential is written only as equation 
(3.5).
3.1.2 Three-Body Potentials
The three body potential is defined as
y (3)(z1,.. . ,zN) =  T i lZ Z ]^ # (z i ,Z j ,Z k ) ,  (3.8)
i = l  j —1 k = l
There are two explanations for the three body potential. The first is due to pion 
exchange [19], where a nucleon emits a pion which via scattering off a second nucleon 
is absorbed by a third. Secondly it can be explained by considering particles in a 
system being themselves composed of particles [20]. By considering the picture in 
figure (3.1) we can see the way the contribution simulates composite particles. We 
see a particle modifying the internal components of a second which modifies the 
potential it creates for the third. A common comparison is the tidal forces between 
the sun, earth and moon when they are treated as point particles [20, 21]. Whichever
explanation is the case here it is accepted that for the accurate analysis of the nuclear
problem a three-body force must be included.
3.1.3 The General Nuclear Many Body Hamiltonian
It seems reasonable that considering just the two and three body potentials of inter­
action is enough to describe nuclear phenomena accurately. So from this point on we 
only consider Hamiltonians of the following form:
N  N  i - 1  N  i - 1  j - 1
à = Ÿ  ^ ■1) (z0 + 5 3 1 3  4 2) (zi>z. i ) + T T 3 1 3  z j,zk), (3 .9 )
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Figure 3.1: A picture to show why composite particles require a three body force. 
Particles 1,2 and 3 have positions r i,  V2 and rg respectively, with particle 1 being 
composite. In figure (a) the particles have no interaction between them, (b) shows 
the composite particle being modified due to the presence of particle 2 . (c) shows 
the potential felt by particle 3 due to the presence of all three particles which cannot 
described by 3 separate two body forces.
where
(3.10)
Analytical eigen-solutions to this equation are not known and even using particular 
’s and 0 %'s, applying direct numerical analysis to the problem can be excessively 
expensive. In fact we require quite drastic simplifications to even make a compu­
tational solution viable. The Hartree method is one such simplification, with the 
Hartree-Fock method being its extension to include the symmetry considerations of 
fermions.
The idea behind the Hartree method [22] is to take advantage of the fact that 
a A'-body Hamiltonian containing just one-body potentials, can be reduced to N  
single particle Schroedinger-like equations. Each of these equations can be solved 
computationally in a reasonable amount of time to produce N  single particle wave­
functions. The product of the single particle wavefunctions is the solution to the 
one-body Hamiltonian. The Hartree method is the resultant of trying to describe 
solution to (3.3) by a product of single particle wavefunctions. The Hartree-Fock 
method describes the solution to (3.3), by the anti-symmetric eigen-function of a
h)( i )
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one-body Hamiltonian, the Slater determinant.
From the physical perspective it is questionable whether this is a sensible thing to 
do in the nuclear case. In the atomic case the electrons are spread out over a relatively 
large volume and so interaction between them would seem insignificant [23]. Whereas 
within the nucleus the nucleons are comparatively compact and so interaction between 
them seems likely and therefore important. To some extent this is true, as we will see 
in the nuclear case, we are required to use effective interactions as these methods fail 
with a realistic one. However the Hartree-Fock method succeeding at all is usually 
explained by considering a nucleus in its ground state and viewing interactions as 
collisions. If two nucleons collide so that they occupy a different energy state then 
the Pauli exclusion principle means they must fill an unoccupied one. As the nucleus 
is in its ground state then they must fill one above the Fermi level which can be at a 
much higher energy and so this is unlikely to happen, hence collisions must be rare
[24].
Now that we have mathematical and physical reasons for using our chosen methods 
we proceed by describing the variational principle, the starting point for the Hartree 
and Hartree-Fock methods.
3.2 Variational Principle
The variational principle is the starting point for the Hartree and Hartree-Fock meth­
ods. It is a simple but important inequality that tells us that the expectation value 
of a Hermitian operator with a trial or guessed wavefunction can never be lower than 
the ground state energy [25]. Therefore finding a good approximation to the solution 
in the form of a trial function is made equivalent to minimising the expectation of 
the Hamiltonian in the trial state. The specific trial functions used are found in sec­
tion (3.3) for the Hartree method and (3.4.1) for the Hartree-Fock method. However, 
for a general trial function the variational principle can be found by considering the 
stationary Schroedinger equation,
3.2. VARIATIONAL PRINCIPLE 13
where H  is a hermitian operator meaning that it has a complete set of orthogonal 
eigen-functions, {| gn) : n = 0 , 1 , . . .}. It is the ground state, | go), and its energy, e0,
which we are trying to approximate. As the functions {| #n)} are complete we can
express our trial function | / )  as a linear combination of them by
oo
I / )  =  5 3  Ci I
i=0
Using the above and the expectation of H  in the trial state | / )  gives
oo oo
( f \ H \ f )  = ( J 2 c igi \ A \ Y l cj gj ) (3.13)
i= 0  j = 0
oo oo
=  (5 3 % #  1 5 3 ^ ^ ) '  (3-14)
i= 0  j = 0
Using (3.11) we can swap the operator È  for its eigen-value yielding1
oo oo
( / 1 I />  =  < X ! Ci9i 11 3
i= 0  j —0
oo oo
=  i %)-
z=0 j = 0
The orthogonality of the functions | gi) and the definition of the ground state as the 
smallest eigenvalue, eo <  for all n, allows us to say
(3.17)
Using the completeness property, lc i |2 =  1, yields the variational principle,
( /  I ^  | /> >  eo, (3.18)
OO
( / | t f | / ) > e o 5 > i | 2-
•=o
(3.15)
(3.16)
(3.12)
1Thoughout this work the bar notation will be used to denote the complex conjugate, as used 
within some books on complex analysis [26]. For example, the conjugate of z  is written as z.
14 CHAPTERS. STATIONARY HARTREE-FOCK
equality occuring when | / )  is the actual eigen-state of (3.11). Now that we have the 
variational principle it is time to find some suitable trial functions.
3.3 Systems of  Non-Interacting Particles
In this section we describe the derivation of the Hartree equations. It has been 
included mainly to provide a simplified outline of the minimisation procedure which 
goes as follows. Firstly we derive some trial functions, then the expectation of the 
Hamiltonian under the trial functions is reduced to a functional containing purely 
differential operators which can then be minimised using the calculus of variations.
3.3.1 Solution to a System of Non-Interacting Particles
We now find the solution to the many-body Schroedinger equation containing just a 
one body potentials. So consider
f y z ^  ^  j  * ( z i , . . . ,z N) =  E ^ (z i , . . . ,z n ), (3.19)
where is a operator acting only on the i th coordinate. Separation of variables is 
performed by letting
AT
^ ( z i , . . . ,z N) =  n ^ ( z i ) -  (3.20)
i—1
Dividing equation (3.19) by Ÿ and then substituting the above into the resultant, we 
get to
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using the property that and only operate on functions of Z{. Now re-expressing
the above as
(  f ê 11 +  ôi1))  V>i(zi)\ (M1’ +  *i1))  M z i)
— J - e - l - à k >— ■ (3 22)
we can start to separate the variables. Both the left and right hand sides are equal 
to a constant, ei, as varying Zi does not change the value of the left hand side and 
varying z2, . . . ,  zn does not change the value of the right hand side. If we then repeat 
this process for each Zi we finally get the set of equations
( h ^  +  ti4(1))  (3-23)
for i = 1 , . . . ,  TV. This general form accounts for the case that we have some spin 
or isospin operators within our one-body potential. However if this is not the case, 
we may drop this unnecessary complication which allows us to divide out our spin 
and isospin functions from ^(zi) =  5,(cri)T(ri)0(ri) in order to get the differential 
equations
(hi1} +  y f 1)  4 3)(ri) =  e P W fa ) -  (3-24)
We call the eigenfunctions, in equations (3.23) and (3.24), single particle wavefunc­
tions and the eigenvalues, single particle energies. At this point we have N  infinite 
sets of single particles wavefunctions, However, for an N  particle system we re­
quire only one wavefunction from each set. How we pick each wavefunction depends 
on the problem, commonly the ground state is wanted which is the state with lowest
energy E. In this case we would pick the states with the lowest single particle energies
in each set.
In order to make the notation more compact we can label the chosen N  states 
by a single number from 1 to N.  This allows us to differentiate the states from each 
other while keeping their quantum numbers implicit. In this case we can write the
16 CHAPTERS. STATIONARY HARTREE-FOCK
wavefunction as
N
# (z i , . . . ,z N) =  JJV ^Z i) (3.25)
i = l
= ^ i (z i)^ 2 (z2 ) - . - ‘0 Jv(zn), 
where each ^ (z i)  has quantum numbers associated with them.
3.3.2 Hamiltonian Expectation in the Spatial-Spin-lsospin Basis
Now that we have a trial function we proceed by substituting it into the expectation 
of the Hamiltonian. For simplicity we assume this problem contains no spin or isospin 
dependence, so our trial wavefunction will be of the form YliLi Also we assume
the two body potential contains no operators and the three-body potential is absent. 
Although these assumptions will be dropped for the derivation of the Hartree-Fock 
equations the analysis of the resulting functional will not be wasted and can be reused 
in the subsequent derivation also.
Our starting point is the variational principle (3.18) with the Hamiltonian (3.9) 
and the wavefunctions (3.25). Due to our assumptions we may use inner products 
projected onto the spatial coordinates, allowing us to write
r  N  /  N  N  i - 1  \  N
</i£.i/> =  / n M E ^ + E E ^  I D » d r N > (3 -2 6 )
n = l  \  i = l  i = l  j = l  )  n = l
where d rN =  dri dr2 . . .  dr^. From now on we shall switch back and forth from having 
the independent variables implicit. The two body potential being hatless signifies that 
we can just treat it as an ordinary function. We split the equation into manageable 
chunks
(3.27)
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where
•7r(i)= /  n ^ f e  k-11)  n  ^ drN- (3.28)
n—l  \ i—1 )  n —1
jf o  = f  n  ^ drN- (329)
n = l  \  i—1 j —1 J  n = l
Looking at the first term and expanding the sum gives
N  „ „ N
J - (1) =  f  f  \<f>n\2d r n +  f  f  |</>n|2d r n
^ riÿ£l J  n # 2  J
n _ N - l  „
+  . . . +  /  fahfir <l>NdrN Y [  /  l^n|2^rn
^  n = l  J
N  p  N  p
J * 1) =  I  Y [  /  \(/>n\2d r n . (3.30)
k = l  n^k
Assuming all the functions in the set { ( f> i} iL i  are normalised to one then we have
N  r  -
^"(1) =  5 3  /  * ( r ) h ^ ( r ) ^ ( r )  dr. (3.31)
k = l  d
We have changed the integral over N  coordinates to N  integrals each over a single
coordinate. So now just the one dummy variable is required which we have called r
in the above.
Now for the second term, we see
N
jF(2)= ^ 2  f f  j j [  f  I n^|2dr„
3=1 J J  n & j  J
+ 53 / /  dlC}dr3 n  /  l^|2drn 3^'32^
3=1 J J  n # 3 j  J
N —1 » » N  p
+ ... + 53 J J  JJ J  |ÿn|2drn,
j=l n^N,j
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which simplifies to
N  k - 1
•F(2) =  / /  r')|ÿ& (r)p |ÿ j(r')p  dr'dr. (3.33)
Again we have reduced the number of coordinates being integrated over, this time to
a simplified form as
Now that we have two independent variables we distinguish between them by dashing 
quantities that depend on r z and leave those which depend on r  undashed. The above 
function is now in a simple enough form that we can begin the minimisation which 
is done in the next section.
3.3.3 Hartree Equations
In order to keep the wavefunctions normalised while minimizing we have to constrain 
the functional. We can write the constraint as
which must be true for all ft =  1, . . . ,  iV . As is common with isoperimetric problems 
in the calculus of variations [27, 14] the constraint can be applied using Lagrange 
multipliers yielding the following integral to minimise:
two which we call r  and r z. Using (3.31) and (3.33) we can write equation (3.27) in
(3.35)
which we call X. We want to find the (pi’s that produce the smallest value of the above 
functional. We start by considering functions around the minimum, by introducing N  
freedoms in the single particle wavefunctions. This can be done by allowing <^(r) to
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vary along the direction, 77*(r), with magnitude e*. Specifically |c^|, |e^|,. . . ,  |e^| > 0 
and 771, 772, • ■ •, 77jv are admissible variations2. So
X [ ( j ) i  +  e i T / i , . . . ,  (f>N +  e j v w ]  —
T .  J  {4>k + ekfjk) ( h ^  +  y  J  (</>'• +  tjtfj) vtj (<pj +  €jVj) dY' -
fc=iv X
(ÿt +  GA;77&) dr.
Making the temporary definition
fc-i
(3.37)
Ok =  [  W  +  e^ j )  (^j +  ^rZ — (3.38)
j=i
allows us to expand the entire right hand side of equation (3.37) using the multivari­
able Taylor series about e i , . . . ,  ejv =  0 in the least messy way as
T[<^ i +  ei?7i , . . . ,  (j)]sr +  ew i^v] =  X[(f)i,. . . ,  0jv]
N {  d N f  -  N
+  5 3  ( — E  /  ^  +  ^ % )  dr
m = l \  €m fc=l ^ y 61 j... j6jy—0
4-0(6=). (3.39)
We choose e =  max(ei, e2, . . . ,  6at) and note that 0 (e 2) also includes the mixed deriv­
ative terms from the Taylor expansion. We split the sum over k into two parts for
2By admissible variation we mean that the functions must be zero on the boundary, for if they 
were not we could find a minimum which does not satisfy the boundary conditions of the problem.
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k < m  and k > m
AX =  X[cj)i +  ei?7i , . . . ,  (f)N +  ejvw] — X[4>\,. . . ,
( emô—  ^  +  CfcTyfc) dr
m —l  \  6m k = l  J
N (  d N f  - 
+  5 3  ( em^ r "  5 3  /  ( ^  +  Ôfc (<fe +  ek7]k) dr
ei,.. .,€N=0
m = l
+ 0 (e 2).
fc=m +l ei,...,ejv=0
(3.40)
We label the top sum Sk<m and the bottom sum Sk>m respectively. Firstly consider 
Sk<m, where Ok has no dependence on em, we can expand this and perform the 
differentiation to give
N
Sk<m — 5 3  €m [ H—  5 3  [  ^k'HkÔk^k +  ek(f)kÔkr)k +  ekr]kOkrjk dr
m —l  \  6m k = l  J
Cm / I rf]mOm4*m "t" 4,mOmVrn'j dr. (3.41)
ei,...,ejv:=0
=  E
m —l
Using (3.38) yields
Sk<m = [  Ivm  +  Ê f  Vm}\(t>j\2dr' ~  ^
m = l  J  \  L j = l  ^
m —l  „
+ 5 3  j
(j),
rim dr. (3.42)
Next considering the k > m  case, where only Ok has a dependence on em, we can 
immediately simplify Sk>m to
S,>m =  E ^ (  E
m —l  \  k—m +1 J  m
(3.43)
j* —0
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Using (3.38) we can calculate the derivative of as
der
dr'. (3.44)
ei,...,€jv=0
Hence
N (  N r  ~ I r
Sk>m =  5 3  Cm ( Y  J  ^  J (j)kdv\.  (3.45)
m—l \fc=m+l
Using the property that and re-ordering the integrations we have
Sk>m =  5 3  em ( 5 3  J  Vm f  <t>kVnk<t>m dr4>'m + <p'm J  (pkV^kdrri 'n
m=l \k—m+l
dr'
(3.46)
If in the sum over k the dummy variable is relabeled as j  and dr is swapped with dr', 
then using equation (3.42) we can rejoin A X  to yield
N r (  F N r
AX =  5 3  em /  [rim +  5 3  /  ym jl^ |2* '  -  A
m—l V .
+ 5 3  f  v™ M \ 2di' - x
(j)r
^  dr +  0(e"). (3.47)
This relation must be true for all admissible variations 771, 772, • • • ,Vn  so it must be 
true for the case where 772, 773, . . . ,  77^  =  0 and 77% ^  0. The same reasoning applies to 
the conjugates. This means we can consider the 777 — l  term in the sum separately 
from the others. This argument can be applied to each r]m meaning each term can be
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considered separately. So we may write
hm+ÎC /  -  A
+  4>-
I | T]m
N
<t>,
J#rn
r}m dr +  (9(e ). (3.48)
where m  can be from 1 to TV". Around a stationary point AZ must be one-signed 
and as em can be positive or negative then its coefficient must be zero. Hence we can 
write the sufficient conditions for a minimum as
+  4>7
J#rn
hm + T2 J
4>,
Vm dr = 0 .
(3.49)
We wish to move the ÿm to the right and the rjm to the left, in the second term of 
the above integrand. To do this we are required to verify the functions <ÿm and rjm 
commute with respect to the Laplacian operation within h$ . In the one dimensional 
case applying integration by-parts twice on (f)mV 2r)m and that remembering r] is an 
admissible variation, so equals zero on the boundary, gives us the desired form3. For 
the higher dimensional cases we consider
V • { ( f ) Vm (frm) (frm^ Vm Vrn^ (prm (3.50)
which allows us to say
J  dr =  J  77mV2ÿm dr +  J  V - ((fimVrim -  r]mV(f)m) dr. (3.51)
Although not previously highlighted, the above are volume integrals. This allows us 
to apply the divergence theorem to the rightmost term in the above, to get a surface
3If we assume (j)m is analytic then the differentiations on tfj will just equal zero, this can be seen 
by considering the Cauchy-Riemann equations. The term is kept because it may be the case that ip 
is analytic in which case the derivative of (pm would equal zero instead.
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integral
J" Vm dv — ^  TjvpY/ (j)m dr J '  (^rn^Wm Vm^$rn) " ^  dSy (3.52)
where S  is the surface representing the boundary to our problem and n  is a vector 
normal to this surface. As (pm and 7?m are zero at the boundary then the rightmost 
integral is also zero. This allows us to write equation (3.49) as the following:
N
Vm
+  r1m
hm +  Xv /  ~
3 A™ 
N
hm +  5 3  /  ^mjWjï2 dr' ~
jAm
(pr
(pm I dr = 0 .
Again a subset of rjm is considered, this time that the cases $lr]m = 0 and $sr]m = 0. 
These imply r] = ^fj, the minus for the real case and the plus for the imaginary. So 
the following two groups of equations must be satisfied:
N
Vm hm +  5 3  /  ~  Ar
3 Am
*
=F hm +  53 / ^mjWj^dr' -  XT
3 Am
(pm I dv — 0 .
As r]m is a general admissible function we can use the fundamental lemma of the 
calculus of variations [28] to say
N
hm +  5 3  /  ^mjlftj^d*' -  X7
3 Am
(pm T
N r
j  Vmj\<t>'Adv’ ~ X'
3 A m
(pm — 0 .
Subtracting these equations from each other and substituting equation (3.10) yields 
the Hartree equations,
2 m V™ +  5 Z j  VmM'i\2 d v ] ^  =  Am^m.I
(3.53)
We can also add the equations to produce the Hartree equations for the conjugate 
single particle wavefunctions. W hat has been derived is a coupled system of non-linear
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differential eigenvalue equations. The second term in the brackets can be viewed as 
a one body potential in a Schroedinger-like equation, as it depends on only the mth 
particle’s coordinate, once the integration has been done. However this potential 
isn’t ordinary, as it is itself a function of the other single particle wavefunctions in the 
system. This means that to solve the mth equation in the system we are required to 
know the solutions to the other equations in the system. This applies for any m  and 
so we can’t calculate a particular equation independently of the others in the system. 
The same problem also occurs within the Hartree-Fock equations, but both can be 
solved efficiently by the application of self-consistency.
3.4  Fermions
In this section we give a brief review of the wavefunctions that describe fermions and 
the operators that act on this set of functions. For the most part the properties given 
are stated without proof but references are given where needed.
3.4.1 Identical Fermions
We now introduce the concept of a system of identical or indistinguishable particles. 
These are quantum systems where swapping two of the particles causes no measur­
able change. Consider two particles of the same species having wavefunctions which 
are localised at different positions. Then we are able to distinguish between them, 
within a tolerance, as this particle here and that particle there, but not by any other 
measurement. However bring them closer together so that their wavefunctions begin 
to overlap and it becomes impossible to tell them apart. So this concept is especially 
applicable to particles in close proximity to each other like those in nuclei. It there­
fore seems reasonable to say that we can swap two particles in the system and not 
measure any change. In the SSI basis, a system of N  identical particles is defined to
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satisfy the following relation:
5 3  /  # * ( % ! , . . . ,  zn )BW(zi, . . . ,  z j ,  . . . , zk, . . . ,  z n ) dNr
(T l=±l T l= ± l
<7JV=±1 TJV=±1
— ^   ^ ^   ^ I ^  ( z i , • • • 5 Zk? • • • ) 2 j , . . . ,  Z ] \ j ) B ^ ( z i , . . . ,  Zk) • • • ) Z j , . . . ,  z n )  d  r,
(7 l= ± l T l= ± l
<Tjv=il Tjv—i l
(3.54)
for all observables ë  and all indices j, k = 1, 2 , . . . ,  TV. From the first line to the 
second just the coordinates of j th and kth particles have been swapped.
The most obvious relation satisfying (3.54) is
T (5 )(zi, . . . , Z j , . . . , Z k ,  . . . , z N) =  ^ (s)( z i , . . . ,  zk, . . . ,  Z j , . . . ,  zN), (3.55)
where j, k = 1 ,2 , . . . ,  TV, but just as valid is
# ^ ( z i , . . . ,  z j , . . . ,  zk, . . . ,  zN) =  - W (A)( z i , . . . ,  zk, • • •, Zj, . . . ,  zN), (3.56)
Wavefunctions that satisfy equation (3.55) are called symmetric and represent bosons 
and those which satisfy (3.56) are called anti-symmetric and represent fermions [29]. 
Nuclei are made up of protons and neutrons which are fermions and so we wish to 
find the wavefunctions of the Hamiltonian in equation (3.9) which hold the property 
(3.56). We shall find these by forming an operator whose action is to anti-symmetrize 
a wavefunction, which can then be applied to the solution given by (3.25).
Permutation Operators
To simplify notation we can define a permutation operator, Pa , where a  is a permuta­
tion. Applying this operator to a wavefunction is defined to permute the particles 
detailed in a. For example if we have a  = (13) then Pa would swap particle one with 
three. We call each swap a transposition.
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Using this notation we can write equation (3.56) more compactly as the transpos­
ition
P ( jh Y A) = - » (A), (3.57)
where 'I'*-4* =  . . . . t n )  and j , k  = 1 , 2 , . . .  ,N .  For a permutation on an
antisymmetric wavefunction we can write
PaV {A) =  sgn ( A )  ¥ A\  (3.58)
where
( 4 ) =  { - i
, - x . 1  if a  contains an even number of transpositions. . ^
s g n ( P a ) =  <l , , ,  , ,+. (3-59)
il a  contains an odd number or transpositions.
Permutation Group
A permutation group, Sat, is the group of permutations that yield all unique combin­
ations of a set of numbers [30]. For example S3 is the group of permutations shown 
in table 3.1. For a general N  the group Sn  has N\ elements.
Permutation Result Permutation Result
I {1,2,3} (13) {3,2,1}
(1 2 ) {2,1,3} (13)(23) {3,1,2}
(23) {1,3,2} (12)(23) {2,3,1}
Table 3.1: Table showing the elements of the group S3 .
T he Anti-Sym m etric Solution
We are now in a position to define the anti-symmetrisation operator, A, as
A =  sgn (p a) Pa. (3.60)
cx&Sn
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By letting \I/(A) =  Æ&, where ^  is a general wavefunction, we can show that is 
anti-symmetric because
Pm ¥ Al = Pm Â V  =  ^  sgn (P a)  =  E  ( ^ )  =  - * <A)-
aGSjv aGS'iv
The equality between the two sums is because every way of rearranging the particles 
is included in the permutation group so each term is just modified into a term that 
was already in the original sum. The only change is that the terms that had an odd 
number of transpositions now have an even number and vice-versa, yielding the minus 
sign.
Applying the operator to the solution (3.25) we get the following:
^ (A) =  5 3  sgn P* (^ i(z i ) ^ 2 (z2) • •. AnKzn)) , (3.61)
aESjsr
from the previous result we know this is anti-symmetric, however there is no guarantee 
that the one-body Hamiltonian has anti-symmetric eigen-functions. This can be 
checked by considering the following:
N
= 5 3  ( ( ^ 1} +  4 ^ )  5 3  Sgn ( 4 t )  Pa (^ l(z i)^ 2 (z2) . . . ^Jv(zn))
i=l \  a£S]y
= ( 5 3  eu  5 3 sgn ( ^ a) p* ( ^ i ( z i ) * ( z 2) .. . ^ ( z n ) )
i—\ /  ocESn
= e ¥ a),
where E  — £i- So we have now found the anti-symmetric solution to a system of
non-interacting identical particles. This solution is commonly written in determinant 
form as [31]
# ( A) =  1
V M
ÿi(zi) . . .  ÿl(zN) 
ÿw(zi) . . .  <^jv(zn )
(3.62)
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which is known as a Slater determinant, the constant at the front being added to 
ensure \ I /^  is normalised. Inspecting the Slater determinant we see the Pauli exclu­
sion principle embedded. Assume we have two particles in the same state then two 
columns in the Slater determinant will equal. Recalling the properties of determin­
ants tells us that the determinant is then zero [32]. This means that we cannot have 
two particles in the same state otherwise the state does not exist.
For the next section we shall use an alternative notation that is more appropriate. 
First we order all the single particle energies from smallest to largest and label them 
from 1 to oo. We then label each of the N  states c i , . . . ,  Cjv and let each equal an 
integer that labels the ordered single particle energies. In this case we can write the 
wavefunctions as
(z i,  %2? • • • 3 Zn I 3 C2, • • • 3 cw) — ( z i3 •••3 zn) V M
^ci (zi) ••• (fici (zn )
< M Zl) ••• ^ cjv (zn )
(3.63)
where c = {ci, c2, . . . ,  cat} It is also conventional to order the c% so that ci < c2 < 
. . . ,  < cat, which gets rid of the ambiguity in the sign of the Slater determinant.
It can be shown that given N  sets of orthonormal single particle wavefunctions 
then the Slater determinants constructed from them are also orthonormal to each 
other [31].
3.4.2 Second Quantisation
Second quantisation is a representation of quantum mechanical operators that often 
allows calculations to be simplified for anti-symmetric many-body systems. It shall 
be used here so we can benefit from the simplification it provides to the derivation 
of the Hartree-Fock equations. Essential to second quantisation are the creation and 
annihilation operators, so a short description is provided next.
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Fermion Creation Operators
The fermion creation operator, a\, is defined to act on Slater determinants as follows 
[31]:
( ( f  ) " i ^1: ^5 ^z+1 ? • • • 5 Cn ') i C i <  k  <
( -1 )^  | ci,...,cjv,A;), cN < k . (3.64)
0 , 3cj s.t. cj = k
W hat this definition says is that if we try to create a state that doesn’t exist then we 
get the state back plus the added state, maintaining the ordering. However if a state 
that already exists is created then we are returned zero in order to satisfy the Pauli 
principle that two particles cannot exist in the same state.
It can be shown that the creation operators satify the anti-commutator [31]
{a |,a j}  =  0 (3.65)
and that its adjoint, has the effect of removing the state k, which brings us onto 
the annihilation operators.
Fermion Annihilation Operators
The fermion annihilation operator, âj, is defined to satisfy [31]
| Ci, Cg, • • • , Cjv)   J ( 1) | Ci, . . .  , Cj—i , Cj_j_i, • . . , Cjv)5 3cj € {ci, C2 , • • • , Cjv} — j
0 , Ci ^  { c i ,  C2 , . . . ; Cjv}
(3.66)
and has been shown to obey the anti-commutator [31]
{&*, àj} = 0 . (3.67)
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T he Hamiltonian in Second Q uantisation
The Hamiltonian can be re-written in terms of these creation and annihilation oper­
ators [16, 29, 31, 33]. One body operators are written as
The labels in the bras and kets of the above equations describe single particle wave­
functions, which in the SSI basis become
The above formulae apply only to anti-symmetric wavefunctions, but as we are using 
only those here we can benefit from the simplification they provide.
3.5  System s of Non-Interacting Fermions
In this section we shall derive the Hartree-Fock equations. They are derived assuming 
the potential is a to-t3 Skyrme potential. This is a simplified Skyrme interaction
oo
(3.68)
y= i
two-body operators as
oo
(3.69)
hjikjl—1
and three-body operators as
oo
V (:i> =  ^ 2  (Ù& I v jj l  I lm n )â lâ ^ â \â nâmâi. (3.70)
(r,<T,r | i) =  0 i(r,(7,T), (3.71)
(3.72)
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that allows for reasonable results to be calculated for some nuclei without the added 
complexity of the full interaction [9, 34, 35, 36, 37, 38]. We also simplify the analysis 
by assuming the nuclei are spin and isospin saturated, meaning that for each proton 
there is a neutron and for each spin up particle there is a spin down one.
We begin by calculating the expectation of the Hamiltonian (3.9) in second quant­
isation under an anti-symmetric wavefunction. We then introduce the Coulomb and 
Skyrme potentials and express the expectation value in SSI space. Finally we simplify 
this in order to get a functional that only contains differential operators to which we 
can apply the calculus of variations and produce the Hartree-Fock equations.
3.5.1 Expectation of  the Hamiltonian
We shall now calculate the expectation of the one, two and three body parts of the 
Hamiltonian under an anti-symmetric wavefunction. The expectation of can be 
written
oo
I HW  I ®(*>) =  £ ;< ;  I k p  | j ) W i A> | âlâj I *£»>). (3.74)
Consider the term
(»<A) I â]âj I =  ( â ; ^  I â ^ W ) .  (3.75)
We can see from the definition of the annihilation operators, (3.66), that this quantity 
is zero if % 0  c or j  0  c. So we may write
<*£»> I âtâj I =  | (3.76)
where p, p' E c. Only iî i = j  can we have the same state in the bra and the ket on
the right side of the above equation. As the Slater determinants are orthonormal this
means
(»<A) I àtâj I =  5ip5,y«5y. (3.77)
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So that equation (3.74) becomes
oo
{¥cAï I H (1) | » (A)) =  X h *  I ^  I
*>j=l
=  5 3 I I i>- (3-78)
Z=1
Before we express the above in the SSI basis we find the analogous form for the 
expectation of V^2\  So consider
-1 oo
| ÿ(2) | =  i  5 3  (ij | 4 2) I M >(^A) I a\a faak | ^ ) .  (3.79)
id,k,1=1
Considering the inner product we see
| a l a f a a *  \ = (aj&,9<A) | a,akw<A)). (s.so)
This time the definition of the annihilation operators tell us that this quantity is zero 
if i , j ,  k , l  ^  c. Hence
(»(A) | a t a } a , a k  \ ¥ c^ )  =  s ^ s ^ s ^ a j a ^  \ a ^ W ) ,  (s.si)
where p l,p2,p3,p4 G c. l î i  = j  we have zero because we annihilate something which 
doesn’t exist also iî i ^  k , l  ov j  ^  k ,l  then we have zero due the orthogonality of the 
Slater determinants. We may write this as
( ^ A) | âlojâiâk | =  SiPlôjP2ôkP3SiP4 (ôikôji(âjâiTf^ | â jâ i^ f^ )
+ S u S ^ a j a ^  | âiâ,.w(A)) ) ,
Using the anti-commutators for the annihilation operators and the normalisation of 
the Slater determinants we find
| | 4/g =  SipiÔjp2Ôkp3SlpA ~  ) •
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Using the above allows us to write (3.79) as
1 oo
I y(2) | {ij I 4 2> I ( Siktj, -  SuSjk )
=  5 E  ( w  I i 2) I V> -  (Ü I < ’ I ii>) • (3.82)
ij=l
Finally we consider the expectation of which is
i oo
(^rM) | y(3) | #04)) =  _ ^  (Û'A; | I | |
(3.83)
Considering
I ôl&tatanâmâz I #1^) =  | (3.84)
This time the definition of the annihilation operators tells us that this quantity is 
zero if i , j ,  k, l ,m ,n  £  c. Hence
I âlâlâlânâmâi | W<A)) =  6 ipiSjP2d,.P3d,,,,SmKSn,K{o.kajôllI'(A| | o J im04¥ rA]),
(3.85)
where pl,p2,p3,p4,p5,p6 G c. If z ^  l ,m ,n ,  j  I, m ,n  or k ^  l ,m ,n  then we have 
zero due the orthogonality of the Slater determinants. Also if any of z, j , k are equal 
we have zero because this amounts to annihilating a particle in the state tha t does
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not exist. So we may write this as the combinations
| à j â jâ j ç â n â m â i  | — Sip1 SjP 2 ôiPAômp5ipi °jp2 °kp3 °lpA ° p5 °np6
Using the anti-commutator for annihilation operators we can manipulate each of the 
inner products to have the same Slater determinant in the both its bra and ket. 
The top three inner products in the above are equal to one, after having the anti­
commutator applied; zero, twice and twice respectively. The bottom three are equal 
to negative one, after having the anti-commutator applied; once, once and thrice 
respectively. Then using the normalisation of the Slater determinant we can simplify 
to get the following:
| à^ttjà^ânàmài | Tg )) =  Sip1Sjp2ô]ip3ôip4ômp5ônp6 (ôliômjônk +  ^Ik^mi^nj
We have now finished finding the expectations for general one, two and three body 
potentials. However at this point it is convenient to introduce the actual form of the 
potential in order to derive the formulae that will be solved in this work.
So (3.83) becomes
{$li$mj$nk T  ^Ik^mi^nj T  ^Ij^mk^ni ^li^mk^nj ^Ij^mi^nk $lk$mj$ni)
i  Ÿ  ( #  I vf)k | ijk) + (ijk  | vlfk I % ') +  ( #  I I 3ki)
~  (ijk  I Vijl I ik j)  ~  (ijk  | vf)k \ j ik )  -  ( ijk  | v\fk | kji).  (3.86)
3.5. SYSTEMS OF NON-INTERACTING FERMIONS 35
3.5.2 Skyrme and Coulomb Potentials
Throughout this work we shall use the Skyrme potential for the nuclear interaction 
and the electrostatic potential for the Coulomb interaction. The Skyrme potentials 
are commonly used within nuclear physics as they simplify the interaction because 
they are zero-ranged. They are known as effective interactions and it is these effective 
interactions that allow Hartree-Fock to be applied to nuclear phenomena. Realistic 
interactions cannot be used with Hartree-Fock due their hard-core component, which 
causes the resulting wavefunctions to be unbound [39].
Each potential will now be described, the two-body part of the Skyrme potential 
is written in the spatial basis as [1, 16, 40, 41]
4 2)(r . r ') = io(l +  +  —ti  ^ +  tak' • k  +  iW ^& i  +  &j) • k ' A  k 5(r — rz) 
(3.87)
where t0, ti, t2, x Q and Wq are real parameters, Pa is a spin exchange operator and
k  =  ! ( *  -  V ,) ,  k' =  - i ( v ,  -  v , ) ; (3.88)
with kz defined to act on the wavefunction on its left. It is a spin dependent potential 
containing operators which change the spin part of the wavefuncions. Table (3.2) 
shows a number of parameterizations [36, 42]. We can see that there aren’t any 
unique values for each of these parameters, although each parameter holds some 
physical significance. We shall use the last force in the table, where all but the t 0
Force to h t 2 ts Xq Wo
SII [43] -1169.9 586.6 -27.1 9331.1 0.34 105.0
SIV [42] -1205.6 765.0 35.0 5000.0 0.05 150.0
SV [42] -1248.29 970.56 107.22 0 .0 -0.17 150.0
SVI [42] -1101.81 271.67 -138.33 17000.0 0.583 115.0
to-ts [43] -1090.0 0 .0 0 .0 17288.0 0 .0 0 .0
Table 3.2: Table showing various parameterizations that have been calculated for use 
with the Skyrme potential.
and ts parameters are zero. As this is the simplest force it isn’t the most accurate,
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however it does reproduce general features of the nucleus and has been used before to 
test new methods [9, 34, 35, 36, 37, 38]. So using this parametrisation we can write 
the two body part of the nuclear potential as
r') =  V  (r -  r ') . (3.89)
As the potential is represented in a basis and contains no differential operators the 
hat has been removed to show it is just a function and can be treated as such. Moving 
on to the Coulomb interaction, the classical electrostatic potential,
e
y« (r’r ') =  4 ^ y - ^ -  (3-9°)
is used. This is required to account for the proton-proton repulsion and so applies to
just the protons within the nucleus. We express this mathematically by defining the
functions;
f 1 , i is a proton JO , i is a proton
9 M  H  n • • ,  , 9n{i) = < . . . (3.91)
1 0 , 2 is a neutron I I ,  % is a neutron
Using the above full two body potential in the spatial basis looks like
4 2)(r ’r ') =  ^ ( r -r ' ) + ^ ( r >r ')3p(*)3P(i)
=  t0S (r -  r') +  -r ~ -;:gp(i)gp(j), (3.92)
where
r, = J U  (3.93)
The three-body part of the Skyrme potential is written as
^ ( r ,  r', r") =  W (r  -  r z)5(rz -  r zz). (3.94)
where ts is a real parameter. We now have a potential, in purely spatial coordinates, 
which is usable when the expectation of the Hamiltonian is described in the SSI basis.
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3.5.3 Hamiltonian Expectation in Spatial-Spin-lsospin Space
We now use the above forms of potential to calculate the expectation of our Hamilto­
nian in SSI space. The properties described in section 3.4.2 and appendix A .l will 
also be required. Firstly consider the one-body expectation, equation (3.78),
N
{¥CA) | # (1) | ^ A)) =  | /t(1) | i).
Expressing this in SSI space yields
(3.95)
i=l
N
( < A) I I ^ A)) =
i=l
N
-  z
zz/ SiTi&hVSiTifadr
< T = ± 1  T = ± l
1 = 1
E  S i S i  Y  T i T i  J dr
< 7" =± 1  T = ± l
(3.96)
For each i there will be one non-zero term in the sums over a  and r  which means 
that
2—1
(3.97)
Next consider the two-body expectation, (3.82)
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where vfj and are the basis-less nuclear and Coulomb potentials respectively. We 
shall consider each potential separately, firstly taking the nuclear part in SSI space,
N
£ £ II< 7 = ± 1  T = ± l  
.t7z= ± l  r ' = ± l
Inspecting equation (3.89) we see that vfj has no spin or isospin dependence, so we 
may write
h i  =1
TV
5 3  5 3  SiS'fTiTj (SiS'jTiT'j f f  M 'jv f jM 'jd rd r '
a = ± l  T= ± l   ^ ^
t z= ± 1
-  [ [  M ' ^ t i d r d A
At this point we do have the option of substituting our zero range force and simplifying 
the double integral to a single integral. Another option is to leave the double integrals 
be, which later can be grouped with the Coulomb term making the forthcoming 
minimisation simpler. We choose to follow the later option. However we still make 
use of the simplification the delta function provides by showing that the dash within 
AjA'i can be swapped in the integrals,
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The above allows us factorise the double integral to get the following:
E  E  V f i  ( W i
< 7 = ± 1  r = d b l
-cr^il ^ = ± 1
- S jSITjT!) J J  W jv M d r d r '  .
The values of
E  E  s *Si T*Ti (SiSi T^ j  -  S A W O  (3-98)
< T = d b l T = ± l  
cr'—dzl t ' —±1
are shown in table 3.3 for the various particles in the nucleus. This shows us that half 
the proton-proton, neutron-neutron terms are zero and all the mixed terms are non­
zero. The above formula applies to all particles in the system so for nuclei containing 
more than four particles we can just copy identical tables as many times as needed. 
We can then write
Key
0
1
Table 3.3: Shows all the possible values the terms in the sum in equation (3.98) can 
have. Along the first row are the possible types of particle j  and along the first 
column are the possible types of particle i.
j
i ÎP I p tn |n
ÎP tP ÎP î p  I p tP tn tP |n
I p I p ÎP I p  I p I p tn I p |n
tn tn fP tn  tp tn tn tn |n
|n |n tP |n  tP |n tn |n |n
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i j  = 1  
1
“  2 M W i M ' j  drdr’ +  ^  S  / /  drdr' (3 .9 9 )ieP ieN JJ
\  j e P  j e N
\
+
i e P
j e N
i e N
j e P /
where TV is the set of neutrons and P  the set of protons. The definitions, of (3.91), 
allow us to express (3.99) as
N i N
ji)  =  ô S
i j = l
+  Pp(^)^n(j) +  PnMPpl?)
^p (4P pU ) +  ^ n ( 2)PnU)
drdr' ) .
Now consider the Coulomb part, going into SSI space and simplifying we have
< ^ A) I e§ I ^ A)> =  |  E
i,i=l
E  E  (S4  / /  M t â g r W g A Ï Ï M j d r d i '
r H ^ 1-1 X<7=4:1 t=4z1
_<7Z= ± 1  T / = z b l
-  S jS ' J J  0 i<ÿ'yggp(i)gpO')<ÿ,>( dr dr'
Summing over all spin states leaves us with one non-zero term for each i and j ,  so
ij =1 i , 3=l
-  I I  <i>i<l>jV?j g p ( i ) g p U ) < l > i < P i d r d t
Z 7 „  7 /
(3.100)
We collect the nuclear and Coulomb terms from equations (3.5.3) and (3.100) to form
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where
nj
and
Uin = ^gp(i)gPU) + ^9n(i)gn(j) +  gP(i)gn(j) +  gn(i)gP(j) v f j+ w ?  (3.102)
w?i = 9 P(i)gP(j)vfj- (3.103)
Now moving onto the three body part of the calculation, we have
1 N
(^ iA) | Vr(3) | ^ A)) =  g X )  I ^  | i j k  +  k ij  + j k i  -  ik j  -  j i k  -  kji).  
In SSI space this becomes
( ^ A) 11>(3) I ^ A)) =  5 è  E  E
ij",A:=l o"=±l r = ± l  '^=±1 r /= ± l  
c t " = ± 1  t " = ± 1
C O/ Q llrp  rp tr p
i j k  i j 1 1
C Qllrp rp! rp,— DiDkD j± i± k±,
S & S ' I T ^ T ,
jTk JJJ $i4‘'j$kv?jk<t>i,t>'j<t>k drdr'dr"
+ SkSlS"TkT!T" J J J  W ^ l v ^ k W 'j  dvdv'dr"
+ SjS'kS"TjT'kT" JJJ  W ^ ' L v ^ ^ ' !  drdr'dr" 
kT " JJJ M 'M ^ i fk M 'k ^ j  drdr'dr"
"iTk JJJ M '$ k vifk<t>j(t,i<t>'k drdr'dr"
-  S k S ' ^ n r ^ )  J J J  4 0 ' dr dr ' dr ") .
Substituting the three body potential (3.94) and simplifying we see
(*£*> | O P ) | *£*>) =  |  E  E  E  S iS ’^ T ^ T ^ S i S ’^ T i T ^i,j,k=l a = H  r = ± l  
a ' — ± l  t '=±1 
a " = ± l  t " = ± 1
I Q Ql Qllrp rp/rp/f . r r  r t /  Qllrp rp /rp /l Q q I Q llrp rp lrp ll~r Ok^i^j J-kJ-iJ-j +  àjOkOi -LjJ.k1i ~ biDkdj J-iJ-k1! 
-  SjSXTjTir,! -  SkS'^TkT’jT!') J  dr.
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The values of
E \   ^ C Q/ C ,,rP nnlrpll C O O /  OllrP rri/rp, /  , ùiDjDkl i ± j l k
< J = ± 1  T —d=l 
c r ' = ± l  T / = i l  
a " = ± l  t " = ± 1
I C  C 1 C f ,r r  r p l i - p l l  I rr rr/ C , , r T  r p / r p / /+ O f t O i D j  I k J - i - L j  + à j D k d i  J- j J-k1 !
rr rr/ rrZ/rri r p l r p l l  rr rr/ r r //n n  r p l r p l / \
j Z /e j 2 /c )
rr rr/ n i l r p  r p l r p l l  
—  D i D k D j l i ± k ±  j
(3.104)
ij
k tP tP tn tn
( tp , Tp ) (tP tP , tp ) (tP , tP , tP ) (tP , tP , tn) (TP, tp , tn )
(Tp , tP ) ( TP , tP , tp) (tP , tP , tP ) (tP , tP , t n ) ( tP , tP , tn )
( tp , Tn ) ( TP , tn , TP) (TP , tn , tP ) (tP , tn , tn) (Tp , tn , tn)
( tP, tn ) ( TP , tn , tp) (TP , tn , tP ) (TP , tn , tn) (Tp , tn , tn )
U p , tp) ( tP , tP , t P ) ( tP , tP , tP ) ( tP , tp , tn) ( tp , tp , tn )
( 4p , 4p) ( tP , tP , tp) ( tP , tP , tP ) ( tP , tP , tn) ( tp , tP , fn )
( tP , tn ) ( tP , tn , tp) ( tP , tn , tp ) ( tP , tn , tn) ( t p , tn , tn )
( tP , tn ) ( tP , tn , tp) ( tP , tn , tp ) ( tP , tn , tn) ( tP , tn , tn )
( tn , tp) (tn , tP , tp) (tn , tP , tP ) ( tn , tp , tn) ( tn , Tp , tn )
( tn , tP ) (tn , tP , tp) (tn , tP , tp) (tn , tP , tn ) ( tn , tP , tn )
( tn , tn ) ( tn , tn , tp) ( tn , tn , tP ) ( > , tn , tn ) ( tn , tn , tn )
( tn, tn ) ( > , tn , tp ) (tn , tn , tP ) ( tn , tn , tn ) ( tn , tn , tn )
( tn , tp) ( tn , tP , tP ) ( tn , Tp , tP ) ( tn , tP , tn) ( tn , tP , tn )
( tn , tP ) ( tn , tP , tp) ( tn , tP , tP ) ( tn , tP , tn) ( tn , tP , tn )
( tn , tn) ( tn , tn , tp) ( tn , tn , tP ) (tn , tn , tn) ( tn , tn, fn)
( tn , tn) ( tn , tn , tp) (tn , tn , t P ) ( tn , tn , tn) ( tn tn , tn )
Key
Table 3.4: Shows all the possible values the terms in the sum in equation (3.104) can 
have. Along the first row is the type of particle k and along the first column are the 
type of particles i and j .
are shown in table 3.4. By studying the table we see that the terms containing 
particles with all three isospins the same, are zero. We are left with six unique terms 
in the sum and for each of these unique terms half of them are non-zero. This allows
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us to write the following:
11/(3) | ®M)) 
/
12 5 3  [  i^iaw w * + E  /  w 2i ^ H * i a* + E  /  w 2i&i2w 2dr.• Z- T*> v/ -z- AT «V «‘z- A7 VieP
V J W
\fceiv
ieiv
J6PfceN
ieATJEN
fceP
+
zGiVJGP
feeP
iePJEN
fceP
) Ipfeeiv
Using the definitions of equation (3.91) we can write the above as
h
12 5 3  (Pp^)^nU)Pn(A;) +  Pn(2)^p(j)^n(^) +  ^n(2)^nU)^p(A:)
+  Pn(2)Pp(;)Pp(A:) +  ^p(2)^nU)^p(A:)
+  PpW ppü)^nW ^ J  |</>i|2 |^ - |2|<fe|2 dr.
We can simplify the above to the following:
( t W  | y(3) | ÿ M )  =  Y , J < P i  ( E  Spn^ l^ Pl^ l2 J < p i d r d r , (3.105)
where
_  _^ L 
12S'pn
+
ffp(*) (gn(j)gn(k) + gn(j)gp(k) + gP(j)gn(k) J
5n(i) ( g p U ) g P ( k )  + g P ( j ) g n { k )  +  g n U ) g P ( k )  )
(3.106)
44 CHAPTERS. STATIONARYHARTREE-FOCK
Finally by combining equations (3.97),(3.101) and (3.105) we can write the expecta­
tion of the Hamiltonian as
( ^ A) | H  I ^ A)) =  d r + \  è  / /  M j ’U i j M j d r d r '
i=l ^  i , j=l  ^
f [ M 'jw?j<t>i4li d rdr' (3.107)
•J=l
+ Y , f $ i & d l -
3.5.4  Minimizing the Hamiltonian
Adding the Lagrange multipliers to maintain the normalisation in equation (3.107) 
yields
/c[>i , . . . , =  X )  /  fa  I h  + /  $3u^ 3 dx' + 5 3 4 ^ j ) i ^ i % i 2
fc=l J  V ^ ij=l
-  Afc j (ÿfc dr -  i  ^  I l  d r '  dr,
/  &j=iJJ
(3.108)
which we now label /C. The dummy indices z and k have been relabelled k and i so 
that /C looks more like the Hartree case, considered in section (3.3.3). The integrands 
are split into a Hartree-like functional and the remaining parts to give
/C[ÿi,. . . , 4>n ] = T[ÿi , . . . , 0at] +  i7[0i, • • • 50jv]j (3.109)
vkj =ukj
where X[<^i,. . . ,  c^n ] is defined in equation (3.36) and
N „ Z i / »  JV
= f  <Pk ( |  /  4>’kukk4>'kdr' + Ÿ ,  9pn,j)l*ri'i63n
fc=l ^ X ^ 1,3=1 /
1 77 _ _
~ ô 5 3  / /  A  d r ' d r .
kj= iJJ
(3.110)
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We make the analogous arguments to those in section (3.3.3) so consider +  
eiRi, ...,<f>N + Cn Rn ] and define the following quantities:
A k =  J  [4>'k +  ukk [<t>'k +  tkv'A d r'
= /  fikukk<l>'k + eknkukk<t>'k + tk&UkkV'k + 4v'kukkVkdr', (3.111)
N
Bk =  ^ 2  <7pn*'^  Iÿi +  tiRi |2 l^j +  tjVj |2,
i , j = l
C j  =  (</>'• +  ejr)'j ) w k j ((f)j +  ej i j j ) ,
to keep the subsequent equations more compact. This gives
i r
+  ^ i T / i , . . . ,  </>jv +  e v w ]  =  % ^ 2  /  (ÿjk +  Afe ((j)k  +  e k R k )  d r
k = i  J
N
(3.112)
(3.113)
+  5 3  /  (<Ak +  efc77fc) (ÿ& +  ekr]k) dr 
k—l
_  5 è  I I  ( ^  +  +  ekv'k)  d r ' d r .
(3.114)
k,j=l
Expanding each sum with the multivariable Taylor Series we have 
F^[4>i +  ei?7i , . . . ,  ÿjv +  £n Vn ]
_d
2  \ emde,
m = l
AT
+  E  I
771=1 
N
5 3  /  +  % )  Afc ( ^  +  6^%) dr
A:=l ^
53 / (<j>k +  ekRk) dr
k=l J
N
61,...,6^ = 0 ,
ÏÏ 5 3  f 6m ÂE" 5 3  [ [  +  Cj %  +  efc^ fc) dr' dr
m=l I m .k,j=iJ
+  0 (e 2),
(3.115)
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where e =  max(ei , . . . ,  ejv). The three are considered separately, we label the top sum 
J i ,  the middle J 2 and the bottom J 3. Starting with J i  we have
1 N d I N f  -
€rna ~  5 3  /  (<t’h + Afc ( 4  +  ekT]h)
m —1 €m _ fc = l^
dr. (3.116)
ei,...,ejv=0
As A A; has no dependence on em when k ^ m  the em derivative sets all A; 7  ^ m terms 
in the sum over k to zero. This lets us write
1 ^  /* <9
\J l =  ~Z "y  ^£m I  (0m +  tm Vrn) Am (0rn T  ^-mRm)
1  m=l ^
dr. (3.117)
ei,...,ejv=0
The chain rule allows us to perform the remaining differentiation to get
1
N
m —1
— 9 5 3  6m /  ( v^ rnlei,...,eAr=0 0™ +
+ t  9Am 0 de
0 m ^m |ei)...)6N=o77^
0 i
(3.118)
Cl —0
dr.
Using (3.111) we can say the following about A:
Ar
and its derivative
dA,
dCr eir..,Civ—0
V m U ’r n m 4 >m  T  0m ^hnm ?7m
(3.119)
(3.120)
Substituting these relations and splitting the integral we get to
m=l L V LV
0 m  +  0r 0m^77im0m
+ / 0 ?^m^ 7nm0m T ^
r)m dr
0 m <^ r
(3.121)
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Splitting the integral means we are able to swap the integrals over dr and dr' in the 
bottom term, allowing us to write
<Jl — ^   ^€m I ( T]m I ^mm \ I ^  "t" (pm I | (pm I ^T
m —1 d  \  U  J U
This is the form we want this functional in so now consider
Tim J dr. (3.122)
^ - E e">dem
m = l
5 3  /  {tpk +  CkVk) B k ((pk +  ekr}k )
k = l  ^
dr. (3.123)
The sum over k is split into the k = m  term and the k ^ m  terms,
N d
J 2 - T 2 e™9e
m = l
N
+  E
m —1
_d_
den
J '  {(pm  T ^m'dm) {(pm T  d-m'dm)
N f  ~
5 3  /  +  CkVk) B k {(pk +  ekrik )
dr
k = l_k^m
(3.124)
dr.
€i —0
We can then perform the em derivatives using the product rule so that
N
m—1 dCr
(pr
+  I (Pm ^m |ei)...)€N=o
IV „ iV
77m) d r +  5 3  /  5 3 ^
771=1 fc=lk^m
de7 (pk dr
and
7V^ n _ / TV  ^ (9B/j
v^2 — 5 3  6771 /  -^ m |ei)...)6;v=o +  I 5 3  ^  "ÂT"’
m = l d  \ k = l  m
dr. (3.125)
ei,...,ejv=0
Using (3.112) we can say
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and calculate the derivative
<9er
d
ei,...,ejv=0 d tr i i
N
E +  tiVi) (fii +  urii){<t>j +  +  ejVj)
Letting
allows us to say
der
_  _d_
ei,...,eN=0  ddm
_d_
der,
N
E
N
6 \ j6jy—0
N N
E  +  E  +  E  4 n 'md)'
*,j = li^m
j^m
z=lz#m JJ1
' i/pn a m,m
Differentiating the first sum yields zero, as it has no dependence on er 
sums can be computed by calculating the derivative of to give
de7
N N
3=1j^m
N
E  (9pn<’m) +  9pnm’,)) +  ^mVrn)-
i=l
. (3.127)
(3.128)
6 l  , . . . j 6 j v — 0
, the other
(3.129)
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Using the definitions in equations (3.91) and (3.106) we can say that g^n,m^  + 5,pn’m,î) =  
2 gpH,l'k\  simplifying the above equation to
der
N
ei,...,ejv—0 i = i
Using this relation and (3.126) we can simplify equation (3.125) to the following:
N N
J 2  =  Y l em /  ( W m  +  Vm(/>m) ^  Æ  
m = l  1
N  /  N
+  2 Y , ( (’ïmÿm +  ÿmî/m)
k = l
This can be further simplified to
N
Z=1
J 2 =  3 E < -  /
m = l  J
Vm
'  N ■ V ■
E < ' y ) i 4*m T  0 7 7 7
J j = i _ W = 1
Wm) dr.
(3.131)
Now on to J 3 where
Jz =  ^  f f  (<j>k +  tkVk) Cj (^k +  efc?7fc) rfr; dr
m = l 6m U j = l
. (3.132)
€l V..,6jv—0
Applying the chain rule we find
N  N
2 m —1 k , i= l
,e/v=0
+  | 4 Ë + 5tm ( 4  Cjlei,...,£„=o,?«:)
= —2 53 671 53 [ j  k^m i^ k ^ ô\ei,...,eN=0  Q L i , . . . , 6 ^ = 0 % )
4  ) dr'dr.
ei,...,ejv=0
JV AT
7 7 1 = 1  f c , j = l
+  l * g ei,...,ejv=0
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Using (3.113) we can say
Cj\ei,...,eN= 0  ~  fijWkjfai
= 5jm {n'jWkjh +  <P'iWkjVi) ,
dCj
de
(3.133)
(3.134)
€1 , . . . ,Ç Jv = 0
which implies
m=l
N
Skm [Vk (4>'jw2j4>j) <t>'k +  4  (4>'jW<i j 4>J)
+  5,'m [ 4  {fijWkj<j>j +  < ]  * '  dr
5 è  ( £m è  / /  ( fijVkjh) 4>'k +  <i>k ( fi jW yh)  Vk] dr' dr
m=l X j=l
Y  j j  [^k{v'mwkm<t,m +  <i>'mWkmVm)<t)'k] dr'dr J  .
We can re-arrange the sum over k so that it is equal to the sum over j .  This allows 
us to simplify the above to
N  /  N  r r  \
^  = - Y \ emY  i&jWnjtj) 4L +  4m (fywLjh) vL] dr' dr ) .
m =l
Finally rearrangement of the above provides the desired form of J 3 as
N
J s - - ^ 2
m =l
Vm J  fijwLjM'm d r ' dl + Y j J J  4 L 4 j w ‘i i <t>'jd r ' Vmdr
)■
(3.135)
Using (3.122), (3.131), (3.135) and the above we may say 
A J  =  J[(j>i +  61771, . . . ,  ÿw +  eww] “  • • •, ÿw]
— ] em ( /  Vm
m—1 V Lv i,j= l j = l
+
/* ^  N r - -
i j = l 3 = 1  J
rjmdr) .
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As A/C =  AZ +  A J  then adding the above to equation (3.47) gives
N
a k  =  E
m=l
[  Vm ^m V m  +  E  /  
J L j=l
-  Ë  /  *' + 3 ( £  l |^2|^|24n’y) " Am^m
3=1 J  \ i , j = l  /
7—1 J  .7=1  J
(3.136)
IV
+  3 ( E  -  Am*
JJ=1
Vm dr
At  this point we can use analogous arguments to those used in section (3.3.3), which 
amount to setting the quantities in the square brackets to zero, yielding our Hartree- 
Fock equations,
m^Vm + E /  Mmil*|2dr'*n-E /  dr'*
j =1 J 3=1J3  
N
(3.137)
+  3 ( E  l * l % | 24 n ' y )  ) 4>m =  A m *n ,
<ij=l
as well as the conjugate equations which we discard. In the next section we write the 
above equations in terms of densities which is a common way to express the equations.
3.6 Hartree Fock Equations
We now write equation (3.137) as two sets of equations for neutrons and protons each 
with density terms. Starting with the second term in the equation (3.137), we use
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equation (3.92) to get
J2 J  = toJ2 J
3 = 1 j=l
Wpn(j) + ^ p WPn(j)
+  2nMPpl7) 0 ( r  — r^ l^ '-pdr'
+ vJ2 [ gp(m)gp(i)i  ^ ,il^l2dr'-
j= i J  1 1
Considering the cases where m is a neutron or proton separately, we can simplify the 
above to the following:
Y. [ =  <
3=1 J
to (Pp +  §Pn) m is a neutron
to (Pn +  |p P) + v f  ]^H\dr' m is a Photon 
Now consider the third term in (3.137)
^  r _ ^  /* _ iY  /  <i,'jWmj4’mdr' = n Y  /  ‘A jg p M g p O ') !
.7—1 J  3 = 1  1 1
. (3.138)
which simplifies to
0 m is a neutron
3 = 1 - ^  E ,= 1  f  i ï è ï j ÿ f i m  dl' m i s a  proton
Finally the fourth term in equation (3.137) is
N \  N
i,3=l
(3.139)
9 P(m )  +  gn(j)gP(i) +  9 p (: /)g „ ( î)
+ .9 n (m ) ( f lp ( î ) f lp ( j )  +  9 p ( i ) 9 n ( i )  +  9 n H ) 9 p ( f )  )
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This can be simplified to
3 t  =  |  ( Pp (PP +  2Pn) m "  " neUtr°n • (3.140)
1^=1 |pn(Pn +  2y9p) m is a proton
Taking account of equations (3.138),(3.139) and (3.140) we have the set of coupled 
equations that the neutrons obey,
+  2 ^n)  %^P (^P — ^rnÿmi (3.141)
and that the protons obey,
_ 2 m ( p* +  2^ p ) +  (^n +  2pp) +7] J
-Tl( [ IT T T T T ^ ^ m * '^ ) =
? =1 I /
(3.142)
Comparing to the Hartree equation (3.53), we are again presented with a coupled sys­
tem of non-linear differential eigenvalue equations. This time because of the presence 
of the Coulomb potential which only acts on a subset of the particles in the system 
we have two sets of equations: one for protons and the other for neutrons. However 
inspecting the set of proton equations reveals yet another complication. Inclusion of 
fermion symmetry has yielded a term differing from those already encountered. The 
Coulomb parts of the potential are included in a direct term, the last term in the 
square brackets, and an exchange term, the sum over j .  The nuclear parts of the 
potential contains both the direct and exchange terms as a density because of the 
zero ranged property. This also is a reason for the Skyrme force’s success because in 
general the exchange term is hard to calculate efficiently and it therefore circumvents 
the problem.
The Coulomb potential cannot be approximated by a zero range because it decays 
slowly and this means that the exchange term in the above form must be used. 
Consider the mth equation then upto 0 ( N )  integrations, depending on the amount of 
degeneracy, have to be performed within the exchange term. As there are N  equations,
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in the system, this means that there could be upto 0 ( N 2) integrations required to 
calculate the whole system. Inclusion of this term would result in extremely lengthy 
calculation times, especially when performing time-dependent calculations. So we 
make the approximation that
T ,  f  [  |r  f  r /| \ = 0. (3.143)
j=l 1 1 /
The reason for doing this is purely for ease of computation and we make no argument 
that this is an accurate approximation. The previous discussion is by no means 
to persuade the reader that calculation inclusion of the exchange term efficiently is 
impossible, within nuclear physics the Slater approximation is commonly used which 
results in a density dependent term similar to those in the nuclear terms [44].
It is noted that calculations can be performed without the Coulomb potential at 
all, so that 77 =  0. The proton and neutron densities become equal in this case and 
all single particle states obey the potential
V(r,p) = ^ J - P + J ^ P 2- (3.144)
Calculation of this simplified setup will be of use in chapter 7, where the Coulomb 
potential’s additional complexity is excluded for ease of computation.
Finally we note that the results are in agreement with the equations described in 
reference [43] and so are reassured that the steps we have made are valid.
3.6.1 Differential Form of the Coulomb Potential
Inspecting the Coulomb part of the potential it can be shown to be the integral 
solution to Poisson’s equation. If we let
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then
W c(r) =  Vj  pp(r')V (3.146)
Green’s function theory tells us [45]
V 2-j— ~ 77 =  —47r5(r — r'). r  — r '
(3.147)
Substitution of the above into equation (3.146) and simplifying yields the differential 
form of (3.145)
V2K (r) =  -47r»7Pp(r). (3.148)
From this point on we shall continue to use this form of the Coulomb potential, as 
we can handle it in a similar way to the other differential equations that will appear 
in this work.
3.6.2 Hartree-Fock Equations for Spherically Symmetric Potentials
Before we start to write the previous equations assuming spherical symmetry, we shall 
look at how a general three dimensional Schroedinger equation simplifies and then 
apply the results to our case. So consider for an arbitrary V  and cj)
We shall use spherical-polar coordinates so that r  =  (r, 0, tp) and assume the potential 
is a function of only r. The Laplacian in spherical-polar coordinates can be shown to 
take the form [46]
(3.149)
i d2 1 
+  - —sin 0 dip2
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If we now try the separation of variables technique by letting
<j>(r,e,'fi) = R (r )Y ( 6 ,<p), (3.150)
then it can be seen that equation (3.149) can be split into a radial eigenvalue equation,
i ê ( r 1 l ) - 2 r V = f c ’ (3 ' 151)
and an angular eigenvalue equation,
1 1 d f  . ad Y \  1 1 d2Y  , /01cn,
-  Ÿ ^ ê d ê  { a m e l 9 )  ~  ~  { ]
Equation (3.152) is the differential equation that the spherical harmonics satisfy [25]
y r v M  -  n r  ( ^ f ^ )
where Pzm are the associated Legendre’s functions given by
p d + m
Pr(u)  =  (1 -  u T /2 g ^ ( u 2 -  I)'-
It is known that its solutions yield two parameters; a non-negative integer I and 
another integer m  = —I, —I +  1 , . . . ,  Z. The parameter I is known as the angular 
quantum number and m  the magnetic quantum number [47]. The value oî k = 1(1 + 1)
can also be shown to be a resultant from an analysis of equation (3.152). With this
we can move on to the radial equation, which by making the substitution
R„,i(r) = (3.153)
can be written as
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where the quantum number n  labels the separate values of Àn in the above. The 
three dimensional equation has now been reduced to an equation where the analyt­
ical solution is known and another one dimensional equation, which can be solved 
computationally. We shall now describe how the above applies to our equations.
Density Dependent Terms
Each particle in our system has only one value for the angular momentum, magnetic 
and n  quantum numbers, so each single particle wavefunction has associated with it 
a set of (n, Z, m)  values. This means we can let each single particle wavefunction take 
the form of equation (3.150). One feature of our problem that complicates m atters is 
its non-linearity, meaning the potential is dependent on the wavefunctions. Therefore 
some restrictions on the degeneracy of the states are implied. If we consider the 
offending term in the potential, the density, and write it as the following sum:
require the subsets of protons, Sp, and neutrons, SV In order to ensure that the 
density is spherically symmetric we restrict the nuclei considered, so for each unique
(3.155)
(n,l,m)eS
(3.156)
where S  is the set of all (n, I, m)  values of the particles within a nucleus. We also
n and I the nuclei contains 21 +  1 particles with values m  = —I to m  = I. This allows 
us to write the density as the following sum:
(3.158)
(3.157)
(n, l)es
since Y?m=-i [48]. We assume the set S now contains the ordered
pairs (n, I) as specifying the values of m  is now redundant. The density is now only 
dependent on r and so we now move on to simplify the Coulomb differential equation,
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(3.148), with a spherically symmetric density.
T he Coulomb Term
As the Coulomb term is found as the solution to a differential equation, it requires
further analysis. V^(r) can only depend only on r then
%(r) =  %(r). (3.159)
Now taking the Laplacian in spherical-polar coordinates we can write the differential 
form of the Coulomb potential (3.148) as
+  2r^ r  = -47TWp(r). (3-160)
The angular derivatives of the Laplacian on Vc yield zeros because it is a function of
only r. If we now make the substitution
Vc(r) =  (3.161)
then equation (3.160) becomes
d2Wc
dr2
=  —47T77r/9p(r). (3.162)
To ensure that the Coulomb potential is finite at the origin we must have the boundary 
condition
Wc(0) =  0. (3.163)
To gain a second boundary condition we can assume pp(r) =  0 for r  >  Rcoub This 
allows us to write the solution to (3.162) as
W c ( r )  =  A r  +  B . (3.164)
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Requiring the Coulomb potential be finite as r  -> oo implies A  = 0 , then differ­
entiation of the above and evaluating at r  =  Rcoui yields the Neumann boundary 
condition
dr
=  0 . (3.165)
r-Rcoul
Building Nuclei
Here we give more detail of the contents of the sets Sn and Sv. We could generate 
these sets numerically by looping through 5n’s and S^’s and choosing the ones that 
yield the lowest energy, which as described in section 3.3.1 would be the ground state. 
However we shall use results from the shell model [49, 50] to specify these sets, which 
are explicitly shown for ^He, 1gO and ^ C a  in Table 3.5. The sets for Sn and Sv have
Nucleus (n, I) E Sn or Sp 21 + 1
Helium-4 (0,0),(0,0) 1
Oxygen-16 (0,0),(0,0) 1
(0,1),(0,1) 3
Calcium-40 (0,0),(0,0) 1
(1,0),(1,0) 1
(0,1),(0,1) 3
(0,2),(0,2) 5
Table 3.5: Table showing the explicit elements of the set Sn and 5P for the nuclei .
the same form and so we don’t list each individually, also the duplicate (n, I) values 
represent the spin-up and spin-down particles. We now have all the information 
needed to start calculating the ground states of the nuclei shown in table 3.5.
3.6.3 Summary of Results
Here we show a summary of the main results from this chapter. We showed that we 
have the following set of eigen-equations that the radial single particle wavefunctions
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obey:
2 m  d r 2 2 m  r 2
which subject to the boundary conditions
Qn,z(0) — 0,
Qn,Kr ) 0, as: r  -> oo.
The single particle wavefunctions can be calculated from the above with
^ r , e , v ) = 9sÉ! lY^{f i , ip ) .
(3.167)
(3.168)
(3.169)
When calculating a neutron single particle wavefunction the potential, V(r, pn, pp), is 
equal to
V N { r , p n, Pp)  — to  (^pp +  - p n^  +  -jP p  (Pp +  2pn) (3.170)
and when calculating a proton single particle wavefunction equal to
b?(r, Pn,Pp) — to ^pn +  "J^11 ^ p )  ^c(r). (3.171)
The densities are given by
^  A n r 2 5 3  ^  +  \Qn , i { r )\ 5 (3.172)
( m , Z ) E S
where for pn: 5  goes to Sp and for pp: S  goes to Sp. By referring to the information 
in Table 3.5 we gain the elements of the sets Sn and Sp.
The Coulomb potential can be found by solving the following differential equation
d = -47rprpp(r), (3.173)
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for Wc, subject to the boundary conditions
aWc(r)
dr
Wc(0) =  0,
=  0 .
(3.174)
(3.175)
r—Rcoul
Wc can be used to calculate the Coulomb potential via
CHAPTER 4
Stationary Hartree-Fock: Discretization and Results
In this chapter the numerical scheme used to solve the stationary Hartree-Fock equa­
tions is presented with results from its computational implementation. We start by 
describing the discretization of the equations from the previous chapter on a spatial 
grid. Afterwards, we show some tests to show how the discretization scheme performs 
to support the case for the validity of the implementation. Finally results from the 
implementation are compared to experimental results and their accuracy commented 
upon.
4.1 Discretization
How solutions to the equations of section 3.6.3 are approximated by a series of matrix 
equations, solvable on computer, is now described. We begin by proposing an iterative 
self consistency scheme that produces a set of recursive linear equations from a set 
of coupled non-linear equations. The discretization of space, the eigenvalue equation
(3.166) and the differential equation (3.173) will be described.
4.1.1 Linearization
Self consistency is a common method to linearize non-linear problems. For equations
(3.166) we propose that at each iteration we can calculate a potential from the pre­
vious iteration’s single particle wavefunctions and then solve the system to produce 
updated wavefunctions. Of course for the initial iteration we have no information 
from a previous iteration and so we are required to specify a guess of the solutions.
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Mathematically we write this procedure as the following:
( ~ L & + « ■ '  -  ( U )
where p® and p ÿ  are the densities calculated using iteration f s  single particle wave­
functions. The initial guesses, are chosen to be harmonic oscillator wavefunctions 
[51]
(4.2)
where the Ln+2 are Laguerre polynomials and the A  is chosen to normalise the (r). 
Inspecting equation (4.1) we see that to proceed from one wavefunction to another we 
first have to calculate the potential which itself requires the solution to a second order 
boundary value problem. Once this has been acquired we are required to solve the 
differential equation (4.1), which is just a set of linear time-independent Schroedinger- 
like equations. Both these tasks can be completed efficiently by finite differencing, 
which will be described in the upcoming sections.
Finally a condition to specify when we should stop iterating equation (4.1) is 
required. We choose when to stop iterating by monitoring the least converged of the 
single particle energies, specifically when
max (|ÀZ — À|) < 10-16. (4.3)
A e s ,A 'e s z
In the above S  and S'  are sets of single particle energies from the calculations at 
iteration i and i — 1. Termination is chosen when the difference is less than 10“ 16 
because double precision is used to represent numbers in the implementation.
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4.1.2 Discretization of Space
Finite differencing methods involve choosing a discrete set of points to represent the 
variables and functions in a problem. Below we define our discrete spatial variable
rm = raA r, (4.4)
A r =  F ’
where m  =  1 ,2 , . . . ,  M. We call the the set of rm the gridpoints and A r the grid- 
spacing. R  is the outer boundary of the grid, which is the radius of the sphere the 
calculation is performed within. Inspection shows that we have excluded the origin 
from the grid which will prove useful later.
Derivatives are calculated using their finite difference representations where the 
first derivative evaluated at rm is given by [52]
d f
dr
+  0 (A r  ) (4.5)
r=rm
and the second derivative by
a 2/
d r2
/ O w i) 2 / (rm) +  / (rm- i ) ^
These formulae can be derived by combining various Taylor expansions around dif­
ferent points. Integration is performed by using the extended trapezium rule [52]
Ar
f ( r )  dr = —  ( / ( r 0) +  f ( r M)) +  A r ^  f ( n )  +  G (Ar2), (4.7)
a i—1
unless otherwise specified. Using these formulae all the operations we require on the 
discrete grid can be calculated.
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4.1.3 Matrix Form of Second Order Differential Operators
Second order differential operators occur throughout this work and so it is useful to 
consider how their general form looks when discretised. Consider1
Ôf(r)  = a ( r ) ^  +  b(r)f(r). (4.8)
Using equation (4.6) we can give the above equation evaluated on points of the discrete 
grid (4.4) as
Ô f(rm) = —^ ( a ( r m) / ( r m+i) +  [Ar'J6(rm) -  2a{rm)) / ( r m) +  a(rm) / ( r m_ i))
+ 0 (A r 2).
Letting / ( r 0) =  0 and f(rM+i) = Owe can describe the above equation over the entire 
grid by a matrix-vector product
Af
A r2
f D 1 U2 
L\ D2
V °
0  ^ /  / ( n )  )  
f i r i )
U m - i 
L m - 2  D m - 1  U m  
L m - i D m )
+  O (A ^ ). (4.9)
where;
Dm — bivm) 2 a(rm), 
Lm — Um — CL^ Tm)-
(4.10)
(4.11)
In the above the implicit assumption of homogeneous Dirichlet boundary conditions 
at 0 and Tm+i has been made, however different boundary conditions can be applied 
by replacement of the first, for r  =  0, or last, for r = Tm+i, rows2.
1None of the problems considered here will contain a first derivative and so it isn’t included in 
our considerations.
2This is not the only way to apply some boundary conditions, in the finite difference scheme, but 
is the only way we use here. Once the right hand side of 4.9 has been specified, an alternative is to
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4.1 .4  Solving the Eigen-value problems
How we choose to solve the eigen-equation (4.1) within the discrete space is now
shown. Using the results from the previous section we form an M dimensional eigen­
value problem
A Q ^ 1’ =  A i r Q i r  +  0(A r2), (4.12)
where Q i' Y  =  (qI'b 1*(ri)> Qli'n1^ r2'l’ • • • > Qi'n 1)(?"m)) is an M dimensional vector. 
Comparing equations (4.10) with (4.11) we can specify the diagonal and off-diagonal 
elements of the matrix A  as:
Dm = A r2 ( v ( r m, p ÿ , p ÿ )  +  2m  ^ r 2  ^  ~ > (4-13)
h2
Lm = Um — —%—• (4.14)
2 m
Here we chose to keep the Dirichlet boundary conditions at both ends. We know from
(3.167) that the solution must be zero at the origin. The boundary condition (3.167) 
is specified at infinity, but we are solving the problem on a finite grid and have our 
outer boundary at R, so it is unclear what we should impose here. Equation (3.167) 
shows the function should decay to zero as r increases, so we make the assumption 
that we can choose an R  large enough, such that the function is always zero after 
this point. From a physical point of view this seems reasonable as nuclei are bound 
objects and should be localised near r  =  0. So we apply the boundary condition
Q § (R  +  Ar) = 0. (4.15)
The above means the outer boundary, R, must be chosen with care. l i  R  + A r  is 
not large enough the internal solution may not have decayed to zero at that point, 
meaning equation (2.14) will not be satisfied. So solving equation (4.12), where A  
is defined by (4.9) and its elements defined by equations (4.13) and (4.14) will yield 
a solution good to G (A r2), assuming no instability. A matrix eigenvalue equation
negate a vector b =  (L0/(ro), 0 , . . . ,  0, LM + if {r M +i ) )T  from that right hand side.
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solver may be used to do this, here we use Lapack’s DSTEBZ subroutine to find the 
eigenvalues and DSTEIN to find the corresponding eigenvectors [53].
4.1.5 Solving for the Coulomb Potential
Comparing equation (3.173) to (4.8) yields the M-dimensional matrix equation
A W C =  -dTrTyb +  £>(Ar2), (4.16)
where b =  (rip(ri), r 2p(r2) , . . . ,  TmP^m)}7' is an M-dimensional vector. Here the 
Dirichlet boundary condition at r  =  0 is kept due to equation (3.174). For the 
outer boundary we know from (3.175), that — 0. To apply the derivative
boundary condition, specify Rcoui = R  — |A r  and consider equation (4.5) with a
spacing |A r  evaluated half way between the last and penultimate space steps, rM_ i,
then
Wc(rM) -W c (rM - i )  +  0 (A r 2 j =  q (4.17)
We can use the above to replace the last linear equation in the matrix A  yielding the 
following matrix elements;
Um = 1, (4.18)
D m = {  2’ m < M , (4.19)
Ar, m  = M
1, m  < M
, (4.20)
■Ar, m  — M  
and the modified vector
b =  ^ r ip ( r i) , r2p(r2) , , rM- ip ( rM - i ) , O^ j . (4.21)
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A matrix equation solver can now be used to solve this system of linear equations, 
specifically we use Lapack’s ZGTSV subroutine3.
4.1.6 Step by Step Procedure
We show the step by step procedure for solving the TIHF equations in algorithm 1.
A lg o rith m  1 Solution of the Discrete TIHF equations 
2 =  0
Calculate (r) using (4.2)
w hile maxAG s,xfe S' (Az — A) < 10~16 do
Calculate the proton and neutron densities, from Q ^ (r ) ,  using equation (3.172). 
Calculate Wc(r), from proton density, by solving equation (4.16).
Calculate the Coulomb potential Vc(r) = ^ r e ­
calculate the neutron and proton potentials, using equations (3.170) and
(3.171).
Calculate the neutron and proton and A ^ ^ ’s by solving the matrix
equations (4.12).
2 =  2 +  1 
end  w hile
Calculate the single particle wavefunctions using (3.169).
4.2  Testing
In this section we test how algorithm 1 converges with respect to different parameters. 
This is done by monitoring the least converged of the single particle energies,
max (IA' — A |). (4.22)\es,\ fes'
S  and S' are sets of single particle energies from calculations of the same nuclei, with 
a change in a chosen parameter. Firstly how well the solution has converged at each 
iteration is considered. For this test A and Az in (4.22) refer to the single particle
3ZGTSV is the complex variant of this routine, however as the described problem is real then 
we could also use the double precision variant, DGTSV. ZGTSV is used because it allows a simpler 
implementation when combined with the time-dependent code.
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energies at iterations i and 2 — 1 respectively. Calculations with an outer boundary 
at 30 fm and Ar =  0.1 fm have been perform and are shown in figure 4.1
%
gcc
UJ•<
10°
i-10
1-15 Without Coulomb
30 402010
Iteration
He
Ca
With Coulomb
10 20 30 40 50 60 70 80
Iteration
Figure 4.1: Plots showing the values of equation (4.22) against the current iteration.
Both sets of calculations start converging exponentially after about 20 iterations. We 
observe the trend of more iterations being required for convergence when the Coulomb 
potential is included.
Next the grid spacing is gradually reduced to see how the setup converges in terms 
of this spacing. Solutions on grids with outer boundaries at 30 fm and increasing 
numbers of points allows for a measure of convergence. Specifically we calculate 
solutions with
At*!-7) = 30
20 + 10; (4.23)
for j  =  0 , 1 , . . . ,  60. The A and A' in quantity (4.22) now refer to single particle energies 
from calculations performed with grid spacings A r ^  and A r^ -1  ^ respectively. Figure 
4.2 shows the results.
We observe that whether the the Coulomb potential is included or not, exponential 
convergence appears for A?’ < 0.3 fm. The value A r =  0.2 fm is well within this 
region of exponential convergence and from now on we shall use grid spacings less 
than or equal to this value.
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Figure 4.2: Plots showing the values of equation (4.22) against the spatial grid spa­
cing.
Now we have given tests on the convergence of the self-consistent scheme, we move 
on to some results.
4.3 Results
In this section we present key quantities produced from the implementation of al­
gorithm 1. First the single particle energies for Helium-4, Oxygen-16 and Calcium-40 
are presented in tables 4.1, 4.2 and 4.3 respectively.
SPE Neutron SPE Proton SPE Exp. Neutron SPE Exp. Proton SPE
Igi -18.9148
2
-19.07323 -17.2613
Table 4.1: Table showing the single particle energies from calculations of Helium-4, 
as well as the experimental values. Spectroscopic notation is used to label the states 
[54]. In the column labeled ’SPE’ is the single particle energy from a calculation 
without the Coulomb potential. Where as, those labelled ’Neutron SPE’ and ’Proton 
SPE’ are the single particle energies from a calculation with the Coulomb potential. 
Experimental values marked either cannot be found or do not exist.
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SPE Neutron SPE Proton SPE Exp. Neutron SPE Exp. Proton SPE
Is i -33.3846 -33.8773 -28.7610 - -404= 8 [55]
-19.5678 -19.9289 -15.3317 -21.8 [56, 57] -18.4 [56]
Ipl -19.5678 -19.9289 -15.3317 -15.7 [56, 57] -12.1 [56]
Table 4.2: Table showing the single particle energies from calculations of Oxygen-16, 
as well as the experimental values. See caption to table 4.1.
SPE Neutron SPE Proton SPE Exp. Neutron SPE Exp. Proton SPE
l s i -39.3907 -40.2903 -30.7234 - -50 ±  -11 [55]
lPi -30.8651 -31.5482 -22.6725 - -34 =b -6 [55]
Ipl -20.0332 -20.6213 -12.2459 - -34 ±  -6 [55]
I d s -20.0332 -20.6213 -12.2459 - -
2 si -14.5752 -15.6223 -6.4139 -18.1 [56, 57] -10.9 [56]
I d s -20.0332 -20.6213 -12.2459 -15.6 [56, 57] -8.3 [56]
Table 4.3: Table showing the single particle energies from calculations of Calcium-40, 
as well as the experimental values. See caption to table 4.1.
The effect of the Coulomb potential can be observed to causes the proton single 
particle states to be less well bound.
Densities and potentials produced by the implementation are presented in fig­
ure 4.3. Calculations without the the Coulomb potential are shown first. Equation
(3.172), where the sum is over the set of all particles, is plotted along with the po­
tential calculated from it.
We see the potential quickly decays to zero in each case, which is to be expected 
as only the short ranged nuclear potential is considered.
Next we show the neutron and proton densities and potentials produced by the 
full implementation in figure 4.4.
This time the proton potential decays slowly to zero, due to the long ranged nature 
of the Coulomb interaction. The plot showing the potential for Calcium’s protons 
most clearly demonstrates the appearance of the Coulomb barrier.
Finally we compare the proton density from the TDHF calculations, with the 
Coulomb potential included, to experimental charge densities in figure 4.5. Only 
results for 1®0 and ^ C a  are shown for this case.
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Figure 4.3: Plots showing the many particle densities and potentials of Helium-4, 
Oxygen-16 and Calcium-40. The calculations are performed without the Coulomb 
potential. Each density is shown with a solid line and each potential with a dashed 
line.
The TDHF calculations appear to oscillate around the experimental data. This 
makes the TDHF calculations look like a rough approximation of the experimental 
data, which is what is expected.
The results show the TDHF scheme presented is not complex enough to reproduce 
measured values accurately. However, all calculations have shown the right qualitative 
properties and produced values that could be used as a rough approximation, meaning 
this setup should provide a reasonable testbed for the new methods presented later.
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Figure 4.4: Plots showing the neutron and proton densities and potentials of Helium- 
4, Oxygen-16 and Calcium-40. The calculations are performed with the Coulomb 
potential included. Each density is shown with a solid line and each potential with a 
dashed line.
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Figure 4.5: Comparison of the proton density from a TDHF calculation, with Cou­
lomb included, and the experimental charge density taken from [58].
CHAPTER 5
T im e-D ependent Hartree-Fock
In this chapter we discuss the time dependent Hartree-Fock equations for nuclei. We 
start by discussing the choice of variational principle, before describing how the results 
of chapter 3 can be most easily generalised to the time dependent case. Lastly the 
TDHF equations in spherical symmetry are presented.
5.1 T im e-D ependent Variational Principle
As in the stationary case we use a variational principle in a sub-space of Hilbert space 
and hope to find a reasonable approximation. Unlike the stationary case however there 
is no overridingly popular choice of variational principle and the various advantages of 
each have been studied. The first formulated is known as the Dirac-Frenkel variational 
principle [59, 60] in which a variation of the bra in the action, defined as
4 # ) ]  =  /  <*(*) I ^  I *(*) ) *> (5.1)
is performed. It can be shown that when this is performed in a general Hilbert space 
we regain the TDSE. McLachlan argued [61], however, that it is advantageous to find 
the stationary point of
4 ® w i  =  rJto
df. (5.2)
Which again leads to the TDSE when minimised in a general Hilbert space. It 
has been noted that there is some confusion to which variational principle actually 
produces the ’’best” results in general [62]. W ith this in mind here we shall use 
the variational principle that provides the most natural generalisation of the results
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in Chapter 3, which is named [62, 63, 64] the time dependent variational principle 
(TDVP). The TDVP says that we should minimise the action defined in (5.1), with 
the consequence in a general Hilbert space being the TDSE as a sufficient condition. 
To see this consider the following:
A [ y ( t )  + eri(t)] 
which implies
'to
+ erj(t) | -  È  | ^ ( t )  +  €77(t) ) dt,
=  e
'to
dt +  0 (e2).
(5.3)
To ensure that AA is one signed the following must be true:
0 =
ti
to
( # )  I îftjj; --H" I *(*)) +  (*(*) I I r](t) ) dt. (5.4)
Applying integration by-parts to the second integral we get
0 =  ( # )  | # ) ) | ^ +  /
Jto -  H) y ( t )  I v ( t ) )
dt 
(5.5)
so that
0 =  (»(t) I )?(*)> It) +
to
(vi t )  I -  H  I »(#) ) +  (v( t )  I -  â  I W(i) ) d t
(5.6)
Assuming there is a fixed state at the final time ti and using the initial condition we 
can say that the variations must be zero on the time boundaries. So, the first term 
is equal to zero and a sufficient condition for a stationary point is the TDSE,
(5.7)
as expected.
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5.2 T im e-D ependent Slater Determinants
Although straightforward, to avoid confusion we show how the Slater determinants 
generalise to the time dependent case. We write a time-dependent Slater determinant
as
4>n (z i < t) . . .  ÿ.vfzN; t)
(5.8)
By inspecting the above form we see that the Slater determinant’s transition through 
time is provided by the continuous transformation of the single particle wavefunctions. 
Therefore we hope that this allows enough freedom for our considered phenomena to 
be described.
5.3 TDHF Equations
The derivation of the time-dependent Hartree-Fock equations proceeds swiftly as we 
are able to make similar arguments to those made in the stationary case. So just 
the places where additional arguments have to be make are highlighted. We start by 
using our chosen variational principle described in section 5.1 with the time dependent 
Slater determinants, described in section 5.2, as trial functions so that
A [® (t)]  =  J ( ¥ A\ t )  I i h L  -  H  I ) dt 
= J  ( ¥ A\ t )  I i h A  I » (A)( i )  ) dt — J  ( ¥ A\ t )  I H  I $ ( " % )  ) dt,
(5.9)
where we have left the time limits implicit. The second term in the above is an 
integral over time of the quantity described in equation (3.107), with the addition of 
the independent variable t in the Slater determinant and A* =  0. We can see from 
(3.107) that the Hamiltonian, H,  contains functions of time but no time operators. 
It is therefore valid for us to reuse the results of section 3.5.
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The first term in the above can be seen to be a one body operator so by equations 
(3.74) to (3.78) we can say
ih—  | ^ A\ t )  ) dt =  /  {i | ih—  | i) dt. (5.10)
6%
Expressing the inner product in the SSI basis, we have
J  (4/(A)(t) | | Ÿ(A)(t) )dt = ih'^2 J J  fa^fadrdt. (5.11)
Labelling the above B [ÿ i,. . . ,  <Pn ] and starting the minimisation by considering
N
i = l
B[(/)i +  ei7/i,. . . ,  ÿjv +  eNr]N] = j j  ( *  +  ^  (*  +  tiVi) dr dt. (5.12)
Which can be expanded to produce
(5.13)
JV
drdt  +  0 (e2),
We can form the first variation of the total action by relabelling the dummy index i 
as m  in the above and joining with the time dependent analogue of equation (3.136)
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to give
N
A A = £
m =l
N
+  3 ( Ç  l<6i|2|^ '|29pn’ti) j -  î / i ^ m
<ÎJ = 1
+
X
j = l
^  f  * '  + 3 ( 5 3  l^|2|^ |2Spn") ) 4L -
J =  1 J  \t ,J  =  l  /
Vm d r
(5.14)
Analogous arguments to those in section 3.3.3 can be made, with the additional 
argument that the order of the integrations has to be swapped in the integral over the 
time derivative so that integration by-parts can be performed. The time dependent 
Hartree-Fock equations are then found to be
2 m +  *0 (^Pp +  +  -jP p  (Pp +  2pn) tfim — ^  Ql 4*rm (5.15)
for neutrons, and 
2 + h  (pn + g f p )  +  - jP n  (Pn +  2Pp) +  J • n p ï N A dx,r — r ^ Q l  <^>m’ (^*1^)
for protons. The approximation of equation (3.143) has been used in the above. 
5.3.1 TDHF Equations for Spherically Symmetric Potentials
The procedure for calculating the differential form of the Coulomb potential, as well 
as for expressing the TDHF equation in spherical symmetry follows analogously to 
sections 3.6.1 and 3.6.2, so we just state the TDHF equations as
ih dQn,i(r, t) 
dt 2m dr2 2 m  r2 Qn,z(rT), (5.17)
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which are subject to the boundary conditions;
Qn,i{0,t) =  0, (5.18)
Qn,i{r,t) -> 0, as r  oo, (5.19)
and an initial condition. The single particles wavefunctions can be calculated from 
the above with
-Mr, e, V, t) =  v ). (5.20)
When calculating a neutron single particle wavefunction the potential V(r,t ,  pn, pp) 
is equal to
Vxir , t, Pn, Pp) =  to (^ Pp +  (pp +  2pn) (5.21)
and when calculating a proton
Pn +  gPp^ +  "^Pn (Pn +  %Pp) +  K (r, t). (5.22)
The densities are given by
P (r ,i)  =  i ^  ^  (2Z +  l ) |Q „ , i ( r , i ) |2 , (5-23)
(n, l)es
where the sets S'n and Sp replace 5, in the above, for the neutron and proton densities, 
pn and pp, respectively. By referring to the information in table 3.5 we gain the 
elements of the sets S'n and Sp.
V p(r,t,pn,Pp) = t 0
The Coulomb potential, Vc(r,t) can be found by solving the following differential 
equation:
d = -47rprpp(r, t), (5.24)
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for Wc, subject to the boundary conditions;
Wc(0,t) =  0,
dr
0.
(5.25)
(5.26)
r — Rcoul
The Coulomb potential can then be calculated from Wc(r,t) via
CHAPTER 6
Time-Dependent Hartree-Fock: Discretization and Results
In this chapter the numerical scheme used for solving the time-dependent Hartree- 
Fock equations is presented with results from its implementation on computer. We 
start by describing the discretization of the previous chapter’s equations on spatial 
and temporal grids. Afterwards tests are presented to show how the discretization 
scheme performs to support the case for the validity of the implementation. The tests 
focus on the importance of the choice of artificial boundary, as this is the focus for the 
remaining chapters. Finally results from the implementation are compared to results 
from alternative methods and experimental results and their accuracy commented 
upon.
6.1 Discretization
In this section the time-dependent Hartree-Fock equations are discretised. We start 
by defining the spatial and temporal grids, on which the solution will be found. Next 
the Crank-Nicholson scheme [65] is presented and it is shown how the scheme is used 
to discretise time. In the last part of this section a method of propagation using the 
evolution operator is described, which shall be used to handle the non-linear potential.
6.1.1 Discretization of Space and Time
As the initial condition is given by the result of a boost operator on a stationary state, 
then it will be specified only on the points of the grid described in section 4.1.2. So 
we choose to use the same discretization of space for our time-dependent problem. 
Time is chosen to be discretized by the equidistant set of points,
tn = nAt ,  (6.1)
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where n =  0 ,1 , . . . ,  TV. Operations on the grid follow analogously from those given in 
section 4.1.2.
6.1.2 Crank-Nicholson Method
We now present the Crank-Nicholson scheme [65] for equations of the form
=  +  (6.2)
This method is used to reduce partial differential equations to ordinary ones and is 
known to have some desirable features, such as maintaining norm and being uncon­
ditionally stable. One way of gaining the Crank-Nicholson scheme is to use the finite 
difference formulae;
9f{r^ -  = / ( r ’W l ^ / ( r ’- ^  +  0 ( A t 2), (6.3)
92/ ( r , t n+|)  1 f d 2f ( r , t n+1) d2 f ( r , t n) \  „ fA 2x
 d ?  =  2 \  dr^ +  ~ ^ ~ J + 0 ( A n
(6.4)
/ ( r ,  #n+i) — -  [f(r ,tn+i) +  f(r ,  i„)] +  0 ( A t 2) (6.5)
to express equation (6.2), evaluated at tn+i, by the following semi-discrete equation:
 o:(r,tn+i ) —  f ( r , t n+1)
— +  û:(r,tn+i ) — +  ^ ( r , tn+i)^  / ( r , t n) +  0 ( A t 2). (6.6)
Inspecting equation (6.6) reveals that we have an iterative ordinary differential equa­
tion. We progress through time by using the previous iteration’s results for / ( r ,  tn), 
and use the initial condition for starting values. Assuming we have knowledge of 
a(r , tn+i),/3(r,tn+i) and q (r ,tn+i), then this is solvable numerically.
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6.1.3 The Semi-Discrete TDHF Equations
If we compare equations (5.17) to (6.2) we can see that;
a(r ' t) = ~ h ’ 2 (6-7)
= V (r , t ,p n,pp) +  (6.8)
7 (r, t) = ih. (6.9)
This implies equation (6.6) becomes
f2ih  , ft2 æ  , 7/  ^ , a 2 i ( i + i ) \ „  , ,  x
\ M  2m d i ^~  V{r’ n+i ’Pa’Pp) )  Qn’l{r' *n+l)
( 2 i% h2 d2 ,  , h2 l(l +  l ) \ „  . .
-  ( A i -  +  V f r  in+ | ,  Pn, Pp) +  2^  ^2 )  QnAr, tu)
+ 0 ( A t 2). (6.10)
As in the stationary case, the non-linearity of the problem causes complications. It
can be seen that the term V(r, tn+i,  pn, pp) is an unknown. We require the densities
evaluated at tn+i,  but from the previous iteration’s results we can only calculate them 
evaluated at t n. To get around this problem we use an additional method based on 
the evolution operator.
6 .1 .4  Evolution Operator Propagation
As equation (5.17) is Schroedinger-like we may use relevant results from quantum 
mechanics. Specifically we wish to use the evolution operator,
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which is equivalent to solving the TDSE in the limit At — 0 for time dependent 
potentials1 [67]. In our case we wish to calculate the following:
Qn,l(rmitn+l) ~  exP ^ 27f£(rm ,t»)) (6.12)
where
= £ ^ D r r  ~  V(rm, tn,pn,pp) + +  0 (Ar2), (6.13)
which we show already discretized on our grids. We have defined the discrete second 
derivative, Drr, as
Drrf  (^m; ^n)
A r2 [ / (^m +1) t n )  2 / (rm, tn) +  / ( r m_ i ,tn)] , 771 <  M
-^ 2  — 2 f (rM- l , t n) +  f  ^n)] , 771 = M
lî m  < M  then the derivative is approximated by a central three point difference, 
if m =  M  then it is approximated with a backwards difference, both of which have 
0 ( A r 2) error. This is done because using a central difference would require the 
additional points past the outer boundary of the spatial grid, which we don’t have 
access to. In this case the wavefunction is assumed to be zero off our spatial grid, 
meaning a central difference could be used, however for the calculations shown later 
this will not be the case. The problem also occurs at the inner boundary, however 
we are able to use the central difference if we consider the geometry of the problem. 
We may define ÿ(—r, 9, cp) = </>(r, tt — 0, +  tt), which makes sense if we visualise the
problem as in Figure 6.1. This allows us to say the following:
j Y T V . r )  W . y )  (6.14)
1We can in fact also derive the Crank-Nicholson equations from this expression. This can be 
done by multiplying both sides of the expression by exp and expanding each of the
resulting exponentials with Taylor series. Alternately, we can get the same thing if we represent the 
exponential in (6.12) by its Fade approxamant [52, 66].
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n-0
( p + T T
Figure 6.1: In the left panel we show the original coordinates (r, 0, <p) and the coordin­
ate if we get if we extrapolate to —r. On the right shows how this can be expressed 
in the same way using a positive r but modifying the angular variables instead.
where we have used the parity property of the spherical harmonics, Ylm(9, ip) = 
(—l) zy;m(7r — 6 , (p + tt) [48]. This allows us to express Q beyond the inner boundary 
of our grid and then calculate the central differences.
Finally we note that trying to evaluate the Hamiltonian at r  — O results in the 
centrifugal term becoming undefined, therefore PHopital’s rule is applied and the 
following Hamiltonian is calculated at the origin:
ft 2
H(ro,tn) = 2 ^ ( 1  +  2)(Z — l)A -r — V{r0 , tn,pn,pp) +  0 (Ar2). (6.15)
Going back to equation (6.12), we calculate the exponential via Taylor series
Q u l f r m i  ^ n + | )  ^  ^ a j ( T r n )  +  0 ( A . t f rnax) ,
j=0
(6.16)
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where
The sum is truncated at j max, which becomes a parameter in our implementation. 
It can be seen that each element of the above sum can be calculated recursively, 
as aj+i(rm) = a j(rm), where ao(^m) =  Qn,i(rm,tn)- Algorithm (2)
summarises the results and shows the step by step process we go through to calculate 
We note that the central differences near the origin require j max
points on the —r axis in order to be calculated.
A lg o rith m  2 Evolution Operator Propagation
tijiTm) — ( 1) ^  jmaxi • • • 5 T
aj(r 0) =  0;
Q'ji.T'm) =  QnjiTmi ^ n )j for 771 1, . . . , AT.
QnjiTmitn) (^ *m) ; for 771 jmaxi • • • •> M.
for j  = I, jmax do
aj(rm) = - ^ # ( r m, for 171 = -Jmax 
QuliXmi n^+ |)  =  Qn,l{rm) ^ n + |)  T Q'j{7'm)i m  = —jmax T  J; • • 
end  for
., M  .
R e tu rn  Qn,i(rm, tn+i), for m =  1 ,2 , . . . ,  M.
This procedure gives us Qn.z^mj^n+f) to G (A r2, A P max) and it is hoped that 
by choosing a suitable j max we can reproduce the potential accurately enough to 
maintain the desirable features of the Crank-Nicholson method. For all results shown 
here j max =  8 and this seems to work well.
6.1.5 The Fully-Discrete TDHF Equations
By performing algorithm 2 at the start of each iteration we can calculate the proton 
and neutron densities. This can be used to give the potential in equation (6.10). The 
solution to (6.10) is then found by expressing it is as a matrix equation. To do this
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consider the right hand side of equation (6.10), which is a differential operator of the 
form considered in equation (4.8), with
H r )  = & t ~ V ( r ’ * n + i ' P n ,  Pp)
h2 1(1 + 1)
(6.18)
(6.19)
2 m  r 2
Using the above we can form the matrix equation
•AQn.ifWi) =  g +  0 ( A r 2, A t 2), (6 .20)
to be solved for the vector Qn,z(^n+i) containing the values of the solution on the
spatial grid. The matrix A  is tridiagonal with its diagonal, Dm, and off-diagonal, Lm 
and [7m, elements given by the formulae;
evaluated on the spatial grid. Algorithm 3 shows how our calculation is performed.
A lg o rith m  3 Solution of the Discrete TDHF equations
Calculate the stationary single particle wavefunctions using algorithm 1 
Apply the boost operator given as specified by equation (2.4).
Specify a final time In- 
for n =  1, TV do
Use Algorithm 2 to calculate Qn,z(Un5Tn+f )
Calculate the densities pn and pp at the half timestep, using equation (5.23).
From pp calculate the Coulomb potential, using results from section 4.1.5.
From the results of the two previous steps calculate the potentials, at the half 
timestep, using equations (5.21) and (5.22).
Calculate the proton and neutron single particle wavefunctions by solving the 
matrix equations (6.20). 
en d  for
(6 .21)
(6 .22)
The vector g has elements given by the values of the right hand side of equation (6.10)
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Before moving on to testing we recall the comment in the stationary section about 
equation (4.8) including implicit homogeneous Dirichlet boundary conditions on the 
artificial boundary. In the time-dependent case these are known as reflecting bound­
ary conditions as any density which reaches the boundary is reflected back into the 
internal system. In the stationary testing we saw we were able to choose a grid, with 
an outer boundary chosen sufficiently far such that this condition did not affect our 
interior solution. This also had few enough grid points to allow efficient calculation. 
In the time-dependent case this may not be possible, as from chapter 2 we know that 
there is some non-zero probability of particle emission when the nucleus is resonating. 
Therefore an outer boundary needs to be chosen far enough away such that the wave­
function remains zero at and past this point. If we choose an outer boundary that is 
not far enough away then the wavefunction will be reflected back causing unphysical 
results.
6.2 Testing
In this section we focus on the importance of the outer boundary, to motivate dis­
cussion for the remaining chapters. A r  = 0.2 fm and A t  = 0.2 fm c-1 are used for 
all tests. This has been observed to give a good balance between speed of calculation 
and quality of result. Figure 6.2 shows the evolution of density through time, from a 
calculation of ^ C a  without the Coulomb potential. Equation (2.4), using e =  0.0001 
fm""2, was used as the initial condition and its evolution calculated using algorithm 
3.
A thin ’’tail” is observed to emerge and move away from the nucleus. As time 
progresses this tail begins to move unbounded in space until the boundary is reached, 
which in figure 6.2 is first observed at 200 fm c-1. After this point there is a probability 
of unphysical re-interaction of particles with the nucleus.
Although there is a probability of re-interaction, it can been seen from figure 6.2 
to be very small. However, figures 6.3 and 6.4 show that the reflection interferes with 
key quantities described in chapter 2. Consider figure 6.3, which shows the difference 
between the root mean square radius at times £ =  0 , . . . ,  1800 fm c_1 from that of the 
initial state. We shall label this quantity SrRMs- The root mean square radius at a
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Figure 6.2: Plots showing the evolution of the density of a calcium nucleus. In the 
final two panels reflection is observed.
time, t, is calculated from the density, p(r,t), using the following relation
J  47rr4p(r, t) . (6.23)
Placement of the cutoff for the integration in the above is a parameter within TDHF 
calculations [38], but 8 fm appears to work well. The SrRMs in figure 6.3 were gained 
from calculations of 4He, using the specified outer boundaries.
The effect of the reflecting boundary condition can be seen clearly. The values 
at early times are the same in all plots, but consistent results are only gained when 
the boundary is at the largest values considered. However, the strength function is 
the most important quantity considered in this work and so figure 6.4 shows strength 
functions with varying outer boundaries.
The strength function, also, is observed to be sensitive to any reflections occurring 
at the boundary. Again it is only at the furthest outer boundaries that the strengths
£ = 50 fm c 1£ = 0 fm c 1 £ = 100 fm c
£ = 250 fm c 1£ =  200 fm c 1£ = 150 fm c 1
m
6.3. RESULTS 91
0.6
R = 300 fmR = 200 fmR = 100 fm
0.4
0.2
cc - 0 . 2
2  -0.4 
^  0.6
0.4
R = 600 fmR — 500 fmR = 400 fm
0.2
- 0.2
-0.4
500 1000 1500500 1000 1500 0500 1000 1500 00
Time (fm c x) Time (fm c x) Time (fm c 1)
Figure 6.3: Plots showing the difference between the root mean square radius from 
that of the initial state of a helium nucleus. Each plot shows the evolution of this 
value through time for calculation with varying artificial boundaries.
shown become consistent with each other. Now the importance of the artificial bound­
ary’s placement has been shown, we go on to results of the TDHF calculations with 
this in mind.
6.3 Results
In this section we gives results from the TDHF implementation. With knowledge of 
the tests, shown in the previous section, an artificial boundary at 700 fm is chosen. 
This ensures minimal effect of reflection for the nuclei considered. Also, as in the 
tests, equation (2.4) with e =  0.0001 fm-2 is used as the initial condition. Figure 6.5 
gives ôrrms for ^He, %  and ^C a. Calculations are presented both with and without 
the Coulomb potential.
From figure 6.5 we can see the how the nuclear radius changes over time. Each plot 
shows a nucleus oscillating while being damped, causing the amplitude to reduce over
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Figure 6.4: Plots showing the strength function of a helium-4 nucleus, each plot shows 
how it changes for calculations with artificial boundaries at varying distances away.
time, while inclusion of the Coulomb potential causes the resonance to be more heavily 
damped. Also, close inspection of the helium result shows the Coulomb potential 
induces a beating in the ôrrms. This is due to the Coulomb potential causing the 
protons to behave differently to the effects of the kick, resulting in an oscillation that 
is out-of-sync with the neutrons. Figure 6.6 shows the strengths of these resonances.
The plot for ^He containing just shows the simplest strength function. Whereas 
for ^ C a  the strength is more complex, as it contains particles with a range of angular 
momenta. The inclusion of the Coulomb potential can be seen to add additional 
structure.
We have seen in this and the previous section we can avoid problems stemming 
from reflection at the boundary by choosing it to be sufficiently far away. This does, 
however, have implications on the speed of the calculation. Table 6.1 shows how the 
time to calculate the valid portion of each plot in figure 6.5 varies.
The table shows that the calculation time increases rapidly for ôrRMs to be valid
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Figure 6.5: Plots showing the change in root mean square radius between the nuc­
leus at the time specified on the x-axis and the ground state. The left panels show 
calculations without the Coulomb potential and the right panels with.
Last Valid Time (fm c 1) Calculation Time (s)
300 1.5000
600 5.8400
900 13.330
1200 23.810
1500 37.050
1800 51.490
Table 6.1: Table showing the time taken to calculate the valid portions of the plots 
in figure 6.3.
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Figure 6.6: Plots showing the strength functions of the nuclei specified. The left 
panels show calculations without the Coulomb potential and the right panels with.
further into the future. For more complex or long time calculations this becomes 
restrictive, so a more efficient treatment of the artificial boundary provides the mo­
tivation for the remainder of this work. The times taken to calculate the results shown 
in figure 6.5 are given in table 6.2.
Finally we make a short comparison to some experimental results and calcula­
tions from alternative methods. A strength function derived from experiment is 
shown in figure 6.7, along with a random phase approximation (RPA) calculation. 
Comparing to figure 6.6 we see general trends are the same between the results. The 
non-zero values of the oxygen strengths in figure 6.6 are located between 15 and 70 
MeV, whereas for the experimental result they are between 12 MeV and > 40 MeV.
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Nucleus Calculation Time(s)
Helium without Coulomb 51.490
Oxygen without Coulomb 119.800
Calcium without Coulomb 229.380
Helium with Coulomb 135.160
Oxygen with Coulomb 267.140
Calcium with Coulomb 475.120
Table 6.2: A table showing the time taken for the TDHF calculation of various nuclei.
The magnitudes of the strengths are also comparable, figure 6.6 showing a maximum 
of about 15, about the same of that from the experimental result.
Moving on to ^C a, figure 6.8 shows the strength functions from RPA calculations 
using three different Skyrme interactions. It can be seen that the starting points of 
the strength shown in figure 6.6 and that from 6.8 are similar. After this the results 
differ, however, from figure 6.8 we can see that this measurement is very dependent 
on the Skyrme interaction used.
Lastly a cross-section of calcium nuclei undergoing resonance is shown in figure 
6.9. The cross section being proportional to the strength means we can compare the 
energy ranges between results. We see that the energy range from this work seems to 
be too large compared to the experiment.
So as in chapter 4 the results from the work have shown results which look reas­
onable considering the simplicity of the Skyrme interaction used. Also, from figure 
6.8 it was seen that the type of force used can be influential to the result one finds.
96 CHAPTER 6. TIME-DEPENDENT HARTREE-FOCK: DISCRETIZATION
—  0:25X Ref. 16
—  slice ana lysis(h istog ram )
Figure 6.7: Taken from [68]. The histogram shows a experimental isoscalar monopole 
strength. The black line shows a monopole response function, from RPA calculations, 
(originally from [69]) multiplied by 0.25 and shifted by 4.2 MeV.
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Figure 6.8: Taken from [70]. Plots shows the strength function gained from RPA 
calculations using three different interactions.
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Figure 6.9: Taken from [71]. The 0° cross sections for the isoscalar monopole strength 
in 40Ca(o:, a) at E  =  240 MeV are shown. Experimental data (Originally from [72]) 
is shown as the histogram and compared to RPA calculations with (dashed line) and 
without (solid line) one particle one hole phonon interactions.
CHAPTER 7
Coulombless Continuum Time-Dependent Hartree-Fock
In this chapter we discuss the proposed method of treating the TDHF equations in 
the continuum. The first part of the chapter discusses the derivation of an absorbing 
boundary condition (ABC), applicable to nuclear calculations both with and without 
the Coulomb potential. This will be seen to require the calculation of an inverse 
Laplace transform, at which point the problem is simplified for a Coulombless nucleus. 
The required inverse Laplace transform for the Coulombless case will then be derived. 
Finally we test the absorbing boundary conditions on a Schroedinger equation to show 
their validity, before showing the results of their application to TDHF calculations.
7.1 Spatially Unbounded Time-Dependent Systems
The problem of ensuring the outgoing wave condition is satisfied in time-dependent 
calculations, where the wavefunction is spatially unbounded, is not unique to nuclear 
physics and there has been much work done to find an efficient solution [10, 73, 74, 
75]. Various techniques have been developed already and applied to nuclear TDHF. 
Some include masking functions and absorbing potentials [6]. The masking functions 
method forces the wavefunction to zero at the boundary so a reflecting boundary is 
then valid. Absorbing potentials involve introducing a potential that removes the 
wavefunction near the boundary. However, both method’s success is dependent on 
the type of problem and the tuning of parameters specifying the properties of the 
masking function or absorbing potential. Another method to address the problem is 
the absorbing boundary condition approach [10], which has not been applied to nuc­
lear TDHF. However, they have been shown to offer high accuracy without the need 
to tune parameters and so their successful application to TDHF would be desirable. 
The absorbing boundary condition approach relies on splitting space into two regions;
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an interior which contains all components of the potential and an exterior which con­
tains only a subset of components, which we hope produces equations simple enough 
to manipulate into boundary conditions.
Within the topic of absorbing boundary conditions [10], there exist various cat­
egories of techniques developed for their derivation. We take advantage of what was 
shown in the previous chapter that the probability of particle emission is low and 
so the non-linear1 part of the potential away from the nucleus, although non-zero, is 
very small. Taking this into account we have a problem with only centrifugal and 
Coulomb potentials in the exterior and proceed to apply ABCs for linear potentials, 
in the hope that the non-linear portion is small enough not to introduce significant 
errors into the calculation. There are also subclasses for discrete [76], semi-discrete 
[77] and continuous [78] absorbing boundary conditions. The name refers to which 
equation they are derived from, so the discrete ABCs are derived from the discret­
ized equation, resulting from the chosen numerical scheme. Each has its advantages; 
for example the continuous ABCs have a discretization error and do not preserve the 
properties of the used numerical scheme, whereas the discrete do not suffer from these 
problems. However, if one wants to change numerical scheme the discrete ABCs have 
do be entirely re-derived whereas the continuous ABCs only have to be re-discretised. 
Generally the continuous ABCs are also easier to derive and so we choose to use this 
type here.
The choice of continuous ABCs for linear potentials also allows us to take advant­
age of previous work, specifically Ref. [74, 79], in which good results were shown for 
absorbing boundary conditions derived for the Schroedinger equation, with a cent­
rifugal potential in the exterior. Although in that case the ABCs were used for a 
different purpose their application to neutron single particle wavefunctions should 
also be valid. Constructing ABCs that take account of the Coulomb potential in the 
exterior is more difficult and although some work has been done in reference [75], 
approximation via use of asymptotic series was made. In this work we remove this 
approximation via an implementation of [73, 80]. We now proceed by considering the 
nuclear potential’s form in the exterior.
1 Non-linear in this context means the contribution to the potential coming from the wavefunc­
tions.
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7.2 The Nuclear Potential Away from the Nucleus
As mentioned in the previous section the boundary conditions we have chosen require 
us to split the domain into two regions; an interior, and a exterior. In the nuclear 
problem we have the two types of potential: short ranged Skyrme potentials; and the 
long ranged Coulomb and centrifugal potentials. We choose to split our domain so 
that the potential in the exterior contains just the long-ranged components.
As usual we must make extra considerations for the non-linearity of our problem. 
As the Skymre potentials are functions of density, the assumption that these are zero 
in the exterior can be realised if we assume the density is zero in the exterior. So in 
our analysis we make the assumptions that
Using the above we may write the potentials (5.21) and (5.22) in the exterior as
is the charge enclosed by the surface. We start with the left hand side of the above, 
by calculating the electric field as the gradient of our potential,
Pp =  Pn =  0 for r > R. (7.1)
"^n(U Pni Pp? t) — 0, 
Vp(r,pn,Pp,t) =  vc(r,t).
(7.2)
(7.3)
The above still contains the Coulomb potential and assumption (7.1) allows for this 
to be simplified by considering Gauss’ Law
/ (7.4)
In the above E  is the electric field, the integral over d A  is over a closed surface and q
E =  - W c (7.5)
(7.6)
where we have made use of Vc being dependent on r only, so the angular derivatives 
produce zero. If we choose to integrate over a sphere of radius r, where Vc is constant
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due to our imposed spherical symmetry, we may say
/ E • dA =  f  d A =  —47rr2^ p .  (7.7)or  / or
Using the above in equation (7.4) we can write the following:
W  =  4 ^  =  7 ’ ^
where the constant of integration is zero because of the boundary condition Vc(r) -> 0 
as r  —>• oo 2. Assuming r > R  so that the sphere encloses the entire nucleus then 
q = Np in elementary charge units. Using equations (7.2), (7.3) and (7.8) with
equation (5.17) we can write the following form of equation that all general single
particle wavefunctions obey in the exterior:
=  - f  +  ( £  +  Q{r! t)t (7 .9 )
dt 2m or2 \ r  m  2r2 J
which are subject to the boundary condition
lim Q(r,t) = 0. (7.10)
r—>oo
Where for equation (7.9) we used
TjlVp, for proton single particle wavefunctions 
0, for neutron single particle wavefunctions
The n, I values are kept implicit as we are considering the form of a general single 
particle wavefunction. We continue by deriving some absorbing boundary conditions 
for Schroedinger-like equations that have the above form in an exterior region.
2Notice what we have done here is calculate the value of B  in equation (3.164) and so we could 
gain this value computationally from the stationary Hartree-Fock calculation, however we choose 
to give B  explicitly now as it will allow us to test the boundary conditions independently of the 
Hartree-Fock calculations.
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7.3 ABCs with a Nuclear Potential
Equation (7.9) may be written more compactly by letting t —> jj t^ and a -A per, 
which removes the physical constants producing
We now recall the definition of the Laplace transform,
POO
f ( s) =  /  f( t )e~stdt (7.13)
Jo
and its inverse, the Bromwich integral [81],
1 p c + i o o
= /  f ( s )estds. (7.14)
ZTTZ J  c — io Q
c is chosen such that the poles of /( s )  are to the left of the contour. The integration 
is performed along a straight line parallel to the imaginary axis, which requires the 
evaluation of the function f ( s )  with complex arguments. The hat notation is now used 
to denote the Laplace transform of a function. We proceed by multiplying equation 
(7.12) by e~st and integrating in time from 0 to oo, to get the differential equation 
for the Laplace transform of Q
l d<d r * S) +  ( iS ™ 7  ~  <5 (r’S) =  °- (7-15)
The above is simplified by assuming the initial condition is zero in the exterior region. 
This isnt restrictive for our needs because the nuclear wavefunction is localised around 
the origin. Letting z =  bry/s where b = —2z\/2Ï, and the square root is chosen to 
have positive real part, produces
d*Q(r, s) / ! « ( £ ) _  0(r> s) =  o (7.16)
dz 2 V 4 z
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where
« < « > - - 5 $ ’ <7-17»
= (7.18)
Equation (7.16) has Whittaker M  and W  functions as a satisfactory pair of solutions
[82] meaning the general solution is
Q(r, s) =  A M ^(z) +  B W ^ (z). (7.19)
As the Laplace transform of boundary condition (7.10) is evaluated at infinity, its
application can be achieved by inspection of appropriate asymptotic series. Assuming 
c > 0 in the Bromwich integral implies that —Itt < argz =  arg (bry/s) < 0 along the 
integration path, so the following equations are valid [82]:
M-..M ~ r f i+ t - i ) 2" '1'7''" (Î  + ^  + 5 “ ^+ ^ î )  (720)
and
where
WK^ (z)  ~  zKe 2Z2Fq ( - +  /j, — k, -  — fi — k, —- 'j  , (7.21)
2F0 (au  «2, *) =  £  (7.22)
n—0 n '
The Pochhammer notation, (o)n =  o(a +  l)(a  +  2) . . .  (a +  n — 1) with (0 )0  =  1 has 
been used. The dominant terms in equations (7.20) and (7.21) are the exponential 
functions e iz and e~^z respectively and because %(z) > 0 along the integration path 
implies z —» 00 as r —> 00, we must enforce A =  0, in (7.19), so that the boundary 
condition is satisfied. So
Q{r,s) = B W K^ {br-/s). (7.23)
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Division of the above by its derivative and rearranging produces
0(r, a) =
1 f  WKtli{bry/s)\  dQ(r, s) 
by/~S y  dW K,(i(bry/s) J (7.24)
Use of the convolution theorem [81] and evaluating the result on r  =  72 yields the 
absorbing boundary condition,
Q(R, t) = T  G ^ R ,  r ) M | l _ j 7  dT) (7.25)
where
W ^ jb ry f s )
b y / s  \  9W K, A b r ^ )
(7.26)
r = R
Once the inverse Laplace transform has been calculated to yield G from G, equation 
(7.25) can be discretised for use with the Crank-Nicholson scheme described in section 
6.1.2. We also note that (7.25) is non-local, meaning it depends on wavefunction 
information from previous times, which will be seen to have consequences for its 
numerical implementation described later. To proceed to find the inverse Laplace 
transform we split the problem into two cases: <7 =  0, in which case we call GKili the 
neutron kernel and for cr ^  0 the proton kernel.
7.4 The Neutron Kernel
It can be seen from equation (7.17) that cr =  0 implies that k = 0 where the formulae 
[82]
and
W 0tll( -2 ix )  = \ j - ttx  exp (iw r(2 /i +  1)) H ^ \ x )  
h ^ \ x ) =
(7.27)
(7.28)
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become useful. In the above equations are the Hankel functions of the first 
kind and are the spherical Hankel functions. The advantage of representing the 
kernel by spherical Hankel functions is they are finite series for integer ^  |  and
inspection of (7.18) shows this is the case here. Comparing to equation (7.26) we see 
x — ry/2ix and ^  =  Z +  so that
Wol+i(br^/s) =  V2Zsexp ^Z7r(Z +  1) ) rhi(rV2 is). 
Using the above we can write the neutron kernel as
(7.29)
r h ^  (ry/2 is)
rV2zs
r = R
Application of the chain rule and the recurrence relation
allows us to write equation (7.30) as
(7.30)
(7-31)
r h ^  (kr)
(Z +  l )h \^  (kr) — k r h ^  (kr)( i ) r = R
(7.32)
where k = y/2is. Here we have a quotient of spherical Hankel functions and so by 
using a series expansion [83]
. ( i ) ^  _  i  1 letZ
3=0
)  (-2 iz ) 3, (7.33)
where
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we can write equation (7.32) as the rational function
G0,i+±(R,s) =
(Z+|,v) kl~v
fc,+1+ z L o
(Z+|,u+1)-2(Z+1)(Z+Tv) 7 z-i,
(Z+|,0)(-2iJÎ)«+i
(7.35)
The above can be expanded with partial fractions,
Z+l
G0,,+i (R ,s )  -  X b - f c
j=l
z + i  _ 2 i _
VTi
j=i ' / s - T t i
(7.36)
(7.37)
where kj are the roots of the denominator in equation (7.35) and aj are the associated 
weights. The inversion of (7.37) can now be performed by applying the well known 
result from tables [83, 84]
C - i
y/s +  O J y/Tft
aw (iaVt), (7.38)
rather than contour integration of the Bromwich integral (7.14). Here w(z) =  e z2eiîc(—iz) 
is the Faddeeva function [83, 85]. G(R,r)  can now be written as
z+i r 
Co,Z+I T) — 5 3
J=1
Œj 1
^ = - - m ^ w ( z j )
_y/Z7TÎT *
(7.39)
where =  —k j ^ ^ .  Simplification of the above can be made by using the limiting 
form for z -+ oo,
/^ )(z )  rs, r ' - i z - V ,—Z—1 ^—1 Az (7.40)
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in equation (7.30) and comparing to (7.36) in the limit k ^  oo
0 =  hm (kG 0j +i (R, s) -  kG0j +i (R, s f j  (7.41)
/  i 1 1e'kr y i ,  ajk
{%: ~  k ^ k j
(7.42)
r —R
The differentiation of the limiting form is allowed as the functions lif* (z) are analytic, 
allowing us to say
0 =  lim ( —i — Y  ctj ^  | . (7.43)
The limit can be performed to give
z+i
Y ^ a j  = - i ,  (7.44)
j=l
which allows us to write our final form of the kernel G0 i+i (R, r)  as
. z+i
^ 0 ,Z + | (-^5 T) =  /0 . — 9 5 3  a3^3W (Zj )  • (7-45)
2 VZTTIT Z
An interesting and reassuring feature of this boundary condition is that for / =  0
where equation (7.12) reduces to the free one dimensional Schroedinger equation,
we have the values cq =  —i and k\ = 0. Using these values we gain the absorbing
boundary condition for the free one dimensional Schroedinger equation as found in 
[86]'
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7.5 Discretization of ABCs with the Neutron Kernel
Removing the Singularity
Equation (7.25) with (7.45) will now be discretized for use in the Crank-Nicholson 
scheme described in section 6.1.2. Inspecting equation (7.45) we see that it has 
a square root singularity at r  =  0 and is not ideal for numerical integration. So 
integration by-parts is performed on the first term to give equation (7.25) as
Q (# ,f)
i+i'2ir d i ^  \ d Q ( R , t - r )
— a ;  -  ï  E  « A w  W
3 = 1
dr
dr, (7.46)
Our function is now continuous at r  =  0 and although its derivatives are not it is 
better suited to the numerical integration. Note that Gl+i (R, r )  is now an operator. 
Defining a function u® (R, r )  allows for the more compact expression
o w - j C K V t s - ^ » ) 5 2 ^ 1 .
. Z+l
U { I ) { R ,  t )  = - 1 'T2  a + j w (%) •
dr, (7.47) 
(7.48)
j=i
T im e Discretization
A semi-discrete equation can be gained by evaluating r  at values on the temporal grid 
defined in section 6.1.1 then r  — tn and t = tjv, then by using the extended midpoint 
rule [52],
r t  N ~ 1 . v
/  / ( t ) dT = A t ^ f  ( t n + i )  +  0 ( A t 2 ) ,  
Jo n=0 v y
(7 .49)
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to evaluate the integral and the difference formulas;
/ ( r ,  tn_ i)  =  / ( r ’4 ) + 2/ ( r ’*n~l) +  ° ( A<2). (7-50)
=  +  C (A t2), (7.51)
for functions evaluated at a half time step. This allows us to write equation (7.25) as
the following semi-discrete equation:
« ( * . * » ) + I Ë24§ ' " )
7T 2 2 / dr (7.52)
n = l
y^1 /  l 2 i tn+l  , A t  dQ(R, tN- n. 1)
n = l  y
+  E  V - r 1 + f r n~ +  ° (At2)-
The above has the same order of error as the Crank-Nicholson scheme.
Spatial Discretization
For the spatial discretization we choose the artificial boundary at i? =  r M_i between 
the penultimate and final spatial grid-points. The following difference formulae are 
used:
f ( r M_ i , t )  =  + + 0(A r2)j (7.53)
d f ( rM - l ’t) =  f ( r M,t)  - / ( r M- i , t )  +  0 (A r 2^  (7.5 4 )
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at the points between the spatial grid. This yields the fully discetized absorbing 
boundary condition as
( l  — B iM’0^  Q(rMi tw)  +  Q(rM-i,*Ar)
=  C$M'0) (ci{rM-i,tN- i)  -  Q (rMlt N- i )  )
iv-i (7.55)
+  ^ 2  D\M,n>) (^Q(rMl tN-n) ~  Qi'f'M-h tN-n)  )  
n —1 
N - l
+  C'i(M,n) [Q (rM -u  tN -n- i )  -  Q{rMi t N- n - i )  J +  0 ( A r 2, A t 2),
n = l
where
. —2 I i A t
g{M,n) _  +  1 +  - ^ u i ( r M_ i , t n+i),
ç(M,n) _  AV2n +  1 -  - ^ u i ( r M_ i , t n+i).
When calculating the Hartree-Fock system, (7.55) replaces the last row of the matrix 
described in equation (6.20) meaning the single particle wavefunctions now obey the 
outgoing wave condition.
7.6  Testing
The implementation of the absorbing boundary is tested in a simplified case, for a 
Schroedinger equation without any potential, beyond that coming from the centrifugal 
term. We apply the absorbing boundaries to a partial differential equation of the form 
(7.12) with <7 =  0, to show the validity of the implementation and to demonstrate its 
performance. The solution to the partial differential equation
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is found for Z =  0,1,2. The initial and boundary conditions
%(r,0) =  Are-(r-5)\ (7.57)
Qi(0, t) = 0, lim^oo Qi(r,t) = 0, (7.58)
are applied. Although calculations can be done for any angular momentum these are 
the only values required for the Hartree-Fock calculations shown later. A  is chosen 
to normalise Qi(r, 0) and is calculated with Simpson’s rule.
Physically the equation corresponds to the evolution of a free particle which ini­
tially is a shell surrounding the origin. Although this sort of system provides no 
particular physical insights, it does allow us to make quick and simple calculations 
which are suitable for testing the validity of the method.
We use the same time and space discretization as described in section 6.1 to 
discretise equation (7.56). The intermediate step described in section 6.1.4 is not 
needed here, as the equation is linear.
Our results will show comparisons between a calculation done with absorbing 
boundaries at r  =  10 and one with reflecting boundaries at a radius chosen so reflec­
tion does not occur, which will be specified for each test.
For this simplified case, quantities are given in natural units.
7.6.1 Densities
To show how the solutions to equation (7.56) evolve through time the probability 
densities are presented. These are gained from calculating the wavefunction through 
time with a reflecting boundary at r  =  100. In the time interval chosen, [0,15], 
reflection does not occur. Figure 7.1 shows us the densities through time for a Z =  0 
calculation, the plots of the I = 1,2 cases show similar features and so are not 
shown. Only the interval [0,10] is plotted as this is where we place the test absorbing 
boundary. The results are calculated with grid spacings A r =  0.1 and A t =  0.1.
In each case we see the bulk of the density begins centred at r  =  5. As the system 
evolves the wavepacket spreads out and interferes with itself upon reaching the origin.
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Figure 7.1: These figures show wavefunctions, of angular momentum I =  0 changing 
in time with a percentage leaving the interval of interest. The calculations are done 
with a reflecting boundary at r  =  100 and have grid spacings of A r  = 0.1 and 
A t  = 0.1. From left to right the graphs show the evolution of the wavefunctions at 
times 0, 5, 10 and 15.
7.6 .2  Radial Compar ison  o f  W avefunc t ion
We now go on to see how the absorbing boundary performs. We start by considering 
how the error from the absorbing boundaries affects the interior solution, by plotting 
the maximum absolute error that has occurred during the calculation. At each r
max Iq U ' W )  -  Q U W t ) !  (7.59)
tG  [0 ,50]
is plotted, where Q[Re^  and Q |ABG) are the calculations with reflecting and absorbing 
boundaries respectively. Figure 7.2 shows the result for each angular momentum with 
three different grid spacings. A r = 0.2 and A t = 0.2 are chosen because it is the 
spacing we use in the Hartree-Fock calculations, the two other spacings are used to 
show the dependence of the error of the ABC on the discretization. The reflecting 
boundaries are chosen to be at r  =  200.
We see that in all cases the error has remained small throughout the interior, for 
the A r  =  0.2, A t  =  0.2 case bounded by 10~2, for A r = 0.1, A t  =  0.1 bounded 
by 10-3 and for A r = 0.01, =  A t  = 0.01 bounded by 10-5. This is within the 
G (A r2, A t2) expected from the discretization.
7.6. TESTING 113
8 04 620
Radius (Natural Units)
Figure 7.2: The figures show the absolute difference in the radial component of the 
wavefunctions, for angular momenta I =  0,1,2, between solutions calculated with 
each technique. The value in equation (7.59) is plotted against the radius.
7.6 .3  Tem pora l  Compar ison  of  Probabil i ty
We now test the how the error evolves through time. This is done by calculating the 
probability of finding the particle inside the interval over time, mathematically
zUO
P ( f ) = /  (7.60)
Jo
is calculated with reflecting and absorbing boundaries and the absolute value of the 
difference taken.
Again the time interval of the calculation is [0, 50] and we choose the reflecting 
boundary to be at r =  200. In each case more than 90% of the wavefunction has left 
the interval, specifically the probabilities inside the interval are 8.57 x 10“2, 6.36 x 10-3 
and 2.03 x 10-4 for / =  0,1, 2 respectively at the end of the calculation.
Figure 7.3 shows the results for each angular momentum and different grid spa­
cings.
We see that in time also the error remains bounded. From the plots it appears 
the bound on the error is proportional to the grid spacings. With the errors coming 
from the ABC being small for all test cases, we proceed to use them with confidence.
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Figure 7.3: These plots show how the error in the probability from the absorbing 
boundaries changes through time. Equation (7.60) is calculated with reflecting and 
absorbing boundaries and the absolute value of their difference taken, though time 
and plotted.
7.7 Results
The absorbing boundary condition, as described previously in the chapter, is applic­
able to TDHF calculations with the Coulomb potential excluded. These calculations 
are useful to provide confidence in the suitability of ABCs to TDHF. Comparison will 
be made to the reference solutions given in section 6.3. Figure 7.4 shows the absolute 
error in the root mean square radius between the reference solution and a calculation 
made with ABCs at 30 fm.
We see in each case the errors are consistently small and appear to be bounded by 
10-5 fm. We therefore conclude that the non-linear portion of the potential is not 
large enough to disturb this type of calculation. However, these results will be of 
no use if the strength function is particularly sensitive to these errors and can’t be 
resolved properly. Therefore, a comparison of the reference strength functions with 
those calculated using ABCs is shown in figure 7.5.
The plots show this is not the case and the strength function calculated with 
ABCs is indistinguishable by eye to the reference. Therefore, strength functions from 
calculations using ABCs should be accurate enough to be successfully compared to 
experiment.
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Figure 7.4: Plots showing the difference in the root mean square radii of reference 
calculations and a calculations using ABCs at 30 fm.
Finally the times taken to calculate the results shown in figure 7.4 are given in table 
7.1, as we wish to see if there is any improvement in efficiency, compared to those given 
in table 6.2. The table shows us that the time for completion of each calculation has 
been drastically reduced. In this simplified case the absorbing boundary conditions
M
on
op
ole
 
St
re
ng
th
116 CHAPTER 7. COULOMBLESS CONTINUUM TIME-DEPENDENT .
Reference ' 
ABCs at 30 fmHe
0.6
0.4
0.2
400
350
300
250
200
150
100
^Ca
0 10 20 30 40 50 60 70 80 90
Energy (MeV)
Figure 7.5: Plots showing the strength functions for various nuclei. The solid red 
line shows the reference strength, whereas the blue crosses show the strength from a 
calculation using ABCs at 30 fm.
approach has shown to be efficient and accurate. These results therefore provide the 
confidence needed in the absorbing boundary approach to proceed with the task of 
deriving ABCs applicable when the Coulomb potential is present.
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Nucleus Calculation Time(s)
Helium 5.33
Oxygen 10.15
Calcium 19.15
Table 7.1: A table showing the times taken to calculate the results given in figure 7.4.
CHAPTER 8
Continuum Tim e-D ependent Hartree-Fock
In this chapter we analyse equations (7.25) and (7.26), where it is no longer assumed 
that a = 0. The inversion of the neutron kernel in section 7.4 relied on deriving a 
partial fractions representation, for which there is a known inversion. Surveying the 
literature [48, 82, 83] it can be seen that the same technique cannot be applied to the 
proton kernel. Finding an exact inversion, then, appears unlikely. However, if we were 
to have an accurate approximate of the kernel given as a sum of some partial fractions, 
then an analytic inversion of the approximation could be performed. Reference [87] 
achieves this via a method of non-linear least squares, where the mean square error,
Fd{z) -  m dz, (8.1)
between a rational function, and a kernel function, f (z ) ,  is minimised. Pd(z)
and Qd{z) are polynomials of degree d— 1 and d respectively and a and b are two purely 
imaginary numbers. The rational function can be expressed as the sum-of-poles,
d
Pd(z) _  V-'  wk
Qd(z ) k=1 z  ~  z k=  (8-2)
The Laplace inversion of the above is known to be the sum of exponentials [83],
Finding an inverse Laplace transform is then reduced to calculating the values of the 
kernel function. However, for a Schroedinger equation’s ABC kernel it was shown 
in [73] that the method described in [87] could not be applied directly. This is due
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to more poles than can be calculated accurately with a numerical implementation 
of [87] are required to approximate it. As the kernel studied here also results from 
the Schroedinger equation then we expect the same to occur and so the modified 
procedure given in [73, 80] is used.
We begin this chapter by describing the least squares method and its modification, 
before moving on to how the kernel is calculated and finally the discretization and 
testing of the ABC.
8.1 Bootstrap Method o f  Non-linear Least Squares
8.1.1 Method of Non-Linear Least Squares
We require a method for finding polynomials P d ( z )  and Q d ( z ) ,  where 
d = deg P d ( z )  +  1 =  deg Q d ( z ) ,  such that
Qd(z) f ( z )
dz (8.4)
is minimised. As in the solution to the stationary Hartree Fock equation, self con­
sistency is used to linearize the problem and produce
V g r i),gF+1), . . . , g l +i1y  1
p ï +1\ z )  -  m Q {i +1)(z)
Q d \z )
dz, (8.5)
where z >  1 and
d—l d—1
P t % )  = £ î f V ,  q ^ z) =  ^  +  £
3=0 3=0
(8.6)
The scheme in equation (8.5) requires an initial guess, Q % \ z ) .  It is hoped as we 
iterate through i finding a minimum of (8.5), then the differences between the values
of and f ( z )  become small.
To minimize equation (8.5), 2d freedoms are introduced for the coefficients of 
P ^ +1)(z) and Qd+1\ z ) .  This can be achieved by allowing; to vary along the
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direction 772,7+1 with magnitude e2j+i, and q f+1^  to vary along the direction 772^+2 
with magnitude e2j+2- The numbers % +i and e2j +2 are real and 772^+1 and 772^+2 are 
complex. The reason for varying along odd 77 and pjz+1^  along even 77 is it will 
produce a neat form for the end result. This gives equation (8.5) as
P o +1) +  e ir j l ,  • • * iP d - 1 *  +  e2 d - l V 2 d - l  
qit+U _|_ e27y2) . . . 7 +  62dP2d
dz.
P(j,+1> +  — /C-) ( ? t +1' +  (sj+s'kj+s)
The above integral is expanded using Taylor series, about ei, e2, . . . ,  c2d == 0, giving
A T  -  T I P° +1) +  £l,?1’ • • • ’p d-l1) +  eM -lV 2d-l) _  T (  Po+1), . • •
Ço+1) +  £2%, • • •, gî-i11 +  e2«iW /  \,9o+1) >•••> Qdl i /
2d d
der I Q{d {z )
■f(z)zc= E £.
m = l
+  [Pj'î+1) +  %+lP2;+l — / (^) ^ +1) +  %+2P2;+2^
j=0
+ 0(e2),
dz €1=0, 
e 2<i— 0
where e =  max(ei, 62, . e2d). The differentiations are performed separately for odd 
and even values of m, yielding
d—1 p
A I  = ^  ] C2m+1 I
m —0
" 7?2m+lZm( p j i+1)(2) -  /(z)Q<i+1)(z))
+  I Q f ( z ) l 2
» mm+^ f{z )(pf+1\z) -  m Q ^ i zd—l  p
+ y ;  £2m+2 /
m=0 I a
>Ï2m+2Zm/ W ( P j i+1)(z) -  
I Q ^ W I 2
(* + 1),
dz
dz +  Cl(e2).
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Considering the cases where rjj = 0 for all j  ^  2m +  1 or j  ^  2m +  2 allows us to 
write the two cases;
A /,2m+1, 0 =  e2m+i ( %m+i I  r»  " v ^
+ _ r . / w Æ M ^ . ) + 0 ( « ,
Using analogous arguments to those in section 3.3.3, sufficient conditions for a min­
imum are the equations
f ^ r \ z ) - f t z ) Q r \ * ) d z = ^  ( 8 .7 )
L  \ g f ( z w
[ b^ i z ) ^ - f m r M d z = 0 . (8.8)
L  \ Q f ( z W
Defining the weighted inner product 
and the basis
W i )  f . - î ' / W ,  +  (8 1 0 )
[zf™1, n =  2 ,4 , . . . , 2d  
allows equation (8.7) and (8.8) to be written simply as
(&n I - P  +  / Q )  =  0, (8 .11)
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for n =  We see from the above that the numerator of equation (8.5),
— P { z )  +  f(z )Q(z),  is orthogonal to the first 2 d elements of the basis (8.10), spe­
cifically is is not orthogonal to the last element h2d+i(z). This is important because 
by inspection we can see that the numerator is also a linear combination of all ele­
ments of the basis. So orthogonalizing the 2 d + 1  functions in (8.10) will result in 
2 d-\-l  orthogonal functions, with the numerator being orthogonal to 2 d of them. As 
the numerator is not orthogonal to /i2d+i(^) it must be the member of the resultant 
orthogonal basis that is in the span of h2d+i{z).
The restatement of this problem means we can apply the Gram-Schmidt process. 
This takes any set of linearly independent functions and produces a set of orthogonal 
functions, gn(z). The first two orthogonal functions given by the Gram-Schmidt 
process are
Pi(z) =  &i(z), (8.12)
P2M  =  I (z). (g 13)
\ 9 i  I 9 i )
Now instead of proceeding by orthogonalizing the set (hi(z),  h2(^), . . . ,  h2d+i(^)}, 
we take advantage of the Gram-Schmidt process being applicable to any set of lin­
early dependent functions. The basis holds the property hn(z) =  zhn- 2 {z) allowing 
us to continue by orthogonalizing the set {hi(z) i h2 (z), z g i ( z ) ,  zg2 ( z ) , . . . ,  z g 2d - i ( z ) } ,  
meaning for n > 2
9n(z) = zgn- 2 (,z) -  % n v w ® ( z)' (8-14)
j = i  \ 9 j  I 9 j )
This simplifies the orthogonalization and results in a recursion in terms of just gn(z) 
with two initial values. We can show that Si = {hi(z), h2 (z), zgi(z) , . . . ,  zgn- 2 (z)}
spans the same space as S 2 = {hi(z),  h2 (z) , . . . ,  hn(z)} for all n >  3 via induction.
So consider Si  for the n =  3 case, where
(hi(z), b2(z), %  W  =  zhi(z) =  hs(z)}. (8.15)
The above is identical to S2, proving the n = 3 case. Now assume our statement is
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true for a general n — 1 allowing us to write gn- 2 (z) = Q>ihi(z). Considering
n—2 n
{M z),/& 2(z),% (z),z#(z), - '. ,% - 2 W  =  j ,  (8.16)
i—l i—3
it can be seen that the above set spans Si. The n — 1 case has been shown to imply 
the general n case, completing the inductive proof.
A final simplification is made by considering the value of the quantity (gj | 
along the integration path. Letting z = iy produces the integral along the real line 
between the imaginary parts of a and b
f m  9j(iy) (W9n-2(iy)) id
J m  \ Q f m 2 (8.17)
(8.18)
(8.19)
(gj I zgn-z) =  o, (8.20)
for j  <yi — 4. The above means the index of sum in equation (8.14) runs from n —5 to 
n — 1, re-expressing the sum so the index runs from 1 to 4 means the Gram-Schmidt
Using (8.14) gives
j+i
(z 9j  I 9n -2 )  — (  9j+2  +  5 3
I
(dk | 9k)
9k 9n—2
So that
(zgj | gn- 2) =  ^ton- 2  | 9j+2) + 53 to^| gk) 9^n~2  ^ '
By the orthogonality of the functions gn we see, from the above, that
toj I z 9n—2) —
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process can be summarised as
f (z ) ,  n  =  1
9 n { z ) —  < 1 — C2i Q i ( z ) ,  n = 2 -, (8.21)
% -2 (z )  -  (z), ^  >  3
where
=  (g n -j  \ z g n- 2 )  (8 .2 2 )
{9n-j | gn-j)
We see y2d+i =  —Pd+1\ z ) +  f ( z )Q ^ +1\ z ) ,  as this is the only member in the span of 
h2d+i(z )- Comparing with equation (8.5), the following:
(92d+l I P2d+l), (8.23)
is shown to be the mean square error.
The recursion (8.21) is used to find the set of values cnj- and the mean square
error, then by letting gn,Q{z ) — 9 n(z ) +  f ( z )9 %(z ) and setting it equal to (8.21) we
can find Pjz+1^  (z) and (z) by considering
min(n—1,4)
9 n Q(z ) =  z 9n-l{Z) ~  T  (8'24)
3=1
where
flf (z ) =  0 , 92 iz ) =  - 1  , 92d+i(z ) =  pd +1\ z )’ (8-25)
9 i ( z ) =  i > g ? ^ ) =  -cal > gâ+iW  =  <3d+1)(z)- (8-26)
To find the pole weights the derivative of (z) is also required. Differentiation of 
(8.24) provides this via the formula:
min(n—1,4)
(g^)'W =  g»-2W +  ^(gn-a)'(z) -  ^3(g«-j)'W , (8.27)
3=1
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where
ih+i)
(S?)'(*) =  0 , (ff?)'(*) =  0 , ( 4 + i ) 'W  =  (8.28)
l(<+l)
The above formulae gives us the ability to calculate P ^ +1\ z ) ,  Q^+1\ z )  and ^ j -z— at 
any point between a and b along the imaginary axis. This provides a way to calculate
p ( i + l )  /  n
the guess for the next iteration and also to expand as partial fractions,
Qd
P j +1\ z ) _  wk
Q {i +1\ z ) t ! z ~ Zk
=  ( « a »
Muller’s method [88] is used to provide the poles, which are the roots of Qj (z), 
while the residue theorem [14] yields the weights,
p(i+1)(V, ^
Wk =  • (8 '30)
dz
In the implementation of the least squares procedure, the integral in equation (8.22) 
is discretised with the extended trapezium rule [52], using 41 points. We also choose 
to iterate equation (8.5) though i =  1, imax in all calculations, which is found to work 
well for imax = 5.
T he Initial Guess
The least squares method is reliant on access to a reasonable initial guess of the 
denominator Reference [87] used a continued fraction representation to gain
a denominator. However, for equation (7.26) this isn’t available due to the square 
root in its argument. Next a procedure is described [73, 80] to calculate an initial 
guess, along with the minimum number of poles required for a given accuracy.
An approximation with d poles has to be calculated before we know the mean 
squared error. However, looping through d = 1 ,2, . . .  until the error is reduced 
sufficiently, gives an automatic way to produce an approximation with a given error.
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This can also be used to generate an initial guess from the previous step using [73]
In the above 2 ^ -1  is the zero furthest from the imaginary axis. Calculation of the above 
specifies the initial guess for d =  1, after which the results from the approximation 
with d —l  poles is used to give the guess for an approximation with d poles. Algorithm 
4 summarises the method so far.
A lgorithm  4 Non-linear Least Squares Method 
d — l.
S etQ (1)(z) =  z - ( ^ - ^ ) .
while (g2d+i | g2d+i) < e f* \ f(z)\2dz do 
for i =  1, imax do
Calculate the coefficients cnj- and y2d+i using (8.21).
Calculate the poles by applying Muller’s method to Q $  (z) , which is calcu­
lated using (8.24).
Use the poles to calculate Q ^ ' 1\ z ) .  
end for
Calculate Q^+iiz) from (8.31). 
d =  d +  1.
Calculate the mean square error, (g2d+i | 9 2d+i)- 
end while
Calculate each pole’s weight using equation (8.30).
Return the d poles and their corresponding weights.
Now the ability to find a pole approximation on an interval has been gained, 
we look at how this can be embedded in a procedure that allows for an accurate 
approximation to the proton kernel.
8.1.2 Applying the Least Squares Method in a Sub-interval
The modification described in [73] is to split up the interval on the imaginary axis 
into sub-intervals on which the function is smooth enough to be approximated well 
by the least squares method. There are three considerations that must be made for
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this to be successful.
First, we require some way of joining the approximations made on each sub- 
interval. The values of an approximation made on a particular sub-interval are non­
zero outside of it and so simply adding the results means each approximation will 
interfere with one another. This can be solved by specifying some order to make 
the approximations. Then, by approximating the kernel on the first sub-interval, we 
continue by making approximations of the kernel with the previous results subtracted 
on the subsequent sub-intervals. In this way the current approximation takes account 
of the previous ones and adding the resultants will approximate the kernel.
Secondly, imagining the function on the complex plane then it may be the case 
that, in an interval, the kernel can be well approximated by poles which make a larger 
contribution elsewhere, on the imaginary axis. To see this consider an approximation 
where some poles are far away from the interval along the imaginary line the approx­
imation was calculated. Generally these contributions to the current sub-interval are 
small, but can be large for other intervals which the poles are close to. So, approx­
imations on the following sub-intervals will also have to describe these poles, not just 
the kernel. We therefore want to ensure poles located far from the sub-interval they 
were calculated on are excluded.
It may also be the case that the size of a sub-interval is much smaller than the 
absolute value of the real part of a pole. This time we would not expect the least 
square algorithm to calculate this pole accurately because its contribution is over 
a larger interval than what we are analysing. So poles holding this property are 
excluded too.
It seems sensible that only poles that are found near to the part of the imaginary 
axis they were calculated on should be included in the approximation. A near pole 
is defined and we say that only the near poles should be included in the sum of poles 
approximation. Specifically a pole, z'k, is defined a near pole on the real interval
The dummy variable x  is used to highlight this integral is over the real axis. The
[-1,1] if
12 < J arctan arctan . (8.32)
notation zj) used is to specify a pole, % on [a,b], that has been scaled onto [—1,1]
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using
(8.33)
The criterion (8.32) describes an elliptical area surrounding the [—1,1] interval [73]. 
The value on the left hand side describes how tightly the ellipse is to enclose the 
interval, where a larger value would describe a smaller area. A value of 12 yields an 
ellipse that tightly surrounds the interval and is chosen in line with ref. [73].
Finally it may also be the case that a pole with a positive real part may also 
suffice to give a good approximation of the function on a sub-interval. Here we make 
an assumption that no poles with positive real part should be included, as this would 
violate the requirement that all poles should be to the left of the contour in the 
Bromwich integral (7.14).
8.1.3 Splitting the Imaginary Axis
Now a method to split the imaginary axis up into sub-intervals, on which the kernel 
can be approximated well by the least squares method, is required. This can be 
done recursively, by considering an interval and splitting it into two equally sized 
sub-intervals. On each of the sub-intervals a Chebyshev polynomial approximation 
is made and a criterion of whether or not this approximation is accurate has to be 
specified. If the criterion is satisfied, then no further splitting is done, but if it not, we 
split the sub-interval into two further sub-intervals and repeat the procedure. Figure 
8.1 gives a simple illustration on how we would like a interval to be split up.
T he Splitting Criteria
Describing whether a kernel on a interval is smooth can be done by assuming: if the 
function can be well approximated by a low order polynomial in that interval then the 
approximation will be successful. Therefore a Chebyshev polynomial approximation 
is calculated for the kernel on the interval and if the coefficients have got sufficiently 
small, implying convergence, we set the splitting criterion to false and the interval 
will not be split any further. A K-term Chebyshev approximation, /approx(z), °f a
, _ Z k ~  g (a +  b)
Z k ~  h ( b - a )
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<>
a + 3 ^  a + ^ ba
Figure 8.1: A diagram of how the binary splitting is expected to behave, with the 
smallest sub-intervals being created near the complicated behavior of the function 
being approxamated.
function, /(z ), on z G [a, b] can be calculated using the formula [52],
K - l
A p p r o x M  =  (8.34)
k=0
The coefficients, a3, are given by
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The values of which are the roots of the Chebyshev polynomial, are given by
% =  cos f (8.37)
n
and yk scales Xk from [—1,1] to [a, b}:
yk =  (b + a) + ^ h - a)x \  (8.38)
If /approx(^) approximates f ( z )  well, the coefficients of final terms in the series (8.34) 
should be relatively small. So, in practise we only require the coefficients and calculate
+  \ctK-2 \
E£o2KI
S =  , (8.39)
which can be thought of as a measure of convergence. A 5 is defined so that if S' <  5, 
the splitting criterion is set to false and if S > 6 the splitting criterion is set to true. 
For all the results in this work the values K  = 10 and ô = 10-3 are used.
Binary Tree Description o f an Interval
Information on the sub-intervals is stored in a binary tree. Although commonly 
used within computer science [89], they aren’t within physics and so we give a short 
description. A binary tree is a collection of nodes which contain at least; an association 
to a parent node, and associations to left and right child nodes. These associations 
are called branches and give the tree its structure. It can be that a node’s associations 
to both children are not specified, in which case we call it a leaf. There must be one 
and only one node without a parent, which we call the root. This defines a structure 
which has a single starting point, the root, and branches out to multiple endpoints, 
the leaves, like a tree.
To make the binary tree useful for storing the splitting of our interval, we must 
append some additional information to each node. We choose to append the bound­
aries of each interval and what is called the node depth. The node depth is equal to 
the node depth of its parent plus one. The root’s node depth is defined to be zero. 
For the interval split shown in figure 8.1 we would have a binary tree as shown in
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figure 8.2.
= 0 Depth = 1 
Left =  a+(b-a)/2  
Right = b
Depth = 1 
Left =  a 
Right = a+(b-a)/2
Depth =  2 
Left = a+(b-a)/4  
Right = b
Depth =  3 ^
Left = a+(b-a)/4  
Right = a+7(b-a)/8
Depth =  3
Left =  a+5(b-a)/8
Right = a+3(b-a)/4
Depth -  3 
Left =  a+3(b-a)/8  
Right = a+(b-a)/2
Depth -  3
Left = a+(b-a)/4
Right = a+3(b-a)/8
Depth = 2 
Left = a
Right = a+(b-a)/4
Depth = 2 
Left = a+(b-a)/4  
Right = a+(b-a)/2
Depth =  2
Left = a+(b-a)/2
Right = a+3(b-a}/4
Depth = 0 
Left = a 
Right = b
Figure 8.2: A diagram of the binary tree that describes the splitting, of the interval, 
in Figure 8.1. Each box is a node with two arrows pointing away from it toward its 
children and a arrow from another node pointing towards it from its parent. The leaves 
are coloured green and the root coloured grey. Each box contains the information 
we append to describe the split. Left and right specifies the two endpoints of the 
intervals.
Creating the  Binary Tree
Now we have shown how we may use a binary tree to describe the splitting of an 
interval we go on to describe how the binary tree is created. The procedure relies 
heavily on recursion and is described in algorithm 5.
Following the algorithm through we see that when a node is split in two, we move 
to its left child and check whether is needs to be split. If it does, two children are 
created and we move to the left again, if not then we move the parents right child 
and repeat the procedure. This process begins at the root of the tree.
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A lgorithm  5 Insert (node)
if  node.depth > maxdepth then  maxdepth =  node.depth 
end if
if  (Splitting Criterion True) then  
no de. left, a =  node.a 
node.left.b =  |  (node.a+node.b) 
node.left.depth =  node.depth +  1 
call insert (node.left)
no de. right, a =  |  (node.a+node.b)
node.right.b =  node.b 
node.right.depth =  node.depth +  1 
call insert (node.right) 
end if
8 .1 .4  The Bootstrap Method
How the previous results are used to create an approximation to a kernel function is 
now specified. First create the binary tree, then begin at the left-most sub-interval 
at the maximum depth, and approximate the kernel and keep only the near poles. 
Then move rightwards through the rest of the nodes at that depth and approximate 
the kernel with all the previous near poles subtracted. Then move up to the next 
deepest and repeat the process, until the root is reached. Approximate the root, and 
keep all found poles. To return the poles at a certain depth a modified in-order tree 
transversal [89], as shown in algorithm 6, is used to produce a linked-list. The entire 
bootstrap procedure is summarised in algorithm 7.
A lgorithm  6 NodesAtDepth(node) 
if  node.left exists then  
NodesAtDepth(node.left) 
end if
if node.depth =  d then
Add node to end of linked list 
end if
if  node.right exists then  
Nodes AtDepth(node.right) 
end if
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A lgorithm  7 Bootstrap non-linear least squares 
Specify an interval [a, b]
Use algorithm 5 to create a binary tree 
for d = maxdepth : — 1 : 1 do
Use algorithm 6 to return N  sub-intevals &&] at depth d 
for n =  1, iV do
Use algorithm 4 return the poles and corresponding weights on [an, bn\ 
Discard poles and weights which don’t meet criterion (8.32)
Add remaining poles and weights to list 
end  for 
end  for
Use algorithm 4 to return poles and corresponding weights on root interval [a, b] 
and add to list
Return list of weights and poles.
8.2 Calculating the Proton Kernel
How we calculate the proton kernel,
q  (R c ) -  1 ( W ^ b r y / ë )
''W  ’ } by/s ^  aW^Jbry/i) (8.40)
r = R
is now described. The kernels studied in [73] and [87] had continued fraction repres­
entations which provided an efficient and accurate means to calculate values over the 
entire complex plane. We choose a similar strategy and use the continued fraction 
[48],
V i
1 +
1 +
V2
z
(8.41)
1 +  . . .
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where
^2n+l — -  4-/4 — % +  71, (8.42)
v2n = — — li — K~hn. (8.43)
The above converges for | arg(z)| < |  and // +  |  ±  (« +  1) —1, —2, —  From
section 7.3 we know — ^ tt < argz < 0 and so the above equation is valid for our
considerations. The use of the recurrence relation [48, 82],
W fc-ip -iM  (i _  2m -  2k)V z Wk’,‘^  +  k -  iK — x T 777, dz
(8.44)
allows us to express (8.41) in terms of a W hittaker function and its derivative as 
given in the kernel. This allows the following continued fraction to be written for the 
kernel:
° * A R ’ S )  =  2(k + /i) — 1 ’ (8'45)
1 -  2/x -  z +  ——
1 +
V l
z
1 +
V2
z
1 . . .
with z =  —2iR\p2A~s and
v 2n-\-l — — ^ T 7 l ,  (8.46)
V2n =  — —/I — 7v +  71- (8.47)
We calculate the above using Lentz’s algorithm [52, 90, 91]. A plot of the kernel for 
I = 0 and N P — 2 is given in figure 8.3.
Figure 8.3 shows that the complicated behaviour of the functions is centered slightly 
to the left of the origin. So we expect the interval splitting to be concentrated around 
this region. Extending the plots x-axis outwards would shows the function slowly 
decaying to zero.
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Figure 8.3: A plot showing the values of the kernel (8.40) using the values I =  0, 
R = 9.9 and Np  =  2.
8.2 .1 Approximat ion  o f  th e  P r o to n  Kernel
We now show the results of applying the least square approximation to the proton 
kernel, described in the previous section. We have found that algorithm 7 produces the 
smallest mean square error when used to make an approximation on an asymmetric 
interval. We therefore choose a = — 109i and b = 108z, which encloses the one used 
in [73] while being asymmetric. Firstly the splitting of the interval, produced by 
algorithm 5, is shown in figure 8.4.
The size of the intervals become smallest around the complicated behaviour of the 
function, as wanted. This part of the bootstrap algorithm is behaving correctly and 
now we move onto the approximation of the kernel.
A selection of results is shown in table 8.1 for values of /, N P and R  required by 
the Hartree Fock calculations.
We see that for all cases studied, the kernels are accurately approximated by the 
bootstrap method.
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Figure 8.4: A box plot that shows the depths and sub-interval locations of the binary 
tree produced for a calculation using I =  0 and Np = 2.
In figure 8.5 we give an example of how the relative error, between the approx­
imation and the kernel, is distributed over the imaginary axis for a calculation using 
/ =  0, N P =  2 and R  — 9.9. Error curves for the other parameter sets look similar 
and so are not shown.
Around the origin, near where the complicated behaviour of the function occurs, 
relative error remains stable. The errors are bounded by 1CT7 over the part of the 
imaginary axis considered.
Figure 8.6 shows the pole locations in the complex plane. We denote the poles of 
the kernel (8.40) by
We see that the real and imaginary parts of the poles are similar in magnitude, which 
is a result of the near pole criterion. We shall only know whether the found approx­
imation is accurate enough for our needs once the absorbing boundary conditions are 
calculated. We now go on to discretise the absorbing boundary conditions (7.25), 
before testing their performance.
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R 1 N P Number of Poles Found Relative Error
0 2 114 8.442x10-"
0 8 103 9.041 x IQ” 17
1 8 104 1.544x10-^y .y 0 20 97 1.170x10-16
1 20 91 1.405x10-16
2 20 97 3.881x10-16
0 2 108 1.658x10-16
0 8 104 7.059x10-"
in n 1 8 108 5.309x10-"iy .y 0 20 101 5.980x10-"
1 20 100 6.880x10-"
2 20 92 7.239x10-"
0 2 109 1.851x10-16
0 8 108 6.374x10-"
1 8 106 1.597x10-1629.9 0 20 102 1.994x10-16
1 20 98 1.431xl0 'i6
2 20 101 5.997x10-"
Table 8.1: Table showing the number of poles used to produce an approximation 
with the relative error specified. We show results for the values of I and Np  that are 
required by the Hartree-Fock calculations, for selected artificial boundaries.
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Figure 8.5: A graph showing the distribution of relative error, over the imaginary 
axis, for a approximation of the kernel with values I = 0, Np — 2.
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Figure 8.6: A graph of the complex plane, showing the pole locations found by the 
bootstrap method, for the values I = 0, N P =  2.
8.3 Discretization of ABCs with the Proton Kernel
How we discretise the ABC with a proton kernel is now described. As Gk^ ( R , t ) 
and are both continuous we expect their numerical integration, by the
trapezium rule, to be accurate. However, we have observed this is not the case 
when the trapezium rule is applied directly. This can be resolved by considering the 
case of cr =  0 where it is known the analytic form of the kernel contains a square root 
singularity [74]. The sum-of-exponentials should accurately describe this behaviour
+ +.
+  + + .
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and hence not be integrated accurately by the trapezium rule. So, in analogy with 
section 7.5 integration by parts is used on equation (7.25), before it is discretized, to 
produce
Q(R, t) + ^ i L HkAR> 0) =  -  j f  H ^ R ,  t ) A  ( dQ(i^ - T))  dr.
During the by-part manipulation Gk^ ( R ,t ) is integrated to give
HKiII(R ,t ) = Y , — eSkT ' (8.48)
*=i Sk
which is also a sum-of-exponentials and can be easily evaluated.
Tim e and Space Discretization
Using equations (7.49),(7.50) and (7.51) allows us to write the semi-discrete equation
Q{R, tN) + dQ{- f tN)H{R,  0) =  -  X )  H{R, tn+l)N 1 rdQ (iU lV -n-l)
9 r  n=Q
dr
dQ(R, tN- n)
(8.49)
+  0 ( A t  ).
dr
Using equations (7.53) and (7.54) yields the following fully-discretised ABC:
(1 +  B) Q(rM,  t x )  +  (1 — B )  Q(rM,  Uv)
=  - A H ( r M_ i , t i ) ( Q ( r M, tN- i)  ~  i.v -ij)
^  / (8.50)
— A j ^ H ( r M_ i , t n+± ) \ Q ( r M, tN-n- i )  — Q ^ m - i R n - u- i )
n = l
— Q(TMi tN-n) +  Q iTM -l^N-nŸj +  ^ ( A f 2, A t2),
where
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Once the poles and weights have been calculated by using algorithm 7, they can be 
used with equation (8.48) to calculate the integral of the kernel for any required time. 
In general, we are required to recalculate algorithm 7 for different values of Z, Np 
and R. Replacement of the last equation of the matrix in equation (6.20) will then 
impose the outgoing wave condition on the calculation.
8.4  Testing
In this section the new discretization, which uses the results of the least squares 
method, shall be tested. The same tests as were done in section 7.6 are performed, 
which will allow comparison to help us investigate how well the approximation of the 
kernel is performing.
As in section 7.6 a Schroedinger equation is solved. This time with 12^ E- added to 
the potential, to ensure its correct form in the exterior. Specifically we solve:
+  +  O- ( M 3 )
Following section 7.6, the initial condition (7.57) and boundary conditions (7.58) are 
applied and natural units used.
8.4.1 Radial Comparison of Wavefunotion
Figure 8.7 shows the quantity as described in equation (7.59), with absorbing bound­
ary conditions applied. The kernel approximations for R  = 9.9 of section 8.2.1 are 
used for the calculations done with A r =  0.2 and A t = 0.2, for the rest, the least 
square approximation is re-calculated to produce new kernels. The reflecting bound­
aries of the reference solution are chosen to be at r  =  200.
The errors shown remain small throughout and can be bounded similarly to those 
shown in figure 7.2.
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Figure 8.7: The figures shows the maximum error of the radial component of the 
wavefunctions from times 0 to 15, for angular momenta and proton number shown, 
calculated with each technique. The value in equation (7.59) is plotted against the 
radius.
8.4 .2  Tem pora l  Comparison  o f  Probabil i ty
The absolute value of the difference between equation (7.60) calculated from results 
using reflecting and absorbing boundary conditions is plotted and shown in figure 8.8
As in the previous test the error remains small and by comparison to figure 7.3 we 
observe similar bounds of the error can be made to those calculations where the exact 
kernel is used.
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Figure 8.8: These plots show how the error in the probability from the absorbing 
boundaries changes through time. Equation (7.60) is calculated with reflecting and 
absorbing boundaries and the absolute value of their difference taken.
8.5 Results
Results from continuum TDHF calculations, with the Coulomb potential included, 
are now described. The absorbing boundary conditions of sections 7.5 and 8.3 are 
applied to the neutron and proton single particle states respectively. Calculations are 
performed using the parameters described in section 6.3 and the plots of section 6.3 
serve as a reference to allow comparison. Figure 8.9 shows the absolute error in the 
root mean square radius between the reference solution and a calculation made with 
ABCs at 30 fm.
Comparing to figure 7.4, the Coulombless case, it can be seen that the errors are 
of a similar magnitude, implying there is no new error introduced by the modified 
method for proton states. Figure 8.10 shows a comparison of strength functions
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Figure 8.9: Plots showing the difference in the root mean square radii of reference 
calculations and a calculations using ABCs at 30 fm.
calculated from the reference and the absorbing boundary solutions.
As in the Coulombless case there is no appreciable difference between the strength 
functions from the reference calculation and a calculation performed with ABCs. 
It seems, therefore, that the absorbing boundaries provide an accurate method of 
treating the artificial boundary in this type of calculation. The calculation time given 
in section 7.7 showed the ABCs were efficient. However, the ABCs for the proton
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Figure 8.10: Plots showing the strength functions for various nuclei. The solid red 
line shows the reference strength, whereas the blue crosses show the strength from a 
calculation using ABCs at 30 fm.
states require kernel approximations to be calculated, which means we expect an 
increase in the calculation time. Table 8.2 show the timings of the various components 
of the time dependent part of the calculation.
The table shows us that the time dependent part of the calculation is still efficient 
and the kernel approximations appear to take around half a second each, which isn’t
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Nucleus Kernel Approximation(s) TDHF(s) Total(s)
Helium 0.59 9.31 9.90
Oxygen 1.09 17.25 18.34
Calcium 1.56 31.16 32.72
Table 8.2: Table showing the time taken to calculate the various stages of the time- 
dependent code using ABCs. The ABCs of section 7.5 are applied to neutron states. 
Approximations of the proton kernels are made and the ABCs of section 8.3 are 
applied.
too restrictive. The table also shows the surprising result that the calculation times 
are less than twice as long as those in section 7.7. This is despite an extra matrix 
inversion, for the Coulomb potential, and kernel approximation required. This points 
to the discretization described in section 8.3 being more efficient than that of section 
7.5. As there is no reason for the neutron kernel to be approximated by the bootstrap 
non-linear least squares also and then apply equation (8.50) as the boundary condition 
for all states, we are able to test if this increases efficiency. The magnitude of the 
errors in these modified calculations are the same as those given in figure 8.9 and so 
are not shown, however the new timings are shown in table 8.3.
Nucleus Kernel Approximation(s) TDHF(s) Total(s)
Helium 1.99 7.42 9.41
Oxygen 2.79 13.64 16.43
Calcium 3.78 24.12 27.90
Table 8.3: Table showing the time taken to calculate the various stages of the time- 
dependent code using ABCs. Approximations of the proton and neutron kernels are 
made and the ABCs of section 8.3 are applied to all single particle states.
We see that for the TDHF part of the calculation there is quite a large improvement in 
speed when using equation (8.50) for all states. This is enough to show improvements 
in the total calculation time, even with the extra kernel approximations required.
This section has shown that the absorbing boundary condition approach continues 
to provides accuracy and efficiency for the calculations considered.
As a final note we take advantage of the improvement in efficiency shown in table 
8.3 to do long time calculations. This allows the investigation of whether, or not, the
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sharp points in the strength functions of oxygen and calcium, occurring at around 
30 MeV, are just a numerical artifact. Figure 8.11 shows the strength functions for 
Oxygen and Calcium for calculations performed upto 15000 fm c-1. The calculation
250
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Figure 8.11: Plots showing the strength functions resulting from the calculation of 
nuclei undergoing monopole resonance over a long period of time, specifically upto 
15000 fm c-1.
results in strength functions containing a large amount of points and hence a more 
detailed result. An energy resolution of % 0.083 MeV is gained for the long time 
calculations compared to the % 0.689 MeV gained previously. This detail allows us
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to see the sharp points as smooth curves and so can say there are indeed part of the 
actual strength and not a numerical artifact. Although not impossible, using reflecting 
boundary conditions placed at a suitable distance would result in a calculation much 
more time consuming.
CHAPTER 9
Conclusion
In this work we have presented an application of the time-dependent Hartree-Fock 
method to giant monopole resonances. A derivation of the Hartree-Fock equations 
with the t0-t3 and Coulomb interactions was shown. The resulting equations were 
then solved via finite differencing and the results given.
It was seen that when calculating the solution to the time dependent Hartree-Fock 
equations using reflecting boundary conditions, a large spatial region was necessary 
to produce physically sensible results. Calculating on a large spatial region, however, 
resulted in an unreasonably long calculation time and a solution, which could provide 
accurate and efficient results, was then sought.
Firstly, ABCs with just a centrifugal barrier in an exterior domain, applicable to 
neutron states, were considered. It was shown the ABCs required an inverse Laplace 
transform that, in this case, could be calculated analytically. Application of the 
ABCs to a Coulombless TDHF calculation resulted in accurate solutions that could 
be efficiently calculated. This provided the confidence to proceed in the calculation 
of ABCs applicable to states with both centrifugal and Coulomb potentials in an 
exterior.
The addition of the Coulomb potential in the exterior required consideration of an 
inverse Laplace transform too complex for an analytical expression to be found. So, a 
bootstrap non-linear least squares method was implemented to produce an accurate 
sum-of-poles approximation to the kernel within the inverse Laplace transforms. The 
approximation was shown to be accurate and had an inverse known as a textbook 
result. ABCs for the proton single particle states could then be implemented. Results 
of the ABC’s application to TDHF calculations were similar to the Coulombless case, 
being accurate and efficient. It was also commented that the discretization of the 
ABCs using the approximated kernel resulted in more efficient calculations than when
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the exact kernel was used.
On the physical side the outlook for this work is to include the full Skyrme inter­
action, allowing realistic calculations to be carried out [40, 41]. It is expected that 
the ABCs would perform just as effectively for the more complex interaction, as it 
exhibits similar features to the studied version. Secondly one would like to remove 
the restriction of spherical symmetry and extend the method to full three dimensional 
calculations [92, 93, 94]. This would allow other resonant modes to be studied and 
allow the calculation of non-spherical nuclei. Two possibilities to achieve this are; 
expansion of the density in spherical harmonics, or an appropriate operator splitting 
method.
On the mathematical side we would like to offset some of the extra computa­
tional cost coming from physical improvements by increasing the efficiency of the 
implementation. A first improvement would be to change to a recursive evaluation 
of the ABCs, which is possible when using the sum-of-exponentials kernel [95]. This 
would result in boundary conditions requiring just 0 (1) evaluations at each timestep. 
As well as this, an implementation of a temporal discretization scheme that is more 
suited to non-linear equations is desired. The literature already provides some meth­
ods applicable to the non-linear Schroedinger equation [96], which offer the possibility 
to be generalised to the TDHF equations.
In comparison to other methods, such as the absorbing potentials approach, three 
main advantages are noted. Firstly, in the linear regime, we can be confident that 
results will only suffer from the discretization error of the boundary conditions. Com­
paring to the absorbing potentials approach the error from reflections at the boundary 
cannot be minimised to such levels.
Secondly, we are able to place the outer boundary close to the nucleus, specific­
ally, so the initial wavefunction is computationally zero outside of it. This allows 
calculations on a small grid and hence the calculation time is minimised. Previous 
approaches, however, require the boundary to be placed further from the nucleus in 
order to work effectively. This will eventually become unmanageable, in particular 
when generalising to three-dimensional calculations.
Finally, once an accurate approximation for the proton kernel is found the presen­
ted approach is parameter free. The non-linear least squares method used to find
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this approximation contains some parameters, but is relatively fast and can be run 
separately from the TDHF calculations. This allows tuning to be performed quickly 
before the time-consuming TDHF equations are solved. It should also be noted that 
the same set of parameters were used for all calculations presented here and may also 
suffice for the calculation of kernels required by other nuclei, so in practise the amount 
of tuning required by each case is likely to be small. Comparatively the parameters 
of the. absorbing potential solution must be tuned by running the TDHF calculations 
repeatedly, which can be slow.
We conclude by remarking that the results presented highlight the ABC approach 
as a valid method to handle the artificial boundary within TDHF calculations in the 
spatial basis. The current work also offers various avenues for improvement.
APPENDIX A
Wavefunctions with spin and isospin
A . l  Wavefunctions with Spin and Isospin
One way to include spin and isospin within the wavefunction is to define them as 
discrete variables. Spin is given the symbol a € {—1,1} and isospin r  G {—1,1} and 
table (A.l) shows the particle type for the values of a and r . In the spatial-spin-
Variable Value a T
-1 Spin Down Proton
1 Spin Up Neutron
Table A.l: Table showing what particle properties the values of the spin and isospin 
variables correspond to.
isospin basis the wavefunctions are then given by
(r, a, r  | \I/) =  \I/(r, a, t ) .  (A.l)
For all cases considered here the spin and isospin of a particle does not change at
differing positions in space allowing the wavefunction to be written as
#(r, cr, r)  =  (A.2)
The functions S  : {—1,1} -> {0,1} and T  : { — 1, 1} -4- {0,1} are defined to take the
values shown in table (A.2). Consider for example we have a spin-up proton then
* ( r ,< 7 = l ,T  =  - l )  =  i ) ( r )S ( l )T ( - l )
= VKr),
Ÿ ( r ,  £7 1, T 7^ —1) =  0
151
152 APPENDIX A. WAVEFUNCTIONS WITH SPIN AND ISOSPIN
^ \ S p i n
cr Down Up
-1 1 0
1 0 1
^ \ ^ I s o s p i n
T
Proton Neutron
-1 1 0
1 0 1
(A. 3)
Table A.2: Table showing the value of the functions S'(cr) and T (r).
because of the values in table (A.2).
Inner products in the SSI basis are given by:
drdr'(# | Ô | 0) =  I r,o-,T)(r,o-,T | Ô | | 0)
( 7 = ± 1  T = ± l  ' ' J  
a ' — é i l  ^ = ± 1
=  5 3  5 3  / /  ^  T)0(r, (7, T)<h(rz, y ,  r z)(5(r -  Y')8a^ 5 T^  drdr'
a = ± l  t = ± 1  ^  
t ' = ± 1
=  5 3  5 3  /  ®(r,o-,r)Ô(r ,c7,r)$(r, (7,r)dr.
cr=±l r = ± l
(A.4)
For more than one particle the results easily generalise. A two-particle wavefunction 
in the SSI basis is
(ri,<7i,7i;r2, 02,72 | =  ^(ri, Ui, n; r2, o-2, r2) (A.5)
and the inner products can be given by following steps analogous to (A.4) yielding
(tf | Ô | #) =  5 3  5 3  / /  ^ (ri> Tb r 2 > 0 2 , t 2 ) 0 (r i ,  o-i, T i; r2, a 2 , t 2 )
< J l = ± l  T i — i l
or2 = i l  T 2 = i l
5>(ri, o"i, ri; r2, u2, r 2) dr^dr2. (A.6) 
Generalisation to the general many-particle case follows similarly.
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