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Abstract 
 
This research seeks to understand the urban/rural political divide in the United States. The main 
focus is the extent this divide is manifested in attitudes toward presidential candidates. Are 
rural Americans, for example, more likely to vote for a ‘rural’ candidate over an ‘urban’ 
candidate? The main hypothesis was that there would be a positive relationship between voters’ 
geography and their attitudes toward candidates who had a similar geographic background. 
The urban/rural divide in the U.S. has a long history and is particularly expressed in politics. 
More recently, this divide has been exacerbated by growing political polarisation, which is felt 
in numerous ways, including geography. This geographic polarisation has been the subject of 
intense research, especially investigating the phenomenon of geographic ‘sorting’. Recent 
debate on the above issues has increased due to the 2016 presidential election. This election 
further highlighted the growing urban/rural political divide that exists, with rural and urban 
Americans moving in opposite directions politically. 
This research is conducted during the post-election period and start of Donald Trump’s 
presidency and takes the form of an experimental survey research design. To explore this topic, 
surveys were distributed via Amazon Mechanical Turk, an online crowdsourcing marketplace, 
and hosted externally on Qualtrics, a survey design tool. Participants were asked to state how 
likely they were to vote for one of three hypothetical presidential candidates and to give 
personal demographic information. Through the statistical analysis of results based on a hybrid 
multilevel model for analysing geographic responses, the tendency for Americans to prefer 
candidates from equivalent geographic areas to themselves was investigated. It was found that, 
on average, the rural candidate was received more positively, but there was a statistically 
insignificant difference in responses between rural and urban people. 
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Chapter 1 - Introduction 
 
Academic research into the effects of the American urban/rural divide, including on 
presidential elections, has developed for many decades. This divide is a phenomenon that has 
existed for many years now, has been well-studied and debated, and is felt in many areas, not 
just in politics. Polarisation, and ‘sorting’ as a subset of this, are other issues which help to give 
context to these phenomena, and which will be explored in this thesis. The general study of 
presidential politics has also developed greatly, as presidential power has itself increased over 
time (Crouch et al. 2013, p.883), seen in examples such as an academic journal devoted to 
presidential research, the Presidential Studies Quarterly. The above are all areas that are often-
complex, with many interconnected and overlapping issues and potentially relevant areas of 
interest. This research attempts to gain a greater understanding of these issues primarily 
through an experimental survey method involving one of three hypothetical presidential 
candidates (‘Control’, ‘Rural’, and ‘Urban’ treatments) presented to participants based on a 
randomisation method. This thesis is partly in response to previous research that has called for 
a greater understanding of ‘the accuracy of the red–blue and urban–rural narratives’ (Stange & 
Kazyak 2016, p.142).  
The main thesis hypothesis was that there would be a positive relationship between voters’ 
geography and their attitudes toward candidates who had similar geographic characteristics. 
That is, rural voters would be more likely to vote for a ‘rural’ candidate than urban voters, and 
vice versa for urban voters and an ‘urban’ candidate.  
One of the recent research puzzles relevant to this thesis is the following: why did Donald 
Trump, arguably the most ‘urban’ major party presidential candidate in modern history, win 
overwhelming support from America’s most rural areas? Trump was born, raised, and spent 
his business career based in New York City. Arguably, throughout his career and in his political 
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candidacy, Trump effectively embodied New York as a value—and yet he was favoured by the 
country’s most rural areas in the general election. His geographic background was highlighted 
in the 2016 Republican presidential primaries, with Senator Ted Cruz of Texas deriding what 
he termed ‘New York values’ during a debate on January 14, 2016 held in South Carolina 
(Allen 2016), an obvious attack on Trump. The line probably played well in a more rural state 
like Iowa, where two weeks later, Cruz won the caucuses, coming first out of 12 candidates. 
However, down to three primary candidates three months later, Trump won a landslide victory 
in his home state of New York, with 59.21%, compared with Cruz’s mere 14.53% (Andrews 
et al. 2016). In the general election, Trump competed against the Democrats’ nominee, former 
Secretary of State Hillary Clinton, with both major party candidates sharing the same home 
state. This had not occurred since 1944 and it was almost certain that, for the first time since 
Franklin D. Roosevelt, the President’s home state would be New York. Yet, despite Trump’s 
‘urbanity’, he received overwhelming support from rural areas, to a higher degree than previous 
Republican candidates (Kurtzleben 2016). 
These moments, and the ensuing general election results, were revealing for a few reasons, but 
is of particular interest to this research since it is a tangible and recent example of the 
urban/rural divide in presidential politics. Further, this example shows that the personal and 
often geographic-related characteristics of presidential candidates matter greatly in elections. 
Though it may be harder to determine certain aspects of identity, compared to something like 
a candidate’s home state, it is nevertheless an aspect which deserves to be researched, 
especially given the growing divide between urban and rural areas.  
This geographic divide often expresses itself in (sometimes crude) sentiments that can be used 
in derogatory ways against one geography or another, and the people who dwell in them. For 
urban areas, this can include the aforementioned ‘New York values’, along with 
‘liberal/Hollywood elite’ and the more positive terms ‘progressive’ and ‘diverse’ for 
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cosmopolitan centres, with the implication being that rural areas are ‘backward’, by 
comparison. On the other hand, the derogatory terms ‘flyover country’ and ‘rednecks’ have 
been applied to rural areas and people, respectively, and there also exists the positive-sounding 
yet oppositional concept of ‘real America(ns)’ and the romanticised ideal of ‘deep rural’. It is 
also expressed in general feelings of resentment and distrust between urban and rural people, 
particularly felt in rural areas (see Cramer 2016). These terms and feelings, and variations 
thereof, may have merit and be held with real conviction, though they are certainly illustrative 
of an obvious divide between urban and rural areas in the U.S. 
This thesis firstly delves into an exploration of the past academic work relevant to this area, in 
the form of a Literature Review. Among the pertinent topics explored are polarisation, the 
phenomenon of geographic sorting as a subset and geographic form of polarisation, the 
urban/rural divide as felt in politics generally, the red/blue distinction in American politics, the 
hallmarks of urban and rural politics specifically, suburbanisation as a factor influencing 
geographic polarisation, and urbanity/rurality as forms of identity. 
This research employed an experimental methodology in the testing of the hypothesis and 
analysing this topic, which is described in the Methodology chapter. It used the descriptions of 
three hypothetical presidential candidates in a survey and presented one of each to respondents 
in a randomised way. The specific candidate presented to a respondent depended on which 
group they were randomly assigned to: Control treatment, Rural treatment, and Urban 
treatment. This was done to test the effect of including certain geographic identifying 
information in the descriptions of the Rural and Urban treatment candidates. Further, in the 
analysis phase of this research, census blocks were used to determine the type of geography 
where respondents were located, with this being the smallest unit used by the U.S. Census 
Bureau for analysing census results (Missouri Census Data Center [MCDC] 2016). Lastly, a 
model developed by the student was used that combined various geographic markers of 
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respondents, with a combined geographic score (CGS) given for each as the result of the 
model’s calculation. 
The third and final chapter, Results and Discussion, graphically displays results from the 
survey, before final analyses were conducted. Results are viewed in terms of respondents’ 
demographic and geographic characteristics, and their responses to the candidates compared to 
these features. The comparison between responses to the candidates and respondents’ 
geographic characteristics is perhaps the most important when considering the focus of this 
thesis. This chapter also includes analysis of the results which chiefly involve statistical testing. 
Primarily through the use of statistical tests, such as Pearson correlation coefficient, analysis 
of variation (ANOVA), and regression analyses, the main hypothesis and experimental method 
was tested. The responses are analysed and discussed, with external applicability and 
implications for future research also addressed. 
Overall, the null hypothesis, that there would not be a positive relationship between voters’ 
geography and their attitudes toward candidates who had similar geographic characteristics, 
could not be rejected. This meant that there was no observable difference in responses to the 
Urban and Rural treatment candidates among respondents who themselves were respectively 
‘urban’ or ‘rural’ and no statistically significant relationship between urban respondents and 
the Urban candidate, and vice versa for rural respondents and the Rural candidate. Despite 
these findings, the urban/rural divide persists and is growing, even if it may not be felt to the 
same degree specifically in attitudes towards presidential candidates, and certainly does 
express itself in presidential campaigns and election results. However, at the very least, it must 
be said that, taking these findings and past scholarship into account, this does remain a 
contested space. Further, this finding is mostly consistent with the 2016 presidential election 
result—it may not have mattered to rural voters that Trump was an ‘urban’ candidate after all. 
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Other factors such as religion, race, economic prosperity, and positions on social issues may 
have had a stronger influence on the election result. 
Former Speaker of the U.S. House of Representatives Thomas “Tip” O’Neill is well-known 
for stating that ‘all politics is local’; despite this being a simple statement, it encapsulates the 
sense that national politics is directly and importantly impacted by regional, state, and local 
factors. The question of whether or not a candidate’s urbanity or rurality affects voting is an 
important one to ask for a variety of reasons. The presidential system itself means individual 
candidates’ identities, backgrounds, and even residencies matter and are often analysed at 
length by the media, academics, and the public. The growing divide between voters in urban 
areas and voters in rural areas is a phenomenon that is, arguably, replacing the red state/blue 
state and North/South divides as the most important division in American politics. 
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Chapter 2 - Literature Review 
 
Introduction 
The focus of this research is on the urban/rural divide as it pertains to attitudes toward 
presidential candidates and much has been written in recent decades on this divide experienced 
in politics. This divide manifests itself not only politically, but also in the areas of culture and 
economics, and has long been a feature of American history—especially over farmer discontent 
(Brogan 1954, p.357). It has previously been acknowledged that this phenomenon generally 
deserves attention (Hahn 1971, p.11; Stange & Kazyak 2016), and that future research should 
consider rurality’s impact on political behaviour and electoral outcomes (Myers 2015, p.95). 
More recently, it has been recognised that spatial relationships are increasingly being analysed 
by political scientists to draw conclusions about political behaviour (Kinsella 2011, p.136). 
Most previous research has focussed on the attitudes and behaviour of rural residents, and 
rurality. However, the definitions of ‘urban’ and ‘rural’, and where they begin and end, can 
vary depending upon which academic or government source is consulted, and the concept of 
rurality can differ between states (Audriac 1999, p.7; Gurley 2016, p.593; Hahn 1971, p.223; 
Miller 2016, p.285). These definitional issues will be explored in more detail in the later 
Methodology chapter. Further, the question over candidate geographic attributes, and to what 
extent voters identify with them, will also be explored in the Methodology. 
This chapter firstly focuses on the urban/rural divide as seen in politics, exploring evidence for 
the existence of the divide, the red/blue political distinction, urban and rural politics 
respectively, and suburbanisation as a phenomenon. Secondly, notions of distinctive urban and 
rural identities are explored. Thirdly, polarisation as a general phenomenon is focussed on, and 
the final section looks at geographic sorting as a form of geographic polarisation. 
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Urban/rural political divide 
America has long experienced urban/rural conflict (Hahn 1971, p.11) and geography has 
arguably mattered more than class in political conflicts (Key 1956, p.227). Further, historical 
representation disproportionately favoured rural areas, thus giving them more political power 
(Brunell 2008, p.53; Gelman 2009, p.72; Hahn 1971, p.12). The Connecticut Compromise of 
1787 was recognised as allowing for an ‘over-representation of minority interests’ (Penn 2009, 
p.356), and may help to explain the disproportionate influence of rural areas and states on 
political outcomes. This fact is interesting, given recent focus on the perception that rural 
people wield less political power (Gurley 2016, p.600). Nonetheless, the seeds of the 
urban/rural divide were clearly planted early in America’s history. The urban/rural divide 
generally has a longer history than both polarisation and sorting (considered below), and has 
arguably replaced the North-South divide as the most important in American politics today 
(McKee 2008, p.101). 
Being first observed in 1970 (Nelsen & Yokley 1970), the concept of ‘a size-of-place gradient’ 
was expanded on in 1977—it states that rural areas are the most conservative, large cities the 
most liberal, and geographic areas between these (i.e. small towns, suburbs, etc.) are more 
liberal as the population increases (Knoke & Henry, p.54). Recent research has basically 
confirmed this gradient, though the suburbs have generally become politically mixed. In 1977, 
three other articles analysed rural America’s politics—with Glenn & Hill’s the first to use 
survey results in comparing opinions between urban and rural areas. They found that there were 
indeed vast attitudinal differences between residents of both (p.36). 
Despite Knoke & Henry’s optimistic prediction of ‘a diminishing political difference between 
rural and urban populations’ (1977, p.51), the opposite has arguably occurred. This expectation 
was grounded in the realities of increasing technologies, entertainment, and education—
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however, politically, the divide has markedly increased in recent times (Bishop 2008, p.269). 
It has been well-recognised for a while that urban areas are generally Democratic, while rural 
areas are Republican (Gimpel & Schuknecht 2002, p.349). Further, statistically significant 
evidence shows that this divide exists in the value priorities of residents—rural areas place 
higher value on traditional morality and conformity, whilst those in urban areas score higher 
on universalism (Doran & Littrell 2013, pp.273, 275). This has vast political consequences and 
may help to explain why polarisation occurs, for instance. 
The urban/rural divide is also felt in a lack of access to broadband Internet, which 
disproportionately affects poor and less educated rural residents. This has had a political effect, 
with differing sources of information that inform voting attitudes found between the two types 
of geographic areas (Stern & Rookey 2012, p.523). Ethnographic studies have also showed that 
communicating across the urban/rural divide can be complex and problematic (Ellis 2009, 
p.721), and this digital divide exacerbates the issue, especially politically. 
The urban/rural divide is also seen in statewide political races, with urbanity often being 
associated with corruption and the ‘gothic trope of urban danger’ (Ching & Creed 1997, p.17). 
This is particularly felt in states such as Missouri, which has two large metropolitan areas, but 
a predominately rural political culture (Myers 2015, pp.3-4). Parties also have to focus on 
particular areas to win statewide races—for example, Republicans in Wisconsin need to secure 
large margins in the northern and eastern parts of the state (Morrissey 2016, p.132) since they 
usually enjoy greater support from these more rural areas.  
Turning to a specific example in recent political history, McKee argued that George W. Bush 
‘divided the nation’ by uniting rural voters behind the GOP brand (2008, p.106), though 
whether he courted these voters directly is contested. Overall though, Bush’s conservatism 
appealed to them, with 53% and 64% of rural voters supporting him in the 2000 and 2004 
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elections, respectively (McKee 2008, p.101). Francia & Baumgartner asserted that Bush’s 
success in rural areas was partly due to his opposition to same-sex marriage (2005, p.349). 
However, disagreement has persisted over whether the prevailing American political divide is 
geographic or cultural in nature (Morrill et al. 2007, p.525). Certainly though, the battle over 
cultural and social issues has been felt in the urban/rural divide. Francia & Baumgartner further 
argued that as long as the Republican Party can shift the focus onto cultural issues, then rural 
America will continue giving the party their support (2005, p.363). 
Gurley, partly criticising progressive Democrats and social scientists, argued that the plight of 
rural Americans in poverty is relatively ignored by both groups (2016, p.590). Utilising a 
discourse analysis of interviews with rural sociologists, she argued that progressives ignore the 
phenomenon of rural poverty due to the perception that it ‘afflicts only white families’—despite 
racially diverse pockets existing in rural areas (Gurley 2016, p.589). On the other hand, Gurley 
contends, social science suffers from ‘metro-centrism’ in its view of society (2016, p.590), 
hindering progress in tackling rural poverty. This aligns with Ching & Creed’s view that there 
exists a hierarchy of places in society, with urban areas considered the only geographic level 
worth researching (1997, p.8). A more recent finding was from Cramer’s qualitative research, 
which found that there exist negative perceptions of urban places as being full of ‘liberal 
academics who are arrogant, overpaid, and challenging their [rural residents’] way of life’, 
among others (2016, pp.143-144). Overall, the existence of an urban/rural divide persists, not 
only politically, but perhaps also within and towards academia. 
Considering the above, it is important to note that the divide between urban/rural areas, 
particularly counties, is not totally binary or absolute. One study analysed the existence of 
‘anomalies’ in presidential elections—counties in urban and rural areas that vote against what 
is expected of them. For example, Morrill et al. highlighted many poor and less educated rural 
counties, mainly in the South, which consistently vote Democrat (2011, p.167). 
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Red/blue distinction 
The notion of a binary red/blue divide has been in the public mind, mostly due to media election 
coverage, for quite some time now. An example of this can be found in Figure 1.1, a composite 
election map, with states shaded in terms of which party’s candidate carried each state in the 
four presidential elections between 2004 and 2016 (red for Republican, blue for Democratic). 
However, numerous researchers have argued that this binary division is oversimplified and 
neglects nuances in public opinion (Stange & Kazyak 2016, p.154), it may not constitute a 
‘fundamental political divide’ (Gelman 2009, p.111), and that it ignores divisions within states 
(Gimpel & Karnes 2006, p.467). There is great political and attitudinal diversity within regions 
and states, even when categorised as ‘red’ or ‘blue’. For example, in-migration from Northern 
states has partly caused growth in urban areas in the South—this has shaped the politics of that 
region, since those migrating tend to be more politically liberal (Morrill et al. 2011, p.167). 
This division between urban and rural areas on some election result maps could be considered 
as a split between ‘a nonmetropolitan Red and a larger metropolitan Blue, and a traditionalist 
Red and a more modern Blue’ (Morrill et al. 2007, p.525). For example, Francia & 
Baumgartner identified an obvious overlap between urban areas and counties that voted for Al 
Gore and John Kerry (2005, p.351). It is important to note, however, that ‘sometimes Red 
America is urban. Sometimes Blue America is rural’ (Morrill et al. 2007, p.535) in presidential 
elections. Further, Scala et al. found that this phenomenon is replicated across rural America, 
where enclaves of Democratic-voting counties (marked by recreational activities and the 
services sector in their local economies) are surrounded by ‘red’ counties (that primarily rely 
on farming) (2015, p.116). This is similar to the concept of “blue islands” in “seas of red” in 
electoral maps, such as electoral results in Austin, Texas. 
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Considering intrastate variations, one study focussed on attitudes towards LGBT policies 
among Nebraskans—it found more nuanced public opinion than expected in a supposedly ‘red 
state’ (Stange & Kazyak 2016, p.142). However, acknowledging the existence of the 
urban/rural divide, Stange & Kazyak found that this divide still persisted within Nebraska. 
Indeed, positions towards LGBT-related issues generally became more conservative as the type 
of geography became more rural (2016, p.152). This confirms the aforementioned size-of-place 
gradient, and the urban/rural divide in opinion persisted when other variables were controlled 
(Stange & Kazyak 2016, p.154). 
Figure 1.1: Red states and blue states in the U.S. Based on which party’s candidate carried 
each state in the four most recent presidential elections (2004, 2008, 2012, and 2016). Red = 
the Republican candidate carried the state in all four most recent elections; pink = the 
Republican candidate carried the state in three of the four elections; purple = the Republican 
and Democratic candidates each carried the state in two of the four elections. Light blue = 
the Democratic candidate carried the state in three of the four most recent elections; dark blue 
= the Democratic candidate carried the state in all four elections (source: Mahagaja 2017). 
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Urban politics 
Turning to the politics of urban areas specifically, early factors for urban voters’ shift to the 
Democratic Party were arguably Al Smith’s popularity in New York, and Roosevelt’s New 
Deal, in the 1920s and 1930s (Sauerzopf & Swanstrom 1999, p.75). It was long recognised that 
the Democratic Party is the party of urban concentration, unions, and machine politics, centred 
in cities (Cramer 2016, p.53; Pearson-Merkowitz & McTague 2008, p.12). Urban voters have 
been considered ‘eccentric’, in that they respond to political cues differently from other voters 
in the nation (Sauerzopf & Swanstrom 1999, p.82)—this could apply to rural voters too. 
Overall, urban areas, in particular inner-cities, are now generally considered more favourable 
to the Democratic Party. For Democrats, this phenomenon could be referred to as ‘solid cities’, 
contrasting with their pre-1960s ‘solid South’ (Sauerzopf & Swanstrom 1999, p.82). 
Nowadays, it is claimed that coastal cities favour the Democrats partly due to their higher 
housing prices. Since family formation is reduced in some cities with lower affordability 
(especially those adjacent to bodies of water e.g., Chicago), other cities with a greater potential 
for (sub)urban sprawl become friendlier to Republicans (e.g. Dallas). These latter cities with 
greater sprawl tend to contain more married voters and thus the electoral appeal of family 
values is greater (Gelman 2009, p.170). Further, some have claimed that gay people are more 
likely to reside in cities due to cheaper costs of living (Bishop 2008, p.8), resulting from their 
lower likelihood of having children (Gelman 2009, p.233). Gates and Florida found that cities 
with higher gay populations were correlated with ‘high-tech cities’, and with cities that had 
higher foreign-born populations (2002). Overall, this has arguably fuelled a ‘self-perpetuating 
cycle’ of sorting, where richer cities with higher housing prices attract more educated people 
(Bishop 2008, p.132) and LGBT residents, who generally support the Democrats.  
Another aspect of urban areas is the existence of the so-called ‘creative class’, defined as people 
economically involved in fields such as science and engineering, along with those who 
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primarily use their creativity in their occupations, such as health care and business (Florida 
2002, p.ix; 2005, p.7). While some of these workers might be unionised, with the declining rate 
of union membership, the Democratic Party has arguably shifted to seeking support from these 
other sectors not traditionally associated with unions. Politically speaking, the Democrats enjoy 
large support from these people, and their strength is found predominantly in cities with high-
tech growth and higher levels of economic inequality. However, despite the creative class’ 
great political power, it is often only used at the local scale, and political disillusionment is 
high (Florida 2005, pp.224 & 240-241). This may also help to explain the relatively lower 
turnout in national elections in the most urban areas, compared to rural areas. 
However, it must be acknowledged that the urban electorate is heterogenous and includes 
groups in political competition with one another—with the most significant of these divisions 
arguably being race. Cities of varying sizes have clusters of ethnoreligious groups in particular 
neighbourhoods (Lieske 1993, p.891), and these often vote as blocs and against each other in 
local elections (Hajnal & Trounstine 2014, pp.86-87). Further, cities themselves are often not 
alike when compared, with high-tech cities (e.g., San Francisco) being more liberal than 
average, while manufacturing cities (e.g., Pittsburgh) are more conservative and family-
oriented (Bishop 2008, p.153). One study found that voters’ city of residence has a significant 
effect on levels of political liberalism in the U.S. and Canada, and that region- and city-level 
differences can often be stronger than national-level differences (Mason 2013, p.38). 
The very concept of labelling voters in urban/metropolitan areas as ‘urban’ has been 
challenged, with McKee arguing it is ‘more defensible’ to label urban voters (divided between 
overwhelmingly Democratic inner-cities, and generally politically even suburbs), as ‘non-
rural’, rather than urban (2007, pp.1-2). Overall, there is still disagreement over what factors 
shape the urban vote (Hajnal & Trounstine 2014, p.63), mostly due to the large diversity, racial 
and otherwise, of these areas.  
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Rural politics 
It is widely recognised that rural people, especially farmers, tend to be more religious, family-
oriented, and politically conservative than other Americans (Bishop 2008, p.153; Drury & 
Tweeten 1997, p.58; Gimpel & Schuknecht 2002, p.349) Rural voters are also generally more 
likely to be ‘value voters’, and this largely translates to Republican Party support (McKee 2007, 
p.i). For example, historically in Iowa, interactions between community members reinforced 
traditional values, further solidifying the apparent ‘Republican consensus in rural towns’ (Hahn 
1971, p.96), which exists to this day. This could be consolidated by recent sorting, which 
increases interactions between politically like-minded residents, and would arguably occur 
more in small towns than in large cities. 
Writing in 1977, Lewis-Beck identified farmers as being particularly politically active despite 
them being historically marginalised (p.543). This agrees with the fact that Republicans’ 
contemporary success often relies upon a high nonmetropolitan turnout, while Democrats rely 
on high turnout in metropolitan areas (Morrill et al. 2007, p.548). Lewis-Beck also predicted 
that farmers, as the nation’s food producers, would have increasing political importance (1977, 
p.543). This was mostly right—their overwhelming support for the GOP is vital for its success, 
particularly in statewide races in rural states, in midterm elections (where Republican turnout 
is usually higher), and, to a lesser extent, in swing states in presidential elections. 
After a mostly evenly split rural electorate in the 1990s, a generally recognised strong shift of 
rural voters to the GOP occurred in the 2000 presidential election (Gimpel & Schuknecht 2002, 
p.349), partly due to dissatisfaction with Clinton’s presidency and concern over social issues 
(McKee 2007, p.i). In contrast, Gimpel & Karnes found that although social and cultural issues 
have some salience, the Republican Party’s economic platform (2006, p.471) particularly 
appealed to rural voters. Overall, whether it is social or economic issues that predominately 
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appeals to rural voters, they are generally more conservative (Drury & Tweeten 1997, p.63), 
and are mostly supportive of the Republican Party. 
Though rural residents are generally more politically conservative than their urban equivalents, 
political variation exists within rural areas. In one study, Scala et al. grouped every non-
metropolitan county into three—farm, recreational, and other rural. In analysing public opinion 
data and presidential voting trends, they found residents of farm counties were more 
Republican-voting and conservative, whereas those in recreational areas were more 
Democratic-voting and liberal (Scala et al. 2015, p.108). This divide correlates with the 
economic divide between the “old rural” and “new rural” (Scala et al. 2015, p.109) economies, 
though this causal link may be weak. The diversity within rural areas may also be explained by 
the movement of urban residents to ‘recreation’ counties, partly due to prohibitive housing 
costs in urban and suburban areas (Mummolo & Nall 2016, p.56). Thus, the political make-up 
of these areas is affected, as voters who are more liberal move to these areas. 
One hallmark of rural areas is their higher rate of poverty compared with urban areas (ERS 
2015). However, the relative plight of many rural counties is not only found in economics—
they also suffer from higher than average rates of military deaths and addiction to drugs (Bishop 
2008, pp.137-138). Further, discourse in sociology has focussed on these facts with a concern 
over the alleged ongoing disregard of rural America by liberal elites and urban dwellers (Gurley 
2016, p.601). These, and other, factors contribute to a growing sense of resentment among rural 
residents, having political consequences (Cramer 2016, ), and thus may also fuel the continuing 
trend of political polarisation. 
Suburbanisation 
When looking at residential patterns, the historical declining population share of inner-city 
electorates and their shifting politics can be summarised simply: ‘as central-city electorates 
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have shrunk, they have become proportionally more Democratic’ (Miller 2016, p.287; 
Sauerzopf & Swanstrom 1999, p.79). This population decline is mostly due to suburbanisation, 
with the proportion of the American population living in suburbia doubling since 1950 to now 
represent the majority of U.S. households (Abrams & Fiorina 2012, p.206). In an analysis of 
four of the largest states (Georgia, Illinois, Texas, and California), Gimpel & Schuknecht found 
that the two major parties typically compete in the same geographic areas (the suburbs), and 
that ‘the Democratic vote has become more concentrated, while the Republican vote has 
become more geographically dispersed’ (2002, p.321). 
Although suburbanisation has occurred in the U.S. to a greater extent than counterurbanisation 
(Agyeman & Neal 2009, p.277), exurbanisation has also occurred. These areas and counties 
are found beyond the suburbs, but are connected to city areas by infrastructure for residents 
travelling to work. An example is Scott County, Minnesota, which has been impacted by ‘white 
flight’ from Minneapolis–Saint Paul, translating into strong Republican support (Bishop 2008, 
p.203). This movement into exurbia is not without tension, with disputes between urban and 
rural residents often felt, particularly over new development—with farmers often being the 
losers (Nelson 1999, p.137). Another factor at play is the suburbs becoming increasingly 
diverse on a number of demographic levels (Miller 2016, p.285). Thus, the suburbs (and to a 
lesser extent, exurbs) have become the political battleground (Berube & Kneebone 2013; Miller 
2016, p.299; PBS NewsHour 2016), not only as suburban concerns become more important 
with their growing population (Gimpel & Schuknecht 2002, p.348), but also as city and rural 
areas have become increasingly further away from each other, politically speaking. 
Urban/rural identity 
Regarding the actual terms ‘urban’ and ‘rural’, these can refer to particular distinct identities 
for people, related to geography, but can also encapsulate feelings of belonging to a certain 
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community. Many subcultural and inherent identities exist in American society, and research 
on distinct urban and rural identities is quite vast, with more focus on the latter. Since socially 
constructed ideas of place exist (Alkon & Traugot 2008, p.97), and rural areas are viewed as 
conceptually ambiguous and fluid (Agyeman & Neal 2009, p.281), the same could arguably be 
applied to ‘rurality’ and ‘urbanity’. Further, these two concepts are underpinned by several 
contradictory and confusing factors (Myers 2015, p.6), complicating the picture somewhat. 
Nevertheless, rurality is thought of as a social and cultural phenomenon, rather than simply as 
a geographic construct (Myers 2015, p.13), and includes ‘an identity as a rural person that 
includes much more than attachment to place’ (Cramer 2016, p.5). For example, Morrissey 
defined rurality as a sense of ‘community focus’ and ‘neighbours helping neighbours’ (2016, 
p.133). In terms of geography, agriculture plays an especially large part of a rural county’s 
‘local place character’ (Alkon & Traugot 2008, p.110), naturally linking to rural identity. 
Many negative stereotypes of rural people exist, often being perceived as ‘rednecks’ (Ching & 
Creed 1997, p.17) and ‘backward’ (Myers 2015, p.14) . Geographic place, along with race, can 
also be utilised negatively to categorise population groups, especially in states like Alaska 
where these dimensions are important (Kurtz 2006, p.601). At the same time, positive and 
romanticised stereotypes of rural areas also exist, with the claimed slower pace of life, 
trustworthiness, and safety being valued (Myers 2015, p.14). Further, rural areas are often 
thought of as being detached from city noise and pollution, or as having geographic features 
unique to them, in direct contrast to urban areas (Agyeman & Neal 2009, p.281). A concept 
relevant to this point is that of ‘deep rural’ areas of America that may exist (Furuseth & Lapping 
1999, p.1), which will be covered in more depth in Results and Discussion. 
In seeking to uncover the existence of resentment against urban areas felt by rural residents, 
Katherine Cramer conducted an in-depth qualitative case study in Wisconsin over several 
years. She found the existence of a ‘rural consciousness’, which includes three beliefs: rural 
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areas are ignored by (often political) decision-makers; rural areas are not given their fair share 
of resources; and there are fundamental cultural differences between rural and urban areas, with 
rural values being misunderstood and disrespected by urban residents (Cramer 2016, p.12). 
This resentment has also been acknowledged by other researchers such as Thomas Frank, who 
found that poor and middle-class Kansans ‘are driven by identification and resentment’ in their 
voting (Gelman 2009, p.15). This resentment has usually translated to Republican electoral 
success, for example, in Scott Walker’s repeated wins in Wisconsin gubernatorial races. 
Focussing on the urban/rural phenomenon at the intra-state level starkly shows the political 
divisions based on geography that can be felt within one state, which other researchers have 
highlighted—another example being the split between Northern Virginia (part of the D.C. 
metro area) and the rest of Virginia (Morrissey 2016, p.105). 
Looking at Cramer’s research, it confirms other writing on the possibility of urban/rural 
opposition not only generating ‘political and economic conflict but social identification as well’ 
(Ching & Creed 1997, p.3). Her findings also agree with research arguing that rural voters are 
excluded from power in society (Gurley 2016, p.600). Further, other research has shown that 
rural voters’ shift to the GOP is encouraged by the perception that the Democrats are primarily 
concerned with trying to ‘woo the votes of urban professionals in the rich cosmopolitan states’, 
and have moved away from their traditional populism (Morrissey 2016, p.145). 
Despite the consensus of this divide, one popular view throughout American history was to 
perceive the country as ‘one vast rural society’—whereas, one current view is that the country 
is ‘one big urban conglomerate’ (Doran & Littrell 2013, p.264). Lichter & Brown maintained 
that rural America exists within a broader urban society (rather than these being distinct 
entities), and further argued that there exists an ‘enormous scale of rural-urban 
interdependence’ (2011, p.565). In their eyes, not only is interdependence felt in the economic 
realm, but in social and political relationships too (Lichter & Brown 2011, p.584). The authors 
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further acknowledged that rural America has been shaped by large changes that stem mostly 
from urban America and the global economy (Lichter & Brown 2011, p.566). The impact of 
these changes in rural areas can partly explain the resentment and rural consciousness that has 
arisen in recent years, having significant political consequences (Myers 2015, p.93). 
These feelings of resentment by rural people are related to the stereotype of the isolated farmer 
(Lewis-Beck 1977, p.544). However, Lieske referred to the concept of a ‘rurban-cybernetics 
frontier’ in America, marked by several factors, including ‘rural-urban habitats, high levels of 
education…population mobility, and younger populations’—mostly found in Western states 
(1993, p.898). Further, the political heritage of Iowa has tended to promote cooperation, 
especially since urban centres were relatively small historically (Hahn 1971, p.29). These sorts 
of urban/rural interactions, along with definitional issues of these geographic demarcations 
referred to earlier, show that the urban/rural divide is not as clear as it would seem. 
In spite of this mixed picture, this ‘convergence of rural and urban lifestyles’, and the decline 
of agriculture, rural identity continues to exist (Ching & Creed 1997, p.4). Further, even though 
globalisation has had a pervasive influence on communities in developed countries like the 
U.S., geographic place as it relates to people’s identities still matters (Mason 2013, p.18). Drury 
& Tweeten found that farmers had not ‘lost their uniqueness’, with the finding that farmers 
differ from the general population in several aspects, including morality and political ideology 
(1997, p.58). Vast economic changes obviously conflict with the independent and self-
supporting ethos traditionally held by farmers (Brogan 1954, p.361), and this may spur those 
in rural areas to support a ‘“country” way of life in opposition to the encroaching presence of 
the urban economy’ (Fox 1997, p.111). 
In the realm of economics, Frank and others have argued that voters in rural areas and states 
like Kansas have been voting against their own economic interest by giving overwhelming 
support to the Republican Party (2004, pp.6-8). This argument has not been without criticism, 
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with it being accused of ‘oversimplifying complex voting patterns into simple, appealing 
stories’ (Gelman 2009, p.37). In another study, Glas et al. pushed back against this argument—
using ANES data, they instead found that poor whites are not significantly different from other 
groups in terms of voting ‘correctly’ for one party or the other (Glas et al. 2016, p.168). Overall, 
there is a view that a sense of place is important for people’s identity and this is an area which 
has been the subject of prior research. Yet, since it is clearly still a contested area, it deserves 
more attention by future research, particularly on how this affects political outcomes. 
Polarisation 
Turning to political polarisation, this has been defined as the ideological divergence of parties 
and growth of the liberal-conservative conflict to a wider set of societal conflicts (Hare & Poole 
2014, p.411). Examining political polarisation, and the related phenomenon of geographic 
‘sorting’, is crucial to understanding the urban/rural divide, as it sets the contemporary political 
context in which to analyse the topic. It is well-documented in academic literature that the U.S. 
has experienced polarisation in recent years, and that this has continued into the 2016 
presidential election (Jacobson 2016, p.226). Sorting, considered as a subset of polarisation, 
will be focussed on in the section below. Polarisation overall has been analysed using various 
methods, and is found to express itself in numerous ways—including, but not limited to, 
candidates’ positions (Bartels 2016, p.143), residential living patterns (Bishop 2008, p.1), 
congressional roll call voting (Gelman 2009, p.122), and public opinion survey results (Miller 
& Conover 2015, p.225). It is also clear that polarisation has affected both the voting public 
and political elite (Hare & Poole 2014, p.411). 
However, much disagreement exists over whether the elite polarised the public (or vice versa) 
and which of these groups polarised first (Bishop 2008, p.39). Further, polarisation’s root 
causes (Brunell 2008, p.90), the degree to which it is occurring (Strickler 2016, p.440), and 
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even the potential partisan bias in analysing polarisation (Gelman 2009, p.35) remain highly 
contested issues. Nevertheless, despite vast general disagreement over polarisation (Morrill et 
al. 2007, p.549), the broad consensus is that the phenomenon has been occurring since at least 
the 1990s, it has expressed itself in many ways, and it affects both major parties. 
Evidence from a variety of sources suggest that the current period of polarisation has mostly 
been felt since the 1990s (Lang & Pearson-Merkowitz 2015, p.119), a decade that saw 
increased partisanship, mostly over cultural and social issues. These same authors, writing 
before the most recent presidential election, argued that the largest period of polarisation in the 
past 40 years occurred between 2008 and 2012 (Pearson-Merkowitz & Lang 2016, p.116). This 
polarisation, they argued, is particularly felt on a geographic level. This finding may have to 
be extrapolated to include the 2016 election, which continued this polarisation trend on many 
levels, especially geographic (see ‘Geographic sorting’ section below). 
Johnston et al. emphatically concluded that polarisation has been increasing over the past 20 
years (2016, p.770), using a multi-level analysis of all United States regions, states, and 
counties (excluding Alaska). They also found that this polarisation has been most felt at the 
county level (Johnston et al. 2016, p.766). Using an analysis at multiple spatial scales is 
extremely useful in finding that polarisation is not only occurring at one geographic level, but 
is occurring nationally. This method is similar to this research in its use of an analysis over 
multiple geographic levels in exploring political phenomena. 
In answering the question of whether political ‘sorting’ of the public has had any effect on 
‘partisanship and polarized behavior, including partisan bias, activism, and anger’, Mason 
analysed American National Election Study (ANES) data, from 1972 through 2004 (2015, 
p.128 & 132). She found that political polarisation was elucidated as a type of social 
polarisation based upon political identity and ideological alignment, which can occur 
independently of any polarised positions on political issues. Lastly, she ominously concludes 
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that the U.S. ‘is a nation that may agree on many things, but is bitterly divided nonetheless’ 
(Mason 2015, p.142). Given the vast evidence for the existence of polarisation, its root causes 
are as yet not understood fully—while this may be explained by societal factors such as 
economic inequality, religious beliefs, and social values, much disagreement persists over this 
and the aforementioned aspects of polarisation. 
Geographic sorting 
Geographic sorting, considered a type of political polarisation, has been of particular recent 
focus, especially after Bill Bishop’s 2008 book The Big Sort. Sorting means that people have 
increasingly chosen to live in politically like-minded neighbourhoods (Bishop 2008, p.39). The 
overall effects of this are that, spatially speaking, Americans with differing political opinions 
are literally less likely to have in-person contact with one another (Pearson-Merkowitz & Lang 
2016, p.116) and that the number of ‘landslide’ counties in elections, where one party wins by 
a particularly large margin, is increasing (Bishop 2008, p.39).  
Sorting can not only be seen in geographic terms, but also in partisan sorting, with greater 
alignment of party and ideological identities (Miller & Conover 2015, p.236). This is seen in 
conservatives becoming more associated with the Republican Party, and liberals with the 
Democratic Party, and the ‘opposing’ ideologies being purged from the ranks of the parties (i.e. 
liberal Republicans and conservative Democrats—seen by some as contradictions in terms). 
The net result is that there are fewer moderate voices, and a greater sense of ideological 
homogeneity, in both parties (Mason 2015, p.128). Lang & Pearson-Merkowitz suggested that 
this recent sorting can be pinpointed to the 1996 presidential election (2015, p.124), though 
this remains a contested area, as with polarisation and sorting in general. Given the geographic 
focus of this thesis, sorting is generally considered as geographic in nature. 
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Bishop’s writing stimulated a large amount of writing and research in response, analysing the 
strength of his thesis through employing various methods. Strickler, using Bishop’s 
methodology in defining Republican and Democratic landslide counties, found more common 
ground in values in these counties than what is expected. Strickler found opinion overlaps in 
surveys on economic, morality, and religiosity dimensions, challenging Bishop’s thesis and the 
concept of a culture war between these geographic areas (2016, p.446). Other research has 
disagreed, instead arguing that recent polarisation can in fact be mostly attributed to the 
increasing importance of social and cultural (rather than economic) issues (Hopkins 2010, p.1). 
Nevertheless, Strickler did find divergent opinions on social justice, militarism, and the role of 
government (2016, p.446). Further, examining his findings reveals an obvious overlap between 
landslide Republican counties and rural areas on the one hand, and landslide Democratic 
counties and urban areas on the other—a point he does not consider fully. 
Another critique of Bishop’s thesis dismissed it as influenced by ‘pop sociology’, 
demonstrating that landslide counties’ populations have decreased since the 1970s (Abrams & 
Fiorina 2012, p.203 & 205). While acknowledging that sorting might occur, they contended it 
is not as significant as Bishop and others claim, and will not affect everyday life or political 
processes (Abrams & Fiorina 2012, p.208). Another study found that while residential 
preferences differ between partisan Democrats and Republicans, this has not resulted in 
significant migration patterns; further, important concerns about residential preferences are 
commonly-held and transcend partisanship (Mummolo & Nall 2016, pp.45, 57). 
Lang & Pearson-Merkowitz, utilising a county-level analysis, broadly agreed with Bishop’s 
assessment that sorting is occurring. However, they identify sorting as mostly resulting from 
Southern re-alignment and voting trends in the most partisan counties (Lang & Pearson-
Merkowitz 2015, p.128), a divergence from Bishop’s thesis. Both these phenomena have 
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implications for urban and rural areas, and they contend that former polarised before the latter 
(Lang & Pearson-Merkowitz 2015, p.124). 
Hui showed that ‘spatial compositional change’ has been occurring for decades in California, 
caused by both ‘selective migration’ and ‘place-varying generational replacement’ (2010, p.2). 
Importantly, California is a statistical outlier in demographic measures—aside from having the 
largest population, it also has the lowest percentage of rural residents of any state, at 5.05% 
(Census Bureau 2010a). However, this research highlights an example of a political divide with 
a strong spatial dimension, and agrees with Bishop’s thesis that the number of competitive 
counties in elections is decreasing (Hui 2010, p.2). 
While political scientists usually rely upon county or national data to study geographic sorting, 
some have focussed on the ‘micro-scalar’ level, claimed to be the smallest geographic level at 
which data is available. Examining the Cincinnati Metropolitan Area using the ANES, other 
public surveys, and presidential election results, Kinsella et al. found that polarisation is 
occurring at the micro level. Cleveland’s inner suburbs may be the battleground between the 
parties, but other areas are becoming increasingly partisan— overall, this geographic political 
divide was summarised as simply ‘urban versus suburban, exurban, and rural’ (Kinsella et al. 
2015, p.417). This research agrees with the assertion that urban/rural conflict occurs at different 
spatial levels (Furuseth & Lapping 1999, p.1). In Cincinnati, this may be due to population 
shifts (from its inner-city to the suburbs) that have turned former Republican strongholds into 
competitive swing districts (Morrissey 2016, p.11). Kinsella et al.’s study also shows that the 
urban/rural divide is not only confined to urban versus rural states (New York versus 
Nebraska), but is also felt within metropolitan areas. 
Importantly, the urban/suburban/rural voting divide was correlated with an issues-based 
divide—those with liberal positions on issues like same-sex marriage tend to be concentrated 
in inner-city areas, while conservatives are in suburban and rural areas (Kinsella et al. 2015, 
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p.151). Although the use of public opinion towards same-sex marriage has been criticised by 
recent research (Stange & Kazyak 2016, p.154), geographic polarisation at the micro-scalar 
level is clearly occurring in Cincinnati, at least based upon Kinsella et al.’s other variables. 
Nall, using a unique approach, showed that the past construction of highways caused more 
affluent whites, who tended to be more Republican, to move out of cities into suburbs, and thus 
suburban areas became less Democratic (2015, p.394). Importantly, he also found the same for 
rural areas (Nall 2015, p.403). Another study found that Democrats, on average, prefer living 
in areas with denser populations, racial diversity, and fellow Democrats, whilst Republicans 
prefer the exact opposite (Mummolo & Nall 2016, pp.45, 50). Thus, geographic polarisation 
has been partly facilitated by transport infrastructure, and can help explain the different 
political persuasions between these geographic areas. Clearly, there have been various attempts 
to show evidence for sorting, and lively debate continues in this area. 
Conclusion 
Clearly, the urban/rural divide in general not only has a long history, but it is manifested in the 
political arena, and is reflected in social choices people make in everyday life (Ching & Creed 
1997, p.3). The urban/rural divide is a significant division within America, and deserves further 
attention from academics. Overall, most studies considered above, in order to test their 
hypotheses, utilised longitudinal opinion surveys (for example, ANES), voting patterns in 
elections and referendums, and research-specific opinion surveys. However, there is limited 
literature that utilises experimental approaches in analysing the urban/rural political divide, and 
thus this research can fit into this methodological gap. 
Considering this research in the context of recent developments in U.S. politics, it is 
particularly pertinent given the 2016 presidential election and post-election climate. Donald 
Trump won the most recent presidential election, at least in part, due to the overwhelming 
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support he enjoyed from the most rural areas. This was despite him arguably being the most 
urban candidate in modern political history, being born and raised, and spending his entire 
business career in New York City. Further, during both the Republican primary season and 
general election, Trump made little specific effort to appeal to rural voters—instead, he tended 
to sharpen his appeal to industrial cities and areas, especially in the Rust Belt. However, since 
rural areas often economically rely upon industrial centres, his appeal to industrial voters may 
have coalesced support from the more rural areas. This is clearly a gap which needs to be filled 
by future research. Overall, this topic has an increased research potential because of this 
presidential election, and this research will hopefully help to fill gaps in the literature in this 
post-election season. 
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Chapter 3 - Methodology 
 
Methodological approach 
This research utilises a relatively distinctive experimental methodology in exploring this 
complex topic. It is fairly distinctive in a few ways, including in its use of a hypothetical 
presidential candidate for participants to respond to, census blocks as the smallest geographic 
census level possible to categorise respondents by geography (MCDC 2016). Lastly, it is 
notable for its use of a model for analysing geographic responses, deriving a score (CGS) that 
was used while applying statistical tests to responses. The independent variable being studied 
was the geographic background of participants, with the dependent variable being likelihood 
of voting for the hypothetical presidential candidates. 
The epistemological approach used for this research project is considered positivist and the 
methodological approach is quantitative. The processes for testing this thesis’ overall 
hypothesis and analysing the results chiefly employ quantitative methods throughout. This 
research is thus conducted on an empirical level (Gelman 2009, p.11). Overall, this thesis’ 
approach in both respects makes various assumptions about the political world, some of which 
have been outlined above and which may be critiqued depending on the epistemological or 
methodological approach employed. Nonetheless, both of these approaches, positivist and 
quantitative, form the theoretical foundation for this research. 
Experimental political science research 
This research project employs an experimental survey research design to gather primary data 
and to investigate the main hypothesis. It is considered experimental in that it applies an 
experiment to members of the target population who respond to this project’s survey. The target 
population were Americans of voting age and eligibility who resided in the U.S.—this will be 
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outlined in more detail in the ‘Sampling’ section below. Specifically, it randomly assigned 
respondents into one of three groups based on the candidate descriptions: Control treatment, 
Urban treatment, and Rural treatment. For the first two groups, a treatment was applied to both 
that was different to each other, and for the Control group, no treatment was applied (effectively 
a placebo). This will be discussed in detail below, including the full candidate descriptions 
highlighting the differences between them, and full candidate descriptions as they appeared 
originally in the survey can be found in the Appendix. 
Numerous previous social science studies have been similar to this thesis in terms of their 
experimental methodologies used. Perhaps the first social science writing to properly 
acknowledge candidates’ personal qualities as being pertinent was Brogan 1954. This study 
mentioned candidate qualities such as the Al Smith’s Catholicism being a factor in his electoral 
defeat in the 1928 presidential election (p.243). Subsequently, other factors in particular have 
been explored deeply by researchers, for example, gender and race (Barisione & Iyengar 2016, 
p.140). Some of these studies have utilised experimental survey approaches and/or hypothetical 
candidates to investigate these issues (for example: Delavande & Manski 2015; Dowling & 
Miller 2016; Kim et al. 2014). It must be said that there is contest over the relative importance 
of specific candidate traits (Wattenberg 2016, p.125). Overall, however, the general use of a 
hypothetical candidate in experimental research has precedent in political science, with one of 
the earliest studies to use this method conducted in 1988 (Rosenwasser & Seale). 
The methodology employed by Doran & Littrell (2013) proved influential in the formation of 
this thesis’ methodology and in its execution. The same overall method was employed for their 
study and this thesis’ research, specifically, ‘field survey research using an internet web-based 
survey’ (Doran & Littrell 2013, p.268). In similar ways, respondents were gathered from solely 
online sources, a few hundred responses were gained in total, most U.S. states were represented 
in terms of participant residency, respondent characteristics were compared to Census data, the 
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overall representativeness of the sample was considered, and attention was given to the state 
of residency of all participants (Doran & Littrell 2013, pp.268-270). This form of 
experimentation in political science has been conducted extensively before and has been 
increasingly utilised in the past two decades, with a general increase in research using 
online/web-based methods. 
Overall survey design 
In an experimental survey design hosted externally on Qualtrics, participants were asked to 
give personal demographic and geographic information, and respond to a hypothetical 
presidential candidate. Participants were asked to provide various demographic characteristics, 
including their age, gender, religion, race and/or ethnicity, current political affiliation, and 
education level. This was presented to respondents on the first webpage on the Qualtrics 
survey, after an initial participation information page was clicked through (to be outlined 
below). 
On the second webpage, respondents were asked to show how likely they would be to vote for 
a hypothetical presidential candidate. This was solely based on a one paragraph description of 
a hypothetical candidate. However, the candidate’s characteristics differed between two 
treatment groups – one group was presented with a ‘Rural’ candidate; the other, with an ‘Urban’ 
candidate. All participants were randomly assigned into one of three groups: the two 
aforementioned treatment groups, or the Control group. The Control group was presented with 
a candidate with no identifying geographical features. 
On the third and final webpage of the survey, participants were asked to provide the state they 
currently reside in, their home state, ZIP code, and the geographic category of where they live. 
These questions were asked to determine their own sense of geographic living and belonging. 
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For the ZIP code question, respondents could leave the answer box blank if unsure or if they 
did not wish to answer the question. This, along with the feedback question, were considered 
to be non-essential questions. Participants could choose not to answer either or both questions 
(10 and 12), and still be reimbursed—since, for this survey, full completion of the survey was 
considered to be responding to every single other question, excluding these two questions. 
Demographic and geographic answer options 
For the six demographic questions, both the question wordings and answer options were based 
on previous methods employed in various academic and governmental research. Below, each 
question presented to respondents is considered in order, with the answer options available and 
justification for each given. 
Question 1 – What is your current age in years? 
This is a fairly standard question asked in surveys. Respondents could choose from one drop-
down option—age options ranged from “18” to “100 or over”. The former age was given as 
respondents were required to be adults of voting age and eligibility. 
Question 2 – What is your gender? 
Three options were presented to respondents for the gender question (‘Male’, ‘Female’, and 
‘Other’). This is based upon the American National Election Studies (ANES) 2016 pre-election 
questionnaire (p.88). The ‘Other’ option was intended as a catch-all to cover any participants 
who identified as transsexual or otherwise. 
Question 3 – What is your religion? 
The chosen categories are influenced by consideration of methodologies employed by previous 
research conducted by public polling firms such as Gallup, Inc. and the Pew Research Center. 
For example, one Gallup survey used a fairly simple methodology for the religion question, 
which is reflected in this research’s survey to an extent (Newport 2016). It was decided that 
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adding the qualifier ‘(including…)’after Protestant and Other Christian would help clarify what 
is considered to be included within these categories. For the Protestant category, the qualifier 
‘(including Evangelical, Mainline, and Black Protestant)’ was added, since these are the main 
forms in which American Protestantism takes (Pew 2015; Putnam & Campbell 2010, p.12). 
This question is a deceptively simple question to ask; how to measure religious belief can be 
quite difficult, particularly in a religiously diverse country such as the U.S. Protestantism is of 
note here, since it can seem to resemble a family of traditions, as opposed to one monolithic 
group (Putnam & Campbell 2010, p.12). The same observation could be made for Islam (or, 
‘Muslim’, as in this survey)—this particular religion has two main branches, Sunni and Shia 
(analogous to the split within Christianity between Catholic and Protestant), and several other 
minor sects. However, for the purposes of this survey, mainly due to space constraints and the 
fact that this factor is not a main focus, religious options had to be limited. It is important to 
note the great level of diversity even within the chosen categories, which may seem arbitrary 
to an extent. For example, ‘Other Christian’ may include Mormons and Orthodox Christians—
very different traditions within Christianity. 
Question 4 – What is your race and/or ethnicity? Select all that apply.  
Similar to religion, this aspect of identity is contested and there is no universally accepted 
method of seeking the race/ethnicity of participants. The U.S. Census currently includes five 
options for their ‘Race’ question, as per the 1997 Office of Management and Budget (OMB) 
standards on race and ethnicity—options 1, 3, and 4-6 in this thesis’ survey are given as options 
in the U.S. Census (2018a). Our survey’s option for ‘Middle Eastern or North African’ was 
based on the Census Bureau including it as option in both the 2015 National Content Test 
(NCT) and 2018 End-to-End Test (ETET). These test surveys were both partly conducted in 
order to test this option’s potential for inclusion in the upcoming 2020 Census. However, 
‘Middle Eastern or North African’ has never been a category under Race in the Census—and 
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the OMB is still yet to make a final decision regarding its inclusion in the 2020 Census. 
Nonetheless, given the public pressure and it being tested for inclusion, it was added as a 
category in this research (Census Bureau 2017b). 
This question allowed respondents to select multiple options, being the only question of its 
kind in the survey. Participants had the option to indicate if they consider themselves to be 
‘mixed race’, ‘multiracial’, or equivalent. However, they could choose to write either of these 
terms, or other terms, in the ‘Other race or ethnicity (please specify)’. The ordering of questions 
was very close to the Census’ ordering, though the ‘Hispanic or Latino’ option was placed 
second, since it represents the second-most prominent racial/ethnic identity in the U.S. (Census 
Bureau 2017a). It is important to note that ‘Hispanic or Latino’ is given as an ethnicity option 
in the U.S. Census, and they consider that anyone can be Hispanic, Spanish, or Latino and 
belong to any race (Census Bureau 2018c). For this survey’s purposes, people could have 
chosen this option in combination with any others. Further, both options ‘Middle Eastern or 
North African’ and ‘Other race or ethnicity (please specify)’ were added at the bottom of the 
options list despite not being included as options in the Census, though the former may be 
included in future (see above). 
The choice to group race and ethnicity into one question was for efficiency in completing the 
survey. Further, and perhaps most importantly, the question is phrased as ‘race and/or 
ethnicity’; thus, it was up to the interpretation of the respondent as to which group(s) they most 
identified with, none at all, or any other group(s) not listed as options. The choices for 
respondents were also similar to 2014 Religious Landscape Study (RLS-II) (Pew 2014, p.6). 
Question 5 – What is your current political affiliation? 
Despite this research being in the political science field, this question was not considered to be 
a main focus of this research, hence only four options were presented. These options were near-
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identical to the comparable question in the ANES 2016 (pp.4-5), though that survey also 
included two more questions that considered political affiliation and identity in more detail (see 
Appendix). For their longitudinal surveys, Gallup considers less options in their longitudinal 
studies—they provide a three-way choice between ‘Republican’, ‘Democratic’ and 
‘Independent’ (2018). 
The wording of this question was largely up to the interpretation of the respondent. They could 
have entered another party name (such as the Libertarian Party) or particular ideology (such as 
‘liberal’ or ‘conservative’) in the blank answer box. Even though this latter example is not an 
accurate answer, as they do not constitute major or minor national parties, nonetheless, it would 
have been accepted as an answer in the ‘Other’ category. 
Question 6 – What is the highest level of education you have completed? 
This question’s seven options took inspiration from comparable questions in both the ANES 
2016 and the American Community Survey (ACS) 2016 (Census Bureau 2016). Since both of 
these studies presented over a dozen options, these were effectively condensed and combined 
for the purposes of this research. The actual options presented to participants can be found in 
the final survey section of the Appendix. Further, the Appendix lists the options from ANES 
and ACS that the options in the survey were derived from, found beneath each option sub-
heading. 
Question 7 - If this candidate ran in a presidential election, how likely would you be to vote for 
them? 
See section ‘Hypothetical presidential candidates’ below for more detail. 
Question 8 – In which U.S. state do you currently reside? 
This question took inspiration from ANES 2016, which asked two similar questions: ‘In what 
state are you registered to vote now?’ (p.3) and ‘In what state, country, or territory did you 
Page 35 of 151 
 
mainly grow up?’ (pp.84-85). If any respondents answered ‘I do not reside in the United States’ 
(i.e. not part of the target population), they would not have been reimbursed—respondents were 
made aware of this in the Participant Information Statement (PIS). 
Question 9 – Which U.S. state do you consider to be your home state? 
This question was effectively open to respondents’ interpretation. This question could be seen 
as asking which state they most identify with, grew up in, currently reside in, a combination of 
these, or something else entirely. A ‘None of the above’ option was also provided to 
respondents who didn’t consider any state to be their home state. The closest equivalent 
question found in comparable studies was from the ANES, which asked ‘In what state, country, 
or territory did you mainly grow up?’ (2016, pp.84-85). 
Question 10 – What is your ZIP code? Leave blank if unsure. 
This question was asked in order to crosscheck with the locational information they previously 
provided. It provided a blank answer field for them to fill in. The ANES 2016 did not ask for 
the ZIP code of respondents’ current address, but of their previous place’s ZIP if they had lived 
in their current community for less than 2 or 5 years (pp.86-87). Participants could choose to 
leave this question blank—for the purposes of reimbursement, it was considered a non-
compulsory question. 
Question 11 – Which of these terms best describes the area in which you currently live? 
See ‘Urban-rural definitions’ section below for more detail. 
Question 12 – Do you wish to receive feedback about the results of this survey? 
This question was asked so that this study would be in line with The University of Sydney’s 
research and ethics policies. For example, in the university’s Research Code of Conduct 2013, 
section 11, sub-section (2), part (a) states that ‘Researchers must, where feasible, also provide 
research participants with an appropriate summary of the research results’ (p.9), which itself is 
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based on the Australian Research Council (ARC)’s Australian Code for the Responsible 
Conduct of Research (2007, p.4.2). These documents, which guide this thesis’ ethical 
considerations, also require the dissemination of results to academics and the wider community 
through the publication of this thesis (ARC 2007, p.4.2; The University of Sydney 2013, p.9). 
Candidate descriptions 
All participants were asked to respond to the particular hypothetical presidential candidate they 
were presented with by selecting one option on a scale from ‘Not likely at all’ to ‘Extremely 
likely’, with five options shown in all. The other options given, in ascending order of 
likelihood, were ‘Slightly likely’, Moderately likely’, and ‘Very likely’, respectively. Surveys 
using similar methods have precedent in prior political science research, where participants 
have been asked to respond to various stimuli, including hypothetical (and real) candidates (see 
Delavande & Manski 2015; Rosenwasser & Seale 1988). More specifically, much research has 
focussed on individual candidate attributes that may or may not affect how people respond to 
them and the various biases involved (see Barisione & Iyengar 2016; Dolan & Lynch 2014; 
McDermott 2005; Wattenberg 2016). 
The following written descriptions of hypothetical presidential candidates, without 
highlighting, were presented to participants, depending on which of the three groups (Control, 
Rural treatment, or Urban treatment) they were randomly assigned to: 
• Control: John Smith is a 55-year-old lifelong resident of Wisconsin and grew up in a 
suburban area. He has some college experience, and spent most of his career working 
for various businesses. Before entering politics, he worked in the services sector, mainly 
operating in the Upper Midwest. He attends church regularly with his family and 
belongs to an Evangelical Protestant denomination. He claims to be particularly 
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passionate about looking for bipartisan solutions to the biggest issues facing 
Americans. 
• Rural treatment: John Smith is a 55-year-old lifelong resident of a small town called 
Anson, Wisconsin, and grew up on his family’s farm. He has some college experience, 
and spent most of his career working for various businesses. Before entering politics, 
he worked in the agricultural sector, mainly operating in the Upper Midwest. He 
attends church regularly with his family and belongs to an Evangelical Protestant 
denomination. He claims to be passionate about investing in the struggling areas of 
America, and strongly advocates for bipartisan solutions to the biggest issues facing 
Americans. 
• Urban treatment: John Smith is a 55-year-old lifelong resident of inner-city 
Milwaukee, Wisconsin and grew up with his family in an apartment. He has some 
college experience, and spent most of his career working for various businesses. Before 
entering politics, he worked in the white collar sector, mainly operating in the Upper 
Midwest. He attends church regularly with his family and belongs to an Evangelical 
Protestant denomination. He claims to be passionate about investing in the struggling 
areas of America, and strongly advocates for bipartisan solutions to the biggest issues 
facing Americans.  
As seen from the highlighted sections above, there were three differences between the 
candidates: the place they were ‘lifelong residents’ of, the type of place they grew up in, and 
the specific economic sector they worked in before entering politics. These were crucial in 
delineating them as either Control, Rural, or Urban candidates. In terms of geographic place, 
the only ‘facts’ that were common across the three candidates were being lifelong residents of 
Wisconsin and mainly operating in the Upper Midwest for work. Wisconsin was chosen for all 
candidates as it has never been the birth or home state of a president (Bender & Lee 2016; see 
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Figures 5.1 and 5.2 in Appendix) and is considered a swing state in presidential elections (Meko 
et al. 2016). The Upper Midwest region of the U.S. is an unofficial geographic region which 
has varying definitions, but which Wisconsin is always considered to be a part of. 
For the Rural candidate, Anson was chosen as it is a small rural town that contained 2,076 
residents at the 2010 Census (Census Bureau 2010b), located closest to Chippewa Falls, which 
itself had an estimated population of 14,035 in 2017 (Census Bureau 2018d), and belonging to 
Chippewa County, considered ‘Small metro’ in the 2013 NCHS classification (NCHS 2014, 
p.72). Given these facts, and that Anson is relatively obscure (so respondents would likely take 
its small town character on face value), it was appropriate for the Rural candidate’s home town. 
Milwaukee, the largest city in Wisconsin, was chosen as it is effectively the opposite, with an 
estimated city core population of 595,351 (Census Bureau 2018d) and mostly contained within 
Milwaukee County, itself considered ‘Large central metro’, the most urban category, in the 
2013 NCHS (2014, p.72). Thus, it was an appropriate choice for the Urban candidate. 
The Control candidate, as effectively the ‘middle candidate’ between Rural and Urban, was 
given characteristics that were less detailed and more neutral than the other candidates’ 
descriptions. Firstly, it omitted any reference to the type of place he was a resident of, instead 
stating he was a lifelong resident of Wisconsin (which was common between the candidates 
anyway). Secondly, it stated that he ‘grew up in a suburban area’. The Control candidate’s 
suburban background was chosen because the suburbs are perceived as being the geographic 
middle ground between urban and rural areas. Additionally, they are often, and perhaps 
increasingly, considered to be the national political battleground in elections (Berube & 
Kneebone 2013; Gimpel & Schuknecht 2002, p.321; Miller 2016, p.299; PBS NewsHour 
2016). Lastly, it stated that he worked in the services sector, which is the predominant sector 
in the U.S. economy (CIA 2018), and could thus be seen as not being associated with a 
particular geography. 
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For the Control candidate’s description, the only geographic indicators included were that he 
was a ‘lifelong resident of Wisconsin and grew up in a suburban area’ and that he ‘mainly 
operated in the Upper Midwest’ for work. All other factors were held constant between all 
candidates, partly in order to control certain variables in order to identify other biases that may 
have influenced responses. 
Other characteristics of candidates 
It is possible that there were certain implicit connotations drawn from the candidates’ 
characteristics. Although it was not stated explicitly, it could have been inferred that the 
candidate was racially white, based on his name, religious beliefs, and possibly geographic 
characteristics. That said, the use of the term ‘inner-city’ (as above) may have elicited a 
different racial bias altogether. These areas often being associated with ethnic minorities, 
especially African-Americans, and with poverty (Vickerman 2016, pp.76-77). This was 
especially a focus of commentary during the 2016 election season, with then-candidate 
Trump’s rhetoric about ‘inner-cities’ coming into focus (Semuels 2016). Nevertheless, it was 
felt that although the candidate’s race/ethnicity was not explicitly revealed, even if it were 
white, this would constitute the ‘average’ presidential candidate, since almost all presidents 
have been so. This also applies to other demographic characteristics held constant across the 
three candidates. If it was explicitly stated, or even implicitly implied, that the hypothetical 
candidate was non-white, it may have biased the responses from participants to an even larger 
degree. As it was, after applying statistical tests to the results, it was found that there was not 
a statistically significant difference in responses by race (see below). 
The religion of the candidate was another potential source of bias, especially given the 
reference to regularly attending an Evangelical Protestant church. A relevant question to ask 
respondents would have been about their church attendance. This is not only a good indicator 
of the strength of their religious belief (not directly covered in the religion question in this 
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survey), but also can predict political persuasions. However, it is fair to say that religious 
attendance has a complex relationship with politics and may lead to highly variable outcomes 
depending on the concerned public issues (Putnam & Campbell 2010, p.375). In this case, it 
may have influenced their responses to the candidates. It was found that there was a statistically 
significant difference in responses by religion, with Christians more likely than most others to 
respond positively (see below). 
Amazon Mechanical Turk (MTurk) and Qualtrics 
In order to reach and gain responses from American voters, surveys were distributed via 
Amazon Mechanical Turk (MTurk) and externally hosted on Qualtrics, which participants were 
redirected to. Thus, Amazon was not responsible for data collected. MTurk is an online labour 
marketplace where ‘Requesters’ (those who wish to gather information) post jobs for 
‘Workers’ (the employees). Qualtrics is a software that allows for survey design and analysing 
data for various purposes. MTurk jobs are called Human Intelligence Tasks (HITs) and can 
consist of almost anything, including academic research, ‘HITs can be almost anything’ 
(Sheehan & Pittman 2016, p.2). The survey appeared in the form of a job posting (HIT) for 
users (Workers) to select on the MTurk marketplace. 
MTurk has been used extensively by social scientists to gain survey responses, particularly 
from the U.S. A relatively large amount of academic literature has been published about this 
resource since its launch in 2005, particularly in the last five years. This literature has mainly 
focussed on methodological issues, especially over the demographic and political 
characteristics of respondents. For example, one 2015 study compared MTurk’s user 
population with respondents in the Cooperative Congressional Election Survey (CCES) from 
2012, a nationally stratified sample survey. The study found that MTurk was extremely close 
to the CCES’ population with regards to employment and urban-rural living, but skewed 
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toward younger respondents (Huff & Tingley 2015, p.7). Another study found that MTurk, 
when compared to the 2010 U.S. Census, was close in terms of ethnicity and residential 
characteristics, but again skewed toward younger and politically liberal respondents (Heen et 
al. 2014, p.2), which has been acknowledged by other researchers (Clifford et al. 2015, p.1). 
Both MTurk and Qualtrics were used to fulfil many of the aims of this research. Qualtrics was 
logical to use in creating the survey, since it involved static text (the candidate descriptions) 
and, crucially, a randomised process for assigning respondents into one of three groups 
(Control, Rural, and Urban) to test the hypothesis; further, it allowed for the tracking of 
distributions and gathering of live results. MTurk involved a more complex process than 
creating the survey and preparing it for distribution on Qualtrics. Since ethical guidelines, 
reflected in this methodology, required that feedback be given to respondents, another step of 
emailing feedback to respondents who requested it was taken. Overall, although these online 
and software tools required some troubleshooting along the way, they were successful fulfilling 
this thesis’ methodology. 
A few points can be made over the post-distribution and results-gathering phase. The survey 
was set to 30 days expiry—generous considering the aim of at least 300 respondents was met 
within a week of the survey being initially distributed’, with the vast majority of responses 
being received within 2 hours. With the raw results from MTurk and Qualtrics, 300 Workers 
were confirmed to have completed the HIT, and been approved and paid for their work—
however, 301 responses were collected from Qualtrics. Upon further investigation comparing 
the raw results downloaded from MTurk and Qualtrics, it was found that one response in 
Qualtrics contained completion code that was not found in any of the MTurk responses, and 
thus did not align with an Worker. Hence, it was excluded from the final reporting and analysis 
of results, though all raw data can be found in the Appendix. Finally, respondents who indicated 
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that they wished to receive feedback were emailed a brief summary of key findings, provided 
to them individually via MTurkR (see Appendix for more details).  
Concerns over potential sampling biases or unrepresentativeness from using MTurk could be 
lessened due to these discrepancies usually lying within a 10% margin of error, and that people 
who were not part of the target population were already filtered out. Further, since this research 
was experimental in nature, it was not pertinent that the sample be nationally representative, 
and was instead a convenience sample. Another possible concern is the potential for high non-
response rates to specific survey questions, or low-quality responses generally, from online 
sources. Although it was a condition of reimbursement that Workers answer every single 
question, these omissions were acceptable since they were not the most important aspects for 
the thesis overall. Further, only a small number of respondents did not answer the ZIP code 
question, which were not considered compulsory (see above in the ‘Overall survey design’ 
section). These responses were excluded from the final analysis in the model (see below). 
Overall, it was concluded that these online and software tools were useful in gaining survey 
responses from American voters for this research. 
Online survey creation – Qualtrics and Amazon Mechanical Turk (MTurk) 
This section details how the experiment was set up on Qualtrics and disseminated via Amazon 
MTurk. The final version of the survey (including all hypothetical presidential candidates) is 
in the Appendix. 
Firstly, profiles on Qualtrics and MTurk were created using University of Sydney credentials. 
On Qualtrics, the survey was created in three labelled versions, each corresponding to one of 
three respondent groups, in order to maintain copies of common questions and answers in the 
survey, and to ensure information validity. This was particularly important for the hypothetical 
candidate descriptions, which were initially kept separate and were to be different across the 
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three groups when sent out for responses (Control, Rural, and Urban). For the survey’s first 
page, respondents were presented with a static section of text that referred to the PIS—the 
actual PIS document was attached as a downloadable file on the webpage. 
The next block of questions was given the ‘Demographics’ label, not visible to respondents. 
The first six survey questions were inputted into the Qualtrics survey, with three types of 
questions utilised. The age question gave respondents a dropdown list from which to choose 
one option from an age range, from ‘18’ to ‘100 or over’. For Questions 2, 3, 5, and 6, 
respondents were presented options as vertical bullet points, where they could select the 
appropriate option, and again limited to one choice. For Questions 3 and 5, a text entry box 
was provided for respondents if they chose that option. For Question 4, respondents could 
select as many options as appropriate (with text box entry provided for the last option). 
Within the three draft surveys, the candidate descriptions were, respectively, added into a new 
block as ‘Descriptive Text’ within the ‘Static Content’ category. These were then added as new 
blocks into the final survey under their respective labels, e.g. ‘Hypothetical candidate – urban’. 
Immediately below the descriptions, the same question gauging the likelihood of voting for 
them was added in. This constituted the second webpage of the survey. 
The final block (or webpage) of questions was added in under the label ‘Geographic location’. 
This block, following the same procedure above for the other blocks, contained three sub-types 
of questions. All of these followed the same methodology as the above blocks. 
Once all questions and descriptions were finalised, the draft surveys were combined into a 
single survey to be sent out as a pilot. Various settings on Qualtrics were utilised, including 
‘Prevent Ballot Box Stuffing’ and ‘Prevent Indexing’. Next, a Quota was included via Survey 
Tools, set to 300 initially. Further, within the Survey Flow function, a ‘Randomizer’ was 
inserted before the hypothetical candidate blocks, with the qualifier ‘Randomly present 1 of 
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the following elements’. Finally, the survey termination was set so that a random unique 
number would be generated at the end that respondents had to manually input in order to be 
reimbursed, called the ‘MTurk completion code’ (see Appendix). This was included to connect 
the Qualtrics response to the MTurk Worker—this method was from the MTurk site (2017).  
Overall, these chosen settings ensured that respondents would view and respond to only one 
candidate, only 300 respondents would participate, and there would be an equally random 
chance of them seeing one of these candidates. This aspect in particular was tested by the 
student using the ‘Preview’ function, which confirmed this random chance. At this point, the 
pilot survey was sent out to a small group of individuals chosen by the student. 
After the survey had gone through the pilot stage (see below), the student turned to MTurk to 
disseminate the survey. On MTurk, the ‘Survey Link’ option was selected as the HIT types, 
allowing the Requester to post a URL to an external site hosting their survey (Sheehan & 
Pittman 2016, p.50) and which Workers open when they agree to participating. 
The project name was Candidate attitudes survey, though this was not displayed to Workers. 
The title was chosen as ‘Survey on attitudes toward political candidates’ and the description 
put as ‘Please answer a few questions about yourself and your attitudes toward a hypothetical 
presidential candidate’. Lastly, the following keywords were included in the description: 
survey, demographics, study, politics, U.S. politics, political attitudes, and president. These 
were included so that Workers would be able to search for this HIT easily. 
A number of parameters were specified in the MTurk settings. The reward per assignment was 
set as $0.54 USD. The amount paid was set by the Requester when the survey was first made 
available on MTurk and was fixed for the duration of the survey’s availability. This is discussed 
further in the section below. The number of assignments per HIT was set to 300, so only that 
number of unique Workers could respond. The time allotted per assignment was set to 30 
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minutes, a relatively generous amount of time, in line with what MTurk encouraged in its HIT 
settings. The maximum time the HIT was made available to Workers was for 30 days. Lastly, 
the amount of time to auto-approve and pay Workers was set to 5 days, giving the student time 
to reject unsatisfactory work when appropriate. 
Three minimum requirements for Workers were specified. Firstly, the HIT approval rate (%) 
for all Requesters’ HITs was set to ‘greater than or equal to 97%’. Secondly, the number of 
HITs approved, throughout Workers’ personal work history, was specified as ‘greater than or 
equal to 500’. Lastly, the location of Workers was set to ‘United States only’. 
For the final aspect of this HIT’s settings, the visibility was set to Private. This meant all MTurk 
Workers could view the HIT, but only Workers that met all minimum qualifications could 
preview and participate in it. This was another measure that filtered out respondents who were 
not part of the target population. 
Pilot and final survey posting 
Before the survey’s distribution on MTurk, a pilot survey was distributed to a small number of 
the student’s friends and family for them to give any feedback. None of the chosen respondents 
to the pilot survey were from the target population for the final survey (i.e. American voters). 
The same randomised method was employed in terms of an equal chance of responding to one 
of the three candidates. No reimbursement was offered and none of their data was stored for 
analysis and publication of this research. A small number of people who took part in the pilot 
survey gave feedback which was taken into serious consideration by the research student; a 
number of relatively small changes were made to the survey following this pilot process. 
Briefly, these changes involved adding ‘Other’ options to the gender, political affiliation, 
education questions, clarifying and adding further religion options, making the race/ethnicity 
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question multiple choice, and changing the likelihood scale from ‘Extremely likely’ to 
‘Extremely unlikely’ to the final version ‘Extremely likely’ to ‘Not likely at all’. 
The final survey was posted successfully on MTurk from 8:16am AEDT on Thursday 29 March 
2018 and remained open as an HIT for just over 6 days. It closed at 10:18am AEDT on 
Wednesday 4 April once the intended sample size had been collected. 
Sampling and feedback 
Respondents were self-selected in choosing to participate in this study’s survey, which was 
posted on the MTurk marketplace for any Workers to view; this was an example of the 
convenience sampling technique. If they chose to participate, they were firstly asked to confirm 
that they were American citizens over 18 years of age and of voting eligibility. They had to be 
currently living in the U.S. (including the fifty states and District of Columbia, but excluding 
external territories such as Puerto Rico). Only then were they able to participate in the survey. 
Participants were able to withdraw from the survey at any time by simply not answering 
questions and clicking through to the final webpage and exiting the survey. Several parameters 
set on MTurk, mentioned in the ‘Online survey creation’ section above, ensured that Workers 
belonged to the intended target population. 
The intended sample size was at least 300 respondents across the three randomly-assigned 
groups—the groups ended up as 84 people in Control, 111 in Rural, and 105 in Urban. This 
total number was chosen as the margin of error lowers as the sample size increases, and the 
sub-group analysis becomes stronger; further, since this research is experimental in nature and 
thus does not require a nationally representative sample, it is not any higher. In order to gain a 
fairly representative sample of the target population with a confidence level of 99% and a 
confidence interval of 0.03, the sample size would have to have been at least 1,068 (ABS 2018). 
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Since the purpose of this research is not directly concerned with any specific demographic 
factors, a close representation of the chosen target population was not necessary. 
After the survey was closed and participants’ results analysed, feedback on the survey results 
was provided to those who responded positively to the final question on feedback. In all, 55 
respondents requested this feedback. After following various steps to enable the student to do 
so, a common email was sent to those Workers who asked for feedback (see Appendix). 
Participant reimbursement and funding 
Participants on MTurk were paid for their time in participating in the survey. The 
reimbursement amount was set at $0.54 USD, which was approximately $0.70 AUD based on 
market rates when the survey was sent out (29 March 2018; XE.com). This reimbursement 
amount was in line with previous social science research that involves experimental survey 
designs using MTurk, and was close to the average reimbursement when compared to surveys 
of similar design, length, and difficulty. This amount also balanced the demands of a fair pay 
for arguably a few minutes of attention and work, and of not wanting to unnecessarily draw the 
attention of MTurk users who were not part of the target population. 
A large number of sources were consulted when determining how much the reimbursement 
amount should be, especially considering the relatively short length of the survey. The list of 
sources consulted and comparable reimbursement amounts can be found in the Appendix. 
As per MTurk conditions and standard practice (Sheehan & Pittman 2016, p.89), participants 
were not paid if they did not satisfactorily complete the survey—here, satisfactory work was 
defined as answering all survey questions. The job would be rejected and the Requester not 
required to pay if this condition was not met, as per standard MTurk practice. Participants were 
made aware of these requirements before starting the survey on the participant information 
webpage. 
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Given that the reward was set to $0.54 USD and 300 Workers participated in the HIT, the total 
reward paid to participants was $162.00 USD (or $210.00 AUD). Further, Amazon currently 
charges fees based on whether HITs meet certain criteria (Amazon 2018a). The fees for this 
HIT, equal to 40% of the reward paid to Workers, was totalled at $66.00 USD, or $84.00 AUD 
(XE.com, 2018). Thus, the total paid to Amazon on 30 March 2018 for using MTurk’s services 
was $228.00 USD ($296.20 AUD based on market rates at the time; XE.com 2018). 
The University of Sydney’s Postgraduate Research Support Scheme (PRSS) 2018 funding 
application was approved in part by the University, for a total of $245 on 22 May 2018 (see 
Appendix). 
Human ethics 
Inherently, with any primary research that disrupts people’s lives, ethical issues need to be 
considered. For this research, surveys were used to gather responses from the U.S. voting 
public. Information was gathered from people who may not normally think about these issues 
in their daily lives and thus, a low-risk ethics clearance was obtained from The University of 
Sydney’s Human Research Ethics Committee (HREC). After an initial application and a few 
minor amendments made on the HREC’s online application system, final ethical approval for 
this research was granted on 26 March 2018 (ref no. 2017/703). The annual human ethics 
review was completed and approved in September 2018. Human ethics approval can be found 
in the Appendix. 
MTurk’s guidelines prohibit Requesters from ‘collecting personally identifiable information 
[PII]’, with the caveat given ‘don’t ask Workers for their email address or phone number’ 
(Amazon 2018b). In this research, the information given by respondents was not the sort of PII 
that were given as examples in MTurk’s Acceptable Use policy. PII was not a concern of this 
research, is easily traceable back to a particular person, and is difficult to code for anonymity. 
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Further, when reviewing the whole scope of what PII could include, only a very limited amount 
of PII was sought from respondents on the whole. A comparatively liberal definition was given 
by McCallister et al.—compared to their definition, which included dozens of examples across 
eight categories, this research only sought four examples of PII (2010, p.2-2). 
The same process for gaining participants’ consent was used for all participants. This involved 
them reading the first page of the survey, which gave them information on participation and a 
link from which to download the PIS (see Appendix for full PIS). Submitting the completed 
questionnaire was taken as consent to participate in the study. Since the reimbursement amount 
($0.70 AUD) was not any higher, the potential for participants to feel they were under duress 
in responding was minimised’. There was no inherent risk involved in this research, aside from 
participants giving personal demographic information, which was done so voluntarily. 
In the reporting of collected raw data, ethical considerations were paramount—this reporting 
has to be conducted ‘fully and truthfully’ (Burnham et al. 2008, p.286) and has to occur even 
if the results are unexpected or go against the original hypothesis. The results of this research 
project will be disseminated primarily via the student’s Master’s thesis. Full raw data can be 
found in the Appendix. 
The full names of participants were not gathered in this research. Names were only provided 
when consent was given before the start of the survey. Participants were provided information 
on the data storage methods used, Qualtrics’ security arrangements, and that the research results 
will be published in future. In publishing the results, the only personal information published 
is as part of larger demographic groups—for example, groups such as males, Democrats, rural 
residents, and others. 
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Urban-rural definitions 
The definition of what exactly constitutes ‘urban’ or ‘rural’, and the geographic areas in 
between, and where they begin and end, is a matter of contention in academic literature 
(Audriac 1999, p.7; Gurley 2016, p.593; Hahn 1971, p.223; Lichter & Brown 2011, p.579). 
Further, these definitions can vary depending upon which U.S. governmental source is 
consulted. For example, the Census Bureau uses a binary definition (urban and rural), though 
it splits urban into two subcategories: Urbanized Areas, containing 50,000 or more people; and 
Urban Clusters, containing at least 2,500 and less than 50,000 people. Rural residents were 
defined as those not belonging to the urban category (2015). Numerous researchers base their 
definitions on government sources (Scala & Johnson 2017, p.166); hence, this research also 
followed this practice. Issues surrounding this were covered in the Literature Review in more 
detail. Thus, both of these terms are dynamic and, even on a geographic level, are contentious. 
For the purposes of this survey and subsequent analysis, the following questions were asked to 
respondents on the third webpage of the survey to gauge the types of geographic areas in which 
they currently resided: 
• Q8: In which U.S. state do you currently reside? 
• Q9: Which U.S. state do you consider to be your home state? 
• Q10: What is your ZIP code? Leave blank if unsure. 
• Q11: Which of these terms best describes the area in which you currently live? 
The ZIP code question was answered in a blank field entry. Question 8 was answered in a drop-
down menu including all U.S. states, plus the District of Columbia and ‘I do not reside in the 
United States’. The home state questions presented these same options, though excluded these 
last two options and also included ‘None of the above’. 
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Question 11 gave the following five options for respondents to choose from: 
• Rural area 
• Small town 
• Larger town 
• Suburban area 
• Inner-city area 
This research follows a trend of academic studies using urban-rural definitions in analysing 
U.S. politics. Drury & Tweeten, for example, considered the variance in values between people 
living, or being employed, in differing geographic contexts. Their method involved analysing 
surveys that divided respondents ‘into six groups (farm, rural, nonmetropolitan, suburb, 
medium-size central city, and large central city)’ (1997, p.60). Another is Scala & Johnson, 
who ‘classified counties as metropolitan or nonmetropolitan using the OMB’s 2013 definition 
in analysing ‘political attitudes and voting patterns along the urban-rural continuum’ (2017, 
p.166). This is an area which has had various methodologies employed to, partly, understand 
the political and/or value differences between geographic categories. 
Since there are varying definitions of ‘urban’ and ‘rural’, which can affect the subsequent 
analyses and conclusions made, the research results may have been different if other categories 
were used, especially for Question 11. Nonetheless, a large part of this research approach and 
analysis is based on both academic and governmental sources, especially academic research 
that also utilised governmental analyses. Further, the model for analysing geographic 
responses, used to derive the CGS for respondents, categorised respondents by using a 
combination of several geographic levels (the self-reported type of geographic place resided 
in, along with ZIP codes, counties, and states). This sought the average between the various 
ways of categorising geographic place (see section on the model below). 
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The above demarcations are based on research that use quantitative methods to define such 
areas. However, it must be acknowledged that there are abstract concepts that may impact how 
people view certain geographies; potentially including this survey’s respondents. The concept 
of ‘deep rural’, for example, refers to areas that are not influenced directly by cities (Furuseth 
& Lapping 1999, p.1). Moreover, this term is connected to the concepts of ‘Deep England’ and 
la France profonde, which stress idyllic or halcyon versions of these particular nations that 
exist, but which are also being lost over time. They denote, respectively, an essential 
‘Englishness’ or ‘Frenchness’, characterised by rural areas and small towns, that stand in 
contrast to globalisation and modernism, as characterised by large cities; especially London 
and Paris (Benson 2013, pp.501-502; Harrison 2018). Similarly, the feeling that there literally 
exists geographic areas that are ‘true’ versions of the nation can be felt in the U.S. There is 
ongoing rhetoric and debate about ‘real Americans’, as people groups, and ‘real America’, as 
places that have more ‘Americanness’ about them than others (Ellis 2009, pp.728-729; Lichter 
& Brown 2011, p.570). It may be hard to gauge these sentiments and there is room for more 
research to focus on this phenomenon. 
Though this use of the word ‘deep’ may be neutral, the term ‘real’ is more suggestive, implying 
that areas exist that are the opposite. There is the argument that urban areas are viewed more 
negatively (see Literature Review) and may be seen as less ‘American’ than rural areas by 
many people. Particular cities are often singled out, such as New York City, which is also the 
hometown of President Trump. A specific example of this was seen during the 2016 Republican 
Party presidential primaries, when Senator Ted Cruz of Texas tied him to ‘New York values’—
although this may seem neutral, it was intended as a political tool to disparage Trump, and 
increase Cruz’s appeal in other states such as Iowa, which are more rural and arguably more 
conservative comparatively (Allen 2016). 
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Geographic terms can be used for political purposes and this may also have had an impact on 
how respondents to this survey perceived the Rural or Urban candidates (see ‘Hypothesis 
testing’ below). Although a potentially more politically suggestive place such as New York 
was not used for the hypothetical candidates, there is evidence to suggest that certain, relatively 
smaller, cities such as Madison, Wisconsin can elicit negative feelings (see Cramer 2016). This 
is certainly a phenomenon which future research should explore more closely, to measure how 
strong these feelings are, which societal group(s), if any, feel this way more than others, and 
the causes of these sentiments. 
Again, it is important to stress that not only are there varying ideas of what constitutes urban 
and rural, but these areas are far from homogenous themselves. Further, the persistent idea of 
‘two Americas’ to an extent ignores the nuances of these two respective geographic areas 
(Scala & Johnson 2017, p.163). These areas are still quite politically mixed and the political 
character of particular geographies (mostly based on election results) can be influenced by 
factors such as certain campaign strategies, turnout, and the methodologies used by researchers 
(Morrill et al. 2011, p.153; Scala et al. 2015, p.108; Stange & Kazyak 2016, p.142). 
The very level used when considering, for example, residence (i.e. state, county, etc.) can have 
an impact on our understanding of the average political leanings of residents in that particular 
area. This is partly why a hybrid model was constructed that would account for respondents’ 
geographic characteristics on a number of levels, attempting to combine these varying 
geographic levels to categorise respondents. Further, the inclusion of the home state question 
introduced an underutilised variable in gauging the geographic affinity of respondents. Overall, 
this research attempts to further an understanding of how geographic characteristics of voters 
can have an effect on their attitudes toward political candidates, and introduces a relatively 
distinctive methodological approach that can further this and similar understandings. 
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Model for analysing geographic responses 
The student developed a model that they used to categorise respondents by geography and to 
analyse their responses accordingly. This model produced a CGS for individual respondents, 
used in the statistical analyses phase for hypothesis testing. Nine responses left the ZIP code 
question blank; thus, their responses were excluded from the census block and county code 
aspects of the model. 
A hybrid multilevel analysis was utilised that combined state, county, census block, and ZIP 
code data. These last two levels are among the smallest geographic levels possible for statistical 
analysis, with census blocks being the lowest level for census geographic information (MCDC 
2016). Other research has previously employed election precinct-level analyses, another sub-
county level that is extremely small (Kinsella et al. 2015, p.407). One complication arising 
from these micro geographic levels is the potential for boundary overlap (Amos et al. 2017, 
p.385), which was experienced in this research with ZIP codes and county boundaries. As 
acknowledged above, ‘any measure of segregation at one spatial scale necessarily incorporates 
its measure at any larger scales’ (Johnston et al. 2016, p.767), which is not only applicable to 
other research analysing polarisation at the ‘micro-scalar’ precinct level (Kinsella et al. 2015, 
p.404), but also to this research. 
While it is arguable that state, county, and ZIP code divisions are somewhat arbitrary for 
statistical analysis, nevertheless counties are the most commonly used level for this kind of 
academic research and government agencies often demarcate between urban/rural counties. 
Further, the ZIP code-level is one of the smallest levels of geographic analysis possible, partly 
because of the sheer number of ZIP codes. For comparative purposes, there are 3,141 counties 
and county equivalents (USGS 2018), and approximately 41,000 ZIP codes, in the 50 states 
and District of Columbia (AggData 2018). 
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In all, 16 responses either had no response to the ZIP code question, contained mismatching 
information compared to the residing state, or the ZIP code could not be found: this represented 
5.34% of total valid responses. Part of the intention of the model was that it could allow for 
missing information for one or two model elements, with the averages changed for the purposes 
of calculating which category the responses would fit in. For the statistical analysis of results, 
mismatched and non-responses to the ZIP code question were excluded; however, one could 
still use this model to analyse responses from those who left wrong or missing information  
For determining the urbanity and rurality of each state, the methodology outlined above relied 
upon data from the Census Bureau. Their own practice divides each state’s population and land 
area by Urban or Rural. Further, for the Urban category, the Bureau divides this in two: 
Urbanized Areas (UAs), consisting of 50,000 or more people, and Urban Clusters (UCs), 
consisting of at least 2,500 and less than 50,000 people (Census Bureau 2015). 
A comparatively small number of respondents were calculated as being in category 5, the most 
rural, at 2.8%. Conversely, a large portion of respondents were in categories 4 and 5, the most 
urban categories, at 41.3% and 27.9%, respectively (see Figure 3.5 in Results and Discussion). 
Despite the seeming overrepresentation of those who reside in urban areas, this breakdown is 
fairly comparable to the national average in terms of urban-rural living (U.S. Census Bureau 
2010b) and other research has shown that MTurk is a comparatively good source in terms of 
the demographics of respondents (Casler et al. 2013, p.2159; Heen et al. 2014, p.6). Obviously, 
this model is not full proof, and does not reflect the phenomenon of people moving throughout 
their lives, nor does it consider the possibility of people retaining their own identity as tied to 
their previous geographic place. This has been shown by older research, where people who 
have grown up and lived in rural areas for a long time may still feel attached to a rural sense of 
place despite moving to an urban area (Glenn & Hill 1977, p.36). 
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During the analysis phase, respondents were grouped into five different groups according to a 
geographic scale of urbanity, from Most Rural to Most Urban. This was achieved by taking 
into consideration their responses to Questions 8 through 11, in order to develop a model for 
which their geographic affinity could be gauged. Responses were ordered by their unique 
MTurk code at every stage of the process in order to maintain accuracy in the analysis. The 
model contained five elements (or, inputs), derived from the responses to the geographic 
questions. These were aggregated to obtain a final score that categorised an individual 
respondent according to a 5-point urbanity scale—the CGS. The model thus employed a hybrid 
multilevel analysis, combining state-, county, ZIP code, and census block-level results. Each 
of the elements are described in detail below, including the final calculations used to categorise 
respondents along the aforementioned scale.  
Elements 1 & 2– residing and home state codes (Questions 8 & 9) 
The same method was employed to group participants by their responses to Question 8 and 9, 
since the same responses were provided for both questions (aside from extra options, as 
outlined above). Statistics on the urban and rural characteristics of states were downloaded as 
a dataset in Excel from the Census Bureau (2015). This included data from the 2010 Census, 
the most recent census at the time of writing. After Puerto Rico was excluded from the data, 
all states and the District of Columbia (treated as a state for expediency) were ordered by one 
of the variables: POPPCT_RURAL (percentage of the total population of the state represented 
by the rural population). The states were then divided into five equal groups (coded 1 to 5) 
based on this urban-rural spectrum and coloured in shades of blue to distinguish them from the 
other groups and colour scales. In Excel, a formula was used to convert the respondents’ results 
to the two states questions from the original code, based on alphabetical order of states (with 
D.C. as 51, for the residing state question alone), to a new code based on these urban-rural 
groupings. They were then copy/pasted into the model and served as the first two dimensions. 
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Element 3 – county codes (Question 10; ZIP codes) 
For Question 10, respondents’ current ZIP code, answers were extrapolated into two elements 
of the model: county codes and census block codes. In the U.S., there are approximately 41,000 
ZIP codes (AggData 2018), spread among 3,141 counties and county equivalents (USGS 
2018). Therefore, there were 41,000 possible legitimate answers to this survey question. This 
method relied on a conversion of ZIP codes to counties and census blocks. Problematically, 
although multiple ZIP codes can be found in each county, they often do not match up exactly 
with county borders (which is a general issue with analysis at this micro-level; see: Amos et al. 
2017). Hence, some ZIP codes can be found in more than one county, making it difficult to 
determine exactly which county respondents were from. These specific cases were initially 
converted into all relevant county names that contain the particular ZIP code. 
For this county code element, two steps were taken to achieve this county-level analysis. 
Firstly, ZIP codes were matched to, and converted into, county names. This was accomplished 
by downloading two free datasets from varying sources and comparing the data in order to 
match up each respondent ZIP code with a county. The datasets used were the Missouri Census 
Data Center’s (MCDC) MABLE/Geocorr14: Geographic Correspondence Engine and 
AggData’s Complete List of United States Zip Codes. The former is primarily based upon data 
from the Census 2010 and supplemented with more recent data until 2017 (MCDC 2017), while 
the other is from a company that stores locational data and is cross-referenced with geographic 
data from Geonames.org (AggData 2018). 
In certain states, some counties share the same name as, and simultaneously surround, cities, 
such as Baltimore County and Baltimore City in Maryland. Further, in the datasets, the name 
formats of these cities varied at times (for example, ‘City of…’ or ‘…City’). For these cases, 
names were changed so that the qualifier “(city)” was added after the city name where 
appropriate, in order to differentiate them from counties. Further, some states such as Alaska 
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and Louisiana do not have counties—they have boroughs and parishes, respectively. In these 
instances, the full name was included—for example, one county’s name was kept as Fairbanks 
North Star Borough. All of these areas without county governments are considered ‘county-
equivalents’ for statistical purposes (Census Bureau 2012) and for the purposes of this research. 
There were 52 responses where the ZIP code corresponded to two or three counties in MCDC’s 
data. In all, only two responses had conflicting counties between the two datasets, including 
one corresponding to two counties in the MCDC data, totalling three possible counties for that 
particular response. Non-responses to the ZIP code question, nine in all, were coded with a 
dummy variable for both the census block and county codes in the model (‘N/A’). 
One ZIP code response could not be found in either dataset and was thus given a dummy 
variable for both the county and census block elements of the model (though is included in the 
raw data and initial model results in the Appendix). Three further responses contained ZIP 
codes that were found in the AggData dataset, but not in MCDC. These results were also given 
a dummy variable. Lastly, four responses to Question 10 directly contradicted responses to 
Question 8 in the same survey response, even though both of these questions were about the 
current residential origin. For example, one respondent gave Florida as their residing state, yet 
the ZIP code they gave was located in Virginia. In these cases, the specific aspect of the model 
was coded with a dummy variable (‘N/A’). In total, 17 responses (5.67% of valid responses) 
were given dummy responses; thus, these were excluded from the final analysis of results based 
on the model’s elements and 283 valid responses were used. 
Secondly, once ZIP codes had been converted into counties, each county was categorised 
according to a geographic scale. The categories were taken from the 2013 NCHS Urban–Rural 
Classification Scheme for Counties created by the Department of Health and Human Services’ 
National Center for Health Statistics. This formulation divides counties into one of the 
following six categories: 
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1. Large central metro (metropolitan statistical areas (MSAs) population 1 million or 
more) 
2. Large fringe metro (MSA population 1 million or more) 
3. Medium metro (MSA population 250,000 - 999,999) 
4. Small metro (MSA population less than 250,000) 
5. Micropolitan (Urban cluster population 10,000-49,999) 
6. Noncore. 
Although this NCHS categorisation includes six categories, two were combined, being similar 
anyway in terms of geography, and were thus in the same subset of metropolitan counties in 
their scheme: Large metro (MSA population 1 million or more); see Figure 2.1. Further, this 
combination did not constitute a large difference in the number of counties. In Excel, counties 
for each response, from the above method, were compared to NCHS’ classification and 
converted according to this model’s 5-point scale. Crucially, the scale was made consistent 
with the model’s other elements, so that 5 corresponded to the most urban and 1 the most rural. 
The NCHS classification scheme was compared to other agencies’ county classifications, and 
was very similar to the Department of Agriculture Economic Research Service’s 2013 Rural-
Urban Continuum Codes (ERS 2016). All of these classifications were based on the OMB’s 
2013 delineation of MSAs and micropolitan statistical areas (NCHS 2014, p.1). 
For ZIP codes across multiple counties, some of these cases were resolved easily, since the 
counties that the ZIP codes could have been from were from the same category according to 
the above definition. 13 responses had ZIP codes that were from counties in the ‘Large central 
metro’ or ‘Large fringe metro’ categories—thus, they were coded 5 according to the model’s 
scale. For counties in differing geographic categories, the difference was split where 
applicable—that is, if it belonged to two counties from NCHS categories 1 and 3, respectively, 
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Figure 2.1: Distribution of counties according to the 2013 NCHS Urban–Rural Classification 
Scheme for Counties. Taken from National Center for Health Statistics 2014, p.4. 
 
then the ZIP code was converted to 2, being the mid-point between the two categories (and was 
then converted to the model’s county code). This applied to seven responses. For 11 responses, 
the average between values was used as the county code since they had 2 or more counties with 
differing NCHS codes. For example, in one response, the ZIP code was found in both Menifee 
and Powell counties, Kentucky, corresponding to NCHS codes 5 and 6, respectively (NCHS 
2014, p.42). So when converted into the model’s county codes, it would have a value of either 
2 or 1, respectively—thus, 1.5 was given, being the average. Eight responses were more 
complex, since they involved three counties and some of these had three possible applicable 
NCHS codes to the county where the respondents actually resided in. Again, the averages were 
calculated using the same method and integrated into the model. One response contained a ZIP 
code that did not match with the residing state and another ZIP code could not be found in 
either database; in both cases, the responses were given dummy variables. Categorising these 
counties according to this definition provided the third element of the model. 
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Element 4 – census block codes (Question 10; ZIP codes) 
The second aspect of the model that the ZIP codes informed was the census block codes. 
Census blocks are the smallest geographic entity the Census Bureau uses, and those which 
provide the foundation for all of their geographic analyses. Indeed, they can be considered the 
‘atoms’ of the data used to find and convert ZIP codes (MCDC 2016). The Bureau also assigns 
each block as either urban or rural, based on the aforementioned binary definition. The data 
table downloaded from the MCDC website contained nine columns of information, based on 
the four selected variables, one of which was one called ‘zipname’. This aligned with ZIP Code 
Tabulation Areas (ZCTAS). These are ‘generalized areal representations of United States 
Postal Service (USPS) ZIP Code service areas’, based on the most common ZIP codes found 
in each census block (Census Bureau 2018b). Since the names of these areas are based on a 
combination of data from the Census Bureau and USPS, greater geographic accuracy is found 
than a simply postal-based identification (MCDC 2013). These would include such familiar 
place names as Beverly Hills, being a suburb of Los Angeles (itself part of Los Angeles 
county). Often, the table would include the same ZIP name multiple times; this could have been 
for a few reasons, including for inner-city areas (for example, Chicago), that contain many ZIP 
codes in them, but which share the same ZIP name. 
For this aspect of the model, each ZIP code was coded according to the following categories: 
• 5 = urban-only 
• 4 = urban-majority 
• 3 = equal urban-rural 
• 2 = rural-majority 
• 1 = rural-only 
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The above categorisation along the urban-rural spectrum was based on census block data and 
is referred to as census block codes for expediency. To categorise ZIP codes as such, MCDC 
data was utilised. This specific dataset gave a code for every single ZIP name in the dataset’s 
table: ‘U’ for urban and ‘R’ for rural. This was based on the Census Bureau’s assignment of 
census blocks based on their definitions of urban and rural; this is considered the most detailed 
data from the 2010 Census, being based on census blocks (MCDC 2016). 
Some ZIP codes and names in the MCDC dataset contained both urban and rural populations—
this reflects the fact that, for example, some ZIP codes cover both urban populations on the 
fringes of a city and isolated rural communities, since their populations are so low. Hence, it 
does not make practical sense to have unique ZIP codes for each of these communities for 
postage services purposes. For the ZIP code names, the Census Bureau combines data from 
multiple census blocks and the urban/rural split is based on how many people within the 
communities live in census blocks considered to be urban or rural. For responses that did not 
have a value, they were coded with a dummy variable which had no effect for that aspect in 
the model (‘N/A’). When there was a split between urban and rural populations within one ZIP 
code, the split within the ZIP code was compared—if there was a greater portion of the 
population living in the urban part of this block, the county as a whole was counted as ‘urban-
majority’, and so on. This unit was used in order to bolster the statistical strength of the model, 
since this is the smallest geographic entity that can be analysed. 
Element 5 – geographic area codes (Question 11) 
Question 11, the self-reported type of geographic areas respondents reside in, required less 
work to add this into the model. The responses were within a 5-point scale, from 1 being Rural 
area to 5 being Inner-city area, so this was simply pasted into this aspect in the model. 
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Element 6 – combined geographic score (CGS) 
In Excel, all the results from the residing state, home state, ZIP codes, and self-reported 
geographic area questions were combined into the model. To do this, each response was 
converted into a code within a 5-point scale from 1 to 5. Each element was put into a column 
beside each element, with each row being one respondent, and responses were ordered by their 
unique MTurk code, which was also copied into the model for ordering purposes. After the 
five elements for each response were pasted in, another column was inserted to calculate the 
sum of each response, which included total numbers in a range between 5 and 25. Then, another 
column was added to determine the average of the responses per the five elements. Finally, the 
rightmost column was the CGS, determined by a formula which divided the averages in the 
previous column into five categories (i.e. category 1 included averages between 1 and 1.8, and 
so on, until a maximum of 5 was reached). Each of the elements, and the final categories, were 
coloured in a red-yellow-green scale based on the code given. See Appendix for the results 
originally put into the model. 
Analysis of results 
One response to the Qualtrics survey was excluded from the final analysis and reporting of 
results—it was considered a dubious response which did not align with an MTurk Worker’s 
credentials. More detail is provided in the Results and Discussion chapter. All raw data, 
including this response, can be found in the Appendix. 
Once the raw results were exported from Qualtrics and MTurk, various minor changes were 
made to both the files and raw data. These mostly consisted of fixing relatively small coding 
errors, which may have led to confusion in the presentation of results. For example, the results 
exported from Qualtrics put the likeliness scale from 1 to 5, with 1 being ‘Extremely likely’ 
and 5 being ‘Not likely at all’. To make this clearer for the interpretation and presentation of 
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results, the coding numbers in the scale were swapped. This is, increasing numbers were related 
to increasing likelihood of voting for the candidate. 
For this research, the independent variable was respondents’ geographic background and 
dependent variable was attitudes towards a hypothetical presidential candidate. After receiving 
participants’ responses, this data were then tabulated and analysed in a concise manner using 
Excel. Tabulating the raw data to look for causal relationships is crucial in showing basic 
associations between measurable items. Elements of this analysed data were used to address 
the first part of the thesis question, namely, the urban/rural divide. The results, their analysis, 
and their relation to the hypothesis can be found in the Results and Discussion chapter. 
The student developed coding units to logically set out the answer options in numerical format. 
Through analysing results using Qualtrics and Excel, the tendency for urban or rural Americans 
to prefer candidates from equivalent geographic areas was investigated. Various statistical tests 
on Excel were used to analyse the survey data and to graphically display results and analysis. 
These tests included two-way tables to show compare responses between different items in the 
survey results, Pearson correlation coefficient tests, analysis of variation (ANOVA) tests, and 
regression analyses, used to test the main thesis hypothesis and test the null hypothesis. Further, 
other factors that may have influenced responses were also tested, using Pearson correlation 
coefficient tests, Student's t-tests, and other calculations to find the means and standard 
deviations. The raw data for these can be found in the Appendix, and the data as reported and 
analysed, and their subsequent interpretation, found in Results and Discussion. 
Graphically displaying the scores is a helpful way to understand the relationship between 
factors: for example, comparing respondents who originate from different geographic areas 
(according to the five categories above) and their average level of feeling towards the Rural 
candidate. This is important in visualising if rural respondents are more favourable toward a 
candidate with a shared background, based on the survey’s responses. 
Page 65 of 151 
 
Chapter 4 - Results and Discussion 
 
Introduction 
This chapter details the survey results, before and after the analysis phase, and discusses the 
testing of the hypothesis through various statistical tests. These tested responses to the 
candidates based on geographic factors and on other non-geographic factors that may help to 
explain the results. The definitions of urban and rural are also focussed on, as is the survey 
design in relation to the candidate descriptions. Suggestions for spaces that future research 
could explore are also discussed, especially regarding the phenomenon of polarisation and 
sorting as general phenomena, which are not entirely related to geographic factors. Further 
detail, including the statistical tests applied, can be found in the Appendix. 
Survey design 
This research relied heavily on a relatively distinctive experimental survey design and 
subsequent analysis. The survey design (detailed above in the Methodology) used three 
hypothetical presidential candidates and presented one each to respondents based on what 
treatment group they were assigned to: Control, Rural, and Urban. These candidate descriptions 
were carefully developed to reduce unnecessary biases resulting from reading their 
descriptions. However, as with much experimental research, it is impossible to entirely 
eliminate every element of bias when presenting survey information or the personal biases of 
respondents. While attempts were made to ensure that the candidates did not elicit any biases 
that could taint the results, again, it was not possible to ensure they were absolutely airtight. 
Other comparable political science studies have provided a more nuanced political affiliation 
question compared to this one, with some preferring to use a Likert scale or another equivalent 
scale, such as on political ideology as opposed to party affiliation. The caveat is that this is 
changing due to polarising forces, with the GOP increasingly associated with conservatism and 
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the Democratic Party with liberalism (and vice versa in terms of ideologies being associated 
with parties) (Hare & Poole 2014, pp.416-417). Further, since this was not the main focus of 
this research compared to geographic factors, only 4 options were given. Future studies in this 
area may choose to use a more sophisticated method to gauge respondents’ political 
persuasions.  
A few questions, including this one, were either partly based on or took inspiration from the 
aforementioned ANES 2016. It must be acknowledged that academic discussion surrounds the 
use of these sorts of surveys despite them being widely used and read. One author who uses 
the ANES admitted that its political affiliation question was a ‘weak measure of social identity, 
and the results that follow would likely be significantly strengthened if a social identity–
oriented measure of partisanship or ideology were available’ in the survey (Mason 2015, 
p.132). 
A few comments can be made in terms of other survey aspects which were notable and should 
be considered when conducting similar research. For the specific qualifications set in MTurk 
for Workers for this survey, they were based on Sheehan & Pittman’s recommended minimum 
approval rate qualifications—which they argued guaranteed at least satisfactory responses from 
high quality Workers (2016, p.32). This source was particularly useful for approaching using 
MTurk as a tool to gather responses and this, and other similar sources, should be used when 
conducting research using online marketplaces. In terms of MTurk’s fees, all Requesters are 
charged for using their services; this constitutes 20% of the total reimbursement amount given 
to Workers. Beyond this, HITs with 10 or more assignments are charged an additional 20% fee 
on the reward paid to Workers. This should inform researchers’ choices when using such 
services, which can often incur a cost, especially when funding is uncertain. Lastly, the 
opportunity for respondents to receive feedback over the survey is important, especially given 
that, for this survey, 55 respondents (18.34%) requested feedback on the results. 
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Hypothetical presidential candidates 
This research follows previous experimental studies requiring participants to respond to 
various stimuli, including hypothetical (and real) candidates (see Delavande & Manski 2015; 
Dowling & Miller 2016; Kim et al. 2014; Rosenwasser & Seale 1988). Prior research has 
particularly focussed on individual candidate characteristics that may or may not affect how 
people respond to them and the various biases involved (see Barisione & Iyengar 2016; Dolan 
& Lynch 2014; McDermott 2005; Wattenberg 2016). Other research and writings have mostly 
focussed on other candidate characteristics as playing an important part in electoral success 
and general support (or not). This includes, but is not limited to, candidates’ physical 
appearance (Ahler et al. 2017), religious beliefs (Brogan 1954, p.243), gender, and race 
(Barisione & Iyengar 2016, p.140). However, this research focussed on the varying geographic 
attributes of candidates—showing that the urban/rural divide, and other geographic-related 
political phenomena, can be investigated using this method. 
This geographic aspect of candidates’ backgrounds has not been the main focus in experimental 
research contexts, though it has long been a focus of research utilising various other 
approaches. In particular, the theory of voters preferring candidates from similar geographic 
backgrounds/residencies was first formulated by V.O. Key in 1949 as ‘friends and neighbours’ 
voting, especially in the South. This concept of voting was expanded on subsequently by other 
researchers (Garand 1988; Rice & Macht 1987; Tatalovich 1975) and has been reopened by 
others as a line of academic enquiry more recently (Gimpel et al. 2008; Gimpel et al. 2011; 
Myers 2015)—all of whom basically confirmed its existence in one way or another. Although 
much of this past research focussed on candidates for statewide office, nonetheless this 
literature is relevant to the study of presidential politics, since candidate characteristics and 
backgrounds play a large role in determining voter preferences. This also informed the decision 
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to include demographic questions and subsequent analysis related to the residing and home 
states of respondents. The results from the statistical tests applied will be discussed below. 
While there is contest over the relative importance of specific candidate traits (Wattenberg 
2016, p.125), the general use of a hypothetical candidate has been used for similar political 
science research since at least the 1980s. Further, it is a helpful method that researchers can use 
in exploring how candidate characteristics have an influence, especially in experimental 
research. This is especially the case when exploring a matter such as candidate geographic 
proximity. Nonetheless, the number of candidate characteristics that could be manipulated in 
order to test a certain effect is great; hence, it is a very useful tool for researchers to use when 
exploring this and other political issues. 
Analysis of results 
Various statistical tests were conducted in testing the hypothesis (see Methodology and below) 
and for other factors that were the most likely to explain responses to candidates’ 
characteristics. These other factors included specific geographic and non-geographic 
characteristics that were held constant across the three candidates. This involved comparing 
responses to candidates to the following respondent characteristics relevant to the candidate 
descriptions: age, gender, religion, race/ethnicity, residency state, and home state. It was 
assumed that these other factors would have minimal impact on the likelihood of respondents 
voting for candidates, but that their geographic backgrounds would have some impact on 
responses. Full results of these statistical tests can be found in the Appendix. 
Hypothesis testing 
The main hypothesis of this thesis was that there would be a positive relationship between 
voters’ geography and their attitudes toward candidates with similar geographic backgrounds 
and characteristics. That is, rural voters would be more likely to vote for a ‘rural’ candidate 
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than urban voters, and vice versa for urban voters and an ‘urban’ candidate. The geography of 
voters could predict their responses to certain candidates, based on geography. The null 
hypothesis was that there would be no association between the responses to candidates based 
on geographic factors. This was tested using statistical analyses, including Pearson correlation 
coefficient tests, regression analyses, and a Tukey’s range test, of the results gathered from 
participants and subsequent interpretation by the student. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6: Average likelihood of voting for Control treatment candidate by all respondents’ 
self-reported geographic area (Q11). 
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Figure 3.7: Average likelihood of voting for Rural treatment candidate by all respondents’ self-
reported geographic location (Q11). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8: Average likelihood of voting for Urban treatment candidate by all respondents’ 
self-reported geographic location (Q11). 
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However, no statistically significant relationship was established between these factors (see 
Tables 5.2 to 5.4 in Appendix). Thus, the null hypothesis, that there was no relationship 
between respondents’ geographic characteristics and their responses to the candidates, was 
confirmed. This result aligns with the result of the 2016 presidential election, where arguably 
the most ‘urban’ candidate in modern political history, Donald Trump, enjoyed support from 
the most rural areas in contributing to winning the election (Scala & Johnson 2017, pp.162-
163). Although the thesis’ main hypothesis was not confirmed in this instance, it could perhaps 
better reflect the political reality of recent developments in U.S. politics. As there is a growing 
body of literature and research on this and related issues published in the aftermath of this 
election, this is certainly an area with many questions unanswered and unexplored. The 
implications and external applicability of these findings will be addressed in the section below. 
One confounding variable was the existence of persistent trends which demonstrate that voters 
with rural backgrounds retain their ‘rural’ attitudes and behaviours, even when living in cities 
later in life (Glenn & Hill 1977, p.36). This is arguably the result of Americans being an 
actively mobile people in terms of living patterns, as acknowledged above. Although this could 
not be entirely detected in the survey questions, or accounted for in the subsequent analysis, it 
is an influencing factor to consider. This partly influenced the split of questions into residing 
state and home state, in order to capture a greater diversity of geographic answers. The results 
somewhat reflected this, with numerous respondents choosing differing states in the two state 
questions. The model developed for grouping respondents geographically took this into 
account, with both questions included as separate variables. This is considered a distinctive 
feature of this research, with no other comparable research including this home state question. 
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On average, respondents were more positive toward the Rural candidate, compared to 
responses to the other two candidates (see above Figure). Further, a statistically significant 
difference between the Control and Rural candidates was established using a Tukey's range test 
in R (see Appendix), with more positive responses toward the latter candidate. This is an 
interesting finding, which may indicate that people in general are more sympathetic to ‘rural’ 
political candidates, or a certain ideal of rurality (see above and Literature Review). There is 
also the possibility that the Control candidate coming from a suburban area may have elicited 
an association with traditional connotations of conservatism and racial whiteness of American 
suburbs (Nall 2015, p.394). These factors may have affected how some people view the 
suburbs, and could have influenced responses to the Control candidate. However, at the very 
least, the suburbs are certainly more politically and demographically mixed than before 
(especially after the 2016 presidential and 2018 midterm elections) and it is not a fully 
established association. This may be an area for future research to look into more closely. 
Figure 3.9: Total average likelihood of voting for candidates by treatment groups (Control, 
Rural, and Urban treatments). 
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Although the original hypothesis was not confirmed in this case, and the null hypothesis could 
not be rejected, the urban/rural divide still persists and has been shown in other research. 
Further, this study was not nationally representative and was not intended as such. Other 
research has similarly tested differences between people in terms of geographic location, or 
analysed other factors that have a political impact, and found attitudinal and political 
differences between urban and rural dwellers. For example, Doran & Littrell used statistical 
analyses of survey responses and, aside from findings mentioned in this Literature Review, 
their own hypothesis of urban-rural division was confirmed (2013, p.275). However, this does 
remain a complex area, with no academic consensus (Strickler 2015, p.439), and one that 
clearly deserves further research—especially in light of the 2016 presidential election and 
subsequent political developments in U.S. politics. 
Other explanatory factors 
Various other factors were focussed on during the analysis phase of research. Responses to the 
candidates based on the demographic characteristics that were held constant for all three 
candidates were compared. These were the variables that were held constant, or controlled, for 
experimental reasons, to see if they had an effect on responses. For example, the religion of the 
candidates was held constant—'He attends church regularly with his family and belongs to an 
Evangelical Protestant denomination’. This, and other factors, were isolated and analysed in 
order to see if they had an observable effect on the responses to the candidates. A number of 
statistical tests were applied to the non-geographic factors where appropriate: Pearson 
correlation coefficient tests, regression analyses, Student t-tests, ANOVA tests, comparison of 
the averages, and other calculations to find the means and standard deviations of results. The 
student’s hypothesis for each was that these variables would not affect responses to the 
candidates. Thus, the null hypothesis for each was that there would be some effect. 
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For Question 1 (age), the average age of respondents was 37 (rounded), which was almost 20 
years younger than the candidate’s age of 55. This generational difference had the potential to 
have an effect on responses. However, a correlation test showed a fairly negative relationship 
between respondent age and likelihood of voting for the candidate (95% confidence). Further, 
a regression analysis showed that there was not a good fit between the variables (also with 95%  
confidence), as the confidence interval of the slope contained zero, and thus it was not 
statistically significant (see Table 5.4 in Appendix). These were both fairly surprising results, 
as it was assumed that there would be at least a weak positive relationship between age and 
likelihood given the older age of the candidate—however, neither of these results were 
statistically significant. 
In terms of gender (Question 2), there was a negligible gender difference between respondents. 
The approximate average for males was 2.48, whereas for women it was 2.45, indicating a 
small average difference. The standard deviation for males was approximately 1.03 and for 
females, 1.04. A Student’s t-test was conducted to test the null hypothesis that the means of the 
two groups (genders in this case) were equal. From this test, the null hypothesis could not be 
rejected—there was not a significant variation between the mean of responses by gender. Thus, 
gender could not predict responses to the candidates (see Table 5.5 in Appendix). For those 
who selected ‘Other’ for this question, the average was 1, much lower than males and females 
(though this is statistically small, given that only two respondents chose this option). 
For religion, an analysis of variance (ANOVA) single factor analysed the differences between 
group means in the sample. For all ANOVA tests, whether analysing geographic or non-
geographic factors, the significance level was set to 5%. It was shown that the means of the 
groups were not the same to a statistically significant degree, such that the null hypothesis was 
rejected. This means that respondents’ religious beliefs may have partly explained responses 
to the candidates. 
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Figure 3.10: Average likelihood of voting for all candidates by religious belief (Q3). 
 
Out of the larger groups of respondents, Protestants (68 in total) had an approximate average 
likelihood of 2.96 and variance of 1.12. The lowest was among Buddhists, with an average 
likelihood of 1.5 and a standard variation of 1; however, they only accounted for four out of 
300 participants. Interestingly, the averages of the three Christian groups were much higher 
than most other groups, including those who responded with ‘No religion’. This latter group 
recorded an approximate average of 2.13 and variance of 0.82, the lowest out of the four larger 
groups, both indicating a lower approval of the candidates. Therefore, despite the small sample, 
religion may have played a role in influencing responses to the candidates, with Christians 
generally being more likely to vote for the candidate than non-religious people and those with 
other faiths (see Figure 3.10 above and Table 5.6 in Appendix). 
For Question 4, regarding race and/or ethnicity, it was assumed that this factor would not have 
much bearing on responses, given it was not explicitly addressed in the candidate descriptions. 
To test this assumption, an ANOVA test identical to the one above was carried out. The highest 
average and variance were found among African-Americans, with an average of 2.76, and a 
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variance of 1.44. For Whites, the results were not significantly different from the overall sample 
results, with an approximate average likelihood of 2.48 and standard deviation of 1.01 
(compared to an overall average of approximately 2.46 and approximate standard deviation of 
1.04). Overall, this test found that there was not a statistically significant difference in means 
between the groups, meaning that the null hypothesis that there was an effect could not be 
rejected. Therefore, the student’s assumption proved to be correct in this instance, as no 
relationship could be established between race and/or ethnicity and responses to the candidates. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.11: Average likelihood of voting for all candidates by political affiliation (Q5). 
 
For political affiliation (Question 5), it was assumed that there would not be a significant affect 
of this on responses to the candidates. This was assumed in particular because of the fact that 
there were no references in the candidate descriptions to any political or party affiliation of the 
candidates. Thus, only the averages of responses to all candidates according to respondents’ 
political affiliation were compared to each other (see above). A similar average was found for 
those who identified as Democrats or Independents/No party, at approximately 2.3 average 
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likelihood. However, Republicans favoured the candidates at an average likelihood of 
approximately 2.9. Given this difference in averages, it is possible that party 
affiliation/partisanship played a role in influencing responses to the candidates, but the 
relationship is not clear. It could be explained by the fact that the candidates all belonged to an 
Evangelical Protestant denomination, and that Evangelicals are generally more affiliated with 
the Republican Party (Scala & Johnson 2017, p.180), though this is also unclear. This is a point 
to consider for future researchers utilising hypothetical political candidates—for one, it is 
crucial to keep these potentially influencing characteristics constant across all candidates 
(treatment and control), in order to test to see if it has an influence or not. 
For the residing and home state questions, the same method was employed to test whether 
people from Wisconsin would be more likely to vote for the candidate. This was partly 
influenced by past evidence, based on Key’s original theory (1949), showing that people are 
more likely to vote for candidates closer to them geographically speaking, especially in 
statewide elections (Rice & Macht 1987; Gimpel et al. 2008; Myers 2015; Tatalovich 1975). 
Further, vast amounts of research has been conducted over the phenomenon of the ‘home state’ 
advantage for both presidential and vice-presidential candidates (see for example: Devine & 
Kopko 2013; Heersink & Pearson 2016; Lewis-Beck & Rice 1983). The means of responses to 
all candidates from those who indicated Wisconsin to either question were compared to the 
overall means for these questions. They were also compared to the means of responses from 
those who had not answered Wisconsin to either question, in the form of an ANOVA single 
factor test. This was done because the three candidate descriptions stated that the candidate was 
from Wisconsin, so any effect arising from this required testing. The average was higher among 
those who indicated Wisconsin as their residing state, with an average of 3, compared to an 
average of approximately 2.44 among all respondents. 
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However, only seven respondents lived in Wisconsin and there was a relatively high standard 
deviation of approximately 1.20 among them, comparted to approximately 1.03 for other 
respondents (see Tables 5.2 and 5.3 in Appendix). Further, an ANOVA single factor test 
compared the means of these responses to the means of all other respondents who selected a 
residing state apart from Wisconsin. This also proved to confirm the null hypothesis, with no 
statistically significant relationship found. This process was repeated for the home state 
question, with only two Wisconsin responses different between the two state questions. This 
produced a similar but interesting finding: a statistically significant difference in means 
between those whose home state was Wisconsin, and everyone else. 
Therefore, respondents who shared the same state connection as the candidates may have been 
more likely to vote for them, though it is a mixed relationship. It is difficult, however, to draw 
significant conclusions from these findings, given the small sample size and even smaller 
number of respondents who had a connection to Wisconsin (8 in total). The description of the 
candidates as mainly working in the Upper Midwest could have elicited certain differences in 
responses from those residing or identifying with this particular geographic region. This is 
especially given past evidence for the existence of regional subcultures in the U.S. (Lieske 
1993, p.888), though again with a small sample size, this is difficult to draw meaningful 
conclusions from and was not the main focus of this research. 
Politically speaking, focus is often given to the geographic origins of presidential candidates; 
indeed, there can be a mismatch between the birth state, home state, and politically affiliated 
state of candidates (see Figures 5.1 and 5.2 in Appendix). Much prior research has considered 
the possibility of the existence of a home state advantage for both presidential and vice-
presidential candidates in elections. The general consensus is that there is a statistically 
significant home state advantage, though there is disagreement over how large this effect is 
(see Devine & Kopko 2013; Heersink & Peterson 2016; Lewis-Beck & Rice 1983). The student 
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thus considered it valid to include this question, even though the home state advantage was not 
the focus of this research.  
These factors required testing to discount them from being explanatory factors for responses to 
the likelihood of voting for the candidates. Of course, a greater sample size would help to 
increase the statistical reliability and external validity of results—this is especially given that 
there was an extremely small number of respondents in some of the categories after respondents 
were broken down by responses to these other questions. Overall, a mixed picture was 
discovered: while some factors were found to have had an effect (for example, religion), most 
did not have a statistically significant bearing on the results. 
Demographics of respondents – non-geographic 
On average, respondents generally skewed younger and diverged from the national population 
spread. Over half (57.3%) of the sample were between the ages of 18 to 34. Only 21 
respondents out of 300 were aged at least 60, representing 7%. This is compared in Table 5.1 
to national survey data (see Appendix), showing that 20.3% of the country is at least 60 years 
old. In all, the sample is not representative in terms of age, with respondents skewing much 
younger; this is common to Internet-based surveys, including MTurk (Heen et al. 2014, p.2; 
Huff & Tingley 2015, p.7). 
For gender, 60.8% of respondents were male and 38.33% female. Like most developed nations, 
females outnumber males, usually by a slim margin. Only two respondents selected ‘Other’, 
representing 0.7% of the sample; this compares well to national survey data, showing that 0.6% 
of the national population identify with a gender other than male or female. The sample was 
fairly comparable for this aspect, though this is a small number given the sample size, and even 
if only males and females are considered, this sample was not representative for gender. 
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In terms of participants’ religion, several observations were made. The ‘No religion’ option 
was by far the most popular, representing almost half of respondents (47.3% of the total) and 
being over double the second most popular choice (‘Protestant’, at 22.7%). There was a similar 
number of Protestants and Catholics in the sample (68 versus 53, respectively). The ‘Other 
Christian (including Mormon and Orthodox)’ option, was selected by 17 respondents (5.6% of 
the sample). However, two responses who selected ‘Other religion’ and wrote ‘Unitarian’ and 
‘Christian,No Specifics [sic] in the text box, respectively, were considered to be in the ‘Other 
Christian’ category for analysis—hence, this category constituted 6.3% of the sample. Overall, 
Christian respondents accounted for approximately 46.7% of the sample. Minority religious 
identities included as options were, in descending order of response rates, Jewish (1.6% of 
respondents), Buddhist (1.3%), Muslim (0.6%), and Hindu (0.3%). These rates were quite 
comparable to national data (see Table 5.1). Overall, this sample was far less religious than the 
U.S. population average, agreeing with previous findings on the demographics of MTurk 
Workers (Levay et al. 2016, p.4). There were also noticeably far fewer Protestants 
proportionally than the U.S. population. However, in terms of non-Christian religious groups, 
and others not included as survey options, the sample was close to the national average. Thus, 
the representativeness of this sample in terms of religion was mixed. 
The racial/ethnic breakdown was varied overall, with ‘White’ being the most common response 
(at 73.2%). The second most common response was ‘Black or African American’, at 8.4%, 
with the third being ‘Hispanic or Latino’, at 7% (see Methodology for why Hispanic or Latino 
was included as an option). The fourth most common response was ‘Asian’, at 6.4%. Thirteen 
respondents selected multiple answers, which were considered in the ‘Mixed’ category for 
statistical analysis (4.3% of the sample). There were no responses recorded for ‘Native 
Hawaiian or other Pacific Islander’ and only one response each for ‘Native American or Alaska 
Native’ and ‘Other’. Overall, the sample was quite mixed, with the following racial/ethnic 
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groupings being close to the U.S. average: Asian, Native American or Alaska Native, Native 
Hawaiian or other Pacific Islander, and Mixed race, while these groups were more divergent: 
White alone, Hispanic or Latino, Black or African American, and Other. 
For respondents’ political affiliation, there were approximately double the number of 
Democrats (45.6%) as Republicans (23.6%). Interestingly, no respondents chose ‘Other party 
(please specify)’ as an option (which also gave them the option to fill out a text box). However, 
90 respondents (30%) chose the ‘None/Independent’ option and two respondents (0.6%) left 
the question blank. These results indicate that two-party affiliation remains strong. In this 
sample, Republicans were underrepresented, with national data indicating that 37% of 
Americans consider themselves as such. The option None or Independent was overrepresented, 
with 18% nationally, though the proportion of Democrats was very close to the national average 
of 44%. This question’s results are roughly similar to results from studies carried out on the 
political characteristics of MTurk and other online crowdsourcing marketplaces. These studies 
showed these sorts of respondents generally tend to be politically liberal (Heen et al. 2014, p.2; 
Clifford et al. 2015, p.1).  
Finally, in terms of participants’ education levels, they were generally highly educated. No 
respondent answered ‘Less than high school’ and almost half put ‘College degree’. Those with 
a lower level of education were underrepresented in this sample—only 1% of respondents had 
not graduated high school, with the national average being 12%. Approximately 57% of 
respondents held an undergraduate/postgraduate degree from a college or another professional 
institution, comparing to 40.5% of Americans. Roughly 88% of respondents held at least one 
degree or had some college education (including those who may have been attending college); 
the national figure is 60.9%. Overall, these results show that respondents were generally more 
highly educated than the U.S. population. 
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Demographics of respondents – geographic 
In terms of the geographic questions on page 3 of the survey, Questions 8 and 9 contained 
nearly identical question options (see Appendix) and similar answers were given. For the 
residing state, exactly 10% of respondents indicated that they lived in California. No 
respondents resided in the following states: Delaware, Hawaii, Iowa, Nebraska, Rhode Island, 
South Dakota, Vermont, and Wyoming. These represent some of the least populous states; out 
of the eight states not chosen by participants, seven are in the bottom ten states by population, 
not including the District of Columbia (Census Bureau 2017d). D.C. was included in the 
analysis for both state questions, being the most urban when included—according to the Census 
Bureau, all of D.C.’s population resided in urban areas (2010a). 
For participants’ home states, the following were not selected: Delaware, Idaho, Nebraska, 
Rhode Island, South Dakota, and Wyoming (some of the least populous states). Compared to 
the previous question, there was a greater diversity chosen for home states. Some notable 
differences for individual respondents existed; for example, one respondent put Florida as their 
resident state, and New Jersey as their home state, perhaps indicating that they grew up in a 
particular state and moved, perhaps for work—this is similar to the recognised pattern known 
as ‘rural flight’ (Henderson 2015). This may explain why a higher amount of small states were 
not represented in the residing state question, yet were chosen for the home state. These 
phenomena have been acknowledged in prior research, with one finding that Americans are 
highly mobile within their own country (Esipova et al. 2013) and another suggesting that a 
rural background has an influence on attitudes and behaviours, even when living in large cities 
later on (Glenn & Hill 1977, p.36). This is a potentially confounding variable for the hypothesis 
and will be discussed in the ‘Hypothesis testing’ and ‘Other factors’ sections. 
For Question 10, common ZIP codes were found across a number of responses. In all, 19 
contained the same ZIP codes, mostly from Urban-only areas. These were categorised 
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according to the Census Bureau’s binary definition of census blocks (MCDC 2016). This is 
unsurprising, since the likelihood of respondents living in close proximity to each other is 
increases in urban areas. ZCTAs were used as a way to analyse ZIP codes for statistical 
purposes, with a greater level of geographic accuracy than postal-based identification (MCDC 
2013). It was assumed that for several ZIP code responses, some participants may have simply 
entered in the incorrect ZIP code unintentionally. Responses were taken at face value; thus, 
these responses were excluded if they did not match a ZIP code/ZCTA in the databases. 
Lastly, for Question 11, respondents were asked to identify the types of geographic place they 
resided in, based on a 5-point scale. Just under 40% of respondents lived in a ‘Suburban area’, 
being the second most urban category. The sample is thus strongly affected by suburbanisation, 
which has been occurring on a large scale in the U.S. (see Literature Review). The rest of the 
sample was fairly even: between 13.6% and 17.3% lived in one of the four other categories. 
The smallest group was ‘Rural area’, while the second highest was ‘Inner-city’. This finding 
was to be expected, since it compares with national data on residential patterns, with 19.3% of 
Americans living in rural areas and 80.7% living in urban areas, calculated using the Census 
Bureau’s binary definition. It must be noted that these categorisations do not enjoy an academic 
or governmental consensus, with debate ongoing over where urban and rural begins and ends. 
The relatively skewed nature of the sample towards urban participants was not surprising—
most Americans live in urban areas or in places part of metropolitan areas. However, this 
sample was somewhat more urban than the national average. This may be explained by 
previous evidence showing that surveys utilising online tools such as MTurk skew toward more 
urban participants, aside from other lesser variables (Heen et al. 2014, p.5). 
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Figure 3.1: Resident states of all respondents (Q8). * No respondents selected ‘I do not reside 
in the United States’. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2: Home states of all respondents (Q9). * No respondents selected ‘None of the above’. 
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Figure 3.3: All respondents by residing county code (based on ZIP code data in Q10). 
* N = 279; 21 respondents did not respond to the ZIP code question. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4: Self-reported categories of geographic areas of all respondents (Q11). 
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Figure 3.5: All respondents by combined geographic score (excluding non-responses; N = 283). 
1 is the most rural and 5 is the most urban. 
 
External applicability 
In terms of potential political implications or applicability of the findings, caution is needed 
when extrapolating from an experimental survey method (Barabas & Jerit 2010, p.226). 
Nonetheless, a few points can be made and a greater sample size would assist in our 
understanding of these implications. Firstly, the trend of urban/rural polarisation may be due 
to increasing partisanship and/or have partisan implications that are not necessarily related to 
geography. Secondly, and perhaps most importantly, presidential candidates can generally win 
support from voters who live in places with differing geographic characteristics from their own 
background. Related to this, it could be argued that it is not necessary for candidates to have 
certain geographic characteristics to win a presidential election. That is, rural areas will 
generally continue to trend increasingly Republican over the long-term, regardless of the 
geographic background or characteristics of presidential candidates; for urban areas, the 
opposite applies, with those areas trending increasingly Democratic. 
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Candidates for all levels of government office, but especially for the White House, highlight 
their own characteristics and backgrounds in different ways to increase their electoral appeal 
to certain societal groups. During the 2004 presidential election campaign, for example, 
Democrat John Kerry attempted to appeal to rural voters yet was seen as out of place in rural 
areas by ‘borrow[ing] some camouflage clothing one day and sacrific[ing] four ducks to the 
gods of the Second Amendment’ (Bishop 2008, p.270). This reality, and the fact that there is 
often intense media focus on presidential candidates’ characteristics (McDermott 2005, p.202) 
informed the decision to ask participants to respond to hypothetical presidential candidates with 
(albeit limited) descriptions of their characteristics. Much previous research has focussed on 
the specific characteristics of candidates that may or may not influence voter responses, either 
in experimental or real electoral contexts—for example, candidates’ military service 
(McDermott & Panagopoulos 2015), gender (Dolan & Lynch 2013), and combinations of these 
factors (Barisione & Iyengar 2016). Although there has been research arguing that candidate 
personal attributes are not as influential as previously thought (Wattenberg 2016), it is certainly 
a legitimate aspect to focus on for future research, especially given the U.S.’ presidential 
system and the current concern with candidates’ personal characteristics. 
In a more recent example, during the 2016 primaries season, it was said that candidates, 
including Trump, ‘aimed their campaigns at a Republican base consisting of older, white, 
conservative, religious, married, rural or suburban residents who are angry about national 
trends that younger voters largely welcome and to a considerable extent embody’ (Jacobson 
2016, p.86). This aligns with the findings of this research, where shared religious belief 
between respondents and candidates may have played a role. It is true that rural areas are on 
average more religious than urban areas; thus, polarisation or sorting, as seen most clearly in 
election results, between these areas may be informed by religion as one factor more than the 
personal characteristics of candidates. This, and other factors such as economics and values 
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differences, may help to explain the existence of the urban/rural divide and how it affects 
attitudes toward presidential candidates. 
Although this mainly highlights a potential generational divide within American politics, it, 
along with the previous example, also shows a geographic divide. It tends to indicate that 
Republican candidates may choose to focus less on urban voters and to tailor their message to 
suburban and rural voters, where the Party typically finds most support. Candidates are 
compelled to take these sorts of geography-related considerations and constraints into account, 
even if the urban/rural background or affinity of voters does not have a significant impact on 
their likelihood of voting for a candidate with a totally different background. Historically 
speaking, there has been a greater focus of candidates on counties with larger populations 
during elections (Gimpel & Schuknecht 2002, p.348)—however, suburban counties and areas 
are increasingly seen as the political battleground (Berube & Kneebone 2013; Miller 2016, 
p.299; PBS NewsHour 2016) and will be more important for future presidential elections. This 
is partly due to polarising forces, as urban and rural areas become more politically homogenous 
and the number of congressional districts decrease, for example (Hopkins 2010, p.4). Such an 
occurrence is perhaps best seen in presidential election results (see below Figure), but may not 
be entirely related to geography, since geographic characteristics of candidates may not have 
as much impact as hypothesised. Overall, it is clear why this and other research in this area is 
so important, as it deals with factors that affect all Americans and their politics as a nation. 
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Future research 
As has been previously acknowledged, not only are there several gaps in the academic literature 
over these issues, but there are also great opportunities for further research in this area . Of 
course, there is capacity for future research to employ similar methodologies to this thesis, but 
to use questions with different wording or approaches. As already mentioned, a question about 
respondents’ church attendance is an example of one that could be asked in future research 
employing similar methodologies. This would especially be relevant if any candidate 
description mentioned church attendance. This is chiefly because simply asking for religion 
does not show us how strongly one identifies with a religious belief, whether they are practicing 
or nominal, or if they apply their religious observance (Putnam & Campbell 2010, p.375). 
Figure 3.12: Results of the 2016 presidential election by county. Counties are shaded according to 
the winning candidate's percentage of the vote. Red indicates Republican candidate Donald Trump, 
while blue represents Democratic candidate Hillary Clinton (source: Zifan, A. 2018). 
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These results may be tested with comparable research involving a larger sample size. Given 
that the sample size here was 300, it was not nationally representative. This was the student’s 
intention, since this was experimental research by nature. Concerns over the quality of results 
could also be lessened by the fact that only 12 respondents did not answer one of the questions 
and no respondents did not answer multiple questions.  Thus, it did not require a large sample 
size in order to be representative or have high external validity, which would have required an 
N of at least 1,000. A research project analysing this divide on a statewide basis would 
obviously not have to strive for national representativeness—for example, research that 
explores the resentment felt by those in rural areas and small towns toward cities within certain 
states (see Cramer 2016). This is an area which deserves more attention, especially on its 
potential political consequences on a state or national level. 
Due to the fact that this survey captured moment-in-time responses, the student simply could 
not account for the possibility of a respondent, for example, moving to an apartment inner-city 
Chicago at the start of 2018, having lived their life until then on a farm in rural Kentucky. This, 
of course, may not have political consequences necessarily, though the areas in this example 
generally have very different political contexts and electoral results. Nonetheless, the short-
lived nature of this survey is one of its limitations and could be addressed by research that 
examines the American electorate’s mobility, or at least takes it into account in a survey, 
particularly given the high mobility of the nation (Esipova et al. 2013). 
It has been said previously that presidents must ‘think of elections continually’ (Brogan 1954, 
p.235); this is part of the reason that academic research must continue to focus on presidential 
elections and the characteristics of presidential candidates. Characteristics involving 
geographic factors, though often abstract, can be used as political tools against candidates, as 
was seen during the aforementioned 2016 GOP debate and ‘New York values’. Not only is it 
relevant to all election seasons, but also to their time in office, as we have arguably seen most 
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recently during the Trump administration. This research contributes to a greater understanding 
of how hypothetical presidential candidate descriptions with varying candidate characteristics 
can be used in experimental settings. 
Furthermore, in political science, conventional wisdom states that presidential candidates 
‘move to the centre’ during general elections, in an effort to appeal to centrist and moderate 
voters. Yet conversely, it is often more common for candidates to hold extreme positions, even 
in presidential elections, partly to win over their party’s base, or ‘core partisans’ (Bartels 2016, 
p.143). If true, this would exacerbate polarisation, since not only are the parties’ bases shifting 
to the extremes, but candidates are too, perhaps in response to this. This is not necessarily 
linked to geography and it is fair to say that polarisation and sorting are occurring on a non-
geographic level too. This can be seen in various ways, such as in congressional roll calls and 
party/ideology relationships (Hare & Poole 2014, pp.411-412; Jacobson 2016, p.226). These 
other factors and symptoms of polarisation need to be taken into consideration in any serious 
exploration of polarisation and they could have an impact on attitudes toward presidential 
candidates. Studies on polarisation are becoming more relevant in this era and this is an area 
deserving more exploration. 
Thus, it is important to note that although the research undertaken by the student focusses on 
the urban/rural divide as played out in U.S. presidential elections, it is also arguably felt in 
American elections at all levels. This may be explained by factors such as religion, race, class, 
social values, and others, that help to explain the existence of the urban/rural divide and 
especially how that affects attitudes toward presidential candidates. Though this research may 
have limited applicability outside of presidential politics, there is evidence for the urban/rural 
divide in other federal, state, and (to a lesser extent) local elections, which may or may not be 
totally related to geography. This warrants greater examination of the reasons for, and depth 
and implications of, the unique type of polarisation which exacerbates the urban/rural divide. 
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Chapter 5 - Conclusion 
 
The impact of the urban/rural divide in the U.S. has existed for many decades and is 
exemplified in numerous ways aside from politics. This divide, and the related phenomena of 
polarisation and geographic ‘sorting’ as a type of polarisation, have enjoyed close attention 
from researchers. One of the spaces where this is expressed is in presidential politics, which is 
the focus of this thesis for exploring these issues. These are significant issues for American 
politics and were the main issues explored in this thesis, helping to give context to this research, 
and showing where it fits in to the existing literature. 
This research attempted to gain a greater understanding of these complex issues primarily 
through an experimental survey method that presented one of three hypothetical presidential 
candidates (‘Control’, ‘Rural’, and ‘Urban’ treatments) to participants based on which 
treatment group they were randomly assigned to. The online tools Qualtrics and MTurk were 
employed in order to construct the survey and reach respondents, respectively, and other 
software was used to analyse and statistically test the results. Participation in the survey, the 
sample, was restricted to Americans of voting age. 
Considering the most recent presidential election in 2016, Republican Donald Trump faced 
Hillary Clinton, both of whom claimed New York as their home states, yet the former won the 
general election despite losing most urban areas by large margins. Trump was born, raised, and 
spent his business career in New York City. His 2016 election campaign headquarters, Trump 
Tower, is located on Manhattan’s Fifth Avenue, arguably a centre of American industrial 
capitalism. Yet, he enjoyed the support of America’s most rural counties primarily reliant upon 
farming and agricultural activities. Despite him being arguably the most ‘urban’ candidate in 
modern political history, he won the most rural areas significantly, even more so than previous 
Republican candidates. This was one of the recent research puzzles that this thesis attempted 
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to address. This geographic background of Trump as a candidate was used against him during 
the GOP primaries, in the ‘New York values’ attack (Allen 2016). This small but telling 
example shows that the urban/rural divide is alive and well in American politics. 
This divide often expresses itself in sentiments that can be used in derogatory ways towards 
people and the places they dwell in. Feelings of resentment between the two geographies 
abound. These areas are of course intrinsically linked by, for example, economic forces and 
national transportation systems, meaning that they are not totally isolated from one another. 
Yet, at least politically speaking, a perception of ‘two Americas’ exists, harkening back to the 
raging culture wars of the 1990s, when polarisation increased vastly. When it comes to 
presidential campaigns, the characteristics of candidates matter, sometimes including their 
geographic backgrounds. Though certain aspects of identity may be harder to observe or study, 
urbanity and rurality as they relate to identity should be explored more, especially given the 
growing divide between urban and rural areas. These, and other issues, were explored in detail 
in the Literature Review. 
The main hypothesis for this research was that, considering the past research pointing to an 
urban/rural political divide, there would be a positive relationship between voters’ geography 
and their attitudes toward candidates who had similar geographic characteristics. An 
experimental methodology was employed in the testing of the hypothesis and analysing of this 
topic. This methodology utilised descriptions of three hypothetical presidential candidates in 
an experimental survey setting and presented one to each respondent based on three randomly-
assigned groups. The specific candidate presented to respondents varied depending on which 
group they were randomly assigned to: Control treatment, Rural treatment, and Urban 
treatment. Each candidate had a different description, but the intention was to test the effect of 
including certain geographic identifying information in the descriptions of the Rural and Urban 
treatment candidates. Further, in the analysis phase, census blocks, as the smallest census unit 
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used (MCDC 2016), contributed to determining the geographic type of respondents’ residing 
locations. Lastly, a relatively distinctive model was developed by the student that combined 
participants’ geographic characteristics, with a score (CGS) given for each respondent for 
analysis purposes. 
Graphically displaying the results in the Results and Discussion chapter assisted in the 
understanding of them. This was broken down in terms of respondents’ geographic and non-
geographic characteristics, based on their responses to the relevant pages in the survey. These 
were compared to their responses to the hypothetical presidential candidates. This was 
completed using various statistical tests, including correlation, regression, and ANOVA tests, 
which were used to test the hypothesis and control for certain confounding variables that may 
have explained responses to the candidates. It was found that the urban or rural characteristics 
of respondents did not have a statistically significant relationship to the particular candidates 
whose geography aligned with respondents’. For instance, urban voters were no more likely to 
vote for the Urban candidate than the Rural or Control treatment candidates. The null 
hypothesis could therefore not be rejected and so, the urban/rural divide may not have played 
a large role in this research. However, it was found that there may have been other variables 
that contributed to responses to the candidates. Statistically significant relationships were 
observed between responses and participants’ religious beliefs and shared state affiliation. 
Overall, the Rural treatment candidate was favoured more highly to a statistically significant 
degree. Again, the caveat here is that this involved a small sample size and so these findings 
may be disputed with research that enjoys higher external validity. 
The survey was limited in part by its relatively small sample size, which was not nationally 
representative, and yet is common to experimental survey designs of this nature. Hence, the 
external applicability of these findings is somewhat limited—having said this, the focus of this 
research was not only on the urban/rural divide and its potential effect on attitudes towards 
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U.S. presidential candidates, but also on the uniqueness of the methodology used to investigate 
this very topic. Despite these findings, the urban/rural divide persists in the U.S. even if it does 
not have a large impact on attitudes towards presidential candidates. However, at the very least, 
after reviewing past research and analysing these results, it is clear that this is a contested space 
and more work is required to gain a greater understanding of the issues at hand. Further, this 
finding is mostly consistent with the 2016 presidential election result—it may not have 
mattered to rural voters that Trump was an ‘urban’ candidate. Other non-geographic issues and 
identities may have been more salient and may help to explain the urban/rural divide, for 
example, religion, race, economics, and social issues. 
The urban/rural divide has generally been a part of American society for quite some time now 
and does not show signs of abating in any significant way. However, it must be said that this 
is a contested space and there is no clear consensus over the degree to which this is felt. Further, 
both urban and rural geographies are still fairly diverse at least, politically speaking, and are 
certainly not homogenous. Added to this is the increasingly important role of the suburbs as 
political battlegrounds, showing that there is still contested geographic space in politics. 
Nevertheless, political polarisation as a general phenomenon is increasingly a hallmark of 
American politics, and thus deserves to be addressed more by researchers and the public alike. 
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Appendix 
 
General notes 
This thesis uses the Australian spelling of ‘polarisation’, unless quoting an American source. 
For the purposes of this thesis, counties and county equivalents are considered equal (e.g. 
Louisiana parishes, Alaska boroughs, etc.); they are all referred to as ‘counties’ throughout. 
Although the word ‘Workers’ refers specifically to members of MTurk who are paid to fulfil 
various tasks, in this writing, this term is also used interchangeably with ‘respondents’ and 
‘participants’. Usually, these terms refer to people who participated in responding to this 
research’s survey. 
Notes on Methodology chapter 
The average time taken by Workers to complete the survey on MTurk was 8 minutes 20 
seconds. 
The survey was initially sent out on Wednesday 28 March 2018, but met with difficulty. The 
student received two emails from MTurk Workers pointing out that the survey on Qualtrics 
had reached its quota of total respondents; thus, they could not access the survey. This was an 
issue with the quota that had been set in the ‘Tools’ option in Qualtrics, which was 
inadvertently set to the maximum response number of 300. Once this was rectified, the survey 
was ready to be sent out. 
Feedback for respondents 
After the survey was closed and participants’ results analysed, feedback about the results of 
the survey was provided to respondents who responded positively to the feedback question. In 
all, 55 respondents requested this feedback. Amazon does not provide the opportunity for 
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Requesters to contact individual Workers who have worked on their assignments. In order to 
reach these individuals, instructions were followed from GitHub, Inc. (2018) and Leeper (2017) 
that involved installing MTurkR (which provides programmatic access to the MTurk Requester 
API) and inputting various commands into R, a programming language and software. MTurk 
Sandbox (a test and development version of MTurk) was used to create a blank survey for the 
student to complete, in order to test the email function before sending it out to the relevant 
respondents. After following these steps, a wide common email was sent to those Workers who 
asked for the survey results. According to the PIS that respondents could download, ‘This 
feedback will be in the form of an appendix to the submitted and complete thesis. You will 
receive this feedback after the study is finished’. 
The following email was provided to respondents who requested it from the student’s email: 
Email subject: HIT survey - feedback and results 
Email body: 
To whom it may concern, 
You are receiving this email because you worked on an HIT in April 2018 entitled Candidate 
attitudes survey, which employed an experimental survey design involving hypothetical 
presidential candidates, and you responded positively to the final question on receiving 
feedback. Thank you for your participation in this research – we were pleased with the response 
we received and have been able further our research as a result. The following are a summary 
of key findings from this research: 
• In an experimental survey design, MTurk Workers were randomly assigned to 1 of 3 
treatment groups: Rural, Urban, and Control. Apart from responding to various 
demographic and geographic questions, each was asked to say how likely they would 
be to vote for a hypothetical presidential candidate. The candidate would have varying 
characteristics related to geography, depending on which group the participant was 
assigned to. 
• In total, 300 valid responses were gathered from Amazon MTurk. 
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• The demographic profile of respondents appeared close to a typical sample from a web-
based source—participants were on average younger, more highly educated, male, and 
less religious, compared to the U.S. population. 
• Respondents were also more likely to affiliate themselves with the Democratic Party 
and were predominately located in suburban areas, or more broadly, metropolitan areas. 
• On average, responses to the Rural candidate were more positive than to the other 
candidates. The Control candidate received the lowest likelihood on average. 
• According to initial statistical analysis carried out, participants’ self-given geographic 
characteristics were not strongly able to predict their responses to each candidate i.e. 
those from inner-city areas were not significantly more likely to be more positive 
towards the Urban candidate compared to respondents from rural areas. 
Thank you again for your work, 
Thomas Powell 
Research Student, The University of Sydney 
tpow3144@uni.sydney.edu.au 
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Birth and home states of presidents 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1: Birth state of presidents. Andrew Jackson’s birth state is disputed between North 
and South Carolina, but here he is said to be born in South Carolina, since Jackson considered 
this as his birth state. Source: Wikimedia Commons 2018. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Home states of presidents. These are considered to be the states of presidents’ 
primary affiliation throughout their political careers. Source: Neo-Jay [username] 2017. 
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Demographic characteristics of respondents 
Demographic characteristics 
Respondents 
to survey (N 
= 300)* 
National survey 
data 
Age range  
 18 to 29 35.0% 17.2% * 
 30 to 59 58.0% 39.3% * 
 60 and older 7.0% 20.3% * 
Gender   
 Male 60.8% 49.2% * 
 Female 38.3% 50.7% * 
 Other 0.7% 0.6% ** 
Religion  
 Protestant 22.7% 46.6% ^ 
 Catholic 17.7% 20.8% ^ 
 Other Christian 6.3% 3.3% ^ 
 Jewish 1.7% 1.9% ^ 
 Muslim 0.7% 0.9% ^ 
 Buddhist 1.3% 0.7% ^ 
 Hindu 0.3% 0.7% ^ 
 No religion 47.3% 22.8% ^ 
 Other religion 2.0% 1.8% ^ 
Race and/or ethnicity  
 White alone 73.2% 60.6% * 
 Hispanic or Latino 7.0% 18.1% * 
 Black or African American 8.4% 12.7% * 
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 Native American or Alaska Native 0.3% 0.8% * 
 Asian 6.4% 5.6% * 
 Native Hawaiian or other Pacific Islander 0% 0.2% * 
 Other 0.3% 5.1% * 
 Mixed race 4.3% 3.3% * 
Political affiliation  
 Republican 23.7% 37% ^ 
 Democrat 45.7% 44% ^ 
 None or Independent 30.0% 18% ^ 
Education  
 Less than high school 0% 5.1% * 
 Some high school 1.0% 6.9% * 
 High school graduate 11.3% 27.1% * 
 Some college 31.0% 20.4% * 
 College degree 46.7% 28.2% * 
 Postgraduate degree or other professional degree 10.0% 12.3% * 
Note: Data with * in the ‘National survey data’ column are taken from the 2017 ACS 1-Year 
Estimates. Data with ** are taken from Flores, A.R. et al. 2016. Data with ^ are taken from 
the 2014 Religious Landscape Study. National survey data for Gender are derived from two 
sources with varying methodologies, hence it does not add to 100%. In Religion, ‘Other 
Christian’ includes two respondents who selected ‘Other religion’ and indicated in the text 
box that they were Christian. For Race and/or ethnicity, ‘White alone, not Hispanic or 
Latino’ (from Census Bureau 2017c) is equivalent to ‘White’ in the survey. The option 
‘Middle Eastern or North African’ was not selected by any respondents. The last option for 
Education was split in two in the survey. For Political affiliation, the option ‘Other’ was 
provided, but not selected by respondents. 
 
Table 5.1: Summary of respondent demographics compared to national survey data (* 1 
response excluded). The design of this table is based on Heen et al. 2014, p.3. 
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Figure 5.3: Age groupings of all respondents (Q1). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.4: Gender makeup of all respondents (Q2). 
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Figure 5.5: Religious makeup of all respondents (Q3). 
* including Evangelical, Mainline, and Black Protestant ** including Mormon and Orthodox. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.6: Race and/or ethnicity of all respondents (Q4). * Mixed includes all respondents 
who selected more than one option ** 1 respondent did not answer this question. 
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Figure 5.7: Political affiliations of all respondents (Q5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.8: Education levels of all respondents (Q6). 
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2013 NCHS Urban-Rural Classification Scheme for Counties 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9: Structure of the 2013 NCHS Urban–Rural Classification Scheme for Counties. 
Source: National Center for Health Statistics 2014, p.3. 
 
Counties, according to the NCHS’ classification scheme, ‘were assigned to one of the six levels 
based on: 1) their status under the OMB delineation of MSAs and micropolitan statistical areas, 
2) the population size of MSAs, and 3) the location of principal city populations within the 
largest MSAs (1 million or more population)’ (NCHS 2014, p.2). 
 
Postgraduate Research Support Scheme (PRSS) 
Funding was sought from the University of Sydney’s Postgraduate Research Support Scheme 
(PRSS), with an application submitted through the relevant online form found at: 
https://sydney.edu.au/students/forms/prss-application.html. The application was successful 
and funding was granted in part for this research, which totalled $245.00. Confirmation of the 
successful application can be found below: 
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30/11/2018 Mail - tpow3144@uni.sydney.edu.au 
 
PRSS 2018 - Application Outcome Successful 
 
 
hdrac.ops@sydney.edu.au 
 
Tue 22/05/2018 12:35 PM 
 
To:Thomas James Powell <tpow3144@uni.sydney.edu.au>;  
 
  
 
 
 
 
 
PRSS APPLICATION OUTCOME  
 
 
 
Dear Thomas,  
 
 
Student ID: 430242766  
Faculty: Faculty of Arts and Social Sciences 
 
Thank you for submitting an application for the Postgraduate Research Support Scheme in 
2018. 
 
We are pleased to confirm that your application has been successful! 
 
You have been awarded $245.00 in PRSS funding. 
 
We are working to process the PRSS payments, and you can expect the total amount to be deposited into the 
bank account you have nominated in Sydney Student shortly. 
 
Congratulations on the outcome of your application. We wish you the best in your studies. 
 
Kind regards,  
Andrew 
 
Andrew Hartwell | Senior Operation Officer  
Higher Degree Research Administration Centre 
Deputy Vice Chancellor (Registrar) Portfolio 
 
THE UNIVERSITY OF SYDNEY  
Level 5, G02 Jane Foss Russell Building 
The University of Sydney | NSW | 2006  
 
 
CRICOS provider: 00026A ABN: 15 211 513 464 
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Participation Information Statement (PIS) 
This was provided to respondents for them to download on Page 1 of the survey. The original 
PIS is found over the next 4 pages.
 
 
 
 
 
 
Discipline of Government and International 
Relations 
School of Social and Political Sciences 
Faculty of Arts 
  
 ABN 15 211 513 464 
 
  Dr David Smith 
Senior Lecturer, American Politics and Foreign Policy 
  
H03 - Institute Building  
The University of Sydney  
NSW 2006 AUSTRALIA 
Telephone:   +61 2 9114 2626 
Email: david.smith@sydney.edu.au 
Web: 
http://sydney.edu.au/arts/governmentt_interna
tional_relations/staff/profiles/david.smith.php  
 
STUDY NAME: 
ATTITUDES TOWARD HYPOTHETICAL U.S. PRESIDENTIAL CANDIDATES  
 
PARTICIPANT INFORMATION STATEMENT – SURVEY (PROVIDED ONLINE) 
 
(1) What is this study about? 
 
You are invited to take part in a research study about attitudes toward hypothetical U.S. presidential 
candidates in an experimental setting. 
 
You have been invited to participate in this study because you are an American citizen of voting age 
and eligibility, and the research generated through this study may benefit understanding of voting 
behaviours in presidential elections. This Participant Information Statement tells you about the 
research study. Knowing what is involved will help you decide if you want to take part in the research. 
Please read this sheet carefully and ask questions about anything that you don’t understand or want 
to know more about.  
 
Participation in this research study is voluntary.  
 
By giving your consent to take part in this study you are telling us that you: 
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✓ Understand what you have read. 
✓ Agree to take part in the research study as outlined below. 
✓ Agree to the use of your personal information as described. 
 
You will be given a copy of this Participant Information Statement to keep. 
 
(2) Who is running the study? 
 
 The study is being carried out by the following researchers: 
• Dr David Smith (Senior Lecturer, Department of Government and 
International Relations and United States Study Centre) 
• Dr Anika Gauja (Associate Professor, Department of Government and 
International Relations) 
• Mr Thomas Powell (Research Assistant and Postgraduate Student, Electoral 
Integrity Project and Department of Government and International 
Relations) 
 
 
Mr Thomas Powell is conducting this study as the basis for the degree of Master of Arts (Research) at 
The University of Sydney. This will take place under the supervision of Dr David Smith. 
 This study is being funded by the Australian Government Research Training Program. 
 
 
(3) What will the study involve for me? 
 
Researchers from The University of Sydney are conducting a survey of Americans to explore their 
attitudes toward hypothetical presidential candidates. Participation in this survey is restricted to 
American citizens of voting age and eligibility. 
 
The information gathered from this survey is part of a postgraduate thesis, and raw data will be stored 
in a secure electronic format for the duration of the research. 
 
As part of this study, you will be asked to answer a number of questions about your own demographic 
characteristics and your opinion toward a hypothetical presidential candidate. 
 
 
(4) How much of my time will the study take? 
 
The survey should take no more than 5 – 10 minutes of your time. You will not be asked to complete 
the survey more than once. 
 
(5) Who can take part in the study? 
 
Participation in this survey is only open to American citizens of voting age and eligibility. Laws defining 
eligibility to vote in federal (including presidential) elections differ between U.S. states. Thus, for the 
purposes of this survey, voting eligibility is defined according to the laws of whichever state the 
respondent lives and/or is registered to vote in. All participants must be at least 18 years of age. 
 
(6) Do I have to be in the study? Can I withdraw from the study once I've started? 
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Being in this study is completely voluntary and you do not have to take part. Your decision whether to 
participate will not affect your current or future relationship with the researchers or anyone else at 
the University of Sydney. 
 
If you decide to take part in the study and then change your mind later, you are free to withdraw at 
any time. You can do this by simply clicking through to the end webpage and finishing the survey. If 
you do not complete all questions in the survey, you will not be paid via Mechanical Turk for your 
work. 
 
Submitting your completed questionnaire is an indication of your consent to participate in the study. 
You can withdraw your responses any time before you have submitted the questionnaire. Once you 
have submitted it, your responses cannot be withdrawn because they are anonymous and therefore 
we will not be able to tell which one is yours.  
 
(7) Are there any risks or costs associated with being in the study? 
Aside from giving up your time, we do not expect that there will be any risks or costs associated with 
taking part in this study. 
 
(8) Are there any benefits associated with being in the study? 
 
Participants who complete and submit the whole survey before the closing date will be paid $0.70 
AUD for their time and effort. 
 
Participants who do not complete the whole survey, or who withdraw any answers from the survey, 
will not be eligible to be paid. 
 
Your participation may benefit an understanding of the motivations for voting behaviour in U.S. 
presidential elections. 
 
(9) What will happen to information about me that is collected during the study? 
 
 
The following type of information will be collected and used as part of this study: 
• Basic demographic data, such as: gender; age; education level. 
 
For the duration of this study, information gathered will be stored securely on CloudStor, which is 
officially endorsed by The University of Sydney. It will also be stored securely on Qualtrics in the U.S., 
and is subject to federal law in that country. After the study is completed, information will be stored 
in The University of Sydney’s own data storage system. 
 
By providing your consent, you are agreeing to us collecting personal information about you for the 
purposes of this research study. Your information will only be used for the purposes outlined in this 
Participant Information Statement, unless you consent otherwise. 
 
Your information will be stored securely and your identity/information will be kept strictly 
confidential, except as required by law. Study findings may be published, but you will not be 
individually identifiable in these publications. 
 
We intend to submit the information from this project to a public database for research information, 
so that other researchers can access it and use it in their projects. Before we do so, we will take out 
all the identifying information so that the people we give it to won’t know whose information it is. 
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They won’t know that you participated in the project and they won’t be able to link you to any of the 
information you provided. 
 
 
(10) Can I tell other people about the study? 
 
 Yes, you are welcome to tell other people about the study. 
 
(11) What if I would like further information about the study? 
 
If you would like to know more at any stage during the study, please feel free to contact Mr Thomas 
Powell, Research Assistant and Postgraduate Student, Electoral Integrity Project and Department of 
Government and International Relations, on tpow3144@uni.sydney.edu.au or on +61 2 9114 2626. 
 
(12) Will I be told the results of the study? 
 
 
You have a right to receive feedback about the overall results of this study. You can tell us that you 
wish to receive feedback by answering the relevant question in the online survey. This feedback will 
be in the form of an appendix to the submitted and complete thesis. You will receive this feedback 
after the study is finished. 
  
 
(13) What if I have a complaint or any concerns about the study? 
 
Research involving humans in Australia is reviewed by an independent group of people called a Human 
Research Ethics Committee (HREC). The ethical aspects of this study have been approved by the HREC 
of the University of Sydney (protocol number: 2017/703). As part of this process, we have agreed to 
carry out the study according to the National Statement on Ethical Conduct in Human Research (2007). 
This statement has been developed to protect people who agree to take part in research studies. 
 
If you are concerned about the way this study is being conducted or you wish to make a complaint to 
someone independent from the study, please contact the university using the details outlined below. 
Please quote the study title and protocol number.  
 
The Manager, Ethics Administration, University of Sydney: 
• Telephone: +61 2 8627 8176 
• Email: human.ethics@sydney.edu.au 
• Fax: +61 2 8627 8177 (Facsimile) 
 
 
This information sheet is for you to keep. Please save the information and/or take a screenshot of the 
webpage and print for your own personal records. 
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Sources for survey questions 
This section provides references for the sources that inspired the creation of the survey 
questions; primarily Gallup Daily tracking 2016 (Newport 2016), the American National 
Election Studies’ 2016 Time Series Pre-Election Questionnaire (ANES), and the American 
Community Survey 2016 (ACS; Census Bureau 2016). 
 
Question 2 – What is your gender? 
• ‘What is your gender?’, ANES 2016, p.88. 
 
Question 3 – What is your religion? 
Highlighted in bold are the options that were directly included in this research project’s survey 
as answer options in Question 3. Italicised options were included indirectly or as a clarifying 
note in brackets. * The first option was split into two options in our survey. 
• Gallup: 
o Protestant/Other Christian * 
o Catholic 
o Mormon 
o Jewish 
o Muslim 
o Other non-Christian religion 
o None/Atheist/Agnostic 
 
Question 5 – What is your current political affiliation? 
• The following are comparable questions from ANES: 
o ‘What political party are you registered with, if any?’ (pp.4-5) 
o ‘Where would you place yourself on this scale, or haven't you thought much 
about this?’ (p.29) 
o ‘If you had to choose, would you consider yourself a liberal, moderate, or a 
conservative?’ (p.29) 
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Question 6 – What is the highest level of education you have completed? 
These options were included in the final survey. In the bulleted lists are answer options from 
ANES and ACS that are covered in the survey’s options. 
• Less than high school 
o first 4 options in ANES (p.71) 
o first 3 options in ACS 
• Some high school 
o options 5 to 8 in ANES 
o options 4 and 5 in ACS 
• High school graduate 
o option 9 in ANES 
o options 6 and 7 in ACS 
• Some college 
o option 10 in ANES 
o options 8 and 9 in ACS 
• College degree 
o options 11 to 13 in ANES 
o options 10 and 11 in ACS 
• Postgraduate degree 
o option 15 in ANES 
o options 12 and 14 in ACS 
• Other professional degree 
o options 14 and 16 in ANES 
o option 14 in ACS 
 
Question 8 – In which U.S. state do you currently reside? 
Similar questions included ‘In what state are you registered to vote now?’ (p.3) and ‘In what 
state, country, or territory did you mainly grow up?’ (pp.84-85). 
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If respondents chose ‘I do not reside in the United States’, no reimbursement was given, since 
they were not part of the target population. However, no participants chose this option, so this 
was not an issue in the end. 
 
Question 9 – Which U.S. state do you consider to be your home state? 
‘In what state, country, or territory did you mainly grow up?’ (pp.84-85). 
 
Question 10 – What is your ZIP code? Leave blank if unsure. 
The ANES did not ask for ZIP code of current address, but of the previous place’s ZIP if the 
respondent had lived in current community for less than 2 years (p.86) and less than 5 years 
(p.87). 
 
Reimbursement sources consulted 
Numerous sources were consulted when considering how much the reimbursement amount 
should be for this research. This consideration especially took into account the relatively short 
length of the survey. These sources are listed below alphabetically by first authors’ last name 
and all values are in USD: 
Berinsky, A.J., Huber, G.A. & Lenz, G.S. 2012, ‘Evaluating online labor markets for 
experimental research: Amazon.com's Mechanical Turk’, Political Analysis, vol. 20, no. 3, pp. 
351-368. 
• $0.75 for 5 to 7 minute survey with higher level of completions (p.353) 
• $0.50 for 5 to 7 minute survey with lower level of completions (p.353) 
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Casler, K., Bickel, L. & Hackett, E. 2013, ‘Separate but equal? A comparison of participants 
and data gathered via Amazon’s MTurk, social media, and face-to-face behavioral testing’, 
Computers in Human Behavior, vol. 29, no. 6, pp. 2156-2160. 
• $0.50 (p.2157) 
Chandler, J., Mueller, P. & Paolacci, G. 2014, ‘Nonnaïveté among Amazon Mechanical Turk 
workers: Consequences and solutions for behavioral researchers’, Behavioural Research, vol. 
46, no. 1, pp. 112-130. 
• $0.50 for 20 minute survey (p.116) 
• $1.50 for 30 minute survey (p.118) 
• $0.60 for survey under 10 minutes (p.120) 
Clifford, S., Jewell, R.M. & Waggoner, P.D. 2015, ‘Are samples drawn from Mechanical Turk 
valid for research on political ideology?’, Research and Politics, vol. 2, no. 4, pp. 1-9. 
• $0.40 (p.3) 
Hamby, T & Taylor, W. 2016, ‘Survey satisficing inflates reliability and validity measures: an 
experimental comparison of college and Amazon Mechanical Turk samples’, Educational and 
Psychological Measurement, vol. 76, no. 6, pp. 912-932. 
• $0.50 (p.917) 
Neckler, E.A., Cacioppo, S., Norman, G.J. & Cacioppo, J.T. 2016, ‘Measuring the prevalence 
of problematic respondent behaviors among mturk, campus, and community participants’, 
PLoS ONE, vol. 11, no. 6, pp. 1-19. 
• $0.75 for 7 minute, 36 second survey (p.4) 
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Smith, N.A., Sabat, I.E., Martinez, L.R., Weaver, K. & Xu, S. 2015, ‘A convenient solution: 
using MTurk to sample from hard-to-reach populations’, Industrial and Organizational 
Psychology, vol. 8, no. 2, pp. 220-228. 
• $0.80 (p.223) 
• $0.50 (p.223) 
• $1.50 (p.223) 
• $0.50 and $0.70 for follow-up survey (p.223) 
 
 
Survey 
Original survey presented to respondents in all three treatment groups (Control, Urban, and 
Rural) on Qualtrics. Respondents were only shown one of the hypothetical candidate 
descriptions (Control, Urban, or Rural) based on which treatment group they were randomly 
assigned into. The survey, as exported from Qualtrics, is presented over the next 7 pages. 
 
Final survey 
 
 
Info Participant information statement final 
  
Please find the Participant Information Statement attached above. You may wish to save it 
for your records. Your consent to participate in this research is considered to be implied by 
your finishing the survey.  
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Next page: Demographics 
 
 
 
Q1 What is your current age in years? 
▼ 18 ... 100 or over 
 
 
 
Q2 What is your gender? 
o Male  
o Female  
o Other  
 
 
 
Q3 What is your religion? 
o Protestant (including Evangelical, Mainline, and Black Protestant)  
o Catholic  
o Other Christian (including Mormon and Orthodox)  
o Jewish  
o Muslim  
o Buddhist  
o Hindu  
o No religion  
o Other religion (please specify) 
________________________________________________ 
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Q4 What is your race and/or ethnicity? Select all that apply. 
▢ White  
▢ Hispanic or Latino  
▢ Black or African American  
▢ Native American or Alaska Native  
▢ Asian  
▢ Native Hawaiian or other Pacific Islander  
▢ Middle Eastern or North African  
▢ Other race or ethnicity (please specify) 
________________________________________________ 
 
 
 
Q5 What is your current political affiliation? 
o Republican  
o Democrat  
o None or Independent  
o Other party (please specify) 
________________________________________________ 
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Q6 What is the highest level of education you have completed? 
o Less than high school  
o Some high school  
o High school graduate  
o Some college  
o College degree  
o Postgraduate degree  
o Other professional degree  
 
 
 
 
 
Next page: Hypothetical candidate – Control treatment 
 
 
 
Q7 Please read the following description for a hypothetical presidential candidate: 
  
John Smith is a 55-year-old lifelong resident of Wisconsin and grew up in a suburban area. 
He has some college experience, and spent most of his career working for various 
businesses. Before entering politics, he worked in the services sector, mainly operating in 
the Upper Midwest. He attends church regularly with his family and belongs to an 
Evangelical Protestant denomination. He claims to be particularly passionate about looking 
for bipartisan solutions to the biggest issues facing Americans. 
 
 
Q7 If this candidate ran in a presidential election, how likely would you be to vote for them? 
o Extremely likely  
o Very likely  
o Moderately likely  
o Slightly likely  
o Not likely at all  
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Next page: Hypothetical candidate – Rural treatment 
 
 
 
Q7 Please read the following description for a hypothetical presidential candidate: 
     
John Smith is a 55-year-old lifelong resident of a small town called Anson, Wisconsin, and 
grew up on his family’s farm. He has some college experience, and spent most of his career 
working for various businesses. Before entering politics, he worked in the agricultural sector, 
mainly operating in the Upper Midwest. He attends church regularly with his family and 
belongs to an Evangelical Protestant denomination. He claims to be passionate about 
investing in the struggling areas of America, and strongly advocates for bipartisan solutions 
to the biggest issues facing Americans. 
 
 
 
Q7 If this candidate ran in a presidential election, how likely would you be to vote for them? 
o Extremely likely  
o Very likely  
o Moderately likely  
o Slightly likely  
o Not likely at all  
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Next page: Hypothetical candidate – Urban treatment 
 
 
 
Q7 Please read the following description for a hypothetical presidential candidate: 
  
John Smith is a 55-year-old lifelong resident of inner-city Milwaukee, Wisconsin and grew up 
with his family in an apartment. He has some college experience, and spent most of his 
career working for various businesses. Before entering politics, he worked in the white collar 
sector, mainly operating in the Upper Midwest. He attends church regularly with his family 
and belongs to an Evangelical Protestant denomination. He claims to be passionate about 
investing in the struggling areas of America, and strongly advocates for bipartisan solutions 
to the biggest issues facing Americans.  
 
 
 
Q7 If this candidate ran in a presidential election, how likely would you be to vote for them? 
o Extremely likely  
o Very likely  
o Moderately likely  
o Slightly likely  
o Not likely at all  
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Next page: Geographic location 
 
 
 
Q8 In which U.S. state do you currently reside? 
▼ Alabama ... I do not reside in the United States 
 
 
 
Q9 Which U.S. state do you consider to be your home state? 
▼ Alabama ... None of the above 
 
 
 
Q10 What is your ZIP code? Leave blank if unsure. 
________________________________________________________________ 
 
 
 
Q11 Which of these terms best describes the area in which you currently live? 
o Rural area  
o Small town  
o Larger town  
o Suburban area  
o Inner-city area  
 
 
 
Q12 Do you wish to receive feedback about the results of this survey? 
o Yes  
o No  
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Next page: Thank you 
 
 
Thank you for completing our survey. 
Your response has been recorded. 
 
Your MTurk completion code is: 
[unique 10-digit code] 
 
End of survey 
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Statistical tests of results – geographic factors 
Various statistical tests were conducted in order to test the main hypothesis and to test other 
factors that may have influenced the results. 
 
Control treatment 
 
Correlation - combined model score 
  Control 
Combined model 
score 
Control 1  
Combined model 
score 0.022091 1 
 
Regression - combined model score      
SUMMARY OUTPUT        
         
Regression Statistics        
Multiple R 0.022091        
R Square 0.000488    
Adjusted R 
Square -0.01216     
Standard Error 0.989785        
Observations 81        
      
ANOVA         
  df SS MS F 
Significance 
F    
Regression 1 0.037788 0.037788 0.038572 0.844804    
Residual 79 77.39431 0.979675      
Total 80 77.4321          
         
  Coefficients 
Standard 
Error t Stat P-value Lower 95% 
Upper 
95% 
Lower 
95.0% 
Upper 
95.0% 
Intercept 2.131192 0.415461 5.129698 2.02E-06 1.304236 2.958147 1.304236 2.958147 
CGS 0.019372 0.098638 0.196397 0.844804 -0.17696 0.215707 -0.17696 0.215707 
 
Table 5.2: Correlation coefficient and regression analyses by the model’s combined geographic 
score (CSG) for responses to Control treatment candidate. 
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Urban treatment 
Correlation - combined model score 
  Urban 
Combined model 
score 
Urban 1  
Combined model 
score 0.013967 1 
 
 
Regression - combined model score      
SUMMARY OUTPUT        
         
Regression Statistics        
Multiple R 0.013967        
R Square 0.000195     
Adjusted R 
Square -0.01022        
Standard Error 0.926705        
Observations 98        
      
ANOVA         
  df SS MS F 
Significance 
F    
Regression 1 0.016086 0.016086 0.018731 0.891427    
Residual 96 82.4431 0.858782      
Total 97 82.45918          
         
  Coefficients 
Standard 
Error t Stat P-value Lower 95% 
Upper 
95% 
Lower 
95.0% 
Upper 
95.0% 
Intercept 2.433027 0.352874 6.894892 5.69E-10 1.732578 3.133477 1.732578 3.133477 
Combined 
model score 0.011853 0.086604 0.136861 0.891427 -0.16006 0.183761 -0.16006 0.183761 
 
Table 5.3: Correlation coefficient and regression analyses by CGS for responses to Urban 
treatment candidate. 
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Rural treatment 
Correlation - combined model score 
  Rural 
Combined model 
score 
Rural 1  
Combined model 
score 
-
0.17618 1 
 
 
Table 5.4: Correlation coefficient and regression analyses by CGS for responses to Rural 
treatment candidate. 
 
 
Statistical tests of results – other factors 
Below are the remaining tests carried out for other potentially confounding variables, ordered 
by the question sequence in the survey. 
 
Regression - combined model score      
SUMMARY OUTPUT        
         
Regression Statistics        
Multiple R 0.176183        
R Square 0.031041   
Adjusted R 
Square 0.021541        
Standard 
Error 1.107165        
Observations 104        
       
ANOVA         
  df SS MS F 
Significance 
F    
Regression 1 4.005419 4.005419 3.267558 0.07361    
Residual 102 125.033 1.225814      
Total 103 129.0385          
         
  Coefficients 
Standard 
Error t Stat P-value Lower 95% 
Upper 
95% 
Lower 
95.0% 
Upper 
95.0% 
Intercept 3.302993 0.40582 8.139052 1.02E-12 2.49805 4.107935 2.49805 4.107935 
Combined 
model score -0.18017 0.099674 -1.80764 0.07361 -0.37788 0.017528 -0.37788 0.017528 
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Regression Statistics        
Multiple R 0.08597289        
R Square 0.00739134   
Adjusted R 
Square 0.00406044        
Standard 
Error 1.03634203        
Observations 300        
      
ANOVA         
  df SS MS F 
Significance 
F    
Regression 1 2.38324 2.383238 2.21902 0.137377    
Residual 298 320.053 1.074005      
Total 299 322.437          
         
  Coefficients 
Standard 
Error t Stat P-value Lower 95% 
Upper 
95% 
Lower 
95.0% 
Upper 
95.0% 
Intercept 2.7316749 0.19407 14.07586 7.52E-35 2.349757 3.113592 2.349757 3.113592 
Age of 
respondent -0.0074948 0.00503 -1.48964 0.137377 -0.0174 0.002407 -0.0174 0.002407 
 
Table 5.5:  Regression and single factor analysis of variance (ANOVA) test for age (Q1) and 
responses to all hypothetical candidates across three treatment groups (Q7). 
 
 
t-Test: Two-Sample Assuming Unequal Variances   
   
  Male Female 
Mean 2.47541 2.452174 
Variance 1.063952 1.091991 
Observations 183 115 
Hypothesized Mean Difference 0  
df 240  
t Stat 0.187793  
P(T<=t) one-tail 0.425599  
t Critical one-tail 1.651227  
P(T<=t) two-tail 0.851198  
t Critical two-tail 1.969898   
 
Table 5.6: t-Test: Two-sample assuming unequal variances for gender (Q2) and responses to 
all hypothetical candidates across three treatment groups (Q7). 
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SUMMARY      
Groups Count Sum Average Variance   
Protestant 68 201 2.955882 1.117428***   
Catholic 53 145 2.735849 1.082729**   
Other Christian 19 53 2.789474 0.953216   
Jewish 5 9 1.8 0.7   
Muslim 2 7 3.5 0.5   
Buddhist 4 6 1.5 1   
Hindu 1 2 2 #DIV/0!   
No religion 142 302 2.126761 0.820697   
Other religion 6 12 2 0.8                 
ANOVA       
Source of 
Variation SS df MS F P-value F crit 
Between Groups 48.09093 8 6.011366 6.376288 
1.24E-
07 1.970285*** 
Within Groups 274.3457 291 0.942769    
       
Total 322.4367 299         
 
Table 5.7: ANOVA (multiple factors) test for religion (Q3) and responses to all hypothetical 
candidates across three treatment groups (Q7). 
 
SUMMARY      
Groups Count Sum Average Variance   
White 219 544 2.484018 1.030707   
Hispanic 21 51 2.428571 1.657143   
Black 25 69 2.76 1.44   
Native American 1 2 2 #DIV/0!   
Asian 19 41 2.157895 0.695906   
Other 1 1 1 #DIV/0!   
Mixed 13 26 2 0.666667                 
ANOVA       
Source of 
Variation SS df MS F P-value F crit 
Between Groups 9.217231 6 1.536205 1.433489 0.2015 2.129686 
Within Groups 312.9232 292 1.071655    
       
Total 322.1405 298         
 
Table 5.8: ANOVA (multiple factors) test for race/ethnicity (Q4) and responses to all 
hypothetical candidates across three treatment groups (Q7). 
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Anova: Single Factor     
       
SUMMARY      
Groups Count Sum Average Variance   
Wisconsin 7 21 3 1.666667   
Other states 293 716 2.443686 1.062743   
       
       
ANOVA       
Source of 
Variation SS df MS F P-value F crit 
Between Groups 2.115848 1 2.115848 1.96841 0.161658 3.872853 
Within Groups 320.3208 298 1.074902    
       
Total 322.4367 299         
 
Table 5.9: ANOVA (single factor) test for residing state (Q8) and responses to all hypothetical 
candidates across three treatment groups (Q7). 
 
 
Anova: Single Factor     
       
SUMMARY      
Groups Count Sum Average Variance   
Wisconsin 7 23 3.285714 1.571429   
Other states 293 714 2.43686 1.055075   
       
       
ANOVA       
Source of 
Variation SS df MS F P-value F crit 
Between Groups 4.926184 1 4.926184 4.623478 0.032342 3.872853 
Within Groups 317.5105 298 1.065471    
       
Total 322.4367 299         
 
Table 5.10: ANOVA (single factor) test for home state (Q9) and responses to all hypothetical 
candidates across three treatment groups (Q7). 
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Tukey multiple comparisons of means   
    95% family-wise confidence level   
 
    
Fit: aov(formula = Y ~ tmt, data = dat)   
 
    
$tmt     
 diff lwr upr p adj 
rural-control 0.425032*** 0.075291 0.774773 0.012475 
urban-control 0.345238 -0.00878 0.699258 0.057745 
urban-rural -0.07979 -0.40903 0.249437 0.835723 
 
Table 5.11: Tukey range test for comparisons between candidate treatment groups. 
 
 
 
 
 
 
 
 
 
 
Model for analysing geographic responses 
All respondents are shown, including non-responses, which are highlighted in red in the MTurk 
codes in the (right column). The respondents are sorted by their CGS, with 1 being the most 
rural and 5 the most urban categories (second last column). 
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Full model with 300 responses
Res. state code Home state code* County code Census block code* Geo. area code Sum 5 to 20 Average/5 Urban-rural grouping/5 MTurk code
1 1 3 1 2 8 1.6 1 1973680192
1 1 3 1 2 8 1.6 1 2545449333
1 5 1 1 1 9 1.8 1 3053656797
2 2 1 2 1 8 1.6 1 4174530203
1 1 3 1 2 8 1.6 1 5545828174
1 1 N/A N/A 2 4 0.8 1 7268653274
2 2 N/A N/A 2 6 1.2 1 7324955589
1 1 1 1 1 5 1 1 7374147204
1 1 1 2 1 6 1.2 1 8149637747
3 3 N/A N/A 2 8 1.6 1 8342211251
1 1 1 2 2 7 1.4 1 8514932710
1 5 1 2 1 10 2 2 363936801
2 2 4 2 2 12 2.4 2 497270934
2 4 N/A N/A 4 10 2 2 635706088
2 3 4 2 2 13 2.6 2 1067711873
3 3 2 4 1 13 2.6 2 1247134222
1 1 4 4 3 13 2.6 2 1325686722
4 4 N/A N/A 5 13 2.6 2 1491954596
2 2 5 2 2 13 2.6 2 2106363587
1 1 3 4 3 12 2.4 2 2299942136
1 1 3 4 2 11 2.2 2 2634435673
1 1 3 4 3 12 2.4 2 2772332616
2 2 1 4 2 11 2.2 2 3031877106
1 1 4 4 1 11 2.2 2 3078483198
4 4 N/A N/A 4 12 2.4 2 3782110786
2 2 3 4 1 12 2.4 2 3914522887
4 3 N/A N/A 3 10 2 2 5031277835
4 3 N/A N/A 3 10 2 2 5103097935
5 5 N/A N/A 3 13 2.6 2 5324161807
5 5 N/A N/A 3 13 2.6 2 5845495960
5 5 N/A N/A 3 13 2.6 2 6338451392
5 5 N/A N/A 2 12 2.4 2 6402203207
2 2 2 4 1 11 2.2 2 6566084343
4 5 2 1 1 13 2.6 2 6572737642
3 3 4 1 1 12 2.4 2 6731384540
1 1 3 4 2 11 2.2 2 7649806370
5 4 N/A N/A 3 12 2.4 2 7653107573
4 4 2 1 1 12 2.4 2 7734765512
2 2 2 4 2 12 2.4 2 7878522947
3 3 4 2 1 13 2.6 2 7884753267
1 1 4 4 1 11 2.2 2 8366526896
2 2 4 2 2 12 2.4 2 8404579833
1 1 3 4 2 11 2.2 2 8926899624
2 2 2 4 1 11 2.2 2 9536025687
1 1 2 4 2 10 2 2 9778660605
3 3 3 4 2 15 3 3 431715399
4 4 5 1 1 15 3 3 543298595
4 4 2 4 1 15 3 3 602493458
3 3 5 4 1 16 3.2 3 932033709
5 5 3 1 1 15 3 3 1262970515
2 2 3 4 4 15 3 3 1268456368
3 3 3 4 1 14 2.8 3 1338361161
4 4 1 4 1 14 2.8 3 1418440155
3 3 5 4 2 17 3.4 3 1638334947
5 5 1 4 2 17 3.4 3 2041588574
4 4 5 1 1 15 3 3 2146885558
3 4 4 4 2 17 3.4 3 2266665631
3 3 3 4 3 16 3.2 3 2390011074
5 4 3 4 1 17 3.4 3 2390553597
4 1 3 4 2 14 2.8 3 2640407332
4 4 2 4 2 16 3.2 3 2650743564
2 2 5 5 3 17 3.4 3 2748867534
4 4 2 4 1 15 3 3 2950240443
3 3 4 4 1 15 3 3 3017866532
3 3 3 4 1 14 2.8 3 3146337694
1 1 5 4 4 15 3 3 3218223047
5 5 1 4 1 16 3.2 3 3318743305
1 3 4 4 4 16 3.2 3 3341637798
4 4 3 4 1 16 3.2 3 3578322781
3 4 2 4 2 15 3 3 3970817620
2 2 4 5 4 17 3.4 3 4211277342
2 2 5 4 3 16 3.2 3 4434959157
3 3 2 4 2 14 2.8 3 4455449986
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5 5 N/A N/A 4 14 2.8 3 4483555755
3 3 5 5 1 17 3.4 3 4560252763
3 3 5 4 2 17 3.4 3 4858996262
5 5 2 1 1 14 2.8 3 4904226306
2 2 4 1 5 14 2.8 3 4972332669
4 4 2 4 1 15 3 3 5018605738
3 3 2 4 2 14 2.8 3 5415803696
1 1 4 4 4 14 2.8 3 5563966738
3 3 3 4 2 15 3 3 5568550401
5 5 3 1 1 15 3 3 5578892496
3 3 2 4 2 14 2.8 3 5637853443
5 5 N/A N/A 5 15 3 3 5860421643
2 3 3 5 3 16 3.2 3 5939258518
2 2 4 4 2 14 2.8 3 6713833203
2 2 4 5 3 16 3.2 3 6840639603
3 3 2 4 2 14 2.8 3 7028449033
5 2 2 4 2 15 3 3 7133739031
1 1 4 5 5 16 3.2 3 7175649856
2 2 4 5 3 16 3.2 3 7418081969
4 2 3 4 4 17 3.4 3 7478104289
4 4 3 1 4 16 3.2 3 7985134567
3 3 3 4 4 17 3.4 3 8349464791
2 2 4 4 2 14 2.8 3 8378116763
3 3 3 4 4 17 3.4 3 8734663710
4 4 2 4 1 15 3 3 8748837378
2 4 5 2 4 17 3.4 3 8878689697
5 5 N/A N/A 4 14 2.8 3 9072422543
2 2 3 4 3 14 2.8 3 9389282376
1 1 3 4 5 14 2.8 3 9443018506
5 5 N/A N/A 4 14 2.8 3 9621041831
2 1 5 4 4 16 3.2 3 9800268379
4 4 5 5 1 19 3.8 4 231020362
4 4 4 4 2 18 3.6 4 263666170
4 4 5 4 1 18 3.6 4 283254329
3 3 5 5 5 21 4.2 4 492234760
3 3 5 4 4 19 3.8 4 790973254
4 4 5 4 2 19 3.8 4 793357440
4 4 5 4 4 21 4.2 4 897977943
4 4 5 4 4 21 4.2 4 937408343
2 3 5 5 4 19 3.8 4 1107467180
4 4 4 4 4 20 4 4 1132261427
4 4 5 4 3 20 4 4 1263687247
4 4 5 4 4 21 4.2 4 1284109037
3 3 5 5 4 20 4 4 1817120956
4 4 5 4 1 18 3.6 4 1913510221
3 3 5 5 5 21 4.2 4 2122578043
4 4 5 4 3 20 4 4 2420773208
3 3 5 4 4 19 3.8 4 2513840449
3 3 5 5 4 20 4 4 2546796845
2 2 4 5 5 18 3.6 4 2700634100
4 4 5 4 2 19 3.8 4 2750898809
4 4 5 4 3 20 4 4 2825269652
3 3 5 5 4 20 4 4 2994654993
4 4 4 4 4 20 4 4 3204226195
5 5 3 4 1 18 3.6 4 3318842686
4 4 4 4 4 20 4 4 3550685653
3 3 5 4 4 19 3.8 4 3627484063
4 4 5 4 4 21 4.2 4 3642834625
4 4 5 4 2 19 3.8 4 3873633518
4 4 5 5 3 21 4.2 4 4106530160
4 4 5 4 4 21 4.2 4 4107812116
4 4 5 5 3 21 4.2 4 4109542444
4 4 5 4 4 21 4.2 4 4321202035
4 4 5 4 4 21 4.2 4 4385623484
3 3 5 4 4 19 3.8 4 4491265737
2 4 5 4 4 19 3.8 4 4529945994
4 4 5 5 1 19 3.8 4 4551569996
2 5 4 4 4 19 3.8 4 4564622892
5 3 4 4 4 20 4 4 4586401176
3 3 4 4 4 18 3.6 4 4623671122
4 4 4 4 3 19 3.8 4 4630315769
5 2 4 5 4 20 4 4 4806251735
2 2 5 5 4 18 3.6 4 4903371403
5 4 4 4 4 21 4.2 4 5411957120
5 5 5 4 1 20 4 4 5516351121
1 5 4 4 4 18 3.6 4 5587664642
4 4 5 5 3 21 4.2 4 5888579427
4 1 5 5 4 19 3.8 4 5957595775
5 3 5 4 3 20 4 4 6212551407
5 1 5 5 5 21 4.2 4 6228052303
4 4 5 4 2 19 3.8 4 6255883825
4 4 5 4 2 19 3.8 4 6291636778
4 3 4 5 4 20 4 4 6330167693
3 3 4 4 4 18 3.6 4 6523677818
1 5 4 4 5 19 3.8 4 6661145589
4 3 5 5 4 21 4.2 4 6713638305
2 2 5 5 4 18 3.6 4 6753664440
2 2 5 5 5 19 3.8 4 6945378892
3 3 5 5 4 20 4 4 7004063138
4 4 4 4 5 21 4.2 4 7150163231
3 3 5 5 4 20 4 4 7210687398
4 1 5 4 4 18 3.6 4 7439450277
3 5 4 4 4 20 4 4 7492039026
3 3 5 5 5 21 4.2 4 7535568447
3 3 4 4 5 19 3.8 4 7781831598
4 4 5 5 3 21 4.2 4 7932529654
4 4 5 5 3 21 4.2 4 7959366245
3 3 5 4 4 19 3.8 4 8258074037
4 4 5 5 3 21 4.2 4 8315883907
3 3 5 4 3 18 3.6 4 8357327138
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4 4 3 4 3 18 3.6 4 8434326187
5 3 5 4 3 20 4 4 8575547514
5 5 4 4 2 20 4 4 8656360614
3 3 5 5 4 20 4 4 8740638182
5 5 5 4 1 20 4 4 8790536294
4 4 4 5 2 19 3.8 4 8993513705
5 5 3 4 3 20 4 4 9584739855
3 3 5 5 4 20 4 4 9683404238
5 5 4 5 2 21 4.2 4 9835151447
5 5 4 4 1 19 3.8 4 9971118639
5 5 5 5 5 25 5 5 9446749
4 4 5 5 5 23 4.6 5 137257422
4 4 5 5 4 22 4.4 5 159490471
4 4 5 5 5 23 4.6 5 244281259
5 5 4 5 3 22 4.4 5 315027511
5 5 4 5 5 24 4.8 5 438324497
5 5 5 5 5 25 5 5 446099974
5 5 5 5 4 24 4.8 5 446902927
4 4 5 5 4 22 4.4 5 579261630
4 4 5 5 4 22 4.4 5 654094764
5 5 5 5 5 25 5 5 806929487
5 5 5 4 4 23 4.6 5 855544786
5 4 5 5 4 23 4.6 5 916850739
5 4 5 5 4 23 4.6 5 933378753
5 5 5 4 4 23 4.6 5 1160761988
4 4 5 5 5 23 4.6 5 1306107970
5 5 5 5 4 24 4.8 5 1372365383
4 5 4 4 5 22 4.4 5 1543220728
4 4 5 5 4 22 4.4 5 1633894075
5 5 5 5 4 24 4.8 5 1790966819
5 5 5 5 3 23 4.6 5 1812490723
5 5 4 4 4 22 4.4 5 1917928475
5 5 5 4 3 22 4.4 5 1929652406
5 5 5 5 5 25 5 5 2106196181
5 5 5 5 4 24 4.8 5 2290463186
5 3 5 5 4 22 4.4 5 2365384083
5 5 4 4 4 22 4.4 5 2557236789
5 5 5 5 4 24 4.8 5 2714487430
4 4 5 5 5 23 4.6 5 2750003384
4 4 5 5 5 23 4.6 5 2796889911
4 4 5 5 5 23 4.6 5 2822181647
4 4 5 5 5 23 4.6 5 2825090349
5 5 5 5 4 24 4.8 5 2905151373
4 4 5 5 5 23 4.6 5 2916455054
5 5 4 5 4 23 4.6 5 2934996420
5 5 5 5 4 24 4.8 5 2978619858
5 5 5 5 4 24 4.8 5 3021060451
5 5 4 4 4 22 4.4 5 3480677804
5 5 5 5 2 22 4.4 5 3540199603
5 4 5 5 5 24 4.8 5 3584802765
5 5 5 5 4 24 4.8 5 3671757183
5 5 5 4 3 22 4.4 5 3744687684
4 4 5 5 4 22 4.4 5 3779079248
5 5 5 5 3 23 4.6 5 3887444259
5 5 5 5 4 24 4.8 5 3936581914
5 5 3 4 5 22 4.4 5 3985281363
4 4 5 5 4 22 4.4 5 4163798890
4 4 5 5 5 23 4.6 5 4171499726
5 5 5 5 4 24 4.8 5 4331166292
5 5 5 5 3 23 4.6 5 4366436265
5 5 5 4 4 23 4.6 5 4468128033
5 5 5 5 4 24 4.8 5 4663926917
4 5 5 5 5 24 4.8 5 4782302742
5 5 5 5 3 23 4.6 5 4914639778
4 4 5 5 5 23 4.6 5 4929660777
4 4 5 5 5 23 4.6 5 4979941565
4 4 5 5 4 22 4.4 5 5012289127
4 4 5 5 5 23 4.6 5 5256743407
5 5 5 5 5 25 5 5 5404912480
5 5 5 5 3 23 4.6 5 5413020378
4 5 5 4 4 22 4.4 5 5611390233
5 5 5 5 4 24 4.8 5 5720074865
4 4 5 5 5 23 4.6 5 5781516442
4 4 5 5 4 22 4.4 5 5926951253
5 5 5 5 2 22 4.4 5 5963498433
5 3 5 5 5 23 4.6 5 6111109931
4 4 5 5 5 23 4.6 5 6277748900
5 5 5 4 3 22 4.4 5 6312897973
5 5 5 5 4 24 4.8 5 6363975037
5 5 5 5 3 23 4.6 5 6365314843
5 5 5 4 5 24 4.8 5 6597808939
5 5 5 5 5 25 5 5 6630749208
5 5 5 5 5 25 5 5 6740851383
5 5 4 4 4 22 4.4 5 6888850536
4 4 5 5 5 23 4.6 5 6964445961
5 5 4 4 4 22 4.4 5 6964628268
5 5 5 4 4 23 4.6 5 7076727147
5 5 4 5 3 22 4.4 5 7079453435
5 5 5 5 4 24 4.8 5 7082995651
5 5 5 5 4 24 4.8 5 7133663957
5 5 5 4 4 23 4.6 5 7168615683
5 5 5 5 5 25 5 5 7170527833
5 5 5 5 5 25 5 5 7215139996
5 5 5 5 4 24 4.8 5 7233019140
4 4 5 5 5 23 4.6 5 7242693006
5 5 5 4 3 22 4.4 5 7374202604
5 5 5 5 4 24 4.8 5 7413292746
5 5 5 5 5 25 5 5 7420585984
4 4 5 5 5 23 4.6 5 7442222163
5 5 5 4 4 23 4.6 5 7515920652
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2 5 5 5 5 22 4.4 5 7538919365
5 5 5 5 4 24 4.8 5 7553831371
4 4 5 5 4 22 4.4 5 7570359613
4 4 5 5 4 22 4.4 5 7584391008
5 5 5 4 4 23 4.6 5 7746532903
5 5 5 5 4 24 4.8 5 7843488841
5 5 5 4 4 23 4.6 5 7854524827
4 4 5 5 4 22 4.4 5 8016845881
5 5 5 4 4 23 4.6 5 8021277040
5 5 5 5 4 24 4.8 5 8070893906
4 4 5 5 4 22 4.4 5 8182105002
5 5 5 4 4 23 4.6 5 8246727087
5 5 5 5 4 24 4.8 5 8262123833
5 5 5 4 4 23 4.6 5 8311876845
5 5 5 4 4 23 4.6 5 8406927147
4 5 4 5 5 23 4.6 5 8407699218
4 4 5 5 4 22 4.4 5 8622196768
5 5 5 5 3 23 4.6 5 8657793025
5 5 5 5 4 24 4.8 5 9061322393
5 5 5 5 4 24 4.8 5 9207742274
5 5 5 5 4 24 4.8 5 9291009274
5 5 5 4 4 23 4.6 5 9611007855
5 5 5 5 2 22 4.4 5 9635181548
5 3 5 5 5 23 4.6 5 9728083922
4 4 5 5 5 23 4.6 5 9829071392
4 4 5 5 4 22 4.4 5 9948462420
5 5 5 4 4 23 4.6 5 9972815318
Q1 Q2 Q3 Q3_6_TEXT Q4 Q4_7_TEXT Q5 Q5_4_TEXT Q6 Q7 Q7 Q7 Q8 Q9 Q10 Q11 Q12 MTurkCode
27 1 8 6 3 5 1 5 5 91913 4 2 855544786
32 1 3 1 1 3 2 9 9 33618 3 2 3887444259
26 2 8 8 2 4 1 5 4 92832 5 2 6228052303
26 1 8 6 3 5 1 5 5 91755 4 2 2290463186
43 2 1 1 1 4 4 43 22 77095 4 2 6713638305
34 1 1 1 5 5 1 22 22 48706 1 2 1338361161
34 1 8 1 3 4 1 33 11 27107 4 2 4564622892
26 1 3 1 3 5 3 37 37 97526 3 2 8434326187
53 1 1 1 3 2 1 14 14 46516 3 2 2390011074
29 1 2 2 1 4 3 43 43 77086 4 2 7570359613
24 1 8 6 2 4 2 14 14 47906 2 2 5637853443
35 1 8 3 3 5 1 43 43 75074 4 1 5926951253
54 2 8 1 1 3 3 5 5 91016 3 2 1929652406
57 2 9 Spiritual 1 3 4 1 1 9 36426 1 2 363936801
24 1 1 1 1 4 3 9 9 33418 4 2 7746532903
35 2 8 1 2 4 2 29 29 3103 4 2 4211277342
 
 
 
 
 
 
 
 
 
 
 
 
 
Raw data 
The final section includes all raw data downloaded from Qualtrics (including the dubious 301st 
response which was excluded from the final analysis) and MTurk. This dubious 301st response 
is highlighted in red. Responses are sorted by response date. 
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43 1 3 1 1 5 3 11 10 30907 4 2 4623671122
44 1 1 3 2 6 3 9 9 32765 4 2 8311876845
24 2 8 1 2 5 2 22 22 49301 3 2 8357327138
26 1 2 8 1 5 3 1 1 36303 2 2 2634435673
44 2 8 1 3 5 2 23 23 55024 1 2 932033709
29 1 7 3 1 5 2 6 14 90016 3 1 5031277835
43 1 8 1 2 4 1 9 9 3 2 5324161807
37 1 8 1 2 4 1 32 32 11751 5 2 5256743407
29 2 8 1 3 4 3 13 13 62949 1 2 5578892496
34 1 2 1 2 6 4 38 15 16803 4 2 7478104289
65 1 2 1 2 5 2 23 23 55904 4 2 8734663710
34 2 8 1 3 3 2 32 32 13090 3 2 4630315769
37 1 8 6 2 5 1 48 48 26505 3 2 2299942136
57 2 3 1 3 3 2 17 9 41149 1 2 3053656797
65 2 8 1 2 5 2 18 17 40380 2 2 8514932710
34 2 8 2 2 5 2 30 30 8882 4 2 1790966819
56 2 1 1 1 5 3 9 9 33884 4 1 3480677804
29 1 2 2 2 5 1 5 5 90063 5 2 7170527833
43 2 2 1 2 5 2 33 33 28269 3 2 2748867534
32 1 8 1 3 3 2 49 21 53202 5 2 7538919365
34 2 3 1 1 5 2 43 30 77562 4 2 5611390233
52 1 4 1 3 5 3 9 32 32174 4 2 5411957120
32 1 8 1 2 5 1 22 22 49783 2 2 7028449033
27 2 8 1 2 5 2 38 38 17407 2 2 263666170
31 1 2 6 2 4 3 43 43 77042 5 2 2796889911
36 2 8 1 3 5 1 26 26 59865 1 2 7374147204
57 1 8 1 2 4 2 30 30 7866 1 2 5516351121
25 1 8 1 2 4 2 47 47 98033 4 2 654094764
28 1 2 2 1 4 5 1 1 35006 2 1 5545828174
71 1 1 1 2 3 4 13 13 60140 1 2 8790536294
24 1 1 3 3 4 3 40 40 29506 4 2 1268456368
61 2 2 1 2 4 2 29 29 3235 2 2 7878522947
33 2 8 1 2 5 1 48 48 26105 2 2 8926899624
55 2 2 1 1 5 2 9 9 32209 5 2 2106196181
26 2 8 1 3 4 2 30 30 8620 4 1 7854524827
27 1 2 1 1 3 4 43 43 75287 1 1 4551569996
62 1 1 1 3 4 2 24 24 39212 3 2 1325686722
21 2 1 1 1 4 2 42 42 37916 5 2 2700634100
22 1 1 1 1 5 3 11 10 30606 2 2 5568550401
47 1 8 1 3 4 1 3 3 85705 5 2 438324497
18 2 9 Christian,No Specifics 8 3 3 3 34 34 58504 5 1 9443018506
35 1 8 1 2 4 2 5 5 95918 1 1 1262970515
24 1 9 spiritual 1 3 4 3 9 9 32824 5 2 6597808939
29 1 8 1 1 5 1 30 30 8817 2 2 9635181548
47 2 3 1 3 4 3 30 30 8505 4 1 7515920652
28 2 8 6 2 5 2 16 20 66044 2 2 2266665631
70 1 1 1 1 5 3 9 9 33573 4 2 8021277040
26 2 8 1 2 4 2 29 29 3049 2 2 497270934
35 1 8 1 2 5 2 47 45 98087 4 2 5957595775
33 1 8 1 2 6 2 22 38 48858 2 2 3970817620
54 1 1 3 2 4 1 20 20 20706 4 1 579261630
41 1 1 1 1 5 2 36 36 74820 2 2 3031877106
29 1 8 1 3 5 2 33 46 27292 2 2 1067711873
32 1 2 3 2 6 3 13 13 60471 3 1 7374202604
53 2 2 1 2 6 2 33 20 28078 4 2 4529945994
52 1 8 1 2 4 3 38 38 15324 1 2 543298595
34 2 8 1 2 5 3 5 5 94117 5 2 5404912480
37 1 9 SPIRITUAL 8 2 5 2 9 9 34684 4 2 2905151373
25 2 8 1 2 4 2 9 9 33030 3 2 3744687684
28 2 8 1 2 6 3 23 23 56001 2 2 431715399
29 1 2 2 1 5 5 1 1 35007 2 2 3055860758
62 2 1 1 1 4 3 9 35 33852 1 2 2390553597
42 2 8 1 2 7 2 49 49 53583 1 2 3914522887
32 1 1 1 1 5 4 19 19 4401 3 2 2772332616
54 2 2 1 2 3 4 30 30 7502 4 2 3671757183
27 1 1 1 2 4 4 3 3 85374 2 2 5963498433
60 1 3 2 3 4 3 43 43 77020 5 2 7442222163
31 1 8 1 2 4 2 47 47 98168 4 2 9948462420
49 1 2 1 2 4 3 32 32 11901 2 2 3873633518
64 1 1 1 1 4 3 43 43 75135 1 1 2146885558
55 3 2 1 3 5 1 38 38 19104 5 1 4929660777
45 1 8 1 3 4 1 37 43 97603 1 2 602493458
24 1 2 1 3 4 2 35 35 45503 1 1 3578322781
34 1 8 1 2 5 2 4 4 72034 4 1 5563966738
38 1 2 6 2 5 2 33 32 4 2 635706088
33 2 1 6 3 4 4 3 3 85017 5 2 806929487
29 1 8 1 2 4 3 23 23 55082 2 1 4858996262
42 1 8 1 3 5 3 9 23 32726 3 2 6212551407
34 1 6 6 2 4 1 30 30 7054 4 2 7233019140
40 2 5 1 2 5 4 22 22 48127 4 1 8740638182
45 2 2 1 1 5 2 20 38 21220 4 2 897977943
60 1 2 1 2 5 2 35 35 44107 3 2 7959366245
26 1 8 1 2 5 2 47 47 98101 5 2 4171499726
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31 2 8 1 3 5 3 9 9 22333 3 2 6338451392
25 2 1 1 3 4 3 28 28 89119 3 2 4914639778
23 1 8 2 1 4 4 25 25 64106 5 1 6945378892
28 2 8 1 2 6 3 35 35 44032 1 1 7734765512
52 1 8 1 3 6 2 21 21 2148 4 2 9291009274
43 2 8 1 2 5 1 3 3 85202 4 2 7413292746
27 1 8 1 3 3 3 22 22 49519 1 2 4560252763
34 1 1 3 2 5 2 28 46 89084 3 2 8575547514
31 1 8 1 2 5 2 37 37 97306 4 2 3204226195
43 1 8 1 3 3 1 13 13 60047 4 2 8406927147
33 1 1 1 1 4 3 14 14 46222 4 2 1817120956
38 1 1 1 1 5 3 9 46 32301 4 2 4586401176
25 2 1 1 1 5 5 13 13 62450 2 1 2041588574
30 1 8 1 3 3 5 9 9 33511 3 2 6365314843
45 2 1 1 2 5 2 3 3 85233 4 2 4663926917
33 2 1 1 2 6 5 49 49 43014 2 1 7324955589
30 1 8 1 3 5 3 30 30 3 2 5845495960
45 1 2 1 1 5 3 18 18 70785 1 1 3017866532
26 2 8 1 2 5 2 23 23 55408 5 2 492234760
25 1 8 1 2 3 2 14 14 46060 4 2 2513840449
28 1 8 2 2 4 1 5 5 90038 5 2 6740851383
37 1 8 1 3 4 2 17 17 42420 1 1 8366526896
30 1 2 3 2 5 3 2 2 99501 3 2 6840639603
25 2 8 1 2 5 2 19 19 4101 5 2 7175649856
29 2 1 1 2 4 3 20 20 21901 2 2 793357440
64 1 6 1 2 6 1 40 40 29205 3 2 7418081969
35 2 1 1 1 5 2 49 49 54457 1 2 4174530203
56 2 8 1 2 4 3 9 46 32789 4 2 2365384083
68 1 1 1 1 5 4 30 30 7470 4 1 1372365383
28 1 8 1 1 4 3 9 9 32738 4 2 2557236789
26 2 9 Wiccan 1 2 5 1 32 32 12866 4 1 3550685653
36 2 4 1 2 5 1 47 47 98020 3 2 7932529654
28 1 8 1 1 3 3 17 9 40511 5 2 6661145589
25 1 8 1 2 5 4 43 43 78723 5 2 2750003384
29 2 8 1 1 4 3 24 24 39503 1 2 3078483198
26 1 8 1 5 5 4 46 46 23220 5 2 2122578043
26 1 2 3 2 5 5 47 47 98052 5 1 9829071392
28 1 8 1 3 5 2 30 30 7060 4 2 8262123833
33 1 2 1 2 5 4 5 5 92104 5 2 446099974
28 1 8 1 3 5 2 3 2 85705 4 2 4806251735
46 2 9 Spirituality 3 2 4 2 43 43 5 1 1491954596
38 2 1 1 2 4 3 48 48 26003 2 2 7649806370
41 1 8 1 2 5 2 25 20 63379 4 2 8878689697
37 1 4 1 2 5 1 38 38 19422 4 2 8016845881
42 1 8 1 3 5 2 35 35 44124 4 2 4107812116
34 2 1 1 1 4 5 14 14 46938 1 1 1247134222
46 2 8 1 3 6 3 14 14 47331 2 2 5415803696
35 1 8 2 3 5 2 32 32 10019 5 2 7242693006
35 2 1 1 2 4 3 38 35 18446 4 1 7985134567
34 2 3 9 2 6 3 5 5 95134 4 2 6363975037
29 1 8 1 3 3 4 13 49 61364 2 2 7133739031
31 2 1 1 3 4 2 25 25 63361 1 1 6566084343
29 1 3 3 2 4 2 43 43 77003 5 1 1306107970
33 1 1 3 1 5 2 9 9 32114 4 2 6888850536
29 1 8 6 3 5 2 32 32 14467 4 2 4321202035
60 1 8 8 2 4 1 30 30 7109 2 2 3540199603
42 2 3 1 1 5 2 43 43 75751 1 2 5018605738
20 1 8 1 2 4 2 20 20 21075 4 2 1633894075
36 1 8 8 3 3 1 5 5 95354 2 1 9835151447
24 2 8 1 2 5 2 35 48 44124 4 2 7439450277
62 1 6 1 3 4 3 20 20 21703 3 1 2825269652
32 1 1 1 2 5 2 17 17 40272 4 2 3218223047
48 1 5 1 2 4 3 43 43 77360 1 2 1418440155
34 1 1 1 2 6 3 32 32 11201 5 2 2822181647
68 2 2 1 1 5 2 12 5 83642 4 2 7492039026
30 1 2 1 1 5 3 40 40 29044 5 2 4972332669
35 1 4 1 1 6 2 13 32 60607 5 2 3584802765
28 1 8 1 2 5 3 13 13 60089 4 2 7553831371
49 2 1 7 mixed 3 5 1 38 32 17013 4 2 1132261427
25 2 8 8 2 5 2 5 5 91767 4 2 9061322393
40 1 1 6 3 6 3 5 5 94619 4 1 9972815318
33 2 8 1 2 5 2 35 35 43202 3 2 8315883907
23 2 2 1 1 5 4 9 9 32004 4 1 4483555755
56 2 8 1 2 5 1 47 47 98057 4 2 8182105002
55 1 8 1 1 5 1 38 38 15401 1 2 1913510221
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Page 150 of 151 
 
28 1 8 8 2 5 2 31 31 87121 5 2 7781831598
65 1 2 1 2 5 1 5 5 95446 1 1 9971118639
38 1 8 1 2 4 1 5 5 4 2 9621041831
50 2 8 1 2 4 2 5 5 94960 4 2 9207742274
51 1 1 1 3 7 3 22 22 48188 4 2 4491265737
39 2 1 6 1 5 2 21 32 2148 4 2 933378753
35 2 8 1 3 4 2 32 32 14424 2 2 2750898809
41 1 2 1 3 5 1 35 35 44107 4 1 4163798890
27 1 1 2 2 5 4 9 9 33147 3 2 4366436265
29 2 1 1 2 4 3 3 3 86442 3 2 9584739855
25 2 1 5 1 5 2 33 33 28358 1 2 9536025687
67 2 8 8 3 4 2 47 47 98037 5 2 244281259
34 1 8 1 3 5 3 9 32 10055 3 2 7653107573
36 1 2 1 1 5 3 5 5 91723 4 2 7082995651
57 1 2 1 3 6 2 16 16 67204 4 1 6523677818
27 1 1 1 1 5 5 4 4 72173 2 2 2545449333
29 2 1 8 2 5 3 11 10 30004 4 1 3627484063
30 2 3 1 1 3 4 51 46 23602 5 2 6111109931
22 1 2 2 3 5 3 3 3 85714 3 2 7079453435
30 2 8 1 2 5 1 5 5 93004 4 2 2934996420
50 2 1 1 1 3 4 49 49 54601 3 2 9389282376
35 1 3 1 1 3 3 43 43 76137 4 1 5012289127
48 1 1 1 3 6 2 38 38 18944 2 1 6255883825
69 1 8 6 2 4 2 37 37 97209 5 1 5781516442
25 2 8 2 3 4 1 43 43 77013 3 2 5888579427
37 1 8 3 3 3 3 4 5 72762 4 2 5587664642
31 2 1 3 3 4 4 7 7 6101 4 1 3782110786
29 1 8 1 3 5 4 49 49 53207 4 2 4903371403
26 1 8 1 1 5 2 18 18 70065 4 2 7004063138
27 2 1 2 1 5 3 3 3 85335 4 2 9611007855
34 1 8 2 2 5 1 28 28 89129 4 2 5720074865
64 1 1 1 3 4 3 9 9 32828 4 2 7076727147
26 1 8 1 3 4 3 3 3 85122 4 2 4468128033
58 2 8 1 2 5 3 31 31 87047 1 2 6731384540
27 1 8 6 3 6 3 38 38 19104 5 1 6277748900
30 1 2 1 2 6 3 21 21 1106 3 2 315027511
26 1 2 3 2 5 3 47 47 98052 5 2 2825090349
28 2 8 2 3 4 1 5 5 5 2 5860421643
31 1 2 1 3 3 3 33 33 27295 2 2 8404579833
23 1 8 3 2 4 2 11 10 30094 4 2 8258074037
36 1 8 1 2 6 1 5 5 91367 4 2 2714487430
35 1 8 1 3 3 3 48 48 25161 2 2 1973680192
55 1 8 1 2 5 3 35 48 45327 2 2 2640407332
33 1 3 1 1 4 5 25 25 63379 2 2 2106363587
51 1 3 1 1 5 4 44 44 84062 2 1 8656360614
32 2 8 1 1 6 1 47 47 98926 1 2 8748837378
63 1 1 1 3 6 2 13 13 60525 4 2 446902927
24 1 8 1 1 5 2 5 5 90011 5 2 6630749208
30 2 8 1 2 4 2 6 46 80909 4 2 6330167693
38 1 8 1 1 5 3 37 13 97209 5 2 4782302742
26 1 2 3 2 5 4 47 47 98052 4 2 7584391008
34 2 3 1 3 5 2 44 44 84123 4 2 4331166292
28 2 3 2 2 4 4 38 38 15139 3 2 1263687247
31 2 2 6 2 4 2 5 5 91744 4 2 8070893906
33 2 8 1 2 4 2 9 30 32839 4 1 7133663957
30 1 8 1 3 5 1 43 43 78681 4 2 937408343
43 2 8 1 1 5 2 24 24 39307 2 2 9778660605
23 1 8 1 3 3 2 46 46 2487 2 1 8342211251
28 1 8 1 2 5 3 4 10 72113 4 2 3341637798
32 2 1 3 2 6 4 33 46 28105 4 2 1107467180
31 1 1 1 1 5 2 42 42 37804 2 1 8378116763
31 1 8 1 2 3 3 32 32 14210 3 2 4106530160
31 2 8 1 3 3 1 40 48 29710 4 1 9800268379
32 1 1 3 2 5 2 35 35 44143 4 1 3642834625
25 1 2 3 2 5 3 5 5 91304 4 2 1160761988
53 2 2 1 3 5 4 9 13 32260 4 2 9072422543
38 1 2 1 1 5 3 13 13 60634 5 2 9446749
45 2 2 1 1 6 1 18 18 70435 1 2 7884753267
54 1 8 1 2 4 2 49 49 53095 3 2 4434959157
29 1 8 1 2 6 2 43 43 79416 5 2 7150163231
39 1 8 1 1 5 2 5 5 94118 5 2 7215139996
55 2 1 3 2 5 4 14 14 47905 4 2 8349464791
44 1 2 1 1 4 3 37 13 97623 1 1 6572737642
21 1 8 8 2 4 3 5 5 92120 3 2 8657793025
30 1 8 1 3 5 4 6 6 80235 4 2 159490471
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56 2 2 1 1 5 2 36 36 73132 4 2 6753664440
28 1 2 1 2 5 2 30 30 8205 4 2 1917928475
36 1 1 3 3 4 1 43 43 75007 4 2 3779079248
34 2 2 1 2 5 3 13 13 62454 1 2 3318743305
30 1 1 1 1 5 4 40 40 29801 2 2 6713833203
44 1 1 1 1 5 4 43 43 75080 4 2 8622196768
29 1 8 1 2 4 2 43 13 79924 5 2 8407699218
28 1 8 6 3 5 3 38 38 19012 5 2 137257422
27 1 8 1 2 4 1 46 46 24073 1 2 3146337694
47 2 2 1 2 4 2 22 22 48088 4 2 2994654993
43 2 8 1 2 5 2 46 46 23834 2 2 1638334947
23 1 8 1 1 5 4 23 23 55401 4 2 9683404238
24 2 8 3 2 4 1 3 3 2 2 6402203207
40 1 8 6 3 6 3 20 20 21230 5 1 4979941565
41 1 2 1 3 3 3 13 13 60441 4 2 8246727087
22 1 8 1 2 4 3 19 19 2 2 7268653274
32 1 8 1 3 3 1 9 9 33955 1 2 3318842686
28 1 6 8 2 5 1 30 30 7501 4 2 7843488841
28 2 1 2 3 2 3 5 5 92376 4 2 3021060451
21 2 8 6 2 2 2 5 5 95014 4 2 7168615683
28 2 8 2 2 5 2 32 32 11237 3 2 4109542444
50 1 1 2 3 3 4 5 5 90731 3 2 5413020378
29 1 1 2 3 4 2 3 3 85035 5 2 7420585984
37 2 9 spiritual 1 1 5 3 2 10 99703 3 2 5939258518
27 1 8 1 2 4 3 5 5 91761 3 2 6312897973
30 2 8 1 3 4 1 43 43 77450 4 2 1284109037
68 2 1 1 3 5 2 43 21 78520 5 2 1543220728
27 1 2 6 1 4 2 5 5 91731 4 2 3936581914
39 1 8 1 3 5 4 38 38 15001 4 2 4385623484
31 1 8 2 2 4 1 46 46 22079 4 1 790973254
35 2 1 1 2 5 4 38 38 15601 3 2 2420773208
47 2 1 3 1 4 5 37 37 97603 1 2 2950240443
43 1 8 1 2 3 2 13 13 62526 5 2 3985281363
24 2 2 1 1 3 5 38 38 15626 2 2 6291636778
31 1 1 1 2 5 4 38 38 15666 1 2 283254329
33 1 2 1 2 5 4 11 10 30350 4 2 2546796845
27 2 2 1 2 5 3 21 21 2155 3 1 1812490723
22 2 8 1 3 5 1 32 32 11229 5 2 2916455054
27 2 8 3 2 5 4 43 16 3 2 5103097935
30 1 8 2 3 4 1 28 32 89130 4 2 916850739
28 1 1 1 2 3 2 35 35 45750 2 2 2650743564
39 2 8 1 3 6 3 21 21 1089 4 2 6964628268
35 1 8 1 3 5 3 11 10 31705 2 2 4455449986
32 2 2 1 2 4 3 47 47 98118 1 2 231020362
28 1 3 1 2 3 1 11 16 30144 4 2 7210687398
27 2 4 1 1 5 2 32 32 10003 5 2 6964445961
34 1 1 1 1 6 3 9 18 32803 5 2 9728083922
32 3 8 1 3 5 1 13 13 62694 1 2 4904226306
27 1 8 1 1 4 3 19 19 4605 1 2 8149637747
56 2 2 1 2 3 1 21 21 2108 4 2 2978619858
38 2 1 1 2 3 2 43 43 79101 2 2 8993513705
57 1 9 Unitarian 8 3 5 2 23 23 55104 5 1 7535568447
 
 
 
