We characterize the forbidden projections of unate Boolean functions. Forbidden projections are analogous to forbidden graph minors. Unate functions have been studied in switching theory and in computational learning theory.
Introduction
A major topic in graph and matroid theory has been the characterization of classes of graphs and matroids by forbidden minors (see, e.g., 9]). Analogously, it is possible to characterize some classes of Boolean functions by forbidden projections. A minor of a graph is formed by contraction and deletion of a subset of the edges in the graph. A projection of a Boolean function is formed by taking a subset of the input variables of the function and xing each of them to either 0 or 1.
Surprisingly, despite the interest in graph and matroid minors, there has been almost no work on forbidden projections. One exception is the work of Seymour 8] , who has characterized certain classes of clutters by forbidden clutter minors. A clutter is a collection of sets L such that for A 1 ; A 2 2 L, A 1 6 A 2 .
Therefore, the sets of a clutter correspond directly to the minterms of a monotone Boolean function. Seymour's work can be viewed as giving a forbidden projection characterization of certain subclasses of the monotone Boolean functions.
In this paper, we characterize the class of unate Boolean functions by forbidden projections. Unateness is a generalization of monotonicity. Let x 2 V . The function f is monotone in x if for every assignment Dept. of Electrical Engineering and Computer Science Northwestern University 2145 Sheridan Rd. Evanston, IL 60208-3118. Lisa Hellerstein was partially supported by NSF Grant CCR-9210957. a 2 f0; 1g V that sets x to 0, f(a) = 1 ) f(a x 1 ) = 1. (Here a x 1 denotes the assignment that is identical to a except that x is set to 1.) That is, changing x from 0 to 1 in an assignment cannot decrease the value of f. The function f is anti-monotone in x if for every assignment a 2 f0; 1g V that sets x to 1, f(a) = 1 ) f(a x 0 ) = 1. The function f is unate in x if it is either monotone or anti-monotone in x.
A Boolean function is monotone if it is monotone in all its input variables. It is unate if it is unate in all its input variables. Unate functions have been studied extensively in switching theory 6, 7] . More recently, they have been exploited in the development of algorithms in computational learning theory 1, 3] .
The class of monotone Boolean functions has a simple characterization in terms of forbidden projections. The class consists of exactly those functions that do not have any projections equivalent to g(x) = x. In contrast, the characterization of unate functions by forbidden projections is signi cantly more complex.
Minimally Non-Unate Functions
To characterize the unate Boolean functions by forbidden projections, it su ces to characterize the class of minimally non-unate functions. We call this class MNU. A function f is in MNU i f is non-unate, but every non-trivial projection of f is unate. Every non-unate function has a projection that is in MNU. Therefore, a function f is unate i no projection of f is in MNU.
One of the simplest functions in MNU is the Boolean consensus function. A Boolean function f is a consensus function if f(a) = 1 when a is the all-0's or all-1's assignment, and f(a) = 0 otherwise. To verify that this function is in MNU, note that any non-trivial projection of f will be inconsistent with at least one of the two satisfying assignments. The resulting projection must be unate since it has at most one satisfying assignment.
A function f is a generalized-consensus function if there is some assignment s such that f(s) = f(s) = 1 (where s is the bit-wise complement of s) and f(a) = 0 on all other assignments a. Generalized consensus functions are also in MNU.
The function (x; y; z) = xz _ xy is in MNU but is not a generalized-consensus function (because exactly four of the eight possible assignments are satisfying assignments). To verify that is in MNU, note that (1; 0; 0) = 0 and (0; 0; 0) = 1 so is not monotone in x, and (0; 1; 1) = 0 and (1; 1; 1) = 1 so is not anti-monotone in x. However, xing the value of any variable of results in a unate projection.
The characterization of MNU is fairly involved. It hinges on the fact that if f is a function in MNU, then there are precisely two complementary assignments that demonstrate the \non-unateness" of all the non-unate variables of f. That is, changing the setting of any non-unate variable x in one of these assignments shows that f is not monotone in x. Changing the setting of x in the other assignment shows that f is not anti-monotone in x. If f is a consensus function, then f has only non-unate variables, and the two complementary assignments are the all-0's and the all-1's assignments. Other functions in MNU contain both unate and non-unate variables. In the function given above, y and z are unate variables, and x is a non-unate variable. The generalized consensus functions (which include the consensus function) and their negations are an extreme case of the functions in MNU, those with no unate variables.
A description of the characterization
Our characterization is based on partial orders. Let a; b; c 2 f0; 1g V be assignments to the variable set V . De ne the partial order (V; c ) such that a c b i a 6 = b and for all x 2 V , c(x) = 0 ) a(x) b(x) and c(x) = 1 ) b(x) a(x). If c is the all 0's assignment, then c is the standard partial order on the Boolean lattice, and f : f0; 1g V ! f0; 1g is monotone i for all a; b 2 f0; 1g V , a c b ) f(a) f(b).
A Boolean function f : f0; 1g V ! f0; 1g is unate i for some c 2 f0; 1g V , a c b ) f(a) f(b). In this case we say that (V; c ) is a monotone orientation of f. Moreover, if for x 2 V , c(x) = 0, then f is monotone in x, and if c(x) = 1, then f is anti-monotone in x.
For any assignment b 2 f0; 1g V , and any subset V 0 V , let bj V 0 denote the assignment b restricted to the domain V 0 . That is, bj V 0 : V 0 ! f0; 1g such that for all x 2 V 0 , bj V 0 (x) = b(x).
We now describe how to construct an arbitrary function f : f0; 1g V ! f0; 1g in MNU. Start with a set of variables V such that jV j 2. Pick two complementary assignments, s and t = s, to V . Choose a subset V U ( V such that jV U j 6 = 1, and an assignment c 2 f0; 1g VU such that if jV U j > 0 then c 6 = sj V U and c 6 = tj V U . Then choose a unate function g de ned on V U such that g obeys the following properties: In Section 2.2 we show that a function is in MNU i it can be constructed by the above method. We also show in Section 2.2 that if f is produced by the construction, then V U is the set of all the unate variables of f. Thus if f is in MNU, then the number of unate variables of f is not equal to 1. The following functions in MNU illustrate the construction.
Example 1 Consider the function de ned above.
(x; y; z) = x z _ xy To generate this function using the construction, let V U = fy; zg, let s = (1; 1; 1) and t = (0; 0; 0) be assignments to (x; y; z), and let c = (0; 1) be an assignment to (y; z). Then de ne g(y; z) = yz. It is easy to verify that g is unate and satis es all the required properties. 2
Example 2 Let V = fx 1 ; x 2 ; : : :; x n g. Let V U = ;. Let s = (0; 0; : : :; 0) and t = (1; 1; : : :; 1) be assignments to (x 1 ; x 2 ; : : :; x n ). Let g 0 (since g is de ned on V U = ;, it must be a constant function). Let c be the empty assignment. The resulting function in MNU is as follows. Recall that there is only one minimally non-monotone function, f(x) = x. In contrast, the following argument shows that for all n, there are a doubly exponential number of minimally non-unate functions on n variables. We construct a subclass of functions MNU on n variables. Say jV j = n and n is odd (ignore one variable if n is even). Pick a variable x 2 V , and let V U = V nfxg. Let c be the all-zeroes assignment to V U . Consider the set H of assignments to V U that have exactly half of their variables set to one and half set to zero. Let s and t be two xed complementary assignments to V such that sj V U ; tj V U 2 H. Now consider the set of all functions g : f0; 1g VU ! f0; 1g such that g(sj V U ) = g(tj V U ), g(a) = 0 if a has fewer than half its variables set to 1, and g(a) = 1 if a has more than half its variables set to 1. The output of g can be either 0 or 1 on all assignments in H n fsj V U ; tj V U g. All such functions g satisfy the properties required of g in the construction. Since jHj = ? n?1 (n?1)=2 , the number of such functions g is 2 2 ( n?1 (n?1)=2 )?2 . Since each such g de nes a di erent function f in MNU, it follows by Stirling's approximation that the number of functions on n variables in MNU is at least 2 2 ( n?1 (n?1)=2 )?2 = 2 2 n p n . The number of these functions that are non-isomorphic under permutations of the variables is at least 2 2 ( n?1 (n?1)=2 )?2 =n! which is also 2 2 n p n :
Recognition Problems
In graph theory, the study of forbidden minors has yielded important results on graph recognition problems (see e.g., 9]). Below, we discuss the complexity of the recognition problem for unate functions, and for MNU. However, we do not claim that our characterization of unate functions by forbidden projections has implications for the recognition problem for unate functions.
We de ne the recognition problem for a class of Boolean functions F as follows: given the truth table of a Boolean function f, determine whether f is in F.
There is a simple algorithm for solving the recognition problem for unate functions that is based on the properties of unate functions given in Section 2.1. The algorithm checks, for every assignment a, if f(a x 0 ) < f(a x 1 ) or f(a x 0 ) > f(a x 1 ). If there exist assignments b and c such that f(b x 0 ) < f(b x 1 ) and f(c x 0 ) > f(c x 1 ), then f is non-unate. Otherwise f is unate. This algorithm clearly runs in time polynomial in its size of its input, which is the truth table of f. The exact complexity of the algorithm depends on the form of the input and the model of computation. Suppose assignments are represented by n-bit numbers and the truth table is an array of length 2 n indexed by those numbers. Then if elementary operations on n-bit numbers (such as taking the bit-wise exclusive OR of two of them) take constant time, the algorithm runs in time O(n2 n ).
Note that the existence of the assignments b and c such that f(b x 0 ) < f(b x 1 ) and f(c x 0 ) > f(c x 1 ) guarantees that f does contain a (possibly trivial) projection in MNU. However, it is not necessary to explicitly nd a projection of f in MNU to determine that f is non-unate.
There is also a simple algorithm for solving the recognition problem for the class of MNU functions. It uses the above method to check whether f itself is non-unate. Also, for each variable x, it checks whether the two projections setting x to 0 and 1 respectively are both unate. Clearly f is in MNU i f is non-unate and all projections checked are unate.
A variation of the recognition problem for Boolean functions takes as input a Boolean formula for a function, rather than a truth table. When F consists solely of the function that is 0 on all assignments, the variant recognition problem is actually co-SAT, the complement of SAT, and is therefore co-NP complete. The variant recognition problem for unate functions is also co-NP complete. It is in co-NP because a nondeterministic algorithm can guess and verify the existence of assignments b x 0 , b x 1 , c x 0 , and c x 1 described above, thus proving that f is non-unate. It is co-NP hard by the folowing simple reduction from co-SAT. Given a Boolean formula , construct g = ^ , where = (x _ y)(x _ y) is the non-unate parity function, and x,y are not variables in . If is not satis able, then g 0 and is therefore unate. If is satis able, then g is non-unate because it contains as a projection.
The variant recognition problem for MNU is co-NP hard, by the following reduction from co-SAT. Let be a Boolean formula on variable set V . Given , construct g = ( ^ )_h, where = x yz_xy z_xyz _xyz expresses the (non-unate) parity function on x; y; z, and h is a formula expressing the consensus function on V fx; y; zg. If is not satis able, then g h which is in MNU. If is satis able, then it can be shown that projecting g according to the satisfying assignment of yields a non-unate function, and thus g is not in MNU. The recognition problem for MNU is also in the complexity class D P since it is the intersection of a co-NP problem (unateness of each projection of f) and an NP problem (non-unateness of f). (See 5] for a discussion of D P .) It is unknown if the recognition problem for MNU is D P -complete.
2 Formal Characterization of MNU
De nitions
We will consider an assignment a 2 f0; 1g V to be a a function from V to f0; 1g. All functions appearing in this paper have the form f : f0; 1g V ! f0; 1g for some Boolean variable set V . The word \function" will be used in place of \Boolean function" for the remainder of the paper. If x (0) 2 f0; 1g, let a x x (0) denote the assignment b such that b(y) = a(y) for all y 2 V ? fxg, and b(x) = x (0) . Let a x denote the assignment a x a(x) . For a set of variables X V , let a X denote the assignment a x1;x2;:::;xn where X = fx 1 ; x 2 ; : : :; x n g. Two assignments are complementary if they disagree on every variable.
If f : f0; 1g V ! f0; 1g, a is an assignment to V , x 2 V , and f(a) 6 = f(a x ), then a is justifying for x in f. We say that f depends on a variable x 2 V if there is a justifying assignment for x in f.
A partial assignment is a function p : V ! f0; 1; ?g. If p(x) = ? we say that x is not assigned by p. If p is a partial assignment and a is an assignment, let p=a denote the extension of p obtained by setting the unassigned variables according to a, i.e., (p=a)(x) = p(x) if p(x) 6 = ?, and (p=a)(x) = a(x) otherwise.
If f : f0; 1g V ! f0; 1g V and p is a partial assignment to V , we de ne f p to be the function derived from f by \hardwiring" the variables assigned values by p. That is, f p : f0; 1g V ! f0; 1g such that for all a 2 f0; 1g V , f p (a) = f(p=a): For any such f p there is an associated functionf p that is equivalent to f p on a restricted domain. That is,f p : f0; 1g VS ! f0; 1g where V S = fx 2 V j p(x) = ?g. Therefore, f p (a) =f p (aj V S ) for all a 2 f0; 1g V . The functionf p is a projection of f. Clearly, a projectionf p is unate i f p is unate. Where it will cause no confusion, we will also refer to f p as a projection. 
Characterization
Our goal is to provide a set of conditions characterizing functions in MNU. The conditions center around the existence of the function g from which f is de ned. The following lemmas are used to derive the conditions and prove their necessity. PROOF Every function of one variable is unate. Since f is non-unate, jV j > 1. If f did not depend on some variable x, the two projections which x x to 0 and x x to 1 would be identical, and both non-unate.
LEMMA 2 Let f : f0; 1g V ! f0; 1g be a function in MNU that is non-unate in x with respect to the ordered assignment pair (a; b). Then a = b.
PROOF By de nition of (a; b) we have a(x) = b(x) so we need only prove that a(y) = b(y) for all y 6 = x. Let y be a variable in V such that y 6 = x. Assume (for contradiction) that a(y) = b(y). Without But then y is a non-unate variable of f p , and thusf p is a non-unate non-trivial projection of f, contradicting f 2 MNU. Therefore, either c or c y must be a justifying assignment for x.
The previous lemma concerned a pair x; y of non-unate variables of f. We generalize to all the non-unate variables of f as follows.
LEMMA 5 (Star Lemma) Let f be a function in MNU de ned on variable set V , jV j > 2. If V N is the set of non-unate variables of f, then there are exactly two assignments s and t that are justifying for all variables in V N , and t = s.
PROOF It su ces to show that any three non-unate variables share two justifying assignments. Suppose s and t are both justifying assignments for x, y, and z. If x, y, and share two justifying assignments, those assignments must also be s and t, since these are the only two assignments which are justifying for both x and y by Lemma 4. Say that f is non-unate in x with respect to (a; b), non-unate in y with respect to (c; d), and non-unate in z with respect to (q; r). From It follows that either the left column is true or the right column is true (otherwise an inconsistency results). In either case, we have that x, y, and z share two justifying assignments. We label these assignments s and t. Since a = b and a x = b x , we have that s = t.
We call these common justifying assignments the Star assignments since in the Hasse diagram associated with f, each such assignment is labelled di erently from its neighbors, and the subgraph consisting of the assignment and its neighbors form a star graph.
For the remaining lemmas, we will suppose that f is a function in MNU de ned on V , and jV j > 2. Let V U ( V be the set of unate variables of f. Let V N = V ? V U be the set of non-unate variables of f. Let P = fp 2 f0; 1; ?g V j 8x 2 V U ; p(x) = ?; 8y 2 V N ; p(y) 2 f0; 1gg. That is, P is the set of partial assignments which x the non-unate variables of f and leave the unate variables assigned. Clearly, jPj = 2 jVNj .
LEMMA 6 There exists some assignment c 2 f0; 1g VU such that for all p 2 P, ( For a function f with unate variables V U , we call the assignment c as constructed above the monotone setting of f. The function f is completely determined by the 2 jVNj projectionsf p for p 2 P. By Lemma 6, (V; c ) is a monotone orientation for eachf p . For each p 2 P, let L p be (the Hasse diagram of) the lattice (V; c ), labelled according tof p . The next lemma shows that all such labelled lattices are equal, with the exception of the two latticesf p s andf p t where p s assigns the variables in V N according to s, and p t assigns the variables in V N according to t. The labelled lattice L p s di ers from the other lattices exactly on its label for the assignment sj V U , and the labelled lattice L p t di ers from the other lattices exactly on its label for the assignment tj V U (see Figure 2 ). LEMMA 7 Let s and t be the Star assignments of f. Then for all p; q 2 P, and for any assignment a 2 f0; 1g VU such that a 6 = sj V U and a 6 = tj V U ,f , and in this case condition c) implies that g(sj V U ) 6 = g(tj V U ). A consequence is that jV U j 6 = 1 for any function in MNU. The construction given in the introduction follows immediately from the theorem and these observations. PROOF Let f : f0; 1g V . The theorem is vacuously true if jV j 1. Suppose jV j = 2, and f obeys the conditions of the theorem. As argued above, jV U j 6 = 1, and therefore since V U is a proper subset of V , jV U j = 0. In this case f is either XOR or XOR. XOR is a generalized consensus function, and both it and XOR are in MNU. Conversely, if jV j = 2 and f is in MNU, f must be equal to either XOR or XOR, and in either case f satis es the conditions of the theorem.
Assume now that jV j > 2. f 2 M N U ) f satis es Conditions Let V U be the unate variables of f, and let V N = V ? V U be the non-unate variables of f. As in the proof of the lemmas, let P be the set of partial assignments to V that assign values to variables in V N and leave the variables in V U unassigned. Let s and t be the Star assignments of f as described in Lemma 5.
Suppose jV U j = ;. By Lemma 8, f(s) 6 = f(t) and for any a 2 f0; 1g V n fs; tg , f(a) 6 = f(s) = f(t).
Therefore f is either a generalized consensus function or the negation of such a function. In either case, f is in MNU. Now assume jV U j > 0. Let c be the monotone setting of f (de ned in the proof of Lemma 6). We de ne g as follows. For all a 2 f0; 1g V , g(aj V U ) = . Since a = s, g(aj V U ) is de ned to be equal to f(a), and since b 6 2 fs; tg, g(bj V U ) is de ned to be equal to f(b). So the de nition of g is also consistent here. This completes the proof of the consistency of g.
Let p 2 P such that p(x) = s(x) for some x 2 V N . Note that since p(x) = s(x) we have f p (a) = g(aj V U ) for all a 2 f0; 1g V n fsg: We now show that all the conditions hold. Likewise, f(t ) = f(t).
Without loss of generality, assume s( ) = 0 and f(s) = 0. Then, since s and t are complementary, t( ) = 1 and we have f(s) = f(s 0 ) = 0 = f(t 1 ) = f(t) f(s ) = f(s 1 ) = 1 = f(t 0 ) = f(t ) so f is a non-unate function.
To show that every non-trivial projection of f is unate, it su ces to show the unateness of the projections produced by xing the value of exactly one variable (because then all projections of such unate functions are unate). Consider any partial assignment p which xes a single variable x 2 V and leaves all other variables undetermined. We show thatf p is unate in each of its variables and hence is a unate function.
For any variable 2 V U n fxg, condition a) implies that is a unate variable in f (c will serve as the monotone setting of eachf p , so it must be the monotone setting for f). A unate variable remains unate under any projection of the function, sof p is unate in . Now let 2 V N n fxg. For any assignment a to V such that a 6 2 fs; t; s ; t g we know from condition e) that f(a) = g(aj V U ) = g(a j V U ) = f(a ). Thus the only justifying assignments for are fs; t; s ; t g. Since s and t are complementary, we have either p(x) = s(x) or p(x) = t(x). Without loss of generality, say p(x) = s(x) = t(x). Then f p (t) = f(t x ) since p=t = t x = f(t x; ) since t x is not justifying for = f p (t ):
So t and t are not justifying for in f p , leaving s and s as the only possible justifying assignments for in f p . This implies that f p is either monotone or anti-monotone, i.e., unate, in .
Therefore, since f is non-unate but any non-trivial projection of f is unate, f 2 MNU. 
