1. Introduction {#sec1-1}
===============

Cells have developed a complex system to govern the internal transport of materials from single molecules to large complexes such as organelles during cell division \[[@r1]\]. While these processes are essential for the maintenance of cellular functions, their physical understanding is incomplete. It is now well documented that intracellular transport is mediated by both thermal diffusion and molecular motors that drive the cellular material out of equilibrium \[[@r2]--[@r4]\]. Measurements of the molecular motor driven transport have been made in the past via single molecule tracking (see e.g \[[@r5]\].). However, developing a more global picture of the spatial and temporal distribution of active transport in living cells remains an unsolved problem. Approaching this question experimentally can be reduced fundamentally to the problem of quantifying spatially heterogeneous dynamics at the microscopic scale. In the past, cellular material has been studied successfully by both externally-driven \[[@r6], [@r7]\] and passive particle tracking \[[@r8]--[@r10]\]. Recently, bending fluctuations of microtubules have been used to probe the active dynamics in actin networks \[[@r11]\].

In this article we introduce another approach -- quantitative phase imaging (QPI) -- to study the spatial and temporal distribution of active (deterministic) and passive (i.e. diffusive) transport processes in living cells. QPI reveals the optical pathlength distribution, *s*(r), associated with the transmitted field through thin specimens, including live cells, (for a review, see \[[@r12]\]),
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In [Eq. (1)](#e1){ref-type="disp-formula"}, *h* is the local thickness, r = (x, y), and *n* the refractive index contrast with respect to that of the surrounding medium. The pathlength fluctuations can be expressed to the first order as $$\begin{array}{l}
{\Delta s(\mathbf{r},t) = s(\mathbf{r},t) - {\langle{s(\mathbf{r},t)}\rangle}_{\mathbf{r},\mathbf{t}}} \\
{\text{\quad\quad\quad} = \left\lbrack {{\langle{h(\mathbf{r},t)}\rangle}_{\mathbf{r},\mathbf{t}} + \Delta h(\mathbf{r},t)} \right\rbrack\left\lbrack {{\langle{n(\mathbf{r},t)}\rangle}_{\mathbf{r},\mathbf{t}} + \Delta n(\mathbf{r},t)} \right\rbrack - {\langle{h(\mathbf{r},t)}\rangle}_{\mathbf{r},\mathbf{t}}{\langle{n(\mathbf{r},t)}\rangle}_{\mathbf{r},\mathbf{t}}} \\
{\text{\quad\quad\quad} \simeq {\langle{n(\mathbf{r},t)}\rangle}_{\mathbf{r},\mathbf{t}}\Delta h(\mathbf{r},t) + {\langle{h(\mathbf{r},t)}\rangle}_{\mathbf{r},\mathbf{t}}\Delta n(\mathbf{r},t)} \\
\end{array}$$where the angular brackets indicate both temporal and spatial average. Thus, $\Delta s(\mathbf{r},t)$, contains information about both out-of-plane thickness fluctuations, Δ*h*, and in-plane refractive index fluctuations, Δ*n*. Recently, the h-contribution to out-of-plane pathlength fluctuations has revealed new behavior in red blood cells, where *n* is well approximated by a constant \[[@r13]--[@r17]\]. Here we focus on the last term of [Eq. (3)](#e3){ref-type="disp-formula"}, i.e., the in-plane mass transport revealed by Δ*n.*

2. Spatial light interference microscopy (SLIM) {#sec1-2}
===============================================

Experimentally, we employed a novel method recently developed in our laboratory, referred to as spatial light interference microscopy (SLIM) \[[@r18]\]. This imaging technique uses spatially coherent, broadband light, as illustrated in [Fig. 1a](#g001){ref-type="fig"} Fig. 1a) Microscope as a scattering instrument: dash line, scattered field; green, unscattered fields. b) Quantitative phase image of a live cell. Color bar indicates phase in radians. c) Momentum transfer in a microscope.. SLIM operates by adding spatial modulation to the image field of a commercial phase contrast microscope. In addition to the conventional π/2 shift introduced between the scattered and unscattered light in phase contrast microscopy \[[@r19]\], we generated further phase shifts in increments of π/2. This additional modulation was achieved by using a liquid crystal phase modulator placed in the Fourier plane of the imaging field. In this setup, four images corresponding to each phase shift (nπ/2, n = 0, 1, 2, 3) are recorded, to produce a quantitative phase image that is uniquely determined.

[Figure 1b](#g001){ref-type="fig"} depicts the quantitative phase image associated with a live cell. Note that, due to contrast changes induced by the four phase shifts, SLIM is able to minimize the effect of the well-known halo artifact that otherwise disturbs most phase contrast images. Recently, we have shown that the data contained in a quantitative phase image is equivalent to that of an extremely sensitive light scattering measurement \[[@r20]\], as shown in [Fig. 1c](#g001){ref-type="fig"}. Thus, k~i~ is the incident wave vector, k~s~ scattering wave vector, and q is momentum transfer (or scattering wavevector), which corresponds to a single spatial frequency in the image. .The scattering angle (or momentum transfer) is limited only by the numerical aperture of the objective. Thus, QPI essentially allows measurements throughout the entire forward scattering half space from a single CCD exposure.

3. Dispersion-relation Phase Spectroscopy (DPS) {#sec1-3}
===============================================

3.1 Principle {#sec2-1}
-------------

Due to its broadband illumination, SLIM lacks speckle-induced noise and, thus, is highly sensitive to pathlength changes down to a fraction of nanometer \[[@r18], [@r21]\]. Throughout our measurements, the phase image acquisition rate was approximately 1 frame/s, which is lower than the decay rates associated with the bending and tension modes of tensed membrane fluctuations \[[@r15]\], such that we can safely ignore these contributions. The measured pathlength fluctuations in this case report on the dry mass transport within the cell \[[@r22]\]. This 2D dry mass density, $\rho \propto \Delta n$, satisfies an advection-diffusion equation, which includes both directed and diffusive transport \[[@r23]\], $$D\nabla^{2}\rho(\mathbf{r},t) - \mathbf{v} \cdot \nabla\rho(\mathbf{r},t) - \frac{\partial}{\partial t}\rho(\mathbf{r},t) = 0,$$where D is the diffusion coefficient of the particles and **v** is the advection velocity due to flows in the sample cell. The spatiotemporal autocorrelation function of ρ is defined as $$g(r',\tau) = {\langle{\rho(\mathbf{r},t)\rho(\mathbf{r} + r',t + \tau)}\rangle}_{t,r},$$where the angular brackets indicate temporal and spatial average. In equation \[[@r4]\], τ denotes the time difference. Taking the spatial Fourier transform of [Eq. (4)](#e4){ref-type="disp-formula"}, we obtain the temporal autocorrelation, $\widetilde{g}$, for each spatial mode q, as
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[Equation (5)](#e5){ref-type="disp-formula"} relates the measured temporal autocorrelation function to the diffusion coefficient, D, and velocity, v, of the matter in the cell. Note that the same autocorrelation can be measured via dynamic light scattering at a fixed scattering angle \[[@r24]\] The experimental data, however, is averaged over a broad distribution of advection velocities, so that we may write the advection-velocity-averaged autocorrelation function as $$\begin{array}{l}
{g(\text{q},\tau) = {\langle e^{i\mathbf{v} \cdot \text{q}\tau - Dq^{2}t}\rangle}_{\mathbf{v}}\underset{,}{}} \\
 \\
\left. \text{\quad\quad\quad} = e^{- Dq^{2}t}{\int\left. P( \middle| \mathbf{v} - \mathbf{v}_{0} \right.} \middle| )e^{i\mathbf{v} \cdot \text{q}\tau}d^{2}\mathbf{v} \right. \\
\end{array}$$where the probability distribution P of local advection velocities remains to be determined. In order to gain insight into the local distribution of advection speeds, we note that maximal kinesin speeds are approximately v = 0.8 μm/s \[[@r25]\]. Given the varying loads on such motors, we expect that the typical advection speeds will be distributed below this limit. The average advection speed may in fact be significantly lower than this value as there must be transport in a variety of directions. Consequently, we propose that $P(v)$ is a Lorentzian of width Δv and that the mean advection velocity averaged over the scattering volume is significantly smaller than this velocity, $v_{0} < < \Delta v$. From this simple model we find that the integral in [Eq. (6)](#e6){ref-type="disp-formula"} can be evaluated as
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Thus, the mean advection velocity produces a modulation of frequency $\omega(\mathbf{q}) = \mathbf{v}_{0} \cdot \mathbf{q}$ to the temporal autocorrelation, which decays exponentially at a rate $\Gamma(q) = \Delta vq + Dq^{2}$. This relationship between the decay rate Γ and its wavenumber q represents the dispersion relation associated with intracellular transport. Thus, we refer to our method for studying transport as dispersion-relation phase spectroscopy (DPS), not to be confused with optical dispersion. We note that here "spectroscopy" refers to measuring spatiotemporal frequencies associated with mass transport and should not be confused with optical spectroscopy.

3.2 DPS validation with polystyrene microspheres in Brownian motion {#sec2-2}
-------------------------------------------------------------------

In order to mimic better the viscous properties of the intracellular environment, we used SLIM to image the Brownian motion of 1 µm polystyrene spheres in highly concentrated (99%) glycerol.

[Figure 2a](#g002){ref-type="fig"} Fig. 2a) Quantitative phase image of 1μm polystyrene beads in glycerol. Colorbar indicates pathlength in nm. b) Mean squared displacements (MSD) obtained by tracking individual beads in a. The inset illustrates the trajectory of a single bead. c) Decay rate vs. spatial mode, Γ(**q**), associated with the beads in a. The dash ring indicates the maximum q values allowed by the resolution limit of the microscope. d) Azimuthal average of data in c) to yield Γ(q). The fits with the quadratic function yields the value of the diffusion coefficient as indicated.) shows the SLIM phase image of the sample with a field of view of 73x73 µm^2^. We acquired SLIM images for 10 minutes with an acquisition rate of 1 frame/s. In principle the expected diffusion coefficient can be calculated via the Stokes-Einstein equation, provided the viscosity of glycerol is known. However, since the viscosity of concentrated glycerol is highly sensitive to the absolute value of the concentration, which is prone to experimental (mixing) errors, instead we measured the diffusion coefficient by tracking individual particles in the phase image. [Figure 2b](#g002){ref-type="fig"} shows the mean-squared displacements (MSD) obtained by averaging the trajectories of 54 particles. We used a numerical algorithm developed in Ref \[[@r26]\]. and implemented in ImageJ by Levy. The linear fit yields D = (1.60 ± 0.04)x10^−3^ μm^2^/s. From the SLIM data, we calculated the dispersion relation, Γ(q~x~, q~y~), as shown in [Fig. 2c](#g002){ref-type="fig"}. Thus, we first perform the spatial Fourier transform of each frame, then calculated the temporal bandwidth, Γ, at each spatial frequency(q~x,~q~y~) through performing the temporal Fourier transform. We then perform the azimuthal average to obtain the radial function $\Gamma(q),\quad q = \sqrt{q_{x}{}^{2} + q_{y}{}^{2}}$. This experimental curve exhibits the expected q^2^ dependence, as illustrated in the log-log plot of [Fig. 2d](#g002){ref-type="fig"}. The diffusion coefficient obtained is D = (1.40 ± 0.07) x10^−3^ μm^2^/s and compare very well with those measured via particle tracking.

Note that measuring diffusion via DPS eliminates the need for tracking individual particles and, more importantly, applies to particles that are not resolved in the image, i.e. are smaller than the diffraction spot of the microscope, as long as the particles travel over distances larger than the diffraction spot. This is largely the case in studying mass transport in live cells.

4. DPS of live cells {#sec1-4}
====================

We performed experiments on various types of live cells including glia and microglia cells, which are common in the central nervous system. In these cells, individual, un-labeled particles cannot be easily resolved or tracked by light microscopy. The cells were imaged in culture medium under physiological conditions, 37 °C and 5% CO2 controls. All images were acquired with objective 40X/NA = 0.75 except [Fig. 3e](#g003){ref-type="fig"} Fig. 3Quantitative phase image of a culture of glia (a, g), microglia (c) and hippocampal neurons (e). b) Dispersion curve measured for the cell in a. The green and red lines indicate directed motion and diffusion, respectively, with the results of the fit as indicated in the legend. Inset shows the Γ(q~x~, q~y~) map. d, f, h) Dispersion curves, Γ(q), associated with the white box regions in c),e) and g), respectively. The corresponding fits and resulting D and Δv values are indicated.) where 63x/NA = 1.4 was used. [Figure 3](#g003){ref-type="fig"} shows results obtained on live cells. The cell-averaged $\Gamma(q)$ curve shown in [Fig. 3a-b](#g003){ref-type="fig"} exhibits a dominant quadratic shape, which yields a diffusion coefficient D = (9.60 ± 0.04) x10^−4^ μm^2^/s. Further, at the low-wavenumber end of the measurement range, we found a distinct linear dependence. From the linear term in fitting the dispersion curve, we extracted the advection velocity distribution width, obtaining a value of Δv = 1.3 nm/s. Examining the data from live cells we note that we do not observe sinusoidal oscillations of the autocorrelation function, which would indicate a dominant velocity. This sets an upper limit on the mean advection velocity $v_{0}q_{\max}\tau_{\max} < < 1$. Given an observation time of ten minutes, the upper limit on the mean advection speed is $\approx 0.1\, nm/s$ suggesting that, if present, a mean velocity is below this value. Thus, we can conclude that there are no persistent currents in the cell in steady-state. Deviations from the simple quadratic dispersion relation, however, demonstrate the presence of local directed transport, but this directed transport does not generate coherent flows within the cell. These results are fairly insensitive to the exact form of the advection speed distribution postulated. To obtain a part of the decay rate that is linear in the wave number term, one needs only postulate an upper speed cutoff and a reasonably broad distribution of speeds below this limit.

Further, we used DPS to study the mass transport in subcellular sub-domains. [Figures 3c-h](#g003){ref-type="fig"} shows the SLIM images of various cells in culture and the $\Gamma(q)$ curves associated with the respective regions. Note that the signal from the strips is associated with fluctuations along a single row of pixels, which explains the relatively higher noise level. These data exhibit a diversity of behavior, from purely diffusive in the microglia culture ([Figs. 3c-d](#g003){ref-type="fig"}) to purely directed, in the putative dendrite of a neuron ([Figs. 3e-f](#g003){ref-type="fig"}) \[[@r27]\].

The entirely directed transport measured along the dendrite is in line with what is generally known about that ATP-consuming cargo transfer along microtubules via protein motors. Examining a narrow strip whose long axis is oriented radially with respect to the cell nucleus ([Figs. 3g-h](#g003){ref-type="fig"}), we found that the transport is diffusive at short scales (below approximately 2π/q = 2 μm) and directed at large scales. These findings suggest that, in general, both D and Δv may be inhomogeneous and anisotropic. Remarkably, the diffusion coefficients measured in the cell have much lower values than, for example, those associated with submicron particles in water. In order to study further this behavior, we performed a comparison between particle tracking and DPS measurements in both the nucleus and cytoplasm, as summarized in [Fig. 4](#g004){ref-type="fig"} Fig. 4a) and c) MSD ensemble-averaged over 7 and 6 particles in nucleus and cytoplasm regions, respectively, as indicated in [Fig. 3g](#g003){ref-type="fig"} by the red and blue boxes. Corresponding fits give diffusion coefficients and standard deviation of drift velocity. Inset in a) shows the MSD for a particle in **log** scale where directed motion is indicated by green line. b) and d) are dispersion curves for the same area of a) and c. Inset are trajectories of two particles denoted by black arrow in [Fig. 3 g](#g003){ref-type="fig"}). The blue one is the particle at cytoplasm and red one is inside nucleus.. Using the ImageJ "particle tracker" plugin \[[@r26]\], we tracked the mass centroid of 6 microdomains in the nucleus and the resulting averaged MSD is shown in [Fig. 4a](#g004){ref-type="fig"}. Interestingly, the curve indicates a strong diffusive component that appears to have two modes, characterized by slightly different diffusion coefficients of 0.88 μm^2^/s and 0.55 μm^2^/s. Remarkably, the value obtained by DPS is 0.6 μm^2^/s, in between the two values given by tracking ([Fig. 4b](#g004){ref-type="fig"}). The directed motion component of the MSD in [Fig. 4a](#g004){ref-type="fig"} is seen more clearly for one domain in the inset. The value obtained is Δv = 2.8 nm/s, while DPS yields Δv = 4.1 nm/s.

Tracking discrete particles in the cytoplasm results in higher diffusion coefficients than obtained by DPS, 4-5 μm^2^/s vs. 1.7 μm^2^/s, indicating that the continuous mass included in the DPS analysis is slower than the individual discrete particles. Interestingly, the width of the velocity distribution from DPS,\~6.9nm, as shown in [Fig. 4d](#g004){ref-type="fig"}) is comparable with the average speed from particle tracking, \~7 nm/s, as shown in [Fig. 4c](#g004){ref-type="fig"}) which is expected from a system of particles actively transported in all directions isotropically. Our simultaneous measurements of DPS and particle tracking confirm that transport in continuous mass distributions is generally slower than that of discrete particles. This is the origin of the very low average values of the diffusion coefficients reported by DPS. Previous reports, by Thompson et al. \[[@r28]\] and Tseng et al. \[[@r29]\] reported similar values for the nuclear material. In particular, Tseng et.al. obtained values of up to 520 Poise for the mean shear viscosity of the intranuclear region in Swiss 3T3 fibroblasts, while the values of the diffusion coefficient obtained by particle tracking match ours very well (of the order of 10^−3^ µm^2^/s and below). Interestingly, evidence was found for elastic behavior in nuclei at time scales below 1 s, which is currently not covered by our current instrument. Taken together, these results and ours indicate that the transport in live cells is far from being fully understood. We believe our dispersion relation analysis may provide a complementary approach for studying this phenomenon label-free, over broad spatial and temporal scales.

5. Summary and discussion {#sec1-5}
=========================

In sum, we developed an approach to study the intracellular transport that is based on measuring the dispersion curves, $\Gamma(q)$, from quantitative phase imaging. On average the mass transport in a live cell is diffusive at small scales (1 μm and below) and deterministic at large scales (several microns). Our experiments show that continuous or completely transparent systems can be studied successfully by this method, in a label-free manner. Biologically, this result is quite reasonable: mass transport at large scales cannot be accomplished effectively by diffusion alone, as it is too slow; thus, it requires energy consumption. For example, neurons are a particular cell type that must accomplish transport over very large distances. Our results showing that the dendritic transport is largely directed strongly supports this idea.

It is worth noting that DPS can be equally used with other quantitative phase imaging techniques, such as these described recently in Refs \[[@r30]--[@r32]\]. The temporal limitations of studying subcellular transport are due to the acquisition rate; currently SLIM acquire 2.3 frames/s. However, this is not a limitation of principle and higher acquisition rates can be reached by using, for example, faster camera and spatial light modulation.
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