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Abstract. Alcohol consumption among young adolescents is problematic as
health implications and behavioural changes are common consequences.
Another problematic factor among young adolescents is the amount of delin-
quencies committed. In this paper an adaptive social agent network model using
friendship relationships as predictor for alcohol consumption and amount of
delinquencies committed is explored. The proposed agent network model was
empirically validated using classroom data on young adolescents gathered by
Knecht in Dutch schools. The agent network model is second-order adaptive and
applies a bonding by homophily adaptation principle with adaptive adaptation
speed describing clustering in friends networks based on the two aforemen-
tioned factors respectively.
Keywords: Social dynamics  Agent network model  Second-order adaptive
1 Introduction
Drinking alcohol on a daily basis is a widely accepted practice and is often seemingly
inseparable from social interactions in many modern day societies. However, health
consequences due to alcohol consumption are a common occurrence, and can be
especially problematic at a young age [1, 5–7, 10, 12, 14, 15, 19]. Both online and
offline interaction among young people have been shown to contribute to increased
alcohol consumption [10, 12]. As alcohol is often considered a social cohesive, it is
logical to study the relation between social networks and alcohol consumption in order
to assess any potential causality. Especially during early adolescence do social inter-
actions among peers become increasingly important influential factors. A phenomenon
closely related to this is bonding-by-homophily, which expresses the increased
occurrence of interactions between similar persons compared to dissimilar persons [2,
13, 16]. An extensive study done by Knecht et al. [10] in 2010 aims to shed light on the
effects of this bonding principle and potential social influences among adolescent
friends in Dutch schools. They observed that, despite the varying friendship dynamics
and individual drinking behaviour, the social network dynamics are a recurring element
for the prediction of alcohol consumption among young adolescents. In a similar way
they analysed the relation to delinquencies committed by young adolescents.
© Springer Nature Switzerland AG 2020
D.-S. Huang and P. Premaratne (Eds.): ICIC 2020, LNAI 12465, pp. 161–173, 2020.
https://doi.org/10.1007/978-3-030-60796-8_14
The conceptual idea of social agent networks is a useful basis to formalise and
analyse the above processes computationally. Computational formalisation can be a
good basis for the development of tools to explore the complex and phenomena as
described above and support societal decision making. One of the proposed compu-
tational methods to study such social dynamics in agent networks is the Network-
Oriented Modelling approach presented in [18]. This generic AI modelling approach is
based on (adaptive) causal relations incorporating a continuous time dimension to
model agent network dynamics and adaptivity; it is briefly introduced in Sect. 2.
A number of studies have shown that this computational modeling method can be used
to model a variety of social networks; e.g., [3, 4, 8, 11, 18]. Together with the scientific
domain literature indicated above, this modeling perspective provides an adequate
multidisciplinary research background for the work reported here.
As a main contribution, in this paper a second-order adaptive social agent network
model addressing the above processes is described (in Sect. 3) and explored by sim-
ulation experiements (in Sect. 4). The social agent network model incorporates the
social contagion principle, the first-order adaptive bonding by homophily principle, and
a second-order principle for adaptive speed of first-order adaptation. The agent network
model was verified by means of mathematical analysis of equilibria (see Sect. 5).
Validation was done by the analysis of a data set on alcohol consumption and delin-
quencies among Dutch high school students [10]; this is discussed in Sect. 6. In order
to assess the formation of friendships based on both factors, subsequent parameter
tuning was performed by means of Simulated Annealing [9]. The second-order
adaptivity and the validation using these empirical data distinguish this work from
existing work. Finally, Sect. 7 is a discussion.
2 The Adaptive Modelling Approach for Agent Networks
Network-Oriented Modelling [18] based on temporal-causal networks uses nodes and
connections between these nodes as a basic representation. The former are interpreted
as states, or states variables, whereas the latter model causal relationships between such
states, and have weights as labels. Both states and (in adaptive networks) connections
are allowed to vary over time, and thus give rise to dynamics within the network and
adaptivity of the network. The design of a network model on a conceptual level is
specified as a labeled graph or in a conceptual role matrix specification format [18].
Table 1 summarizes the main concepts. Firstly, states and connections between them
representing causal impacts of the states upon each other. Secondly, the notion of a
connection weight expresses the strength of impact of a connection. Combination
functions are used to aggregate the combined influence of states on a given state, and
speed factors represent the rate of change of a given state with respect to time.
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A large variety of combination functions can be used for different states in
temporal-causal networks, providing sufficient flexibility for the aggregation of causal
impact of states upon one another. The choice of a combination function largely
depends on the application at hand, and can further be varied between states in the
same system. Combination functions that are often used are briefly elaborated upon in
Table 3. The numerical representations based on the above defined conceptual
framework is presented in Table 2.
The obtained difference equation or its equivalent differential equation in the last
row of Table 2 is important for both simulation and mathematical analysis of a network
model. When a (first-order) adaptive temporal-causal network model is considered,
Table 1. An overview of the important concepts in conceptual temporal-causal networks.
Concepts Notation Explanation
States and connections X, Y,
X ! Y
Denotes the nodes and edges in the conceptual
representation of a network
Connection weights xX,Y A connection between states X and Y has a
corresponding connection weight. In most cases: xX,
Y 2 [−1, 1]
Aggregating multiple
impacts on a state Y
cY(..) Each state has a combination function which is
responsible for combining causal impacts of all states
from which Y gets incoming connections
Timing of the effect of
causal impact
ηY The speed factor determines how fast a state changes
by any aggregated causal impact. In most cases
ηY 2 [0, 1]




Y(t) At each time point t any state Y has a
real number value, usually in [0, 1]
Single causal
impact
impactX,Y(t) = xX,Y X(t) For every time point t state X with
connection to state Y impacts Y,





¼ cY ðimpactX1;Y ðtÞ; . . .; impactXk ;Y ðtÞÞ
¼ cY ðxX1;YX1 tð Þ; . . .;xXk ;YXk tð ÞÞ
The aggregated causal impact of
multiple states Xi on Y at t, is
determined using a combination






þ gY ½aggimpactY ðtÞ  YðtÞ Dt
¼ YðtÞþ gY ½cY ðxX1;YX1 tð Þ;
. . .;xXk ;YXk tð ÞÞ  YðtÞ Dt
The speed factor ηY; determines how
fast a state changes upon aggregated
impact of the states Xi from which
state Y has incoming connections
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network characteristics such as the connection weights, speed factors and combination
functions can explicitly be represented themselves as network states, called reification
states [18], and thus also evolve over time according to a difference equation of the type
presented above for them. Such (first-order) reification states can be depicted as a
separate level in the network picture, called first-order reification level. As this process
of network reification can be repeated to obtain higher-order adaptation, in this way
multiple levels can be distinguished, as illustrated for second-order adaptation by the
example network model in Fig. 1.
Several examples of combination functions in adaptive temporal-causal networks
are used in literature such as [3, 8, 11]; see Table 3 for some of them. The first is the
identity id(.) for a single state impacting another state. The second is the scaled sum
ssum(..) with a scaling factor k. The third is the advanced logistic sum alogisticr,s(..)
with parameters r for the steepness and s for the threshold. These and other combi-
nation functions are further explained in [18], Chap. 2. A fourth combination function
discussed is the simple linear homophily function slhomo,(..), where is a homophily
modulation factor and is a homophily tipping point. For an in depth derivation of this
function Sect. 3. In Table 3 a mathematical representation of each of the four com-
binations functions is presented. In the slhomoa,s(V1, V2, W) combination function, the
variable W stands for the value of the connection weight reification state used in the
adaptive network.
3 The Adaptive Agent Network for Bonding by Homophily
In this section the second-order adaptive social agent network model for bonding by
homophily is introduced. In [18] it is shown how the design of adaptive agent network
models can be addressed in a principled manner. First, note that at the base level (non-
adaptive) dynamics of the states in the form of social contagion is modeled. By this, the
state values mutually affect each other through the connections with their weights. In
this way there is a causal pathway from connection weights to state values. Next, a first
form of adaptivity (first-order adaptation) addresses the dynamics of the connection
weights between two persons A and B. In particular, bonding by homophily describes
Table 3. An overview of some combination functions. The latter two are used in the adaptive
social agent network model presented here.
Combination function Description Formula cY(..) =
id(V) Identity V
ssumk(V1, …, Vk) Scaled sum V1 þ ...þVkk with k > 0
alogisticr,s(V1, …, Vk) Advanced logistic sum 1





slhomoa,s(V1, V2, W) Standard linear homophily W + a (s − |V1 − V2|)(1 − W)W
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how these connections are affected by the activation levels of the states A and B. To
make this more precise, the effect of the state activation levels on the connection
weights must be determined. This is where the homophily principle is detailed further:
• Activation values close to one another exert an upward pressure on connection
weight xA,B; activation levels for A and B distant from each other exert downward
pressure on xA,B
In this way, a causal pathway occurs from state values to connection weights.
Therefore there is a circular causal relation between state values and connection
weights. In other words, it becomes hard to distinguish between the causes and the
consequences, as is discussed more in depth in [2, 15–17].
To incorporate the described effect of bonding by homophily on the connection
weights in a numerical manner, for any agents A and B in the base level network,
representations in terms of first-order network reification states WB,A and their network
characteristics are required. The change in WB,A will depend on a yet to be chosen
combination function cWB;AðV1;V2;WÞ; the general difference equation becomes
WB;AðtþDtÞ ¼ WB;A tð Þ þ gWB;A cWB;AðAðtÞ; BðtÞ;WB;A tð ÞÞ WB;A tð Þ
 
Dt
and the differential equation becomes:
dWB;A tð Þ=dt ¼ gWB;A cWB;AðAðtÞ; BðtÞ;WB;A tð ÞÞ WB;A tð Þ
 
As shown in [18], Chap. 13, a simple linear homophily combination function with
connection weight reification stateWB,A for the connection from agent A to agent B can
be obtained by the following combination function (also shown in Table 3):
cW V1;V2;Wð Þ ¼ slhomoa;s V1;V2;Wð Þ ¼ W þ a s V1  V2j jð Þ 1Wð ÞW
The parameters a and s can be chosen as required for the model at hand. The term
W(1 − W) ensures adequate bounding within [0, 1].
On top of the first-order adaptive social agent network model described above, a
second-order adaptation level is built. This is used to make the adaptation speed of the
first-order adaptation, adaptive itself. For this, second-order reification states HWB;A are
introduced, indicating in a dynamic manner the speed of change for the connection
weight WB,A from agent B for agent A. For the states HWB;A the combination function
alogisticr,s(V1, …, Vk) was used.
So, within the adaptive social agent network model, each of the agents is modeled
by a three-level agent model for a second-order adaptive social agent, consisting of a
number of states and their connections:
• base state Y for the agent
• first-order reification states WX1;Y ; . . .;WXk ;Y for the weights of all of Y’s adaptive
incoming connections
• second-order reification states HWX1 ;Y ; . . .;HWXk ;Y for the adaptive learning rates of
each of the incoming connections for Y
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For a more detailed overview of the connectivity within this adaptive agent model,
see Table 4; for a simple example for only one first-order reification state and one
second-order reification state, see the pink oval in Fig. 1.
Note that the three-layered social adaptive agent model for agent Y as a whole only
has incoming connections from X1, …, Xk; internally these inputs are processed in
parallel at each of the three levels. Note that the red downward arrows define special
effects according to the role played by the reification state. For example, in the dif-
ference equation from Table 2, for reification state WBi;A (playing the role of con-
nection weight) its value is used as connection weight xBi;A, and for reification state
HWBi ;A (playing the role of speed factor) its value is used as speed factor gWBi ;A . This is
explained in more technical detail in [18], Chaps. 9 and 10.
Table 4. Overview of the different types of states, their roles, and their connectivity (as used in
the simulations)
State Role Connectivity in the network
Name Number
A,.., I X1, …,
X9
Base states for the different
agents
• All mutually connected (72 black
arrows in the base plane)
• For each Y of them 8 incoming
connections from the first-order
reification states WXi;Y (8 blue
downward arrows)
• For each Y of them 8 outgoing
connections to WXi;Y and 8 outgoing





states for the base
connections from X to Y
• An outgoing connection to Y to
provide the adaptive weight for the
connection from X to Y (red
downward arrow)
• An outgoing connection to
HWX;Y (blue upward arrow)
• Three incoming connections: from






Speed factor reification states
for states WX,Y
• An outgoing connection to WX,Y to
provide the adaptive speed factor for
WX,Y (red downward arrow)
• Four incoming connections from
X and Y, and from WX,Y (blue
upward arrows) and from itself
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4 Simulation Scenarios for the Agent Network Model
The designed agent network model has been compared to empirical data from one
classroom from the Knecht data set [10]. To make the validation of the model more
feasible, the group was split on sex and only the friendship, alcohol and delinquency
data related to the male students were kept. In Table 5 all empirical data used are
shown.
The initial values for the model were taken from the first wave of the remaining
data. Connections in the base network mean that student X sees student Y as a friend.
Since the network is directed, friendships are not always reciprocated. The network
initially consists of 9 nodes and 23 edges, giving an average in-degree of 2.556. The
nodes with the highest in-degree are A, F and G, which have an in-degree of 4. Two
strongly connected components can be identified with B, D, E and H making up the
first component and A, C, F, G, I the second component. As the friendship connections
should be able to change over time each student was to some extent connected to every
other student. The initial values of the connection weights that initially exist were set at
0.9, and the initial values of the other connection weights are set to the low value 0.1.
Fig. 1. A conceptual representation of the designed second-order adaptive social agent network
model. Two example states are given for the first and second reification level to illustrate the
effect of each state. The actual agent network model used in the simulations contains on each
reification level not 2 but 9*8 = 72 reification states for the weights of all connections between
the base level states and their speed factors. The pink oval depicts what together forms a three-
layered model for one second-order adaptive social agent. (Color figure online)
Table 5. The data on alcohol consumption and delinquency at four points in time with
preprocessing as explained in the paper.
Alcohol Wave 1 Wave 2 Wave 3 Wave 4 Delinquency Wave 1 Wave 2 Wave 3 Wave 4
A 0.1 0.1 0.1 0.1 A 0.3 0.3 0.5 0.3
B 0.1 0.1 0.1 0.1 B 0.1 0.1 0.3 0.1
C 0.3 0.3 0.5 0.7 C 0.1 0.3 0.5 0.3
D 0.1 0.1 0.5 0.9 D 0.1 0.3 0.3 0.1
E 0.1 0.1 0.1 0.1 E 0.1 0.1 0.2 0.3
F 0.1 0.1 0.1 0.1 F 0.3 0.1 0.3 0.1
G 0.1 0.1 0.5 0.9 G 0.7 0.1 0.5 0.7
H 0.1 0.1 0.1 0.1 H 0.1 0.3 0.1 0.1
I 0.1 0.1 0.3 0.7 I 0.1 0.3 0.5 0.3
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The initial values of the base states were based on the first wave alcohol or
delinquency values from the Knecht dataset, depending on which of the two were
simulated. The empirical data used to tune the model was based on the alcohol or
delinquency data from the other waves. However, some of the data was missing for
certain students at certain time points. Linear interpolation was used to create values for
those entries. The values for alcohol and delinquency were normalised between 0.1 and
0.9 for the model. The initial values of the 72 (first-order)W states are either 0.1 or 0.9,
depending on if initially a recognized friendship exists between the nodes in the net-
work. The initial values of all 72 (second-order) H states were 0.1.
5 Empirical Validation of the Adaptive Agent Network
Model
Running the model described in the previous section with hand-set values for the
network characteristics until t = 20 with Dt = 0.1 for alcohol and delinquency values
separately provided results as shown in Fig. 2 with a Root Mean Square Error (RMSE)
between the empirical data and results of 0.7017 and 0.6866 for alcohol and delin-
quency respectively. Clustering was observed, but the results do not correspond to the
empirical data, which is why a high RMSE occurs.
In order to reduce the RMSE, the model was tuned more systematically to get
values for the network characteristics that correspond more to the real world. In the first
experiment, the speed factors of the base states were tuned using Simulated Annealing
with roughly 5000 iterations, while keeping all other parameters the same [9]. This give
the results for alcohol and for delinquency shown in Fig. 3. The RMSE and resulting
parameter values are shown in Table 6. The RMSE for these models is significantly
lower than for the simple models. Note that the predicting alcohol usage has a slightly
higher RMSE than the delinquency variant. Also observe that the speed factors are low
for students that do not change their alcohol consumption or the amount of delin-
quencies they commited. Clusters are being formed in both simulation scenarios.
Fig. 2. The 9 state values of the network are presented for both alcohol (on the left) and
delinquencies (on the right) with respect to time.
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For a next experiment, again the speed factors for the base states were tuned but
additionally the tipping points s for a few selectedW states were tuned. TheseW states
were chosen in the following manner. The nodes with the highest in-degrees were
identified, being A, F and G. The students these nodes represent are thus liked by a lot
of classmates. Then the outgoing edges from these nodes present in Fig. 1 were used to
optimize the influence they have on the network. Again simulated annealing for
roughly 5000 iterations was used to find the optimal values.
This results in the RMSE and parameters shown in Table 7 and the simulations
with these parameters as shown in Fig. 4. The RMSE for both simulations is lower than
in the previous experiment. The alcohol usage based model has a slightly lower RMSE
than the delinquency variant. In both cases 3 clusters are formed.
Fig. 3. The 9 state values of the network are presented for both alcohol (on the left) and
delinquencies (on the right) with respect to time. The tuning of the speed values is done in both
instances.
Table 6. Parameters found when tuning speed factors for alcohol and delinquency, along with
the RMSE of the simulation with these parameters compared to the empirical data.
RMSE ηA ηB ηX ηD ηE ηU ηC ηH ηI
Alcohol 1.85 * 10−1 7.02 * 10−3 9.90 * 10−1 1.78 * 10−3 2.19 * 10−1 6.02 * 10−3 7.42 * 10−5 9.95 * 10−1 9.57 * 10−3 2.24 * 10−1
Delinquency 1.83 * 10−1 8.09 * 10−3 2.49 * 10−3 1.36 * 10−1 1.26 * 10−2 9.74 * 10−1 7.02 * 10−3 3.60 * 10−1 6.99 * 10−3 1.43 * 10−1
Fig. 4. The 9 state values of the network are presented for both alcohol (on the left) and
delinquencies (on the right) with respect to time. The tuning of both the speed values and several
tipping points was done in both instances.
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6 Mathematical Verification of the Model
To verify that the model is mathematically correct, in [18], Chap. 12 it is observed that
a state has a stationary point (i.e., dY(t)/dt = 0) if and only if
gY ¼ 0 or aggimpactY tð Þ ¼ YðtÞ
The model is in equilibrium at t if all states have a stationary point at t. Furthermore,
from [18], Chap. 3, Sect. 3.6.1 it is concluded that (assuming speed H > 0) for the
standard linear homophily function obtain the following equilibrium equation is obtained:
W ¼ slhomoa;sðV1;V2; WÞ ¼ W þ aðs V1  V2j jÞ 1Wð ÞW
which for a > 0 is equivalent to:
ðs V1  V2j jÞ 1Wð ÞW ¼ 0
Thus, all connection weightsW should equal to either 0 or 1, or else |V1 − V2| must be
equal to s. Running the model for the simulation in Sect. 5 for end time 100 and Dt = 1,
the correctness of the model in the emerging equilibrium was verified. First, it was anal-
ysed if the base states have reached an equilibrium state of the network model at t = 100.
Table 7. Parameters found when tuning speed factors and selected tipping points for alcohol
and delinquency, along with the RMSE of the simulation with these parameters compared to the
empirical data.
Alcohol Delinquency Alcohol Delinquency
RMSE 1.57 * 10−1 1.67 * 10−1
ηA 1.93 * 10
−2 9.61 * 10−3 sWA;F 3.08 * 10
−1 2.53 * *10−1
ηB 6.41 * 10
−1 2.54 * 10−5 sWA;G 2.86 * 10
−1 9.78 * 10−1
ηC 9.70 * 10
−1 9.30 * 10−3 sWF;A 9.98 * 10
−1 9.65 * 10−3
ηD 9.86 * 10
−1 1.84 * 10−2 sWF;C 6.73 * 10
−1 3.54 * 10−1
ηE 2.26 * 10
−4 2.77 * 10−2 sWF;G 4.09 * 10
−2 7.52 * 10−1
ηF 3.36 * 10
−3 3.31 * 10−5 sWG;A 4.47 * 10
−2 2.73 * 10−2
ηG 9.15 * 10
−2 9.82 * 10−1 sWG;F 3.66 * 10
−1 1.07 * 10−2
ηH 3.37 * 10
−3 9.31 * 10−3
ηI 9.51*10
−1 9.82*10−1
Table 8. Equilibrium analysis for all 9 base states, two first-order reification states and two
second-order reification states in the social agent network model.
Base state Xi A B C D E F G H I
Xi(t) 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
aggimpactXi 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
deviation 3 * 10−10 6 * 10−10 4 * 10−10 4 * 10−10 4 * 10−10 3 * 10−10 3 * 10−10 3 * 10−10 5 * 10−10
2nd order state Xi HWA,B HWI,H 1
st order state Xi WA,B WI,H
Xi(t) 0.9886 0.9886 Xi(t) 0.9993 0.9993
aggimpactXi 0.9886 0.9886 value for equilibrium equation 1 1
deviation −2.3 * 10−7 −2.1 * 10−7 deviation 7.2 * 10−4 6.7 * 10−4
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As seen in Table 8 all base states have reached a stationary point, since aggim-
pactY(t) = Y(t). Next, it was analysed if the homophily function in the model is
mathematically correct by evaluating the W states or the s parameter value of the
homophily function of these states. The complete analysis of all 144 W and H states is
required for a complete mathematical verification of the proposed model. Including the
verification is however beyond the scope of here presented work. Instead, two W and
H states were analysed to show mathematical validity of sample states. However, the
similarity between the states in both reification levels respectively indicates that the
calculated validity is likely to hold for all states. The chosen first-order reification states
are WA,B and WI,H. State WA,B has a value of 0.9993 at equilibrium, giving an error
from 1 of 1 − WA,B = 7.2289*10
−4. State WI,H has a value of 0.9993 at equilibrium,
giving an error from 1 of 1 − WI,H = 6.7210*10
−4. The results for the corresponding
H states are shown in Table 8 lower part. These results are further in accordance with
the aforementioned theory.
7 Discussion
In this paper the dynamic and adaptive relation between friendships and alcohol
consumption and the committing of delinquencies were analysed computationally by
means of a second-order adaptive social agent network model. Also other network
models have been previously proposed as a means to simulate social networks and the
homophily principle (e.g. [2, 4, 11, 18]); however, these models are only first-order
adaptive whereas in the current paper a second-order adaptive agent network model
was used. In [18], also a second-order adaptive agent model was presented. However,
that was a single cognitive agent model and the focus was on metaplasticity as known
in Cognitive Neuroscience. In contrast, the current paper addresses a multi-agent case
of a social agent network model. In [18], Sect. 6 also an adaptive social network model
was modeled and simulated which is second-order adaptive. However, the second-
order adaptation there has focus on adaptive tipping points and not on adaptive learning
speed as in the current paper.
To provide a good fit to empirical data, initially the speed factors of the base states
were tuned by Simulated Annealing for both alcohol and delinquency data. Thereafter,
also multiple tipping points of the simple linear homophily combination function wre
tuned. These tipping points were chosen by picking the three nodes with the highest in-
degree. The model that predicted alcohol usage was slightly more accurate than the
delinquency variant with RMSE values of 1.6*10−1 and 1.7*10−1 respectively. The
difference in RMSE was, however, relatively insignificant. This shows that both
alcohol consumption and the committing of delinquencies have been adequately
illustrated by the proposed model. In both cases clustering is observed, but more for
alcohol consumption compared to the committing of delinquencies, as is shown in
Fig. 4. This is likely due the similarity in initial values for alcohol consumption,
whereas a larger spread is observed in the initial values of the data on delinquencies.
A subsequent mathematical verification further indicates the mathematical validity of
the model.
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A number of aspects could be further improved upon in future work. The first of
which is the inclusion of more parameters in the tuning process. Secondly, the inclu-
sion of data on a complete class or multiple classes could further improve the accuracy
of clustering behaviour in the model compared to the fitted data. Additionally, a
multicriteria homophily can be used to combine alcohol and delinquency data in one
model, alongside other demographic information that is present in de dataset. A final
improvement to the model can be to focus on the inclusion of different adaptivity
mechanisms. This could for instance be implemented by creating extra adaptive states
for other combination function parameters.
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