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Abstract: Reservoir Computing is a novel computing paradigm that uses a 
nonlinear recurrent dynamical system to carry out information processing. 
Recent electronic and optoelectronic Reservoir Computers based on an 
architecture with a single nonlinear node and a delay loop have shown 
performance on standardized tasks comparable to state-of-the-art digital 
implementations. Here we report an all-optical implementation of a 
Reservoir Computer, made of off-the-shelf components for optical 
telecommunications. It uses the saturation of a semiconductor optical 
amplifier as nonlinearity. The present work shows that, within the Reservoir 
Computing paradigm, all-optical computing with state-of-the-art 
performance is possible.  
OCIS codes: (200.4700) Optical neural systems; (200.4740) Optical processing; (200.4560) 
Optical data processing; (200.4260) Neural networks; (060.4370) Nonlinear optics, fibers.  
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1.Introduction 
Reservoir Computing is a novel neural network computing paradigm introduced at the onset 
of the 21st century [1-15]. It is very well suited to process time dependent inputs, and provides 
state-of-the-art performance on tasks such as speech recognition, time series prediction, etc. 
(see [11,15] for reviews). 
A Reservoir Computer consists of a high-dimensional nonlinear dynamical system, the 
reservoir, driven by a time dependent input, and an output layer in which the output signal is 
calculated.  The time dependent output of the reservoir is given by a linear combination of the 
instantaneous internal states of the reservoir. The weights of this linear combination are the 
only parameters of the system which are trained to match the reservoir output to a target 
sequence. In addition, a few parameters of the dynamical system are usually tunable, to adjust 
how close the system is to the edge of stability and to ensure adequate coupling between the 
internal variables. The simplicity and flexibility of the concept of Reservoir Computing makes 
it eminently suitable for experimental implementation. Indeed, given the loose constraints 
which a system must satisfy in order to constitute a suitable reservoir, a variety of 
experimental realizations have so far been built. These include using a bucket of water [16], 
an analogue VLSI chip [17], and a delay system with a single nonlinear node. The latter 
architecture was introduced in an experimental architecture in Ref. [18] and studied 
independently from a theoretical point of view in Ref. [19,20]. Because of its simplicity, this 
architecture has proven very powerful for experiments. It enabled, using an electronic 
implementation, the first experimental Reservoir Computer with performance comparable to 
state-of-the-art digital implementations [21], as well as the first optoelectronic implementation 
of Reservoir Computing [18,22,23]. For a further general discussion, we refer to the 
supplementary material of Ref. [22] in which a roadmap for building experimental reservoirs 
is presented.  
The realization of all-optical Reservoir Computers is attractive. All-optical computation 
has proven a tantalizing but frustrating goal since decades. On the one hand, optics has great 
promise for computation, such as inherent speed and parallelism. On the other hand, the 
difficulty of realizing optical nonlinearities and of building complex optical architectures has 
hindered these efforts. Reservoir Computing seems a promising new avenue. Indeed, in 
Reservoir Computing one can directly use the available nonlinearities for computation, rather 
than first adapting them so as to implement specific operations (e.g. logical gates such AND, 
OR, etc…) which are then combined into more complex architectures. This implies that 
Reservoir Computing is highly flexible, a desirable feature when, as in optics, implementing 
nonlinearities is difficult. 
The possibility of an all-optical implementation of Reservoir Computing based on an 
array of Semiconductor Optical Amplifiers (SOA) on a chip has been proposed through 
numerical simulations in Ref. [24,25]. Here we report the first all-optical experimental 
implementation of a Reservoir Computer. The architecture we use is based on a fiber optics 
delay loop with a single nonlinear node and off-line training [21-23]. The nonlinearity is 
provided by the saturation gain effect in a SOA.  
The experiment reported here constitutes a significant step towards the possible 
development of analogue ultrafast all-optical computers. However, independently of the 
ultimate realization of this goal, the present work is also of fundamental interest as it 
illustrates the versatility and robustness of the delay loop architecture. Indeed, at the 
conceptual level our experiment differs from previous ones both in the type of nonlinearity 
used, and in the presence of significant amounts of noise that arise due to the spontaneous 
emission from the SOA. 
In the next section of this paper we outline the operating principle of the Reservoir 
Computer and detail the choice we made for its all-optical implementation. We then describe 
in Sec. 3 how to operate the reservoir to achieve the best performances. And finally, in Sec. 4 
we present the results obtained on a variety of benchmark tasks in order to evaluate these 
performances. 
2.The photonic hardware implementation 
2.1. Principles of reservoir computing 
On a conceptual level, a Reservoir Computer can be thought of as a collection of internal 
nodes, whose states ix  evolve in discrete time n according to a nonlinear recurrent map of the 
form 
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where N is the number of nodes, NLF is a nonlinear function,  u n is the input signal, m is the 
input mask vector, and A is the interconnection matrix. The feedback gain and the input 
gain  are parameters that are used to tune the dynamics of the reservoir in order to find its 
best working point.  The input mask im enriches the dynamics of the reservoir by distributing 
the same input to different nodes with different weights im . 
The aim of a Reservoir Computer is to carry out computation on the input signal  u n .  
The result of the computation is an output  yˆ n . It is given by a linear combination of the 
node states 
   ˆ i i
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The output weights 
iW are calculated to minimize the distance between the actual 
output  yˆ n and the desired output  y n . This is typically done by considering a “training” 
sequence for which the input and desired output are known. In many cases the distance 
between the actual and desired output is measured using the Normalized Mean Square Error 
(NMSE), given by 
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 Note that the input and output can both have more than one dimension, in which case the 
input mask
im and readout weights iW become respectively the matrices ikm and ikW , as will be 
considered in Sec. 4.5 and 4.6.  
While in most digital implementations the connection matrix A is randomly generated, 
there are in fact very few requirements on its structure, the main one being that its spectral 
radius multiplied by the feedback gain should be less than 1 in order to avoid instabilities. It 
has been shown [19,20] that even very simple interconnection matrices A can lead to excellent 
results. We can therefore choose an architecture where each node state 
ix  only depends on the 
adjacent node state 1ix  . Such an interconnection matrix can be naturally implemented in the 
time-multiplexed sequential reservoir configuration described in the next section.   
2.2. Configuration with a delay loop and a single nonlinear node.  
The Reservoir Computer implementation using a single nonlinear node and delayed feedback 
has been described in detail in Refs [21-23]. Its main advantage is experimental simplicity, 
since it requires very few components.  
 To implement this architecture, we need to go from the discrete time n used in eq. (1) to 
continuous time. To this end each input  u n undergoes a sample and hold procedure, during 
which it is held for a time T . Each interval of length T is subdivided into N intervals of 
length . The i-th interval of duration   1,...,i N  is associated with the input value  im u n , 
where im is the corresponding value of the input mask. It is these values  im u n which are 
sequentially used to drive the reservoir. 
We denote by T  the round-trip time of the delay loop. Two approaches have been 
proposed to implement the single nonlinear node and delayed feedback scheme. In the first, 
used in Refs. [21,23], one takesT T  . In this case, to enrich the dynamics, it is necessary to 
include in the delay loop a lowpass filter with time constant typically of order a few times . 
This internal time-scale couples successive node states to each other.  
In the second approach, used in Ref. [22], the nonlinearity is instantaneous, but one 
desynchronizes the input from the round-trip time, for instance by taking  1T N    . This 
introduces a coupling from each internal variable ix to the adjacent one 1ix  . It is this second 
approach that is used in the present experiment.  
2.3.Experimental implementation. 
Our experimental setup is depicted in Fig. 1. The all-optical reservoir is implemented using 
off-the-shelf fiber components operating in the telecommunication C-band. It uses an 
incoherent light source so that interference effects can be neglected and the internal 
variables  ix n correspond to the light intensity inside the loop.  The nonlinear feedback loop 
consists of a fiber spool (1.6 km of single mode fiber), an SOA (Covega C-Band SOA1117) 
and a tunable optical attenuator (Agilent 81571A). The latter determines the feedback 
strength that appears in the eq. (1). In addition the delay loop contains an isolator to avoid 
counter-propagating Amplified Spontaneous Emission (ASE) within the SOA and a band pass 
filter (commercial Coarse Wavelength Divison Multiplexer centered on 1550nm) that removes 
a large part of the spontaneous emission noise from the SOA. The noise figure of this 
amplifier has been measured on the photodiode to take values between 25 dB and  45 dB, 
depending on the input power and the pump current. 
The round-trip time of the loop is 7.9437T µs  . With 50N  internal variables and 
 1T N    , the input time-scale is 7.7880T µs , and 155.76ns  . 
Nonlinearity in a Reservoir Computer is essential to fulfill complex tasks. In our system 
the nonlinearity is provided by the saturation of the optical gain in the SOA. In Fig. 2 we show 
the measured power amplification characteristics of the SOA for various injection currents. 
These characteristics constitute the nonlinear function
NLF of our reservoir. As can be seen in 
Fig. 2, the injection current controls the shape of this nonlinear function and therefore 
constitutes an adjustable parameter in our system.  For a given task, the injection current is 
varied to get the best performance. For most tasks we have found that operating in a relatively 
linear regime, corresponding to a low input current, provides best performance. Note that in 
our experimental conditions the amplifier is always used far from the complete saturation 
regime. 
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Fig. 1: Schematic of the experimental set-up of the all-optical reservoir. The reservoir consists 
of off-the-shelf fiber optics components operating in the telecommunication C-band. It is based 
on nonlinear all-optical loop operating in incoherent regime. Optical components are in red 
whereas electronic components are in green. The all-optical loop is driven by the input optical 
signal. A Superluminescent Light Emitting Diode (SLED) generates broadband white light. An 
electronic signal corresponding to the time dependent input multiplied by the input mask is 
generated by the Arbitrary Waveform Generator (AWG). This electronic signal drives an 
integrated Lithium Niobate Mach-Zehnder intensity modulator (MZ) thereby producing a time 
dependent input optical signal whose intensity is adjusted with a variable attenuator. The input 
optical signal is injected into the cavity by means of a 50/50 fiber coupler. The cavity itself 
consists of an isolator, a Semiconductor Optical Amplifier (SOA), a variable optical attenuator, 
and a fiber spool that acts as delay line. The cavity operates below the lasing threshold. A 90/10 
fiber coupler is used to send 10% of the cavity intensity to a readout photodiode and then to a 
digitizer. Coarse Wavelength Division Multiplexers (CWDM, boxes with waves) are used to 
select a wavelength band near the maximum of emission of the SLED and the maximum gain 
of the SOA. 
 
To drive the reservoir we use an incoherent light source (40 nm broadband 
Superluminescent Light Emitting Diode (SLED, Denselight DL-CS5254A) with peak 
emission at 1560 nm). The time-varying inputs are created by means of an Arbitrary 
Waveform Generator (AWG, National Instrument model PXI-5422) that drives a Mach-
Zehnder Modulator (MZM, Photline model MXAN-LN-10). The intensity injected into the 
reservoir is chosen by means of a variable optical attenuator (Agilent, model 81571A). Two 
practically identical Coarse Wavelength Division Multiplexers (CWDM) with pass band 
[1540-1558.5nm] are added at the output of the SLED and the SOA. These filters improve the 
signal-to-noise ratio (SNR) by matching the bandwidth of the source to that of the cavity and 
removing a large portion of the ASE noise generated by the SOA.  
A fraction (10%) of the circulating light intensity is extracted from the loop via a fiber 
coupler in order to record the evolution of the node states by means of a photodiode (TTI TIA-
525 120 MHz bandwidth), and a digitizer (NIPXI-5124 Digitizer), whose output is stored in a 
desktop computer used for post-processing. The input and output are sampled by the AWG 
and digitizer at 200MSamples per second.  
In summary, the present experiment is largely inspired by our earlier work Ref. [22]. In 
particular the AWG and digitizer, as well as most of the numerical code used to control the 
system, are identical. For this reason it is instructive, as we do in the following, to compare the 
two implementations. In the present all-optical implementation, the two variable optical 
attenuators allow independent adjustment of the feedback gain and the input gain  . An 
important difference with respect to our previous work Ref. [22] is the shape of the 
nonlinearity (saturable gain versus sine nonlinearity). In the present case, the nonlinearity can 
be adjusted to some extent by modifying the injection current of the SOA, see Fig. 2. Another 
important difference is the spontaneous emission noise of the SOA that affects the SNR. An 
example of response of the all-optical reservoir to a simple input is given in Fig. 3, illustrating 
the fading memory of the reservoir and its nonlinear response. 
 
 
Fig. 2: Incoherent light amplification characteristics of the SOA. Left hand: output power 
versus input power. The SOA gain is almost linear at low input powers and bends over at input 
powers above the saturation level. The overall output power increases with increasing injection 
current. Due to spontaneous emission, the output power is non zero even at zero input power. 
From bottom to top: injection current is a) 160 mA, b) 200 mA, c) 240 mA, d) 300 mA, e) 340 
mA, f) 400 mA, and g) 520 mA. (The hysteresis effect is due to the high-pass filter of the 
modulator’s driver used for the record). Right hand: normalized input-output relation. The data 
is the same as in the left panel, but the input and output powers are normalized to lie in the 
interval [0,1]. It is this function that characterizes the nonlinearity of the reservoir, which can 
be tuned by changing the pump current. 
 
 
Fig. 3: Example response of the all-optical reservoir. The amount of light injected into the 
reservoir is kept constant (normalized value 0.5). At time t=0, the input signal (blue curve) is 
momentarily set to 1, then to zero, before returning to its initial value of 0.5. The response of 
the reservoir is recorded in green. The nonlinearity of the reservoir due to saturation of the 
SOA is clear from the initial response (positive response is less than negative response). The 
fading memory of the all-optical system is also clear. Experimental parameters are: injection 
current 187mA, feedback gain -1.6 dB, and average input power rescaled to its value at the 
entrance of the SOA 350.8µW (-4.55dBm). 
 
3. Operation mode of the all-optical reservoir  
3.1. Signal pre-processing 
Because our implementation is based on light intensity coded information, signals need to be 
adapted so that they can be represented by a positive scalar regardless of the task under study. 
To do so, the masked input sequence, i.e. the product  im u n of the input mask and the input 
signal, is renormalized to lie within the interval [0,1]. It is then converted into a voltage signal 
that drives the Mach-Zehnder Modulator (MZM) in such a way that the intensity of the light 
after the modulator is  im u n P  where P is the maximum power available. This is achieved by 
applying to the MZM the arcsine of the normalized product  im u n and multiplying the result 
by a factor chosen such that the voltage signal spans the interval [0, Vπ]. This procedure 
exploits the maximum dynamical range of the MZM while removing the nonlinearity that is 
potentially present due to the nonlinear transfer function of the MZM. This allows us to 
compare the performance of the all-optical reservoir with the previous experiments Refs. [21-
23]. Note that if we do not carry out this pre-compensation, the performance of the reservoir 
can improve on certain tasks due to the added nonlinearity provided by the transfer function of 
the MZM. 
3.2.Signal post-processing 
In our experiment the reservoir training and testing are realized on the basis of the values 
recorded by the digitizer and are thus not performed in real time. The entire recorded intensity 
time trace is first rescaled to lie in the interval [-1,+1].  Then each internal state is measured 
by averaging the normalized intensity around the middle of the corresponding time window 
over a duration of 2 . By doing so, we discard the leading and trailing edges of each time 
interval where abrupt jumps in the light intensity take place. This amounts to eliminating most 
of the influence of the photodetector response time on the state values.  
For each experiment the desired or “target” output sequence  y n corresponding to a 
given input sequence  u n is defined according to the task under consideration. The reservoir 
training then consists in applying a least mean square algorithm that calculates the set of 
weight values
iW that minimizes the mismatch between the desired output sequence  y n and 
the actual output sequence  yˆ n as calculated from Eq.(2). In order to make the reservoir more 
robust against overfitting ridge regularization is used. 
Once the training is performed, the weight values
iW are kept constant so that the reservoir 
can be tested with the remaining of the recorded normalized intensity time trace. Note that 
besides the training and testing sequences, the recorded output intensity time trace also 
contains a “warm-up” sequence that is not used in the training phase. Its role is to ensure that 
the reservoir has no memory of the steady state from which it systematically starts in the 
various experiments. Its length is typically 2 to 4 times the number of nodes in the reservoir 
(typically 200-400 samples). The total length of the warm up, training, and testing sequences 
is usually around ten thousand samples. 
4.Results 
4.1.Operating point 
We investigated several benchmark tasks that have been used previously in the Reservoir 
Computing community. In the following paragraphs we describe the different tasks and give 
the corresponding scores obtained with our all-optical Reservoir Computer. We also quote the 
operating point used to get best performance on the task. The operating point is specified by 
three parameters. 
The injection current of the SOA determines the shape of the nonlinearity, see Fig. 2. It 
also determines the noise figure of the SOA due to its ASE. For most tasks we have found that 
a small injection current, corresponding to a rather linear regime, gives best performance. The 
value of the injection current used is quoted for all tasks. In most cases it is 187mA. 
The feedback gain is estimated by measuring the small signal gain of the SOA and 
taking into account the other losses in the cavity. The largest feedback gain, corresponding to 
minimum loss in the cavity, is -1.6dB. 
The input gain  is quantified by taking the power  im u n P at the output of the MZM, 
averaging over the mask values im and the input values  u n , and then propagating the 
resulting average power (taking into account losses in the variable attenuator and coupler) to 
the input of the SOA. The input power, brought back to the input of the SOA, is measured in 
dBm and µW, which allows comparison with the transfer function of the SOA, as reported in 
Fig. 2. 
4.2.Numerical simulations 
We have developed a simple numerical model of the experiment, based on integrating 
numerically the recurrence   
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where FNL is the measured response of the SOA given in Fig. 2, and ( )ni is the noise added to 
node variable ix  at time n (the ( )ni are independent indentically distributed Gaussian 
variables with zero mean).This numerical model takes into account the measured transfer 
functions of all the components. It does not take into account any bandpass effects of the 
electronics (either at the input or readout). The ASE noise added by the SOA is modeled by 
adding the noise terms ( )ni . The aim of this numerical model was to establish whether the 
architecture used (single nonlinear node and delay loop) combined with the form of the 
nonlinearity (saturable nonlinearity) introduced fundamental limitations to our experiment. 
Except if relevant, we do not quote the predictions of these numerical simulations. 
 
4.3.Memory capacities 
The memory capacities characterize in a simple way how a reservoir processes information. 
The inputs  u n are taken to be independent identically distributed random variables. In the 
present work the  u n are drawn from the uniform distribution over the interval [-1,1].  
The aim is to reconstruct a function  y u of the previous inputs. The quality of the 
reconstruction is measured by the capacity    1C y NMSE y  , where NMSE is the 
normalized mean square error, so that a perfect reconstruction of the input gives a capacity of 
1, while a completely uncorrelated reconstruction gives a capacity of 0. Generally we consider 
a set of functions
ky , and the total capacity for this set:  kkC C y . 
In the case of the linear memory capacity, introduced by Jaeger in 2001 [2], the task is to 
reconstruct the input k steps in the past. That is    ky n u n k  . Upon summing the 
capacities over all delays k , one obtains the linear memory capacity. 
The nonlinear capacities introduced in [26] are extensions of the linear capacity to the 
case where the function to reconstruct is a nonlinear function of the past inputs. Here we 
consider only second order polynomials of the past input. Namely we consider the second 
order Legendre polynomial of the input k steps in the past    23 1ky n u n k    and the 
product of two inputs k and k  steps in the past      kky n u n k u n k    . Upon summing the 
capacities over k (in the case of the second order Legendre polynomials) and over k , k  (in the 
case of products) one obtains the quadratic memory capacity and the cross memory capacity, 
respectively. 
A key result proven in [26] is that the sum of the linear memory capacity, the quadratic 
memory capacity, and the cross memory capacity is less or equal to the number of internal 
variables N (in our case 50N  ). This generalizes the result of [2] where it is shown that this 
inequality holds in the case of the linear memory capacity. Note that in order to saturate the 
bound one should in general add all higher order polynomials, see [26] for the conditions 
under which this bound is saturated. In other words, while the linear memory capacity 
quantifies how well the reservoir remembers past inputs, the quadratic and cross memory 
capacities quantify how well the reservoir can compute second order polynomials of the past 
inputs.  
Table 1 presents the maximum value obtained for each of the memory capacities of our 
all-optical reservoir for a pump current of 187mA, and compares them to the same quantities 
for our previous optoelectronic experiment [22], while keeping the number 50N  of internal 
variable constant. The total memory capacity mentioned in the last line is the sum of the 
linear, quadratic, and cross memory capacities. To compute all the values reported we 
considered all the contributions up to k=100, even if no significant contribution is expected to 
be found for Nk  . 
 
 
 
Table 1: Linear, quadratic, cross and total memory capacities of the system with 50 internal variables and a 
pump current of 187 mA compared to memory capacities of an optoelectronic reservoir with the same number 
of internal variables. Each quantity is reported for the optimal choice of feedback gain  and the input gain  . 
The last line gives the sum of the first three quantities, once again maximized over and  . 
 All-optical Reservoir 
Computer 
Optoelectronic Reservoir 
Computer ([22]) 
Max linear memory capacity 20.8 31.9 
Max quadratic memory capacity 4.16 4 
Max cross memory capacity 8.13 27.3 
Max total memory capacity 28.84 48.6 
 
Fig. 4 shows how these quantities change in terms of the feedback gain and the input 
gain  .  
 
 
Fig. 4: Linear, quadratic, and cross memory capacities for the all-optical reservoir, as a function 
of the feedback gain feedback gain  and the input gain  for an injection current of 187mA. 
Note that the color scale is different for each capacity. The + signs locate the optimum working 
points for the channel equalization task at the different signal-to-noise ratios. The x signs locate 
the optimum working points for the radar task at low sea state over the 10 delays of prediction 
(some delays have identical optimal working points). This shows that the capacities are 
correlated to, but do not explain completely, the optimal working points. 
 
Compared with the capacities of the optoelectronic architecture, the memory capacities of 
the all-optical reservoir are lower. In particular, we were unable to reach a large cross memory 
capacity or a total memory capacity close to its optimal value, i.e., the number of nodes in the 
reservoir. This is attributed to the ASE noise of the SOA that is inherent to our all-optical 
configuration and decreases the SNR. 
4.4.Channel equalization task 
We now apply the all-optical reservoir to a task related to telecommunication applications, 
first used in the context of Reservoir Computing by Jaeger [4]. It consists of channel 
equalization in a wireless communication link undergoing multi-path symbol interference as 
well as nonlinear distortion. The transmitted symbols d are drawn randomly from the set 
 3,  1,  1,  3  and undergo the following channel transformation.  
 
             
       
       2 3
0.08 2 0.12 1 0.18 1 0.1 2 0.091 3
           0.05 4 0.04 5 0.03 6 0.01 7
0.036 0.011
q n d n d n d n d n d n d n
d n d n d n d n
u n q n q n q n noise
          
       
   
(5) 
 
White noise is added to obtain a Signal-to-Noise Ratio (SNR) ranging from 12 dB to 32 
dB. The detected signal  u n obtained at the end of the communication channel constitutes 
the reservoir input, while the target output is the original sequence  d n . 
This task is evaluated through the calculation of the Symbol Error Rate (SER), 
representing the percentage of misclassified symbols. The results we obtained for this task are 
presented in Fig. 5, together with the results obtained for the same task with our optoelectronic 
reservoir [22], and the ones obtained by running the numerical simulations described in 
section 4.2 of this paper. This figure reveals that the all-optical reservoir performs as well for 
a signal-to-noise ratio ranging from 12 to 16 dB, while for larger SNR the performance is 
slightly degraded with respect to the optoelectronic implementation. Note, however, that even 
in this high SNR range the measured SER is still one order of magnitude better than the 
bilinear filtering technique presented in [28]. It should also be noted that there is a good 
agreement between the results of the optical experiment and the ones obtained with the 
numerical simulations, using a distribution of the internal noise ( )ni  with a standard 
deviation of 1·10-3. 
The experiment is repeated 10 times over 10 different data sets, each time the test 
sequence is 6000 time steps. The results show the mean and standard deviation of the SER 
over the 10 data sets.  
To obtain these results the pump current was set to 187mA. The feedback gain and input 
gain where optimized for each value of the SNR. The optimal values are in the range -2.35dB  
to -3.6dB for and 27.9µW (-15.55dBm) to 55.6µW (-12.55dBm) for  . 
  
  
 
Fig. 5: Performance of the all-optical reservoir on the channel equalization task with 50 nodes 
at 187mA pump current (Optical RC), with a simulation of the same system (Simulation), and 
with an optoelectronic reservoir of 50 nodes (OptoElectronic RC). Error bars are statistical. 
 
4.5.The radar task 
The radar task is a prediction task. Starting from the radar signal backscattered from the ocean 
surface (collected by the McMaster University IPIX radar [29]), the goal is to predict this 
signal one to ten time steps in the future. To measure the quality of the prediction, one 
compares it to the actual data one to ten time steps later. The experiment is conducted for two 
data sets, termed the low and high sea states. The low sea state corresponds to an average 
wave height of 0.8 meters (max 1.3 m); the high sea state corresponds to an average wave 
height of 1.8 meters (max 2.9 m). The inputs, and by consequence the outputs, of the reservoir 
are two-dimensional, corresponding to the in-phase and in-quadrature outputs 
(respectively, I and Q ) of the radar demodulator. For every prediction delay, the first thousand 
samples of the sea clutter data are used to train our 50 node reservoir, and the next thousand 
samples are used as test set. The quality of the prediction is measured by the NMSE. 
The results presented in Fig. 6, are the best NMSEs for prediction delays ranging from 
one to ten. Our performances are similar to those of Ref. [19] where the authors have reported, 
for a reservoir of 80 nodes, a NMSE equal to 1.15∙10-3 for one-step predictions and equal to 
3.01∙10-2 for five-step predictions for low sea state. 
The pump current was set to 187mA. The feedback gain and input gain  where 
optimized for each value of the prediction delay and for each sea state. The optimal values are 
in the range -2.6dB to -6.6dB for and 55.6µW (-12.55dBm) to 221.3µW (-6.55dBm) for  . 
 
 
Fig. 6: Predicting radar signal with a reservoir of 50 nodes at a pump current of 187mA 
(Optical RC) and with the optoelectronic reservoir of 50 nodes reported in Ref. [22] 
(OptoElectronic RC). 
 
4.6.Isolated spoken digit recognition 
The isolated spoken digit recognition is a task introduced in Ref. [30] in the context of 
Reservoir Computing. It consists of the classification of audio sequences, each one containing 
one digit spoken by one female speaker. The dataset, a subset of the National Institute of 
Standards and Technology (NIST) TI-46 corpus [31], has 500 sequences: 5 female speakers 
pronouncing 10 times every digit from 0 to 9.  
For each sequence, the audio signal is sampled at 12.5 kHz, preprocessed using the Lyon 
cochlear ear model [32] and then sampled at regular intervals. The input signal  u n consists 
of an 86-dimensional state vector with up to 130 samplings for a single sequence. For this task 
we used a reservoir of 200 nodes for this task ( 200N  ). The input mask is therefore a 
200*86 matrix ijm . Its elements are either -0.1 or +0.1, with equal probability. The masked 
input driving the reservoir is given by the N-dimensional vector  ijj m u n .  
The output layer consists of 10 linear classifiers  ˆky n , 0,..,9k  , each paired to one 
digit. For each classifier the desired output is equal to 1 if the corresponding digit is being sent 
to the reservoir, and to -1 otherwise. For each sequence, the outputs of all the classifiers are 
averaged over the sequence length; using a winner-take-all approach, the highest averaged 
classifier is then set to 1, and all other classifiers are set to -1. The metric used to evaluate the 
recognition is the Word Error Rate (WER), i.e. the rate of digits incorrectly classified.  
For this task, since the dataset contains only 500 sequences, the evaluation follows a 
standard cross-validation process. Five subsets of 100 sequences each are randomly chosen; 
the reservoir is trained over 4 subsets and tested over the last one. The length of 100 
sequences for the test subset ensures that each test subset contains all the digits. This 
procedure is repeated 5 times rotating the subsets, so that each subset is used once for the test. 
The results reported here are the average WERs and corresponding standard deviations over 
the 5 test subsets.  
The pump current was set to 270mA. The feedback gain was set to -7.49 dB and the 
input gain β was set to 55.6µW (-12.55dBm).  
The best WER that we can obtain with our all-optical reservoir is 3% (s.d. 1.2%). This is 
significantly worse than the 0.4% (s.d. 0.55%) WER reported in Ref. [22] for our 
optoelectronic reservoir. Discrete-time simulations of the same task on our reservoir give 
perfect classification (0 WER). The difference between the simulations and the experiment is 
attributed to the ASE noise which is not included in the simulations. 
5.Conclusion 
We presented what is, to the best of our knowledge, the first all-optical implementation of a 
Reservoir Computer. The system design is based on a simple optical delayed feedback loop 
combined to the nonlinearity of an optical amplifier, which from a practical viewpoint only 
requires standard off-the-shelf optical components. We tested our all-optical reservoir on 
several benchmark tasks previously used in the literature to evaluate reservoir performances. 
We showed that, despite its simplicity, our system exhibits state-of-the-art capacities for 
several tasks. This outcome is promising as it reveals the potential of optics in the field of 
artificial intelligence.  
However, compared to the opto-electronic reservoir reported in 22, the performance on 
tasks, such as the memory capacities, the non linear channel equalization, isolated spoken 
digit recognition, is somewhat degraded. Our numerical simulations show that this is not due 
to the form of the nonlinearity which is different in the two experiements, but can be attributed 
to the noise induced in the present system which arises from the ASE of the SOA. This 
highlights a difficulty inherent to all analog computation that will have to be addressed in 
future experimental realizations of reservoir computing. 
The configuration studied here is sequential. The reservoir speed is at present limited by 
the bandwidth of the AWG and digitizer, but it can already process inputs at a rate of 7.8 
μs/symbol, regardless of the number of nodes used, even if more time is then needed for the 
postprocessing. It has moreover the merit of showing that standard optical components with a 
nonlinear response can be exploited efficiently to perform complex computational tasks. 
Looking further in the future, it may be possible to exploit this flexibility together with the 
parallelism of optics in order to perform complex tasks at ultrahigh speed. One possibility, for 
example, is to encode the state of different nodes at different frequencies, thus implementing 
reservoirs of higher dimensionality; another is to move to free space optics, and to encode the 
states of different nodes in the spatial modulation of a light beam. Either way, we hope that 
the present work will contribute to a renewed development of all-optical computing. 
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