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A bstract
Tlie aim of this research is to enhance the quality of service in video applications when 
they are operating over error prone environments. With high compression ratio and low 
complexity block transform video coders, such as ITU-T H.263 standard algorithm for 
very low bit rate video coding, compressed video streams can be used for multimedia ser­
vices. However, when transmitting compressed video streams over channels with degraded 
conditions, several problems arise and undermine the video decoder from correctly recon­
structing the video signal. This thesis presents several techniques employed to enhance 
the quality of service of a video communication application under erroneous conditions.
First, block transform methods for video coding are examined, and their strengths and 
weaknesses are assessed in terms of performance and error robustness. Packetised video 
signals are considered and two different techniques are implemented for packet video net­
works to improve the quality of service on one hand and help resolve the state of congestion 
that might occur on any video communication medium on the other hand. Additionally, 
zero redundancy error concealment techniques are considered and applied on the block 
based video decoder to improve the quality of the reconstructed video signal without any 
redundancy added on the video bitstream.
Then, the aspects of error resilience issues in block transfom video coders are discussed. 
Based on the different categories of errors encountered in coded video streams, several 
novel techniques are implemented to render the video coder more immune to channel 
deterioration. Some of these techniques are combined to form an error resilience algorithm 
that is implemented on H.263 to enhance its performance over error prone environments 
such as mobile radio links.
In parallel with the development process of the MPEG-4 video coder, we apply the two-way 
decoding with reversible codewords on the H.263 standard. Results are shown through­
out the thesis to evidence the effectiveness of the proposed techniques and illustrate the 
improvement on the quality of service on both the objective and subjective scales.
We conclude with thoughts for future expansion of error control strategies in block based 
video coding for mobile multimedia services over the foreseen universal mobile telecom­
munication systems (UMTS) network.
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C hapter 1
Introduction
1.1 B ackground and O b jectives
Many high compression video coding algorithms have been standardised and formulated 
for low bitrate multimedia applications. These video compression techniques generate b it­
streams intended to travel over networks of unexpected highly varying conditions. Due to 
their high sensitivity to errors, video streams can be severely damaged by channel errors 
or a network congestion state. If no action is taken to counteract this damaging effect 
on the video quality, the multimedia service will be rendered unacceptable by the user 
and the running video application will eventually fail. AU the video coding standards 
available today do not take the communication aspects into consideration. Particularly, in 
biock-transform video coders such as ITU-T H.263 video coding algorithm, the compres­
sion efficiency was the major point of interest for the developers of the coder. However, 
the error resilience side of the coder and its suitabiUty for transmission over error-prone 
environments were not observed. Consequently, to help in improving the quality of service 
presented by a video application in multimedia communications, the error performance of 
the video coder must be addressed and its residence to unexpected channel errors must be 
improved. The main objective of this thesis is to develop efficient error control techniques 
that improve the performance of a block-transform video coder in abnormal channel con­
ditions. The maximum bitrate adopted in the course of the work was less than or equal 
to 64 kbit/s including the added redundancy of the developed error control techniques. 
This bitrate threshold ensures the suitability of the proposed error control algorithms for 
channels with a maximum capacity of 64 kbit/s.
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1.2 Source M aterial and P erform ance E valuation
The colour video sequences used in the performance evaluation of the simulated techniques 
and algorithms are the conventional ITU test sequences. In order to test the efficiency 
of the developed error control algorithms, various ITU test sequences of different prop­
erties have been utilised. Foreman, Miss America, Carphone, Suzie and Claire are the 5 
sequences used in the simulations throughout the thesis. For these test sequences, QCIF 
(Quarter Common Intermediate Format) size convention containing 176x144 pixels is 
used. Foreman is a video sequence which includes a shaky background and high noise. 
Miss America sequence is a low motion head-and-shoulder video sequence with moderate 
contrast and high noise. Carphone sequence shows a moving background with fair de­
tails. Suzie is another head-and-shoulder sequence with high contrast and moderate noise. 
Suzie sequence shows a fast head motion. Claire is another low motion video sequence 
with moderate contrast and noise.
On the other hand, to evaluate the performance of the considered block-transform video 
coders and their error resilient modified versions, both subjective and objective methods 
have been adopted. The performance of the considered video algorithm can be evaluated 
by simply comparing the original and reconstructed video sequences. The subjective 
evaluation of video coders is more desirable because of the inconsistency between the 
existing numerical quality measures and the Human Visual System System (HVS) on one 
hand. On the other hand, in error-prone environments, errors might corrupt the coded 
video stream in a way that causes a merge or a split in the video frames. Using numerical 
methods to  compare the original and reconstructed video sequences would incorporate 
some errors in associating the peer frames (corresponding frames between the 2 sequences) 
with each other. This yields an imprecise evaluation of the coder performance.
There are two major types of subjective methods [Ij adopted in image and video coders 
as well. In the first, an overall quality rating is assigned to the image (usually last frame 
of a video sequence) by using one of several given categories. In the second, a quality 
impairment is induced on a standard type image until the viewer judges it is of an equal 
quality to the reference image or vice versa. Throughout this thesis, the original frames 
are displayed to show the performance of a video coding technique over error-free environ­
ments. However, for error resilience techniques, the original frames are not displayed since 
the improvement is intended to be shown on the error performance of the coder (video
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quality in an error-prone environment) and not on its compression efficiency.
The video quality can also be measured objectively by using some mathematical criteria 
such as signal-to-noise ratio (SNR), peak-to-peak SNR (PSNR) or mean-squared-error 
(MSE). These measurement criteria are considered to be objective because they rely on 
the pixel values of the input and output video frames and do not include any subjective 
human intervention in the quality assessment process. For video, it is the PSNR, defined 
in equation 1.1, which is usually used for objective measurements and hence it has been 
adopted in the course of the research work. M and N stand for the dimensions of the 
image, which are in this case 176x144 (QCIF).
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Additionally, for a fair performance evaluation of a video coding algorithm, the bitrate 
must also be included. The output bitrate of video coders is expressed in bits per second 
(bit/s). A maximum bitrate of 64 kbit/s including the added protection overhead, if any, 
has been employed. Since the bitrate is directly proportional to the number of frames per 
second, the frame rate has also to be mentioned in the evaluation process. A frame rate 
of 25 {/s has been adopted in the work unless otherwise specified.
1.3 O riginal A ch ievem ents
The work on this thesis has been launched in parallel with a project involving source and 
channel coding in multimedia communications. 3 journal and 7 conference publications 
have been generated and a journal paper is still in the reviewing process. A list of the 
publications is given in Appendix A. In this thesis, the work which is believed to be original 
and contributory to achieving the objectives is summarised as follows:
Chapter 3:
• Comparison of CCITT H.261 and ITU-T H.263 video coding algorithms in terms of 
their performance and robustness to errors,
• Detailed study of the error performance of ITU-T H.263 video coding algorithm in
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the case of random channel errors.
Chapter 4:
e Implementation of a new local feedback algorithm in a block-transform video coder 
for the error and flow control of the coder.
• Implementation of a new prioritised information loss algorithm which intelligently 
drops video information in accordance with its effect on the video quality.
• Development of a new zero-rednndancy error concealment technique, namely the 
transitional motion vector (MV) recovery technique, in order to improve the percep­
tual video quality on the decoded video sequence without added overhead.
Chapter 5:
• Application of the EEC channel coding techniques, such as RS-codes and convolu­
tional codes, on the error-sensitive video parameters to improve their resilience to 
errors.
• Improvement of the error resilience of block-transform video coders by the duplicate 
transmission of motion information within the bitstream.
• Implementation of a robust I-Frame error resilience technique to enhance the robust­
ness of I-Frames, after increasing their frequency, to channel errors.
• Integration of a set of intelligent techniques in the form of an error resilience al­
gorithm implemented on ITU-T H.263 video coder, which has resulted in a more 
robust modified version of the coder.
• Development of a two-way decoding video coder using reversible codewords to allow 
reverse decoding in the case of errors and reduce the chance of skipping correctly 
received bits.
1.4 T h esis O utline
In this chapter, the objectives of the work are defined and a background of the error 
resilience in video services is highlighted. The methodology used in evaluating the per­
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formance of video coders is described. Then, the achievements that are believed to be 
original are summarised.
In chapter 2, an introduction to the concept of video coding in multimedia networks is 
considered. The reasons for compressing video and sending coded video streams over 
networked environments are examined. The basic notions of several commonly used video 
coding algorithms are described and the reasons which lead us to choose block-transform 
coders in the course of the thesis work are shown. The network perspective of video 
communications is then illustrated, and the actions taken to send video streams in both 
Internet and mobile networks are examined. Additionally, the basic features of the future 
UMTS network are illustrated as defined by mobile network researchers.
Chapter 3 describes the basic features of a block-transform video coder in details. A com­
parison between ITU-T H.261 and H.263 with respect to performance and error robustness 
is then made. The major differences between both coders are illustrated and their effect 
on the quality and robustness of the two coders is described. The factors which lead to the 
variability of the output bitrate of a block-transform video coder are discussed. Moreover, 
the error resilience problems in a block-transform video coder are then highlighted. The 
problems encountered when errors corrupt various parameters of a coded video stream are 
illustrated, and their effects on the video quality are shown.
Chapter 4 introduces the factors considered in the packetisation process of a video bit­
stream. The video packetisation schemes adopted over Internet for real-time applications 
and ATM for B-ISDN services are compared. The effects of the packetisation schemes 
on the error performance of the video coders are examined in both Internet and ATM 
environments. Then, the problems encountered in congested packet video networks are 
examined and several novel remedies are devised to enhance the video quality in bad net­
work conditions. Prioritised information loss is considered in order to first drop the video 
parameters that have a low effect on the video quality, such as AC coefficients. Then, a 
new feedback loop algorithm is introduced and implemented in the video encoder to help 
maintaining the synchronisation of the encoder and decoder in case of predictive informa­
tion loss. The internal feedback loop technique is then used as a rate control mechanism 
to regulate the flow of a video coder in case of a network congestion without imposing a 
considerable damage on the video quality at the decoder end. Moreover, error concealment 
techniques are considered. Recovery of lost MVs and INTRADC coefficients is described 
through several techniques. A new transitional MV recovery mechanism is described and
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subjective results are shown to evidence the improvement achieved on the quality of video 
at the decoder end. Finally, the limitations of error concealment techniques are discussed 
and the chapter is ended by a set of comments and conclusions.
In chapter 5, the error resilience issue is addressed by a number of new and effective 
techniques. Firstly, classical channel protection techniques are considered by applying a 
1/2 convolutional coder on the MV codewords of a block-based video coder. Motion vector 
duplicate information is then adopted to reduce the chance of having the same parameter 
being corrupted. The frequency of I-Frames is then increased and a new technique to 
enhance the robustness of I-Frames to channel errors is developed and evaluated both 
subjectively and objectively. Several techniques, including fixed-length coding, are then 
combined to form an error resilience algorithm which, when applied on H.263, generates 
a modified version of the video coder which is more resilient to channel errors. The 
efficiency of this proposed algorithm is proved by both subjective and objective results. 
Several methods adopted in the generation of reversible codewords are then described, 
and examples are shown to illustrate the theoretical techniques. The reversible codewords 
are then used in the Huffman tables of H.263 encoder and decoder to yield a two-way 
decodable bitstream. The chapter is again concluded with a set of summarising remarks.
In the final chapter, the research work is summarised, the results are discussed and possible 
directions for future research in error resilient video communications are proposed. At the 
end, an appendix shows a list of publications that were achieved in the course of the 
research work.
C hapter 2
V ideo Coding for M ultim edia  
C om m unication N etworks
2.1 In trodu ction
A computer platform, communications network or software tool is a multimedia system if it 
supports the interactive use of at least one of an information type, namely audio, still image 
or motion video in addition to text and graphics [2]. Multimedia communication networks 
involve the integration of more than one type of traffic in the same communication session 
to provide to the end user real-time video, voice and data on-line applications in a highly 
heterogeneous network environment. Multimedia is the combination of video, voice. Hi­
res graphics, Fascimile, music ...etc (and other traffic types) which aims at establishing an 
integral information exchange facility to users of a shared communication medium. Con­
ferencing, video-on-demand, distance learning, online order entry, whiteboard, multicast 
services ... are all examples of real-time online applications that multimedia communi­
cations technology is promoting and optimising in terms of bandwidth requirements and 
end-to-end quality of service.
Multimedia communications is one of the foremost emerging markets and it is expected to 
witness further development over the remaining years of the current century, given the wide 
range of technologies, equipment and services proposed for personal and group communi­
cations over several communication environments such as ATM for B-ISDN (Broadband 
ISDN) and UMTS (Universal Mobile Telecommunication Systems) for mobile services. 
Although multimedia has already become an im portant factor in fixed networks such as
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Internet, it has not found its place yet as an integral part of the current and emerging 
mobile systems. The concept of the third generation mobile networks (second digital gen­
eration) is to make a small light weight and convenient mobile multimedia terminal that 
provides access for anyone to all kind of services anywhere and at any time [3]. The first 
generation of digital mobile networks in Europe is represented by GSM (Global System for 
Mobile Communications) for digital cellular networks and DECT (Digital European Cord­
less Telephone) for digital cordless networks. Similar digital cellular networks have been 
established in North America with IS-95. However, in all these networks, the available 
services are currently limited to voice and data. The proposed third generation mobile 
networks involve the introduction of video in the presented services along with the already 
existing traffic types at the same time. Services intended to run on UMTS are to provide 
to the user a variety of services which involve video, voice and data streams running either 
separately or simultaneously as a part of the same application. Although multimedia ap­
plications have gained m aturity and grown very fast over fixed networks such as Internet, 
work is still in process to develop a mobile multimedia audiovisual terminal which can pro­
vide a very low bitrate mobile video telephony to end users. Powerful source and channel 
coding techniques are developed to provide multimedia services in mobile networks.
Since raw video signals require a high bandwidth, low complexity video coding algorithms 
must be defined to efficiently compress video sequences and optimise the quality of service 
at the receiving end. The choice of a video coding algorithm in multimedia applications 
is an im portant design parameter which depends on the bandwidth factor of the commu­
nication medium and the minimum video quality required. For instance, a surveillance 
application may only require limited quality, raising alarms on identification of a human 
shape, and a user of a video telephone may be happy with only sufficient quality to recog­
nise the speaker, whilst a viewer of an entertainment video might require the same quality 
as that which comes from a video tape. Therefore, the required quality is an application 
dependent factor which leads to a range of options in choosing the video compression 
algorithm and defining the bitrate which is constrained by the bandwidth limitations of 
the available communication medium. In this chapter, the basic features of various video 
coding schemes are highlighted. Since the research trends for future multimedia services 
are focusing on mobile environments, the major characteristics of UMTS are addressed.
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2.2 W hy N etw orked M u ltim ed ia  A pplications?
One of the main design trends of multimedia developers is to achieve a video connection 
between two or more users by bringing video information to the desktop [4]. Video tele­
phony, videoconferencing and distance learning are examples of multimedia applications 
aiming at providing video (together with voice) services over a networked environment. 
New services are required to satisfy the business needs for videoconferencing on a sophis­
ticated network infrastructure. Beyond the desktop, multimedia technology relies on high 
capacity digital networks to carry video, voice, data and graphics information and support 
real-time services such as retrieval, messaging, conversation, remote document processing, 
and document sharing.
In video telephony and conferencing, the source of video data is remote from the user, and 
therefore the video must be transm itted over a communication network. In other video 
applications which use stored video such as video-on-demand for instance, the storage 
media for video may be remote and thus the video must be retrieved from a remote file 
server. In a distance learning application, video (along with audio, text and graphics) is 
captured locally and then transmitted to a remote machine or even most probably to a 
multiple of remote machines. In all these cases, a communication network is required.
If mixed-media implies the independent movement of separate signals of different na­
tures (voice, video, data, graphics) over an integrated network infrastructure, multimedia 
necessitates the simultaneous coordinated delivery of these signals over the network in­
frastructure [5]. Therefore, part of the success of multimedia depends on the ability to 
support networked applications in the world of technology where most applications are 
now networked and hence the same functionality in regard to multimedia applications is 
expected.
Since users are separated far from each other, multimedia services must be offered in the 
presence of a telecommunication system which performs the routing of multimedia traffic 
on a large scale network. Moreover, a multimedia application might involve more than two 
users at the same time (such as videoconferencing), so the need to route the flow of traffic 
amongst the users is vital for the success of the application. This necessitates the presence 
of a sophisticated network infrastructure with an integral communication protocol for the 
routing, transport and delivery of multimedia traffic on an end-to-end level. Consequently,
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multimedia technology does not only deliver a set of applications, including desktop video 
conferencing in terms of PC software and hardware, but it offers the exchange of the 
multimedia traffic in a comprehensive networked system. Without the development of 
integral networks to route the multimedia traffic amongst remotely separated users, little 
chance exists to commercialise multimedia and broaden its applications from the PC based 
software and hardware to multisharing services on a worldwide basis.
2.3 W h y V id eo  C om pression?
Although multimedia communications involve many traffic types, we will concentrate in 
this thesis on video traffic since it constitutes a major part of today’s and future multimedia 
services. Since video traffic is to be transm itted over a communication network, the 
bandwidth is an im portant design factor. Due to the huge bandwidth requirements of raw 
video signals, a running video application can swamp the resources of any communication 
channel if the video frames are transmitted without any compression applied on them.
A sequence of pictures can occupy a vast amount of storage space when represented in 
digital form. Assume that the pictures or individual frames of a sequence are digitised 
as discrete grids or arrays of pixels with 176 pixels per line and 144 lines per picture, a 
resolution that is referred to as QCIF (Quadrature Common Intermediate Format) and 
used in almost aU the simulation experiments carried out throughout the course of the 
thesis work. If the colour of each picture is represented by two chrominance (colour) frames 
at half the resolution of the luminance picture with every single luminance or chrominance 
value represented with 8-bit precision, then each picture occupies approximately 38 kbytes. 
If the pictures are sent without any compression mechanism (as a raw video stream) at 25 
pictures/second, the raw data rate for the sequence is about 7.6 M bit/s, and a one-minute 
video clip occupies 57 MBytes. For a 352x288 resolution (CIF) with 8-bit precision and 
half resolution for each colour component, each picture occupies approximately 152 kbytes. 
W ith the same frame rate mentioned above, the raw video data rate for the sequence is 
about 30 M bit/s, and a one-minute video clip occupies 225 Mbytes. Consequently, video 
traffic must be compressed before transmission in order to optimise the bandwidth required 
for the delivery of the video information to the intended destination.
CHAPTER 2. VIDEO CODING FOR MULTIMEDIA COMMUNICATION
NETWORKS 11
2 .4  U ser R equirem ents from  V id eo
• Synchronisation: It is very unlikely that a video application will run without any 
other source of related information, such as speech, accompanying it in the same 
communication service. To achieve this, a certain sort of synchronisation must be 
maintained between the streams of different types so that the user sees the related 
events taking place in the proper time ordering. Lip-reading is the best known in­
stance of such activities whereby the motion of the lips should coincide with the 
words that the person is uttering otherwise it would be ambiguous to the user to 
associate the movement of the lips with the uttered words. Synchronisation is again 
a crucial point of consideration when users at different points on the network want 
to see the same event simultaneously. The simplest and most common technique to 
achieve synchronisation between two or more traffic streams is to buffer the arriving 
data at the receiving end and release it as a common playback point [6]. Another 
possibility to maintain the synchronisation between various flows on a network is to 
assign a similar global timing relationship to all traffic generators in order to pre­
serve their temporal consistency at the receiving end. This necessitates the presence 
of some network jitter control to prevent the variations of delay from ruining the 
time relationship between the various streams as described in [7]. Another possible 
synchronisation methodology adopted in literature consists of multiplexing data to­
gether at the source and relying on the sequential (in order) reception of packets to 
maintain temporal consistency [8][9].
• Video quality and bandwidth: In addition to synchronising video streams with other 
sources of information if present, another user requirement is the video quality which 
is a factor that directly depends on the application in question. The type of the run­
ning application constrains the minimum required quality of video. For videophony 
applications for instance, the required quality is to enable the user to identify his 
participant on the other end. In surveillance applications, the quality can be satisfac­
tory when it enables the onlooker to  identify the shape of a human body appearing 
in the scene. In telemedicine however, the quality of service must enable the re­
mote end user to identify the smallest details of a picture and detect its features 
with high precision. In addition to  the type of application, other factors such as 
frame rate, number of intensity and colour levels, image size and spatial resolution, 
affect the quality of individual pictures of a video sequence. The image quality in 
video communications is a design metric for multimedia communication network and
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application development [10].
Since video quality is directly related to bandwidth, it is impossible to supply the 
user with the highest possible quality. Given the available bandwidth limitations, the 
video quality must be provided such that the output video bitrate does not exceed 
the capacity of the communication medium. Consequently, it is necessary to trade 
the network bandwidth against quality in order to come up with the optimum per­
formance of a video service and an optimum use of the available network resources. 
Since the video stream is to be transm itted over communication networks, there is 
a possibility of errors and information loss. Since these two factors act against the 
quality of service, it is a user requirement to find remedies to cure these deficien­
cies in the received video bitstream. This thesis incorporates the development and 
performance evaluation of several combined techniques to counteract the effects of 
errors and information loss on a video bitstream in order to secure an acceptable 
quality to the multimedia end user.
• Cost: Cost reduction is another important user requirement. Depending on the 
characteristic of the carrier and its resources, the user is obliged, in many cases, to 
pay for the lease of bandwidth needed for the transmission of multimedia traffic. 
The tariffing of multimedia networks must ensure that the user does not pay for 
a service that he finds unusable or below the minimum required quality. In other 
words, the user is obviously not willing to pay for quality that does not satisfy his 
requirements, so there may be a requirement for a minimum quality threshold.
• Connectivity and compatibility: Another vital user requirement is connectivity with 
other users. There are many multimedia (namely video) applications which engage 
more than two remotely based users in the same communication session. This is 
equivalent to say tha t such applications necessitate the availability of an underlying 
networking technology to enable all users to access the requested information at the 
required time. A communication medium tha t precludes remote users from easily 
connecting to the source of multimedia traffic removes the major uses of video for 
human communication. Since connectivity with other users imply the presence of 
a network infrastructure, the raw video must be compressed in order to meet the 
bandwidth requirements of the communication medium. The raw video must be 
compressed and coded in a way that can be decoded by the receiving end. This 
implies tha t the coding scheme must retain compatibility and users at different ends 
must be consistent with the video coders deployed on the network. This concept
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suggests that the coding scheme should be a standard for reasons of compatibility 
between video senders and receivers. The next section highlights the basic features 
of the most common video coding algorithms available today.
2.5 V id eo  C om pression  T echniques
The choice of a suitable video compression scheme is very important because it refiects the 
ability of the video application to adapt to the limitations of the network resources (band­
width) and to fulfill the user requirements from the video service (video quality) he has 
requested. It is desirable to use a video coding algorithm that presents a very low degree 
of complexity in order to keep the processing delay to a minimum. Moreover, the compat­
ibility of the video compression scheme between the source of video traffic and the receiver 
(or multiple receivers) is essential so that the coded video bitstream can be interpreted 
and correctly decoded at the receiving end. W ithout this compatibility, the communica­
tion session between two or more remotely separated users is useless. For that reason, 
many video coding algorithms have been standardised by the communication forums such 
as ITU, developed, standardised and assigned to various fixed network environments such 
as PSTN (H.263) and ISDN (H.261). For future UMTS mobile network, MPEG-4 is the 
video coding scheme which is still being developed to cater for video services for mobile 
users of a worldwide network connectivity. The crucial aspects of MPEG video coders as 
well as subband coding and segmentation based video coding are presented in this section. 
ITU standards, namely ITU-T H.261 and H.263 video coding algorithms will be covered 
in details in the next chapter. Since those ITU standards were defined for medium and 
low bitrate video coding, they are used in most of the video services available today. Since 
video coders are purely developed for video compression needs, the communication aspects 
of a video transmission, namely error robustness, are not considered. Efforts are being 
exerted throughout the development of MPEG-4 to make the coded video bitstream more 
error resilient since it is intended to operate in mobile environments where HER can go 
up to 10"3. Error resilience and robustness of video coders to information loss will be the 
topics of discussion in the next chapters. However, in this section, we will focus on the 
compression features of some video coders.
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2 .5 .1  B lo ck -B a sed  T ransform  C od in g  - M P E G
In transform coding, each, image (frame) of a sequence is divided into NxN matrices or 
blocks of pixels where N is an integer, and transformed to a different domain space in 
order to reduce the correlation between the coefficients of the blocks. There are a number 
of transforms used to suppress correlation amongst the coefficients such as Discrete Cosine 
Transform, The Hadamard Transform which is used in the NY (Net Video) videoconferenc­
ing tool [11], the Karhunen Loeve Transform [12]. However, the latter requires a knowledge 
of the statistics and the stochastic properties of the image which is time-consuming and 
undesirable for real-time coding applications. On the other hand. The Discrete Cosine 
Transform is relatively fast to perform. For this reason, it has been adopted for use in 
all the biock-transform video coders, i.e. MPEG and the ITU coders (namely H.261 and 
H.263 whose details will be described in chapter 3).
The compression process in transform video coders is due to the quantisation of the trans­
formed coefficients. The transformed coefficients are mapped to a narrower range of sym­
bols which are obviously coded with a lower number of bits. Consequently, the quantisation 
process can be controlled or manipulated to adjust the output bitrate of the coder. The 
quantisation of the DCT coefficients permits the video coding system to take good advan­
tage of the spatial frequency dependency of the human eye’s response to luminance and 
chrominance [13].
In transform video coders, two coding modes are usually adopted, namely INTRA and 
INTER modes. INTRA codes an image separately as a still image without any reference 
to history or previous frames. In INTER coding, by referring to the previous frame, more 
bandwidth reduction can be achieved since the temporal correlation can be reduced by 
the use of predictive coding. The prediction process can be enhanced by motion estima­
tion. A more detailed coverage of these coding modes will be displayed while describing 
the functionality of H.263 video coding algorithm in the following chapter. In H.261, a 
reference picture which is INTRA coded is transm itted once every 132 frames. However, 
MPEG is designed for higher quality and has applications which do not require real-time 
encoding (storage of video files), so it uses INTRA frames more frequently and defines 
both a forward and a backward reference frames. A picture which is INTRA coded acts 
as a reference frame to predict the next P-frame (Predicted), while a picture which is en­
coded from interpolation of both a backward reference and a forward reference is termed
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a B-frame (for Bidirectional).
The two-dimensional arrays of quantised DCT coefficients are scanned in a zigzag pattern 
in order to transform them to one-dimensional streams of coefficients where the possiblity 
of having successive O’s is too high. Large numbers of coefficients along this scan, after 
quantisation, reduce to  zero, resulting in an efficient use of run-length coding. This zigzag 
scan methodology can effectively reduce the number of bits needed to code a block and 
hence has been adopted by most transform video coding standards.
MPEG family has evolved from MPEG-1 video coder to MPEG-2 and currently, MPEG-4 
is still being developed to provide a resilient audiovisual communication over the future 
UMTS mobile network. MPEG-2 video bitstream is an extension of the MPEG-1 struc­
ture [14]. The MPEG-2 bitstream consists of extended layers from the basic system of 
MPEG-1, so that it accommodates more features than MPEG-1. All of the functions of 
MPEG-1 are included in MPEG-2, hence compatibility. MPEG-2 is able to encode and 
decode low-resolution video, showing better quality for fast-moving video and subjectively 
better quality for slow-moving video [15]. An MPEG-2 coded video sequence starts with a 
sequence header, which may be optionally followed by a sequence extension and groups of 
pictures (GOP). Figure 2.1 shows a simplified block diagram of the hierarchy of MPEG-2 
video coder.
If the sequence extension is not defined, the following layers perform the same procedures 
as in MPEG-1. This is forward compatibility. If the sequence extension is defined, ex­
tended features are available for more efficient coding. Those extended features (such as 
INTRADC precision, INTRA VLC format, alternate scan, quantisation matrix...) en­
hance the quality of MPEG-2 video bitstream when compared to that of MPEG-1 [15]. 
The MPEG-2 algorithm, which supports many spatial and temporal resolutions, requires 
more than four times the complexity of the MPEG-1 algorithm. Moreover, since MPEG-2 
can process interlaced video, motion estimation/compensation needs more than six times 
the complexity of that in MPEG-1 [16]. For tha t reason, the hardware of MPEG-2 must 
be made with developed techniques to accelerate the processing speed.
The working group MPEG has already started work on the MPEG-4 standard with in­
tended completion in 1998. MPEG-4 is initialLy aimed at providing generic very high 
compression coders operating at bitrates less than 64 kbit/s going down to as low as 10 
kbit/s. In order to achieve such a high level of compression, new video (and audio as well)
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Figure 2.1; Hierarchy and extended functions of MPEG-2 video coder
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techniques need to be introduced, the MPEG-4 is very much similar in its fundamental op­
eration to the ITU-H.263 video coding algorithm (for very low bitrate on PSTN networks) 
which will be presented in the following chapter. The major difference is that MPEG-4 
employs object modelling instead of the block structure. The object-oriented coder trans­
mits the shape of every detected object in the scene [17]. Object motion and object shape 
estimation are the main issues of interest. First, temporally unchanged image regions, such 
as the stationary background, are detected. Then, the changed regions are analysed and 
the temporal changes are described by three parameter sets: motion, shape and colour. 
In the case of motion-failure objects, the motion information is not coded and only shape 
and colour information is transmitted. In the case of motion-compliance objects, colour 
parameters need not be coded. The object-oriented coding is efficient for sequences which 
include only a few objects moving moderately in the scene without a fast camera motion 
or pan, or a dramatic change in the scene. So far, there is no algorithmic approach in 
video coding which has been endorsed by MPEG-4 but only a set of requirements has been 
specified. These requirements fall in 12 different areas: content, format, quality, bitrate, 
error resilience, delay, codec complexity, extensibility, user controls, transmission media 
interworking, terminal interworking and scalability [18].
In some applications, transform video coders can be mapped onto a hierarchical scheme 
like in the case of error control techniques of variable bitrate video on ATM networks 
[19][20][21]. In these schemes, the conventional transform coder bitstream (first layer) is 
said to be given a guaranteed delivery service. A quality enhancement layer is produced 
on top of the base layer tha t increases the fidelity of the coding and helps reconstructing 
the image in case of degraded channel conditions. The enhancement layer consists of the 
prediction error between the compressed picture (base layer) and the original one. In 
MPEG, this layered coding can be adopted on the pictures themselves, where I pictures 
are at layer 1, P pictures at layer 2 and B pictures at layer 3, since this is the ordering 
suggested by their decoding dependencies.
2 .5 .2  V ector Q u an tisa tion
The quantisation of a group of samples or vectors is referred to as vector quantisation. 
A vector in video can be composed of prediction errors, transform coefficients, subband 
samples and transform coefficients representing them. The concept of vector quantisation 
is quite simple. A video vector is to be identified and represented by a member of a
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Figure 2.2: A block diagram of a vector quantiser
codebook based on some criteria such as best match, least distortion or minimum bitrate. 
When the appropriate element in the codebook is chosen, its index is sent to the decoder 
which stores an exact replica of the codebook at the encoder side. The decoder, using 
the received index, retrieves the code vector from the lookup table and outputs it as the 
reconstructed vector. Figure 2.2 depicts the block diagram of a video vector quantiser.
If a picture is divided into blocks as in block-based video coders and then the coefficients of 
each block are used to  represent a video vector, the vector space in which the block vectors 
exist would not be evenly populated by the blocks. The vector space is then divided into 
subspaces which can provide equal probability of a random vector falling in any of the 
subspaces. A prototype vector (usually the centre of gravity of the subspace) is used to 
represent all blocks whose vectors fall into the subspace. This technique helps in decor- 
relating the video picture and quantising in one step. Therefore, the vector quantisation 
coding technique consists of:
• Codebook generation: The decomposition of the vector space into subspaces is the 
most important part of the vector quantisation technique. It requires an intensive
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computational effort and is generally done using a training picture (or a set of train­
ing pictures) whose statistics (mean pixel value, variance, standard deviation) are 
similar to those of the target pictures for compression. The most common procedure 
is to use the Linde-Buzo-Cray (LEG) algorithm [22] in which an iterative search is 
performed in order to achieve an optimum decompostion of the vector space into 
subspaces, starting from an initial partition. The objective is to design a codebook 
tha t is optimal in some fashion. One criterion, for the optimality, is that the selected 
codebook results in the lowest possible distortion among all the possible codebooks 
of the same size.
• A replica of the codebook trained and optimised at the encoder is then passed to 
the decoder and a label is used to represent a vector in the codebook. The codebook 
is transmitted to the receiving end out-of-band from the data transmission, that is 
on a separate segment of the channel bandwidth. It is required tha t the codebook is 
received by the remote end before it is used, which can be done by a reliable message 
passing system. This requirement becomes more urgent when different codebooks are 
used within the same communication session, leading to the necessity of periodically 
updating the codebook.
• For block-based coders, an image is then divided into blocks, and each block is 
then mapped to a vector in the codebook that represents it the best, depending on 
the application requirements, where the representation is made by the label (index) 
of the codebook. If the application is concerned to provide a minimal bandwidth 
occupation, then the best match vector is selected so that the block representation 
would yield the lowest number of bits. If the quality is under concern and bitrate is 
not a major point of consideration, then the selection is made based on the lowest 
possible distortion among all the possible vectors in the subspace that the block falls 
in.
• Decoding is then achieved by looking up the received index in the codebook and 
using the corresponding vector to reconstruct the block in the picture.
Obviously, the output bitrate of a vector quantisation video coder can be manipulated by 
controlling the design of the codebook. The size M of the codebook (number of vectors) 
and the vector dimension K are the major factors that affect the bitrate of the coder. To 
increase the compression ratio, either the vector dimension K has to be increased or the 
codebook size M has to be decreased. However, K needs to be small from the adaptivity
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and correlation viewpoints, whereas for a better match M has to be as large as possible. 
Increasing M implies large storage and added search complexity. A compromise is to use 
variable length codewords to represent the vectors in the codebook. Using a VLC scheme 
instead of FLC for coding the index results in a bitrate reduction. Another factor that 
can control the vector quantisation coder is the choice of the block size. Adjusting the 
size of the blocks requires different codebooks to represent the vectors of the picture.
2 .5 .3  Su bb an d  C od in g
Subband coding is a form of frequency decomposition. The video signal is decomposed 
into a number of frequency bands using filter banks. The concept of subband coding is 
that only the coding techniques which are compatible with the frequency bands can be 
applied. The high-frequency signal components usually contribute to a low portion of 
the video quality, so they can be either dropped out or coarsely quantised. Consequently, 
subband coding is based around dividing the image into its component spatial frequencies, 
then quantising the coefficients describing the band images according to their importance, 
lower frequencies being more important than high frequencies. A popular approach to 
subband image coding [23] is to map the image into four equal subbands in the two- 
dimensional frequency domain. DCT transform is applied to the lowest subband, followed 
by the quantisation and variable length coding. The remaining subbands are coarsely 
quantised. The unequal decomposition explored for High Definition TV (HDTV) coding 
[24] is shown in Figure 2.3. The lowest band is predictively coded and the remaining 
bands are coarsely quantised and run-length coded. Subband coding is naturally a scalable 
compression coding algorithm, in that the bitrate can be adjusted by employing different 
quantisation schemes to the different frequency bands depending on their importance and 
contribution to the quality, or by dropping low importance frequencies (high frequencies) 
altogether. For some frequency bands, vector quantisation can be employed to quantise 
the subband samples.
2 .5 .4  S eg m en ta tio n -B a sed  C od in g
Apart from the classical coding methods which consider the image as a two-dimensional 
array of numerical data, a new class of image compression algorithms achieving very low 
bitrates and exploiting the Human Visual System have been recently proposed [25] [26].
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One of these second generation techniques, namely segmentation-based coding, has been 
successfully applied in low bitrate still image coding. In segmentation-based techniques, 
the image is split into several regions of any shape instead of two-dimensional arrays of 
pixels, and then the contour and texture parameters representing the region boundaries 
and approximating the region pixels respectively, are encoded. Therefore, image segmen­
tation can be simply defined as splitting the image into several uniform or homogeneous 
regions with respect to some characteristics such as gray tone or texture. In certain cases, 
the image is first passed through a non-linear filter before splitting it into separate regions 
in order to suppress the impulsive noise while preserving the edges in the image. This 
improves the segmentation performance and reduces the number of regions per image. 
Some segmentation-based algorithms use the split-and-merge technique. First, the frame 
is segmented to variable-sized squares by using a tree structure. In the merging stage, 
two regions are merged if the mean-squared-error of the resulting region is below a given 
threshold.
Contour information is very crucial for the encoding of their appropriate regions since 
most of the bits in the segmentation-based image coders are spent for encoding contours. 
In image sequences, region contours vary significantly from one frame to another due to 
motion. Therefore, it is very difficult to exploit the interframe redundancy in contour 
information. Hence, most of the segmentation-based algorithms have been designed for 
still image coding and only a few papers which employ this technique in the video coding 
area have been published [27] [28]. In order to employ the segmentation-based technique 
in video coding, the temporal redundancy must be exploited to enhance the compression 
efficiency of the segmentation-based coder. Different types of interframe coding can be 
employed on the temporal dependencies of subsequent video frames in order to reduce 
the temporal redundancy of a video sequence. The segmentation can be applied on each 
frame in order to extract the boundaries and contents of the determined regions and then 
a 3D coder is used to encode the contour and texture data of successive frames. In [29], a 
3D arithmetic coder was proposed to encode the binary contour images and mean values. 
Another efficient 3D technique involves a morphological segmentation of the video frames 
which is very useful in dealing with object oriented techniques [30].
In order to  improve the efiftciency of the segmentation-based algorithm when applied on 
video sequences, motion compensation can be used together with image segmentation. 
This helps in reducing the temporal redundancy of consecutive video frames. The sim­
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plest segmentation-based video coding method is to use a still-image segmentation-based 
coder to code the motion compensated difference images. In general, the motion compen­
sated difference images include samples with large amplitudes around the moving regions. 
A segmentation-based system which reduces the output bitrate by jointly compressing mo­
tion compensated difference and motion displacement field images was developed by Liu 
[27]. Some of the proposed segmentation-based video coders in literature were designed 
for specific image sequences. For example, videophone is one of the visual communications 
applications which require very low bitrate and transmit head-and-shoulders images which 
enjoy a common characteristic of a stationary background and a slightly moving scene. 
Both the encoder and decoder can exploit this a priori knowledge in order to increase the 
compression ratio of the coding algorithm [27].
2.6 W h y B lock -B ased  V id eo  C oders?
Amongst this wide variety of coding principles and techniques, the choice of a convenient 
video coding algorithm for a specific application becomes a m atter of compromise of con­
tradicting factors. Throughout the brief discussion of the functionalities and techniques of 
some video coding algorithms presented in the previous section, it is obvious that the choice 
of a video coder depends highly on the application which it is intended for. For instance, 
MPEG-2 coder fits a service whereby the video quality is a salient factor of consideration 
without much concern about the restrictions of a limited bandwidth. Segmentation-based 
coders, however, can provide output bitrate which can go as low as 10 kbit/s for some 
sequences. Therefore, they are more suitable for applications in which bitrate is an essen­
tial design parameter and a limiting restriction. In this thesis, we embarked on the use of 
block-transform video coders, namely H.263 and H.261 which are described in details in 
the next chapter, for many reasons which can be illustrated as follows:
• Video quality: Just before ITU-T H.263 was formulated and standardised, H.261 
was adopted in many videoconferencing and videophone tools such as the IVS (Inria 
Videoconferencing System). The video quality provided by H.261 is quite agree­
able for sequences incorporating a moderate amount of activity such as those used 
in videoconferencing sessions. W ith a frame rate of 5 to 10 f/s, H.261 provided a 
decent perceptual quality for end users participating in a video conference session 
on Internet or its multicast equivalent (MBone). Very recently, with the develop-
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ment and standardisation of H.263, an evolution of H.261, the video quality can 
be remarkably enhanced for no overhead penalty. Due to the novelties that H.263 
has brought on the functionality of H.261 coder, a better quality is observed in the 
performance of the coder on both the subjective and objective scales as we shall see 
in the next chapter. This prompts the thought that H.263 is going to be adopted in 
applications requiring a certain video quality threshold to be maintained.
• Compression efficiency: ITU-T H.261 and H.263 have been recommended for medium 
and low bitrate video coding respectively. For all the ITU conventional test se­
quences, and with a frame rate of 25 f/s , ITU-T H.263 is able to provide an output 
of less than 64 kbit/s for a PSNR of 30 dB and above. For frame rates of 10 f/s 
and less (which we usually encounter in videoconferencing sessions on MBone), the 
newly finalised coder yields bitrates which go as low as 10 kbit/s. This fits perfectly 
the trends of any communication network (such as UMTS) whereby the bandwidth 
is to be shared by a large community running many applications at the same time. 
In other words, the compression ratio of low bitrate block-transform video coders, 
and H.263 in particular, for a given video sequence, must produce a bitrate that fits 
within the bandwidth requirements of the application, and this is achieved by the 
high compression efficiency that this coder presents. The compression efficiency of 
H.261 and H.263 video compression algorithms make them more suitable for medium 
and low bitrate applications than MPEG-1 and MPEG-2 video coders, which gen­
erate output bitrates in the the range of 1.5 M bit/s and higher.
• Scalability: The scalibility of the block-transform video coders is represented by 
their tunability to any given bandwidth. Although the video compression scheme 
yields a variable output rate, the quantisation process can be manipulated within 
the encoding process in order to meet a target bitrate that meets the bandwidth 
requirements of the application. Although the variable rate characteristic of video 
coding is desired for a constant quality output, the scalibility is sometimes needed to 
guarantee a peak rate value of the video flow especially in the case of an unpredicted 
sequence motion. By setting a target bitrate, we ensure that the output bitrate 
of the video coder will not overflow the maximum capacity of the communication 
medium. This will certainly be at the expense of compromising the efficiency of the 
coder.
• Standardisation: The telecommunications sector has taken advantage of the increas­
ingly maturing video compression technology to standardise video coding algorithms
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for various bitrate applications. CCITT recommendation H.261 and ITU-T H.263 
video coders have been standardised to provide coded video bitstreams for medium 
and low bitrate video coding respectively. For instance, before the development 
of ITU-T H.263, CCITT recommendation for H.261 video coding algorithm was 
intended to present a digital video standard for teleconferencing. Since the stan­
dardisation of digital video is achieved, the potentially large sales volumes in the 
customer market would considerably lower the cost of VLSI chips for all of the in­
dustries. The cost reduction implicit in having a common digital video technology 
has been a driving force for standardisation of video coding algorithms. The resulting 
standardisation of the coding algorithms, such as H.261 and H.263, is lowering the 
barriers that preclude the deployment of new video technology for different services. 
An underlying implication of standardising video compression techniques is the for­
ward compatibility of compressed video bitstreams generated by a video source with 
the decoders of the receiving participants.
• Cost and availability: Since the video codecs are to be placed on workstations (or 
PCs) hooked up to a network environment, it is important to estimate the cost in 
monetary terms. Both H.261 and H.263 have been software implemented for research 
purposes, and placed on the FTP anonymous sites of Internet in various parts of the 
world. The source code can be transported to most unix platforms (including SGI 
IRIX) and is accessible by any user with Internet connectivity. Both the source code 
and binary executables can be obtained free of charge by downloading them from 
the nearest FTP site where they are available, in order to reduce the file transfer 
time. Throughout this thesis, the software implementation of H.261 and H.263 video 
coders has been used. This has cancelled out the need for a hardware video coder 
and saved us from the distraction of a hardware failure or component breakdown.
• Complexity and suitability for real-time: The software implementation of both H.261 
and H.263 was performed using about 15 and 22 thousand lines of advanced C code 
respectively, using a very structured programming methodology. The complexity 
of H.263 can be highly reduced when the coder is used with the negotiable options 
switched off. A major part of the code is specifically tailored for the inclusion of 
these 4 negotiable options and therefore a high amount of complexity can be removed 
when they are switched off. On the other hand, there are no attem pts that have tried 
to implement H.263 on a DSP card as yet since the video coder has been recently 
standardised (August 1996). We tried to real-time encode and decode a camera
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captured video input sequence at 10 f/s using a silicon graphics Indy workstation 
running the C code of H.261. The delay between the camera raw video input and the 
synthetic displayed sequence was not noticed. This indicates the suitability of the 
coder for real-time applications when the video algorithm is hardware implemented 
on DSP cards.
2.7  V id eo  C om m unications: N etw ork P ersp ective
Since users of a multimedia service are remotely separated from each other, a telecommu­
nication system is needed to carry information from the originating source to the required 
destination. A single video application can be shared by more than two users at the same 
time and therefore, a communication network is required to handle the routing and trans­
port of traffic amongst the active users. The network perspective becomes much more 
complicated when the telecommunication system has to handle more than one application 
at the same time or when a single user wishes to receive the traffic of more than one source.
The major properties of telecommunication networks may be classified as follows:
• Performance: A network is assessed based on the quality of service tha t it provides 
on an end-to-end basis. The signal-to-noise ratio is an important measure of the 
performance of a network. The ability of the network to adapt to strong interference 
signals and its adaptivity to changing conditions define the performance of the net­
work. For video applications, the jitter effect must be kept to a minimum in order 
to ensure an acceptable quality at the receiving end. This necessitates the presence 
of an end-to-end mechanism to control the latency of the network and prevent se­
vere variations in the delay. A high performance network must be able to adapt to 
congestion and resolve buffer overloads which preclude the normal traffic flow. In 
the case of a link failure or a buffer overflow, the network should react by offering an 
alternative way to route the pending traffic within a minimum time delay. In mobile 
environments, the ability of the network to periodically update its routing tables, 
based on the hosts changing locations, is a vital factor which determines the per­
formance of the network and the operating telecommunication protocol. The failure 
of the network to keep track of the mobile users and update its routing tables ac­
cordingly leads to incorrect routing of traffic and hence to the failure of the delivery
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process. Therefore, the performance of a network is assessed by its ability to carry 
the transmitted information from the sender to the receiver with the lowest possi­
ble distortion and minimum time delay even in the worse conditions. On the other 
hand, better performance networks take preventive rather than reactive measures to 
prevent the occurrence of an abnormal network operation. In Internet, the perfor­
mance of the network is controlled by the occupancy of its links, and the number of 
logged-on users and applications running on the network at the same times. On the 
multicast backbone, using some congestion control techniques [31], the video quality 
obtained in video conferencing applications is perceptually acceptable even when the 
network suffers from swamped resources during peak hours of the day and peak days 
of the week. However, the performance of mobile networks is measured based on 
their resilience to highly varying channel conditions. The ability of the network to 
adapt to changing conditions and provide to the receiving end a good quality in the 
case of reasonably high and unexpected BERs is what defines the good performance 
of a mobile radio network. Radio channel problems such as shadowing, multipath 
fading, link failure, node mobility, highly changing topology and others, are factors 
which impose a negative effect on the overall quality of service provided by the com­
munication medium. The performance of a mobile telecommunication network is 
governed by the resilience of the network to those quality-destructive factors and its 
adaptivity to changing network conditions.
• Capacity: Capacity refers to the bandwidth resource offered by the communication 
medium between a source and a destination. In some networks, the capacity of the 
medium is very heterogeneous depending on the type of connection and the amount 
of traffic expected through it. On every single link in a path, the traffic might be pre­
sented a different capacity in the same communication session. Still images require 
a large bandwidth to be transm itted and moving images (video) are therefore more 
demanding in terms of channel capacity. So in order to transmit a video sequence, 
apart from the efficiency of the video compression algorithm which determines the 
bitrate of the flowing traffic, network capacity plays an immense role in defining the 
time of the transmission and the quality of the application especially when other ap­
plications are maldng use of the channel capacity at the same time. For this reason, 
ATM (Asynchronous Transfer Mode) solution for broadband ISDN communications 
is finding a considerable favour to other already established environments, since a 
single ATM switch provides a capacity of 155 M bit/s. In some cases, only a portion 
of the channel bandwidth is allocated for a particular session during the connection
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setup time. Alternatively, the whole bandwidth is shared by various users based on 
their traffic activity and by many applications based on their bandwidth require­
ments in order to optimise the channel utilisation. The ultimate bitrate for a given 
application is confined by the bandwidth requirements of the application itself, the 
occupancy of the network and the cost of bandwidth reservation. Accessing a com­
munication medium might not be charge-free and hence, the cost will vary according 
to the leased bandwidth and the duration of the connection. On Internet however, 
although connection is free for users of an educational site, bandwidth is limited 
because of the constraints on the maximum output traffic allowed for that site per 
unit of time. Moreover, squandering bandwidth for an application that could be 
otherwise run using a lower capacity without much loss of quality, is a waste of the 
capacity that might be needed by another more bandwidth-demanding application.
Topology (coverage and routeability): Topology of the network is defined by the 
geographical locations of its hosts. In mobile networks where hosts are dynamically 
moving within the network scope, there is no fixed topology for the network and 
hence, its area of coverage might change dynamically based on the mobility of the 
nodes (when mobile nodes themselves are used to relay messages to their remote 
destinations as in packet radio networks). Fixed networks can have their topology 
changed with the addition or deletion of a host. When a new host joins the network 
or an old one leaves it, the network topology obviously changes and the routing tables 
must be updated accordingly. However, during the same communication session, the 
topology of fixed networks remains fixed. In videoconferencing applications on the 
MBone, a host can join or leave a group within the same communication session of 
a running application, thus leading to a necessary update of the routing tables be­
longing to the active hosts. However, the topology of the network remains constant 
since the mobility of hosts does not exist. The fixed topology principle is important 
since it implies that a destination node is necessarily within the area of coverage of 
the originating node unless a severe failure has happened which split the network 
into two or more separated islands, thus thwarting the connectivity of some network 
hosts. On the other hand, in mobile networks, the dynamic topology of the network 
might disable the source to locate a destination host if the la tter becomes inaccessible 
when it goes outside the area of coverage of the network. If the originating host fails 
in finding a path to relay the traffic to a remote host after the communication ses­
sion has been established, the connection is aborted and the transfer of information 
fails. Consequently, it is crucial tha t the telecommunication network adapts to any
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variation in its topology by providing means to deliver the transm itted information 
to the intended destination. The plurality of existing paths between the sending and 
receiving hosts enables the network to route information on another path when the 
transfer fails on the shortest path. This plurality of paths in mobile networks can 
be achieved by deploying more repeaters or base stations throughout the network 
area. The deployment of more base stations helps in increasing the likelihood that 
a particular message gets delivered to its destination since it presents an alternative 
way of routing the video traffic in the case of a link failure or a high node dynamicity.
• Symmetry: The symmetry is defined by the proportion of traffic flowing in the two 
directions between any two end users of a running application. Human conversations 
are almost entirely half-duplex, but in videophone and videoconferencing, the image 
must be transmitted even when a person is not speaking. Teleseminars, distance 
learning sessions and the like tend to be asymmetric especially when the addressed 
hosts are at different locations. Surveillance and messaging services are examples of 
highly asymmetric services, particularly where large volumes of images are involved. 
There might sometimes be a relatively light flow of information in the reverse direc­
tion for some control purposes, but it is very negligible when compared to the amount 
of information transmitted from the main source to the receiving stations, and this 
is what leads to the asymmetry of the service. The services provided by the MBone 
and intended to be offered on the future UMTS network are highly asymmetrical in 
that the transmission in the two directions is independent and variable.
In the multimedia communication services available today and involving video traffic, 
Internet is the most popular environment which is accommodating increasingly growing 
numbers of users aU around the world. A part of the physical bandwidth available on 
Internet has been exploited to define a new virtual network, namely MBone, which provides 
multimedia services on a multicast basis. The ease in the accessibility to Internet makes it 
a widely populated recipient for the transport and control of real-time multimedia traffic. 
For that reason, the aspects of packet video communications on Internet will be highlighted 
in this section and details of video packetisation for Internet transmission will be featured 
in chapter 4.
On the other hand, the growth in the need for mobile services and the continuous interest 
in developing a universal telecommunication network for mobile multimedia applications 
highlight the importance of mobile networks on the evolution of multimedia technology.
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Notions about the mobile radio networks will be given and the effects of sending video 
over a mobile environment are displayed. The features and properties of the future UMTS 
networks are mentioned in the following section.
2 .7 .1  In tern et and P ack et V id eo
In order to understand the impact of sending compressed video on Internet, it is worthwhile 
to investigate the series of actions taken in order to establish and run a video session 
between two hosts on Internet. A one-to-one communications will be examined; one- 
to-many relationship involves the multicast routing extension of Internet protocol [32] 
employed on the Multicast Backbone (MBone) network.
First of all, the connection between video sender and receiver must be established before 
the transmission is launched. By setting up the connection, the network ensures that the 
remotely sited receiver is accessible and tha t its routing function can transfer the video 
stream between the two end points. In addition to the routeability to the remote host, 
the end points must agree on the same video compression algorithm to be used within 
the video communication session. The same video encoding technique should be used on 
both sides of the connection so that the sender’s video information is decodable by the 
receiver. This agreement is either implicit from the connection establishment or explicitly 
negotiated when the end users exchange information about their capabilities.
Over Internet, the network layer protocol, namely Internet Protocol (IP), is a connectionless- 
oriented communication protocol, unlike the virtual circuit strategy used on public switch­
ing telephone networks. The video datagrams of the same communication session might 
be transm itted along different paths depending on certain routing strategies adopted by 
the network. Therefore, the connection setup does not involve the reservation of a well 
defined path for the routing of the video information; rather, the setup of a communication 
session on Internet accounts for the accessibility and routeability of the remote end based 
on certain network criteria (such as shortest path, lowest occupancy, less hops ...), and 
checks whether there is sufficient available bandwidth in the network for the video to be 
sent. In other words, the network employs an admission control mechanism which gives 
the green light to a sender to start its transmission. The admission control mechanism is 
classifed as a congestion control and avoidance technique since it deals with the availability 
of bandwidth and organises the transmission of senders based on the channel occupancy.
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Once the connection is established and both ends are ready to initiate the video conver­
sation, the video data can be sent from the transmitting host. The video coder produces 
fragments of compressed video and passes them over to the video packetiser which packs 
the bitstream in IP packets before sending them as UDP (User Datagram Protocol) data­
grams on the Internet. Each IP packet has a header which stores the sequence number of 
the packet as well as the address of the both the originating and receiving hosts. Moreover, 
necessary timing information is encapsulated into the video packets for synchronisation 
and error control purposes. The timing information is necessary to ensure the synchroni­
sation of video with other streams, such as speech or data, which might accompany the 
video transmission as it is the case in many video applications like videophony. The se­
quence number in the header of an IP packet helps in detecting errors in the arrival order 
of packets to the remote end. Since the datagrams are sent on a connectionless-based 
routing methodology, it is likely that different packets of the same video session travel 
along different paths. Due to network latency and jitter, the order of packets might be 
shuffled and the video depacketiser must retrieve the correct sequence of packets before 
handing them to the decoder for recovery of the video sequence. Once the video pictures 
are reconstructed, they are passed to the host for visual display.
Since Internet is a datagram-oriented network in which there is no resource reservation, 
when data is sent to the network, the rate at which the data is transm itted must be 
controlled in a way that prevents the occurrence of a congestion. In many applications, 
reports about the status of the network are prepared based on the average packet delay 
and the mean packet loss and periodically sent back to the video encoder. Based on the 
feedback status reports, the video encoder adjusts its output bitrate in an attempt to 
prevent the occurrence of a congestion on one hand and make the best use of the available 
bandwidth on the other hand. Additionally, the regularly feedback reports contribute to 
the admission control mechanism of the network in tha t they enable the video encoder to 
hgure out the conditions of the network before it allows a sender to kick off its transmission. 
The techniques used in regulating the bitrate of the video coder as well as the packetisation 
of a video bistream will be discussed in chapter 4.
Consequently, Internet incurs three types of errors on the transm itted video data. Video 
packets are either lost or dropped in the local buffer before transmission, or corrupted 
due to some bits being flipped during transmission or possibly reordered because of the 
multipath technique employed in a datagram service. Video packet loss as well as the
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Figure 2.4: Actions taken to run a one-to-one video session on Internet
reorderd packets can be detected by checldng the sequence number incorporated in each 
IP packet following the expiry of a timeout period at the decoder end. Corrupted video 
information cannot be detected by the network and it is up to the video decoder to detect 
and correct the bit errors to enhance the video quality and improve the resilience of the 
video application. As opposed to these 3 types of problems that any video application 
might encounter on Internet (or possibly any other network with a datagram service), three 
types of error and how control are employed, namely admission control, rate control and 
congestion control. In admission control, the network determines whether there is sufficient 
bandwidth so that every user’s minimum bandwidth is met. In congestion control, we 
ensure tha t the available bandwidth is not over-used and overflowing the host queues, 
whilst rate control manages the load that video coders are introducing into the network 
in order to optimise the shared bandwidth allocation. In chapter 4, we introduce new 
techniques used to enhance video quality in case of congestion and discuss how these 
techniques can be used as preventive methods to regulate the bitrate of the coder without 
imposing a considerable damage on the quality of the video service. In chapter 5, we 
implement an algorithm consisting of a set of techniques which improve the resilience of 
a block-transform video coder to channel errors and reduce the effect of corrupted bits on 
the overall video quality. Figure 2.4 summarises the actions required to run a one-to-one 
video communication session on Internet.
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2 .7 .2  M ob ile  N etw orks and V id eo
Mobile networks are characterised by a very special feature which consists of the mobility 
of their nodes. In other words, the topology of a mobile network may change literally 
from minute to minute as the mobile hosts are roaming around, moving through and leav­
ing a given mobile radio network. Moreover, due to their mobility, the nodes are more 
susceptible to damage or technical failure than fixed hosts where maintenance and perma­
nent monitoring of the operation help in reducing the probability of failure or breakdown. 
Moreover, in mobile networks, there are some differences which can have an impact on 
the management and operation of the network. For instance, in some mobile networks 
where the control is manually administered, removal or resiting of a radio node requires 
manually initiated changes in the network definition tables (wherever they are stored), or 
possible redesign of fixed routing tables. In totally adaptive networks, a node is enabled 
to announce itself to the network by instructing the other nodes of its address and its new 
location. The human intervention in the adaptive network is not needed and therefore, 
the management problems are minimised.
Each node in a mobile network needs some information which instructs it of the other 
nodes which it can directly reach and of the overall connectivity of the network at a par­
ticular time. This information is im portant for the routing activities of the node. The 
maintenance of the connectivity information (saved in the form of tables in a specific host) 
requires methods for the initialisation of the network, the addition of new nodes joining 
the network, the removal of nodes which leave the network and cease their participation in 
a given application and the determination of how and when to exchange connectivity in­
formation between different nodes of the network. When a node is not the final destination 
of a video packet it receives, it should decide whether to just discard the packet or forward 
it on the next hop of the packet path. If the node decides to forward the packet, it must 
determine which route the packet has to follow in order to reach its ultimate destination. 
In mobile radio networks, transm itting a packet along its route involves the selection of 
radio parameters for use in transmission and acknowledgments (if necessary).
Due to the use of radio frequencies to carry intelligence, mobile networks impose a high 
level of corruption on the bitstream. For compressed video, high error rates cannot be 
tolerated and frequent bit errors (sometimes very infrequent as we shall see in chapter 5) 
lead to a high quality distortion and hence to a complete failure in the video application. In
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densely populated mobile networks, there is a big likelihood that the destination gets more 
than one version of the same video packet at two different time phases. This phenomenon 
results in a waste of bandwidth and causes a problem to the video decoder in manipulating 
the duplicated packet. The receiver must be robust enough to detect the duplicate packets 
produced by multipath fading before it hands them to the decoder for decompression. 
This can be done by checking the sequence numbers of the packets stored in their headers. 
However, the rate of arrival of duplicate packets due to multipath fading can very well 
be higher than the receiver can handle. In this case, the receiver cannot properly detect 
the duplication of packets from their sequence numbers and bypasses the errors by just 
passing both the original packets and their duplicates to the video decoder. This results 
in shuffling the order of video fragments before they arrive to the decoder and causes an 
immense degradation in the quality of the reconstructed sequence. Since video is a delay- 
sensitive traffic, the retransmission of dropped or lost packets is not a possible solution 
and other techniques must be implemented to improve the video quality in case of packet 
loss, such as error concealment which will be covered in chapter 4.
On the other hand, mobile networks induce other kinds of problems on the transm itted 
traffic, such as shadowing in very populated areas and bad propagation conditions in 
wide area HE networks. These problems can lead to a disastrous effect on the quality of 
video if no actions are taken to improve the robustness of the video stream to packet loss. 
Additionally, since the mobile networks use radio frequency bands for the transmission of 
data, a certain level of interference noise might be imposed on the carried intelligence due 
to another application running on neighbouring frequency bands. When digital signals are 
in question, the effect of an interfering signal on the carried video for example is toggling 
the bits of a sequence. A ’1’ would be received as ’0’ and vice versa. Flipping the bits 
of a video stream can be very damaging to the video quality when it leads to a state of 
desynchronisation in the video decoder. Consequently, to maintain the quality of video 
and ensure the success of a video application, the video coder must be rendered more 
immune to channel errors by improving its resilience. Although the effect of a mobile 
channel is primarily represented by a burst of errors, one bit error in video causes the 
video decoder (namely the block-transform) to skip a burst of bits until synchronisation 
is recovered. Therefore, as far as the implications on the quality are concerned, one bit 
error in video is equivalent to a burst of errors corrupting a set of consecutive bits (which 
are naturally skipped, regardless of their correctness, when a single bit error occurs) in 
the stream. Chapter 5 involves the discussion, implementation and subjective/objective
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evaluation of several error resilience algorithms devised to render a video coder more robust 
to channel errors under bad network conditions such as those encountered in mobile radio 
environments.
2.8 U M T S  N etw ork
In order to satisfy the customer’s requirements and expectations of a universal mobile 
telecommunication system for multimedia services, communication researchers are bent on 
developing the infrastructure of a new communication system which wiU cause a migration 
from the second to the third generation mobile networks on the brink of the 21st century. 
The Universal Mobile Telecommunications System is a mobile communications technology 
for a world in which personal communications services will allow person-to-person calling, 
independent of location, the terminal used, the means of transmission (wired or wireless) 
and of the choice of technology [33]. The current digital mobile communication technol­
ogy offers only a voice-band structured transmission capability. It does not support the 
movement of mobile communications into the multimedia information technology world 
that will characterise the early decades of the next century. UMTS is expected to make 
this transition and converge the hxed and mobile service provision as seen by the cus­
tomer. This can essentially be achieved by the general trend towards the liberisation of 
telecommunications service provision regardless of the means of final delivery, by wire or 
wireless means [34].
In user terms, UMTS must provide all that the present fixed (wired) and mobile (wire­
less) technology can achieve and have enhancement capability for services involving video 
applications or other services tha t are presently unforeseeable. Considering the above per­
spective of its role and its speculated achievements, the features or attributes that UMTS 
has to enjoy in order to meet such requirements must be :
• A multimedia bandwidth capability of up to 2 M bit/s across a range of applications 
and environments.
• A good quality of service closely comparable to that provided by the fixed network 
services.
• A dynamic and on-demand allocation of the transmission bandwidth.
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• Support of a wide range of services based on the user preferences.
• An open system that allows the development of new services and applications on 
demand.
• An optimum share of the resources among all simultaneously running applications 
and its users.
• An efficient integration with fixed networks, such as B-ISDN, Internet.
• Provision of a flexible routing strategy which allows both circuit switched and data­
gram services.
To achieve these features, a new cohesive and comprehensive system of communications 
in mobile networks must be developed. The services provided by this mobile network 
will compete with those provided by fixed networks in order to provide to the user a 
potential ability to benefit from the multimedia services on a remote basis with the means 
of communication technology.
2,9 C onclusions
In this chapter, the aspects of video communications over networks were presented and 
the needs for compressing video frames were examined. Video signals are bandwidth 
demanding and therefore, efficient video compression algorithms have to be defined in 
order to transmit video data over networks of limited capacity with efficient bandwidth 
utilisation. Many video coding algorithms such as transform coding, vector quantisation, 
subband coding and segmentation-based coding were presented and their features were 
illustrated. The advantages of block-based video coders over other compression algorithms 
were examined. Factors such as good quality to bitrate ratio (efficiency), scalability, 
availability and low complexity gave block-transform video coders a very good reputation 
for the future still-developing video technology and prompted their use throughout the 
thesis work. Then, the network perspective in video communications was discussed and 
the impacts of network problems and the effects of transmission on the quality of video 
were examined in both Internet and mobile radio networks. The need for a universal 
mobile telecommunications network for the provision of multimedia services was stressed.
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This need launched the exploration of the third generation UMTS network whose features 
were presented as envisaged by mobile communication researchers.
C hapter 3
Low B itrate Block-Transform  
V ideo Coders for V ideo  
C om m unications
3.1 In trodu ction
The transmission bandwidth for some channels is extremely limited and therefore expen­
sive. Integrated Services Digital Networks (ISDN), Public Switched Telephone Networks 
(PSTN), Mobile Networks are typical examples of such channels which require low bi­
trate video coding for audiovisual communications. The recent advances in technology 
have resulted in a high increase in the power of digital signal processors and a significant 
reduction in the cost of semiconductor devices. These developments have enabled the 
implementation of time-critical highly complex signal processing algorithms. In the area 
of audiovisual communications, such algorithms have been used to efficiently compress the 
video signals which require most of the channel bandwidth.
Raw video data is highly bulky and requires a huge amount of bandwidth for transmission. 
Therefore, communicating video data without any compression causes a fast swamping of 
the available resources, squanders the channel capacity and leads to a state of congestion in 
the underlying environment. Efficient video coding algorithms must be employed to com­
press raw video frames and minimise their rate when transmitted over a communication 
medium. International Telecommunications Union (ITU) has been recommending interna­
tional standards for compression of audiovisual signals. The ITU H.263 [35] and H.261 [36]
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standards have been proposed for very low to medium bitrate applications respectively. 
These two video coding algorithms are classified as block-based video coders because of 
their syntax which defines an 8x8 block of data as the smallest layering structure unit. 
Since they employ the Discrete Cosine Transform (DCT) method to give high absolute val­
ues to low frequency block coefficients, they are sometimes referred to as block-transform 
video coders.
Due to the fact that raw video data includes a large amount of redundant information 
in both the temporal and spatial domains, the suppression of these variable sequence- 
dependent redundancies during the coding process generates a variable bitrate at the 
output of a block-transform coder. For circuit-switched networks which require a fixed 
bitrate transmission, a buffer is needed just after the encoder in order to smooth out 
the bitrate fluctuations by controlling the coding parameters. To allow a fixed bitrate 
transmission of coded video streams, the variable output flow of the coder can be smoothed 
out by varying the encoding parameters of the coder as we shall see in chapter 4. However, 
this will lead to a variable quality level which is perceptually very undesirable in most of 
the video services available today.
This chapter describes the details and the functionalities of biock-transform video coders, 
namely H.261 and H.263. The syntax, layering structure, coding modes and motion esti­
m ation/ compensation are highlighted and explained. Then, the major differences between 
these 2 coders are investigated, namely in terms of the motion compensation process and 
the negotiable options introduced by H.263 recommendation. The implications of these 
differences on the performance and error robustness of the coder are highlighted. The bit 
error sensitivity of the block-based video coders is then addressed and effects of errors 
on both the performance and the robustness of both coders are then explained. Objec­
tive and subjective results accompany the discussion where appropriate to highlight the 
advantages and drawbacks of those video coding algorithms. In all of our simulation ex­
periments throughout the thesis work, H.261 and H.263 software packages developed by 
Portable Video Research Group at Stanford [37] and Telenor R&D [38] respectively were 
used.
CHAPTER 3. LOW BITRATE BLOCK-TRANSFORM VIDEO CODERS FOR
VIDEO COMMUNICATIONS 40
Picture
Format
Nb. of pixels 
for Lum. (dx)
Nb. of lines 
for Lum. (dy)
Nb. of pixels 
for chrom. (dx/2)
Nb. of lines 
for chrom. (dy/2)
sub-QCIF 128 96 64 48
QCIF 176 144 88 72
CIF 352 288 176 144
4CIF 704 576 352 288
16CIF 1408 1152 704 576
Table 3.1: Resolution of luminance and chrominance components of a frame for different 
picture formats
3.2 Layering Structure
A video signal is a sequence of still images. When presented at a high enough rate, the 
sequence of images (frames) gives the illusion of a moving scene. Video frames are grabbed 
from a video camera at a certain sampling rate and processed as a sequence of still pictures 
correlated by motion dependencies. Consequently, each video frame is a two-dimentional 
matrix of pixels, each of which is represented by a luminance (intensity) and 2 chrominance 
(colour) components Y, Cb and Cr respectively. In block-based video coders, each frame 
is divided into groups of blocks (GOBs). In H.263, a group of blocks consists of k x l6  lines 
of pixels, where k is an integer whose value depends on the picture format. The picture 
format indicates the size of a video frame as indicated in Table 3.1.
The GOB numbering within a frame is done by a vertical scan of the GOBs starting 
with the upper GOB (number 0) and ending with the lower one. The number of GOBs 
per picture (in H.263) is 6 for sub-QCIF, 9 for QCIF, and 18 for CIF, 4CIF and 16CIF. 
Each GOB is divided into macroblocks (MBs). A MB relates to 16 pixels by 16 lines of 
luminance (Y) and the spatially corresponding 8 pixels by 8 lines of Cb and Cr. Further a 
MB consists of four luminance blocks and the two spatially corresponding colour difference 
blocks. Each luminance or chrominance block relates to 8 pixels by 8 lines of Y, Cb or 
Cr^  For each of the picture formats, colour difference samples are sited such that their 
block boundaries coincide with luminance block boundaries as shown in Figure 3.1. The 
hierarchical layering structure of a QCIF-size video frame is shown in Figure 3.2.
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Figure 3.1; Luminance and Chrominance samples in a video frame
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Figure 3.2: Hierarchical layering structure for a QCIF frame in H.263 video coder
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3.3 IN T R A  and IN T E R  cod in g  m odes
Two different types of coding exist in a block-transform video coder, namely INTRA 
and INTER coding modes. Normally, in a video sequence adjacent frames are strongly 
correlated, and a less redundant signal would be obtained if only the difference between 
successive frames was encoded. This is accomplished by first substracting the prediction 
image (the previous frame) from the input image and then encode the difference. The 
latter is referred to as the motion compensated difference image, the residual image or 
the prediction error. This coding mode is called INTER Frame coding. In cases of fast 
changing scenes and quick camera pans, successive images are vastly different, therefore 
prediction in this case contributes marginally towards the redundancy reduction. The 
quality would be much better if neither differential coding nor motion compensation was 
ever used. This coding mode is referred to as INTRA Frame coding. INTRA mode treats 
a video frame as a still image without referring to information in the previous frame. In an 
INTRA coded frame, all MBs are INTRA coded and therefore MODE information for each 
individual MB is not transmitted. INTER mode encodes the video data by compensating 
the motion estimated between the currently processed data and its previous match in the 
previous frame. In an INTER coded frame, some MBs can be still coded in INTRA if a 
motion detection threshold has not been met after the motion estimation process was done. 
There is no restriction on the frequency of INTRA frames in a video sequence. However, 
sending INTRA frames can be used as a trade-off between bitrate and quality since they 
are compressed with a lower ratio than INTER frames. Moreover, INTRA frames can be 
used as a trade-off between bitrate and error robustness as will be discussed in chapter 5.
3 .3 .1  M o tio n  E stim a tio n  in  I N T E R  Fram es
In the motion estimation process, a block-transform video coding algorithm compares the 
currently processed MB of an INTER coded frame to all 16x16 arrays of pixels in the 
previous frame within a user-defined search window sliding within i l 6  pixels along any 
of the 4 directions of the MB position (left, right, top and bottom). A sum of absolute 
differences (SAD) is calculated between the current MB and each of the 16x16 matrices 
that lie inside the search window. The 16x16 m atrix which results in the least SAD is 
considered to most resemble to the current MB. The displacement vector between the 
current MB and its best match m atrix in the previous frame is called the motion vector
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Figure 3.3: Motion estimation of a block-transform video coder
(MV) and the relative SAD is the MB residual matrix. The MV and the residual matrix 
are both sent to code an INTER coded MB. However, if any of the 16x16 arrays of pixels 
in the previous frame could not score an SAD which is higher than a motion detection 
threshold, then the MB is INTRA coded in an INTER frame. The motion estimation 
process of a block-transform video coder is best illustrated in Figure 3.3.
When the search window size is set by the user to be zero, this means tha t the best-match 
MB is forcibly fixed to be the coinciding one in the previous frame. In this case, no MV 
is needed to be transm itted and the coder contents of sending the residual matrix. This 
is called the no-motion compensation case of INTER frame coding mode. Full motion 
compensation is the situation when the maximum size is given to the search window. 
For more accurate prediction, H.263 (unlike H.261) applies half-pixel search to estimate 
the motion and sends MVs in half-pixel coordinates. After determining the best match 
matrix for the currently processed MB, H.263 encoder initiates a more precise search
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Figure 3.4: Half pixel prediction by linear interpolation in H.263
in half-pixel accuracy within ±1 pixel range on 4 sides of the best match matrix. This 
half-pixel accuracy enhances the quality of the motion prediction and makes a better 
representation of motion between successive frames. In order to achieve such a precision, 
H.263 uses linear interpolation to find half-pixel coordinates as shown in Figure 3.4. When 
the motion vectors are estimated for the luminance component, their values are divided 
by a factor of 2 to find the chrominance MVs.
3.4 F unctionalities o f  th e  b lock-transform  v id eo  coder
For each MB in a predicted or INTER frame, SAD is compared to a motion threshold value 
to decide whether INTRA or INTER mode is to be used for a specific MB. If INTRA mode 
is selected, the coefficients of the 6 contained 8x8 blocks are DCT transformed, quantised, 
zigzag-pattern encoded, run-length coded before they are fed into the Huffman coder which 
assigns variable-length codewords to  the values of the runs and their associated levels. If 
INTER mode is adopted instead, the motion vector is differentially coded according to 
the motion compensation process described in the next section, and the residual matrix 
coefficients are encoded using the same steps applied on the coefficients of an INTRA 
coded MB. In INTRA frames however, MBs are coded in the same way as INTRA coded 
MBs in an INTER frame with the difference tha t the 1x1 DC coefficient of each 8x8 block 
is not run-length coded with the other 63 AC coefficients; yet, this INTRADC coefficient 
is quantised and iixed-length coded (8-bit) before being sent to the video multiplexer.
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The block-transform encoder contains an internal decoder which locally reconstructs the 
frames in order to use them in the motion prediction process. Using the locally recon­
structed instead of the original frames in the motion estimation helps in producing a more 
accurate representation of motion to the decoder. The motion is then predicted based on 
the locally reconstructed frame (as a reference frame) which is eventually the very (in an 
error free environment) remotely reconstructed frame used in the decoding process. Figure
3.5 depicts the block diagram of ITU H.261 video encoder. A video multiplexer follows 
the video coder in order to multiplex the various video parameters generated by the coder.
H.263 is very similar in its structure to H.261 with only 3 major differences: The filter 
used in the prediction loop of H.261 is removed in H.263 because of the high accuracy 
that H.263 adds on the predicted motion by employing the half-pixel coordinates. Using 
half-pixel accuracy in sending MVs cancels out the need for placing the spatial filter in the 
prediction loop in order to suppress the high frequency components from the local motion 
compensated frame. Another major difference between the functionalities of both coders 
is encountered in the Huffman coding stage. H.263 introduces different symbol representa­
tions in order to increa.se the efficiency of entropy coding. The third and most important 
difference is in the motion compensation process which is described in the next section. 
On the other hand, the most prominent development introduced into H.263 video coding 
algorithm as compared to H.261 involves the negotiable options which can be switched on 
or off depending on the input signal and the user requirements. Negotiable options are 
highlighted in a separate section later in this chapter.
3 .4 ,1  D iscre te  C osine T ransform  (D C T )
The 64 coefficients of each 8x8 block of data are passed through a DCT transformer which 
helps in extracting the spatial redundancies of the block. The Transfer function of a two- 
dimensional DCT transformer employed in a block-based video coder is given in equation 
3.1.
F{u, v) =  jC{u)C{y) Y  y)  COS k(2æ -f 1)-^] cos [K{2y -f-1):^] (3.1)
æ = 0 y = 0
with u,v,x,y — 0,1,2,...,7 
where x,y =  spatial coordinates in the pixel domain
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Figure 3.5: Block Diagram of H.261 encoder
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Original 8x8 Block 8x8 Transfonmed Block (TB)
81 83 81 83 83 83 83 83 593.38 4.11 -5.8 -1.43 0.13 1.35 -1.25 0.13
81 82 83 83 84 84 84 83 25.43 -8.01 2.83 1.18 -0.29 0.02 -0.27 -0.31
83 84 84 83 84 84 84 84 0.8 1.14 -0.16 0.43 ■1.24 -0.33 -0.51 -0.5
84 86 86 87 88 86 86 85 0.32 0.71 0.27 0.07 1.38 0.37 -0.28 -0.71
87 87 89 90 88 86 85 87 0.62 -0.3 -0.82 -0.95 0.63 -0.3 -0.34 -0.85
90 91 90 90 90 88 87 8 6 0.73 -0.04 -0.11 0.65 0.01 -0.25 -1.06 0.06
91 92 93 93 92 89 88 87 -1.01 0,98 1.74 0.71 -0.7 -0.8 0.34 -0.41
91 94 93 93 92 90 88 87 -0.65 0.47 0.67 1.38 0.97 0.43 1.01 -0.3
Figure 3.6: Example of DCT transform applied on an 8x8 block of an INTRA frame of 
Suzie sequence
u,v = coordinates in tke transform domain 
C(u) = ^  for u=0; 1 otherwise 
C(v) =  ^  for v=0; 1 otherwise
DCT produces real outputs for real inputs and is computationally a fast operation. For 
u=v= 0, equation 3.1 yields an average of the pixels referred to as the dc value or the dc 
coefficient (In case the block is INTRA coded, this (0,0) coefficient is then referred to as 
INTRADC coefficient). The inverse DCT function is given by equation 3.2.
y) = ^C(æ)C(y) Y  COG [7r(2w -f 1 ) ^ ]  cos [k { 2v  -f 1 ) ^ ]  (3.2)
u= 0  v = 0
An example of a DCT transform for an 8x8 block of data is depicted in Figure 3.6. It is 
clear tha t the largest amplitude is that of the upper left hand corner of the block (DCT 
coefficient) and rather significantly smaller coefficient amplitudes are found in the rest of 
the transformed block. Therefore, the spatial redundancy of the block was reduced after 
DCT had been applied on it. Quantising the coefficients of the transformed block will 
show tha t the quantised indices of all the coefficients (except for the DC coefficient and 
the lower coefficient in the same column) will become zero.
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3 .4 .2  Q u an tisa tion
Quantisation is a process that maps the DCT transformed coefficient from one set of 
levels to a narrower one in order to minimise the number of bits required to transmit 
them. Obviously, quantisation in a block-based video coder is a lossy process in terms of 
video quality. The quality degradation due to the quantisation process is traded off with 
the reduction in the bitrate. To externally control the quantisation of a block-transform 
video coder, the user has to enter the quantisation parameter referred to as Qp. Twice 
the quantisation parameters (2xQp) is called the quantisation stepsize. The following 
equations show how H.263 video coding algorithm performs the quantisation and inverse 
quantisation processes at the encoder and decoder respectively. q(TC) represents the 
quantised value I of the transformed coefficient TC. Iq(I) defines the inverse quantised 
value of I. Q represents the quantisation parameter known as Qp.
Quantisation:
• INTRADC Coefficient:
l i T C  e [0,12]
I  = q{TC) =  { [(TC/8)] : TC € [12,2028] 
254 : TC e [2028,2040]
# INTRA AC Coefficients:
I  =  q(TC) =  <
' 127 :T C  e  [253g, 2040] 
[(TC/2Q)] : \TC\ e [Q,253Q] 
0 : T C e [ - Q , Q ]
[ -127  : T C E  [-2040 ,-253Q]
• INTER Coefficients:
(3.3)
(3.4)
/  =  q(TC)
127 : TC € [253Ç +  Q/2, 2040]_  J sign{TC) * [ ( ^ ^ Z ^ ) ]  : |TC| € [ |Q , 253Q +  Q/2] 
0 :rC € [ ( -3 /2 )Q ,(3 /2 ) (5 ]
-127 : TC e [-2040, -253Q  -  Q/2]
(3.5)
Where [x] is the nearest integer function defined by equation 3.6
[x] =  n € integers : n — 0.5 < æ < n -f 0.5 (3.6)
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Inverse Quantisation:
# INTRADC Coefficient:
Iq(I) = 8* sign{i)\i\ (3.7)
• INTRA or INTER AC Coefficients
mi)\ = 0 : 2  =  02Q\i\ + Q :odd\i\^0  (3.8)2Q\i\ -\-Q — I : even\i\ ^  0
Iq(I) is obtained by multiplying its absolute value by the sign of the quantised level. Figure
3.7 shows an example of the quantisation, inverse quantisation and reconstruction of an 
INTER coded block of DCT transformed coefficients for a quantisation parameter of 16.
3 .4 .3  Z igza g -p a ttern  coder
A zigzag scan of the quantised block indices help in converting the two dimensional array 
of quantised coefficients into a stream of indices with a high occurrence of zero. In the 
example shown in Figure 3.7, a zigzag pattern of the quantised block indices would lead 
to three amplitudes followed by a long string of zeros. The long runs of zeroes are quite 
efficient to be coded using a run-length encoder. The order of a zigzag pattern encoder 
on the 64 coefficients of a block is depicted in Figure 3.8.
3 .4 .4  R u n -len g th  cod er
The run-length encoder takes the one-dimensional array of quantised coefficients as input 
and generates coded runs as output. Instead of coding each coefficient separately, the 
run-length coder searches for runs of similar consecutive coefficients and codes the length 
of the run and its level. Referring again to the example of Figure 3.7, the run-length 
encoder has to generate 3 runs of length 1 and levels 7, -2 and -2 respectively before it 
falls on a long run of length 61 and level 0. A 1-bit flag (LAST) is sent after each run to 
indicate to the decoder whether the corresponding run is the last one in the block or not. 
Run lengths and levels are then fed into Huffman coder in order to be assigned variable 
length codewords before transmission on the video channel.
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8x8 Transformed Block (TB) 8x8 Quantised TB
S6.6 0 0 0 0 0 0 0
0.7! 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
8x8 Dequantised TB
593. 1 0 0 0 0 0 0 0
■41.; 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
8x8 Reconstructed Block
81 81 81 81 81 81 81 81
82 82 82 82 82 82 82 82
83 83 83 83 83 83 83 83
85 85 85 85 85 85 85 85
87 87 87 87 87 87 8' 87
89 89 89 89 89 89 89 89
90 90 90 90 90 90 90 90
91 91 91 91 91 91 91 91
81 83 81 83 83 83 83 83
81 82 83 83 84 84 84 83
83 84 84 83 84 84 84 84
84 86 86 87 88 86 86 85
87 87 89 90 88 86 85 87
90 91 90 90 90 88 87 86
91 92 93 93 92 89 88 87
91 94 93 93 92 90 88 87
Original Block
Figure 3.7: Example of quantised and inverse quantisation of an INTRA coded 8x8 block 
of DCT coefficients of Suzie sequence with Qp=16
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X ,x x ^ X XX X X X X X IX XX X XX X X . X X /  — y\X X X X X XX X X X yX X T ' ■■■ X XX X X
Figure 3.8: Order followed by a zigzag pattern encoder in a quantised 8x8 block
3.5 M otion  V ector P red iction
Motion vectors are differently predicted in H.261 and H.263 video coding algorithms. In 
order to optimise the number of bits required to code the motion information, MVs are 
coded differentially. In H.261, MV data is sent as the the residual difference between 
the current MV coordinates and those of the MV belonging to the previous coded MB 
(left predecessor) in the same frame. However, in H.263, MV is predicted with the help 
of 3 other MVs known as candidate predictors. These 3 MVs belonging to the left, top 
and top right MBs in the same frame are determined according to some rules defined by 
the recommendation. For each component, the predictor is the median value of the three 
candidate predictors for this component. The predicted MV values are then the differences 
between the current MV components and those of the predictor. During the decoding 
process, MVs are obtained by adding predictors to the vector differences. A positive value 
of the horizontal and vertical component of the motion vector signifies that the prediction 
is formed from pixels in the previous picture which are spatially to the right or below 
the pixels being predicted. The motion prediction process of both H.261 and H.263 is 
illustrated in Figure 3.9. In H.263, the rules that are imposed on the prediction process 
when the MB is on the border of a GOB or a picture are illustrated in Figure 3.10 and 
explained as follows:
1. The candidate predictor MVl is assigned zero if the corresponding MB is outside 
the picture (at the left side).
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H.261
M Vl MV
M VDx = MVx - M V lx  
M VDy = MVy - M V l y
H.263
MV2 MV3
M V l MV
M VDx = MVx - Px
M VDy = MVy - Py
Px = Median (M V lx, MV2x, MV3x)
Py = Median (M V ly, MV2y, MV3y)
MVD : Differentially coded Motion vector
Figure 3.9; Motion prediction in H.261 and H.263 video coders
2. The candidate predictors MV2 and MV3 are set to MVl if the corresponding MB 
is outside the picture (at the top) or outside the GOB (at the top) if the GOB header of 
the current GOB is non-empty.
3. The candidate predictor MV3 is set to zero if the corresponding MB is outside the 
picture (at the right side).
4. The candidate predictor is set to zero if the corresponding MB is INTRA coded or 
is not coded at all.
3.6 N egotiab le  O ptions in H .263
The major enhancement in both the compression efficiency and the video quality achieved 
by H.263 video coding algorithm when compared to H.261 is due to the negotiable op­
tions, namely Unrestricted Motion Vectors, Syntax Arithmetic Coding (SAC), Advanced 
Prediction Mode and PB-frames. Negotiable means tha t the decoder signals to the en­
coder which of the options it has the capability to decode. If the encoder has any of these 
options, it can then turn them on. Each of these options is described in this section.
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MV2 MV3
MVl MV
MV : Current motion vector 
MVl: Previous motion vector 
MV2: Above motion vector 
MV3; Above right motion vector
MV2 MV3
(0,0) MV
MVl MVl
MVl MV
MV2 (0,0)
MVl MV
------------------  : Picture or GOB header
Figure 3.10: Rules for motion vector prediction in H.263 video encoder
Their effect on the performance and robustness of the coder will be discussed later in this 
chapter.
3 .6 .1  U n r estr ic ted  M o tio n  V ectors (A n n ex  D )
Normally, all MVs generated for the purpose of motion compensation are restricted in 
a way that all pixels referenced by them are within the coded picture area. If annex D 
is implemented, this requirement is relaxed and vectors are allowed to point outside the 
picture. When a pixel referenced by a MV is outside the coded picture area, an edge 
pixel is used instead. Unrestricted MVs can improve image prediction, particularly when 
there is a significant amount of motion involving movement of objects or background 
into the picture. Motion out of the picture results in vectors pointing inside the previous 
reconstructed picture, which is already allowed by H.263 even when this option is switched 
off. The former situation arises when there is a deliberate camera movement such as pan, 
when the camera is moving due to a ‘camera shake’ or when a moving object impinges 
on a boundary [39]. Additionally, this mode includes an extension of the motion vector 
range so tha t larger MVs can be used. In the default video source coding algorithm, the 
value for both horizontal and vertical components of the motion vectors is restricted to the
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range [-16,15.5]. In the Unrestricted Motion Vector however, the maximnm range for the 
vector components is [-31.5,31.5]. Obviously, for a static camera and central low activity 
objects, the gain obtained with this option switched on is expectedly negligible.
3 .6 .2  S y n ta x  A r ith em etic  C od in g  (A n n ex  E )
Syntax Arithmetic Coding is a particular variant of Arithmetic Coding and can be used 
to losslessly encode the compressed video bitstream instead of using traditional Variable 
Length Coding (VLC). W ith VLC, the optimum length of the codes calculated from the 
entropy of the data are typically non-integer. They must be rounded to the nearest inte­
ger, which introduces inefficiency. Arithmetic Coding largely eliminates this inefficiency 
by effectively allowing fractional bits per symbol (such MVs and transform coefficients). 
Arithmetic coding works in conjunction with a modeller which estimates the probability of 
a particular symbol in the stream. In H.263, the used models are switched in accordance 
to the type of information being coded. The PSNR values and reconstructed frames will 
be the same with this option set on, but generally fewer bits are produced due to the opti­
mised bit representation of each individual symbol. The reduction in the bitrate depends 
on the sequence, the total output bitrate of the coder and other options used. For INTRA 
frames, the reduction in the bitrate is more noticeable. For the same target bitrate, when 
SAC is applied, an average gain in the range of 3-4% for INTER frames and 10% for 
INTRA frames is obtained. The main disadvantage of SAC is that it is fairly complex to 
understand.
3 .6 .3  A d van ced  P re d ic tio n  M o d e (A n n ex  F )
In this mode, four 8x8 vectors instead of one 16x16 vector are used to compensate the 
motion of a MB in the picture. Consequently, this mode would generally use more bits for 
the coding of 4 MVs, but produces a better prediction and a considerable improvement on 
QoS and mitigates the effect of block artifacts on the subjective video quality. When this 
mode is set on, the Unrestricted Motion Vector (Annex D) is automatically allowed by 
H.263 encoder. Annex F is an amendment of the default H.263 source coding algorithm 
for a better prediction of motion and alleviation of inherent deficiancies in a block-based 
compression scheme. It leads to a significantly improved subjective quality especially when 
there are small moving objects in the sequence. Since the 4-MV representation of motion
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Figure 3.11: Candidate predictors MVl, MV2 and MV3 for the advanced prediction mode 
of H.263
would normally lead to a higher number of bits per MB, a trade-off is to be established 
between bitrate and objective quality. If it is indicated that 4 MVs are transm itted for a 
particular MB, the information for the first MV is transm itted as the codeword MVD and 
the information for the three additional MVs is transmitted as the codewords MVD2-4. 
At the decoder end, the vectors are obtained by adding predictors to the vector differences 
indicated by MVD and MVD2-4 in a similar way as when only one MV per MB is present. 
Again, the predictors are calculated separately for the vertical and horizontal components. 
The candidate predictors for the advanced prediction mode are defined in Figure 3.11.
3 .6 .4  P B -F ram es (A n n ex  G )
This mode consists of a bidirectional motion compensation in a way similar to the MPEG 
standards. A PB-frame consists of two pictures coded as one unit: A P-picture (Predicted) 
is coded from the last reconstructed (locally decoded) P-Picture and one B-Picture is 
predicted from both the last decoded P-Picture and the P-picture currently being decoded. 
This last picture is called a B-picture because parts of it may be directionally predicted
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PB-Frame
Figure 3.12: Prediction in PB-Frame mode
from the past and future P-pictures as indicated in Figure 3.12.
Because of the high compression efficiency of a B-Frame, this mode allows doubling the 
frame rate with a slight increase in bitrate. It can also keep a constant frame rate (by 
skipping one original frame during the encoding process and replacing it by a B-Frame) 
with a high reduction in the output bitrate of the video coder. Obviously, this mode 
becomes inefficient at low frame rates combined with high rates of motion in the pictures 
as interpolation becomes inaccurate.
3.7  Syntax
The order of transmission of various output parameters of a block-transform video coder is 
followed according to the syntax defined by the source coder’s recommendation. Both ITU- 
T H.261 and H.263 adopt the same layering structure, as described earlier in this chapter, 
starting with a picture (frame) and ending with a block. The order of transmission of 
MBs is from left to right and top to bottom and is not sequence-dependent. Therefore,
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the process of transmitting output video parameters gives no consideration to the channel 
conditions and the contribution of transm itted information to the overall video quality. 
In chapter 5, the order of transmission will be one of the issues tha t are considered to 
render H.263 more resilient to channel errors. This section presents the semantics and 
abbreviations defined in ITU H.263 video coding algorithm for later reference to them in 
the course of the thesis, and specifies the role of each output video parameter in the coder. 
The syntax of the video source coder is depicted in Figure 3.13 and the abbreviations are 
defined according to the containing class as follows:
3 .7 .1  P ic tu re  Layer
Each picture consists of a picture header followed by data for Group of Blocks (GOBs), 
eventually followed by an end-of-sequence (EOS) code and stuffing bits so that the headers 
are always byte aligned. For each codeword. The most significant bit is transm itted first 
followed by the remaining bits of a codeword.
3.7.1.1 P icture Start Code (P SC ) (22 bits -f- 0-7 Stuffing bits)
PSC is a word of 22 bits. Its value is 0000 0000 0000 0000 1 00000. All picture start codes 
must be byte aligned. This can be achieved by inserting less than 8 zero-bits at the end of 
the previous frame such that the first bit of the start code is the first bit of a byte which 
represents the start of the current frame. The first 17 bits represent a specific bit pattern 
which notifies the video decoder of the beginning of a new frame and the last 5 bits denote 
the number of the first GOB of the frame.
3.7.1.2 Temporal Reference (T R ) (8 b its)
An 8-bit number which can be assigned any of 256 possible values. It is formed by 
incrementing its value in the previously transm itted picture header by one plus the number 
of non-transmitted pictures (at 29.97 Hz) since the previously transm itted one. When the 
PB-frame option is on, TR addresses only F-Frames.
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Figure 3.13: Layering Structure and Syntax of H.263 video coding algorithm
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3.7.1.3 Type Information (P T Y P E ) (13 bits)
Information about the complete picture:
Bit 1 always ”0”, for distinction with H.261,
Bit 2 always ”1”, in order to avoid start code emulation,
Bit 3 Split screen indicator, ”0” off, ”1” on: Split screen indicator is a flag that indicates 
that the upper and lower half of the decoded picture could be displayed side by side. It 
has no direct effect on the encoding or decoding of the picture.
Bit 4 Document camera indicator, ”0” off, ”1” on
Bit 5 Freeze Picture Release, ”0” off, "1" on: Freeze Picture Release is a signal from an 
encoder which responds to a request for packet retransmission (if not acknowledged) or 
fast update request and allows a decoder to exit from its freeze picture mode and display 
decoded picture in the normal manner.
Bit 6-8 Source Format, ”000” sub-QCIF, ”001” QCIF, ”010” CIF, ”011” 4CIF, ”100” 
16CIF, ”101” reserved, ”110” reserved, ”111” reserved,
Bit 9 Picture Coding Type, ”0” INTRA, ”1” INTER,
Bits 10-13 refer to the optional modes that are only used after negotiation between encoder 
and decoder. If bit 12 is set to ”1” , bit 10 shall be set to ”1” as well as described earlier 
in the Advanced Prediction Mode.
Bit 10 Optional Unrestricted Motion Vector mode, ”0” off, ”1” on.
Bit 11 Optional Syntax-based Arithmetic Coding mode, ”0” off, ”1” on,
Bit 12 optional Advanced Prediction mode, ”0” off, ”1” on,
Bit 13 Optional PB-frame mode, ”0” normal picture, ”1” PB-frame.
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3.7.1.4 Continuous Presence M ultipoint (C PM ) (1 bit)
A 1-bit codeword that signals the presence of multiple destinations. In a multipoint 
connection, a Multipoint Control Unit (MCU) can assemble two to four bitstreams into 
one video bitstream, so that at the receiver up to four different video signals can be 
displayed at the same time in a sort of quad-screen.
3.7.1.5 P icture Logical Channel Indicator (PLCI) (2 bits)
A fixed length codeword of 2 bits tha t is only present if CPM mode is indicated. A 
maximum of 4 channels can therefore be indicated to the decoder. The codeword is a 
binary representation of the logical channel number of the picture header and all following 
information until the next picture or GOB start code.
3.7.1.6 Quantiser Inform ation (P Q U A N T ) (5 bits)
A fixed length codeword of 5 bits which indicates the quantisation parameter (Qp) to 
be used for the picture until updated by any subsequent GQUANT or DQUANT. This 
codeword is then the binary representation of the values of QUANT which range from 1 
to 31.
3.7.1.7 Temporal R eference for B-Frames (T R B ) (3 bits)
TRB is present if PTYPE indicates PB-frame and indicates the number of non-transmitted 
pictures (at 29.97 Hz) since the last P- or I-picture and before the B-picture. The codeword 
is then the binary representation of the number of non-transmitted pictures plus one.
3.7.1.8 Quantisation Inform ation for B -Pictures (D B Q U A N T ) (2 bits)
DBQUANT is present if PTYPE indicates the presence of PB-frame mode. In the decod­
ing process, a quantisation parameter QUANT is obtained for each MB. However, with 
PB-frame on, QUANT is used for the P-Block, while for the B-Block a different quanti­
sation parameter, namely BQUANT, is used. DBQUANT indicates the relation between
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DBQUANT
00
BQUANT
(5xQUANT)/4
01 (6xQUANT)/4
10 (7xQUANT)/4
11 (8xQUANT)/4
Table 3.2: DBQUANT and relation between QUANT and BQUANT
QUANT and BQUANT as defined in table 3.2 where ”/ ” means division by truncation. 
BQUANT ranges from 1 to 31; if the value of BQUANT resulting from table 3.2 is less 
than 1 or greater than 31, it is clipped to 1 and 31 respectively.
3.7.1.9 Extra Insertion Inform ation (P E I) (1 bit)
A 1-bit fiag which, when set to ”1” , signals the presence of the following optional data 
field.
3.7.1.10 Spare Inform ation (P SP A R E ) (0 /8 /1 6 .. .  b its)
If PEI is set to ”1”, then 9 bits follow consisting of 8 bits of data (PSPARE) and then 
another PEI bit to indicate if a further 9 bits follow and so on. This segment of bits is left 
for future use by ITU in case bit additions are required. IF PSPARE is followed by PEI=0, 
PSPARE=xxOOOOOO is prohibited in order to avoid start code emulation. Therefore, 4 out 
of 256 values would be prohibited in this case.
3.7.1.11 End Of Sequence (EOS) (22 bits -|-0-7 Stuffing B its)
It is a codeword whose first 17 bits are similar to those at the beginning of a PSC. Its value 
is 0000 0000 0000 0000 1 11111. Its insertion in the bitstream indicates to the decoder the 
end of a sequence.
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3.7.1.12 Stuffing (ST U F ) (Variable Length)
A variable-length codeword which consists of ’0’ bits. Encoders insert this codeword 
directly after the last bit of a frame so tha t the video bitstream including STUF is a 
multiple of 8 bits from the first bit in the bitstream. Decoders are designed to discard 
STUF.
3 .7 .2  G roup  o f  B lo ck s Layer
Each GOB consists of a GOB header followed by data for MBs. Each GOB contains 
one or more rows of MBs. For the first GOB (with number 0), no GOB header shall 
be transmitted. For aH other GOBs, the GOB header may be empty depending on the 
encoder strategy.
3.7.2.1 Group o f Block Start C ode (G B SC ) (17 bits 4-0-7 stuffing bits)
A word of 17 bits and value 0000 0000 0000 0000 1. GOB start codes are made byte 
aligned by inserting less than 8 zero-bits before the start code such tha t the first bit of 
the start code is the first bit of a byte,
3.7.2.2 Group N um ber (G N ) (5 b its)
A fixed length codeword of 5 bits used to represent the number of a GOB within a 
frame. For the GOB with number 0, the GOB header consisting of GBSC, GN, GFID 
and GQUANT is empty. Group number 0 is used in PSC as mentioned earlier. Group 
number 31 (11111) is used in EOS and the values from 18 to 30 are reserved for future 
use by the recommendation,
3.7.2.3 GOB Logical Channel Indicator (GLCI) (2 bits)
A 2-bit codeword tha t is present only if CPM mode is indicated. It represents the logical 
channel number for the GOB header and all following information until the next picture 
or GOB start code.
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3.T.2.4 GOB Frame ID (G FID ) (2 b its)
A fixed length codeword of 2 bits. GFID shall have the same value in every GOB header 
of a given picture. Moreover, if PTYPE indicated in the picture header is the same as 
for the previous transmitted picture, GFID shall have the same value as in that previous 
picture.
3.7.2.5 Quantiser Information (G Q U A N T ) (5 bits)
It is a 5-bit codeword used to indicate the quantiser QUANT to be used for that GOB 
until updated by any subsequent DQUANT. Since it represents a value for QUANT, this 
word can take the value from 1 to 31.
3 ,7 .3  M B  Layer
Each MB consists of a MB header followed by data for blocks. COD is only present in 
pictures for which PTYPE indicates INTER. MCBPC is present when indicated by COD 
or when PTYPE indicates INTRA. MODB is present if PTYPE indicates PB-frame. 
CBPY, DQUANT, MVD and MVD2-4 are present when indicated by MCBPC. CBPB 
and MVDB are only present if indicated by MODB. Block data is present when indicated 
by MCBPC and CBPY.
3.7.3.1 Coded macroblock indication (C O D ) (1 b it)
A 1-bit flag which when set to ”0” signals that the MB is coded. If set to  ”1” , the MB is 
not coded and the remaining part of the MB layer is empty.
3.7.3.2 M acroblock type Sc Coded Block Pattern  for Chrom inance (Variable 
length
The MB type gives information about the the MB and which data elements are present in 
it. The coded block pattern for chrominance signifies and CV blocks when at least one
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non-INTRADC coefficient is transmitted, CBPCN =  1 if any non-INTRADC coefficient 
is present for block N.
3.7.3.3 M acroblock m ode for B-blocks (Variable length)
MODB is present for MB-type 0-4 if PTYPE indicates PB-frame mode and is a variable- 
length codeword indicating whether B-coefficients and/or B-vectors are transm itted for 
this MB.
3.7.3.4 Coded Block Pattern for B-blocks (C B P B ) (6 bits)
CBPB is present only if indicated by MODB. CBPBN = 1 if any coefficient is present for 
B-block N, else 0, for each bit CBPBN in the coded block pattern.
3.7.3.5 Coded Block Pattern for lum inance Y  (C B P Y ) (Variable length)
A variable-length codeword giving a pattern signifying the Y-blocks for which at least one 
non-INTRADC transform coefficient is transm itted. CBPYN =  1 if any non-INTRADC 
coefficient is present for block N, else 0.
3.7.3.6 Quantiser Inform ation (D Q U A N T ) (2 bits)
A 2-bit code tailored to define the change in the quantiser value. The differential value is 
transmitted.
3.7.3.7 M otion Vector D ata (M V D ) (Variable length)
MVD is included for all INTER MBs (in PB-frame mode also) and consists of a variable 
length codeword for the horizontal component followed by a variable length codeword for 
the vertical component.
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3.7.3.8 M otion V ector D ata (M V D 2-4) (Variable length)
The 3 codewords MVD2-4 are included if indicated by PTYPE (Advanced Prediction 
Mode) and by MCBPC. Each of them consists of a variable length codeword for the 
horizontal component followed by a variable length codeword for the vertical component.
3.7.3.9 M otion V ector D ata for B-m acroblock (M V D B ) (Variable length)
MVDB is only present if indicated by MODB and consists of a variable length code­
word for the horizontal component followed by a variable length codeword for the vertical 
component of each vector.
3 .7 .4  B lo ck  Layer
A MB comprises 4 luminance blocks and one of each of the two colour blocks. INTRADC is 
present for a block when indicated by MCBPC. TCOEF is present if indicated by MCBPC 
or CBPY.
3.7.4.1 DC coefficient for IN T R A  blocks (IN T R A D C ) (8 b its)
An 8-bit codeword representing the DC coefficient of an INTRA block. The codes 0000 
0000 and 1000 0000 are not used.
3.7.4.2 Transform Coefficient (TC O EFF) (Variable length)
The codewords represent the output of the run-length coder. They encode the 63 remaining 
coefficients of a block (excluding the first INTRADC coefficient) by a set of EVENTs. An 
EVENT is a combination of a last non-zero coefficient indication (LAST is assigned a 
”0” when there are more non-zero coefficients in the block and ”1” when this is the 
last nonzero coefficient in the block), the number of successive zeros preceding the coded 
coefficient (RUN), and the non-zero value of the coded coefficient (LEVEL). The remaining 
combinations of (LAST, RUN, LEVEL) are coded with a 22-bit word consisting of 7 bits 
ESCAPE, 1 bit LAST, 6 bits RUN and 8 bits LEVEL.
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3.8 Perform ance C om parison
ITU-T H.261 and H.263 were proposed for medium and low bitrate video applications re­
spectively. They both fall in the block-transform video coder category and their layering 
structure is quite similar (except for the difference in the definition of a COB). However, 
H.263 introduces a much better motion prediction due to the half-pixel accuracy adopted 
in the representation of motion vectors. Half-pixel prediction improves the coding gain 
of H.263 because of the higher degree of accuracy it places on compensating for motion 
between successive frames. Furthermore, due to the 4 negotiable options introduced by 
H.263, the latter enjoys many improvements over H.261 on both the objective and subjec­
tive scales even at lower target bitrates. Figure 3.14 shows Frame 150 of Suzie sequence 
encoded at 64 kbit/s with both coders. When coded with H.263, the picture shows a 
smoother quality (less noise) and presents fewer blocldng artifacts. When the negotiable 
options are switched on, fewer artifacts appear in the sequence (last frame in this case) 
and more fidelity is gained on the rendition of individual frames. Figure 3.15 depicts 
the objective improvement. In the case when the negotiable options were switched on, 
the fluctuations in the PSNR levels are mainly due to the inclusion of B-Frames which 
have a much higher compression ratio than P-Frames and hence a more lossy compression 
scheme. For tha t reason, the PSNR graph oscillates up and down on every two successive 
frames as the frame increment (frameskip) in the PB-Frame mode was set to 1 (Therefore 
the frame rate of 25 f/s was maintained by inducing a B-Frame for each skipped raw video 
frame). For bitrates less than 64 kbit/s, H.261 fails to deliver an acceptable video quality 
(in the range of high 20’s of dB and above) especially for sequences which involve a high 
amount of activity. This failure is very much expected since H.261 is designed to operate 
at bitrates ranging from 64 up to 1920 kbit/s.
3.9 B itra te  V ariability
To ensure a constant perceptual quality at the decoder end, it is necessary to maintain 
a fixed quantisation step size during the encoding process. Alternatively, varying the 
quantiser value can be employed in order to target a fixed bitrate at the expense of an 
undesired variability in the video quality as perceived by the receiving end. Moreover, the 
variable bitrate aspect of a video traffic can be utilised to  dynamically accommodate other 
types of traffic depending on the activity of the video scene. There are two main reasons
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Figure 3.14: (a) 150th. frame of Suzie sequence and its compressed version at 64 kbit/s 
using (b) H.261, (c) H.263 without options, (d) H.263 with options
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Figure 3.15: PSNR values for Suzie sequence compressed at 64 kbit/s (a) H.263 with 
options, (b) H.263 without options, (c) H.261
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which give a block-transform video coder this variable bitrate characteristic:
• The nature of a video signal incorporates a huge amount of highly varying sequence- 
dependent redundancy in both time and space. In block-transform video coders, 
each MB of a frame represents a portion of image that enjoys a different motion 
characteristic. In INTER frame coding, some of the MBs of a frame might remain 
stationary (unchanged) when compared to their corresponding MBs in the preceding 
frame. Therefore, the video encoder benefits from this fact to improve its coding 
efficiency and sends to the coder a 1-bit flag indicating tha t a particular MB is 
not coded (COD =  1). The variability of the number of coded MBs in P-Frames 
leads to the variability of the output bitrate of a video encoder. Moreover, the 
spatial dependency of video data controls the number of bits required to encode 
the 64 DOT coefficients of each 8x8 block of data, let alone the quantiser stepsize 
which estimates the range of a quantiser and the number of levels to which the DOT 
transform coefficients are mapped. The compression efficiency of a video encoder is 
determined by the amount of redundancy tha t is detected and suppressed in a video 
signal in both the spatial and temporal domains. Consequently, even if a target 
bitrate is adopted and the flow of the video coder is regulated, the inner structure of 
a video bitstream cannot be interpreted by the decoder in case of an error. Due to the 
removal of the sequence-dependent temporal and spatial redundancies, each frame 
consists of a different set of parameters. Moreover, since the quantised coefficients 
of an 8x8 block generate different levels and run length, each block is represented 
by a different number of VLC words (RUN, LEVEL) of different length (even if Qp 
is kept a constant value).
• The second factor that affects the bitrate of a video encoder is the use of variable 
length codewords of a Huffman encoder to  optimise the efficiency of video compres­
sion. For some parameters defined by the syntax of a block-transform video coder, 
such as H.263 (as described earlier on), a specific Huffman code table is defined 
and used to represent the value of this parameter in the most efficient way that 
guarantees the best compression efficiency and generates the optimal average length 
of the Huffman coder. However, due to spatial dependency, areas of a frame are 
coded with different compression ratios (hence different number of bits) even if they 
happen to  have an equal number of MBs. This is best illustrated by representing 
the output of the run-length coder by a stream of variable length Huffman words 
in order to optimise the compression scheme. Table 3.3 lists the fixed and variable
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CODES
L A Y E R S \ ^
VARIABLE LENGTH FDCED LENGTH
PICTURE Bit Suffing ESTUF, PSTUF
Synchronisation 
Addressing 
Quantisation step size 
Administrative 
Spare
PSC(22), EOS (22) 
TR(8),TRB(3)
PQUANT (5), DBQUANT (2) 
PTYPE (13), CPM (1), PSBI (2) 
PEI(l), PSPARE (8)
GROUP 
OF BLOCKS Bit Stiffing GSTUF
Synchronisation 
Addressing 
Administrative 
Quantisation step size
GBSC (17)
GN(5)
GSBI(2),GFID(2) 
GQUANT (5)
MACROBLOCK Administrative MCBPC, MODB, CBPY Motion MVD, MVD2-4, MVDB
Administrative 
Quantisation step size
COD (1), CBPB (6) 
DQUANT (2)
BLOCK
DCT Coeffcients TCOEF 
(except Intra D C terms)
DC terms of Intra DCF 
Coefficients
INTRADC (8)
Table 3,3; Fixed and Variable length components in an H.263 bitstream
length output parameters of H.263 video coding algorithm. Although there are few 
components encoded with variable length codes, when the percentage of the bits is 
calculated the contribution of the variable length parameters to the overall bitrate 
is much more than that of the fixed length parameters (shorter but more frequently 
encountered in a video bitstream). This fact is proved in table 3.4 which shows that 
most of the bits of an output H.263 coded Foreman stream (at 30 kbit/s) belong to 
the variable length codes. In fact, the bitrate spent for DCT coefficients (excluding 
INTRADC) and MVs constitutes almost 75% of the overall output flow of the coder.
3.10 R ob u stn ess against In form ation  Loss
In addition to the bitrate variability described earlier on, another detrimental effect of 
errors on the video quality is due to the motion prediction process. The motion com­
pensation process in block-transform video coders reveals that in INTER-coded frames, 
a high amount of redundancy is removed. The suppression of temporal and spatial data 
makes the compressed video signal more sensitive to errors. For instance, a bit error in 
the differential coordinates of the motion vector (MVDx or MVDy) of the current MB or 
its candidate predictor(s) makes it impossible for the decoder to correctly identify the dis­
placement between the currently processed MB and its best-match matrix in the previous
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FIXED VARIABLE TOTAL
SYNCHRONISATION PSC 0.73 5.26GBSC 4.53
ADDRESSING TR 0.27 1.60GN 1.33
QUANTISATION PQUANT 0.17 1.50GQUANT 1.33
ADMINISTRATIVE
PTYPE 0.43
16.67
CPM 0.03
GFID 0.53
COD 3.27
CBPY 8.86
MCBPC 3.55
DCT COEFFICIENTS INTRADC 5.07 46.42TCOEF 41.35
MOTION VECTORS M VD 28.52 28.52
SPARE PEI 0.03 0.03
TOTAL 17.72 82.28 100.00
Table 3.4: Typical bit percentage of H.263 components for Foreman sequence coded at 30 
kbit/s
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frame. In other words, an erroneous MV leads to the false reconstruction of its relative MB 
and other MB(s) whose MV(s) depend(s) on the erroneous MV as a candidate predictor. 
This MV dependency leads to an enormous damage on the picture quality in both the 
spatial and temporal domains of the sequence. Its helps in speeding up the propagation of 
accumulating errors throughout successive frames and swamps the ability of the decoder 
to provide a recognisable scene only few frames after the error has occured. Eventually, if 
an error corrupts a particular MB (not necessarily its MV), the decoder would be unable 
to correctly reconstruct the current MB whose MV points to the affected MB (or part 
of it). Similarly, the failure in the correct reconstruction of the current MB prevents the 
decoder from correctly recovering forthcoming MB(s) whose MV(s) point(s) to the current 
MB (or part of it) in the motion compensation mechanism. The accumulative damage 
due to this temporal dependency might occur because of a single bit error (when it leads 
to a loss of synchronisation) regardless of the correctness of subsequent information which 
depends on the erroneous MB in the motion prediction process.
In H.261, a MV is compensated using only one predictor (which is the MV of the previous 
left MB) as indicated in Figure 3.9. However, in H.263, the prediction of a MV involves 3 
other predictors (MVs) belonging to 3 neighbouring MBs. Therefore, it is expected that 
the loss of a MV may lead to the false reconstruction of 3 other MVs which depend on 
it as a candidate predictor. This can be considered as a drawback which reflects on the 
overall robustness of H.263 against information loss. Although the 3-candidate predictors 
technique is useful in reducing the number of bits needed to code the MV residual vector, 
it helps in speeding up the propagation of errors in a decoded frame and makes the 
effect of a MV loss more widespread throughout the video sequence at the decoder end. 
Consequently, when a MV component is corrupted by errors, the propagation of errors 
would be spatially more widespread in H.263 than in H.261 and the accumulative effect 
of errors will have a more damaging effect on the quality of the reconstructed sequence. 
Figure 3.16 shows that for the same MB loss percentage (10 %), H.261 enjoys a better 
subjective quality than H.263 for both Foreman and Suzie sequences when fuU motion 
compensation was adopted (motion search window size =  ±15). Figure 3.17 proves that 
the robustness of H.261 is also objectively favoured to that of H.263 when fuU motion 
compensation is applied.
Another factor which has a direct influence on the robustness of a block-transform video 
coder is the size of the motion estimation search window. The wider the window is, the
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a
Figure 3.16: Subjective performance of Suzie and Foreman sequences coded at 64 kbit/s 
for a 10% MB loss with fuU motion compensation, (a) and (c) H.261, (b) and (d) H.263
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Figure 3.17: PSNR values for Foreman sequence compressed at 64 kbit/s with full motion 
compensation and subjected to 10% MB loss (a) H.261, (b) H.263
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larger the range of the motion vector will be. As defined, earlier on, the "no motion 
compensation” case means that the motion estimation process is cancelled ont and the 
best match matrix for a coded MB refers always to its corresponding MB in the previous 
frame. In this case, MV is set to zero and not sent, and SAD is obtained using the 
coinciding MB in the previous frame. When no motion compensation is used, a MB loss 
results in a little damage on the picture at the receiving end. Eventually, this is due to 
the fact that a MB loss in this case does not involve a MV corruption since the MB is 
assumed to have been of a zero displacement. Therefore, the most damaging effect on the 
picture quality appears when the video coder operates at full motion compensation, that is 
when the search window is at its largest size. Decreasing the size of the motion prediction 
search window enhances the robustness of the video coder at the expense of more bits 
needed to code the MBs which are forced to treat the coinciding MBs in the preceding 
frame as their best predictors. In some cases, if the movement detection threshold is not 
met, the MB is INTRA coded. Therefore, the cost of reducing the size of the search 
window to enhance the robustness of the coder is an increase in the output bitrate of the 
coder. Consequently, if no motion compensation is used to make the coder more robust 
to information loss, the degradation in video quality would result more from the lossy 
signal compression (if a target bitrate is to be used) rather than from the loss effect. 
Figure 3.18 shows tha t H.263 presents again a better performance for a 10% MB loss than 
H.261 when no motion compensation is applied. Since a target bitrate of 64 kbit/s is 
adopted, the damage in quality was more due to the coarser quantisation process than to 
the information loss to which the coders are made more robust (through cancelling the 
motion compensation process). Since H.263 is better in performance than H.261 (mainly 
due herein to the optimised Huffman tables which generate a lower average length for the 
output video parameters), it yields a better result than H.261 when it is made more robust 
to information loss through the cancellation of the motion compensation process. Figure 
3.19 explains this phenomenon on the objective scale.
In Fig. 3.19, MVs are not sent as opposed to Fig. 3.17, and H.263 becomes less sensitive to 
errors since no motion prediction is done, and H.263 shows a better objective performance 
than H.261 due to its half pixel accuracy. On the other hand, the robustness of H.263 
becomes even more fragile when using the negotiable options, namely the PB-frame mode. 
PB-frame plays a role in widening the effect of a loss and making it rapidly accumulative. 
Since a B-Frame prediction depends on 2 P-frames, a MV loss in a P-frame reflects on 
3 other MVs in 3 separate frames (2 B-frames and 1 P-frame), hence resulting in a fast
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Figure 3.18: Subjective performance of Suzie and Foreman sequences coded at 64 kbit/s 
for a 10% MB loss with no motion compensation, (a) and (c) H.261, (b) and (d) H.263
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Figure 3.19: PSNR values for Foreman sequence compressed at 64 kbit/s with no motion 
compensation and subjected to 10% MB loss (a) H.263, (b) H.261
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propagation of errors and an immense degradation in the picture quality.
3.11 E ffects o f  C hannel T yp es o f Errors
The occurrence of an error in a block-transform video bitstream can be categorised into 3 
different classes:
• A single bit error on one of the parameters does not have any influence on segments 
of data other than the affected parameter. In other words, the error is limited in 
this case to a single MB that does not take part in any further prediction process. 
This kind of error does not cause a loss of synchronisation and does not lead to an 
error propagation. One example of this category can be, for instance, a bit error in 
an INTRADC coefficient of a MB not used for prediction. Since the affected MB 
is not used in a subsequent motion prediction process, the damage will be localised 
and confined only to the affected MB. Moreover, the decoder is not bound to lose 
synchronisation since it has skipped the correct number of bits, flushing its buffer 
before moving to the next parameter in the bitstream. This kind of error is the least 
destructive to the quality of service amongst the three categories of errors.
• The second type of errors is more problematic because it incurs an accumulative 
damage in both time and space due to prediction. When the prediction residual of 
motion vectors is sent, bit errors in MV codewords propagate until the end of the 
frame. Moreover, the error propagates to subsequent INTER coded frames due to 
temporal dependency induced by the motion compensation process. This category 
of errors is obviously more detrimental to the quality of the decoded signal than the 
first one. However, an error in this case does not cause any loss of synchronisation 
either since the decoder flushes the correct number of bits of the erroneous MV codes 
before it moves forward in the bitstream to the following codeword. The effect of 
this error can be reduced if the actual MVs are encoded instead of the prediction 
residual. Sending the actual values of MVs (without differentially coding them) helps 
in reducing the effect of error propagation in a video sequence as we shall see in details 
in chapter 5. Figure 3.20 illustrates the objective improvement achieved on Foreman 
sequence coded at 30 kbit/s by transmitting the actual motion vector values instead 
of differentially coding the prediction residual. The errors were introduced on the
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Figure 3.20: Averaged PSNR values for 30 frames of Foreman sequence coded at 30 kbit/s 
at different error rates with and without prediction for motion vectors
bitstream such that the synchronisation of the decoder is not affected. The PSNR 
graph shows that the quality of the decoded picture can be improved for error rates 
higher than 10"®. However, when the error rate is close to zero, the quality drops 
slightly since the compression efficiency is decreased when actual MV values are sent 
(coarser quantisation process for the same target bitrate employed). The average 
PSNR value of all the frames (30 frames) of the sequence is used in this case, but it is 
highly dependent on the number of frames in the sequence as the PSNR values tend 
to decrease with time due to error accumulation. Consequently, with more frames 
in the sequence, a larger margin would be observed in Figure 3.20. On the other 
hand, cancelling the motion prediction stage (no motion compensation) can be used 
to  enhance the robustness of a block-transform video coder at the expense of an 
increased bitrate as described earlier in the robustness study of the block-transform 
video coder.
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• The worst effect of bit errors occurs when the synchronisation is lost and the de­
coder is no longer able to figure out to what part of a frame the received information 
belongs. In this situation, when the decoder detects an error in a VLC word, it 
skips all the subsequent bits, regardless of their correctness, searching for the first 
error-free synchronisation pattern to recover the state of synchronisation. Therefore, 
a single bit corruption is transformed into a bursty channel error. The occurrence 
of a bit error in this case can be manifested in two different problems: The first 
problem arises when the corrupted VLC word results in a new bit pattern what is a 
valid entry in the Huffman tables of that specific parameter. In this case, the error 
cannot be detected. However, the resulting VLC word might be of a different length, 
causing the decoder to skip the wrong number of bits before moving forward to the 
next piece of information in the bitstream, hence creating a loss of synchronisation. 
This situation remains until an invalid codeword is received, causing the decoder to 
jump to the first error-free synchronisation word. The second problem appears when 
the corrupted VLC word (possibly in conjunction with subsequent bits) creates a bit 
pattern that is not approved nor readable by the Huffman decoder. In other words, 
the decoder fails to detect any readable VLC word for a particular parameter within 
a portion of the bitstream that corresponds to its maximum length codeword. In 
this case, the decoder signals the occurrence of an error, skips all the forthcoming 
bits and resumes decoding at the next intact synchronisation word. Figure 3.5 illus­
trates these 2 cases. In order to assess the importance of the synchronisation on the 
video quality for simulation purposes we apply errors on the bitstream of Foreman 
sequence coded (with H.263) at 30 kbit/s in a way which ensures the resynchroni­
sation of the decoder just after the corrupted parameter. The decoder is enabled to 
detect the error and look for an error free synchronisation word at the beginning of 
a subsequent frame. In other words, only video parameters such as MVs and DCT 
coefficients (VLC words) are affected in a way that the resulting errors are detectable 
(Figure 3.5(b)). Synchronisation information such as COD, CBPY, MCBFC (ad­
ministrative parameters) affect the synchronisation of the coder eventhough they are 
fixed length coded. If one of these control parameters is corrupted by errors, there 
is no means for the source video decoder to detect it until it falls on an admissible 
Huffman codeword (MV or DCT word) later in the bitstream. This loss of synchro­
nisation causes a dramatic drop in the video quality. Figure 3.21 shows an offset 
between the two graphs of averaged PSNR values, hence denoting the importance of 
synchronisation on the overall quality of the decoded pictui'e. W ith the same BER
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undetectable bit error
VLCmSync word VLCn Sync wordFLCm
VLCp VLCq
(a)
letectable bit error
Search for first error-free sync word
VLCn
maximun VLC length
(no readable VLC could be detected) Decoder Huffman Tables
VLCmFLCmSync word VLC(n+l) Sync word
VLCl
VLC2
Vf.Cq
VLCn
VLC(n+l)
VLCm
VLCp
Table 3.5: Bit error in a video bitstream which leads to loss of synchronisation
applied in both cases, the effect of errors is more damaging when synchronisation 
information and control parameters are corrupted. As the synchronisation informa­
tion is very crucial for correct decoding, a robust decoder has to detect the channel 
errors and resynchronise to the correct pattern very quickly. This is what will be 
more discussed and remedied in chapter 5.
3.12 C onclusions
The basic features of a block-transform video coder have been studied in details. ITU-T 
H.261 and H.263 video coding standards have been compared with respect to performance 
and robustness. At bitrates less than 64 kbit/s, H.261 failed to present an acceptable 
quality since it was designed to operate in the range of 64 to 1920 kbit/s. However H.263
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Figure 3.21: Averaged PSNR values for 30 frames of Foreman sequence coded at 30 kbit/s 
at different error rates with and without synchronisation loss
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outperformed H.261 and gave significantly better quality even at around 64 kbit/s, espe­
cially when the negotiable options were switched on. The robustness comparison showed 
tha t H.261 was more robust than H.263 to information loss due to its motion prediction 
which helps in maldng the propagation of errors slower than that of H.263. H.263 presents 
a higher fragility to errors when its negotiable options, particularly PB-frame mode, are 
switched on. However H.263 enjoys a more accurate motion compensation due to the 
half-pixel accuracy it employs on the motion vectors and the advanced prediction mode 
(together with unrestricted motion vector mode) which allows a MB to be represented by 
4 MVs. The half-pixel precision of H.263 cancels out the need for the filter present in 
the prediction loop of H.261 to suppress the coding artifacts induced by the lossy motion 
prediction process. Finally, the error resilience problems in a block-transform video coder 
have been highlighted. The focus has been placed on the most detrimental occurrence 
of error which causes a loss of synchronisation at the decoder end. This sort of errors 
cannot be immediately detected and leads to a false decoding process. Synchronisation 
information such as COD, CBPY and MCBPC proved to be very crucial to maintain an 
acceptable quality at the decoder end. Moreover, the inherent variability of the output 
bitrate of a video coder (due to Huffman coding and the removal of highly time-variant 
sequence-dependent temporal and spatial redundancies) is another factor which affects the 
resilience of the coder. In order to protect the quality of the decoded picture, these factors 
must be counteracted. Methods to improve the robustness of a block-transform video 
coder in highly saturated networks (causing the loss of delay-sensitive video information) 
are described in chapter 4. Remedies to  enhance the resilience of a block-transform video 
coder, namely H.263, are presented and evaluated in chapter 5.
C hapter 4
Packet Loss and Error R obustness  
Techniques in Packet V ideo  
N  et works
4.1 In trodu ction
In packet video networks, video data is transm itted in the form of sets of bits called 
packets. Packets are identified by the decoder through their start and end delimiters 
and their sequence numbers constitute a valuable piece of information for the orderly 
reconstruction of the video signal at the receiving end.
In real life, transm itted packets are subject to errors and the contained information is 
susceptible to bit flips. When packets are corrupted by errors, 3 effects of errors might 
result. If the sequence number of the paclcet was affected, the decoder will be unable to 
figure out the correct order of information. This leads to a failure in the depacketiser to 
merge the information of consecutive video packets in order to recover the video signal 
although the corresponding data bits might have arrived intact. The other effect of errors 
in packet video networks arises when data bits are toggled in a way that a resulting bit 
sequence pattern looks like a video packet delimiter. This will falsely be interpreted by 
the video depacketiser as the end of the current packet and the start of a new one with 
a different sequence number. Therefore, an incorrect split of video data is carried out by 
the video depacketiser before feeding the coded bitstream into the video decoder. The two 
cases mentioned above lead to a state of desynchronisation in the video depacketiser and
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cause false merges and splits in video data before being sent over to the video decoder for 
reconstruction of the video sequence. A third occurrence of errors takes place on the bits 
contained in video packets while the administrative bits of a padcet remain error-free. This 
type of error is more frequent than the two previous ones since video data bits constitute 
a higher percentage of the packet size than the packet control bits. In this case, errors 
result in the same effects which we have already illustrated in chapter 3. In packet video 
networks however, errors are mostly due to network congestion and link overflows. In this 
case, packets are completely discarded and refused access to the shared communication 
medium. Packet loss leads to serious problems in recovering the video signal at the receiver. 
To remedy all these problems, packetising coded video data should be carefully done to 
secure an acceptable level of robustness to the video application without degrading the 
throughput of the available bandwidth.
4.2  W hy P acketised  V ideo?
In communication networks, streams of bits are transm itted over links of different charac­
teristics and dissimilar properties. One of the key tasks of communications is to keep the 
sender and receiver permanently synchronised especially when the source addresses more 
than one receiver or else the receiver is addressed by more than one source. Synchronisation 
becomes a more critical issue when more than one type of traffic is transm itted by a single 
source or when a link carries several traffic types due to the multiplicity of applications 
running simultaneously over the communications network (as is the case for multimedia 
communication networks such as UMTS). To achieve synchronisation, two approaches are 
usually used in data communication networks, synchronous and asynchronous transmis­
sions. Asynchronous transmission strategy consists of avoiding the timing problem by not 
sending long, uninterrupted streams of bits. Instead, da ta is  sent in the form of characters 
or symbols, each of them is represented by a certain number of bits. Each character is 
preceded by a start bit and followed by a parity bit. Apparently, this strategy is simple 
but costly in terms of overhead (2 bits per character). W ith synchronous transmission, 
characters are transmitted without start and end indicators. To prevent any drift of timing 
between sender and receiver, their clocks must be synchronised. Consequently, this tech­
nique consists of sending long streams of bits (blocks of characters in this case) without any 
indication to the limits of each character. However, to enable the receiver to determine the 
beginning and end of a block of data (set of characters), another level of synchronisation
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is sent with the data bits. Each block of data begins with a preamble bit pattern and ends 
with a postamble bit pattern. Obviously, synchronous transmission is more efficient than 
asynchronous since it makes a more efficient use of the dedicated bandwidth due to the 
low amount of control overhead it imposes on the carried intelligence. In most of today’s 
networks, synchronous transmission is preferred to asynchronous transmission especially 
when the required bandwidth is an important parameter in the operating network.
Unlike data, video signals enjoy a very low tolerance to delay. This high sensitivity to 
delay and jitte r is mainly attributed to the visual perception of human eyes which can 
easily detect jerkiness on the reconstructed video sequence. For that reason, lost video 
data cannot be retransmitted in video applications as it is the case in ARQ (Automatic 
Repeat Request) techniques [40][41][42] for data services. Therefore, video data ought to 
be organised in such a way that provides the decoder with the chance to apply error control 
techniques to mitigate the effect of lost information on the quality of service. Sending a 
dumb video bitstream straight out of the coder with no well-defined boundaries for error 
control redundancy is disastrous in terms of synchronised recovery of data. A single bit 
fiip in the bit stream can cause the decoder serious damage and confusion in merging 
the parts of a particular video frame and associating its bits to their right positions. For 
that major reason, coded video output must be arranged in packets defined by a start 
and an end boundaries called delimiters. Packets are usually associated with a sequence 
number which identifies to the underlying network the sequential number of the packet 
in the packet stream. Moreover, for the salte of routing and control, packets do normally 
hold the addresses of the originating as well as the destination stations. Depending on the 
syntax of the accompanied communication protocol, the size of the packet can very well 
be fixed-length as it is the case for ATM on B-ISDN networks [43], or variable-length like 
in video packet switched networks such as ISDN [44] and the multicast backbone MBone 
[45].
Many advantages can be obtained from packetising a video bitstream in a network envi­
ronment, some of which can be envisaged as follows:
• In today’s multimedia networks, several applications are intended to be running si­
multaneously between two hosts. Additionally, the originator might have the option 
of sending more than one type of traffic in a single session onto the shared medium. 
It is immensely difficult, yet impossible, to malce use of a common end-to-end route
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Figure 4.1: Block diagram of a video packetiser/depacketiser system
should the information bits left bare without filling them up in packets and replen­
ishing them with start and end delimiters. Each packet will then be given a type 
field which designates the type of the carried intelligence to enable the decoder to 
map it to the correct data decompressor. If the output of each source is to be trans­
m itted separately with no other source sharing the bandwidth with it, a tremendous 
amount of bandwidth will be wasted. On the other hand, mixing the outputs of 
various traffic sources will provide the decoder with no means to extract the correct 
segments of data and deliver them to the appropriate decoders on the receiving end. 
However, if the output of each traffic source was packetised, it is possible to mul­
tiplex the various streams through the same channel since the depacketiser will be 
enabled to identify which bits belong to what source by reading the packet type, the 
originator’s address and the packet delimiters. Once extracted, the bits are handed 
over to the respective decoders for decompression. This process yields an efficient 
sharing of the available bandwidth and allows the originating sources to negotiate 
the best use of the channel capacity through hand-shaking protocols. Figure 4.1 
depicts the block diagram of a typical basic video packetiser with one input source.
Sometimes, a buffer is placed prior to the packetiser to smooth out the effect of 
bitrate variability caused by a video coder. If the video source produces more bits 
than the packetiser can handle, the excessive bits can wait for a short while (without 
affecting the quality of service by enforcing long delays on pending video data) in 
the buffer so tha t the bitrate is regulated and the packetiser operates properly on 
all the incoming bits. In this way, it is assured tha t all the coded bits are fed into 
packets and then multiplexed to the shared medium for transmission.
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• Since video signals are very sensitive to delay, the decoder would consider any delayed 
information lost. This delay results from transmission problems such as propagation 
delay, congested network, full queues or buffers, links failure. Variations in the 
delay within the same video session gives rise to the undesirable jerkiness of the 
picture at the receiving end. Another type of information loss occurs due to channel 
interference caused by other applications running on neighbouring frequency bands 
with very narrow frequency separators called safeguards [46]. This interfering noise 
spreads errors amongst the video coded stream by toggling the data levels (for binary 
video transfer, 0 to 1 and 1 to 0). Both types of information loss are disastrous to 
the video quality and the decoder should take measures to mitigate this degradation. 
When no packetisation scheme is adopted, the decoder is unable to localise the errors 
and confine the affected area of the frame. Yet, it might have to discard a whole 
frame of video for a single bit error. Consequently, some error detection/correction 
techniques must be implemented in the application to help conceal the effect of end- 
to-end errors on a network scale and reduce their effect on the overall quality. To 
achieve this end-to-end error control objective in a video communication network, a 
packet structure should be adopted. For instance, in a single 48-byte payload ATM 
cell, only some MBs of a video frame can sometimes be packed. If this particular 
ATM ceU gets delayed beyond an acceptable threshold, the decoder considers it lost. 
However, MBs belonging to the same frame which were packed in other ATM cells 
might have arrived on time. In this case, the depacketiser extracts the correct bits 
of the contained MBs and forwards them to the video decoder. The video decoder 
makes use of these MBs to extrapolate and predict the lost MBs of the discarded cell 
as we shall see later in the error concealment section of this chapter. The quality of 
the reconstructed sequence would look much better both subjectively and objectively 
than it might have been when all MBs of the affected frame were considered lost.
• In addition to the end-to-end error control, another major task of a network (whether 
with a centralised or distributed control) is to route information between sender and 
receiver. If asynchronous communication strategy is adopted, the route has to be 
secured before any session can even start. It is crucial to allocate the required 
bandwidth for a particular service before allowing any bit onto the communication 
medium. This implies that the reserved bandwidth cannot be occupied by another 
session until the session for which reservation was made closes connection. This 
routing technique is called a virtual circuit or connection-oriented and it is classified 
as a network layer protocol in the ISO/OSI reference model. It is called “virtual
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circuit” because of the bandwidth reservation that must be made before the com­
munication session starts. Obviously, for a low activity stream of information or a 
non-continuous type of signal such as bursty traffic, large intervals of time might 
elapse without any use of the virtual circuit reserved capacity. This obviously re­
sults in a vast loss of available resources which might be useful for a pending session 
waiting for the virtual circuit connection to be released until it can start off its own 
transmission. This sort of routing technique does not require any packetising scheme 
as it uses synchronous communication to transfer information on an end-to-end basis 
once the virtual circuit is established.
Another routing strategy that makes a more efficient use of the network bandwidth 
is called datagram service or connectionless routing. It basically necessitates the 
adoption of asynchronous communications whereby each block of data (eg video) is 
a separate unit defined by start and end boundaries (information on how to define 
a block of video and packetise it is discussed later on in the next section). A block 
of video data is referred to in the rest of the discussion as a video packet. To enable 
the network hosts to identify incoming packets, each packet stores the address of the 
destination host as well as that of the last forwarding host. The intermediate host 
matches the carried addresses to a list of entries in a routing table and makes the de­
cision on what host the considered packet should be forwarded to as the next hop in 
its source-destination journey. The number of hops, made by particular video packet, 
is incremented each time the packet is forwarded by an intermediate repeater. This 
routing strategy is intensively applied in most of recent unicast communication net­
works, such as Internet [47] due to its efficiency in utilising the available bandwidth 
resources. However, a more sophisticated routing protocol has been developed for 
the multicast extensions of IP [48] on MBone [49] [32]. Many metrics are considered 
in evaluating the best route between any (source-destination) couple depending on 
the priorities of the network and its applications. Distance, link capacity, latency, 
propagation aspects, round-trip delay, ... are all examples of possible metrics that 
the routing controller (whether centralised or distributed) has to consider before 
building its routing tables. The connectionless routing strategy shows a high flex­
ibility in addressing the video packets to their correct destination and guarantees 
an efficient use of the bandwidth factor. On the other hand, to prevent incorrect 
delivery or out of sequence arrival of packets due to multipath fading, shadowing, 
and propagation delays, each packet is associated with a sequence number. At the 
receiving end, the depacketiser enforces a sequential arrangement of packets accord­
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ing to their sequence numbers (by buffering early-arriving packets) before passing 
over the bitstream to the video decoder.
• One more advantage of using a packet structure in video communications is that it 
enables the decoder to acknowledge the correct arrival of packets on either a link 
level or an end-to-end level. In many situations, it is very crucial for the video 
encoder to have feedback messages from the network to learn about its status. The 
acknowledgment of delivery can be periodically made so as to regularly update the 
sender of the network conditions. This mechanism can be used in many directions 
such as bit-level error control techniques and regulation of the output bitrate of the 
video coder as we shall discuss later on in the feedback algorithm section of this 
chapter.
• Packetising video is very important for the traffic control of a network. Multimedia 
networks involve a massive number of services running at the same time. Therefore, 
there is a big likelihood that the network experiences a state of congestion in the 
links, overflow in the buffers or a deadlock in the delivery. To resolve those problems, 
traffic and flow control must be applied in the network on a link level as well as an 
end-to-end level. Using the packet structure, it is possible to help reducing the 
inlet to the shared medium by dropping, for instance, video packets of low delay 
tolerance and allowing more delay-immune packets through. This assures that the 
video packet with low immunity to delay is locally discarded without the need to 
unnecessarily pass it through in a state of congestion. Another usage of packets in 
flow control strategies emerges at intermediary queues when links are congested and 
a state of deadlock has been reached. A timer is set for each video packet which 
joins the queue and a packet is dropped if its corresponding counter has expired 
signaling a time-out of its wait interval. This helps in reducing the queue occupancy 
in a state of deadlock and minimising the input on the shared medium in case of 
congestion [31]. Additionally, traffic control can benefit from the packet structure of 
video data in a more intelligent way: When the video encoder receives the feedback 
reports about the status of the network, it informs the packetiser to pack video coded 
stream based on the importance of bits and their effect on the overall quality. Once 
the bits are grouped together, levels of priority are assigned to the various packets 
depending on the importance of the contained bits. Instead of randomly dropping 
information, low priority packets are discarded first and higher priority packets are 
allowed to the channel through the multiplexer, hence resolving the congestion of the
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network with a minimal degradation to the quality of the video application. This 
packetisation algorithm is further analysed later on in the prioritised loss section of 
this chapter.
4.3 P ack etisation  o f coded  v id eo  signals
Generally, the packetisation scheme depends on the type of service and the environment in 
which packets are intended to exist. For instance, packing a coded video stream for real­
time transmission over Internet is an utterly different approach from packetising the same 
traffic into ATM cells for transmission over B-ISDN. The former approach has to adapt 
to the variable-length packet structure of the real-time transfer protocol (RTP) [50] and 
the la tter must adhere to the 48-byte payload of an ATM cell. In an RTP packet, the size 
of the payload is not necessarily fixed and can sometimes be manipulated depending on 
the requirements of the application. Many efforts are still being exerted to packetise video 
streams into RTP packets [51][52] [53] [54]. Some highlights on the packetisation issues of 
these two approaches are displayed in the following two subsections.
4 .3 ,1  T ransm ission  over In tern et u sin g  R T P  stru ctu re
Transmitting video data (the output of Huffman coder) in a stream of UDP (User Data­
gram Protocol : Transport layer protocol used for real time applications on Internet) 
datagrams would result in a poor error resistance characteristics because UDP does not 
provide a reliable end-to-end error control mechanism. Retransmissions adopted by ARQ 
techniques in TCP services cannot be applied on video information due to its high sensi­
tivity to delays as mentioned in the previous section. For that reason, the transport layer 
makes use of the error control scheme provided by RTP (running on top of UDP) and its 
reverse control protocol RTCP in order to provide a higher level of reliability to the video 
service over Internet, especially when it operates with the IP multicast host extension over 
MBone.
The layering structure of a block-transform video coder implies that some information has 
to be specified within a video packet at each level of the hierarchy. At the frame level, 
information such as the delay from the previous frame and the picture header is specified. 
At the GOB level, the GOB number and the default quantiser level for the whole GOB are
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specified. On the MB level, the present and unmodified blocks are identified, an optional 
quantiser is specified as well as some precisions on the coded data such as MVs. This 
structure necessitates that information present in a frame header should be first received 
in order to decode a GOB as well as the information present in a GOB header to decode 
the MBs. Therefore, this would mean tha t we should receive all the packets that carry a 
particular picture before we properly decode its components. To overcome this problem, 
each video frame could be carried in a single packet. However, a frame or even a GOB itself 
can sometimes be large enough to fit in a single packet. Therefore, the MB is considered 
as the unit of fragmentation. Packets have to start and end on a MB boundary. In other 
words, a MB is not split across multiple packets. Multiple MBs can be packed in a single 
packet when they fit within the maximal packet size allowed.
To allow each packet to be processed independently for efficient resynchronisation in case 
of packet losses, each packet must be accompanied by a state information from the picture 
header and the GOB header. Transmitting the numbers of the frame and GOB to which 
the MBs of a particular packet belong, the current MB number, the last quantiser used 
in the GOB will enable the MBs to be identified and decoded in case of packet loss. 
Additionally, since the coded MB may not fill an integer number of bytes within the data 
field of an RTP packet, two 3-bit indicators must be sent with each packet to represent 
the number of unused bits in the first and last data bytes. If it happens that more than 
one GOB can fit in a single packet at a time, all GOBs must be associated with their start 
codes except for the first one whose synchronisation is already secured by the preceding 
start code of the RTP packet. Consequently, following the conventional header (defined 
by the syntax of the RTP protocol) of an RTP packet, a 4-byte payload header exists 
before the video data bits appear in the RTP packetised stream. Figure 4.2 depicts the 
structure of an RTP packet with H.261 payload and table 4.1 identifies the fields of the 
H.261 payload header in an RTP packet.
4.3.2 Transm ission over B -IS D N  using ATM  structure
Pacldng a block-transform coded video stream into an ATM cell is rather a different 
approach since the ATM structure, unlike RTP, imposes a restriction on the length of the 
payload (48 bytes =  384 bits). Two approaches can be followed to pack the MBs of a 
CIF-size (352x244) H.261 video stream into the ATM 48-byte payload field. These two 
approaches are illustrated in Figure 4.3.
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Figure 4.2: RTP packet with H.261 payload
Field Type (Number of bits) Description
S (1 bit) Start of GOB. Set if the packet 
is a start of a GOB.
SBIT (3 bits) Start bit position : Number of bits 
that should be ignored in the first data in the 
first data byte. SBIT must be null if S is unset.
E ( 1 bit) End of GOB . Set if the packet 
is an end of GOB.
EBIT (3 bits) End bit position : Number of bits 
that should be ignored in the last data byte. 
EBIT must be null if E is unset.
I (1 bit) Full intra image hag.
Set if it is the first packet of a full 
intra image.
V (1 bit) MV flag. Set if MVs are encoded.
All V bits of the same frame must be identical.
MBZ (3 bits) Must Be Zero.
SIZE (3 bits) Image format (GIF, QCIF, ...)
fragment offset (16 bits) Byte offset of the current packet into the frame.
Table 4.1: Description of the fields of H.261 payload header in an RTP packet
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Figure 4.3: ATM cells with video payload (a) close packing (b) loose packing
(a) represents the close packing scheme whereby information is packed continuously in the 
payload held until the cell is completely full. This leads to the possibility that some MBs 
can be split between two adjacent cells. In the second approach (b) called as loose packing, 
each ATM cell contains an integral number of MBs. Both methods assign an 8-bit held 
for the cell sequence number and a 5-bit for the picture (frame) number. Moreover, in 
both approaches, the hrst complete MB inside the ATM cell is absolutely addressed with 
reference to the picture information and the following MBs are relatively addressed. The 
use of absolute addressing is useful in eliminating the effect of cell loss propagation into 
the forthcoming correctly received cells. A unique bit pattern is used in the close packing 
methodology to designate the end of the variable-length section of data belonging to the 
previous cell. This unique bit pattern must be different from the 16-bit GOB start code 
employed by H.261. Obviously, the shorter this bit pattern is, the higher the probability 
of falsely detecting it due to combinations of other codewords in the ATM cell. However, 
it is desirable to keep the length of this unique bit pattern as small as possible in order 
to minimise the amount of overhead in the ATM payload. For that reason, 11 bits were 
assigned to the unique pattern as a trade-off between error robustness and throughput.
W ith this bit assignment, the total overhead for close pacldng is, including the 11-bit 
unique pattern, is 4.125 bytes while it is only 2.75 bytes for loose packing. Clearly, loose 
packing imposes less overhead on the payload of the ATM cell but this is at the expense
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of a less efficient use of bandwidth. When ATM cells carry the traffic of multiple video 
sources, the waste of bandwidth induced by loose pacldng might cause an enormous damage 
to the effective capacity of the ATM multiplexer. On the other hand, although the relative 
addressing is used in each MB of a closely packed ATM cell, the close packing technique 
shows a coarser resistance to errors propagation in the case of cell loss as we shall discuss 
in the following section.
4,4  E ffects o f  packetisation  schem es on error perform ance
In the Internet, the packet loss usually occurs due to congestion and buffer overflows rather 
than transmission errors. The loss arises when a packet gets delayed on the network while 
its predecessors have been pending in the decoder’s buffer (or an intermediate host’s) for 
a time-out period that has expired before the delayed packet arrival. In this case, due to 
the delay-sensitive nature of video signals, the receiver would assume the delayed packet 
to have been lost and resume its decoding process. In most multimedia services, the 
delayed packet is dropped by the containing buffer before being allowed onto the channel 
rather than wasting bandwidth for its transmission and later discarding at the receiving 
host. Since UDP does not provide any end-to-end guarantee of delivery, it is up to the 
application (video coder and decoder) to handle packet losses. Each RTP packet includes 
in its header a sequence number field which can be used to detect any out-of-sequence 
packets.
Since INTER frame coding mode uses differential coding to transmit MVs, the effect of 
RTP packet loss on the video quality is accumulative. To mitigate the effect of packet 
loss, the fastest way is to request a full INTRA frame refreshment after a packet loss 
is detected. To achieve this, the decoder sends on the reverse channel an RTCP full- 
INTRA request (FIR) packet and notifies the encoder of the sequence numbers of the 
lost video frames [55]. To save bandwidth and improve the compression efficiency of the 
video coding process, only the lost MBs are retransm itted in INTRA mode. In this case, 
the decoder extracts from the sequence numbers which MBs were lost; it then sends a 
Negative ACKnowledgement (NACK) RTCP packet including the addresses of lost MBs 
to the encoder so that only those MBs are sent in INTRA mode.
Those reverse RTCP control packets, cause a serious traffic problem in the case of point-
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to-multipoint communications or when the application runs on a multicast environment. 
Several NACK RTCP packets, for instance, sent to the encoder on the reverse channel 
will cause a NACK implosion problem. To limit the occurrence of NACK implosion, 
random delays are used in sending the RTCP packets in reverse direction [56]. However, 
these variable delays will obviously lead to an undesirable degradation of the quality since 
video signals are immensely sensitive to jitters which lead to jerkiness on the decoded 
sequence. Consequently, this error control method is only efficient for a point-to-point 
communication or when the number of receivers in a point-to-multipoint application is 
remarkably small (usually less than 10).
Another drawback of the INTRA refreshment technique is the delay imposed by the re­
transmission of the lost MBs. Since video signals enjoy little tolerance to delays, the 
decoded sequence will freeze within the time when the encoder gets notified of the lost 
MBs (through an RTCP NACK), and then those MBs are INTRA processed and retrans­
mitted (to replace the lost segment of video data). For that reason, the coder should use 
the feedback reports from the decoder in a more intelligent way to limit the propagation of 
errors throughout the video sequence without subjecting the decoded sequence to jerkiness 
due to extended delays and jitters. In this chapter, we implement a more intelligent tech­
nique that makes use of the reports about lost MBs sent back by the decoder and induces 
the same loss on the locally reconstructed MBs to keep encoder and decoder synchronised 
after the occurrence of a packet loss.
Over B-ISDN however, discarding closely-packed ATM cells due to a temporary overload 
of a queue will affect not only the MBs of the discarded cell but those MBs carried in 
adjacent cells as well. If a close packing ATM cell was lost, the loss of the cell will entail 
the loss of the complete MBs within the cell in addition to the two MBs shared by the 
preceding and subsequent cells. Exceptions exist when the end of the cell coincides with 
the end of a MB or the start of a cell coincides with the start of a MB. In the case of a 
loose packed cell, the loss of the cell will lead to the loss of the contained MBs within the 
cell without affecting the MBs of neighbouring cells.
Although loose packing method would simplify the interface between the video coder and 
the ATM terminal and lead on average to less discarded MBs in case of packet loss, there 
would be a penalty to pay in that the effective throughput for loosely packed ATM cells 
is less efficient. This implies that the number of loose packing video sources that can be 
accommodated on a given multiplexer would have to be reduced when compared with an
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arrangement when the video sources use the close packetisation technique [57].
4.5 P rior itised  Inform ation  Loss
The output bitstream of a block-transform video coder consists of sets of various VLCs. 
Each VLC represents a particular piece of information about the temporal or spatial details 
of the video sequence. Those parameters are sent to a local multiplexer which groups 
them according to the syntax of the video coder and sends them over the communication 
medium. Due to bad network conditions, those parameters get delayed in the multiplexer 
and hence arbitrarily discarded if subject to intolerable time delays. Because of the high 
correlation of bits belonging to adjacent INTER frames (P-Prames), dropping information 
will reflect as a missing reference data in reconstructing the video sequence at the receiver 
end. Since the information is dropped at the encoder side, the synchronisation can be 
maintained by transmitting a non-coded flag (COD =  1) for each discarded MB. This 
means that the whole MB is represented by a single bit which informs the decoder to 
skip the current MB to the following one. However, synchronisation can be lost when the 
decoder falls on an unacceptable value for a MV component. This prompts the decoder 
to skip the information of the current frame until the start of the next error-free slice 
(GOB or frame). If video information of a P-Frame was arbitrarily dropped in the local 
multiplexer (for a reported bad network status for instance) without any preference, both 
MVs and AC coefficients will be lost. Bearing in mind that P-Frames employ differential 
coding for predicting MVs, dropping a MV will cause a disastrous accumulative effect on 
the picture due to the aforementioned correlation. Figures 4.4 and 4.5 show the subjective 
and objective effects respectively of dropping INTER MBs at the local multiplexer to 
simulate the effect of a network congestion. MV and run-length codewords representing 
the 64 coefficients of an 8x8 block are randomly and unselectively dropped at a rate of 
5%. This loss rate represents the bit error ratio at which MVs and AC run-length words 
are dropped. It is calculated as the ratio of the number of dropped bits (of either MVs of 
AC coefficients) over the total number of bits of the coded video sequence.
Since INTER frame coding employs differential coding for predicting MVs, the values of 
the MV predictors are highly important in determining the motion of the forthcoming 
surrounding MBs. This means that MVs are yet more sensitive to errors (when quality 
of service is the reference) than AC coefficients whose loss would just influence the ren-
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Figure 4.4: Frame 150 of Suzie sequence encoded with H.263 at 55 kbit/s (a) error-free 
(b) subject to 5% loss on MV and AC coefficient data of a P-Frame
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Figure 4.5: PSNR graphs of Suzie sequence encoded with H.263 at 55 kbit/s (a) error-free
(b) subject to 5% loss on MV and AC coefficient data of a P-Frame
CHAPTER 4. PACKET LOSS AND ERROR ROBUSTNESS TECHNIQUES IN
PACKET VIDEO NETWORKS 99
Figure 4.6: Suzie sequence encoded with H.263 at 55 kbit/s and subject to 5% loss (a) on 
the stream of DCT coeff. of a P-Frame (b) on the MV stream
dition (individual quality of a picture) and cause a loss of fidelity without inducing an 
accumulative distortion in the reconstruction of the forthcoming MBs. Moreover, DCT 
coefficients of P-Frames are allocated a high portion of the output bits; hence dropping 
them in the case of a network congestion helps in reducing the flow of the video coder to 
the medium without causing a major deterioration to the quality of the decoded signal. 
The difference in the error sensitivities of various data parameters (MVs, DCT Coeffs) 
of a block-transform video coder could be best examined when their relative VLC code­
words are transmitted in two parallel streams and subject to different loss rates. For 
that reason, we consider MVs and run-length (representing DCT Coeffs) codewords as 
two separate bitstreams transm itted in parallel over two communication media of inde­
pendent error characteristics. To examine the sensitivity of one parameter at a time, only 
its corresponding stream is subject to loss. Figures 4.6 and 4.7 depict the difference in 
the sensitivities to errors of MVs and DCT coefficients of a P-Frame (in a block-transform 
video coder) on the subjective and objective scales respectively. The sensitivity measure­
ments were obtained by dropping VLCs belonging to a bitstream at one time (either MVs 
or DCT run-length codewords) and using the same BER in both cases.
In one experiment, the MV bitstream was subject to loss while keeping the DCT coef­
ficients intact and vice versa in the other experiment. Only data bits of the MBs are 
dropped and synch words remain error-free as information is discarded at the encoder side 
and dropped MBs are represented by setting the COD bits. Since INTRADC coefficients 
are high energy carriers, it is not a good arrangement to drop them to resolve a network 
deadlock. For that reason, only the parameters of P-Frames are subject to loss when being 
multiplexed prior to transmission. The first I-Frame of the sequence is left intact, thus
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Figure 4,7: Y-PSNR graphs for Suzie sequence encoded with H.263 at 55 kbit/s (a) error- 
free (b) 5% loss on the stream of DCT coelf. of a P-Frame (c) 5% loss on the MV stream
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INTRADC coefficients are assumed to be error-free. W ith the same BER, the effect of 
loss on both types of parameters is noticeably different. In (a), the quality has lost a bit of 
confidence in the features and details of the picture, yet there is no remarkable distortion 
in the reconstructed picture as it is the case in (b).
When the encoder is informed of a bad network status, it endeavours to reduce its output 
to the channel until overloaded queues are again ready to accept more information (Reg­
ulating the bitrate will be discussed in details later in this chapter). Since MVs and AC 
coefficients reveal different effects on the sensitivity of the video coder, it would be less 
detrimental to the overall quality to drop the least important information first. For that 
reason, we assign levels of priority to those parameters depending on their sensitivity to 
loss, and drop prioritised information accordingly.
Richardson [58] has proved that AC coefficients of an 8x8 block can even be categorised 
into three different classes depending on their importance, sensitivity to  errors and effect 
on the overall quality of the decoded signal. However, for time-varying sequences whereby 
the motion of small objects in the scene is not a linear function of time, the effect of 
cell drop is highly unpredictable. Therefore, it would be very reckless in this case to 
assign levels of priority on the output parameters of the video stream without performing 
a comprehensive study of the sensitivity of each individual parameter of a MB prior to 
dropping information. In this case, assigning priorities to video parameters would be 
a dynamic process which talces into account the effects of dropping information on the 
overall quality of service. This technique has to account for all the parameters of a video 
frame including the administrative bits used to enable the synchronisation of the decoder. 
In addition to the importance and sensitivity of video data to loss, another factor that 
affects the dynamic assignment of priorities on video parameters is due to the time-varying 
channel conditions. When the network is reported (to the encoder) to be in good conditions 
(average delay time, cell loss percentage,...), the encoder takes necessary measures to 
ensure the passage of all the information of a frame by setting their priority levels over a 
certain threshold. However, in a case of a network congestion, the encoder has to guarantee 
the delivery of critical information that counts the most in the reconstruction of the video 
sequence. Therefore, it sets high priority levels to  the most important information (after 
performing a thorough sensitivity study) while it prioritises the least important video data 
below a threshold to help in resolving the deadlock with a minimal quality distortion. In 
many cases, the periodic reports on the time-varying channel conditions help the encoder to
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Figure 4.8: Time varying factors affecting the dynamic prioritisation algorithm of video 
parameters and their FEC protection
estimate the amount of FEC redundancy needed to protect the parameters of a coded video 
stream. When the network enjoys a good status, less FEC bits are used to protect video 
parameters, hence the throughput is optimised. For deteriorated channel conditions, more 
protection bits must be allocated to sensitive video parameters to increase the probability 
of their correct arrival. In this case however, this process must be achieved in conjunction 
with the prioritisation algorithm in order to resolve the network congestion. Figure 4.8 
shows the dependency of the dynamic priority assignment on the time-varying channel 
conditions and parameter error sensitivities.
Using the reports fedback from the network about its conditions, the encoder builds an 
estimate of the number of bits it has to  discard. Then, the encoder drops the P-Frames 
parameters off the local multiplexer based on the assigned priorities.
Let :
• A(,=Number of bits to discard as estimated based on the reports on channel condi­
tions.
• P=The set of various parameters representing a MB.
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For every i G P starting with the lowest priority (least important) one:
Aii,(i)=Numl)er of bits belonging to parameter i 
Limit(i)=Number of lost bits belonging to parameter i
Then the prioritised information loss can be illustrated in the following simple pseudocode.
If ((Limit(i-1) =  iV&(i-l)) or ( i= l))  then 
If ((IVt - E i= \ % (^)) > % (i) then 
Limit (i) =  JV (^i) 
else
Limit(i) =  m  - E ï l \  Ni{k)
else
Limit (i) =  0.
4.6  Local Feedback M echanism  For E rror/F low  C ontrol
One of the main concerns of packet video network researchers is to maintain an acceptable 
quality of service even across congested connections [59]. To resolve network congestion, 
the source with an access to the network should regulate its bitrate in order to reduce its 
output to the channel [60]. This decrease in the bitrate of a video coder has certainly a 
negative impact on the quality since it increases the compression ratio of the video signal 
by suppressing more data. However, the distortion resulting from the bitrate regulation is 
far less detrimental to QoS than the intolerable time delays induced by a network deadlock 
situation [61].
Much research has been conducted to formulate an efficient technique to sort a congested 
network. Literature includes many publications tha t deal with such an issue through a 
preventive remedy or a reactive one. T. Turletti and J. C. Bolot have developed a feedback 
control mechanism which notifies the encoder of the last up-to-date network conditions 
through periodically measured average transit delays and/or mean loss rates for multicast 
services on the MBone [62]. Once the encoder is notified of a congestion situation, it 
alters its encoding parameters in order to force a decrease in the mean output bitrate fed 
to the channel. Another feedback control technique was implemented by I. Wakeman and 
T. Turletti for multicast networks as well [63]. This mechanism uses a probing technique
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to solicit feedback information and estimate the number of receivers in a multicast tree. 
Other efforts considered a reactive approach such as error concealment techniques which 
we will describe later on in this chapter.
However, some of the presented techniques are complex and hard to implement. Others 
lead to a variable quality (which is perceptually very undesirable in video communications 
[64]) since they enforce modifications on the encoding parameters (such as Qp, frame rate, 
motion threshold, ...) of the video coder. In the following, we devise a local feedback 
system that makes use of the network reports to decide about the transmission of video 
packets. The proposed algorithm does not modify any encoding parameter to  regulate 
the output bitrate of the coder; alternatively, it drops some video packets before allowing 
them on the channel and makes necessary changes on the local decoder picture memory 
to discard the lost video information in any further motion estimation process.
Because of the predictive INTER frame coding of a block-transform video coder, a dam­
aged MB propagates error onto other MBs in the same and subsequent video frames. Since 
this error propagation gives rise to an accumulative effect of errors, this phenomenon leads 
to an immense degradation to the quality of service of a video application especially in 
the case of swamped network resources (congestion, link failure, long queuing delays, link 
deadlock, ...), whereby multiple MBs are expected to  be dropped. To stop the accumula­
tion of errors and reduce its effects on QoS in the case of swamped network resources, we 
introduce a feedback loop inside the encoder in order to produce a damage on the same 
picture area of the locally reconstructed frame stored in the encoder memory. The specific 
block diagram of the feedback-controlled H.263 video coder is depicted in Figure 4.9.
ILB is an intelligent local buffer which receives reports about network conditions and 
makes local changes accordingly. Further to sensing the latest network conditions, ILB 
has to decide whether the buffered packets are to be discarded or otherwise fed to the 
network [65]. When the network is reported to be overloaded or congested, ILB drops 
a certain number of the pending video MBs (or packets if the video stream was already 
packetised at an earlier stage before being buffered), and invokes the local decoder to 
induce similar changes on the picture area in order to produce a match between the locally 
reconstructed picture (local decoder) and the remotely decoded one. Once the damaged 
MBs are introduced to the locally reconstructed picture (which is used a a reference frame 
in the motion prediction process), the same values as the decoder are used within the 
prediction loop.
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Figure 4.9: Internally feedback-controlled H.263 video coder block diagram
By the time the encoder is notified of the bad network conditions through backward 
channel signaling reports and the modifications are performed on the local reference picture 
in the encoder memory, a certain time delay will elapse. Error will accumulate for a certain 
period of time before refresh takes place on the decoded video sequence at the receiving 
end. We assume a time delay of one frame until the encoder gets memory gets updated 
in accordance with the dropped information. Therefore, for a 25 f/s sequence, the time 
delay is 40 msec.
4 ,6 .1  S im u lation  resu lts  and d iscu ssion
Simulation experiments are carried out in order to assess the quality improvement in 
the presence of a local feedback in the encoder induced to resolve a network congestion. 
Block-based transform video coders ITU-T H.261 and H.263 are considered and Figure 4.10 
proves that the feedback concept significantly increases the robustness of both algorithms 
against packet losses resulting from a state of congestion.
W ithout feedback, the frame buffers in the encoder and decoder become more different 
with time until the MBs are refreshed with the occurrence of an I-Frame. This means that
CHAPTER 4. PACKET LOSS AND ERROR ROBUSTNESS TECHNIQUES IN
PACKET VIDEO NETWORKS 106
ccIIE3
40.0
35.0
30.0
25.0
20.0
15.0
H.263 without feedback 
-E3 H.263 with feedback
G— 0  H.261 without feedback 
A—  A H.261 with feedback
0.5 1.0 2.0
Macroblock Loss Percentage
4.0 8.0
Figure 4.10: Average PSNR values of 200 Foreman frames encoded at 64 kbit/s by H.263 
and H.261 with and without feedback at different MB loss rates
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Figure 4.11: PSNR values of Foreman frames encoded at 64 kbit/s by H.261 with and 
without loss, feedback and motion compensation
the error accumulates and the quality degradation becomes worse in each frame as shown 
in Figures 4.11 and 4.12 for H.261 and H.263 respectively. The same graphs also show 
that the error accumulation can be prevented with the feedback. The last frame of the 
sequence is displayed in Figures 4.13 and 4.14 for H.261 and H.263 respectively in order to 
verify the success of the algorithm on the subjective scale. The experiments also consider 
the case without motion compensation. No motion compensation implies that the motion 
vectors are not transmitted since they always point to the coinciding MB in the previous 
frame (so virtually MVx=MVy=0). When there is no feedback (ordinary block-transform 
video coder), disabling the motion compensation stage increases the system robustness 
since MVs values are not transmitted. However, with feedback, the quality degradation 
due to the packet losses is marginal. Therefore motion compensation is useful in improving 
the compression efficiency when feedback is introduced in the encoder.
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Figure 4.12: PSNR values of Foreman frames encoded at 64 kbit/s by H.263 with, and 
without loss, feedback and motion compensation
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Figure 4.13: 200th frame of Foreman sequence compressed by H.261 at 64 kbit/s and 
subject to 10% loss, (a) without feedback and with motion compensation, (b) with feed­
back and motion compensation, (c) without feedback and motion compensation, (c) with 
feedback and without motion compensation
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Figure 4.14: 200th frame of Foreman sequence compressed by H.263 at 64 kbit/s and 
subject to 10% loss, (a) without feedback and with motion compensation, (b) with feed­
back and motion compensation, (c) without feedback and motion compensation, (c) with 
feedback and without motion compensation
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4.7  R ate  C ontrol for B lock-T ransform  V id eo C oders
Any attem pt to control the output bitrate of a video coder involves the process of trading 
off the bandwidth factor against QoS. If the flow generated by the coder can be controlled, 
then it becomes possible to trade-off the network bandwidth required to transm it the 
flow of data against the quality of image being transmitted. This is essentially what is 
required to achieve in order to tackle any state of congestion in a network environment. In 
communication networks such as the Internet, the output flow of a video coder is usually 
controlled based on observed network conditions which are monitored and reported to the 
encoder in the form of periodic status reports prepared by the receiving stations. The 
information about the network status is collected based on key measurement factors like 
video packet loss rate and mean transit delay.
The variable output bitrate of a video codec can be smoothed out by a local buffer following 
the encoder. However, forcing a constant output bitrate on any video coder results in an 
inefficient use of the available bandwidth and an undesirable fluctuation in the delivered 
video quality. Therefore, it is highly recommended to maintain the variability of video 
bitrate especially in networks whereby the channel can be accessed by many users at the 
same time.
In the block-transform type of video coders, some encoding parameters can be adjusted 
in order to manipulate the output bitrate of the coder. One of them is the grabber frame 
rate, which designates the rate at which images are grabbed. Reducing the grabbing frame 
rate decreases the average output rate of the coder and decreases the frame rate observed 
at the receiver, and hence the quality of the received video signal. Another possible way 
to modify the output bitrate is to encode only a portion of the 8x8 block of video data 
such as the (1x1), (2x2) diagonal coefficients. Fewer bits per block are then generated 
at the expense of a coarser representation of the image through the suppression of more 
video data.
These two aforementioned methods can be used when the rendition (subjective quality) of 
individual images is under concern. However, if the perception of movement is important 
(video quality), then either the quantisation parameter (Qp) or the movement detection 
threshold is modifled to control the output bitrate of a block-transform video coder. The 
chosen value of the quantiser controls the number of bits needed to quantise an output
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Figure 4.15: Number of bits per frame of a 150-frame NTSC sequence for different Qp 
values with a motion threshold value of 2.2
video parameter. A small Qp cannot encode a large run-length LEVEL because of the 
small encoding range covered by the quantiser. Therefore, increasing Qp results in encod­
ing DCT coefficients more coarsely, hence degrading the quality. However, for a larger Qp, 
the number of bits needed to encode pixels reduces because of the smaller encoding range, 
thus leading to a reduced average output bitrate. Figure 4.15 shows that the number 
of bits per frame of an H.261 NTSC-size (352x240) 150-frame encoded sequence varies 
inversely with Qp values.
The fourth encoding parameter that can be manipulated to control the output bitrate of a 
block-transform video coder is the movement detection threshold. This threshold controls 
the INTER/INTRA decision for any coded MB in a P-Frame. If the threshold increases, 
the number of INTER coded MBs decreases and hence the number of bits required to 
encode a P-frame decreases at the expense of a lower sensitivity to motion and a degraded 
image quality. Inversely, for a lower motion threshold, more MBs wiU be considered as 
marked MBs (have been subjected to motion and need to be INTER coded by a MV and 
a residual matrix), thus resulting in an improved motion sensitivity at the expense of a
CHAPTER 4. PACKET LOSS AND ERROR ROBUSTNESS TECHNIQUES IN
PACKET VIDEO NETWORKS 113
150.0
T1
T2
T3
T1 < T 2 < T 3
125.0
100.0
II 75.0
50.0
25.0
0.00.0 25 50 10075 125 150
Frame Number
Figure 4,16: Number of bits per frame of a 150-frame NTSC sequence for different move­
ment threshold values with Qp =  10
higher number of bits. Figure 4.16 shows the output number of bits per frame of the same 
encoded sequence (as for Qp) for different movement detection thresholds.
All these 4 methods employed to control the video output bitrate impose changes on 
various encoding parameters within the coding process time. In multimedia services, it 
is perceptually favoured that a video session provides a steadyness in the quality of the 
decoded video at the receiving end. Altering the video encoding parameters leads to a 
continuous fluctuation in the quality even when the network is reported to be far from 
any congestion risk. Most of the techniques tha t modify encoding parameters to control 
the rate of a video coder adopt preventive strategies [66], and hence this is achieved at the 
expense of a variable video quality even in normal network conditions. In other words, the 
video coder does not wait for bad status reports until it adjusts its rate; rather, the bitrate 
is continuously adjusted to meet the requirements of congestion avoidance and achieve an 
optimised perceived quality.
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4 .7 .1  R a te  C ontro l U sin g  th e  P r io r itised  In form ation  Loss
The prioritised information loss described earlier in this chapter can be used to control 
the bitrate of the video coder without imposing any change on the coding parameters of 
the video coder. Once the network status reports are interpreted by ILB, the encoder 
builds an idea of the amount of data which needs to be locally discarded. It then assigns 
levels of priority and drops the estimated amount of bits in accordance with the assigned 
priorities. This minimises the effect of information loss on the video quality and decreases 
the number of bits multiplexed to the channel. Consequently, this technique controls the 
output bitrate of the coder and performs an error control mechanism by attempting to 
resolve or prevent (depending on whether the prioritised loss is achieved on a reactive or 
a preventive basis) a congestion in the video network. Figures 4.6(a) and 4.7(b) show 
that a 5% information loss imposed on the DCT coefficients of every P-Frame of a 150- 
frame QCIF-size sequence does not seriously damage the video quality on the subjective 
and objective scales respectively. Although 5% of information is dropped at the local 
multiplexer, hence leading to a controlled output bitrate, the PSNR plot shows that the 
quality is maintained within a range of about 2 dB after 150 frames of the sequence time 
(5 secs). Consequently, the output bitrate is controlled without forcing any encoding 
parameter change within the video session.
4 .7 .2  R a te  C ontro l U sin g  th e  In tern a l Feedback  L oop
The internal feedback loop introduced in the previous section has been proved useful in 
resolving a state of congestion on a shared video communication medium with a minimum 
quality degradation. However, this technique can be also very effectively employed to con­
trol the output bitrate of block-transform video coders either reactively or preventively. 
According to the feedback reports fedback to the video coder by receiving stations, the 
encoder can choose either to avoid a state of congestion in a preventive rate control disci­
pline or to resolve it in a reactive rate control strategy. If the encoder adopts a reactive 
strategy, it would not start to drop MBs until the congestion takes place. In this case, 
information is locally discarded and the addresses of dropped MBs are looped back to the 
encoder through ILB so that similar losses are induced on the locally reconstructed pic­
ture. However, if the encoder acts preventively, the status reports are used more efficiently 
to avoid the occurrence of a congestion or at least decrease its likelihood. In this case, ILB
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has the role of estimating the required number of bits to be discarded as a compromise 
between quality and congestion resolution (error control). The estimate of the number of 
bits that should be discarded is what dehnes the rate control usefulness of the internal 
feedback loop technique for block-transform video coders.
4,7.2.1 Sim ulation R esults and D iscussions
To illustrate the efficiency of the local feedback loop technique in controlling the bitrate 
of a block-transform video coder, many experiments are performed on both ITU H.261 
and H.263. It is interesting to display the case when H.263 is running with all negotiable 
options switched on, in order to prove the efficiency of this technique even for optimum 
video coder output rate.
W ith P-B frame mode set, the frameskip is to unity to keep up the same frame rate of the 
encoded sequence. This gives rise to a higher compression ratio on the encoded sequence 
at the expense of more sensitivity to error due to  temporal dependencies (Delta vectors 
depend on MVs of previous and following frames). By the time the locally reconstructed 
frame is updated, a time delay of 1 frame is assumed to have already elapsed, and errors 
are therefore spatially accumulated for 1 frame-time (40 msec for a 25 f/s video sequence) 
before resetting takes place on the video scene. A MV-loss is adopted in this experiment 
to show the effectiveness of this error/rate control mechanism when the most vital piece 
of information for INTER frame coding is dropped. When ILB drops a MV, its effect will 
be as if a zero-MV was sent to the decoder. This results in unrefreshing the area of the 
dropped MB by keeping the coinciding MB of the previous frame displayed after adding 
it to the residual matrix of the current MB (whose MV is discarded at the encoder). 
Table 4.2 shows that the chrominance Ch and Cr components are less sensitive to loss 
than the luminance Y component and are not reliable to determine the actual effect of 
the information loss on the overall quality of the damaged picture. They may sometimes 
accidentally (randomly) give better SNR when feedback is applied at high loss rates. The 
loss rates estimate the percentage of lost MV bits with respect to the to tal number of bits 
belonging only to MV data.
When P-B frame mode is used, it is found, as theoretically expected, that subjective and 
objective results are completely degraded (when no error control technique is applied that 
is) as shown in Figure 4.17(a). However, with a feedback loop induced in the encoder,
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MV-Loss
(%)
Y-PSNR P(B) 
(dB)
Cb-PSNR P(B) 
(dB)
Cr-PSNR P(B) 
(dB)
Bitrate
(kbit/s)
0 37.18(37.21) 37.91(37.85) 36.69(36.46) 15.38
20 31.0(31.12) 37.14(37.16) 33.86(33.94) 12.89
20 +  Feedback 36.29(37.14) 36.29(37.14) 36.68(36.74) 13.18
Table 4.2: SNR and Bitrate for Miss_america sequence
errors do not last for more than 40 msec and error accumulation is precluded as shown on 
the 148th frame of Miss_america sequence in Figure 4.17(b). Although PB-frame mode 
makes the coder less robust to loss, setting this mode on is a good choice to further show 
the reduction in bitrate without considerably damaging QoS even in the worst possible 
case (When B-Frames are induced).
Although H.263 gives slightly worse perceptual quality on a single frame than H.261 when 
subject to loss (as described in chapter 3), we find that, when used with all negotiable 
options switched on as it is the case in this section, it helps in generating a lower overall 
bitrate while considerable improving QoS in case the feedback loop is established in the 
video coder.
The simulation results depicted in Table 4.2 and Figure 4.18 show that the rate control 
feedback technique adapts perfectly to a network congestion state by reducing the output 
bitrate of H.263 video coder by more than 2 kbit/s (80 bits/frame on average) for a low- 
motion QCIF-size head-and-shoulders type of video sequences with a frame rate of 25 f/s 
and an output bitrate of less than 15 kbit/s. For high activity scenes, experiments show 
that the reduction in the output bitrate can be in the range of tens of kbit/s while a good 
video quality is maintained.
On the other hand, the rise in the bitrate of the feedback-loop encoder as compared to the 
ordinary coder is due to the fact that MBs within the same search window area between 
two successive frames become less similar (best-match MBs are dropped) in terms of 
pixel luminance values. Consequently encoding MBs whose best-match ones are dropped 
becomes more costly in terms of bitrate. They either have to be INTRA coded or still 
INTER coded (if INTER/INTRA decision favours INTER mode) with a higher number 
of bits to represent the MV and the resulting residual matrix.
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Figure 4.17: Miss^merica frame no. 148, (a) 20% MV-loss, (b) 20% loss -f feedback
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Figure 4.18: Number of bits per frame of a 150-frame NTSC sequence for different move­
ment threshold values
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4.8 Error C oncealm ent Techniques
In many network applications, backward signaling is not an easy task. Network status 
reports require a portion of the network capacity which can be otherwise allocated for 
the transfer of more data bits. Additionally, in a densely populated network environ­
ment where many receivers are involved in a point-to-multipoint video communication 
session, reverse network reports can lead the network to a state of implosion which must 
be unconditionally avoided. On the other hand, it is sometimes advisable not to engage 
the video encoder in any error/How control operation which highly depends on varying 
channel conditions. The idea is to keep the encoder running with a fixed quantisation 
stepsize (hence fixed quality) and have the network carry the intelligence to the receiving 
end where distortion can be minimised with techniques which impose no EEC redundancy 
bits on the video bitstream. These techniques are called error concealment techniques. 
Error concealment techniques are decoder-based error control techniques which do not 
modify the source video encoder to make it more robust to channel errors and information 
loss (as we shall see in the next chapter). Moreover, these techniques do not enforce any 
increase on the output video bitrate of the encoder since they solely apply at the decoding 
end (after the video bitstream has been transm itted) during the reconstruction process.
The error concealment strategy in video coding consists of devising ways to hide away 
the distortion caused by information loss and/or channel errors and smooth out their 
damaging effect on the perceptual quality of the video signal. Error concealment is applied 
whenever errors are detected on the received bitstream through either a video packet loss 
or a detectable bit error. As seen in the previous chapter, an error is detected when 
an unacceptable Huffman codeword is received or more importantly when the syntax of 
the video coder gives information on location of errors. For instance, when the decoder 
receives a codeword (such as RUN) that requires it to assign more than 64 coefficients 
for an 8x8 image block, it immediately realises that there are errors in the currently 
processed block. Consequently, the decoder skips aU the information bits until it finds 
a synch word in the bitstream and tries to replace the skipped segment of a frame with 
previously received data based on some error concealment criteria. Wada [67] proposed an 
error concealment algorithm which replaces lost picture blocks by blocks in the previous 
frame. However, to improve the efficiency of his proposed algorithm, he suggested that 
the encoder gets informed of the lost MBs and removes the affected picture area from the 
locally reconstructed frame. Another error concealment algorithm was delivered [68] to
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detect merges and splits in the picture lines (GOB). For a detected line split, errors are 
concealed by aligning the end of the split line with the end of the previous one and then 
deleting extra blocks or inserting some blocks to fill in the gap between the merged lines. 
For a detected line merge, the algorithm splits the line at an assumed merging position 
f^ block and deletes or appends some blocks to the end of the second line to make the number 
of blocks in the second line equal to nuock^
4 .8 .1  R eco v ery  o f  L ost M V s
The simplest way to recover a lost or erroneously received MV is to replace the corre­
sponding MB with the coinciding one in the previous frame. This is equivalent to saying 
that the affected MB is of zero displacement. This method is very much the same used 
when we described the local drop of information in the case of network congestion. W ith­
out any priorities assigned to the output video parameters based on their importance, we 
have seen that dropping MVs (and assuming their values to be zero) has a very damaging 
accumulative effect on the quality as in Figure 4.6(b). Another possible way is to replace 
the affected MB by the median of nearby motion vectors. By taking the median and 
not the average, we increase the probability that the substituting MV points to the same 
object from which the lost MV came. Other MV recovery methods use past MV values 
to reconstruct lost MVs. One method is to replace the MV of the affected MB by the 
value of the MV of the coinciding MB in the previous frame. This method succeeds when 
for a particular MB, the MV value does not considerably change throughout subsequent 
frames. It works better than the median method for some lost MVs and worse for others 
[69]. A more complicated estimate of lost MVs is achieved by searching the values of MVs 
of neighbouring MBs in the previous frame. The previous frame MV tha t best moves its 
MB into the direction of the affected MB is used to replace the lost MV. Eventually, if a 
MB moves from its old position into the position of the damaged or lost MB, then it is 
likely that this MB will continue to move along the same trajectory in the current frame. 
This error concealment strategy obviously fails along object boundaries and causes MBs 
on the objects’ edges to be reproduced incorrectly when looking at either bright or dark 
discontinuities. However, all these aforementioned methods perform much better than the 
replacement of lost MVs with a zero vector. A more complicated MV recovery technique 
assumes a continuous movement of objects amongst consecutive frames and makes use 
of the values of MVs of the current frame to  estimate those of the forthcoming frame as 
illustrated in Figure 4.19.
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Figure 4.19: Prediction of movement based on its continuity
Area 1 is the best predictor for the current MB. If the movement in the picture is assumed 
to be linear and constant then we can deduce that the current MB is going to represent 
the best predictor of area 2 (of the forthcoming frame) with the same MV. However, it 
might turn up that area 2 does not ht into the boundaries of a picture MB and therefore 
the MV has to be distributed amongst the 4 MBs intersecting with area 2. But since this 
process is applied on every MB in the current frame, it is likely that some MBs in the 
next frame intersect more than one of those resulting areas (such as area 2). To tackle 
this problem, an average of all vectors distributed on a MB have to be averaged taking 
into consideration the weight of distribution. The weight of distribution is found using the 
pixel position of area 2 with respect to each of the surrounding MBs. We call this method 
the transitional MV recovery since it assumes a constant and linear movement of objects 
throughout the consecutive sequence frames. This method requires a lot of computation 
and a large storage capacity at the video decoding end. Figure 4.20 depicts the perceptual 
improvement on the quality of service of Foreman sequence for various error concealment 
techniques.
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^3
Figure 4.20: 100th frame of Foreman sequence encoded with H.263, subjected to errors 
at 0.01% (a) ordinary H.263 decoder, (b) zero-vector MV recovery, (c) Past MV recovery, 
(d) Transitional MV recovery
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4 .8 .2  R eco v ery  o f IN T R A D C  C oeffic ien ts
In INTRA coded frames, the most efficient way to reconstruct a damaged 8x8 (luminance 
or chrominance) block is to recover its INTRADC coefficient since it carries a big portion 
of the block energy and consider its AC coefficients a run of 63 zeros. The INTRADC 
coefficient can be reconstructed by interpolating its value from previously decoded neigh­
bouring MBs in the same frame. Once an error is detected in an INTRA frame or a packet 
loss is reported, the decoder stops the decoding process, skips to the next synch word and 
reconstructs the skipped blocks by interpolating their INTRADC coefficients from those 
of previously decoded top and left neighbouring blocks in the same frame. Therefore, the 
INTRADC recovery method consists of substituting the missing coefficient for an average 
of the INTRADC coefficients of the top and left blocks as shown in the following equation:
_  PCT^jn) + DGj(n) +  J C P ( n )  +  DC^{n)DC,{n) =  ^ VV -c  V / .------------------------------(4.1)
Where TL, T, TR and L designate the blocks to the left-top, top, top-right and left 
of the interpolated block, provided they all belong to the same frame in which the loss 
occurs. This recovery algorithm is fast, adds no complexity to the decoding algorithm 
and requires a negligible amount of memory for the storage of the correctly received 
INTRADC coefficients of a single frame. Figure 4.21 depicts the first INTRA frame of 
Suzie sequence encoded at 26 kbit/s and subjected to a BER of 10~^ with interpolated 
INTRADC coefficients. W ithout interpolating the INTRADC coefficients of the skipped 
MBs, the unreconstructed portion of the damaged I-Frame stands out as a dark greenish 
spot since no previous pictures were displayed in the affected area.
4 .8 ,3  L im ita tio n s o f Error C on cea lm en t T echniques
The first constraint which confines the effectiveness of error concealment techniques in 
block-transform video coders is their inability to provide a good technique to retrieve lost 
DCT transform coefficients. Applying the interpolation scheme on the 63 coefficients of 
each of the neighbouring blocks gave very modest results and added a huge amount of 
computational delay on the decoding process. However, since DCT coefficients (especially 
those of INTER coded MBs) represent a low portion of the picture energy, the effect of 
their loss is not that influential on the quality of the reconstructed video sequence. Another
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Figure 4.21: first frame of suzie sequence encoded with H.263 at 26 kbit/s and subjected 
to errors at 0.01% with interpolated INTRADC coefficients of luminance and chrominance 
blocks
limitation lies in the error detection problems in a video coder. Any error concealment 
technique cannot be initiated until either an error or a loss is detected during the decoding 
process. Due to the error detection dilemmas (of a block-transform video coder) presented 
in chapter 3, the error concealment process might sometimes be delayed or not triggered 
at all when the occurrence of an error is detected late or left undetected respectively. 
The most important constraint of error concealment techniques applied on MV recovery 
is due to the false motion concept. In the course of the MV recovery process, reasoning is 
based on a very intuitive conception of MVs. A MV is always attributed to a translational 
movement of a particular 16x16 block of data between two successive video frames. This 
is not necessarily true. It sometimes happens that a MV is defined because it is the most 
convenient way to represent a MB without any regard to its actual motion. To illustrate 
this weakness, Figure 4.22 depicts the false motion concept. In Frame N, a black square 
object resides in the picture. In Frame N-|-l, a similar object appears nearby. Although 
there was no actual movement for that particular object between the two consecutive 
frames, the encoder considers the first square as the best predictor for the newly appearing 
one in Frame N+1. This unprecise notion of movement adopted by unintelligent video 
encoders induces errors in the concealment algorithms dealing with the recovery of MVs.
4.9  C onclusions
In packet video networks, special care should be given to the structure of a packet. De­
pending on the type of service and the network environment, issues such as sequential
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Figure 4.22: An example of false motion induced by the video encoder
delivery of packets, throughput, packet loss effects must be taken into account when a 
packet structure is to be defined. For real-time applications on the Internet, RTP protocol 
is used on top of IP and UDP to carry video streams to their destinations. The deteriora­
tion of the video quality caused by packet loss is mitigated by the prioritised information 
loss and the local feedback mechanism. The prioritised information loss is an efficient 
technique which reduces the effect of loss without enforcing any overhead on the coded 
bitstream. Introducing a feedback mechanism in the prediction loop of the encoder helps 
in modifying the locally reconstructed video frame in a way that dropped information 
is no more used in any further prediction process, hence establishing a constant state of 
synchronisation between encoder and decoder even in the case of congested network links. 
Both error control techniques were efficient in regulating the rate of the block-transform 
video coder without imposing changes on any of the encoding parameters. Simulation 
results proved that the feedback loop helps in resolving the congestion of a network by 
controlling the fiow of the video and maintaining an acceptable quality. Additionally, de­
spite their limitations, zero-redundancy error concealment techniques proved efficient in 
hiding away the artifacts and smoothing out the damaging effect caused by information 
loss and/or errors. The proposed transitional MV recovery gives similar perceptual results 
as the past MV recovery scheme adopted in the literature.
C hapter 5
Error R esilience Techniques for 
Block-Transform  V ideo Coders in 
Error Prone Environm ents
5.1 In troduction
In any of the currently available block-transform video coders, the aspects of error control 
and robustness have not been specifically addressed. For instance, ITU-T H.263 has been 
designed to provide very low bitrate compression of video signals for transmission over 
fixed telephone networks (PSTN). When used in mobile applications, H.263 recommenda­
tion has got no means of mitigating the effects of low channel SNRs commonly encountered 
in mobile environments. On the other hand, the need for communicating video data in 
highly mobile environments has immensely increased. Services, such as mobile videophone, 
remote video sensing and others, require a certain level of perceptual quality to be main­
tained. Therefore, efficient techniques must be devised to protect coded video streams 
against channel deterioration and improve the resilience of video coders against varying 
channel conditions.
As seen in chapter 3, the coded video traffic is intuitively sensitive to errors due to the 
suppression of spatial and temporal redundancies that normally exist in any video se­
quence. A single bit error in an encoded video stream might lead to an immense damage 
on the picture quality at the decoder end. The bitrate variability, Huffman encoding and 
the differential coding of MVs are all factors which make the block-transform based video
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coders highly sensitive to errors. Toggling a single bit in a video traffic might swamp the 
ability of the decoder to correctly recover forthcoming data. This plunges the decoder into 
a state of desynchronisation. To resume the normal decoding process, the video decoder 
ought to skip the stream of bits following the bit error position looldng for an error-free 
synch word that denotes the start of a frame or slice (GOB). Therefore, the effect of a 
single bit error is similar to having a sequence of bits corrupted by a bursty error type 
even if the skipped bits might have been received correctly without any error. For this 
reason, we consider in this chapter, that the mobile channel is simulated by a random 
error generator which yields a uniformly distributed probability density function. In some 
digital communication systems, an interleaving process is used so that any burst of errors 
can be spread to various data blocks, hence making the effect of errors less bursty and 
more widely distributed amongst the stream bits. Errors are due to bit corruption and 
not to information loss as already discussed in the previous chapter where video packets 
were dropped in packet video networks. Therefore, all information is assumed to be re­
ceived and no loss occurs due to network congestion or long queuing delays. However, the 
correctness of the received information is not perfect and errors are induced on a random 
basis.
Many research efforts have been exerted to enhance the resilience of video coders and im­
prove their QoS under erroneous channel conditions. In addition to the zero-redundancy 
error concealment techniques covered in the previous chapter, EEC techniques, MB trans­
mission order strategy and modified layering structure were the core techniques used to 
optimise the adaptivity of block-transform video coders to mobile environments [70][71]. 
Many error resilience techniques have been proposed and are now being evaluated by vari­
ous parties developing and experimenting the resilience of MPEG-4 video standard [72][73]. 
In this chapter, several error resilience techniques are described and implemented on ITU- 
T H.263 video coding algorithm. Some of these techniques are sometimes combined, where 
appropriate, to yield a higher level of robustness to the block-transform coder. An algo­
rithm (several sets of techniques) for a modified error resilient ITU-T H.263 video coder 
is presented. The effectiveness of the proposed error resilience techniques is evidenced by 
both subjective and objective results. Video sequence frames and PSNR plots are shown 
through the discussion where appropriate.
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5.2 FE C  C hannel P ro tec tio n  Techniques
To mitigate the effect of quality degradation encountered in error prone environments, FEC 
techniques are good enough to detect and correct errors at the expense of more overhead
[74]. The main problem is that coded video is a variable rate traffic so output video 
parameters cannot be represented to the channel encoder as fixed length symbols. Due 
to the variable rate characteristic of video streams, a protected VLC codeword generates 
another VLC word when an FEC technique is applied on it. This makes the decoder unable 
to identify what portion of the bitstream has been protected, and leads to a complete 
confusion as what segment of data belongs to what parameter of the video bitstream. 
Because of their high sensitivity to errors, we protect the MV bitstream of H.263 against 
channel errors using a 1/2 rate convolutional channel coder with a constraint length of 7
[75].
Since the maximum number of bits that a MV (either x or y component) in H.263 video 
coder can occupy is 13 bits, the length of each input codeword to the convolutional channel 
coder is set to 13. If it happens tha t the length of the MV component is less than that 
maximum (13), we pad it up with some bits of the forthcoming MV value in order to 
input it to the channel coder as a fixed length symbol. This makes the total length of the 
protected MV value received by the decoder equal to 26 bits for a 1/2 rate convolutional 
coder. The channel decoder, in its turn, decodes fixed-length segments of the bitstream 
before forwarding the corrected data to H.263 video decoder. The subjective and objective 
improvements of employing a 1/2 rate convolutional coder on the MV components of an 
H.263 video coder with the padding-up scheme are illustrated in Figures 5.1 and 5.2 
respectively.
In many video services, rate-compatible punctured convolutional codes or RCFC codes 
are used to provide a multi-rate channel error control [76]. The principle behind these 
codes is to give error protection codes at different powers using the same convolutional 
code by simply removing certain bits. For fluctuating channel conditions, the power of the 
employed channel coder has to be variable for an optimum use of the available bandwidth. 
W ith the same convolutional coder, the redundancy bits can be controlled (either increased 
or decreased) depending on the status of the channel. Obviously, this method should be 
accompanied with a very fast back channel signaling scheme which keeps the encoder 
updated of the latest variations in the network conditions.
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Figure 5.1: 100th frame of Suzie sequence encoded with H.263 at 64 kbit/s, with negotiable 
options all off and with MV bit stream transm itted over an AWGN channel of SNR = 2.5 
dB (a) ordinary H.263 bitstream overall BER = 0.56%) (b) H.263 bitstream with MVs 
protected using a 1/2 rate convolutional coder
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Figure 5.2: PSNR values of Suzie sequence encoded with H.263 at 64 kbit/s and sent 
over a channel of SNR = 2.5 dB (a) ordinary H.263 bitstream (BER = 0.56%) (b) MVs 
protected with a 1/2 rate convolutional coder
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The channel encoder starts off by sending the mother code only (with no error protection 
bits). If the mother code is corrupted by errors in a way that it cannot be interpreted by the 
channel decoder, the encoder is informed through a back channel signaling technique that 
the transm itted information is not enough to recover the data bits. Therefore, the channel 
encoder increases its rate and sends the first level of the protection bits. For a 4-register 
convolutional coder, for example, 4 rates for the channel encoder are defined. The encoder 
starts with the rate set to 1 (in this case no error correcting code is transmitted) and steps 
down its rate when it is requested to do so through a back channel signaling message sent 
by the channel decoder (which is a Viterbi decoder in this case). For degraded channel 
conditions, the channel coder should be more powerful and hence more bits need to be 
allocated to output symbols in order to enable the channel decoder to correct a higher 
number of errors. Depending on the back channel reports, the channel coder increments 
its rate of transmission. The rate keeps on incrementing from one level to another until 
the decoder is enabled to reconstruct all the contained data without any detected error. 
Consequently, the transmission of additional redundancy can continue (if required) until 
the complete mother code (convolutional code) is transmitted. When the last rate is 
reached whilst the decoder is still unable to correct the erroneous symbols, the decoder 
discards the current block and moves on to the next one. Therefore, the rate of the 
convolutional coder is made variable depending on the decoder’s ability to correct the 
corrupted bits. The higher the requested rate, the more additional redundancy to be 
transm itted in order to increase the error correcting power of the channel decoder. This 
multi-rate error control code, which is derived from a mother code (convolutional code) by 
removing certain bits, is called a punctured code and used in conjunction with backward 
channel signaling in some video resilience experiments [77].
For an efficient use of the available bandwidth, another FEC technique namely, unequal 
error protection (UEP), is sometimes applied for robust video communications. UEP 
consists of assigning a variable level of protection to video parameters based on their sen­
sitivity (as described in the prioritised information loss in the previous chapter). Unequal 
error protection based on the sensitivity of each single bit would lead to an unacceptable 
high complexity and overhead. Instead, the bitstream should be partitioned into classes 
of different sensitivity. Since the level of distortion at the decoder should be minimised so 
as to optimise the video quality, the criterion for creating these classes is the sensitivity 
of the output video parameters such as MVs, DCT coefficients. Therefore, sensitivity of a 
particular symbol can be defined in accordance with the additional distortion incurred on
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the quality of the decoded video sequence when this symbol is corrupted, while assuming 
a maintained synchronisation [78]. UEP techniques constitute a good trade-off between 
the error performance of a video coder and the bandwidth factor of the communication 
medium.
In general, FEC techniques can either be used alone or combined with error resilience 
techniques as we shall see later in this chapter. These techniques, when applied, involve 
the addition of redundant information tha t acts against the compression efficiency of the 
video signal. These techniques are more effective for channels with predictable BER and 
limited burst length unless when they are used with the multi-rate functionality such as 
RCPC. However, they fail with high BER channels or long bursts (the channel decoder 
becomes completely unable to handle the errors induced on the received coded bitstream) 
while giving a disastrous effect on the occupied bandwidth due to the large amount of 
overhead they impose on the encoded signal.
5.3 D u p licate  M V  in form ation
One of the reasons which leads to the propagation of errors in a video sequence is due to 
the motion compensation scheme of a block-transform video coder. Motion vectors are 
differentially coded and dependent on the candidate predictors of the previously coded 
neighbouring MBs. Therefore, to mitigate the effect of accumulative errors and infrequent 
their occurrence, the probability of a MV data bit being corrupted should be minimised. 
The resilience of a video bitstream can thus be improved by transmitting the MV infor­
mation twice at different locations in the bitstream. Hence, the probability of receiving 
an erroneous MV data bit can be reduced. To enable the video decoder to locate the start 
of the duplicate information in the bitstream, a specific bit pattern has to be used. This 
specific sequence of bits must be different from the synch word (defined by the syntax of 
the video coder) which denotes the start of a frame or GOB. To avoid the likelihood that 
the decoder falls on a sequence of bits which resemble the specific bit pattern (used to 
denote the start of the duplicate information), we keep the same synch word bit pattern 
and follow it with a sequence of 5 bits representing the value of 21 (10101). In the syntax 
of H.263 video coding algorithm, these 5 bits are used to indicate the sequence number of 
a GOB within a frame. They read a value of 31 when the corresponding frame or GOB 
is the last one in the video sequence. Since there are a lower number of GOBs per frame
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Figure 5.3: H.263 coder MV duplicate information applied on a MB level
(for instance, there are 9 GOBs per QCIF-size frame) than this 5-bit word can indicate, 
we can assign one of its unused values to designate the start of the MV duplicate infor­
mation segment. Figure 5.3 depicts the order of transmission of a MB when the duplicate 
information technique is applied on a MB level.
Due to the variable length coding of the x and y components of MV codewords, 2 kinds 
of error might arise : Detected and undetected (as described in chapter 3). 1 or more 
bits can be toggled in a way that renders the decoder unable to map it to any of the 
valid VLC codewords. In this case, the decoder, being aware of the occurrence of an error, 
advances in the bitstream, locates the duplicated MV data, reads the second version of the 
MV component and resumes decoding after returning to previous position and flushing 
the number of bits of the read MV component. Obviously, there is still a chance tha t the 
duplicated version of a MV component is corrupted by errors but the probability of having 
a bit error in the same component is reduced. The undetected type of errors is yet more 
ambiguous. One possible way to avoid letting this error occur without being detected is 
to transm it a checksum (CS) representing the parity bits for each (x,y) couple of a MV. 
If no error is detected after calculating the parity and comparing it to the CS value, the 
decoder assumes an error-free MV data, and skips all duplicate information after locating 
its start (by reading the specific bit pattern). Figure 5.4 shows the subjective improvement 
achieved by this technique. The blocking artifacts are obviously due to the high average 
value of the quantisation parameter adopted during the encoding process in order to fix 
the overall output bitrate of the video coder at 64 kbit/s (including the duplicate data). 
This technique has been applied on other ITU conventional test sequences and the quality 
of the duplicate data version has been better than that achieved on Foreman due to the 
lower amount of motion detected in any other sequence and hence the lower amount of 
duplicated data transm itted within the bitstream. This leads to a lower quantisation 
parameter and hence to a better video quality. Therefore, a major drawback of this 
technique is the massive number of bits it adds to the stream maldng it undesirable for 
low bitrate video applications. A total of 27 bits are transmitted for each Inter coded 
MB apart from the MV duplicate information overhead. Additionally, this technique is
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Figure 5.4: 125th frame encoded “Foreman” sequence encoded at 64 kbit/s with negotiable 
options all off with MV bit stream transm itted over an AWGN channel of SNR = 12.0 dB 
(a) ordinary H.263 bit stream (b) H.263 bitstream with duplicated MV information on a 
MB-level
susceptible to absolute failure when the start bit-pattern itself is affected by errors in which 
case the decoder would skip it and fall on the first intact start code of a forthcoming MB.
In order to reduce the huge number of redundancy bits used in the above mechanism, 
MV duplicate information is sent once each GOB instead. However, this will impose a 
higher delay on the decoding process since the decoder has to freeze its operation waiting 
for all the GOB data to arrive until it can locate the start word and read the duplicated 
version of the affected MV data. If the channel error ratio is high (in the range of 10~^ 
and higher), the jerkiness becomes noticeable and very annoying to the visual perception 
with the decoder going forth and back within the bitstream each time an error has been 
detected in a MV codeword. To protect the start code against channel errors and lessen the 
probability of failure of this technique, an RS(5,7) code is used for the specific bit pattern 
to make it more robust to channel errors. This increases the overhead of this technique but 
enables the channel decoder to detect and correct 1 bit-error in the duplicate information 
start code before the duplicate MV bits of the corresponding GOB are presented to the 
video decoder. To reduce overhead, a checksum is not sent in this case and error detection 
is performed by the Huffman decoder. The total overhead imposed on this technique is 
solely attributed to the RS coded 21-bit length start code. This results in a total overhead 
of 4.8 kbit/s for a frame rate of 25 f/s. Figure 5.5 depicts the order of transmission of a 
GOB when MV duplicate information is applied on a GOB-level. Figure 5.6 shows the 
improvement on the subjective quality achieved by sending the GOB MV data twice in a 
bitstream while keeping a constant bitrate.
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Figure 5.5: MV duplicate information applied on a GOB level in H.263 video coder
Figure 5.6: 199th frame of Foreman sequence encoded with H.263 at 64 kbit/s, with 
negotiable options all off and transmitted over a channel of BER = 10“  ^ (a) ordinary 
H.263 bitstream (b) H.263 bitstream with duplicated MV information on a GOB-level
5.4  IN T R A  Fram e R efresh
To limit the accumulation of errors and their propagation onto subsequent frames, the 
effect of temporal dependency of video data must be impaired. One possible way to halt 
the accumulation of errors is to refresh the scene with an INTRA frame (I-Frame) whose 
encoding process is independent of history. However, because of their low compression 
ratio, increasing the frequency of occurrence of I-Frames has to compromise between the 
bitrate and the immunity of the decoder to channel errors. Alternatively, to produce 
a more frequent occurrence of I-Frames while maintaining the bitrate below a certain 
limit is equivalent to increasing Qp, hence performing a coarser quantisation on the DCT 
coefficients. One I-Frame in every 20 frames of raw video data is adopted. Therefore, at 
a frame rate of 25 f/s, I-Frames are sent at a frequency of 1.25 I-f/s. Figure 5.7 shows 
the 200th frame of Foreman sequence encoded at 64 kbit/s and subjected to a random 
channel error of 0.01% for both the normal and increased I-Frame frequency cases while 
assuming an error-free first frame.
If an error occurs on one of the VLC codewords of the first frame, the decoder will be 
unable to complete the reconstruction. Consequently, the missing (skipped) MBs will 
be replaced by greenish patches which conceal the features of the scene and thwart the 
visibility until an I-Frame refreshment takes place. Figure 5.8 depicts the luminance PSNR
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Figure 5.7: 200th frame of Foreman sequence encoded and sent through a random error 
channel of BER = 0.01% (a) at 64 kbit/s with only first frame an I-Frame (b) at 67.7 
kbit/s with 1.25 I-f/s
graph for the increased I-Frame frequency case when errors have been allowed on the first 
frame. For the case when a single I-Frame is allowed, we have seen that an error-corrupt 
I-Frame lead to a disturbed objective quality with an average PSNR value of 5 dB when 
errors corrupt the first COB in the I-Frame. Subjectively, the scene is then perceptually 
invisible for all the sequence time.
The PSNR plot denotes the importance of an I-Frame in revoking the accumulation of 
errors and refreshing the scene at the decoder end. However, if I-Frames were corrupted 
by channel errors, all the successive 19 predicted frames (P-Frames) will be affected due to 
the temporal dependence as described in chapter 3. This phenomenon worsens when the 
error hitting an I-Frame occurs on early COBs in the frame. This results in the decoder 
skipping all the remaining bits of the affected I-Frame, regardless of their correctness, 
searching for the first correct synch word at the beginning of a forthcoming frame (only 
one synch word is used per frame). This is best illustrated in the PSNR values of the first 
20 frames of Figure 5.8.
To assess the importance of I-Frames on the overall subjective and objective QoS of the 
decoded video signal, we have subjected “Foreman” sequence coded bitstream to random 
errors at a rate of 0.01% while assuming error-free I-Frames. Figure 5.9 shows the objective 
improvement achieved by protecting I-Frames against channel hostility. Due to an error 
on early COBs of the first I-Frame of (a), the decoder loses synchronisation and fails 
to reconstruct the forthcoming MBs. Since P-Frames are predicted from earlier frames, 
the quality remains degraded (PSNR around 10 dB for 20 consecutive frames) until an 
INTRA refresh takes place. This explains the necessity of giving a considerable attention 
to protecting I-Frame components (against degraded channel conditions), particularly to
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Figure 5.8: PSNR for 200 frames of Foreman sequence encoded at 67.7 kbit/s with 1.25 
I-f/s and sent through a random error channel of BER = 0.01%
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Figure 5.9: PSNR for 200 frames of Foreman sequence encoded at 67.7 kbit/s, with 1.25 
I-f/s, and sent through a random error channel of BER =  0.01% (a) error-prone I-Frames 
(b) error-free I-Frames
INTRADC coefficients which carry the highest amount of energy of the respective 8x8 
blocks.
One way to protect INTRADC coefficients is to place their fixed length codewords with a 
Hamming distance equal to one as close together as possible in the FLC table. This algo­
rithm  is being implemented in one of MPEG-4 error resilience core experiments, namely 
ES.d [73]. The effect is that the most probable INTRADC codewords are less sensitive to 
a single bit error than the less probable codewords. Another way of protecting INTRADC 
coefficients (8 bits each) in a block-transform video coder, namely H.263, is to make use 
of their fixed-length coding by applying FEC techniques on them. For instance, a 1/2 rate 
convolutional coder with a constraint length of 7 is used to protect the fixed-length coded 
INTRADC coefficient of each 8x8 block of an I-Frame including the chrominance blocks. 
INTRADC coefficients are therefore rendered more immune to channel errors at the ex­
pense of more redundancy bits specifically tailored to perform error control on INTRADC 
coefficients. For a QCIF-size (176x144) frame, the overhead of the added protection bits
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is equal to 5.94 kbit/s (4752 bits per I-Frame) for an overall frame rate of 25 f/s and an 
I-Frame frequency of 1.25 I-f/s. To regulate the bitrate of the coded stream and keep it 
below a certain limit, the 63 AC coefficients of each block and the predicted MV values 
can be quantised with a higher Qp value. This will achieve a coarser quantisation process 
in the favour of a more resilient INTRADC coefficient whose correctness directly affects 
the quality of I-Frames and hence the resilience of the coder to channel errors. Apart 
from the added bandwidth, the application of FEC techniques on INTRADC coefficients 
incurs a major drawback since it does not resolve the problem imposed by the variable 
length nature of a video bitstream and the variable length Huffman coding. An error 
which occurs on any of the variable length codewords of an I-fkame (such as CBPY, 
MCBPC, TCOEFF) prompts the decoder to skip the bits of the current frame, regardless 
of their correctness, seeking retrieval of synchronisation. This results in maldng the added 
protection bits a useless overhead and leads to a complete failure.
5.5 R obust I-Fram e Technique
Protecting the INTRADC coefficients of an I-Frame with a 1/2 rate convolutional does not 
sort out the error sensitivity of an I-Frame. Additionally, the added protection bits might 
turn out to be a useless overhead when an error hits a VLC codeword (in an I-Frame) caus­
ing a loss of synchronisation. In this case, the decoder terminates processing the affected 
I-frame and skips all the bits, including the protection bits of the convolutional coder, 
following the position of error. This picture damage stays for the 19 P-Frames following 
the corrupt I-Frame and worsens both spatially and temporally throughout subsequent 
frames.
To resolve this disastrous effect which might be caused by a single bit flip in an I-Frame, 
we devise a method to improve the chances of arrived of correct INTRADC coefficients. 
The fact that INTRADC coefficients are fixed-length coded triggers the idea of sending 
all of the INTRADC coefficients of a frame just before the first VLC codeword of the 
same frame appears in the bitstream. This guarantees that the decoder receives the 594 
INTRADC coefficients of a QCIF-size I-Frame just before it might lose synshronisation 
on any erroneous VLC codeword. Therefore, the transmission order of DC coefficients of 
an I-Frame is changed from a block level to a frame level. In other words, the decoder has 
to read 9504 bits from the coded stream for the 1/2 rate convolutional coded INTRADC
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17 bits 12 bits 3 bits 9504 bits Variable length
PSC 
0..... 01
Pheader Frame mode flag 5941/2 rate convolutional 
coded DC coefficients
Mode + GOB No. + VLC words 
(CBPY,MCBPC,RUN,LEVEL,LAST)
(a)
17 bits 12 bits 3 bits Variable length
PSC0..... 01 Pheader Frame mode flag Group of Blocks (GOBs)
(b)
Figure 5.10: Robust coding mode indicator and changed order of transmission of IN­
TRADC Coefficients : (a) I-Frame (b) P-Frame
coefficients just after the picture header before it falls on the first VLC codeword of the 
I-Frame. Therefore, if an error is detected in any of the VLC words, the decoder makes 
use of the the available DC coefficients to reconstruct the skipped MBs of the I-Frame 
setting their mode to INTRA and the AC coefficients of their relative blocks to runs of 
zeros.
On the other hand, in ordinary H.263 syntax for instance, a single bit is tailored to indicate 
the coding type of a frame. If this bit is toggled, the decoder treats the received frame 
in an improper way and mistakenly interprets all the decoded intelligence; this leads to 
a catastrophic loss of synchronisation which reflects very badly on the video quality. To 
tackle this problem, this coding type indicator is sent as a flag of 3-bit length, following 
the picture header in order to reveal to the decoder the coding mode of the relative frame. 
For only 2 possible frame coding modes (INTRA and INTER) and a Hamming distance 
of 3, this 3-bit long flag can tolerate 1 bit-error. Figure 5.10 shows the modified order 
of transmission of the 1/2 rate convolutional coded INTRADC coefficients and the 3-bit 
robust coding mode indicator.
Due to the different order of transmission between the original coder and the robust one, 
generated error patterns applied on both bitstreams yield dissimilar error performance. 
Therefore, simulations must be run for a large number of times, each of them with a
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Figure 5.11: First frame of “Miss America” sequence encoded at 47 kbit/s, frequency of I- 
Frames = 1.2 f/s, BER = 1 0 "^ (a) normal order of transmission of INTRADC coefficients 
(b) modified order of transmission of 1/2 rate convolutional coded INTRADC coefficients
different error pattern. Then, to come up with a fair judgement about the efficiency of 
the proposed technique, the worst case situation is adopted. The worst case situation 
appeared when errors occur on early COBs of the first I-Frame of the sequence. Figures 
5.11 and 5.12 show the subjective and objective improvements (respectively) achieved by 
applying the described technique on error prone “Miss America” sequence. The first I- 
Frame is erroneous, so MBs following the affected MB cannot be reconstructed, leading 
to a disastrous QoS damage which lasts for a duration of 20 consecutive frames (0.8 sec 
for 25 f/s frame rate). By changing the order of transmission of INTRADC coefficients 
of I-Frames, MBs following the corrupted one can be recovered with zero AC coefficients 
giving a noticeable progress on the subjective and the PSNR plot for a bitrate increase of 
less than 6 kbit/s at an I-Frame rate of 1.25 I-f/s.
5.6 Error R esilien ce A lgorith m  for H .263 V id eo  C oder
As seen in chapter 3, the most problematic type of error that affects a video bitstream 
is when the decoder loses its synchronisation due to the variable rate aspect of a video 
coder. Consequently, to render a video coder more resilient to channel errors, the two 
factors which lead to the variability of the bitrate must be counteracted. Many solutions 
have been proposed in literature to tackle the problems causing the desynchronisation 
of the video decoder in case of bit errors. One method is to place some relatively long 
unique synchronisation words (synch words) which can notify the decoder of the start of a 
specific block of data (as it is the case for the synch pattern at the beginning of a frame or
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Figure 5.12: PSNR graph for 150 frames of “Miss America” sequence encoded at 47 
kbit/s, frequency of I-Frames =  1.2 f/s, BER = 10“"* (a) normal order of transmission of 
INTRADC coefficients (b) modihed order of transmission of 1/2 rate convolutional coded 
INTRADC coefficients
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a GOB in H.263 and H.261). Apparently, this method imposes the addition of redundant 
overhead. Although many research efforts have been exerted to optimise the length of 
these synch words [79], the nature of the constraints (possibility of a similar bit pattern 
occuring in the data stream) implies that they should be still long, and therefore, in order 
to maintain a low overhead, they must be induced relatively infrequently.
Alternatively, other techniques employ error resilient entropy codes (EREC). They consist 
of reorganising the variable-length codewords of a Huffman coder into blocks such that 
each block starts at a known position within the stream [80][81][82]. This gives the video 
decoder automatic resynchronisation at the start of each block. Moreover, this technique 
can be implemented with negligible additional overhead. EREC is very much desirable 
in networks with degraded or unpredictable conditions since its performance deteriorates 
slowly with increasing BER.
In the following, an algorithm, which proposes an error resilient layering structure of H.263 
video coding algorithm, is described. This algorithm is composed of a set of techniques 
combined to achieve the objective of enhancing the robustness and improving the resilience 
of H.263 output bitstream when it is transmitted over error prone environments such as 
mobile radio links. The efficiency of the algorithm is evidenced through subjective and 
objective results.
5 .6 ,1  F ix ed  L en gth  C od in g  (FL C )
Some parameters of a block-transform video coder, namely ITU-T H.263, are allocated 
a fixed number of bits before transmission in order to cancel out the effect of bitrate 
variability imposed by Huffman coding on the resilience of the coder. Table 5.1 shows 
the bit allocation of various parameters in an H.263 output stream while an INTRADC 
coefficient is already given an 8-bit representation by the syntax of ordinary H.263.
This denotes tha t the fixed-length strategy has been adopted on a MB-level since aU those 
parameters belong to the MB layer. Note tha t the output of the 63 run-length encoded 
AC coefficients of a zigzag-pattern coded 8x8 block of data are not coded with the fixed- 
length strategy since employing FLC on a run-length encoder will be highly costly in terms 
of bitrate. Another alternative to represent AC coefficients with fixed-length codewords 
is to utilise a different type of coding for them (other than run-length) such as vector
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Parameter/MB Number of bits
CBPY 4
MCBPC INTRA 4
MCBPC 5
MV-x 6
MV-y 6
Table 5.1; Fixed length bit allocation for varions parameters of a MB in H.263
quantisation for instance. However, it was decided to maintain the physical structure of 
H.263 video coding algorithm and not to inflict any change on the functionality of the 
codec.
The major role of flxed-length coding applied on some parameters of a MB is to reduce 
the possibility of the decoder losing synchronisation when an error occurs on one of the 
transm itted codewords. If a detectable error occurs on a MV component for instance, the 
decoder skips 6 bits (the length allocated to a MV component) and resumes the decoding 
process without the need to slap the forthcoming bits in search for an error-free synch 
word. One more advantage of fixing the number of bits for motion vectors in particular 
is to avoid the differential coding process of motion vectors, which results in reducing the 
accumulative effect of errors at the decoder end. This means that the predictive coding 
of motion vectors is removed in order to improve the resilience of their coding.
The fixed length coding applied on the parameters of a MB decreases the probability of the 
decoder losing synchronisation, since it reduces the number of variable length codewords in 
the bitstream. However, the run-length encoded AC coefficients of each 8x8 block are not 
allocated a fixed number of bits; this implies a failure in the fixed length coding scheme, 
especially at high error ratios, when errors hit the RUN, LEVEL, LAST or ESCAPE words 
of the run-length encoder. Another crucial detrimental effect of the bitrate variability, 
described in chapter 3 and represented by the spatial dependency of video data, cannot 
be tackled by fixed-length coding. Although each frame is represented by fixed-length 
symbols, due to spatial redundancies, a different number of symbols are generated by the 
coder to represent a frame. Therefore, another technique must be devised and applied 
in conjunction with fixed-length coding to improve the resilience of H.263 in error-prone 
environments.
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5 .6 .2  C han ged  O rder o f T ran sm ission
To thwart the dependence in the arrival of fixed-length codewords on the error-free trans­
mission of rnn-length codes, the order of transmission of the fixed-length parameters is 
changed. FLC codewords are sent in different classes rather than MBs. The layering struc­
ture of H.263 proposes that parameters representing a MB are transm itted as a single MB 
unit followed by the run-length words coding the AC coefficients of the MB. Consequently, 
a bit error in one run-length coded word implies that the following fixed-length words of 
upcoming MBs are either skipped or incorrectly decoded (depending on whether the error 
is detected or not). Sending all the fixed-length words at the beginning of the frame can­
cels out this dependency in the arrival of data and counteracts the effect of variable-length 
coding of the run-length words on the robustness of H.263. The fixed-length words are 
then transmitted in new classes according to their type and not to the original layering 
defined in H.263. Since the variable-length codewords of the run-length coded coefficients 
are transm itted at the end of the frame, the occurrence of an error in them does not 
have a detrimental effect on the quality of the decoded signal. Since all the fixed-length 
codewords are received before an error occurs on one of the run-length codewords, the 
decoder can skip the variable rate portion of a frame belonging to the AC coefficients 
setting them to zeros before feeding them into the inverse DCT transformer. This will not 
impose a high distortion on the quality of the decoded signal since AC coefficients are low 
energy carriers. To achieve this modification in the order of transmission of video data 
in an H.263 bitstream, some obstacles arise and need to be resolved in order to further 
improve the effectiveness of this error resilience algorithm. These problems are defined 
and convenient remedies are suggested for each of them.
5 .6 .3  C O D -m ap  C od in g
In INTER frame coding mode, the encoder indicates to the decoder the coded MBs by 
sending their relative COD information. E  the decoder reads a COD bit of 1 in the 
bitstream, it assumes that the MB associated with it is not coded and goes forward to 
process the next MB in the frame. This is as opposed to the INTRA frame coding mode 
whereby all the MBs of a frame are coded and hence COD information is not required. 
Abiding by the proposed layering classes, COD information is no more transm itted as a 
separate bit for each MB alone, but rather as a map of 99 (QCIF-size) COD bits indicating
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the coded MBs of a P-Frame. Since this COD map is highly sensitive to error, and its 
correctness is very essential to the robustness of the video coder, its bits are protected with 
an FEC technique. A Reed-Solomon(3,5) channel coder is applied in GF(8) on each set of 
9 COD bits. Therefore, the resulting channel coded word consists of 15 bits representing 
the protected COD information for 9 consecutive MBs (one GOB) of a QCIF-size P- 
Frame. This leads to an output channel-coded COD map with a length of 165 bits. Due 
to the fact that the protected COD map might contain a long stream of zeros (A number 
of consecutive MBs of the same P-Frame happen to be coded), the likelihood that the 
decoder falls on a false synchronisation pattern within the channel-coded map is quite 
high. When this occurs, the decoder treats this misinterpreted synch word as the start 
of a new frame. When a bit error is detected in the variable rate section of the previous 
frame, the decoder tries to recover the state of synchronisation looking for the first intact 
synch word. However, if the actual synch word of the current frame is corrupted, the 
decoder would skip it and consider the falsely decoded synch word (in the COD map) 
as the start of a new frame. On the detection of the first error, the decoder has to skip 
all the information of the current frame seeking the recovery of synchronisation. This 
phenomenon has a catastrophic effect on the quality of service of the decoded signal. To 
reduce the probability of occurrence of such false synch patterns, we XOR (eXclusive OR) 
the channel protected COD information of a GOB (15 bits) with a sequence pattern of 
15 alternating zeros and ones (a decimal value of 10922). Therefore, the XORed channel 
protected COD bits are transm itted to the decoder as a map of bits in order to counteract 
the effect of suppressing the spatial redundancy of video signals on the error resilience of 
block-transform video coders.
5 .6 .4  P reca u tio n s for A v o id in g  False Syn ch  W ords C aused  b y  M V s
Due to fixed-length coding, motion prediction is no longer adopted and predictors for 
motion vectors are no more used to generate differentially coded values. Alternatively, 
the estimated values of motion vector components are transm itted with a fixed-length 
representation of 6 bits each. This produces another possibility of the decoder being 
trapped in a false decoding of a synch pattern during the process of resynchronisation 
(after the occurrence of an error). To reduce this possibility, we XOR each MV component 
with a sequence of 6 alternating O’s and I ’s (a decimal value of 21). This will increase the 
Hamming distance of the synch word with most consecutive 22 bits (length of a PSC; a 
PSC represents a synch pattern =  21 in base 10) of the MV stream which consists of a
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sequence of 6-bit length words.
5 .6 .5  In ser tio n  o f  Synch  W ords at F ix ed  In tervals
Since AC coefficients of the whole frame are grouped together and sent sequentially in the 
bitstream in the form of run-length coded words, the occurrence of a bit pattern similar 
to that of a synch word is very likely in case of errors. This happens when an error is 
detected in one of the variable-length codes of the run-length coded AC coefficients and the 
decoder flushes its buffer bit by bit looking for an error-free synch word. If any consecutive 
22 bits, within the portion of bitstream belonging to the AC coefficients, match the bit 
pattern of a synch word, the decoder wiU assume it to be the start of a frame. The reason 
is that synch words are induced only once per frame, just prior to  the picture header 
(PHeader) to denote the start of a new picture. To resolve this problem, synch words 
are inserted at precise intervals within the bitstream so that the decoder will less likely 
get them confused with similar segments in the AC coefficients stream. A fixed interval 
length of 32 is selected so that the frames are byte-aligned. To diminish the appearance 
of streams of O’s in the bitstream, the last part of a frame following the AC coefficients 
is stuffed with I ’s until a multiple of 32 is encountered in the total number of bits of the 
encoded sequence. An alternative way to stuffing bits at the end of the frame is to remove 
from the bitstream all the bits that exceed the position of the last multiple of 32 since 
those bits refer to  run-length coded AC coefficients and have normally a low contribution 
to the video quality. However, since a synch word is inserted only once every frame, the 
bit overheard resulting from stuffing ’I ’s is negligible and can reach a maximum of 31 
bits/ frame. We observe that this negligible bit overhead induced by the bit-stuffing is 
favoured to an added coder complexity resulted from recoding the run-length coded AC 
coefficients whose bits exceed the last multiple of 32 in the bitstream. Figure 5.13 depicts 
the insertion of synch words at multiples of 32 bits within the bitstream. Bit counters 
are set at both the encoder and decoder to keep track of the exact number of bits sent or 
received from the channel respectively.
A Hamming distance of 2 is allowed at the decoder to consider a correct synch pattern. If 
the Hamming distance is found to be greater than 2, the decoder considers the sequence 
of consecutive 22 bits at the beginning of an interval (multiple of 32) as a normal data 
word and resumes searching for the synch word.
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Figure 5.13: Picture start codes (PSC) inserted at multiples of 32 within the bitstream 
with ’1’ bit stuffing
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5 .6 .6  G O B  In d ica to r  C od in g
Another major factor which jeopardises the resilience of a block-transform video coder and 
particularly H.263, is the MODE of a MB in a P-Frame. As opposed to I-Frames whereby 
MBs are all INTRA coded, P-Frames might involve MBs of different coding MODEs. For 
that reason, it is compulsory to send the MODE information for each coded (COD=0) 
MB of a P-Frame. For this purpose, we have adopted a GOB strategy to send appropriate 
MODE information. If a GOB contains only INTER coded MBs then a flag of 3 bits (010) 
is sent in the bitstream to notify the decoder that the coded MBs of the current GOB are 
solely INTER coded and hence the MODE information is not transm itted. However, if 
the GOB contains INTRA coded MBs, a flag of 3 bits (101) is transm itted prior to the 
MODE information of the coded MBs. The 2 values of this 3-bit GOB indicator are given 
a Hamming distance of 3 (010 and 101) so that one bit-error is allowed on the flag without 
any effect on the resilience of the coder. The MODE information of an INTER coded MB 
is sent as 1 and that of an INTRA coded MB as 0. Since the frequency of occurrence of 
INTER coded MBs in a P-Frame is higher than that of INTRA coded MBs, sending ’1’ to 
denote the MODE information of a particular INTER coded MB reduces the possibility 
of the decoder falling on false synch words in case of errors. If a MB is INTER coded, 
MVx and MVy are sent in fixed-length representation (6 bits each), while a word of 8 bits 
is sent to represent the INTRADC coefficient of an INTRA coded MB in a P-Frame.
5 .6 .7  P ic tu re  C od in g  T y p e  In d ica to r  C od in g
To denote the coding type of a picture in ordinary H.263, one bit is tailored in the header 
of the picture to notify the decoder of the coding mode employed in the currently processed 
frame. However, if this bit is flipped during transmission, the decoder has no means to 
figure out the correct mode of the frame and processes it in a way that incurs a devastating 
damage on the quality of the picture. To avoid such a situation, the number of bits required 
to code the picture coding mode indicator is increased to 3. A flag of ’000’ denotes an 
I-Frame and ’111’ notifies the decoder of the arrival of a P-Frame. This picture type 
indicator is inserted in the bitstream following the other picture header indicators whose 
length becomes 12 (decremented by 1 after stripping off the bit representing the mode 
and substituting it for a 3-bit flag). Again, a Hamming distance of 3 between the 2 values 
allows the detection and correction of one bit-error. Figure 5.14 shows the new layering
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Sequence(No. of Encoded Frames) Bit Rate 
(kbit/s)
Y-PSNR
(dB)
Qp
Foreman(200) 81 29.7 16.56
Miss America(150) 80 40 5.6
Claire(200) 77 40.2 5.16
Grand Mother(200) 84 36.3 5.7
Table 5.2: Bit rates and Y-PSNR of H.263 sequences coded with fixed-length parameters 
with Qp values at which ordinary H.263 yields an output bit rate of 64 kbit/s
structure and the modified order of transmission of the error resilient H.263 video coding 
algorithm.
5 .6 .8  S im u la tio n  R e s u lts  a n d  D isc u ss io n s
To assess the efficiency of fixed-length coding applied in H.263, various experiments were 
performed. Table 5.2 shows the bitrates and average luminance (Y) PSNR values for 
four ITU conventional test sequences encoded with the same quantiser values at which an 
output bitrate of 64 kbit/s was generated using the ordinary H.263 variable-length coder. 
For a decimal quantisation parameter (eg 16.56 for Foreman), the sequence is coded twice 
at the neighbouring lower and upper bound Qp values (16 and 17), then Y-PSNR and 
bitrate values are calculated accordingly (using the same ratio).
To estimate the distortion induced by fixed-length coding the same sequences at lower user- 
defined target bitrates, the target bitrate is set at 64 kbit/s. In this case, the quantiser is 
internally modified within the encoding process in order to meet the target bitrate. Table
5.3 shows that at 64 kbit/s, the highest distortion in the subjective quality occurs on 
Foreman sequence and is slightly greater than 1 dB. This degradation in the luminance 
PSNR values is even negligible for “Miss America” sequence where the distortion is on 
average less than 0.1 dB.
Figure 5.15 depicts the subjective improvement achieved by applying fixed-length coding 
on an error-prone H.263 bitstream while assuming an error-free first frame in the ordinary 
case and maintaining the same target bitrate. Figure 5.16 depicts the luminance PSNR 
graph obtained by applying fixed-length coding on an error-prone “Foreman” H.263 bit-
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Figure 5.14: Layering structure of the modified error resilient H.263 video coder for a 
QCIF-size frame (a) Picture layer of an I-Frame (b) Picture and GOB layers of a P-Frame
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Sequence(No. of Encoded Frames) Y-PSNR
(dB)
Qp
Foreman(200) 2R45 24
Miss America(150) 3&92 6.57
Claire(200) 39.54 5.84
Grand Mother(200) 35.89 6.51
Table 5.3: Bit rates and Qp values of H.263 encoded sequences at 64 kbit/s with iixed- 
length parameters
stream, coded without an increase in the target bitrate (larger quantiser value). The error 
pattern is generated in a way that the run-length coded AC coefficients of only the first 
frame are left intact in this case and all other fixed-length parameters are subject to errors. 
This is done to ensure that the decoder will not lose synchronisation when processing the 
first frame of the video stream. However, if an error occurs on one of the FLC words of 
the first I-Frame, then the decoder would simply skip its bits and resume decoding at the 
beginning of the following word in the stream. As stated earlier, it has been observed 
that an average of 5 dB was obtained for the ordinary H.263 coded “Foreman” sequence 
when errors corrupt the first GOB of the first I-Frame. In this case, only one I-Frame 
was induced at the beginning of the sequence and all other frames were coded in INTER 
mode. For a higher frequency of I-Frames (eg 1.25 I-f/s), a substantial improvement of the 
subjective and objective QoS is obtained due to the periodic refresh that is applied on the 
scene to stop any possible propagation of error, especially when the decoder loses synchro­
nisation when processing the first I-Frame of the sequence. Figures 5.17 and 5.18 reflect 
the importance of refreshing the scene with an I-Frame even when FLC coding is employed 
on most of the MB video parameters. An error corrupts a VLC run-length codeword in 
one of the GOBs of the first I-Frame. W ithout any INTRA refresh, the errors propagate 
to subsequent frames and the quality of the reconstructed P-Frames suffer considerably 
from the accumulation of errors. However, it is still likely that any I-Frame would be 
exposed to errors that can desynchronise the decoder in the same way as it happened 
on the first I-Frame. As a conclusion, applying fixed-length coding on most of the MB 
output codewords can reduce the likelihood that the decoder loses synchronisation due to 
errors. However, leaving the AC parameters variable length coded must be counteracted 
in order to enhance the resilience of the coder, otherwise utilising FLC coding and INTRA 
refreshing would be a useless overhead.
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Figure 5.15: Frame 200 of “Foreman” sequence encoded at 64 kbit/s and sent over a 
channel of BER = 0.01% (a) Ordinary H.263 (b) Fixed-Length H.263
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Figure 5.16: PSNR values of “Foreman” sequence encoded with fixed-length H.263 at 64 
kbit/s and sent over a channel of BER = 0.01%
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Figure 5.17: Frame 195 of “Foreman” sequence encoded at 64 kbit/s with fixed-length 
H.263 and sent over a channel of BER = 0.01% when errors corrupt the run-length coded 
AC parameters of the first I-Frame (a) only first frame is INTRA (b) 1.25 I-f/s
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Figure 5.18: PSNR values of 195 frames of “Foreman” sequence encoded at 64 kbit/s 
with fixed-length H.263 and sent over a channel of BER = 0.01% when errors corrupt the 
run-length coded AC parameters of the first I-Frame (a) 1.25 I-f/s (b) only first frame is 
INTRA
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Both, the ordinary and the modified H.263 coders were used to encode the test sequences 
“Foreman” and “Claire” with one I-Frame at the beginning of the sequence. Increasing 
the frequency of I-Frames (eg sending them at a frequency of 1.25 Tf/s) would help in 
enhancing the resilience of the bitstream with the penalty of a coarser quantiser if the 
same target bitrate is to be maintained. Therefore, with a higher INTRA refresh rate, 
the performance of the modified coder improves with increasing BERs and worsens with 
improving channel conditions when a target bitrate should be considered. If an upper 
bound is to be placed on the output bitrate of the modified coder, instead of using a 
larger quantisation stepsize, the surge in the bitrate can be remedied by decreasing the 
frame rate (12.5 f/s instead of 25 f/s) or dropping some MBs at the encoder buffer and 
use the feedback mechanism described in chapter 4 to notify the encoder of the dropped 
MBs so that the quality distortion is minimised. However, we chose to adopt the same 
frame rate used for the ordinary coder (ie 25 f/s). The target bitrate 64 kbit/s is adopted 
in the simulation experiments for both the original and modified versions to assess the 
effect of the proposed algorithm on the robustness of the coder without any increase 
in the bitrate. Figures 5.19 and 5.20 show the subjective and objective improvements 
respectively achieved by applying the proposed error resilience algorithm on “Foreman” 
sequence. Errors were applied on the first frame of the sequence coded by ordinary H.263 
in a way that conserves the synchronisation of the coder. In other words, the coder did 
not suffer from a state of desynchronisation before it moved forward to the next frame of 
the sequence. Other error patterns applied on the ordinary H.263 coded sequence showed 
a disastrous effect on both the subjective and objective scales especially in cases whereby 
the decoder lost synchronisation while processing early GOBs of the first frame. On the 
other hand, errors that corrupted the first frame of the sequence coded with the modified 
version did not lead to a dramatic damage in the picture quality since the decoder had 
been able to read most information belonging to the first frame before synchronisation 
could be lost due to an error on one of the run-length coded DCT coefllcients.
The PSNR plots show that the first frame of the modified version has a slightly better 
SNR performance and this is mainly due to protecting the INTRADC coefficients of this 
frame by the 1/2 rate convolutional coder. Figures 5.21 and 5.22 show the enhancement in 
the coder resilience when the proposed algorithm was simulated using “Claire” sequence. 
Damage in the picture quality of the ordinary version is mainly attributed to the accu­
mulative effect of motion prediction and the corruption of control information such as 
COD bits. Due to the cancellation of motion vector prediction in the proposed algorithm.
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Figure 5.19: 200th frame of “Foreman” sequence encoded at 64 kbits and sent over a 
channel of HER = 0.01% (a) Ordinary H.263 (b) Modified H.263
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Figure 5.20: PSNR values of “Foreman” sequence encoded at 64 kbit/s and sent over a 
channel of HER = 0.01% (a) Ordinary H.263 (b) Modified H.263
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Figure 5.21: 200th frame of “Claire” sequence encoded at 64 kbits and sent over a channel 
of BER = 0.01% (a) Ordinary H.263 (b) Modified H.263
errors on motion data do not affect the MV values of forthcoming MBs. Consequently, the 
accumulative effect of errors is extremely mitigated and corrupted MV values are rendered 
less influential on the picture quality. The PSNR plots show that the modified version 
gives an approximate improvement of about 2.5 dB on average (a peak of 5 dB), after 5 
seconds (100 frames) have elapsed in the sequence processing time.
Since the same bitrate is used for both versions, the sequence coded with the modified 
algorithm is subject to two types of quality degradation on a noisy channel: The coarse 
quantisation process and the channel effect. For that reason, when the damage inflicted 
on the signal due to transmission problems is not considerable, the improvement achieved 
by the proposed error resilience algorithm tends to be negligible (for error ratios at 10~® 
and below). However, for high error ratios going up to 10“^, the modified error resilient 
coder showed a valuable enhancement on the quality of service in both the subjective and 
objective domains.
Tables 5.4 and 5.5 list the average PSNR values measured at various error ratios for the 
test sequences “Foreman” and “Claire” respectively. The PSNR values prove that the 
error resilient coder provides a perceptually acceptable quality for high error ratios rising 
up to which we encounter in highly hostile channels such as mobile links. A margin 
of up to 7 dB is noticed between the average PSNR values of the ordinary and modified 
H.263 coders for “Foreman” sequence at an error ratio of 10“'*. This margin shrinks in the 
case of “Claire” since this sequence includes a low amount of activity, the fact that makes 
it more sensitive to the quantisation loss (distortion) than to the accumulative effect of 
errors caused by corrupt motion data.
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Figure 5.22: PSNR values of “Claire” sequence encoded at 64 kbit/s and sent over a 
channel of BER =  0.01% (a) Ordinary H.263 (b) Modified H.263
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Error rate Ordinary H.263 Modified H.263
0 29.7 28.110-6 23.45 24.1
IQ-s 20.06 23
10-4 14.65 21.7
10-3 5 14
Table 5.4: PSNR values of “Foreman” sequence encoded at 64 kbit/s with both ordinary 
and modified H.263 and subject to random errors at various rates
Error rate Ordinary H.263 Modified H.263
0 40.2 39.1
IQ-s 32 32.15
10-4 21.4 24.3
10-3 9.64 11.63
Table 5.5: PSNR values of “Claire” sequence encoded at 64 kbit/s with both ordinary and 
modified H.263 and subject to random errors at various rates
This error resilience algorithm proves more efficient than EREC technique due to 2 major 
reasons. Firstly, EREC fails when the EREC slot length field (sent at the beginning of 
each video frame) is corrputed. This renders the decoder unable to figure out how many 
bits are packed in each fixed-length EREC slot. Therefore, an error in the EREC slot 
length field would cancel out the automatic synchronisation property of this technique. 
Secondly, the header data in EREC is unprotected and packing administrative data in 
EREC slots will not help the robustness of the coder if errors hit the header information 
of a video frame. In our proposed algorithm, header data is rendered more robust to 
errors due to the change in the order of transmission, the fixed-length coding and the 
channel protection applied on the COD map as well as other coding indicators. However, 
this algorithm imposes a high overhead for the protection of some control fields while the 
overhead in EREC is negligible. On the other hand, our proposed algorithm is preventive 
rather than a reactive technique such as the selective recovery described in [67]. The 
latter imposes an uncontrollable amount of delay due to the signalling traffic which has to 
propagate on the channel in the reverse direction whereas the former takes a preventive 
measure against the occurrence of errors with a negligible processing time.
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5 .7  T w o-W ay D ecod in g  and R eversib le V LC s
The combination of reversible VLC codewords and two-way decoding is a very effective 
way of physically reducing the size of the error affected area of a video frame. Two- 
way decoding is an error resilience technique which employs reversible variable length 
codewords in order to confine the damaged area of an erroneous segment of a video frame. 
Two-way decoding is used in conjunction with the reversible VLC codewords which are 
readable in two directions in order to reduce the size of the discarded area which is normally 
skipped by the decoder when it loses synchronisation on an erroneous VLC codeword. 
As the name implies, two-way decoding can process the reversible codewords of a video 
bitstream in both forward and reverse directions. When an error is detected in the forward 
direction, the decoding process is immediately interrupted and the next synch word is 
searched. Once the synch word is located, the decoding process is initiated again in the 
reverse direction. This scheme enables the decoder to start decoding at two different 
locations in the bitstream without the need to send additional information such as synch 
words. When both the forward and reverse direction decoding processes are terminated, 
the decoder follows one of four approaches to decide what portion of the bitstream is to 
be discarded. These approaches are depicted in Figure 5.23 whereby TR2 indicates the 
temporal reference of the corresponding video slice.
In (a), the data between the point where an error is detected in the forward decoding pro­
cess and that detected in the backward decoding process is discarded. Some information 
may still be available to the decoder for these corrupted MBs. In (b), only MBs whose 
data is free from errors is acceptable. Data surrounded by the points where errors occur in 
the forward and reverse directions is discarded. In (c), MBs where data is currupted are 
dropped and not used in the decoding process. In (d), only the corrupted MB is discarded 
and its data is not used in the decoding process.
To generate a set of reversible VLC codewords, several techniques can be followed and 
the RVLC of the shortest length must be selected [83]. One method to design RVLCs 
is to keep a constant weight (number of ’I ’s in a binary sequence) in all the generated 
codewords. For instance, the following two steps can be followed to generate RVLCs with 
a weight of 3 as shown in table 5.6 (where i represents the length of the generated RVLC 
codeword):
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Figure 5.23: Categories used in 2-way decoders to  determine what portion of the bitstream 
is to discard: (a) Separated detected error points, (b) Crossed detected error points, (c) 
Error is detected in only one direction, (d) Errors isolated to a single MB
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• Generate codewords of Hamming weight 1 and length n=  1, 2, 3...
• Put ’1’ to both prefix and suffix of each codeword generated in Step 1. Add ’0’ as 
the shortest codeword
Since the weight of each codeword is known to the decoder, these RVLCs can be two- 
way decoded. They can be decoded by counting the number of ’I ’s except for the first 
codeword which is the only one which starts with a ’O’. H the decoder locates 3 ’I ’s in a 
single codeword without being able to map it to any of the admissible codewords in the 
RVLC table, it signals the occurrence of an error. To generate RVLC codewords with a 
lower average length than in table 5.6, each of the codewords is extended with fixed-length 
m bits added to its prefix or suffix. The decoder would be aware tha t each codeword is 
designed as an RVLC word plus a fixed-length prefix or suffix and thus it can two-way 
decode them. For instance, using the extended method of designing an RVLC table, the 
output RVLC codeword ’111’ of table 5.6 with a 2-bit extension added to its suffix wiU 
yield 4 other codewords, namely ’11100’, ’11101’, ’11110’ and ’11111’.
Another method to generate a constant weight RVLC table is to use a fixed number of 
the first symbol of a codeword. In other words, if the decoder starts a codeword with a 
’O’, it searches a fixed number of ’O’s in the codeword and vice versa for ’1’. To design an 
RVLC table with a constant number (3) of the first symbol in a codeword as in table 5.7, 
the following steps are followed:
• Generate codewords of Hamming weight of 1 and length n=  1, 2, 3...
• Put ’1’ to both prefix and suffix of each codeword generated in Step 1. Furthermore 
add ’0’ as the shortest codeword.
• Add bit-inverse codewords. For instance bit-inverse codeword for ’010’ is ’101’.
Since the number of the first encountered symbol in each codeword (in both directions) 
can be counted, these codewords can be two-way decoded.
In addition to the constant weight strategy, another methodology utilised in generating 
RVLC tables consists of assigning a fixed number of ’O’s and ’I ’s for each codeword. In 
this case, a possible RVLC would be : (01, 10, 0011, 1100, 001011, 000111, 110100, ...),
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Step 1 Step 2
n i
1 0
1 1 3 111
2 01 4 1011
2 10 4 1101
3 001 5 10011
3 010 5 10101
3 100 5 11001
4 0001 6 100011
4 0010 6 100101
4 0100 6 101001
4 1000 6 110001
: :
Table 5.6: Generating reversible VLCs with a fixed number of ’I ’s per symbol
Step 1 Step 2 Step 3
n i
3 000
1 1 111 3 111
4 0100
2 01 1011 4 1011
4 0010
2 10 1101 4 1101
5 01100
3 001 10011 5 10011
5 01010
3 010 10101 5 10101
: : ;
Table 5.7: Generating reversible VLCs with a fixed number of starting symbol (either 0 
or 1)
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Figure 5.24: Effect of one bit error in H.263 bit stream corresponding to Carphone sequence 
encoded at 28 kb/s using original and two-way decodable codes
In the simulations, the method used in table 5.7 is adopted to generate the reversible 
codewords of H.263 Huffman tables. To ensure fast resynchronisation, a synch word is 
used at the beginning of each GOB. In addition, actual MVs instead of the prediction 
residuals are encoded so that they can be decoded correctly in the reverse direction. Using 
reversible codewords and omitting the MV prediction of H.263 have negative effects on 
the coding efficiency but help in boosting the error resilience of the coder. On the other 
hand, two different tables are designed for INTER and INTRA DCT coefficients in order 
to improve the compression efficiency of the video coder. As shown in Figure 5.24, using 
two-way decodable codes, it is possible to decode the bits located between the erroneous 
MB and the start code of the next GOB. The compressed bitstreams are subjected to 
several different error patterns and an average PSNR value is then calculated by taking 
the average of the frames PSNR values for all error patterns. Figure 5.25 depicts the PSNR 
values for “Carphone” sequence and verifies that the error robustness of video codecs can 
be improved significantly by employing two-way decodable codes for entropy coding. Since 
synch words are necessary to identify the starting point for the decoding process in the 
reverse direction (in case of an error), protecting them gives a further improvement on the 
resilience of the coder as illustrated in the error-free synch word PSNR plot.
As described in chapter 3, the effect of a bit error in a video bitstream is bursty. Therefore, 
the effective BER may be much higher than the channel BER. Inserting one synch word in 
each GOB, assume that there are L bits in a variable-length slice of data (GOB) between 
two consecutive correctly decoded synch words. The block (GOB) length L is a variable 
depending on the encoder parameters such as quantisation stepsize and negotiable options.
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Figure 5.25: Average PSNR values for Carphone sequence encoded at 28 kb/s using orig­
inal and two-way decodable codes
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Synch Word 0 1 m m+1 L-2 L-1 Synch Word
error cannot be decoded
Figure 5.26: One-way decoding of variable length codes
Due to the variable rate nature of video coding, the block length is different for each GOB, 
but the average block length can be estimated by using the overall bitrate r, frame rate 
/ ,  number of synch words per frame s and length of the synch pattern G:
L a v e  —  r ^ (5.1)
If 6ch is the channel BER then the effective BER Cg// in the one-way decoding case can 
be derived as follows:
L - l L — m (5.2)
m=0
where prn is the probability of having the first corrupted bit at the bit position m as 
illustrated in Fig. 5.26, and it is a function of Cch and m:
Pm  —  ( 1  ^ c / i )  ^ch (5.3)
Then, Equation (5.2) can be rewritten as:
Z / “ l
«e// =  - ^  (1 -  ech)’^ {L -  m) (5.4)
m=0
The graph of Equation (5.4) shown in Figure 5.27 for different values of L demonstrates 
that the effective error ratio is much larger than the channel error ratio in standard 
decoding referred to as one-way decoding of ordinary block-transform video coders.
However, when two-way decoding is applied, if an error is detected in the forward direction.
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Figure 5.27: Effective error ratio in one-way decoding as a function of channel error ratio 
and block length
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Figure 5.28: Two-way decoding of variable length codes
the decoder can find the next synch word and start decoding in the reverse direction. In 
this way, more information can be correctly decoded. With reference to Figure 5.28, the 
effective BER for two-way decoding can be calculated as follows:
L —l /  H L —m —2
m = 0  V n = 0 c^h '
L — 771 — 71 (5.5)
2 L ~1  L —m —2
^ e / / — (1 — ~ -  { m n ) )  (5.6)
m = 0  n = 0
Figure 5.29 shows that the effective BER for two-way decoding converges to the channel 
rate at low BER values while there is always an offset between them for one-way decoding.
5.8 C onclusions
To improve the resilience of block-transform video coders, the variability of the output rate 
must be impaired. The motion prediction, Huffman coding and the removal of temporal 
and spatial redundancies are the three major factors which affect the error resilience of a 
block-transform video coder. Many error resilience techniques were defined, implemented 
on ITU-T H.263 video coding algorithm and evaluated both subjectively and objectively. 
The simplest way to stop the accumulation of errors in a video sequence is through the 
INTRA refresh. Sending I-Frames at a higher frequency helps in refreshing the scene 
at the expense of a lower compression efficiency. Since INTRADC coefficients are high 
energy carries, their correctness is highly valuable to maintain the quality at an acceptable 
level. Since INTRADC coefficients are fixed-length coded, their order of transmission in 
an I-Frame is changed in a way that they are all transmitted before any VLC codeword
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Figure 5.29: Effective error ratio in one- and two-way decoding as a function of channel 
error ratio and block length
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(belonging to the I-Frame) appears in the bitstream. A new algorithm to improve the 
adaptivity of block-transform video coders to degraded channel conditions was presented. 
This error resilience scheme consists of allocating a fixed number of bits to most parameters 
representing a MB in both INTER and INTRA frame coding modes (All parameters except 
AC coefficients). Moreover, the order of transmission of those parameters is changed from a 
MB level to a picture level so that the transm itted maps of various parameters have a higher 
possibility of arrival. Each 9 bits of the COD map are protected using a (3,5) RS-coder in 
GF(8) and then XORed with a sequence of alternating O’s and I ’s to reduce the probability 
of having a long stream of O’s amongst the data bits. Moreover, the motion estimation of 
the video coder is halted and motion vectors are no longer differentially coded. Besides, 
motion vector components are sent in the form of fixed-length codes (6-bit long each) and 
then XORed with a 6-bit long word of alternating O’s and I ’s to thwart the possibility of 
the decoder falling on a false synch pattern within the data stream. This has minimised 
the effect of error accumulation throughout consecutive frames in the video sequence. A 
frame-level picture type indicator of 3-bit length replaced the 1-bit picture_coding_type 
flag of the picture header. A GOB-level coding mode type has been adopted in a F- 
Frame to indicate to the decoder whether the included MBs are INTER or/and INTRA 
coded. If INTRA MBs are found in a GOB, then a MODE map following the 3-bit GOB 
type indicator is transm itted for the coded MBs. Furthermore, synch patterns have been 
inserted at fixed-length byte-aligned intervals within the bitstream to reduce probability 
of false decoding of a synch word. The end of the frame is then stuffed with ’I ’s instead 
of ’O’s to minimise the chance of occurrence of long streams of ’O’s amongst the data 
bits. AC coefficients were run-length coded and transm itted at the end of the frame so 
as not to  jeopardise the arrival of fixed-length codewords if an error corrupts a variable- 
length codeword and sabotages the synchronisation at the decoder end. the results have 
shown that the proposed error resilience algorithm significantly improved the resilience 
of block-transform coders, namely H.263, to channel errors. W ith a coarser quantisation 
process and a similar target bitrate, the modified error resilient coder showed a better 
objective and subjective performance over error prone environments. The improvement of 
the error resilience algorithm was achieved with only one I-Frame sent at the beginning of 
the sequence. For a higher frequency of I-Frames, a better refresh of the scene would be 
achieved at the expense of a higher quality distortion caused by the coarser quantisation 
process that is made to guarantee the same target bitrate (64 kbit/s). On the other hand, 
two-way decoding algorithm was employed on the reversible VLC codewords designed to 
replace the one-way decodable HufiFman codewords of block-based video coders. The PSNR
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values of the effective BER proved tha t two-way decoding gave a significant improvement 
to the video quality for a negligible overhead. However, the two-way decoding technique 
requires fast detection of errors and correct detection of synch words. The former prevents 
false decoding which results in high quality degradation. The latter ensures identification 
of the correct starting points for reverse decoding. By protecting the synch words with 
channel coding, it is possible to further improve the error resilience of the video coder.
C hapter 6
C onclusion
The applications which involve video transmission are now widely used in communication 
networks such as Internet and B-ISDN. Moreover, video services are intended to  constitute 
the core of a series of applications provided by the future third-generation mobile networks 
(UMTS). To achieve an efficient use of the available bandwidth resources, which can 
be extremely expensive especially in mobile communications, efficient video compression 
algorithms have been defined and standardised for medium and low bitrate video coding. 
Very recently, at the end of 1996, ITU standardisation sector finalised the work on a video 
coding algorithm, namely ITU-T H.263, intended for low bitrate applications over PSTN 
networks. This video coder has shown a great efficiency in estimating and compensating 
motion information through the introduction of half-pixel accuracy and has outperformed 
H.261, its predecessor video coder for medium bitrate applications over ISDN.
Despite its high efficiency in reducing the coding artifacts of block-based video coders 
(through the half-pixel motion prediction) and achieving a high compression ratio for low 
quality degradation, H.263 video coding algorithm does not take into consideration the 
aspects of error performance when the coded video stream is transmitted over error-prone 
environments. Unless the resilience of H.263 video coder to errors is improved and error 
performance is optimised, the video service offered by H.263 over error-prone channels may 
provide an unacceptable quality even at low error rates. Consequently, error control has 
to be applied to enhance the robustness of the block-transform video coder and improve 
the quality of service in case of erroneous video transmissions.
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6.1 Pream ble
Due to the existence of time-variant spatial and temporal redundancies in a video sequence, 
their removal by any video compression algorithm leads to an expected variability in the 
output bitrate of the video coder. The removal of those time-variant temporal and spatial 
redundancies, in addition to the Huffman encoding employed by block-transform video 
coders, results in the variability of the output bitrate of the video coder. Although this 
variable bitrate charateristic of block-transform video coders is highly desirable for efficient 
bandwidth sharing with other sources of traffic, it helps in worsening the damaging effect 
of channel errors on the video quality. W ith a different number of bits and parameters used 
to code each MB, the decoder loses ability to figure out the bit-length of the corrupted 
video parameter in case of a single bit error and fails to flush its registers accordingly. 
Therefore, the reaction to any bit error made by a block-transform video coder, such as
H.263, is to skip all the bits following the position of error until it encounters a synch word 
that signals the beginning of a new frame or slice (GOB). The bits of an affected slice or 
frame are skipped regardless of their correctness or validity. Consequently, the effect of a 
single bit error can be very disastrous and the damage incurred by it on the video quality 
can be considerable especially when the bit flip causes a state of desynchronisation in the 
video decoder.
In addition to the bitrate variability, another factor which makes a video stream very 
much error sensitive is the prediction process applied on its motion data. Due to the tem­
poral dependency of video frames, INTER frame coding mode tries to extract similarities 
between neighbouring MBs of successive video frames and exploits them to send motion 
vectors and residual matrices in differential coordinates. Therefore, an erroneous MB wiU 
cause an incorrect reconstruction of all the depending MBs in the current and next frames. 
Errors will then propagate in the video sequence from one frame to another and spatially 
expand in the picture area. If the errors hit early MBs of a frame or early frames of a 
sequence, the quality of service of the video application becomes unacceptable for a period 
of time until a scene refresh takes place. Consequently, actions need to be taken to cater 
for error resilience issues when video streams are transm itted over channels of high error 
rates such as mobile radio links.
On the other hand, error concealment techniques have to be applied on the recovered 
video sequence to hide away the effect of uncorrected channel errors. Error concealment
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techniques in block-based video coders can be applied on either the INTRADC coefficients 
in INTRA frames or motion vectors in INTER frames. Those techniques help in refining 
the video quality and filtering out the noise that has been inflicted in the video stream 
due to errors. Error concealment techniques are zero-redundancy algorithms which are 
applied on the video decoder to smooth out the damaging effect of channel errors on the 
quality of service.
6.2 C oncluding O verview
The aim of this research programme was to examine the performance of block-transform 
video coders and improve their robustness to errors in the case of degraded channel condi­
tions. Congestion, information loss and corruption were considered in the transmission of 
video streams in order to analyse the error performance of block-transform video coders 
and develop some techniques to enhance their adaptivity to bad network conditions.
First, the aspects of video compression are identified and several video compression algo­
rithms are described. The incentives of using block-transform video coders in this research 
work are addressed. A network perspective of video communication is then presented for 
both Internet and mobile environments.
Second, the functionalities of block-transform coders are featured in details. H.263 proves 
to have outperformed H.261 for aU sorts of video sequences due to the half-pixel accuracy 
introduced in the motion prediction process of the coder and the 4 negotiable options. 
However, the motion prediction of H.263 involves 3 MVs values for each MV coding; 
therefore, the occurrence of an error causes a more rapid and widespread propagation of 
errors in the video sequence than it is the case for H.261 whereby predicting a MV involves 
only 1 other MV for differential coding. Moreover, H.263 shows a lower robustness to errors 
than H.261 when its negotiable options are switched on. The error resilience issues of a 
block-transform video coder are addressed. The analysis of the effects of bit errors on 
a coded video stream evidenced tha t the most destructive occurrence of errors on the 
video quality is tha t which causes a loss of synchronisation in the video decoder. The 
administrative information proved to be very crucial to maintain an acceptable video 
quality.
Third, the quality of service of video applications in communication networks is investi-
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gated. On the Internet, RTF and its RTCP control protocols run on top of IP and UDP 
to govern the real-time multimedia services on both unicast and multicast scales. Due 
to its limited capacity and the enormous number of applications that can run on it at 
the same time, Internet may be plunged in a state of congestion which causes a deadlock 
in the video services running simultaneously and using the same resources. In this case, 
delay-sensitive video data, whose latency threshold has been exceeded, is dropped by the 
network and considered lost by the video decoder. A tremendous damage on the video 
quality results from dropping video packets. A feedback loop is introduced in the architec­
ture of the video encoder to notify the encoder of the lost information so that it will not 
include lost MBs in any further prediction process. The feedback mechanism maintained 
synchronisation between the remote and local decoders. This mechanism ensures that the 
motion prediction is carried out in a such a way that remotely and locally reconstructed 
frames are identical. Periodically transm itted feedback status reports prepared by network 
hosts (video receivers) are used to instruct the encoder of the network status so that video 
packets are dropped accordingly before they are allowed onto the network.
Additionally, to mitigate the effect of packet loss on the video quality, a prioritised infor­
mation scheme is adopted. Instead of arbitrarily dropping video packets once the network 
resources are reported to be swamped, packets carrying data that enjoys the lowest effect 
on the overall quality, are dropped first. The same number of bits is evacuated from the 
encoder’s buffer but the damage inflicted on the quality of service is considerably reduced. 
This algorithm made the assumption that motion data (motion vectors) represents the 
most crucial part of a video stream and therefore, the highest priority level has been 
granted to motion vectors. AC transform coefficients were assigned the lowest priority 
level. Since the video data was dropped at the encoder before transmission, administra­
tive bits were left intact and only video data parameters were dropped. These two error 
control techniques were efficient in regulating the rate of block-transform video coders 
without forcing any change on the encoding parameters.
Fourth, zero-redundancy error concealment techniques were examined to minimise the 
effect of uncorrected errors on the video quality. A technique which assumes a constant 
and linear movement of video objects throughout successive frames is implemented and 
compared to other error concealment techniques extracted from literature. The proposed 
transitional MV recovery scheme gave similar perceptual results as the past MV recovery 
scheme adopted in the literature but requires a lot of computational power and a large
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storage capacity at the decoding end.
Fifth, the aspects of error resilience for block-transform video coders are examined. The 
error-prone environment was modelled by a random error generator hitting the video 
bitstream at a user defined BER. In this research work, error bursts were not considered 
since block-transform video streams often show the same reaction to a single bit error as 
to an error burst because the decoder has to skip all bits following the position of errors, 
until the next error-free synch word. The skipped bits are equivalent to an error burst of 
a variable length.
A robust I-Frame error resilience technique which mainly consists of sending all the IN­
TRADC coefficients of a frame prior to  the variable length section, was developed. This 
helps in avoiding desynchronisation when errors hit any of the 8-bit length INTRADC 
coefficients. This technique was accompanied by an increase in the frequency of I-Frames 
(INTRA refresh) in the video sequence.
Several techniques were then combined and applied on H.263 video coding algorithm to 
generate an error resilient version of the coder suitable for mobile applications. Fixed- 
length coding, robust synch words inserted at fixed intervals within the bitstream, change 
in the order of transmission, protected COD bitmap and robust frame and GOB indica­
tors were the core techniques combined to generate the error resilient version of H.263. 
Objective and subjective results showed an improved performance of the coder for similar 
output bitrates. Various error patterns were generated and the new version of the coder 
showed an improved error performance for all ITU conventional test sequences. The out­
put bitrate of the video encoder including the added error control overhead was maintained 
at less than or equal to 64 kbit/s.
Sixth, two-way decoding with reversible VLC codewords was employed to enhance the 
resilience of H.263 video coder. This technique improves the robustness of the coder 
by enabling decoding in the reverse direction when an error is detected. Decoding in 
the reverse direction helps in confining the damaged area and minimising the number 
of skipped bits which are discarded by the original H.263 decoder regardless of their 
correctness. The design of reversible codewords adds a bit overhead onto the optimised 
Huffman codes, but the overhead is negligible when compared to the efficiency provided 
by this technique to the error performance of the video coder even at low BERs.
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6.3 T houghts on Future W ork
This research programme was first launched as part of a 3-year EPSRC project entitled 
“source and channel coding for mobile multimedia” and shared by the multimedia commu­
nication research group at CCSR and Philips Labs. In conjunction with the satisfactory 
results that have been obtained in the course of research so far, some thoughts for future 
work remain to be implemented in order to generate a more exhaustive piece of work at 
the end of the project duration. A future direction of work aims at combining some of 
the error resilience algorithms when appropriate. The two-way decoding algorithm can 
be combined with another error resilience algorithm described in the literature, namely 
EREC, to generate a more error resilient self-synchronising video codec. Primary work 
to merge these two algorithms is being implemented as an MPEG-4 error resilience core 
experiment and promising results have been obtained.
In addition to the 7 combined error resilience techniques which develop an error resilient 
version of H.263, one speculation for future research work is to merge this algorithm 
with other implemented error robustness techniques, such as the feedback algorithm, and 
the prioritised information loss. This combination renders the video coder more robust 
to degraded channel conditions (congestion, high latency, ...) and more resilient to error 
bursts and channel bit errors at the same time. Moreover, it helps in enhancing the bitrate 
scalability of the video coder in harmony with the channel conditions. At the same time, 
an error concealment technique is to be applied on the video decoder to mitigate the effect 
of errors which have not been corrected by the operating error control mechanisms,
A thorough study is to be carried out to improve the performance of the prioritised in­
formation loss and induce a level of dynamicity in detecting the importance of video data 
before assigning the levels of priority accordingly. The algorithm should enable the video 
encoder to dynamically assign levels of priority to video parameters of the same kind such 
as motion vectors. Some MVs of a video frame might have a stronger influence on the 
video quality than other MVs in the same frame and thus a higher level of priority must 
be assigned to them to improve the efficiency of the error robustness algorithm. This 
priori knowledge of the error sensitivity of video parameters can be combined with the 
knowledge of channel conditions (through the periodically feedback reports) in order to 
decide about the rate of protection for various video parameters. This mechanism enables 
bitrate scalability in terms of channel coding protection rate and hence leads to an efficient
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trade-off between error performance and bandwidth factor. The scalability in the output 
bitrate will be achieved through the choice of picture size, frame rate and channel coding 
rate in accordance with the channel status and the error sensitivity of video data.
Finally, one further milestone in the project programme is to observe the channel and 
consider practicality in simulating the communication medium. A two-state binary sym­
metric memoryless packet error channel is intended to be examined with a fixed-length 
packet structure and packet-based error control strategies. Spread spectrum techniques 
such as frequency hopping and direct sequence CDMA are to be investigated over radio 
channels with an AWGN model using diversity to counteract fading effects. ATM struc­
ture is currently being considered and various packetisation schemes are being examined 
to compromise between channel utilisation and error performance. Wireless ATM is to 
be examined as the medium intended to carry integrated speech and video information 
in a networked communication environment. Appropriate error robustness techniques are 
to be applied on the video streams transported over the wireless ATM environment and 
video quality is to be maintained at an acceptable level for the worst channel conditions 
expected.
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