Abstract. In the current distributed database system architecture enterprise-class, the massively parallel processing architecture is used frequently. This method can be used to carry out large-scale analysis of data through distributed across multiple nodes and storage and query process, from its scope of application produce simple reports to perform complex analytics workloads. However, due to the characteristics of shared-nothing MPP technology, to carry out large-scale data analysis query and maintain data consistency there are some difficulties. In this paper, a relational SQL-based query parsing distributed MPP data distribution and parallel processing technology, the goal is to maintain and improve the consistency of distributed data query speed. First SQL query analysis section, according to the syntax analysis, semantic analysis and sentence parsing steps such order; in the form of work distribution node/data node in the data distribution phase, all tasks emanating from the work of a distribution node, all need to treated results are returned to the node; when parallel processing, each node needs to store a copy of the lookup table, and on each node concurrent execution of SQL statements for each query. Experimental results show that the proposed MPP data distribution and parallel processing scheme can support large volume of data processing, ensuring data consistency in the premise of improving query processing speed.
Introduction
With the arrival of the big data era, the distributed database system, which is composed of multiple computers connected by network, has become the primary database system. Distributed database system includes distributed database management system (DDBMS) and distributed database (DDB). Distributed database is physically distributed in the computer network on a number of logically interrelated database collection, which means the geographical location of the management and controlling need to concentrate multiple centralized database together on different levels to form a unified Database [1] . Each node of distributed database is a local separate database and the communications between nodes need the network. To the user, the decentralized nature of the system is not a concern. They only need to operate it as a unified independent database system. The characteristics of distributed database system make it has the advantages of economic superiority, reliability and availability, fast response and expansibility [2] .
At present, distributed research mainly has two directions [3] : First, the development of non-relational database, and the second is the parallel processing of relational data. For the database system, the main motivation is to put all the business data together to provide a centralized access to data access; for computer network technology, the data will be decentralized processing, is the opposite operation. And non-relational distributed database, or relational database based on parallel architecture, are trying to combine both.
Parallel processing is a kind of processing method that uses parallel means in the information processing to achieve efficient development and calculation. In other words, it refers to the completion of a number of work in the same time range, the work can be the same nature, but also the nature of different. As long as the time there is overlap, can be called parallel. It is mainly used in high-performance processors, large-scale database management, complex mathematical modeling and other fields, and its application is still constantly expanding. It consists of three elements: simultaneity, concurrency, flow. In order to meet the requirements of high performance and meet the needs of large computation, parallel computing model can be used to deal with.
Large data analysis is becoming increasingly common in many business areas, including financial enterprises, government agencies and insurance institutions. Applications range from producing simple reports to performing complex analytical workloads. The difficulty is that, with the increase in the amount of data, how to carry out these areas of inquiry and storage. Massively Parallel Processing (MPP) architecture can address these challenges through distributed storage and querying across multiple nodes and processes [4, 5] . MPP is usually used in mathematical modeling of heavy computation, arduous database processing, complex weather modeling and other fields, which is characterized by accommodating multiple processing servers running in parallel. MPP can be connected through the Internet communication, the terminal can be used more than low-cost servers co-processing.
Distributed system design needs to consider data consistency, availability and partition tolerance. Data consistency means that if the data is replicated to multiple servers, all servers need to be updated when the data is updated; availability refers to timely response to user needs; partition fault tolerance is the scalability of nodes. In the MPP architecture shown in Figure 1 , each module has CPU, memory, etc. to manage the data and allows to dynamically add or delete nodes. So the data and computing power between these modules are not shared and the data is distributed locally. So one of the challenges is how to ensure the consistency of data in the absence of such sharing. This paper proposes a distributed MPP data distribution and parallel processing technology based on relational SQL query resolution. The goal is to maintain the consistency of distributed data and improve query speed. First, the database is divided into a number of sub-rules in accordance with certain rules, each server on an independent decision, given whether the current task should be suspended or submitted, the principle is that there is no conflict in the transaction can be submitted, if there is a conflict, Called adaptive replication of its subset and compared with the current verification of the task, given the decision.
The structure of this paper is as follows: Firstly, the basic architecture and principle of large-scale parallel processing are introduced. Then, distributed MPP data distribution and parallel processing based on relational SQL query and analysis are proposed, and the method is consistent with the traditional SMP data. Finally, the conclusion and prospect are given.
The Structure and Principle of MPP
MPP database and Hadoop distributed file system are similar [6] for as the important large data technologies. Hadoop shows excellent computational power when dealing with unstructured or semi-structured data such as original signaling, picture, sound and so on. However, in the face of the traditional relational data, multi-table association analysis, strong consistency Requirements, ease of use and other aspects, and its object-based distributed relational database there is a big gap. At this point, the most effective large-scale data analysis system with MPP database with the need to be built [7] .
The Symmetrical Multi-Processing (SMP) model of a traditional server architecture connects multiple processors to a centralized memory, as shown in Figure 1 . This is one of the most popular server architectures because it increases server performance in a low-processor system by simply increasing the number of processors. Not only many server hardware, such as the CPU (including the brand server CPU), chipset and other generally support the SMP architecture, even the operating system are basically support SMP, such as Windows 2000 Server, Windows Server 2003 and UNIX, LINUX system. In SMP mode, all processors can access the same system physical memory, which means that the SMP system only runs one copy of the operating system. So the SMP system is sometimes referred to as the Uniform Memory Access (UMA) architecture. Consistency means that at any given time, the processor can only hold or share only one value for each data in memory. Obviously, SMP's drawback is limited scalability, because the memory interface to saturation, increase the processor and cannot get higher performance. So generally use SMP architecture of the server is generally only 8-way processor system [8]. MPP mode is a distributed memory model that can be more processors into a system memory, as shown in Figure 2 . A distributed memory model has multiple nodes, each node has its own memory, and the SMP mode can also be configured to non-SMP mode. A single node is connected to each other to form a total system. Because there is no hardware to support shared memory or cache coherency issues, it is relatively easy to achieve a large number of processor connections. The key difference between the single SMP and MPP modes is that in SMP mode, data coherency is managed exclusively by hardware, which is easier to implement but more costly. In MPP mode, the consistency between nodes is determined by Software to manage, therefore, its speed is relatively slow, but the cost is much lower.
MPP by a number of SMP server through a certain node network to connect, work together to complete the same task, from the user's point of view is a server system. Its basic characteristic is a plurality of SMP servers, each SMP server is called a node, is connected through the interconnection network of nodes, each node only visits own memory, store and other local resources, No share structure, good scalability, in theory, the expansion of unlimited.
In the MPP system, the CPU in each node cannot access the memory of another node. Information exchange between nodes is achieved through the node network, this process is generally known as data reallocation. MPP servers require a sophisticated mechanism to schedule and balance the load and parallel processing of each node. At present, some MPP technology-based servers tend to shield this complexity through system-level software such as databases. The MPP database distributes the tasks in parallel to multiple servers and nodes. After each node computation is complete, the results are aggregated to produce the final result.
First of all, MPP technology uses a distributed framework, the traditional database management is too concentrated, resulting in a large number of data accumulation, so the physical storage space is large, and easily lead to slow network response. MPP technology provides a number of loosely connected processing modules, each module has a CPU, memory, etc. to manage the data and allows the dynamic increase or deletion of nodes. So the data and computing power between these modules are not shared and the data is distributed locally.
Second, the general database architecture in dealing with large-scale data cannot do anything, MPP technology can not only handle TB or even PB level of bulk data, but also some of its deeper data analysis. And, MPP technology through parallel processing to achieve no sharing, to avoid the general database system on I/O processing capacity demanding. MPP divides and divides the data into different physical nodes, improves the overall performance of the system through the distributed query optimization, so it has great advantages in calculation and storage, and can be run on X86 nodes.
Finally, MPP will generally be structured data storage columns, usually star or snowflake structure, it has a fast index and compression ratio advantages, mainly used in data warehousing and large-scale data analysis and processing applications.
In summary, MPP can carry on the large data analysis of the PB volume that the traditional database technology can not realize. It is very realistic for the enterprise with large data volume to use MPP technology to build its proprietary data warehouse and carry out data analysis.
Data Distribution and Parallel Processing of MPP Based on SQL Query
Because MPP data is stored locally, the data between the modules is not shared, so ensuring data consistency is one of the problems to be solved. This paper proposes a distributed MPP data distribution and parallel processing technology based on relational SQL query analysis. The goal is to maintain the consistency of distributed data, as shown in Figure 3 . In the SQL query parsing part of the main include syntax analysis, lexical analysis, semantic analysis, statement analysis steps [9] . The purpose of parsing is to replace an input string with a structure that describes the string, making it easier for a computer to understand what a user's input string is. This stage contains three processes, namely, lexical analysis, syntax analysis, output abstract syntax tree. The lexical analyzer is a deterministic finite automata that converts the input character set into words according to our defined lexicon.
After the lexical analysis is the syntax analysis, lexical analysis of the results will be input as a parse, grammatical analysis on the basis of lexical analysis, to determine whether the user input the words accord with grammar logic. Semantic analysis involves the related theories and concepts of SQL standard and SQL optimization. Semantic analysis includes logical analysis and physical analysis. Logic analysis is a general mathematical analysis process, which is independent of the underlying distributed environment. The physical analysis is to transform the results of logical analysis, and the implementation of the underlying environment is closely related.
Abstract Syntax Tree (AST) is the representation of the tree structure of user input statements. Each node in the tree is a word, and the tree structure reflects the syntax. The syntax of the abstract syntax tree is constructed with the process of parsing. When the parsing is finished normally, the parser will output an abstract syntax tree. The user input corresponds to the structure of the abstract syntax tree.
In the data distribution phase, the following approach: the use of work distribution nodes / data nodes in the form of the former responsible for the distribution of the latter, the former has been monitoring from the latter issued by each task such as SQL analytical tasks, and the results returned to the Assignment node. All tasks issued from the work assignment node need to return the processed results to that node. Specifically, on the one hand, the specific situation of each node is detected and the node allocation is performed and the updating of the data information table is maintained on the node; on the other hand, the operations such as position information and copy corresponding to the table are performed Table storage. In order to ensure fault tolerance, each primary database is equipped with a copy of its data exactly the same, by specifying the database address of the master copy of the update, you can save the database for each processing node location information. All of the information of the original data can be stored in the processing node, and the backup data is retrieved from the data of the corresponding data / backup data node based on the information.
In the data parallel processing stage, according to the characteristics of data distribution and MPP-sharing, each node can save response tables and execute each query statement concurrently on each node, which can shorten the response time and improve query performance.
Experiments and Results
In order to test the performance of the above method, we evaluated and tested in the existing network environment. Experimental configuration: 12 servers IBM-x3650M4-2U (2 CPU, 6-core 12-thread Xeon E5-2620, 48G memory, 2T hard disk), one for the central data node, the other server as a data node, the operating system Ubuntu11.10 and Windows7, are pre-installed FTP service through the FTP interface in the client and the central data node-side data read in the system security generally use the local linux interface to complete the management operation, while accessing the database of local users is about one hundred. In this paper, the international common TPC-H test with the standard MySQL5.5 DBMS system for testing. TPC-H is a standard published by Transaction Process Council (TPC) [10, 11] . TPC-H benchmarks are widely used in performance database research and evaluation, including 22 from simple to complex queries (Q1-Q22), the main evaluation index is the response time of each query that is submitted from the query to return to the desired time. The Q1-Q22 query results shown in Figure 4 . The unit of the TPC-H query method is the number of queries per hour, and H represents the average number of times the system executes complex queries per hour. It can be seen from the results that the method proposed in this paper has more obvious query and processing speed advantage compared with MySQL-DBMS system on Q1-Q22 query.
Conclusions
As a primary distributed memory model, MPP technology has multiple nodes, more processors into a system memory. Due to the non-shared memory and hardware problems, MPP can achieve a large-scale CPU connection, but it is precisely because no shared characteristics, making the data consistency there is a certain degree of difficulty. This paper proposes a distributed MPP data distribution and parallel processing technology based on relational SQL query resolution. The goal is to maintain the consistency of distributed data and improve query speed. First, in the SQL query resolution part, in accordance with the syntax analysis, semantic analysis and statement parsing and other steps in the order; in the data distribution phase using the work distribution node / data node form, issued from the work distribution node, all tasks need to be processed The results are returned to the node; in parallel processing, each node needs to store a copy of the query table, and execute SQL statements concurrently on each node for each query statement. The experimental results show that the proposed MPP data distribution and parallel processing scheme can support large amount of data processing, and improve the query processing speed under the premise of ensuring data consistency. The next step is to investigate how to further improve the efficiency of query and result merging in parallel processing.
