In this paper, we obtain some approximation theorems for -positive linear operators defined on the space of analytical functions on the unit disc, via −convergence. Some concluding remarks which includes A−statistical convergence are also given.
Introduction
A-statistical convergence [5] , which is the generalization of the statistical convergence (see [4, 15] ), is based on a non-negative regular summability matrix A := ( ); ∈ N. The A−density of a subset K of N is given by δ A (K ) := lim ∈K whenever the limit exists. A sequence = ( ) is said to be A−statistically convergent to L if δ A { ∈ N : | − L| ≥ ε} = 0 and it is denoted by st A − lim = L (see [5, 7, 13] ). In the case A = C 1 the Cesaro matrix of order one, C 1 -statistical convergence is equivalent to the statistical convergence ( [6, 8] ). If A = I the identity matrix, then I-statistical convergence coincides with the ordinary convergence. Kolk [10] proved that A-statistical convergence is stronger than ordinary convergence if lim max = 0 − convergence, which is a more general method than A−statistical convergence, is based on the ideal of subsets of N A collection of subsets of N is said to be an ideal in N if the following conditions are satisfied:
Let be a nontrivial ideal in N i.e. N / ∈ , then a sequence := ( ) is said to be −convergent to if for every ε > 0 { : | − L| ≥ ε} ∈ (see [11, 12] ). If = {K ⊂ N : δ A (K ) = 0} then −convergence reduces to A-statistical convergence where A = is a non-negative regular summability matrix. Moreover, if is the class of all finite subsets of N, then −convergence coincides with the ordinary convergence. Very recently, the concept of −convergence has used in approximation theory by Duman [2] and Özarslan et.al [14] . We now recall the −positivity of the sequence of linear operators defined on the analytical function space on the unit disc. Let D denotes the space of analytical functions on the unit disc. Then every ∈ D has a Taylor series expansion of the
This expansion is uniformly convergent for | | ≤ (0 < < 1) provided that the Taylor coefficients satisfies lim sup →∞ | | ≤ 1 For each 0 < < 1, the semi-norm on D is defined by 9] ) For each ∈ N let L be the −positive linear operator from D into D given by
It is obvious that a linear operator L is −positive if and only if L ( ) ≥ 0 for = 0 1 2 and ∈ N The A-statistical approximation properties of the operators L defined by (1), on the subspace D = { ∈ D : | | ≤ M (1 + ) = 0 1 2 ; ∈ Z} were studied by Duman [3] . In this paper we consider the following subspaces of D :
where K ≥ 0 and ω( δ) is the modulus of continuity which satisfies lim δ→0 ω( δ) = 0 (see [1] )
The aim of this paper is to investigate the approximation properties of the operators L on the subspaces L M α (D) and D ω K by using the concept of −convergence. Some concluding remarks are given in the last section.
Approximation theorems
In this section we obtain the approximation properties of the operators L defined by (1), on the subspaces L M α (D) and D ω K via −convergence. Before stating our main theorems, we first need the following lemma.
Lemma 2.1.
Let be an admissible ideal in N and let ( ) be a sequence of elements of D If there exists a sequence (ε ) of positive real numbers which satisfies
Proof. Since ∈ D using (2) and taking | | ≤ < 1 we may write for each ∈ N that
Now for a given ε > 0 define the sets
Now we prove some approximation theorems by using the concept of −convergence for the subspaces L M α (D) and D ω K respectively.
Theorem 2.1.
Let be an admissible ideal in N, and let 0 < < 1 Assume that {L } is a sequence of -positive linear operators from D into D and that
If, for each ν = 1 2, there exists a sequence (ε ν ) of positive real numbers such that -lim ε ν = 0 (5) and that
where L ( ) is given by (1) , then for all ∈ L M α (D) we have
Now, let
then from the −positivity of the operators, we have
Taking = 2 α = 2 2−α and applying the Hölder inequality and also taking into account that
On the other hand, for = 0 1 2
Hence, letting B( ) = 1 + 2 ( = 0 1 2 ) then for = 0 1 2
Therefore we conclude from (6), (9) and (10) that
Taking ε := B( ) [ε 1 + ε 2 ] ; = 0 1 2 ; in (11), we have
For a given ε > 0 consider the following sets:
Since U ⊂ U 1 ∪ U 2 then it follows from (ii) and (iii) that U ∈ Hence, we conclude that -lim ε = 0
The proof follows from Lemma 2.1.
Theorem 2.2.
Let A be the Taylor coefficients defined in (7) and assume that (4) is satisfied. Then for all ∈ D ω K we have
Proof. Since ∈ D ω K we may write from (7) and (4) that
Applying the Cauchy-Bunyakowsky-Schwarz inequality, we get
in (12), the proof is completed. Now, consider that condition (5) and (6) and using the same procedure as in Theorem 2.2, we can readily state the following approximation theorem with the aid of Lemma 2.1.
Theorem 2.3.
Let be an admissible ideal in N, 0 < < 1 and let {L } be a sequence of -positive linear operators from D into D such that (4) is satisfied. Assume that conditions (5) and (6) holds for each ν = 1 2. Then for all ∈ D ω K we have -lim L ( ) − D = 0
Concluding remarks
Since −convergence reduces to A-statistical convergence if = {K ⊂ N : δ A (K ) = 0} where A = is a nonnegative regular summability matrix, we have from Theorem 2.2 and Theorem 2.4 that:
Corollary 3.1.
Let A = be a non-negative regular summability matrix and let 0 < < 1 Assume that {L } is a sequence of -positive linear operators from D into D and that (4) holds. If, for each ν = 1 2, there exists a sequence (ε ν ) of positive real numbers such that A -lim ε ν = 0 (13) and that
where L ( ) is given by (1) , then for all ∈ L M α (D) we have A -lim L ( ) − D = 0
Corollary 3.2.
Let A = is a non-negative regular summability matrix and let 0 < < 1 and let {L } is a sequence of −linear positive operators from D into D such that the condition (4) is satisfied. Assume that (6) and (13) holds for each ν = 1 2. Then for all ∈ D ω K we have
