In this paper, we deal with abstract Sturm-Liouville problems when the potential of the differential equation is an operator function in a Hilbert space H . We generalize trace formula obtained by [7] , [9] for the classic regular Sturm-Liouville problems. We investigate the spectrum and obtained a regularized trace formula for the Sturm-Liouville operator with an operator coefficient.
Introduction
Let H be a separable Hilbert space. In the Hilbert space H 1 = L 2 ([0, 1], H ), we consider the self-adjoint operator L generated by the expression
l(y) = −y (x) + Q(x)y(x)
with the boundary conditions 
(3
• ) There is an orthonormal basis {ϕ n } ∞ n=1 of the space H such that ∞ n=1 Q(x)ϕ n H 1 < ∞. Here σ 1 (H ) denotes the space of the nuclear operators from H to H , as in Gorbachuk et al [8] .
Let L 0 be the operator generated by the differential expression l 0 (y) = −y (x) and the boundary conditions (1) In this paper, we investigate the spectrum and the regularized trace of the operator L. Gelfand and Levitan [7] first obtained a trace formula for the Sturm-Liouville differential equation. After this study several mathematicians were interested in developing trace formulas for different differential operators. The current situation of this subject and studies related to it are presented in the comprehensive survey paper [14] . The trace formulas of the abstract self-adjoint operators with continuous spectrum were first analyzed by Krein [12] . In this work, he also proved the formula mathematically, which had been obtained earlier [13] through physical theories in quantum statistics and crystal theory. The trace formulas related to the Sturm-Liouville problem with bounded self-adjoint operator given an infinite interval and having a continuous spectrum were considered in [1] , [2] . Faddeev's study of the regularized trace formula for the Sturm-Liouville equation with the matrix coefficient in [6] has been a precursor for [1] , [2] .
Note that the trace formulas are used in the inverse problems of spectral analysis of differential equations (see, for example [14] ) and have applications in the approximate calculation of eigenvalues of the related operator [4] , [5] .
Some special cases of the problem under consideration were previously investigated in [3] , [4] , [7] , [9] by different methods.
Investigation of the spectrum
Let R 0 λ and R λ be the resolvent of the operators L 0 and L, respectively.
Proof. The system (2) of eigenfunctions of the operator L 0 is an orthonormal basis of the space H 1 . Then, as shown in Gorbachuk et al [8] , it is sufficient to observe that the series
. By means of the formulas (2) and (3)
is found. From the formula (see, for example [10] )
and (4) we have
Here C λ is a positive constant related only to λ. By virtue of the condition (3 • ) we obtain from (6)
Lemma 1 is proved. Proof. The resolvent R λ of the operator L satisfies the equation
holds. From here and (8) we obtain
is the linear bounded operators space from H 1 to H 1 . According to this, A(R λ ) = R λ , that is, the equation (7) 
λ is a nuclear operator. In this case, as it is proved in Kato [11, p. 244] , the continuous parts of the spectra of the operators L 0 and L coincide. According to this and since the spectrum of the operator L 0 is continuous, the continuous part of the spectrum of the operator L is the set {μ m } ∞ m=1 . This also means that the assertions (a), (b) and (c) of Theorem 2 are satisfied.
A formula for the regularized trace
Let {ψ mn } ∞ m,n=1 be the orthonormal eigenfunctions corresponding to the eigenvalues {λ mn } ∞ m,n=1 of the operator L and Proof. The difference R λ − R 0 λ satisfies the following formula
Since except for the eigenvalues μ p and {λ pn } ∞ n=1 of the operators L 0 and L, all their eigenvalues are outside of the circle p , from the last formula, we have
Since the operator function R λ − R 0 λ is analytic with respect to the norm in the
Similarly it can be shown that
Since the operator L may only have negative eigenvalues of finite number, in order to prove the theorem, it is necessary to show that 
.
Using formulas (11) and (12), from the above inequalities, we find
From the last relations, we obtain
Theorem 3 is proved.
Since the operator function R λ − R 0 λ belongs to σ 1 (H 1 ) for every λ ∈ ρ(L), from the formula (9) and Theorem 3, we have
Multiplying both sides of this equality by λ 2πi and integrating over the circle
By Theorem 2 and condition (2
and moreover, for m > p,
From (13), (14) and (15)
On the other hand, from the formula
is obtained for every natural number N . From (16) and (17), we have From (2) and (22), we have
and
The function F (z) may not be analytic only at the points z = √ μ m , (m = 1, 2, . . .) and z = k − π is the singular point of F (z), then this point is the simple pole point and
If the function F (z) is analytic at the point z = √ μ m and z = k − 1 2 π , then it is clear that the formulas (25) and (26) 
From the formulas (23), (25), (26) and the last equality, we obtain
Lemma 4. For every x ∈ [0, 1), we have
Proof. We have
where j (j = 1, 2, 3, 4) are the edges of the rectangle whose contour is . The integral
may be shown as follows:
Since F (z) is an odd function, we have
Moreover, since lim z→0 F (z) = 0, from the last relations, we obtain
For large values of |z| and u ≥ 0, we have
where z = u + iv. So, for every constant value of D p and every x ∈ [0, 1), the integrals over the upper and the lower edges of the above mentioned rectangle approaches zero as E → ∞, i.e.,
From (29), (30) and the last equalities, the formula (28) is obtained. Lemma 4 is proved.
From (27) and (28) we find
where
For large values of p, it can be shown that the function T 1 p (x) satisfies the equalities
where ε is a constant number belonging to the interval 1 2 , 1 . From (32) and (33) we have
Proof. For j = 2 from (22), we write
Moreover, we know that
From (37) and (38), we have
It is easy to verify that, for m, r ≤ p (40)
This formula is true also for m, r > p. Then from (39) and (40), we have
which implies that
Using (2), (3) and condition (3 • ), we estimate the expression
where C is a positive constant. From (5), (41) and (42), we have
where C 1 is a positive constant. It can be shown that the inequality 
By (4) and condition (3 • ), we get
It is easy to see that the inequality Theorem 5 is proved.
The main result of this article is given by the following theorem. 
