In reconstructing an object function F͑r͒ from finitely many noisy linear-functional values ͐F͑r͒G n ͑r͒dr we face the problem that finite data, noisy or not, are insufficient to specify F͑r͒ uniquely. Estimates based on the finite data may succeed in recovering broad features of F͑r͒, but may fail to resolve important detail. Linear and nonlinear, model-based data extrapolation procedures can be used to improve resolution, but at the cost of sensitivity to noise. To estimate linear-functional values of F͑r͒ that have not been measured from those that have been, we need to employ prior information about the object F͑r͒, such as support information or, more generally, estimates of the overall profile of F͑r͒. One way to do this is through minimum-weighted-norm (MWN) estimation, with the prior information used to determine the weights. The MWN approach extends the Gerchberg-Papoulis band-limited extrapolation method and is closely related to matched-filter linear detection, the approximation of the Wiener filter, and to iterative Shannon-entropy-maximization algorithms. Nonlinear versions of the MWN method extend the noniterative, Burg, maximum-entropy spectral-estimation procedure.
INTRODUCTION
The problem of object-function reconstruction from limited data is the following. We have noisy measurements of the linear-functional values d n = ͵ F͑r͒G n ͑r͒dr,
͑1͒
for n =1,2,… , N. G n ͑r͒ are known functions and the overbar denotes complex conjugate. On the basis of these data values, we wish to estimate the function F͑r͒. The variable r is allowed to be multivariate. The region over which the integration is performed is, as yet, unspecified, but will be made explicit in special cases to be discussed later.
The data we have are generally insufficient to specify F͑r͒ uniquely. Among all functions H͑r͒ consistent with the data, the minimum-norm (MN) solution, that is, the one having the smallest energy ͉͐H͑r͉͒ 2 dr, has the form
where the coefficients a n are determined by the dataconsistency equations for m =1,2,… , N. In the particular one-dimensional case in which F͑r͒ is supported on the interval ͓− , ͔ and x m = m we find that a n = f͑x n ͒ = f͑n͒ and the MN estimate becomes
which we shall refer to as the discrete Fourier transform (DFT) of the finite data. Note that the term DFT is commonly used to denote the finite-length vector obtained by evaluating the function in Eq. (8) at N equispaced points within ͓− , ͔. Since it is also common practice first to zero-pad, that is, to append zeros to the data vector, before calculating the vector DFT, there is ambiguity in the use of DFT to describe finite vectors associated with the data. For that reason, we believe that the DFT defined to be the function in Eq. (8) is the more fundamental notion.
As is well known, the ability of the DFT to resolve closely spaced peaks in the function F͑r͒ is limited by the value of N. This does not necessarily mean that information about these peaks is unavailable in the data, just that the DFT has failed to make the best use of this information. Indeed, high-resolution methods, such as Gerchberg-Papoulis band-limited extrapolation 1,2 and Burg's maximum-entropy spectral-estimation procedure, [3] [4] [5] illustrate this point by resolving peaks left unresolved by the DFT. Resolution limits, properly understood, must include degrees of freedom and signal-tonoise ratio in the data. 6 Such resolution enhancement is often achieved through the explicit or implicit use of models for F͑r͒. These models incorporate prior information about the function F͑r͒ to be reconstructed. Of particular interest here are those models derived through minimumweighted-norm (MWN) estimation; band-limited extrapolation is one special case.
BAND-LIMITED EXTRAPOLATION
We assume throughout this section that F͑r͒ is defined for real r and is nonzero only for ͉r͉ ഛ⍀, where 0 Ͻ⍀Ͻ. In addition, we assume that our data are f͑m͒ , m = −M , … , M, that is, we have (possibly noisy) measurements of its Fourier transform f͑x͒. Because ⍀Ͻ, the data are over-sampled; the Nyquist rate is ⌬ = / ⍀Ͼ1. The minimum-norm estimate F DFT in Eq. (8) does not involve the value ⍀ and estimates F͑r͒ over the interval ͓− , ͔ associated with the actual sampling rate of unity. As simulations readily illustrated in Fig. 1 , this DFT estimate can do a poor job of recovering the finer detail of F͑r͒ within its true support ͓−⍀ , ⍀͔ because it wastes its limited degrees of freedom describing the values F͑r͒ = 0 that occur for r outside ͓−⍀ , ⍀͔. In addition, if we simply restrict the DFT to variables r within ͓−⍀ , ⍀͔ and set our estimate of F͑r͒ to zero outside, we have an estimate that is no longer consistent with the data. The goal of bandlimited extrapolation is to find a function that is both consistent with the measured Fourier-transform data and supported on the interval ͓−⍀ , ⍀͔.
Because F͑r͒ is zero outside the interval ͓− , ͔ it has a Fourier-series representation within ͓− , ͔:
The Gerchberg-Papoulis (GP) band-limited extrapolation method 1,2 is an iterative procedure for estimating those F͑m͒ for ͉m͉ Ͼ M. The procedure begins with zeros in place of all the f͑m͒ for ͉m͉ Ͼ M and the data for the others. By use of those Fourier coefficients the resulting Fourier series is the DFT. The DFT is then truncated outside ͓ −⍀ , ⍀͔ and the Fourier coefficients of this new function are computed. These new coefficients no longer match the measured data for ͉m͉ ഛ M and so are replaced by the measured data; the other coefficients are left unchanged and the new Fourier series is formed. The resulting function of r is no longer zero outside ͓−⍀ , ⍀͔ and so is truncated, as before. Repeating this, we obtain an iterative algorithm that converges to a function H͑r͒ that is both consistent with the measured data and supported on the interval ͓−⍀ , ⍀͔. Its Fourier series has coefficients that extrapolate the measured data, hence the name of the procedure.
The GP algorithm as just described is not a practical method; it requires that we calculate an infinite set of Fourier coefficients at each step. One way around this is to discretize the problem and represent F͑r͒ as a finite vector. The iteration can then be performed using the fast Fourier transform; this is the actual GP algorithm as used in practice. There is a second way around the practical problem, however. As pointed out in Ref. 7 (see also Ref. 8, p. 209 ), the function H͑r͒ to which the theoretical GP method converges has the form
where ⍀ ͑r͒ = 1 for ͉r͉ ഛ⍀ and is zero otherwise, and the a m are such as to make H͑r͒ consistent with the measured data. This means that the a n satisfy the equations
for n =−M , … , M; note that the value of the function sin͑x͒ / x is defined by continuity to be one at x =0. The Fourier transform of F MDFT ͑r͒ is 
We can use the Fourier transform of the MDFT estimate as a data-extrapolation procedure, whereby f͑x͒ is estimated by f MDFT ͑x͒. The behavior of this reconstruction method depends heavily on properties of the matrix B with entries B mn = sin͓⍀͑m − n͔͒ / ͓͑m − n͔͒, as we shall see. This noniterative implementation of the theoretical GP algorithm, called the modified DFT (MDFT) in Ref. 7 , can be viewed as a MWN solution to the reconstruction problem. The H͑r͒ = F MDFT ͑r͒ described by Eqs. (10) and (11) is the function consistent with the data that minimizes the energy over the interval ͓−⍀ , ⍀͔, given by ͐ ⍀ −⍀ ͉H͑r͉͒ 2 dr. It is also the optimal approximation of F͑r͒ of its form, in the sense that the coefficients a n obtained using Eq. (11) minimize
These iterative and noniterative methods are usually called superresolution techniques in the signal-processing literature. Similar methods applied in sonar and radar array processing are called superdirective methods. 9 In Figs. 1-3 we see the improvement, both in resolution achieved by the MDFT, compared with the DFT, and in the accuracy of the extrapolated Fourier-transform values. The vertical dashed line in each spectrum figure indicates the boundary of the data support.
In particular, the form of the estimator in Eq. (10) is suggestive and leads to a more general MWN estimation procedure, called the prior DFT (PDFT) method (see below).
PRIOR DISCRETE FOURIER TRANSFORM
Prior information about the support of the function F͑r͒ is incorporated in the F MDFT ͑r͒ estimator in Eq. (10) through the multiplicative factor ⍀ ͑r͒. If we have prior information about the shape of the function ͉F͑r͉͒ we can incorporate this information in a function P͑r͒ ജ 0 and replace ⍀ ͑r͒ with P͑r͒ as the first factor in the estimator. Because the second factor has the algebraic form of the DFT we call this new estimator the PDFT. 10, 11 The PDFT estimate of F͑r͒ is then
with the b n satisfying the equations
for n =−M , … , M, and
As in the case of the MDFT, the PDFT can be viewed as a data-extrapolation procedure. With the coefficients b n determined by Eq. (14), the Fourier transform of F PDFT ͑r͒ is
The data extrapolation is achieved here through the use of a model of f͑x͒ as a sum of translations of a positivedefinite kernel function. In a recent paper 12 Poggio and Smale discuss the use of positive-definite kernels for interpolation, in the context of artificial intelligence and supervised learning.
The weighted energy of F PDFT ͑r͒, given by ͉͐F PDFT ͑r͉͒ 2 P͑r͒ −1 dr, is the smallest among all functions defined on the support of P͑r͒ and consistent with the data; therefore, the PDFT estimate is a MWN estimate. In addition, the coefficients b n found using Eq. (14) minimize 
so the PDFT estimate is the function of its form closest to F͑r͒, in the weighted-distance sense. Once again, the behavior of the estimation procedure will depend heavily on the properties of the matrix P whose entries are P mn = p͑m − n͒. Although we have discussed the MDFT and PDFT within the context of reconstructing F͑r͒ from Fouriertransform values, both procedures extend in an obvious manner to any linear-functional data and to multivariate r.
Of particular interest is the reconstruction of nonnegative functions F͑r͒ from finitely many Fourier-transform values. The PDFT cannot include a nonnegativity constraint. However, the PDFT can be viewed as a linearized approximation of the minimum cross-entropy solution, which does impose nonnegativity. If we minimize the cross-entropy
over all nonnegative H͑r͒ consistent with the Fouriertransform data, the solution is
with the c n chosen for consistency with the data.
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When we replace the exponential factor with a first-order linear approximation we get the PDFT. The goal of estimating F͑r͒ from finite linear-functional data is somewhat paradoxical. The finite data we have tell us nothing, by themselves, about the values f͑n͒ we have not measured. Using the MDFT, we can define f͑M +1͒ any way we wish and still construct an F MDFT ͑r͒ supported on the interval ͓−⍀ , ⍀͔, and consistent with the original data and with this chosen value of f͑M +1͒. In a similar sense our finite data also tell us nothing about the value of ⍀; we can select any interval ͓a , b͔ and find a function H͑r͒ supported on ͓a , b͔ whose h͑x͒ is consistent with the data.
But this is not quite the whole story; finite data cannot rule out anything, but they can suggest strongly that certain things are false. For example, let us select an interval ͓a , b͔ disjoint from ͓−⍀ , ⍀͔, and find the function H͑r͒ consistent with the data, that is, with
for m =−M , … , M, for which the energy over ͓a , b͔ , ͐ a b ͉H͑r͉͒ 2 dr, is minimum. Then this function H͑r͒ will probably have large energy compared with that of the MDFT; that is, the integral ͐ a b ͉H͑r͉͒ 2 dr will be much larger than ͐ −⍀ ⍀ ͉F MDFT ͑r͉͒ 2 dr, as clearly shown in Fig. 4 . We can use this fact to help us decide if we have chosen a good value for ⍀. In Ref. 16 this same idea was used to obtain an iterative algorithm for solving the phaseretrieval problem.
SENSITIVITY TO NOISE AND MODEL ERROR
To use the MDFT we need the data to be oversampled and we need a decent estimate of the true support of the function F͑r͒. The more oversampled the data and the more accurately we know the true support, the greater the improvement in resolution, but also the greater the sensitivity to noise and model error. Our goal in this section is to see why this is the case.
The matrix B used in the MDFT has the entries B mn = sin͓⍀͑m − n͔͒ / ͓͑m − n͔͒, with B mm = ⍀ / . Loosely speaking, B has ͑⍀ / ͒͑2M +1͒ eigenvalues near one and the remaining eigenvalues near zero, as shown in Fig. 5 . Solving Eqs. (11) is therefore an ill-conditioned problem, as ⍀ grows smaller. For the remainder of this section we denote by 1 Ͼ 2 Ͼ¯Ͼ 2M+1 Ͼ 0 the eigenvalues of B, with associated orthonormal eigenvectors u n = ͑u −M n , … , u M n ͒ T , for n =1,… ,2M + 1. The matrix B then has the form 
so that
We also denote by U n ͑r͒ the functions
Since the eigenvectors are orthonormal we have
for k n and
Therefore, n is the proportion of the energy of U n ͑r͒ for r in the interval ͓−⍀ , ⍀͔. The function U 1 ͑r͒ is the most concentrated in that interval, while U 2M+1 ͑r͒ is the least. In Fig. 6 the typical behaviors of U n ͑r͒ for an example with 15 data are demonstrated. The function U 1 ͑r͒ has a single large main lobe and no zeros within ͓−⍀ , ⍀͔. The function U 2 ͑r͒, being orthogonal to U 1 ͑r͒, but still largely concentrated within ͓−⍀ , ⍀͔, has a single zero in that interval. Each succeeding function has one more zero within ͓−⍀ , ⍀͔ and is somewhat less concentrated there than its predecessors. At the other extreme, the function U 2M+1 ͑r͒ has 2M zeros in ͓−⍀ , ⍀͔, is near zero throughout that interval, and is concentrated mainly outside the interval.
Because the eigenvectors are orthonormal the DFT estimate in Eq. (8) can be written in terms of these U n ͑r͒:
͑20͒
Similarly, using Eq. (19), the MDFT estimate in Eq. (10) can be written as
͑21͒
Comparing Eqs. (20) and (21) we see that the MDFT places greater emphasis on those U n ͑r͒ corresponding to larger values of n. These are the functions least concentrated within the interval ͓−⍀ , ⍀͔, but they are also those with the greatest number of zeros within that interval. That means that these functions are much more oscillatory within ͓−⍀ , ⍀͔ and better suited to resolve closely spaced peaks in F͑r͒. Because the inner product ͑u n ͒ † d can be written as
this term will be relatively small for the larger values of n and so the product n −1 ͓͑u n ͒ † d͔ will not be excessively large, provided that we have selected ⍀ properly. If ⍀ is too small and the support of F͑r͒ extends beyond the interval ͓⍀ , ⍀͔, then the term ͑u n ͒ † d will not be as small and the product n −1 ͓͑u n ͒ † d͔ will be too large. This is what happens when there is noise in the data; the object function corresponding to the noisy data is not simply F͑r͒ but contains a component that can be viewed as extending throughout the interval ͓− , ͔, as shown in Fig. 7 .
To reduce the sensitivity to noise while not sacrificing resolution, we regularize. The simplest way to do this is to add a small positive quantity, ⑀ Ͼ 0, to each of the diagonal elements of the matrix B. This is equivalent to modifying the MDFT to a PDFT in which the prior P͑r͒ consists of two components, one the original ⍀ ͑r͒, the second a small positive multiple of ͑r͒. The effect of this regularization is to increase each of the n by ⑀ without altering the eigenvectors or the U n ͑r͒. Since we now have 1 / ͑ n + ⑀͒ instead of the (potentially) much larger 1 / n in Eq. (21), the sensitivity to noise and to poor selection of the ⍀ is reduced, as shown in Fig. 8 . At the same time, however, we have reduced the importance for the MDFT of the U n ͑r͒ for larger values of n; this will lead to a loss of resolution and an MDFT that behaves like the DFT if ⑀ is too large, as shown in Fig. 9 . Selecting the proper ⑀ is a bit of an art; it will certainly depend on what the eigenvalues are and on the signal-to-noise ratio. The eigenvalues, in turn, will depend on the ratio ⍀ / .
We have focused here on a particular case in which the variable r is one-dimensional and the prior P͑r͒ = ⍀ ͑r͒ describes only the support of the object function F͑r͒. For other choices of P͑r͒, the eigenvalues of the corresponding matrix P are similarly behaved and ill conditioning is still an important issue, although the distribution of the eigenvalues may be somewhat different. For twodimensional r the support of F͑r͒ can be described using a prior P͑r͒ that is nonzero on a rectangle, on a circle, on an ellipse, or on a more general region. For each of those choices, the corresponding matrix will have eigenvalues that decay toward zero, but perhaps at different rates.
PHASE PROBLEM
In optical image processing and elsewhere we find that we are unable to measure the complex values of the Fourier transform f͑x m ͒, only the magnitudes ͉f͑x m ͉͒. Estimating F͑r͒ from these magnitude-only values is called the phase problem. [17] [18] [19] [20] [21] Such problems can arise in optical imaging through turbulent atmosphere. 22 One solution to the phase problem in crystallography led to a Nobel Prize in 1985 for Jerome Karle.
Assume now that F͑r͒ = 0 for ͉r͉ Ͼ⍀. We can select an arbitrary collection of phases m to combine with the magnitudes, to form the complex pseudodata ͉f͑x m ͉͒e i m . If we have some idea of the proper choice of ⍀, we calculate the estimate F MDFT ͑r͒ corresponding to the pseudodata and again monitor the energy integral. For good choices of the phases, the energy should not be too large, while, for inappropriate choices, the energy should be much larger, particularly if the data are oversampled. The reconstruction process can be implemented as an iterative optimization procedure, in which we select a new collection of phases at each step in such a way as to reduce the energy in the band-limited extrapolation that results. In Ref. 16 we show how to do this in an efficient manner. When the extrapolation energy is sufficiently small, the resulting estimate is typically acceptable, particularly when the data are oversampled.
When we have only magnitude measurements, we can at least be sure that if ͉f͑x m ͉͒ = 0 then f͑x m ͒ = 0. This suggests that we might try to estimate the function F͑r͒ from the zeros of its Fourier transform. In Ref. 23 we showed that this approach has some promise for solving the phase problem.
CALCULATING THE PRIOR DISCRETE FOURIER TRANSFORM
When the data set is large, as usually happens in multidimensional problems such as image reconstruction, solving Eqs. (11) and (14) is sometimes done iteratively. Nevertheless, these algorithms still differ from the GP method based on a discretized model in that we are still extrapolating infinitely many values of f͑n͒ and obtaining a continuous-function estimate; we are just doing it using a finite parameter model. Constructing the matrix P used in Eq. (14) can be difficult when the data sets are large. In such cases we can employ an iterative discrete implementation of the PDFT, the DPDFT, which allows us to avoid having to form this large matrix. 24 The DPDFT reconstructs a finite-vector approximation of the function F͑r͒. The linear-functional data are represented as inner products of this vector with finitely many known vectors. The number of data points we have is smaller than the dimension of the discretized object, so the reconstruction problem, which is now a system of linear equations to be solved, is still underdetermined. We use a discretized version of the reciprocal of the prior function P͑r͒ to determine the weights and then calculate a MWN solution to the underdetermined system of equations. This is done using the algebraic reconstruction technique. 13 
PRIOR DISCRETE FOURIER TRANSFORM AND OPTIMAL LINEAR DETECTION
The problem of detecting a signal in additive noise uses the following model. The data vector z = ͑z 1 , … , z N ͒ T is assumed to be the sum z = ␥s + q of a signal component ␥s, where s = ͑s 1 , … , s N ͒ T and ␥ Ͼ 0, and a noise component q = ͑q 1 , … , q N ͒ T with mean E͑q͒ = 0 and covariance matrix E͑qq † ͒ = Q. 25 The estimation problem is to estimate ␥, given s and Q. The detection problem is to decide if ␥ is zero or not.
In certain applications s is not known exactly, but is assumed to be a member of a parametrized family. For example, in the problem of detecting a sinusoidal component at an unknown frequency we take e͑͒ to be the column vector with entries e͑͒ m = exp͑imw͒. For fixed the optimal linear filter for estimating ␥ is
and the optimal estimate of ␥ is
The factor 1 / e͑͒ † Q −1 e͑͒ can be viewed as an estimate of the power spectrum associated with the covariances in Q, 25 while the factor e͑͒ † Q −1 z has the form of a DFT. Comparing this estimate of ␥ with the PDFT estimate of F͑r͒ we see that the first factor, 1 / e͑͒ † Q −1 e͑͒, is playing a role analogous to that played by P͑r͒, the matrix Q is analogous to the matrix P, and the factor e͑͒ † Q −1 z corresponds to the sum that appears as the second factor in the PDFT. Although the matrix Q need not be Toeplitz, as P always is, the correspondence is interesting.
PRIOR DISCRETE FOURIER TRANSFORM AND WIENER FILTER APPROXIMATION
Suppose now that the discrete stationary random process to be filtered is the doubly infinite sequence ͕z n = s n + q n ͖ n=−ϱ ϱ , where ͕s n ͖ is the signal component with autocorrelation function r s ͑k͒ = E͑s n+k s n ͒ and power spectrum R s ͑͒ defined for in the interval ͓− , ͔, and ͕q n ͖ is the noise component with autocorrelation function r q ͑k͒ and power spectrum R q ͑͒ defined for in ͓− , ͔. We assume that for each n the random variables s n and q n have mean zero and that the signal and noise are independent of one another. Then the autocorrelation function for the signalplus-noise sequence ͕z n ͖ is r z ͑n͒ = r s ͑n͒ + r q ͑n͒ for all n, and
is the signal-plus-noise power spectrum.
Let h = ͕h k ͖ k=−ϱ ϱ be a linear filter with transfer function
for in ͓− , ͔. Given the sequence ͕z n ͖ as input to this filter, the output is the sequence
The goal of Wiener filtering is to select the filter h so that the output sequence ͕y n ͖ approximates the signal sequence ͕s n ͖ as well as possible. Specifically, we seek h so as to minimize the expected squared error, E͉͑y n − s n ͉ 2 ͒, which, because of stationarity, is independent of n. Minimizing E͉͑y n − s n ͉ 2 ͒ with respect to the function H͑͒ leads to the equation
so that the transfer function of the optimal filter is
The Wiener filter is then the sequence ͕h k ͖ of the Fourier coefficients of this function H͑͒.
Since H͑͒ is a nonnegative function of , therefore real-valued, its Fourier coefficients h k will be conjugate symmetric; that is, h −k = h k . Therefore, the Wiener filter is not causal; this poses a problem when the random process z n is a discrete time series, with z n denoting the measurement recorded at time n. To remedy this we can obtain the best causal approximation of the Wiener filter h.
Even having a causal filter does not completely solve the problem, since we would have to record and store the infinite past. Instead, we can decide to use a filter f = ͕f k ͖ k=−ϱ ϱ for which f k = 0 unless −K ഛ k ഛ L for some positive integers K and L. This means we must store L values and wait until time n + K to obtain the output for time n. Such a linear filter is a finite-memory-finite-delay filter, also called a finite-impulse-response (FIR) filter. Given the input sequence ͕z n ͖ the output of the FIR filter is
To obtain such an FIR filter f that best approximates the Wiener filter, we find the coefficients f k that minimize the quantity E͉͑y n − v n ͉ 2 ͒, or, equivalently,
The orthogonality principle tells us that the optimal coefficients must satisfy the equations
In Ref. 26 it was pointed out that the minimization in relation (23) is analogous to that in relation (17) , with R z ͑͒ and R s ͑͒ playing the roles of P͑r͒ and F͑r͒, respectively. In the PDFT we do not require that F͑r͒ be nonnegative-valued, however. If we switch the roles, viewing R z ͑͒ and R s ͑͒ as F͑r͒ and P͑r͒, respectively, we obtain nonlinear reconstruction methods containing, as a particular case, the Burg entropy-maximization estimator for the case of nonnegative F͑r͒. 27 
CONCLUSIONS
In summary, an important concern in image reconstruction is the validity and reliability of the resulting image. When one has only limited, sampled noisy data, it makes no sense to consider image restoration or superresolution in the absence of a model that incorporates prior knowledge of the scene or target being imaged. The incorporation of prior knowledge has deep implications because it impacts how one might interpret the information capacity of an optical imaging system while fixing the numbers of degrees of freedom that the system possesses. Image reconstruction techniques also demand measures of image quality; these are very difficult to agree upon and yet are needed and important. By offering a more complete view of the methods for image restoration and data extrapolation here, and in showing the relationships that exist between such methods, we are laying a foundation to address the fundamental problem of assessing the information content of data and of the resulting processed image.
We have shown that improved resolution in reconstructing an image from limited, noisy data can be achieved through the use of minimum-weighted-norm (MWN) data extrapolation. The weighted norm is chosen to incorporate prior knowledge of object support or overall shape. The resulting object-function estimate is a dataconsistent model that can be viewed as extrapolating the data, thereby improving resolution. To understand precisely how improved resolution is achieved, why the reconstruction can be sensitive to noise in the data, and how this sensitivity is reduced, we have examined the eigenvectors and eigenvalues of the Gramian matrix describing the data-collection process. We found that the eigenvectors associated with the smallest eigenvalues are responsible both for the improved resolution and the greater sensitivity. Regularization enables us to maintain higher resolution while reducing sensitivity. The improvement in reconstruction is observed in object space, where the reconstruction is compared to the original object, as well as in data space, where we can judge success in extrapolating beyond the data window. The MWN paradigm for reconstruction includes band-limited extrapolation of Fourier-transform data; is closely related to Wiener-filter approximation, which suggests a nonlinear reconstruction procedure leading to entropy-maximization techniques; and provides a unifying model for resolution enhancement and data extrapolation.
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