Abstract. As any other classification task, Word Sense Disambiguation requires a large number of training examples. These examples, which are easily obtained for most of the tasks, are particularly difficult to obtain for this case. Based on this fact, in this paper we investigate the possibility of using a Webbased approach for determining the correct sense of an ambiguous word based only in its surrounding context. In particular, we propose a semi-supervised method that is specially suited to work with just a few training examples. The method considers the automatic extraction of unlabeled examples from the Web and their iterative integration into the training data set. The experimental results, obtained over a subset of ten nouns from the SemEval lexical sample task, are encouraging. They showed that it is possible to improve the baseline accuracy of classifiers such as Naïve Bayes and SVM using some unlabeled examples extracted from the Web.
Introduction
It is well known that, in all languages, some words may have several different meanings or senses. For example, in English, the word "bank" can either mean a financial institution or a sloping raised land. Related to this language phenomenon, the task of Word Sense Disambiguation (WSD) considers the assignment of the correct sense to such ambiguous words based on their surrounding context [6] .
There are two main kinds of methods to carry out the task of WSD. On the one hand, the knowledge-based methods, which disambiguate words by comparing their context against information from a predefined lexical resource such as Wordnet [1, 3] . On the other hand, corpus-based methods, which achieve the sense disambiguation by applying rules that were automatically learned from a sense tagged corpus [14] . Recent reports [8] indicate that corpus-based methods tend to be more precise than knowledge-based ones. Nevertheless, due to the lack of large sense tagged corpora (as well as to the difficulty of manually creating them), the use of these kind of methods is still very limited.
In order to tackle the above mentioned problem, many researches have recently been working on semi-supervised learning methods [2, 4] , which consider the usage of large amount of unlabeled data together with a few labeled examples. In particular, the idea of learning classifiers from a combination of labeled and unlabeled data has been successfully applied in WSD [9, 10, 13, 15, 16] .
In line with these current works, we have proposed a new semi-supervised method for general text classification tasks [5] . This method differs from previous approaches in two main issues. First, it does not require a predefined set of unlabelled training examples, instead it considers their automatic extraction from the Web. Second, it applies a self-training approach that selects instances not only considering their labelling confidence by a base classifier, but also their correspondence with a web-based labelling 1 . This method has been applied with success in thematic and non-thematic text classification tasks, indicating that it is possible to automatically extract discriminative information from the Web.
In this paper, we move forward to investigate the application of the proposed webbased self-training method in the task of WSD. This task confronts our method with new challenges since (i) ambiguous words tend to have several "slightly" different meanings, and (ii) their classification typically rely only on a very small context. This way, the task of WSD can be considered as a narrow-domain and short-text classification problem.
The rest of the paper is organized as follows. Section 2 describes our web-based self-training approach. Section 3 presents the evaluation results of the method in a subset of ten words from the last SemEval English lexical sample exercise. Finally, Section 4 depicts our conclusions. Figure 1 shows the general scheme of our semi-supervised text classification method. It consists of two main processes. The first one deals with the corpora acquisition from the Web, whereas the second focuses on the self-training learning approach. The following sections describe in detail these two processes.
Our Semi-supervised Classification Method
It is important to notice that this method can be directly applied to the task of WSD since it is, in essence, a text classification problem, where word senses correspond to classes and word contexts represent the documents.
Corpora Acquisition
This process considers the automatic extraction of unlabeled examples from the Web. In order to do this, it first constructs a number of queries by combining the most significant words for each sense of a polysemous word; then, using these que-ries, it looks at the Web for some additional training examples related to the given senses.
At this point, it is important to comment that even though the idea of using the Web as corpus, it may not initially sound intuitive; there are already a number of successful efforts concerning different natural language tasks [7] . In particular, in [17] , the authors proposed a method for mining the Web to improve text classification by creating a background text set. Our method is similar to this approach in the sense that it also mines the Web for additional information (extraunlabeled examples). Nevertheless, as we will describe below, our method applies finer procedures to construct the set of queries related to each sense and to combine the downloaded information.
Query Construction.
To construct the set of queries for searching the Web, it is necessary to previously determine the set of relevant words from each sense in the training corpus. The criterion used for this purpose is based on a combination of two characteristics of the given words: on the one hand, their frequency of occurrence, and on the other hand, their information gain. Explicitly, we consider that a word w i is relevant for a sense S if: 1. The frequency of occurrence of w i in S is greater than the average occurrence of all words (happening more than once) in that sense. That is: Having obtained the set of relevant words per each sense it is possible to construct their corresponding set of queries. We decided to construct queries of three words 2 . This way, we created as many queries per sense as all three-word combinations of its relevant words. We measure the significance of a query q = {w 1 , w 2 , w 3 } to the sense S as indicated below:
Because the selection of relevant words relies on a criterion based on their frequency of occurrence and their information gain, the number of queries per sense is not the same even though they include the same number of training examples. In addition, an increment in the number of examples does not necessarily represent a growth in the number of built queries.
Web Searching.
The next action is using the defined queries to extract from the Web a set of additional unlabeled text examples from the Web. Based on the observation that most significant queries tend to retrieve the most relevant Web pages, our method for searching the Web determines the number of downloaded examples per query in a direct proportion to its Γ-value. Therefore, given a set of M queries {q 1 ,…, q M } for sense S, and considering that we want to download a total of N additional examples per sense, the number of examples to be extracted by a query q i is determined as follows:
It is important to notice that, because each downloaded example corresponds exactly to one particular query; it is possible to consider that these examples belong to a particular sense (the same sense of the query that was used to retrieved them). This information, which we previously mentioned as Web-based labeling, represents a kind of prior category for the unlabeled examples, and thus it can be of great help in improving the performance of the semi-supervised learning approach.
Semi-supervised learning
The objective of this second process is to increase the classification accuracy by gradually enlarging the originally small training set with the unlabeled examples downloaded from the Web. In particular, we designed this process based on the selftraining approach described in [12] . In this approach, a classifier is initially trained using the small amount of labeled data; then, this classifier is used to classify the unlabeled data, and the most confident examples -in conjunction with their predicted label-are added to the training set; finally, the classifier is re-trained and the procedure is repeated.
In our case, as we previously explained, the selection of the most confident examples not only considers their labeling confidence by a base classifier, but also their correspondence with the Web-based labeling. Following, we detail our new selftraining algorithm: 1. Build a weak classifier (C l ) using a specified learning method (l) and the training set available (T). 5. Iterate σ times over steps 1 to 4 or repeat until E m = ∅. In this case σ is a user specified threshold. 6. Construct the final classifier using the enriched training set.
Classify the unlabeled Web examples (E) using the constructed classifier (C l
). In other words, estimate the sense for all downloaded examples. 3. Select the best m examples per sense (E m ⊆ E;in this case E
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Evaluation Data Set
The evaluation of the method was carried out on a subset of the lexical sample task from the SemEval forum 3 . In particular, we consider only nine nouns which have training instances for all their senses. Table 1 shows some numbers about these nouns. It is interesting to notice that there is an important imbalance problem for some nouns indicated by the standard deviation value. For instance, for the first sense of "bill" there are 685 training instances, whereas for the second there are only 54, producing an average standard deviation of 446.18.
Evaluation Measure and Baseline Results
The effectiveness of the method was measured by the classification accuracy, which indicates the percentage of instances of a polysemous word that were correctly classified from the entire test set. Table 2 shows the baseline results for two different classifiers, namely, Naïve Bayes and SVM. In all cases, we determined the context of the words using a window of five words to the left and five words to the right. In all cases, we also removed all punctuation marks and numerical symbols, as well as all stopwords. As it can be seen, there is a relationship between the number of training instances and their degree of imbalance (refer to Table 1) with the baseline accuracy (refer to Table 2 ). Therefore, this result evidences the need for increasing the size of the training sets by incorporating new unlabeled examples.
Results of the Method
This section describes the application of the proposed semi-supervised method to the task of WSD. The method, as depicted in Section 2, includes two main processes: the corpora acquisition from the Web and the self-training learning approach. Following, we detail some data from both of them.
The central task for corpora acquisition is the automatic construction of a set of queries that expresses the relevant content of each sense. For this experiment we considered the ten words with the greatest weight. Then, using these queries, we collected from the Web a set of 1,000 additional examples per sense for each polysemous word. Table 3 shows some example queries corresponding to the two different senses of the word "drug". Table 3 . Example queries for the two senses of the word "drug"
Sense Queries
Drug-1 drug new used drug said company drug sales companies Drug-2 drug trafficking charges drug charges major drug major use
Regarding the learning phase, it is important to point out that there is not a clear criterion to determine the parameters m and σ of our self-training method. For this experiment, we determined the number of unlabeled examples that must be incorporated into the training set at each iteration based on the following condition: the added information -expressed in number of words-must be proportionally small with respect to the original training data. This last condition is very important because of the small size of word contexts. In particular, we decided to incorporate five examples per sense at each iteration. However, it is necessary to perform further experiments in order to determine the best value of m for this task. Table 4 shows the results of this experiment. They indicate that our method slightly outperformed all baseline results especially when using the Naïve Bayes classifier. These results confirm our intuition that in scenarios having very few training instances it is better to include a small group of unlabeled examples that considerably augments the dissimilarities among senses than to include a lot of doubtablequality information. 
Discussion of Results
In order to have a deep understanding of achieved results, we carried out a statistical analysis of the used corpus. The purpose of this analysis was to explain the complementary performance of the Naïve Bayes and SVM classifiers. It is necessary to remark that Naïve Bayes is a probabilistic classifier that apply the Bayes theorem under the assumption (naïvely) that exist independence on the features of the items to be classified. From this viewpoint, we suggest to use a statistical measure that takes into account the relationship among the words that made up each text (the features used in this experiment). In particular, we applied a measure called SLMB 4 (supervised language modeling based measure) [11] . This measure uses a set of language models (based on bigrams and trigrams) to compute the entropy among the different meanings of each ambiguous word. Formally, given a corpus D (of one ambiguous word), with a gold standard consisting of k classes (or meanings) C = {C 1 , C 2 ,…,C k }, the SLMB measure is defined as follows: C language model. The latter formula calculates the mean of the perplexity among the different ambiguous word meanings. Table 5 shows the results obtained by the SLMB measure and the perplexity mean for all word corpora. In all cases, we evaluate the original and the enriched corpus. On the one hand, we may observe that words state, management, policy and rate have not changed significantly their language model from the original to the enriched version of the corpus. Therefore, there were not significant changes over the dependency relationships among the words (features), which leads to obtain a similar behavior of the Naïve Bayes classifier with both corpora (original and enriched). On the other hand, we may see that the ambiguous words president, source, condition and drug have obtained important changes on the values obtained with the SLMB and perplexity mean, which means that their language models have been modified sufficiently avoiding to preserve the same or similar results with both corpora (original and enriched). However, the SVM classifier may have been benefited from this last fact. We consider that their support vectors have been enriched, which could helped the SVM classifier to have obtained better results than the Naïve Bayes did on these last ambiguous words. 
Conclusions
This paper describes a novel web-based self-training method for text classification. This method differs from other semi-supervised classification approaches in that: (i) it is specially suited to work with very few training examples, and (ii) it considers the automatic extraction of additional training knowledge from the Web. The described method was already evaluated on two different classification tasks (classification of news reports and contemporary poem authorship attribution, respectively), obtaining good results in both cases. In this paper, we went a step forward and investigated the possibility of applying this method in the task of WSD, which can be considered a narrow-domain and short-text classification problem.
The results obtained in a subset of ten nouns from the SemEval lexical sample task were not as successful as those achieved in previous tasks. Nevertheless, they evidence that unlabeled data may improve performance of potentially any corpusbased WSD system.
