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Abstract
The main objective of this work is to improve the accuracy on calculations of design set
pressure and performance curves (sizing equations) for Gas-Lift Valves (GLVs) at high pressure
(real conditions). This improved calculation method is demonstrated to have an important effect
on well unloading and production operations.
The analysis of the valve design set pressure includes an experimental evaluation of the effect
of internal dome volume changes on the design set pressure due to the presence of silicone and
thermal effects. The evaluation is carried out for different levels of GLV silicone fill, pressures
and temperatures. Silicone fills covered 7.5, 10, 25, 50 and 75%. Initial pressure ranges are from
975 to 1,250 psig, and temperature range is from 60 to 175 °F. These experimental conditions
cover the conventional operating range in the industry.
The analysis for the GLV flow equations includes a numerical study of the effect of using
fluid properties at real conditions on the accuracy of gas-lift performance curves. A software is
used to estimate the real fluid properties at high injection pressure for natural gas. These properties
are used as a modification on the current model to account for the fluid properties at real conditions.
The velocity of sound concept is used as a proof to validate the suggested modifications on the
current model.
The results provide an enhanced model for improving the GLV design set pressure especially
for refurbished GLV with large silicone fills. It also provided a successful well unloading design
under all the investigated conditions, while utilizing other models lead to multi-point of injection
problem. The new model overpredicts the design pressure by an average of 1.45% for all
experimental points. The VPC model overpredicts the design pressure by an average of 2.71%,
and the current practice (N2) model underpredicts the pressure by -3.56%. Furthermore, the model

vi

suggested for the GLV sizing equation provided a better improvement on estimating the flow
through GLV especially in the critical region. Under the investigated conditions, the new
improvement enhanced the flow rate estimate by 19%. This improvement may affect unloading
operation of wells.

vii

1. Introduction
There are many artificial lift methods utilized in the industry to aid in lifting the fluids from
bottomhole to surface such as gas-lift, sucker rod pumps, Electrical Submersible Pumps (ESPs),
Progressive Cavity Pumps (PCPs), plunger pumps, and jet pumps. Gas-lift (GL) is a commonly
used artificial lift method, especially in offshore wells. Gas-lift method is common because it has
many advantages such as reliability, covering a wide range of operating conditions, simple
downhole assembly, need only limited space in the well, which is beneficial in offshore
installations where the space is limited and costly (Bagci, 2017; Xu et al., 2013).
Gas-lift consist of injecting a certain amount of gas at the bottom of the production tubing
through a GLV to increase the Gas-Liquid-Ratio (GLR) in the well, which in turn, reduces the
fluid density, and consequently, lowers the hydrostatic pressure caused by the fluid column in the
production tubing. However, one application precedes the intermittent/continuous gas injection:
well unloading.
Well unloading is a procedure used to “kick-off” the wells after installation of completions or
well shut downs. The well unloading operations aims to lower the hydrostatic pressure at
bottomhole. This is often accomplished by utilizing a sequence of unloading GLVs along the
production tubing that are capable to close at a certain set pressure, as shown in Figure 1.1. GLV
set pressure is the desired opening/closing pressure of a valve needed at well conditions. The
unloading process starts with injecting gas in the casing/annulus (Pio) towards the first GLV, when
all the GLVs are open in the beginning at a certain set pressure. This would allow kill fluid to
transfer from the casing to the tubing up to the surface as shown in following Figure 1.1 (a). When
the gas starts flowing through the first GLV, it goes toward the tubing and mix with the liquid in
the tubing.
1

a

b

c

d

Figure 1.1. Typical unloading process using Gas-Lift valves [adapted from Hernandez (2016)].
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As the gas mixes with the liquid in the tubing, the mixture density is reduced, which in
turn, lowers the pressure along entire tubing as shown in Figure 1.1 (b). Gas keeps flowing through
the first GLV but also keep pushing the liquid column in the casing. Once the gas reaches the
second, the first GLV should close based on its design set pressure and gas keeps flowing through
the second GLV as shown in Figure 1.1 (c). These process is repeated until the gas reaches the
deepest valve where the first and second unloading valves closed as shown in Figure 1.1 (d) and
the static bottomhole pressure (PBH) is reduced to the target flowing bottomhole pressure (Pwf).
The valve at the deepest point is called the operating valve. Operating valve ensure injecting
a certain amount of gas that is selected during the design stage to optimize the oil production rates.
The valves above the operating valve are the “unloading” valves, which are designed primarily to
unload the well.
Gas-Lift Valve Categories
Gas-lift valves are classified according to its application into two categories: unloading and
production valves. Both categories as briefly described next.
Unloading Valves
Unloading valves mimic a variable orifice, and it is operated by pressure. An unloading valve
has a set opening/closing pressure to allow the valve to open and close at a certain pressure and
temperature. This mechanism is needed for successful well unloading as mentioned previously.
The set opening/closing pressure for some valves has more sensitivity to the casing (injection)
pressure and therefore, called Injection-Pressure-Operated valves (IPO). On the other hand, other
types of valves are more sensitive to the tubing pressure and called Production-Pressure-Operated
valves (PPO) (Hernandez, 2016; Takacs, 2005). IPO and PPO valves are also called calibrated/live
valves (Hernandez, 2016). The opening and closing pressures are set at GLV workshops at a
3

temperature of 60 °F by injecting a certain amount of gas (usually nitrogen) inside its dome and
bellows, as shown in Figure 1.2. Also, some IPO and PPO valves utilize a spring or both (spring
and nitrogen) to control the set opening/closing pressure. The bellows are a metallic component
that can expand and contract with pressure changes. The bellows are connected to the stem, which
allows the stem to seal (close the valve) and unseal the seat (open the valve). Silicone is used as a
vibration dampening fluid, which protect the bellows from sudden pressure changes (Takacs,
2005). A correction factor is used to determine the set opening/closing pressure at field conditions
to account for the change in pressure on the nitrogen in the dome.

Figure 1.2. IPO gas-lift valve components [adopted from Warning (2018)].

4

The current correction factor described in the API (1999) and other references (Hernandez,
2016; Sutton, 2014; Takacs, 2005) does not include all the parameters affecting the set
opening/closing pressure. These parameters are the silicone thermal expansion, silicone
compression at high pressures and dome thermal expansion. More details about the factors that
affect the set opening/closing pressure will be illustrated in the problem statement and the literature
review. Inaccurate estimation of the set opening/closing pressure may fail unloading the well.Also,
a certain volume of gas has to flow through the unloading valves during the well unloading process
to, effectively, reduce the density in the tubing and successfully unload the well. The volume of
gas flowing through a GLV depends on valve characteristics, injection and tubing pressures.
Typically, the GLV performance curves are used during the valve selection process. These curves
show the gas flow rate for a specific valve under different pressure conditions. Figure 1.3 shows a
typical performance curve for an IPO valve as a function of injection/upstream and
production/downstream pressures.

Figure 1.3. Typical gas-lift performance curves for an IPO GLV [adopted from API (2001)].
5

Two distinguished flow curves are observed in Figure 1.3. The upper curve is defined as an
orifice flow. This type of flow occurs when the stem of the valve is fully open. The lower curve
represents the throttling flow, where the stem of the valve is partially open, and the stem tip is only
partially obstructing the gas flowing area. More details about the development of gas-lift valve
performance curves are presented in section 2.2.3.
Operating Valves
Orifice GLVs are usually utilized as operating valves (Hernandez, 2016). However, IPO are
also deployed as operating in some cases (Hernandez, 2016; Takacs, 2005). Orifice valves have a
fixed-diameter orifice size to control the gas injection, as shown in Figure 1.4. The difference
between orifice and IPO/PPO valves is that orifice valves are always open since there is no closing
mechanism.

Fixed Orifice

Figure 1.4. Typical orifice GLV [adapted from Hernandez (2016)].
When continuous gas-lifting is used, an optimized amount of gas should be injected. This
concept is clearly illustrated in Figure 1.5. High gas rates lead to elevated mixture velocity, which
6

creates large frictional losses in the tubing and accelerational loss in the GLV, and consequently,
large bottomhole pressures. High bottomhole flowing pressures reduce the liquid production rate
(Beggs, 1991; Economides et al., 2012; Mukherjee et al., 1999). It can be seen from Figure 1.5
that, there is a small region (yellow-shaded area) to inject an optimized amount of gas where
exceeding or decreasing this amount would lead to a serious reduction in the liquid production.
The optimum amount is called the GLR limit.

Figure 1.5. Gas injection rate vs. liquid production rate.
The GLV is a component in the gas-lift system which dictates the injected gas flow rate for
gas-lift operations. The optimization of the gas injection is determined during the gas-lift design
using both the Inflow Performance Relationship (IPR) and the Tubing Performance Relationship
(TPR). After that, the GLV orifice size is selected based on its performance curves (similar to
Figure 1.3). As mentioned earlier, these curves show the gas injection rate across that valve at a
certain depth as a function of injection and production pressures. Since the pressure in the tubing

7

is not constant, it is important to use the performance curve to predict the performance of the GLVs
at various tubing pressures. The gas flow rate through the valve controls the liquid production rate.
Gas-Lift Performance Curves
The gas-lift performance curves are generated in two ways: experimentally and theoretically.
A typical orifice gas-lift performance curve is shown in Figure 1.3, and it illustrates the relationship
between tubing/downstream pressure as a function of flowrate.
Experimental Gas-Lift Performance Curves
Generating the performance curves experimentally is very costly and time consuming. Also,
the curves generated are limited to the test conditions (i.e., the range of pressures and temperatures
deployed during the tests). These tests are generated using air, and a conversion factor is applied
to convert it to the actual working fluid in the field (usually natural gas) (Takacs, 2005).
Theoretical Gas-Lift Performance Curves
Theoretical generation of the gas-lift performance curves has been used by the oil and gas
industry for many years (Hernandez, 2016). More than ten theoretical methods were developed to
generate these curves without performing costly experiments. These methods include mechanistic,
statistical and unified models (Hernandez, 2016).
The Valve Performance Clearinghouse (VPCTM) is a nonprofit consortium between the
Louisiana State University (LSU) and the joint industry members. The objective of this consortium
is to test and model GLVs. All the previously tested GLV data were incorporated in a software
called the VPCTM software. The VPC is a state-of-the-art software that allows the user to generate
the GLV performance curves at field conditions using six theoretical methods. The best method
(claimed by the developer Kenneth Decker) in this software is the VPC method, which provides
8

an accuracy of ±20% of the actual flow rate (Decker, 2014). This is because the VPC method
requires GLV data that is obtained using actual dynamic flow tests under high pressure which,
mimics the actual operating pressure conditions in the well. One other method is called the
American Petroleum Institute (API) Simplified method (recommended by the API RP 19G2
(2010)) where it provides an accuracy of ±30% for port sizes less than or equal 3/16 inch. Both the
VPC and the API Simplified methods utilize equation adopted from the Instrument Society of
America standards (ISA, 1975). This equation has some assumptions for the fluid properties
including ideal isentropic exponent in the gas expansion factor (Y), which is described in details
in section 2.2.3. and 2.2.4. Other methods are also available such as the Thornhill-Craver equation
(1946), Winkler-Eads (1993) correlation and Bertovic equation (1997). However, all the previous
methods provide a lower accuracy than the VPC and API simplified methods (Decker, 2014). In
addition, the latest edition of the API recommended practice for GLV performance testing (2010)
recommended the use of the API simplified and if possible to use the dynamic flow tests to enhance
the accuracy of the API simplified method. This step of including dynamic tests is implemented
in the VPC method.
Accuracy of the Set Pressure for GLVs
To have a successful well unloading, the set opening/closing pressures for the GLVs have to
be accurately determined. The opening/closing set pressures are determined on the workshops at
60 °F after that, a correction factor is imposed to this pressure to account for the temperature
increase in the valve at setting depth. However, this factor does not account for volumetric changes
of the silicone in the dome due to high pressures inside the dome and the volumetric thermal
expansion of the silicone and dome itself. When the silicone expands, the dome volume occupied
by gas reduces, which in turn, increase the dome pressure.
9

Furthermore, according to the VPCTM (2014) software developer and ex-chairmen of the API
group of the GLV performance testing (1993), Kenneth Decker, when the valve is re-furbished at
workshops, technicians often add more silicone to the valve as a part of valve refurbishment with
no specific reason (personal communication, April, 27, 2017). Silicone does not dissolve and does
not leak, since the valve is sealed closed. This additional amount of silicone increases the silicone
volume ratio with respect to the total dome volume. Adding more silicone increases the amount of
the expanded silicone, which in turn, reduces the dome volume occupied by gas further, and hence,
increasing the amount of the error in determining the correct opening/closing set pressures.
In addition, when liquid is subjected to a pressure change, its volume may change (reduce)
due to its compressibility. The reduction of silicone volume increases the dome volume occupied
by gas. Not accounting for this effect may also lead to error in the opening/closing set pressures
design. Furthermore, when the bellows and dome are subjected to change in temperature, it
expands and increases the volume of the dome and bellows. Therefore, ignoring the thermal
expansion of the dome may affect the set pressure design. Experimental investigations have not
been found in the literature to evaluate the impact of silicone and dome/bellows expansion due
temperature increase, and silicone compression due to high pressures on set pressure of GLVs.
The VPC method (2014) corrects for the thermal expansion of silicone but ignores the silicone
compressibility and dome thermal expansion. In addition, the accuracy of nitrogen correlation used
in the predicting the pressure is not known. Furthermore, the software is limited to the VPC
members.
In some cases, IPO/PPO valves are utilized as operating valves for continuous gas-lift
operations (Hernandez, 2016; Takacs, 2005). This is because IPO/PPO valves can maintain the
gas injection rate by responding to tubing pressure changes, especially with wells that have
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instability flowing problems. Therefore, in addition to its effect on well unloading operations, the
accuracy on the design of set pressures may also affect the oil production rate of gas-lifted wells.
Accuracy of GLV Sizing Equations under Real Conditions
The key parameter in successfully designing gas-lift for oil wells (assuming accurate IPR
curves) is the selection of an optimum gas injection rate. Deviation from the optimized rate of gas
injection may dramatically decrease the liquid production rate (as shown in Figure 1.5). The orifice
size of the GLV is selected based on the injection gas flow rate needed to reach the optimum liquid
production rate. In addition to that, the amount of gas injection during the unloading process (using
IPO/PPO valves) is important because the proper rate of gas has to be injected inside the tubing to
reduce the density of fluid mixture and successfully unload the well.
Each GLV has its own performance curve, and there are different methods to generate such
curves. As mentioned previously, one of these methods is generating the curves using theoretical
equations. These equations are available in software such as the VPCTM software (Decker, 2014).
The second method is by testing the GLV experimentally under the needed field conditions. The
pressure drop through the GLV is very sensitive to the gas flow rate injected, as shown earlier in
the introduction (Figure 1.3).
This research focuses on two theoretical methods available in the VPCTM software (Decker,
2014) specifically the VPC correlation (2014) and the API simplified correlation that represents
the current recommended practice equation (2010). These methods are selected since it provides
an accurate gas passage prediction in the GL valves (Decker et al., 2018) especially when
compared to the commonly used (Hernandez, 2016; Takacs, 2005) Thornhill-Craver (1946)
equation.
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Many other equations are available such as Thornhill-Craver (1946), VPC limited (2014) and
Winkler Eads (1993). These equations will be presented and discussed in section 2.2.1. The
problem of applying the theoretical method comes from its accuracy, where it has been shown in
the literature (AlTarabulsi et al., 2017; Hernandez, 2016) that the theoretical performance curves
for such valves may not work appropriately for a wide range of fluid types, pressure, and
temperature. One of the source of errors that may affect the accuracy of the theoretical performance
curves comes from the assumptions used to develop these theoretical performance curves. The
basis of the GLV performance curves utilizes the ideal gas concept in the form of an expansion
factor, Y, to correct for gas expansion in the valve throat (API, 2010; Decker, 2014). However, the
assumptions for the development of this expansion factor assumes ideal isentropic gas flow. These
assumptions may deviate the theoretical model results from the actual behavior, especially when
it is applied for high pressures and temperatures conditions (Buresh et al., 1964; Fagerlund, 1988;
Riveland, 1992, 2012).
Problem Statement
This dissertation discusses two main problems:
a- The first problem deals with the accuracy of GLV design set opening/closing pressure and
is discussed previously, in section 1.2.3.
b- The second problem deals with the accuracy of the GLV sizing equations under real
conditions and is discussed previously, in section 1.2.4.
Goals and Objectives
The main goal of this dissertation is to propose an improved calculation method for the
opening/closing set pressures and sizing equations for GLV performance curves. The following
objectives are established to accomplish this goal.
12

1. Evaluate experimentally, the accuracy of the correction factor applied to the
IPO/PPO valves represented by the negligence of the dome volume changes due to
silicone thermal expansion, silicone compression, and dome thermal expansion.
2. Develop a model that accounts for the silicone thermal expansion, silicone
compressibility and dome thermal expansion of the GLV set pressure and evaluate
the developed model against models used currently in the industry.
3. Evaluate the effect of utilizing the non-ideal/real isentropic exponent in the gas
expansion (Y) factor on the accuracy of the GLV sizing equations.
4. Validate the use of non-ideal/real isentropic exponent with the velocity of sound
concept.
5. Evaluate the impact of utilizing the new models and improvements on the GLV
design.
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2. Literature Review
This chapter is divided into two parts. The first part provides a literature review related to the
accuracy of GLV set pressure. The second part provides a literature review related to the accuracy
of GLV sizing equations.
Accuracy on the Design of GLV Set Pressure
This section introduces the current practices in designing the set pressure for GLVs and the
accuracy of the current nitrogen correlations used for this purpose. Also, it highlights the ignored
effects that may affect the design set pressure for GLVs.
Current Practice and the Use of Nitrogen Correlations
During the period of 1950’s and 1960’s, many charts and tables similar to Figure 2.1 have
been developed to account the temperature effect on the dome pressure using the test rack opening
pressure (TRO) at 60 °F as a reference pressure. Kirkpatrick (1955), Winkler and Smith (1962)
and Brown (1967) are some examples of commonly used charts and tables available at that time.
These charts and tables were used due to the limited availability of computers at that time (Sutton,
2014). Winkler and Eads (1989) developed a method to perform the correction of the temperature
effect using an equation rather than charts and tables for more accurate estimates. This empirical
equation uses the dome pressure at workshop conditions (60 °F) and estimates the dome pressure
at any temperature as follows:
2.1

𝑃𝑑 = 𝑃′𝑑 + 𝑚(𝑇𝑉 − 60)
for 𝑃′𝑑 < 1,238 𝑝𝑠𝑖𝑎
𝑚 = −0.00226 + 0.001934𝑃′𝑑 + 3.054 × 10−7 𝑃′𝑑
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2

2.2

for 𝑃′𝑑 ≥ 1,238 𝑝𝑠𝑖𝑎
𝑚 = −0.267 + 0.002298𝑃′ 𝑑 + 1.84 × 10−7 𝑃′𝑑

2

2.3

where Pd is the dome pressure at setting depth, P’d is the dome charge pressure at 60 °F, m is a
constant that depends on the value of dome pressure at 60 °F, and Tv is the valve temperature at
setting depth. The range of application for this equation is from 60 to 310 °F and from 200 to 3,000
psia (Winkler et al., 1989).

Figure 2.1. Correction factors for temperature effects on dome pressure filled with nitrogen
[adapted from Takacks (2005)].
15

Another simple empirical equation was developed by Zimmerman (1982) that uses the dome
pressure at workshop conditions (60 °F) and estimates the pressure at well as a function of
temperature as follows:
𝑃𝑑 = 𝑏𝑃′𝑑 − 𝑎

2.4

𝑎 = 0.083(𝑇𝑉 − 60)

2.5

𝑏 = 1 + 0.002283(𝑇𝑉 − 60)

2.6

The recommended range of application of Equation 2.4 is limited to pressures up to 2,000 psig and
temperatures up to 220 °F. The accuracy of this equation was not evaluated.
Another approach to compensate the temperature effects on the set pressure is by using real
gas law and conservation of mass assuming a constant volume. An expression relating the set
pressure change between the workshop conditions (60 °F) and downhole conditions is as follows
(Takacs, 2005):
𝑃1 =

𝑃2 𝑍1 𝑇1
𝑍2 𝑇2

2.7

where 𝑃1 is the dome pressure charged at workshop conditions (𝑃1 and 𝑇1 = 60 °F), 𝑍1 is the
nitrogen compressibility factor at workshop conditions, 𝑇2 is the temperature at the valve setting
depth, and 𝑍2 is the nitrogen compressibility factor at valve setting depth and design pressure (at
𝑃2 and 𝑇2 ). Equation 2.7 needs iteration since 𝑃1 is a function of 𝑍1 .
Since Equation 2.7 depends on the compressibility factor evaluated at workshop and valve
depth conditions, many equations were developed to estimate the compressibility factor for
nitrogen. Takacs (2005) developed a nitrogen compressibility factor equation by curve fitting the
experimental data from Sage and Lacey (1950), and claimed that the accuracy is better than ±0.1%
at pressures less than 2,500 psia (Sutton, 2014; Takacs, 2005). The data range used for this curve
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fitting is from 0 to 3,000 psia and from 60 to 400 °F. The following equation is the nitrogen
compressibility factor developed by Takacs (2005) :
𝑍 = 1 + 𝑏 𝑃 + 𝑐 𝑃2

2.8

𝑏 = (1.207 × 10−7 𝑇℉3 − 1.302 × 10−4 𝑇℉2 + 5.122 × 10−2 𝑇℉−2 − 4.781)10−5

2.9

𝑐 = (−2.461 × 10−8 𝑇℉3 + 2.640 × 10−5 𝑇℉2 − 1.058 × 10−2 𝑇℉−2 + 1.880)10−8

2.10

where Z is the nitrogen compressibility factor, P is the pressure in psia, T is the temperature in °F.
More recently, a new expression (Equation 2.11) was developed by Sutton (2014) to estimate the
compressibility factor of nitrogen for a wider range of pressure and temperature conditions. The
range of applicability of Equation 2.11 is from 100 to 15,000 psia and from 60 to 400 °F. The
minimum error is - 0.31% and the maximum error is 0.19% for the entire range.

𝑍 = 1 + (𝐴1 +

𝐴2 𝐴3 𝐴4 𝐴5
𝐴7 𝐴8 2
+ 3 + 4 + 5 ) 𝜌𝑟 + (𝐴6 +
+ )𝜌
𝑇𝑟 𝑇𝑟 𝑇𝑟 𝑇𝑟
𝑇𝑟 𝑇𝑟2 𝑟

𝐴7 𝐴8
𝜌𝑟2
− 𝐴9 ( + 2 ) 𝜌𝑟5 + 𝐴10 (1 + 𝐴11 𝜌𝑟2 ) ( 3 ) 𝑒𝑥𝑝(−𝐴11 𝜌𝑟2 )
𝑇𝑟 𝑇𝑟
𝑇𝑟
𝜌𝑟 =

𝑍𝑐 𝑃𝑟
𝑍𝑇𝑟

2.11

2.12

𝐴1 = 0.414453, 𝐴2 = −0.885611, 𝐴3 = −1.372537, 𝐴4 = −1.307205
𝐴5 = 2.943774, 𝐴6 = 0.244662, 𝐴7 = −0.253387, 𝐴8 = 0.281159
𝐴9 = 0.313724, 𝐴10 = 0.307269, 𝐴11 = 0.135200, 𝑍𝑐 = 0.2916
where Z is the nitrogen compressibility factor, A1-A11 are coefficients, 𝜌𝑟 is the reduced density for
nitrogen, Tr is the reduced temperature for nitrogen, Pr is the reduced pressure for nitrogen.
Equation 2.11 uses a modified version of the equation of state introduced by Dranckuk and AbouKassem (DAK) (1975).
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Equation 2.11 (Sutton-modified DAK) is selected in this study since it covers a wider range of
application, compared to other correlations. Sutton (2014) presented a study comparing the
accuracy for both correlations. The outcomes of this study showed that the error in pressure using
Tacaks equation increases slightly starting from 1,500 to 3,000 psig where the maximum error is
around -12 psig (-0.4%). On the other hand, when using Sutton modified DAK using the same
pressure range would result in a lower error where the maximum error is around -1.5 psig (-0.05%).
Design Set Pressure for IPO GLV
The current recommended practice (API, 1999) calibrates the nitrogen-charged IPO valve set
pressure based on its opening pressure. The equation used to estimate the opening pressure at well
conditions is as follows (Takacs, 2005):
𝑃𝑣𝑜 =

𝑃𝑑
− 𝑃𝑡 × 𝑃𝑃𝐸𝐹
1−𝑅
𝑅
1−𝑅

2.14

𝐴𝑝
𝐴𝑏

2.15

𝑃𝑃𝐸𝐹 =
𝑅=

2.13

where Pvo is the valve opening pressure at well conditions, Pt is the tubing/production pressure,
PPEF is the production pressure effect factor, Ap is the area of the port, Ab is the area of the bellows
and R is a geometrical constant. The right-hand side of Equation 2.13 is called the Production
Pressure Effect (PPE). This term represents the contribution of the pressure coming from the
production/tubing toward the valves' opening pressure. As shown in Equation 2.13, larger port
sizes would provide larger contribution coming from tubing/production (Takacs, 2005). The
following Table 2.1 shows 1 in OD IPO GLV (Camco BK-1) with the PPEF for each port size for
the same valve (Takacs, 2005). It can be seen that the PPEF increases significantly, as a function
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of valve’s port size. Figure 2.2 shows the location of the port and bellow area in a typical nitrogenchraged GLV.
Table 2.1. Camco BK-1 IPO GLV port sizes with the production pressure effect.

Port Size (in)

Production Pressure Effect (PPEF)

1/8

0.073

3/16

0.135

1/4

0.230

5/16

0.456

3/8

0.712

Figure 2.2. Illustration of the port and bellow area in a nitrogen-charged IPO GLV [adapted from
Hernandez (2016)].
Ignored Effects on the Design of GLV Set Pressure
The corrections presented in section 2.1.1 account only for the temperature effect on the
nitrogen in the dome. However, there are three other important factors that may affect the set
pressure for a GLV:
1. Thermal expansion of silicone;
2. Thermal expansion of dome (metal);
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3. Compressibility of silicone.
These factors will be discussed separately in the following sections.
Thermal Expansion of Silicone
Nitrogen charged valves are filled with a viscous fluid called silicone. When the temperature
increases, the silicone fluid expands decreasing the volume of the dome occupied by the nitrogen,
which in turn, increases the dome pressure. Silicone has a coefficient of thermal expansion five
times that of water (Corning, 2017; OpenStaxCollege, 2012). The larger the amount of silicone
fluid inside the dome, the larger the volume of expanded silicone, and therefore, the higher the
effect on changing the GLV set pressure. Figure 2.3 shows the volumetric silicone expansion as a
function of temperature.

Figure 2.3. Typical silicone volumetric expansion at elevated temperatures [adapted from
Corning (2017)].
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Typically, DOW Corning (DC) 500 serious silicone is used to fill the dome in GLVs. Based
on Figure 2.3, if the temperature increases from 60 °F to 212 °F, the volumetric expansion of the
silicone will increase by 6.67%. This rise may affect the GLV set pressure, especially when the
valve is utilized at high pressure and temperature applications.
Consider a theoretical example for a 1 in IPO valve that has a dome volume of 2.7 in3 and a
silicone volume of 0.7 in3. If the valve is set to open at 2,000 psig, when the silicone thermal
expansion of 6.67% is considered, the new opening pressure considering the thermal expansion is
2,047 psig. The unloading operation may fail especially if there is no extra pressure available to
exceed the 47 psi caused by silicone expansion.
This effect may extend to other unloading valves, particularly when each valve is filled with
a different amount of silicone fluid. Therefore, each valve will have a different amount of expanded
fluid and thus, different opening pressures, which may negatively affect the unloading operation
may cause multi-point of injection during unloading and production operations.
Also, this issue is not detectable in the workshop since the valves are tested at a single
temperature of 60 °F. Therefore, the effect of different silicone filling will be undetectable since
the silicone has not expanded significantly.
The problem of utilizing different amount of silicone fluid may occur when using refurbished
valves. During the refurbishing process, technicians often add silicone fluid to the valve dome.
The only calculation method which includes the effect of silicone expansion is the one included in
the VPCTM software (Decker, 2014).
The VPC method includes a silicone thermal expansion factor. However, according to a
personal communication with the software developer (Decker, (personal communication, April,
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27, 2017) the effect of the thermal expansion on the dome pressure has not been verified with
actual test data.
Also, it does not include the effect of silicone compressibility and dome thermal expansion.
Furthermore, the nitrogen correlation and its accuracy is not specified in the VPC software method
and the software is limited to the VPC members.
The practice of having multi-point of injection is not recommended in the continuous gaslift design since it significantly, affects the efficiency of the process during the unloading and
production stages.
Starting with the unloading stage, when the gas is injected through two valves
simultaneously, the total amount of gas injected from the surface (compressor) is split to flow in
two valves.
When this happens, the gas lift system (compressor) may not be able to provide adequate
amount and gas pressure to overcome the production/tubing pressure at lower valves. Therefore,
the gas will not be transferred to the lower valves, which in turn, may fail the unloading operation
(Hernandez, 2016; Takacs, 2005). On the other hand, when multiple point of injection occurs
during the production stage, it reduces the liquid production from the well. Sometimes, in order to
increase the production to its desired (design) rate, a significant amount of gas may be needed.
The following example in Figure 2.4 compares the effect of single point and multi-point of
injection for a gas-lifted well (Takacs, 2005).
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Figure 2.4. single point and multipoint gas injection in a continuous GL well [adopted from
Takacs (2005)].
As can be seen in Figure 2.4, when injecting through a single point at a depth of 8,000 ft
(point 1), a total GLR of 1,000 SCF/bbl is needed to allow a production rate of 600 bbl/d with
wellhead pressure of 300 psig as shown in Figure 2.4. On the other hand, if two valves are open
(multi-point of injection problem) and the gas injection is divided evenly (500 SCF/bbl) through
these valves in points 1 and 2 simultaneously, it results in a lower wellhead pressure of 225 psig.
Therefore, the well is not capable to flow against the required wellhead pressure of 300 psig. In
order to restore the production with the same required wellhead pressure, a total of 2,000 GLR is
needed at point 2 (shown in the dashed line, Figure 2.4). This additional amount of gas requires
more compression and compression cost is the largest operating cost in the gas-lift (Takacs, 2005).
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In addition, this additional amount of gas may not be available at the system, which may cease the
unloading/production operations. The detection of multi-point of injection requires the use of
formation evaluation techniques. These techniques play a major role in both designing and
troubleshooting wells operated by GL. Two common techniques are highlighted in this discussion.
These are the pressure survey log and the temperature survey log. Typically, the pressure and
temperature surveys are performed together and performed under two well conditions, static and
dynamic (flowing well).
Static and dynamic pressure and temperature logs can be performed in discrete stops and
continuous manner depending on the tools available and budget. Static pressure survey is used to
measure the static bottomhole pressure, static fluid level and static gradient of well fluids (API,
1994). On the other hand, static temperature survey measures the geothermal well gradient and
static reservoir temperature. These parameters are key inputs in the GL design for a well especially
when nitrogen charged IPO valves are used.
Dynamic pressure and temperature surveys can be used (along with other parameters) to
analyze and select a proper multi-phase flow correlation/model for the well and other wells
operating in the same field. Also, to update and estimate the current productivity index and
formation damage of the well by varying the gas injection rate and measuring the production
change. Also, it can locate the operating valve (point of injection). Furthermore, it can be used to
diagnose multi-point of injection problems as will be shown in the following example [adopted
from Hernandez (2016)].
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Figure 2.5. Pressure and temperature survey logs for a well having a multi-point of injection
[adopted from Hernandez (2016)].
Figure 2.5 shows dynamic pressure and temperature surveys as a function of depth
performed in discrete-stops for a well having multi-point of injection problem. As can be seen
from the same Figure 2.5 that the first valve is leaking. This is because its temperature survey log
responses show cooler than normal temperature gradient (due to gas expansion) compared to the
general well trend. Also, following the same technique is used to locate the operating valve. As
can be seen from the same Figure 2.5 that the operating valve can be located by observing the
change in pressure and temperature gradients. Recently, new sensors are developed capable of
performing the pressure and temperature surveys in continuously fashion rather than discrete stops
(Hernandez, 2016). These sensors can detect temperature changes as small as 0.001 °F (Hernandez,
2016). Utilizing this technique increases the accuracy of the measurements and, therefore, the
precision in the identification of leaks and other problems up to one foot. Such accuracy is not
achievable when the conventional discrete method is utilized. The following Figure 2.6 shows the
results of continuous pressure and temperature survey logs survey in a well (Hernandez, 2016).
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Figure 2.6. Continuous flowing pressure and temperature survey [adopted from Hernandez
(2016)].
It can be seen from Figure 2.6 that there is a very small leak in mandrill # 3 and the
operating valve is located in mandrill # 8. Sometimes tubing leaks take place near mandrills due
to corrosive fluids such as CO2 (Hernandez, 2016). If the conventional discrete method is used,
the results may lead to the wrong conclusion of faulty GLV (instead of whole near the GLV
mandrill) and may lead to unnecessary valve replacement instead of completion pullout, which
takes time and money.
Thermal Expansion of Dome
Volumetric thermal expansion coefficient is smaller in solids than in liquids. However, the
thermal expansion of the liquid silicone and metal dome should be considered. Table 2.2 compares
the volumetric thermal expansion for water, silicone and stainless steel 316 (Metals, 2001;
OpenStaxCollege, 2012).
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Table 2.2. Thermal expansion coefficients at 68 °F.
𝑖𝑛3

Subject

Volumetric Thermal Expansion Coefficient (𝑖𝑛3 °𝐹)

Stainless steel 316

0.0000275

Water

0.0001167

Silicone

0.000533

The volumetric thermal expansion for a solid after being subjected to temperature change can
be estimated by the following expression (Ho et al., 1998):
𝑉𝑓 = 𝑉𝑜 (1 + 𝛽∆𝑇)

2.16

where Vf is the final solid volume after being subjected to temperature increase, Vo is the initial
volume, ΔT is the temperature difference between initial and final conditions and β is the
volumetric thermal expansion coefficient.
Compressibility of Silicone
The compressibility of a fluid is the measure of the volume reduction of a fluid when it is
subjected to a certain pressure change (Munson et al., 2010; Tichy et al., 1968). The
compressibility of the fluids is expressed by the bulk modulus of elasticity, and it is expressed as
follows (Munson et al., 2010; Streeter, 1969):
𝐾=−

𝛥𝑃
𝛥𝑉⁄
𝑉

2.17

where K is the bulk modulus of elasticity, ΔP is the pressure increase, ΔV is the decrease in volume
due to pressure increase, and V is the original volume.
Fluids are usually considered incompressible especially at low-pressure applications. On the
other hand, the effect of compressibility increases significantly at high pressures (Streeter, 1969).
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Moreover, silicone fluids are considered very compressible fluids compared to other fluids (e.g.
Water) (Corning, 1966).
A correlation was developed from experimental data to account for the silicone
compressibility depending on pressure, temperature and density (Tichy et al., 1968). The claimed
average error from experimental data is ±1.18%, and it covers the range from 32 to 400 °F and
pressures up to 500,000 psig.
This correlation is used by DOW Corning (2017) to generate the data for Figure 2.7, which
shows the silicone compressibility for a typical silicone fluid as a function of pressure and
temperature (Corning, 2017). Tichy & Winer (1968) method is used in this study to estimate the
silicone compressibility for the silicone fluid used in the experiment (DC 510 CS 500).
It can be seen from Figure 2.7 that the compressibility of the silicone increases as the pressure
and temperature increase.
The compressibility of the silicone affects the dome pressure estimation, as it changes the
nitrogen volume in the GLV dome. Therefore, it is essential to investigate and account for the
effect of silicone compressibility on dome pressure calculations.
Accuracy of GLV Sizing Equations for High-Pressure and High-Temperature
This section introduces the current industrial practice in generating the GLV performance
curves using experimental and theoretical methods. In addition, it shows the GLV orifice
components and the velocity of the sound concept since these concepts will be used in analyzing
the results. Also, the development of the GLV sizing equation utilized in the industry with its
limitations.
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Figure 2.7. Typical silicone compressibility at elevated pressures and temperatures [adapted from
Corning (2017)].
Gas-Lift Valve Performance Curves
The GLV performance curves are used to select the orifice/port size for GLV under certain
pressure and temperature. Since these curves show the injection capacity of a valve as a function
of injection pressure, tubing pressure and temperature. The amount of gas injected through a GLV
is important for unloading and normal well operations. During the unloading operation, multiple
unlading valves are utilized to allow a stepwise operation of fluid displacement from casing and
tubing. An adequate amount of gas is necessary to pass through the upper valve to reduce fluid
gradient in the tubing. When the tubing gradient is reduced properly, an injection will occur in the
consecutively lower valve because of differential pressure between the casing and tubing. If the
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amount of gas is not sufficient to achieve design tubing gradient, gas will not pass through the
lower valve and the unloading operation may fail (Takacs, 2005). The amount of gas passage is
also important for operating valves. As shown previously in Figure 1.5, a small change in the
amount of gas injected would induce large changes in the production rate. To generate these GLV
performance curves, two methods are available:
1. Experimental dynamic flow test under field pressure and temperature conditions.
2. Theoretical correlations.
Among theoretical correlations, there are five common methods available in the literature to
generate the performance curves for the GLVs:
i)
ii)
iii)
iv)
v)

VPC correlation (2014)
API Simplified correlation (2010)
Thornhill-Craver equation (1946)
VPC limited correlation (2014)
Bertovic equation (1997)

The first three methods will be briefly discussed next.
VPC correlation (2014)
The VPC correlation utilizes a mechanistic model that utilizes a force balance equation to
predict the flow under dynamic conditions within ±20% (Decker, 2014). This correlation can be
applied to both orifice and calibrated/live valves. In this correlation, the pressure acting on the
stem of the valve is calculated using ISA-575.02 Standard control valve sizing equations to predict
the gas flow through the GLV (ANSI/ISA, 1977). This model requires some experimental data for
each GLV, such as dynamic flow tests, valve opening pressure at 60 °F (TRO), load rate (Abl),
maximum effective stem travel (max. effective dx), flow coefficient (Cv) and critical pressure ratio
(xT) as a function of stem travel (dx).
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As mentioned previously, the dynamic flow tests are the tests used to generate GL
performance curves similar to Figure 1.3. Load rate is a measure of the stiffness of the bellows
under a certain pressure which affects the stem movement. Maximum effective stem travel is the
maximum travel of a stem before bellow stacking. Flow coefficient is a measure of the flow
capacity of a valve. An orifice GLV has a fixed flow capacity for each port size. On the other hand,
a calibrated valve has a variable flow coefficient per port size and is estimated as a function of
stem travel. Critical pressure ratio (xT) is the pressure drop required to attain critical (choked) flow.
An orifice GLV has a fixed critical flow per port size. Conversely, a calibrated valve has a variable
critical pressure ratio per port size and is estimated as a function of stem travel. More about the
critical flow is discussed in section 2.2.2. The development of the equation and its limitations will
be discussed in detail in section 2.2.3 and 2.2.4.
API Simplified Correlation (2010)
This method is the latest API recommended practice stated in the API 19G2 RP (2010). It has
an accuracy of ±30% for GLVs with port sizes less than or equal 3/16 in, and it presents an
overprediction around 50% for ports larger than 3/16 in (Decker, 2014). This correlation requires
many data, such as flow coefficient, critical pressure ratio, and load rate. However, the equation
used to estimate the flow rate is similar to the equation used in the VPC correlation, and it shares
the same assumptions of an ideal gas with isentropic exponent utilized in the expansion factor. The
difference between the VPC correlation and API Simplified comes in the procedure of calculating
the stem position of the valve using static force equation (Decker, 2014). The VPC uses the
dynamic flow tests under high pressure (generating GLV performance curves experimentally) to
calculate the stem position under dynamic conditions. On the other hand, The API simplified does
not require dynamic flow tests (generating GLV performance curves experimentally) since it uses
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the static force equation to calculate the stem position. Therefore, the VPC requires more expensive
experimental tests than the API Simplified method but generate more precise flow rate estimates.
Thornhill-Craver Empirical Equation (1946)
The Thornhill-Craver empirical equation (Equation 2.18) was originally developed for 6 in
long cylindrical shaped surface chokes, with beans opening range between 1/8 and 3/4 in, and it
assumes a fully open port, which is not always the case in live/calibrated GLVs. It has been used
for decades to estimate the flow rate through GLVs. Moreover, GLV has a different geometry
(entrance and exits ports, openings, internal passageway paths and reverse flow check valve as
shown in the following Figure 2.8), for this reason, Thornhill-Craver (1946) has a poor accuracy
in predicting the performance of IPO/PPO GLVs, where it overpredicts the gas flow rate by 200%
in most cases (Decker, 2014).

Figure 2.8. Orifice GLV geometry [ adapted from Coutinho (2018)].
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The Thornhill-Craver (1946) predicts the flow using the following equation:
2
′ 1
𝑘′
√2𝑔 ( ′
) (𝑟 𝑘′ − 𝑟 𝑘 +𝑘′ )
𝑘 −1
𝑞𝑔 = 155.5 𝐶𝑑 𝐴𝑝 𝑃1
√𝑇𝛾𝑔

2.18

where qg is the gas flow rate, Cd is the valve discharge coefficient, Ap is the seat flowing area
(orifice size), P1 is the upstream pressure, g is the acceleration of gravity, k′ is the specific heat
ratio of the injected gas, r is the downstream to upstream pressure ratio, γg is the gas specific
gravity, and T is the upstream-injected gas temperature.
Fluid Flow in GLV Orifice and the Velocity of Sound Concept
In order to illustrate the development of GLV sizing equation effectively, it is needed to
illustrate some theoretical concepts related to fluid flow in GLV orifice and velocity of sound.
Fluid Flow in GLV Orifice
This section will illustrate important concepts related to the fluid flow in GLV orifice. A GLV
orifice flow model is used to characterize the flow through GLVs since the flow through the GLV
is controlled by an orifice shaped restriction (valve port). As mentioned earlier, a GLV has
additional restrictions when compared to an orifice, such as entrance and exit ports, internal
passageway paths and reverse check valve. However, the following discussion focuses only on the
main flow control component in a GLV, which is the orifice.
Figure 2.9 shows a schematic of a typical GLV orifice (squared-edge orifice) along with the
pressure distribution on each location.
As illustrated in Figure 2.9, the flow stream in the orifice is divided into four locations.
Location 1 represents the flow at upstream conditions where the injection pressure is measured
before entering the orifice (restriction). Location 2 represents the flow at orifice entrance where
the diameter (area) is reduced. Location 3 represents the orifice throat or the vena contracta, which
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is the smallest area in the flow stream. Vena contracta typically has a smaller diameter than the
orifice diameter, therefore, when the flow stream reaches vena contracta, the flow velocity
increases to its maximum value (due to the conservation of mass) and the pressure drop reaches
its maximum value (due to the conservation of energy). Location 4 represents the flow at
downstream conditions (tubing/production pressure in gas-lifted wells).

Figure 2.9. Schematic of an orifice with pressure distribution in each section [adapted from
Jansen (2017)].
In Location 4, the flow velocity and the pressure drop are decelerated due to area increase
(conservation of mass and energy). It is important to mention that the velocity and pressure values
are not restored to its original values due to energy losses occurred during the flow through a choke
(Driskell, 1983; Jansen, 2017).
The flow in an orifice is divided into two regions, critical and subcritical as shown in Figure
1.3. Subcritical flow region is recognized by an increase in the flow rate as the downstream
pressure decreases at a constant injection pressure. This region is shown on the right side of Figure
1.3. Critical flow occurs when the velocity of the flowing fluid reaches the local velocity of sound
in the medium and any further reduction in the pressure downstream to the orifice will not increase
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the flowrate at a constant injection pressure (Location 1). This region is shown on the left side of
Figure 1.3. As mentioned above, the vena contracta is the smallest area available for streamflow.
Therefore, the critical (choked) flow occurs in the Location 3. To have a better understanding of
the critical flow conditions, the following section (2.2.2.2) discusses the factors that affect the
velocity of sound in a medium for ideal and real gases.
The Velocity of Sound for Ideal and Real Gases
Understanding the velocity of sound phenomenon is essential to characterize flow through
restrictions because it directly impacts the pressure drop and flow rate at which the critical flow
occurs. This section will discuss the effect of different fluid properties in the velocity of sound for
real gases.
Pressure disturbances occurring at any point is propagated with a certain velocity. The velocity
at which the pressure disturbances propagate is called velocity of sound (c) (Munson et al., 2010).
The equation that relates the sound wave propagation in a perfect gas is derived from conservation
of mass and momentum equations under the assumption of isentropic process. The final expression
is as follows (Munson et al., 2010; Rayleigh et al., 1945):
𝑐 = √𝑘 𝑅 𝑇

2.19

where k is the ideal isentropic exponent, R is the gas constant and T is the temperature.
The isentropic exponent is reduced to the ratio of specific heats under the assumption of an
ideal gas. Also, for ideal gases, it is assumed to be a constant value since it depends only on the
gas composition (Munson et al., 2010; Streeter, 1969; Wylie et al., 1978). Therefore, the velocity
of sound for a perfect gas is a function of absolute temperature only as shown in Equation 2.19. In
real gases, the velocity of sound under the assumption of isentropic process is expressed as follows
(Johnson, 1972; Kouremenos et al., 1987; Kouremenos, 1986; Nederstigt, 2017):
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𝑐 = √𝑛 𝑍 𝑅 𝑇

2.20

where n is the real gas isentropic exponent and Z is the compressibility factor. The variation in the
real isentropic exponent (n) at high pressure and temperature would result in significant changes
in the velocity of sound estimates (Streeter, 1969). Further discussion about how the real isentropic
exponent (n) changes as a function of pressure and temperature is discussed in section 2.2.4.
A study conducted on natural gas to estimate the velocity of sound assuming real gas
properties showed that temperature change is more significant than the pressure change, especially
at high pressure (Smith et al., 2010).
For example, when using natural gas as a working fluid, a change of 1 ͦF at 1,000 psi would
change the velocity of sound by 2.1 ft/s. On the other hand, a 10 psi change in pressure would
cause only 0.1 ft/s changes in the velocity of sound (Smith et al., 2010).
The American Gas Association (AGA) developed a method called the AGA report 10 (2003)
to estimate the velocity of sound in natural gas with high accuracy as shown in Figure 2.10 (AGA,
2003). The equations used to estimate the speed of sound and other gas properties such as the real
isentropic exponent are very complex and it is best solved by using a computer software (Smith et
al., 2010). This is because these equations requires the computation of several partial derivatives
as a part of its procedure (Smith et al., 2010). Therefore, the FLOWSOLVE (2017) software will
be used to estimate the velocity of sound and the isentropic exponent.
This method accounts for the real gas effects discussed earlier. It can be seen from Figure
2.10 that the estimation of the velocity of sound presents high accuracy (Max. 1% difference). The
accuracy of the velocity of sound estimates will be used later during the discussion of how the
critical pressure drop and the critical flow would change with fluids exhibiting real gases in the
analysis section. Also, it will be used to validate the new suggestions made on GLV sizing
equations to account for real gas behavior.
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Figure 2.10. Uncertainty of velocity of sound estimation as per AGA report 10 method [adapted
from Nasrifar et al (2006)].
Development of GLV Sizing Equation
Since this research focuses on the ISA (1975) equation used in the VPC and API Simplified
flow models, it is necessary to illustrate the development of this equation and its assumptions.
Some of the following explanation of the development of valve sizing equation is adopted
from Riveland (2012). The ISA equation (used in the VPC and API Simplified) used to estimate
the flow through a GLV originates from the equation of flow for incompressible fluids (Equation
2.21). This equation relates the flow rate (q) with the pressure drop across the restriction (ΔP),
specific gravity (γ) and the flow capacity of the valve (Cv) (empirical coefficient determined
experimentally) (Driskell, 1983; Riveland, 2012).
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𝛥𝑃
𝑞 = 𝐶𝑣 √
𝛾

2.21

The basic derivation of Equation 2.21 comes from combining the conservation of mass and
conservation of energy equations assuming incompressible isentropic flow. The flow capacity of
the valve (Cv) is added to account for many factors including irreversible losses such as (discharge
coefficient, Cd), velocity of approach and contraction coefficient (Driskell, 1983).
Two modifications are required to adjust the Equation 2.21 for compressible fluids. The first
adjustment is to account for density changes with pressure and temperature. This is done by adding
the compressibility factor (Z). The second adjustment is to correct for the gas expansion in the
valve throat. When the gas is accelerated through the valve throat (between Locations 2 and 3,
Figure 2.9) due to area reduction, its pressure is decreased (conservation of energy). When gas
pressure decreases between the inlet (Location 2, Figure 2.9) and throat (Location 3, Figure 2.9),
its volume increases and density decreases between these locations, which in turn, decrease the
gas flow rate since gas expansion adds resistance to the flow through a restriction (Sines, 2015).
To account for this reduction in the flow due to gas expansion, a correction factor has to be
introduced. This factor was introduced by Driskell (1969) and is called the expansion factor (Y).
The expansion factor for liquids is equal to one since the liquids are assumed incompressible,
therefore; there is no reduction in the flow due to expansion.
Expansion factor used for ISA (1975) equation was developed based on experimental
observation. This observation states that expansion factor attains a linear relationship with the
pressure drop ratio across the valve for most valve types within an acceptable tolerance of ±2%
(Driskell, 1969). Also, it was proven by differential calculus that the maximum flow for any valve
is reached when expansion factor reaches 2/3 (Driskell, 1969). In addition, for each valve, there is
an empirical effective maximum pressure drop called the terminal pressure drop ratio (xT).
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Terminal pressure drop ratio is pressure drop ratio (P2/P1) at which the critical flow occurs. This
pressure ratio has to be determined experimentally since it depends on the valve geometry
(Driskell, 1969, 1983; Riveland, 2012). When this limiting pressure is attained, any further
reduction in the pressure downstream will not induce an increase in the flow. This phenomenon is
known as the critical/choked flow, as discussed earlier.
The linear expression for expansion factor with the pressure drop ratio is derived based on the
following conditions (Driskell, 1983):
1- Expansion factor (Y) equals to one (incompressible fluid) when the pressure drop ratio (x)
equals to zero.
2- Expansion factor equals 2/3 when the pressure drop ratio (x) is equal to the terminal
pressure drop ratio (xT).
From the above conditions and using the equation of a straight line, the final expression of
the expansion factor is:
𝑌 = 1−

𝑥
3 𝑥𝑇

2.22

The maximum pressure drop ratio allowed in this equation is limited to the terminal pressure
drop ratio (xT). When the pressure drop ratio (x) is equal to the terminal pressure drop ratio (xT),
Equation 2.22 reduces to Y = 2/3, which results in the maximum flow rate across the valve.
Equation 2.22 is applicable only for the working fluid used to determine xT (commonly air). When
other fluid is used, a correction factor has to be added to account for the change in fluid properties
that affects the terminal pressure drop.
The expansion of gas inside the valve throat is assumed to be isentropic, and therefore, the
thermodynamic process from the valve inlet to the throat can be expressed thermodynamically by
Equation 2.23. From Equation 2.23, it is clear that the isentropic expansion of ideal gas depends
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on the ideal isentropic exponent (k). Higher isentropic expansion leads to a greater gas density
when the pressure is reduced. Greater gas density means lower expansion, which yields higher
flow.
𝑃𝜈 𝑘 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡

2.23

where ν is the specific volume and k is the ideal gas isentropic exponent.
Based on experimental work done on nozzles and orifice plates using air and steam with ideal
gas isentropic exponents range 1.08 and 1.65 (ASME, 1959; Cunningham, 1951), it was concluded
that the following correction factor is applicable with an accuracy of 5% (Driskell, 1969, 1970,
1983):
𝐹𝑘 =

𝑘𝑔𝑎𝑠
𝑘𝑎𝑖𝑟

2.24

where kgas the ideal gas isentropic exponent of the fluid intended to be used in the GLV (usually
natural gas with k = 1.3), kair is the ideal gas isentropic exponent for air which is equal to 1.4 under
ideal conditions. The final expression of the expansion factor is as follows:
𝑌 =1−

𝑥
3 𝐹𝑘 𝑥𝑇

2.25

It can be concluded from Equation 2.25 that as the pressure drop ratio (x) increases, the
expansion factor decreases. When the expansion factor (Y) decreases, it means that the gas inside
the throat expands more, occupying more volume in the throat and reducing its density. Thus,
reducing the flow.
Compiling Equation 2.21 with 2.25 and adding the compressibility factor correction, yield the
final equation for sizing valves for gas:

40

𝑥
𝑞𝑔 = 32.64 𝐶𝑣 𝑌 𝑃1 √
𝑇 𝑍 𝛾𝑔

2.26

where P1 is the pressure upstream to the valve (Location 1, Figure 2.9), T is the temperature
upstream the valve (Location 1, Figure 2.9), Z is the compressibility factor upstream the valve
(Location 1, Figure 2.9) and γ is the gas specific gravity.
Equation 2.26 is used by the ISA and adopted by the VPC and API Simplified in GLV sizing
applications (Decker, 2014; ISA, 1975).
Assumptions and Limitations of GLV Sizing Equations
The standard practice in using the ISA equation (used in the VPC and API Simplified
correlations) is to assume a constant ideal gas isentropic exponent (k) for any condition (pressure
and temperature) in which the correlation will be applied.
This assumption is valid under the ideal gas flow, where the pressure does not induce large
changes in the gas properties. On the other hand, when the gas is submitted to high pressures and
temperatures, the ideal gas assumption is no longer valid, and constant ideal gas isentropic
exponent should not be used (Fagerlund, 1988; Riveland, 1992, 2012).
Figure 2.11 shows how the isentropic exponent for natural gas varies with pressure and
temperature. Data obtained using the FLOWSOLV software utilizing the AGA report 10 method
(AGA, 2003; SOLV, 2017).
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Figure 2.11. Real isentropic exponent (n) for natural gas at elevated pressure and temperature.
Figure 2.11 shows that the real isentropic exponent (n) for natural gas is almost constant
(around 1.35) with all temperature ranges from atmospheric pressure until around 800 psig. For
pressures above 800 psig, the isentropic exponent increases with the pressure increase. It is also
observed that for pressures higher than 800 psig, the lower the temperature, the higher the
isentropic exponent. As mentioned above in Equation 2.26, higher isentropic expansion leads to
higher expansion factor (less resistance to flow), and, consequently, increases the flow rate
prediction.
Many methods have been developed to account for real isentropic exponents in the valve
industry (Buresh et al., 1964; Fagerlund, 1988; Riveland, 1992, 2012).
Fagerlund (1988) suggested using the real isentropic exponent at upstream conditions
(Location 1, Figure 2.9) instead of using the ideal isentropic exponent (k). Therefore, the ideal gas
isentropic exponent correction factor Fk = k/1.4 becomes Fn= n/1.4. A similar approach is used in
the latest API (2014) recommended practice for sizing pressure reliving valves. This suggestion is
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not applied on sizing GLVs. The effect of using the real isentropic exponent for GLVs is shown
in section 4.2.1. In addition, the validity of this suggestion is evaluated using the velocity of sound
concept in section 4.2.2.
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3. Methodology
This chapter is divided into two sections since this research has two main topics. The first
section shows the methodology for the accuracy of GLV design set pressure. The second section
shows the methodology for the accuracy of GLV sizing equations.
Methodology for the Accuracy of GLV Design Set Pressure
This section is divided into three parts. The first part shows the experimental setup and
procedure used in this research. The second part discusses the three models (N2, VPC, and the
model developed in this study) evaluated in this research for predicting theoretically, the
dome/chamber pressure at different conditions. Finally, the third part shows error propagation to
the GLV unloading design.
Experimental Setup and Procedure
The purpose of this experiment is to investigate the effect of some ignored factors in the
current practices that may affect the accuracy of GLV set pressure. These factors are the silicone
thermal expansion, silicone compressibility, and dome thermal expansion. In addition, to use the
experimental results to evaluate the current and the newly developed model in this research that
accounts for these ignored factors.
This section is divided into two parts. The first part shows the experimental setup and the
second part shows the experimental procedure used to evaluate the impact of the silicone
expansion and silicone/gas volume ratio in the dome pressure.
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Experimental Setup
3.1.1.1.1. Instrumented Chamber
The left-hand side of Figure 3.1 shows typical nitrogen charged IPO valve showing the dome
and the bellow locations. In this experiment, GLV dome will be represented with a cylindrical
chamber shown on the same figure to the right.

Figure 3.1. Typical IPO valve (left) and IPO valve representation by a chamber (right)[adapted
from Takacs (2005)].
Figure 3.2 Shows the physical chamber used in the experiment to represent the GLV dome. It
has a volume of 18.3 in3 and made of stainless steel 316 material. The cylinder has a maximum
operating pressure of 1,800 psig at 60 °F and 2,120 psig at 200 °F. The cylinder is connected to
pressure, and temperature transducers and the bottom end is connected to a needle valve to allow
for charging and sealing the chamber.
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Figure 3.2. The instrumented chamber.
The pressure transducer has a range of 0 to 2,500 psig with NIST calibration and accuracy of
0.05% of full range. The temperature transducer is a class A RTD with an accuracy of 0.56 °F (for
the temperature range used in this experiment). The pressure and temperature transducers are
connected to a National Instruments® data acquisition system. This system is used to record the
experimental data.
3.1.1.1.2. Charging Manifold System
The Charging manifold system is used to charge and discharge the nitrogen safely from the
test cylinder. The system is composed of a high pressure nitrogen bottle and a manifold. The
nitrogen bottle has a pressure of 2,200 psig filled with 99.99% ultra-purity nitrogen and connected
to a pressure regulator and a charging manifold. The charging manifold has four outlets. Two
outlets are used for pressure measurement in the system via a master pressure gauge (grade 3A
0.25% accuracy) and a pressure transducer with an accuracy of 0.1% of full scale (0 to 7,500 psig).
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One outlet is used for venting/exhausting the gas and equipped with a muffler to mute the gas
sound during ventilation for safety. The fourth outlet is used to charge the chamber with nitrogen.
Each outlet is equipped with a ball valve for proper system isolation. The following Figure 3.3
shows the charging manifold system.

Figure 3.3. The charging manifold system.
3.1.1.1.3. Temperature Controlled Hot Water Bath
The temperature controlled hot water bath is composed by an insulated 2 ft3 water tank and
three 1,500W coil heater. The coil heater is connected to a temperature controller. A water pump
is used to circulate the hot water at a flow rate of 0.28 ft3/min, it is needed to guarantee an even
temperature distribution in the hot water bath. The instrumented chamber is held in a stand and
submerged in a temperature controlled hot water bath. Figure 3.4 shows a schematic of the main
experimental setup.
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Figure 3.4. Schematic of the complete setup for heating the chamber.
3.1.1.1.4. Measurements Uncertainties
The measurement uncertainty is estimated using the recommended procedures described in
the ISO (1998) document (Waltrich, 2012). These procedures are based on the average parameter
(𝑞) and standard deviation (DP) calculations as follows:
𝑛

1
𝑞 = ∑ 𝑞𝑖
𝑛

3.1

∑(q i − q)2
√
DP =
n−1

3.2

𝑈 = 𝑘√𝑢𝑜2 + 𝑢𝑠2

3.3

𝑖=1

where 𝑞 is the average reading for the parameter needed to be measured (pressure and temperature
in this experiment), n is the number of measurements taken in the experiment, k is the two-sided,
Student coefficient for 95% probability and equals to 2, U is the expanded uncertainty, us is the
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uncertainty from measuring device provided by the manufacturer, uo is the standard uncertainty
from experimental measurements.
In this experiment, the standard uncertainty is considered as a time-independent, direct
measurement variable and obtained as follows:
𝑢𝑜 =

𝐷𝑃
√𝑛

3.4

Using the above procedures results in pressure and temperature measurement uncertainties of
2.9 psig and 1.1 °F respectively.
Procedures
1- Silicone fluid (DC510 500 CS) is used to fill the volume of the chamber to a desired ratio
of the total volume. The silicone volume is measured by weighting the silicone container
before and after purring the silicone into the chamber. The silicone fluid used in the
experiment has a density of 62.4 lb/ft3.
2- The chamber is charged to the desired pressure at room temperature (typically 70 °F) using
the charging manifold system (Figure 3.3).
3- The chamber is submerged in the temperature controlled chilled water bath until it reaches
60 °F.
4- The pressure reading inside the chamber is recorded when the temperature is stabilized at
60 °F using the data acquisition system.
5- The chamber is moved from the chilled water bath and submerged in the temperature
controlled hot water bath.
6- The chamber is heated by turning on the coiled heaters to reach the desired temperature,
i.e., 100 °F.
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7- The pressure reading inside the chamber is recorded when the temperature is stabilized at
100 °F using the data acquisition system.
8- Steps 6 and 7 are repeated, and temperature is measured in steps until a final temperature
of 175 °F is achieved.
Experimental pressure results are compared with the pressure results estimated using three
different theoretical models (N2, VPC, and the model developed in this study) that will be
discussed in the following section 3.1.2. Also, the experimental results obtained from step 8 are
fitted by linear regression. The equations resulted from previous experimental data (fitted by linear
regression) gives the final dome pressure (P2) as a function of initial pressure (P1) at 60 °F, final
temperature (T2) and silicone fill ratio. These equations are used for the evaluation of error
propagation presented in section 3.1.3. Table 3.1 presents the test matrix for the experiments. The
total number of experimental points is 78.
Table 3.1. Test matrix.

Initial Pressure @60 °F
(psig)

Silicone fill
(%)

Temperature Steps
(°F)

975
1,250
1,500

0; 7.5; 10; 15; 25; 50 and 75
0; 25; 50 and 75
0; 25; 50 and 75

60; 100; 130; 150 and 175
60; 100; 130; 150 and 175
60; 100; 130; 150 and 175

Development of Models to Estimate GLV Dome Pressure
A GLV dome is typically charged with a certain pressure (P1) and temperature (T1) at the
workshop. When the GLV is installed in a well, its pressure and temperature changes (mostly
increases). This effect is represented in this experiment by charging the chamber initially with a
certain pressure (P1) and temperature (T1) and measured chamber volume occupied by nitrogen
(V1) to represent charging the valve at workshop conditions (60 °F). After that, the chamber is
heated in a hot water bath, and its the final pressure, temperature, and chamber volume occupied
by nitrogen will be presented by (P2), (T2) and (V2).
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Since the mass of nitrogen in the chamber/dome is preserved. Therefore, the mass at initial
conditions (P1, T1, and V1) equals the mass at finial conditions (P2, T2, and V2).
𝑚1 = 𝑚2

3.5

Using the real gas law
𝑃𝑉 = 𝑍

𝑚
𝑅𝑇
𝑀𝑊

3.6

Rearranging
𝑚=

𝑃𝑉𝑀𝑊
𝑍𝑅𝑇

3.7

Substituting in Equation 3.5 and rearranging for the pressure at finial conditions results:
𝑃2 =

𝑃1 𝑉1 𝑍2 𝑇2
𝑉2 𝑍1 𝑇1

3.8

Three models are evaluated in this experiment. These models are the nitrogen model (N2),
which represents the current practice, the VPC model and the model developed in this study.
All the models utilize Equation 3.8 in the prediction of final pressure. The only change
between these models is in the way of estimating the volume occupied by the nitrogen at final
conditions (V2). The difference between the VPC and the model developed in this study is that this
study model includes the silicone compressibility and dome thermal expansion in estimating (V2).
Figure 3.5 summarizes the process to define the volume (V2) at final conditions in each model
by showing the physical effects included in each model:
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Figure 3.5. Summary of the physical effects included in the models.
The previous Equation 3.8 requires the use of an accurate nitrogen correction. Therefore,
Sutton modified DAK (2014) correlation is used for all the models. It is assumed that the current
practice and the VPC utilizes the same correlation (Sutton modified DAK) since the VPC manual
does not contain this information. Therefore, the results shown in this study may present a better
estimate than the actual for the current practice and the VPC models.
Also, Equation 3.8 requires iteration since the compressibility factor at finial condition (Z2) is
a function of final pressure (P2) needs to be estimated. A VBA code using Sutton modified DAK
has been written to perform the iteration and estimate the final pressure (P2).
Volume Calculations
This section shows the methods used to estimate the silicone volumetric expansion, chamber
volumetric thermal expansion, and silicone volumetric compression.
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3.1.2.1.1. Silicone Volumetric Expansion
Silicone volumetric expansion is estimated using the following equation:
𝑉𝑆𝑖𝑙𝑖𝑐𝑜𝑛𝑒 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 = 𝑉𝑠𝑖𝑙𝑖𝑐𝑜𝑛𝑒 𝛽(𝑇2 − 𝑇1 )

3.9

where VSilicone Expansion is the amount of silicone expanded, β is the volumetric thermal expansion
𝑖𝑛3

coefficient for silicone and equals to 0.000533 𝑖𝑛3 °𝐹 (Corning, 2017), VSilicone is the initial amount
of silicone in the chamber, T2 is the temperature at final conditions, T1 is the temperature at initial
conditions and equals to 60 °F.
3.1.2.1.2. Chamber Volumetric Expansion
Chamber volumetric expansion is estimated using the following equation:
𝑉𝐶ℎ𝑎𝑚𝑏𝑒𝑟 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 = 𝑉𝐶ℎ𝑎𝑚𝑏𝑒𝑟 𝛽(𝑇2 − 𝑇1 )

3.10

where VChamber Expansion is the volume of chamber expanded, β is the volumetric thermal expansion
coefficient for the chamber material which is stainless steel 316 and equals to 0.0000267

𝑖𝑛3
𝑖𝑛3

°𝐹

(Metals, 2001), VChamber is the initial internal chamber volume, T2 is the temperature at final
conditions, T1 is the temperature at initial conditions and equals to 60 °F.
3.1.2.1.3. Silicone Volumetric Compression
The silicone volumetric compression is estimated using the following equation:

𝑉𝑆𝑖𝑙𝑖𝑐𝑜𝑛𝑒 𝐶𝑜𝑚𝑝𝑒𝑠𝑠𝑖𝑜𝑛 =

(𝑃2 − 𝑃1 ) × 𝑉𝑆𝑖𝑙𝑖𝑐𝑜𝑛𝑒
𝐾

3.11

where VSilicone Compression is the amount of silicone compressed, P2 is the chamber pressure at final
conditions, P1 is the chamber pressure at initial conditions, VSilicone is the initial silicone volume
inside the chamber and K is the bulk modulus of silicone (reciprocal of compressibility).
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3.1.2.1.4. Estimation of Silicone Compressibility using Tichy’s (1968) Method
As mentioned in the literature review, Tichy (1968) developed a procedure that estimates the
compressibility of silicone as a function of its standard state density, pressure and temperature.
The standard state density is the density of silicone fluid at 77 °F. The procedure requires the use
of multiple figures presented in the paper. Therefore, in order get an accurate estimate using these
figures, a digitizer software (Rohatgi, 2010) was used to digitize all the figures in that paper. After
that, all the plots are fitted using polynomial equations. These polynomial equations are used to
predict any value needed for the experiment. The following steps show how to obtain silicone
compressibility using Tichy’s method using and polynomial equations obtained from digitized
figures presented in that paper (Tichy et al., 1968):
1- Equation 3.12 (obtained from fitting a linear regression curve) shown below is used to
obtain the reference density at a needed temperature (T).
𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 = −0.0005 𝑇 + 1.0355

3.12

2- Both reference density obtained from step 1 and temperature selected is used to obtain the
isothermal bulk modulus 𝛽10 from the following equations that can be used to obtain 𝛽10.
These equations are developed by fitting polynomial regression presented in Tichy’s paper
(1968). Linear interpolation is used to estimate any unavailable reference density data.
For reference density of 68.67 (lb/ft3):
𝛽10 = 0.0015𝑇 2 − 0.6951𝑇 + 351.45

3.13

For reference density of 65.55 (lb/ft3):
𝛽10 = 0.0007𝑇 2 − 0.2898𝑇 + 270.56
For reference density of 62.43 (lb/ft3):
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3.14

𝛽10 = −5 × 10−7 𝑇 3 + 0.0005𝑇 2 − 0.1925𝑇 + 215.78

3.15

For reference density of 59.31 (lb/ft3):
𝛽10 = −3 × 10−7 𝑇 3 + 0.0005𝑇 2 − 0.2563𝑇 + 190.27

3.16

For reference density of 56.19 (lb/ft3):
𝛽10 = 0.0005𝑇 2 − 0.3674𝑇 + 184.33

3.17

For reference density of 53.06 (lb/ft3):
𝛽10 = 0.0005𝑇 2 − 0.405𝑇 + 175.19

3.18

For reference density of 49.94 (lb/ft3):
𝛽10 = 0.0004𝑇 2 − 0.3647𝑇 + 161.08

3.19

For reference density of 46.82(lb/ft3):
𝛽10 = 0.0005𝑇 2 − 0.405𝑇 + 175.19

3.20

For reference density of 43.70 (lb/ft3):
𝛽10 = 0.0005𝑇 2 − 0.4346𝑇 + 150.68

3.21

3- Using β10 obtained from step 2 and pressure selected, estimate the isothermal secant bulk
modulus β from the following formula:
𝛽 = 𝑚(𝑃) × 𝛽10 + 𝑐(𝑃)

3.22

where m and c are the slope and intercept as per Table 3.2 and P is the pressure needed.
Linear interpolation is used to estimate the slope and intercept for any pressure not
presented in Table 3.2.
Table 3.2. Slopes and intercepts for Equation under different pressures [adopted from Tichy (1968)].

Pressure (psig)
0
5,000

m(P), Slope
0.8856
0.9394
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c(P), Intercept
-26.63
-13.34

Error Propagation from N2, this Study and VPC on Typical IPO GLV Unloading Design
1- Perform IPO GLV design calculations following the recommended design procedures and
well data presented in example # 1 in the API 11V6 recommended practice (1999). The
maximum injection pressure used is 1,200 psig, and the injection pressure drop between
the valves is 10 psi to ensure closing upper valves. The following Figure 3.6 shows the
pressure and temperature survey logs that can be used to represent the tubing flowing
pressure and flowing tempertature data for the well used. The following Table 3.3
summarizes the results from this step (1).
Temperature Survey Log (°F)

Pressure Survey Log (psig)
500

1,000

1,500

0
0

2,000

2,000

4,000

Depth (ft)

Depth (ft)

0
0

50

100

150

200

4,000

6,000

6,000

8,000

8,000

Figure 3.6. Pressure and temperature survey logs for the well used in the design.

Valve
#
1
2
3
4
5

Table 3.3. Summary of unloading valve design calculations.
Dome Pressure (P2 Surface Opening/Injection
Depth
Temperature
Pressure
design) at Depth
(ft)
(°F)
(psig)
(psig)
2,483
130
1,192
1,200
4,433
147
1,260
1,190
5,901
159
1,311
1,180
6,967
169
1,346
1,170
7,716
175
1,368
1,160

2- Using design dome pressure needed at depth (P2 design) shown in column 4, Table 3.3,
estimate the dome pressure at needed at workshop conditions (P1) and 60 °F using the
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current practice, the model developed in this study and the VPC models. The equations
used for each model are shown previously in section 3.1.2.
3- Using (P1) obtained in the previous step (2) and valve temperature at depth shown in
column 3, Table 3.3, estimate the experimental dome pressure at depth (P2 experiment) using
equations obtained experimentally in section 3.1.1.2.
4- Calculate the valve opening pressure based on the design opening/injection pressure
shown in column 5, Table 3.3 using (P2 experiment) and Equation 2.13 for each model and
compare.
Methodology for the Accuracy of GLV Sizing Equations
To evaluate the impact of utilizing the real isentropic exponent instead of the ideal isentropic
exponent on GLV sizing equations, the following theoretical methodology is performed.
1 - Generate the GLV performance curves for 24/64 in orifice GLV with a valve flow capacity
(Cv) of 3.5 and the terminal pressure drop ratio (xT) of 0.54. This valve is used as an
operating valve and has a large flow rate capacity. Large flow rate capacity valves are used
in wells with high production rates. Therefore, the error of gas flow rate estimate and its
effect on the production rate that may result due to using ideal isentropic exponent is
expected to be large representing worse scenario. The first case assumes an ideal isentropic
exponent of (k=1.3) using the GLV sizing Equations 2.25 and 2.26. This step represents
generating the performance curves theoretically using the current recommended practice.
2 - Generate the GLV performance curves assuming real gas isentropic exponent factor using
isentropic exponent for natural gas evaluated at upstream conditions (n) represented by
location 1 in Figure 2.9 using the Equations 2.25 and 2.26;

57

3 - The real natural gas isentropic exponent is estimated using the FLOWSOLV software
utilizing the AGA report 10 method (AGA, 2003; SOLV, 2017).
4 - Evaluate the difference in the resultant performance curves generated from the assumption
of ideal gas and real gas isentropic expansion factors (step 1 and step 2);
5 - Validate the difference in the performance curves from step 4 results with the velocity of
sound concept;
6 - The velocity of sound is estimated at pressure and temperature using FLOWSOLV
software utilizing the AGA report 10 method (AGA, 2003; SOLV, 2017).
7 - Repeat steps 1 to 6 using an IPO GLV with 3/16 in port size since this valve is commonly
used in the industry to design the unloading operation (API, 1999). This methodology can
be applied to any orifice and IPO valves;
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4. Results and Discussion
This chapter is divided into two sections since this research has two different main topics.
Each section discusses the results for a specific topic. The first topic is the accuracy of GLV design
set pressure and the second topic is the accuracy of GLV sizing equations.
Accuracy of GLV Design Set Pressure
The following subsections show the results related to aspects that may affect the accuracy of
GLV set pressure. Section 4.1.1 shows theoretical and experimental results related to the effect of
thermal expansion of a GLV dome on its set pressure since this effect is ignored in the current
recommended practice. Section 4.1.2 shows a correlation developed using Tichy’s (1968)
empirical method to account for silicone compressibility for the silicone DC 510 CS 500 used in
the experiment. Section 4.1.3 shows experimental results illustrate how the silicone volume ratio
in the GLV dome influence the set pressure. Section 4.1.4 shows experimental results to evaluate
the accuracy of a GLV set pressure based on the consideration of different volumetric effects
mentioned earlier (silicone thermal expansion, silicone compression, and dome thermal expansion)
as a function of initial dome charge pressure (P1). Section 4.1.5 evaluates experimental pressure
results (P2 experiment) against different models developed to estimate the GLV set pressure (P2 model).
Finally, section 4.1.6 shows the effect of error propagation of different models on typical IPO GLV
unloading design following the latest API (1999) recommended practice.
Effect of Dome Thermal Expansion
The objective of this analysis is to evaluate the effect of the volumetric increase of GLV dome
volume due to thermal expansion. The dome volumetric thermal expansion is ignored by the
current recommended practice in designing GLV set pressure. Including this effect may enhance
59

the accuracy of the GLV set pressure. Figure 4.1 illustrates the effect of volumetric expansion of
the chamber (or GLV dome) on the final chamber pressure (P2). As shown in Figure 4.1, when the
chamber is subjected to heat, its volume increases due to the increase of the kinetic energy of its
molecules, which in turn, increase the vibration and thus, the space between the molecules,
therefore, increasing the total volume.

Figure 4.1. Effect of volumetric thermal expansion on the final chamber pressure (P2).
This work compares final system pressure (P2) assuming no thermal expansion (constant
volume, case 1) and assuming volume change due to thermal expansion (case 2). The thermal
expansion due to temperature increase would result in higher chamber volume and, consequently,
lower system final pressure (P2) as per Equation 3.8:
𝑃2 =

𝑃1 𝑉1 𝑍2 𝑇2
𝑉2 𝑍1 𝑇1

3.8

The chamber used in this experiment is made of a stainless steel 316 with volumetric thermal
heat expansion coefficient of 0.0000275

𝑖𝑛3
𝑖𝑛3

°F (Metals, 2001). Figure 4.2 shows the theoretical

percentage volumetric thermal expansion with respect to the volume of the chamber at 60 °F versus
the temperature developed using Equation 3.8. The temperature range in Figure 4.2 is from 60 °F
to 200 °F since the maximum temperature performed in the experiments is 175 °F.

60

Volumetric Expansion

0.4%

0.3%

0.2%

0.1%
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60

80
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180
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Temperature (°F)

Figure 4.2. Theoretical volumetric thermal expansion for stainless steel 316.
It is seen from Figure 4.2 that the volumetric expansion is a linear function of temperature
(until 212 °F). The maximum theoretical volumetric thermal expansion of the chamber during the
experiments is 0.31% at 175 °F.
Figure 4.3 present results for the effect of including the volumetric thermal expansion on the
final system pressure (P2) for an initial chamber pressure (P1) of 1,495 psig, and the maximum
temperature (T2) of 175°F. These pressure and temperature conditions are similar to the range of
experimental condition of the upcoming experiments, which includes silicone.
Figure 4.3 compares the experimental pressure results with theoretical pressure results
(estimated by Equation 3.8) neglecting chamber volumetric expansion due to thermal effects (V1
=V2) and including chamber volumetric changes due to thermal expansion (V1 <V2).
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Figure 4.3. Effect of volumetric expansion in reducing the errors at P1=1,495 psig.
The dashed line in Figure 4.3 represents the difference between the experimental and the
theoretical results for the case neglecting volumetric thermal effects (case 1 discussed previously),
and the solid line represents the difference between the experimental and the theoretical results
including the volumetric thermal expansion effects (case 2 discussed previously). The maximum
errors with respect to experimental results for the two cases are labeled in the figure. The vertical
error bars represent the uncertainty in the pressure reading while the horizontal bars represent the
uncertainty in the temperature reading.
As can be seen from Figure 4.3, the inclusion of the volumetric thermal expansion in the
model (case 2) results in the reduction of the maximum error (at 175 °F) from 0.88% to 0.54%.
This point is used since the experimental uncertainties in previous points overlap with each other.
The difference in error between the two cases models is 0.34%, which agrees with the theoretical
volumetric thermal expansion of stainless steel at 175 °F (0.31%) estimated from Figure 4.2.
Another experiment was performed but using a lower initial chamber pressure (P1) of 1,241
psig. The results are shown in the following Figure 4.4. As shown in Figure 4.4, maximum errors
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are reduced from 0.53% to 0.21% when including the volumetric thermal expansion effect at (175
°F). The difference in error between the two cases models is 0.32%, which agrees with the
theoretical volumetric thermal expansion of stainless steel (0.31%) estimated from Figure 4.2 at
the same temperature. The results presented in both Figure 4.3 and Figure 4.4 show that including
the volumetric expansion of dome chamber may enhance the accuracy of GLV design set pressure.
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Figure 4.4. Effect of volumetric expansion in reducing the errors at P1 = 1,241 psig.
It can be seen from Figure 4.3 and Figure 4.4 that as the temperature increases, the effect of
thermal expansion in under predicting the final system pressure increases. This effect is expected
to further increases after 212 °F, caused by the increase of the volumetric thermal expansion of the
stainless steel (Metals, 2001). The maximum excepted pressure reduction due to thermal effects
observed in the experiments is 6.7 psig, which occurs at 175 °F and initial chamber pressure (P1)
of 1,495 psig. This is because the higher chamber pressure, the higher the effect of thermal
expansion at the same temperature. This effect occurs since initial and final chamber pressures are
proportional as per Equation 3.8. It can be observed that the thermal expansion of the material has
more effect at high pressure and temperature applications.
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Effect of Silicone Compressibility
The silicone fluid used in the experiment is the DC 510 CS 500. Figure 4.5 presents results
for silicone compressibility versus pressure using Tichy’s method to estimate silicone
compressibility for five temperatures. It can be seen from Figure 4.5 that silicone compressibility
increases as the pressure and temperature increase. The pressure and temperature range used in
this figure cover a wide range of conditions used to set the pressure in a GLV dome (Hernandez,
2016; Winkler et al., 1989). From Figure 4.5, it can be seen that the expected silicone compression
under experimental conditions of P=1,981 psig and T=175 °F is 1.42%. These conditions represent
the maximum chamber pressure and temperature used in the experiment.
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Figure 4.5. Effect of silicone compressibility as a function of pressure and temperature.
The impact of silicone compression will be discussed ignoring all other factors such as silicone
thermal expansion and chamber volumetric thermal expansion. When silicone is compressed in
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the chamber due to pressure increase (P2), its final volume is reduced, increasing the chamber
volume occupied by the nitrogen (V2), as shown in Figure 4.6.

Figure 4.6. Effect of silicone compression on the system final volume (V2).
If the silicone compressibility is not accounted for the pressure prediction when final volume
occupied by nitrogen is increased (V2), the final chamber pressure (P2) would be lower than
expected.
Effect of Silicone Volume in the Chamber
The objective of this analysis is to experimentally evaluate the impact of different silicone
volume ratio (silicone volume in the chamber divided by the chamber total volume at standard
conditions) in final chamber pressure (P2) and consequently, GLV dome set pressure. This
evaluation helps to understand the importance of having a known volume of silicone in the GLV
during its deployment. The experiments evaluate the pressure variation with temperature change
in the experimental chamber using different silicone volume ratios of 25, 50 and 75% (silicone fill
is shown in Figure 4.7 represented by the green color fill). During the experiments, the temperature
is increased in steps from 60 to 175 °F while recording the chamber pressure (P2). The 25% silicone
fill represents a value close to typical silicone fill in a GLV (20%) while 50 and 75% represent
possible valve condition after being refurbished.
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(a)

(b)

(c)

Figure 4.7. (a) Silicone fill 25%, (b) silicone fill 50% and (c) silicone fill 75%.
The typical dome volume for 1 in IPO GLV is 2.7 in3 and for the 1.5 in IPO GLV it is 5.7 in3.
Because the dome volume of a 1 in valve is 47% lower than for the 1.5 in valve, the same volume
of silicone added in the valve dome would result in a much higher silicone volumetric ratio for the
1 in valve. For instance, an addition of 1 in3 of silicone fluid would increase the silicone fill to
63% for 1 in IPO valve compared to 47% for 1.5 in IPO valve. It can be concluded that adding
silicone to a 1 in IPO valve would affect the set pressure more critically than 1.5 in valve.
The theoretical pressure increase due to silicone effect inside the chamber is estimated by
calculating the chamber pressure (P2 theoretical) as a function of temperature (T2) using Equation 3.8
assuming V1=V2 (which considers nitrogen only and this represents the current recommended
practice) and subtracting it from the experimental results (P2 experiment). The experimental results
represent the combined effect of silicone presence (mainly expansion), dome thermal expansion
and nitrogen. Figure 4.8 shows the experimental pressure increase as a function of silicone fill
using initial chamber pressure (P1) of 1,500 psig. The Y-axis represents the difference in the
experimental and theoretical chamber pressure. The X-axis represents the temperature in °F. The
vertical error bars represent the uncertainty in the pressure reading while the horizontal bars
represent the uncertainty in the temperature reading. The horizontal dashed black line represents
the 10 psig error limit that can be tolerated with the GLV design safety factors (API, 1999;
Schlumberger, 2000). In addition, Sutton (2014) reported that an error range from 5 to 25 psig
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might interfere with normal operations in a well depending upon the application of equipment
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Figure 4.8. Effect of silicone fill in GLV dome pressure at an initial pressure of ≈ 1,500 psig.
Figure 4.8 shows that the presence of silicone in a dome would increase the dome pressure as
a function of temperature and silicone fill in all the three silicone volume ratio cases (25, 50 and
75%). It shows that the silicone expansion is the most dominant factor among silicone compression
and chamber thermal expansion. Since both silicone compression and chamber volume expansion
induce counter effect (increasing of V2 and thus decreasing P2) to silicone thermal expansion
(decreasing V2 and thus increasing P2).
The error effect is lower than 10 psig when the silicone volume ratio is 25%, which is close
to the typical silicone volume ratio for new GLV (20%), and it is within the error limits of 10 psig.
However, the experiment is limited to a temperature of 175 °F due to equipment limitations. The
temperature and pressure in some field applications may reach 350 °F and 3,000 psig respectively
(Winkler et al., 1989). This may increase the error more than 10 psig. Expansion factor is typically
a linear function of temperature increase. Therefore, at a higher temperature, the expansion of
silicone would be higher, occupying a larger amount of the nitrogen volume (reducing V2) and thus
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increase the final chamber pressure (P2) further, which increases the error due to silicone expansion
negligence.
This error is probably would increase further at higher temperature and pressure. Figure 4.9
represents an extrapolation of the experimental results to higher temperatures to investigate
potential error at higher temperatures. An extrapolation of the results by linear curve fitting of the
experimental results (pressure as Y-axis and temperature and X-axis) with a constant thermal
expansion factor for the silicone and chamber. All these factors in addition to silicone
compressibility may differ at a higher temperature under real conditions.
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Figure 4.9. Effect of silicone fill in GLV dome pressure at an initial pressure of ≈ 1,500 psig.
Figure 4.9 shows that the pressure error at a temperature of 300 °F and 25% silicone volume
ratio is 28 psig and it reaches 44 psig at 400 °F. These errors are significant with respect to the 10
psi safety/design limit. This error increases significantly when using larger silicone fills of 50, and
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75% is used since it may reach 167 and 468 psig respectively at a temperature of 300 °F. These
error values may lead to serious consequences by failing the unloading operation or lifting at a
lower depth.
Figure 4.10 and Figure 4.11 are a repetition of the same experiment but with different initial
chamber pressures (P1) of 1,250 and 975 psig. The effect of the initial chamber pressure (P1) on
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the final chamber pressure (P2) will be discussed on the next section 4.1.4.
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Figure 4.10. Effect of silicone fill in GLV dome pressure at an initial pressure of 975 psig.
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Figure 4.11. Effect of silicone fill in GLV dome pressure at an initial pressure of 1,250 psig.
A similar analysis can be carried in for both Figure 4.10 and Figure 4.11, where it shows that
presence of silicone in a chamber would increase the chamber pressure as a function of temperature
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and silicone fill in all the three silicone fill cases (25, 50 and 75%). It shows that in all cases, the
error limit of 10 psig is reached. Also, it also agrees on the significance of this effect for silicone
fills greater than 25%. The initial chamber pressure would affect the pressure increase due to
silicone expansion.
The following Figure 4.12 shows experimental results evaluate the pressure variation with
temperature change in the experimental chamber using different silicone volume ratios of 7.5, 10,
15 and 25%. The objective of this analysis is to estimate experimentally the threshold silicone ratio
at which the silicone effects start to affect the dome pressure (increase) up to 175 °F.
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Figure 4.12. Effect of small silicone fill in GLV dome pressure at an initial pressure of ≈ 975
psig.
Figure 4.12 shows that the threshold silicone ratio is not clear for small silicone ratios of 7.5,
10 and 15% since the pressure increase falls within the experimental uncertainty for these cases.
However, it can be concluded that all silicone fills (except 25%) start to affect the dome pressure
by 4 psig at a temperature of 130 °F and initial pressure of 975 psig. A 4 psi pressure increase falls
within the 10 psi safety design margin. Therefore, may not affect the GLV design.
Based on the results presented in this section, it is recommended to measure silicone volume
in the GLV dome before the valve deployment in the field. The silicone volume should be
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consistent in each valve and included in the design calculations to avoid design failure that may
occur especially at high pressure and temperature applications.
The effect of the initial chamber pressure (P1) increase will be discussed in the next section.
Significant errors may occur when using silicone fill of 50% and 75% where the maximum error
reached 78 and 218 psig respectively, which vastly exceeds the 10 psig error limit.
Effect of Initial Dome Pressure
The objective of this analysis is to experimentally investigate the effect of increasing initial
dome/chamber pressure (P1) on the pressure increase due to silicone presence as a function of
temperature (T2). As mentioned earlier, the current practice utilizes nitrogen correlations or
Equation 3.8 to predict the dome pressure as a function of temperature.
Figure 4.13 shows the difference between experimental results (P2 experiment) and the nitrogen
correlation results (P2 theoretical) as a function of temperature using three different initial pressures
(P1) of 970; 1,249 and 1,490 psig and a fixed silicone volume ratio of 50%. The maximum typical
dome charge is 2,200 psig. However, it may reach 3,000 psig in special applications (Hernandez,
2016; Winkler et al., 1989). The maximum chamber pressure reached in this experiment after
heating the chamber is 2,061 psig, which almost covers most of the typical dome charges.
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Figure 4.13. Effect of initial dome pressure (P1) on dome pressure increase due to silicone.
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It can be seen from Figure 4.13 that as the initial chamber pressure (P1) increases, the
difference between experimental and theoretical pressures increase due to silicone presence
(mainly expansion). The maximum pressure increase occurred at 175°F due to silicone expansion,
and it is 79 psig for initial pressure (P1) of 1,490 psig. At the same temperature of 175°F, silicone
effect decreases to 58 psig for the initial pressure (P1) of 1,249 psig. Finally, the lowest pressure
increase due to silicone expansion is 47 psig occurred at the initial pressure (P1) of 970 psig at the
same temperature of 175 °F. This is because the final chamber pressure (P2) is proportional to the
initial chamber pressure (P1) from Equation 3.8.
Therefore, the higher the initial chamber pressure (P1), the higher the deviation from the theoretical
chamber set pressure at temperature because of silicone expansion. This highlights the importance
of considering the silicone expansion effect at high-pressure applications where the dome pressure
exceeds 1,000 psig. The pressure increase due to silicone expansion is significant since most of
the pressure increase value is more than 10 psig error/design limit discussed earlier. The effect of
the error propagation on GL unloading design will be discussed in section 4.1.6.
The following Figure 4.14 and Figure 4.15 are a replication of the same experiment but using
different silicone fill of 75 and 25%. It is shown in Figure 4.14 that as the initial chamber pressure
(P1) increases, the deviation from the expected chamber final pressure (P2) at temperature
increases because of silicone presence (expansion). Comparing the pressure increase due to
silicone expansion at 150 °F results in a similar conclusion from the previous Figure 4.13 as
follows. The highest pressure difference of 173 psig occurs at the highest initial pressure (P1) of
1,480 psig. This difference decreased to 160 psig when using moderate initial pressure (P1) of
1,251 psig. Finally, the lowest pressure difference is 135 psig occurred at the lowest initial pressure
of (P1) 985 psig. The reason of showing this comparison at 150 °F instead of 175 °F is that the
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experiment for this case (75% silicone fill and at 175 °F) was not performed due to a limitation in
the pressure rating for the chamber.
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Figure 4.14. Effect of initial chamber pressure (P1) on dome pressure increase due to silicone
effect using 75% silicone fill.
Figure 4.15 does not show clear evidence of chamber pressure effect since the experiment
uncertainty for different initial chamber pressure cases (975, 1,256 and 1,500 psig) overlap with
the experimental results. This is probably due to a smaller volume of silicone ratio (25%) compared
to other cases (50 and 75%). The effect of chamber pressure increase falls within the experimental
uncertainty for all the initial pressure cases.
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Figure 4.15. Effect of initial chamber pressure (P1) on chamber pressure increase due to silicone
effect using 25% silicone fill.
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Evaluation of the Current Recommended Practice, VPC, and the Model Proposed in this
Study
The objective of this section is to evaluate three different models developed to predict the
dome pressure at well conditions compared to experimental results. These models are the current
recommended practice nitrogen model (N2), the VPC model, which is used exclusively in the VPC
software, and the author’s model. The outcomes of this evaluation would help in determining
which model is better predicts the GLV dome pressure, which in turn helps in providing a better
GLV design reducing design errors that may fail GLV operations such as unloading.
The current recommended practice utilizes nitrogen correlations to estimate the nitrogen
pressure inside the dome as a function of temperature. Several nitrogen correlations are available
as discussed in the literature review. Sutton modified DAK correlation (2014) is used in the
evaluation and assumed to represent the current recommended practice since it has an accurate
estimate compared to other nitrogen correlations and equations. As mentioned earlier, the current
recommended practice ignores the effect of silicone presence in the dome (which means ignoring
silicone expansion and silicone compression) and thermal dome expansion. In this analysis, the
current recommended practice will be referred to as the nitrogen model N2.
The VPC model utilizes a nitrogen correlation (unknown nitrogen correlation with unknown
accuracy since it is not cited in the software manual) and includes the silicone expansion effect. In
this evaluation, VPC is assumed to use Sutton modified DAK (2014) equation. The model
developed
N in this study includes in addition to VPC, the silicone compressibility, and dome thermal
expansion.
2
Figure 4.16 shows the experimental pressure difference in the chamber pressure using the N2
model, the VPC model and the model developed in this study as a function of temperature. In this
case, the silicone volume ratio is 25% of the chamber volume, which almost equals the typical
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silicone fill in a new GLV (20%). The initial chamber pressure (P1) is 975 psig at 60 °F (T1). The
vertical error bars represent the uncertainty in the pressure reading while the horizontal bars
represent the uncertainty in the temperature reading. The maximum error with respect to
experimental results for each model is shown.
25% Silicone Volume, P1 975 psig
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Figure 4.16. Models evaluation using P1 of 975 psig and silicone fill of 25%.
As can be seen in Figure 4.16, as the temperature increases, the errors coming from silicone
presence in the chamber increase since all the models keep diverting apart from the experimental
results. The model developed in this study provided a slightly better error percentage compared to
N2 model at a temperature of 175 °F but in the opposite direction. The N2 underpredicts the
experimental results by 0.78% while the model developed in this study overpredicts it by 0.77%.
On the other hand, the VPC model provided the highest error among other models by
overpredicting the pressure by 1.37%. The N2 model underpredicts the results probably because it
does not include the silicone expansion effect (silicone compressibility and thermal chamber
expansion have a lower effect than the silicone expansion as discussed previously). The VPC
model overpredicts the pressure more than the model developed in this study probably because it
does not include the effect of silicone compressibility and chamber thermal expansion.
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It is shown in Figure 4.16 that the effect of silicone expansion is greater than the effect of
silicone compression and thermal chamber expansion combined. Since if, the silicone compression
and chamber thermal expansion effects are greater than the silicone expansion effect, the
experimental results should be equal to or lower than the N2 model. One possibility of why the
model developed in this study overpredicts the experimental results is due to the accuracy of the
silicone thermal expansion factor since it is not provided as a afunction of pressure and temperature
and assumed constant under any pressure and temperature. In addition, compressibility estimates
may involve errors coming from digitizing the data and estimating values using multiple
interpolations. Furthermore, nitrogen correlations accuracy and the impurities in the chamber since
the chamber is initially contained air at 14.7 psia. Also, the effect of nitrogen solubility may affect
this model since this effect is ignored. The experimental uncertainty is large compared to the
differences in the Y-axis. Therefore, other cases will be discussed, which have relatively, lower
differences between the experimental uncertainty and the models. The same experiment is repeated
but with different silicone fill and initial chamber pressure (P1). In this case, the silicone ratio
occupies 50% of the chamber volume, which is considered to represent silicone fill in a refurbished
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Figure 4.17. The Experimental difference in chamber pressure in three models at P1 of 1,490 psig
and 50% silicone fill.
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It can be seen from Figure 4.17 that the best model representing the experiment at a
temperature of 175 °F is the model developed in this study where the maximum error is 1.28%
(overpredicting), which is significantly better than the N2 model where the error reached 3.97%
(underpredicting) probably because of the following. In this experiment, the silicone fill and initial
pressure (P1) are significantly higher than the previous experiment (P1= 975 psig compared to
1,490 psig and 25% silicone compared to 50% silicone).
As concluded earlier, the higher the initial chamber pressure (P1) and the silicone fill
percentage, the higher the difference between the N2 model and experimental results due to silicone
effects. The VPC model provided a maximum error of 2.83% (overpredicting) which is higher
than the previous experiment where the maximum error was 1.37% (overpredicting). This is
probably because of the higher initial chamber pressure (P1) and silicone fill percentage. The
higher the initial pressure (P1), the higher the silicone compressibility. In addition, the larger the
silicone fill, the larger the amount of silicone compressed. Since the VPC does not include the
silicone compressibility, it is expected that the VPC error would increase with pressure and silicone
fill increase.
The maximum error by the model developed in this study is 25 psig compared to -79 psig by
the N2 and 56 psig by the VPC. This error range exceeds the 10 psig safety/design limit by the
industry which necessities the need to increase the safety factors while designing a refurbished
GLV or to set a procedure prohibiting/limiting adding silicone during GLV refurbishment since
the errors provided may exceed the safety/design limits significantly. As mentioned earlier, many
reasons may lead to error increase in the model developed in this study such as the accuracy of
silicone compressibility charts, the linear assumption of silicone thermal expansion since the
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differences between the experimental results keep increasing with temperature and pressure
increase, impurities in the chamber, and accuracy of stainless steel expansion factor.
Figure 4.18 represents an extreme case where the silicone fill is 75%. This case may be rare
to reach since it needs adding a significant amount of silicone. However, it may occur if the GLV
is refurbished multiple times especially with 1 in IPO valves where the dome volume is small (2.7
in3). This case shows how significant can the dome set pressure deviate from the expected design
set pressure at large silicone fills.
75% Silicone Volume Ratio, P1 985 psig
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Figure 4.18. The experimental difference in chamber pressure using three models at an initial
chamber pressure of 985 psig and 75% silicone fill.
It can be seen from Figure 4.18 that the best model representing the experiment at a
temperature of 175 °F is the model developed in this study where the maximum error is 4.08%
(overpredicting) followed by the VPC with an error of 7.9% (overpredicting). On the other hand,
the worst model representing the experiment is the N2 model where the error is 12.75%
(underpredicting). The probable reason for error increase for the N2 model is increasing the silicone
fill. As mentioned earlier, the higher the silicone fill percentage, the higher the difference between
the N2 model and experimental results due to silicone effects. Larger silicone fills induce larger
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changes in the final volume (V2) as the temperature increases due to expansion and compression,
which in turn affect the results significantly.
The VPC model has an error of 7.9% (overprediction) which is higher than the previous
experiment where the maximum error was 2.83% (overprediction). This is probably due to silicone
fill percentage. The larger the silicone volume ratio, the larger the amount of silicone compressed.
Since the VPC does not include the silicone compressibility, it is expected that the VPC error
would increase with pressure and silicone fill increase.
The error in the model developed in this study increased from 1.28% (Figure 4.17) to 4.08%
(Figure 4.18) probably due to errors in the silicone expansion and compression estimates since it
is increased by increasing the silicone amount. Comparing the errors in psig, the model developed
in this study error has an error of 58 psig compared to -181 and 112 psig by the N2 and VPC
respectively. These errors are serious and most probably may fail the GLV design since it is larger
than the minimum recommended safety factor (10 psig). This experiment confirms the significance
of prohibiting adding silicone during the refurbishment processes. Table 4.1 summarizes the
maximum error for all the experimental results for nine experiments done using different initial
pressures (P1) and silicone fill. Comparing the model developed in this study, N2 and VPC models
with experimental results, the model developed in this study provided the lowest absolute error in
most cases. The average maximum error presented in Table 4.1 for the model developed in this
study for all the experiments is 2.21% (overpredicting) followed by the VPC 4.23%
(overpredicting) and the N2 5.22% (underpredicting). In summary, the model developed in this
study provided the best results followed by the VPC while the N2 which represents the current
practice provided the least accurate results.
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P1
(psig)

≈975
≈1,250

≈1,500

Table 4.1. Summary of all experimental results evaluating three models.
N2
VPC
This Study
Silicone volume
Max.
Max.
Max.
fraction
Pdifference
Pdifference
Pdifference
Error
Error
Error
(%)
(psig)
(psig)
(psig)
(%)
(%)
(%)

25
50
75
25
50
75
25
50
75

-10
-47
-181
-13
-58
-219
-10
-79
-173

-0.78
-3.72
-12.75
-0.81
-3.55
-12.13
-0.52
-3.97
-8.75

17
36
112
22
49
166
33
56
156

1.37
2.83
7.90
1.38
2.95
9.17
1.72
2.83
7.91

9.73
20
58
12
26
84
19
25
85

0.77
1.61
4.08
0.73
1.55
4.64
1.01
1.28
4.29

Effect of Error Propagation of the N2, this study and VPC on GLV Unloading Design
The objective of this section is to evaluate the impact of utilizing the current practice (N2)
model, the model developed in this study and VPC model on a typical IPO GLV unloading design
using various valve silicone fills and safety factors. Also, to suggest improvements on the design
practices for IPO valves based on the outcomes from these case studies. The first case (base case)
represents unloading design for new valves (25% silicone fill) utilizing the suggested minimum
recommended 10 psi decrease in injection pressure between each valve as a safety factor to ensure
valve closing for upper valves (API, 1999; Schlumberger, 2000). The second case is a repetition
to the first case except that an additional drop in injection pressure (20 psi instead of 10 psi) is
used as a safety factor. The third case represents unloading design for refurbished valves with
consistent silicone fills (50%) for all the valves utilizing a 20 psi reduction in injection pressure
between valves as a safety factor. The fourth case represents unloading design for a well utilizing
new unloading valves (25% silicone fill) except the fifth unloading valve, which is a refurbished
valve with 50% silicone fill. The following Table 4.2 shows a summary of the cases discussed
above.
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Table 4.2. Summary of all unloading design cases.
Case #

Silicone Fill

Safety Factor (psi)

1
2
3
4

10
25%
50%
25 and 50%

20
20
10

As mentioned in the methodology section 3.1.3, a linear regression is used on the
experimental data obtained with silicone fill of 25% (represents new GLVs) and 50% (represents
refurbished valves) to predict the real dome pressure at well conditions (P2) and thus, the expected
valve opening pressure (with its associated errors) for each model.
Case 1: Unloading Using New GLVs (25% Silicone Fill) and 10 psi Safety Factor
Before showing the results of this case, it is important to clarify two important definitions that
will be used in analysing the results. These definitions are the valve surface opening pressure under
valve uncovering conditions (PvoU) and valve flowing conditions (PvoF). Valve surface opening
pressure under uncovering conditions occurs during unloading when the tubing is filled with kill
fluid as shown in Figure 4.19 (a). Therefore, the pressure acting on the valve port (from the tubing
side) is because of the kill fluid hydrostatic column. On the other hand, when the well is under
flowing conditions, the pressure acting on the valve port (from tubing side) is the flowing tubing
pressure (fluid gradient after gas injection) as shown in Figure 4.19 (b). Typically, the hydrostatic
column from the kill fluid results in a higher pressure acting on the valve port compared to the
pressure resulted from flowing gradient. Which results in a lower valve opening pressure under
uncovering condition compared to opening pressure under the flowing condition as per Equation
2.13. Figure 4.19 shows an example comparing the valve surface opening pressures under
uncovering (1,117 psig) and flowing conditions (1,206 psig) for the first valve utilizing well
conditions in case # 1. Only one valve is shown in Figure 4.19 for simplicity.
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Figure 4.19. Difference between uncovering and flowing conditions.
The following Table 4.3 shows a summary of unloading design results using three different
models for the first case (base case).
Table 4.3. Summary of unloading valve design calculations for case # 1 (base case).
Valve
#

1
2
3
4
5

Tv
(°F)

Dv
(ft)

Pinj
(psig)

130
147
159
169
175

2,483
4,433
5,901
6,967
7,716

1,200
1,190
1,180
1,170
1,160

N2 Opening
(psig)
Uncovering Flowing

1,117
1,131
1,141
1,146
1,148

1,206
1,198
1,190
1,181
1,172

This study Opening
(psig)
Uncovering Flowing

1,110
1,120
1,127
1,131
1,131

1,200
1,188
1,177
1,165
1,155

VPC Opening
(psig)
Uncovering Flowing

1,100
1,108
1,114
1,116
1,115

1,189
1,176
1,163
1,151
1,139

Table 4.3 shows the design surface injection pressure (Pinj) for each valve at valve depth (Dv)
and temperature (Tv). In addition, it shows the valve surface opening pressure for each model under
valve uncovering conditions (PvoU) and valve flowing conditions (PvoF).
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As mentioned in the methodology section 3.1.3, the well data and design procedures follow
example # 1 in the API 11V6 recommended practice (1999) with a maximum surface compressor
injection pressure of 1,200 psig. When following these procedures, the valve should open at its
specified design injection pressure (Pinj) under well flowing conditions. However, due to the errors
associated with each model (N2, VPC, and this study), the valve would not open at the exact
specified injection pressure.
The valve opening pressure would be either higher or lower than expected opening pressure
depending on the model used. For example, the surface opening pressure for the first valve under
flowing conditions should equal to the surface injection pressure of 1,200 psig. However, when
using the N2 model for this example, the N2 model tends to overpredict the opening pressure and
therefore, the opening pressure would be 1,206 psig instead of 1,200 psig.
Conversely, when utilizing the VPC model, the model tends to underpredict the valve surface
opening pressure and therefore, the opening pressure would be 1,189 psig instead of 1,200 psig.
The N2 model tends to overpredict the opening pressure because it does not include all the physics
affecting dome pressure (mainly silicone expansion).
As concluded in section 4.1.3, silicone provides an additional pressure contributing in the
chamber as it expands with temperature. During the design stage, the final dome pressure (P2) at
valve temperature is provided to the designer and the initial dome pressure (P1) in workshop
conditions is need to be estimated. Part of the final dome pressure (P2) is coming from silicone
expansion.
When this effect is ignored in the N2 model, the initial dome pressure (P1) is overpredicted.
When the initial dome pressure (P1) is overpredicted, the dome is charged with additional amount
of gas in the workshop. Thus, the final dome pressure is also overpredicted. An overpredicted
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dome pressure (P2) provides additional closing force to the valve as per Equation 2.13. Therefore,
higher than the anticipated valve opening pressure. Conversely, the VPC model tends to
underpredict the opening pressure since it does not account for silicone compression and dome
thermal expansion, therefore, underpredicting the initial dome pressure (P1). Which in turn,
underpredicts the final dome pressure (P2) and therefore, provides a lower closing force as per
Equation 2.13 which results in a lower valve opening pressure.
The following Figure 4.20 shows a well schematic during unloading operation with the status
of each valve during unloading operation for the results presented in Table 4.3 (case 1).
Unloading starts with gas injection in the casing displacing the kill fluid through open valves
toward tubing until gas reaches valve # 1. Under this condition, the tubing is filled with kill fluid.
Therefore, the valve surface opening pressure under uncovering conditions when utilizing the N2,
VPC and the model developed in this study is 1,117, 1,100 and 1,110 psig respectively, which
successfully opens the first valve since the surface injection pressure at this stage is 1,200 psig as
shown in Figure 4.20 (a).
Figure 4.20 (a) shows similar successful results would occur for valve # 2 since all the models
result in surface valve opening pressure of 1,131, 1,108 and 1,120 psig (under uncovering
conditions), which is lower than the current design surface injection pressure of 1,190 psig (the
surface injection pressure is decreased from 1,200 psi to 1,190 psi for valve # 2 as a safety factor
to ensure upper valve closure since the design opening pressure for the upper valve is 1,200 psig).
Therefore, valve # 2 is open and unloading proceeds toward valve # 3.
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Figure 4.20. Unloading operation for the base case using three different design models.
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The analysis for valve # 3 shows that all the models result in a surface valve opening pressure
lower than the current surface injection pressure of 1,180 psig at this stage (as mentioned above,
the injection pressure for each valve is decreased 10 psi as a safety factor). The N2, VPC and the
model developed in this study results in valve surface opening pressure (under uncovering
conditions) of 1,141 and 1,114 and 1,127 psig respectively, which successfully opens the valve,
since it is lower than the current surface injection pressure of 1,180 psig. However, when using
the VPC model, the surface valve opening pressure at valve # 2 under flowing conditions is 1,176
psig (on this stage, valves # 2 and # 1 are under flowing conditions), which is lower than the current
surface injection pressure (1,180 psig) at valve # 3. This results in two valves opening at the same
time as shown in Figure 4.20 (c) -VPC model. This problem is defined as a multi-point of injection
(API, 1999; Hernandez, 2016; Takacs, 2005) and described in details in section 2.1.3.1. On the
other hand, the surface opening pressure for valve # 2 under flowing conditions using the N2 and
the model developed in this study is 1,198 and 1,188 psig respectively, which is higher than the
current surface injection pressure (1,180 psig) at valve # 3. Therefore, valve # 2 is kept closed as
shown in Figure 4.20 (c) - N2 and this study models.
Returning to the design example shown in Figure 4.20 (d). During this stage, it is assumed
that there is enough amount of gas and pressure in the system to overcome the multi-point of
injection problem. Therefore, unloading is assumed to be successful using the VPC model in valve
# 3 and gas injection has reached valve # 4. Analyzing valve # 4 with design surface injection
pressure of 1,170 psig, all models results in an opening pressure (under uncovering conditions)
lower than the current surface injection pressure, which successfully opens the valve # 4. However,
the surface valve opening pressure (under flowing conditions) at valve # 3 using the VPC model
is 1,163 psig, which is lower than the injection pressure at this stage (1,170 psig) at valve # 4. This
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results in multi-point of injection as shown in Figure 4.20 (d) - VPC model. On the contrary, the
opening pressures (under flowing conditions) for valve # 3 using model developed in this study
and the N2 model are 1,177 and 1,190 psig respectively, which is higher than the current injection
pressure (1,170 psig) at valve # 4. Therefore, valve # 3 is kept closed, and the problem of multipoint of injection does not occur as shown in Figure 4.20 (d) - N2 and this study models.
When analyzing valve # 5 during this stage, it is assumed again for the VPC model, that the
gas injection is successfully reached valve # 5 (although multi-pointing is occurring). Using design
surface injection pressure of 1,160 psig, all models result in a surface valve opening pressure
(under uncovering conditions) lower than the current surface injection pressure, which
successfully opens valve # 5. However, the same problem occurs again when using the VPC model,
since the surface opening pressure (under flowing conditions) at valve # 4 is 1,151 psig, which is
lower than the current surface injection pressure (1,160 psig) at valve # 5. This again results in
multi-point of injection as shown in Figure 4.20 (e) -VPC model. Conversely, this problem does
not occur when using the model developed in this study and the N2 model since the opening
pressure for valve # 4 is 1,165 and 1,170 psig respectively, which is higher than the injection
pressure (1,160 psig) at valve # 5 as shown in Figure 4.20 (e) - N2 and this study models.
At the final stage, the injected gas has reached the last valve (operating orifice valve), and the
current surface injection pressure is 1,150 psig. As discussed in 1.1.2, orifice valves are always
open since there is no closing mechanism for these valves. Therefore, there is no opening pressure
for this operating/orifice valve. For this stage, it is assumed for the VPC model that the compressor
is capable of delivering the gas to the operating valve (although multi-pointing is occurring).
However, the surface opening pressure (under flowing condition) for valve #5 is 1,139 psig, which
is lower than the injection pressure at the operating valve (1,150 psig), which results in multi-point
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of injection during the production stage. On the other hand, when using the model developed in
this study and N2 model, it results in a surface valve opening pressure (under flowing conditions)
of 1,155 and 1,172 psig respectively, which is lower than the surface injection pressure at the
operating valve (1,150 psig). Therefore, the upper valve (# 5) is kept closed, and the goal of proper
unloading design is achieved by having a single point of injection at the target depth.
In summary, when utilizing the minimum recommended safety factor with new GLVs, the
VPC method may results in multi-point of injection during unloading and production stages, which
requires larger amount of gas injection and may lead to cease the unloading operation and
production losses if an additional amount of gas and pressure are not available. Finally, both the
model developed in this study and the N2 model provided a better design and successfully unloads
the well given in the example.
Case 2: Unloading Using New GLVs (25% Silicone Fill) and 20 psi Safety Factor
The objective of showing this case is to examine the unloading design for three models using
new GLVs under additional safety factor (20 psi instead of 10 psi). The following Table 4.4 shows
a summary of unloading design results.
Table 4.4. Summary of unloading valve design calculations for case # 2.
Valve
#

Tv
(°F)

Dv
(ft)

PInj
(psig)

N2 Opening
(psig)

This study Opening
(psig)

VPC Opening
(psig)

Uncovering

Flowing

Uncovering

Flowing

Uncovering

Flowing

1

130

2,483

1,200

1,117

1,206

1,110

1,200

1,100

1,189

2

146

4,410

1,180

1,121

1,188

1,111

1,178

1,099

1,166

3

159

5,838

1,160

1,122

1,170

1,109

1,157

1,095

1,143

4

168

6,852

1,140

1,117

1,151

1,103

1,136

1,088

1,122

5

174

7,541

1,120

1,109

1,131

1,093

1,115

1,078

1,100
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Following the same way of analyzing the data in the previous example, the results show that
the well would unload successfully using all models. No multi-point of injection occurred for this
well using the VPC model with the new safety factor. However, the disadvantage in this design is
achieving a lower injection pressure available at the operating valve (1,100 psig compared to 1,150
psig). This is because the decrease in pressure drop between each valve (safety factor) increased
from 10 to 20 psig. The reduction in the injection pressure would reduce the injection flow rate
and thus, the production rate of the well. Utilizing the minimum safety factor is used in locations
where the injection pressure is limited. On the other hand, the new safety factor (20 psi) absorbed
the errors coming from the VPC model under the well conditions and unloaded the well
successfully.
Case 3: Unloading Using Refurbished GLV (50% Silicone Fill) and 20 psi Safety Factor
The objective of showing this case is to examine the unloading design for three models using
refurbished GLV with consistent silicone fill (50%) for all valves and ample safety factor (20 psi).
The following Table 4.5 shows a summary of unloading design.
Table 4.5. Summary of unloading valve design calculations for case # 3.
Valve
#

Tv
(°F)

Dv
(ft)

PInj
(psig)

N2 Opening
(psig)

This study Opening
(psig)

VPC Opening
(psig)

Uncovering

Flowing

Uncovering

Flowing

Uncovering

Flowing

1

130

2,483

1,200

1,143

1,232

1,117

1,206

1,091

1,180

2

146

4,410

1,180

1,155

1,221

1,116

1,183

1,086

1,153

3

159

5,838

1,160

1,160

1,208

1,112

1,160

1,079

1,127

4

168

6,852

1,140

1,159

1,193

1,104

1,138

1,069

1,102

5

174

7,541

1,120

1,153

1,175

1,093

1,116

1,056

1,078

Analyzing the results in a similar fashion of the base case results in successful unloading
operation for the N2 model and the model developed in this study. The only difference occurs for
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the N2 model in valves # 4 and 5 since it requires to increase the injection pressure up to 1,159
psig instead of designed injection pressure of 1,140 psig. This would operate the system at higher
casing pressure than expected. However, it would unload properly through each lower valve since
there is available compressor/injection pressure at the surface (1,200 psig).
The VPC model would cause the system to multi-point even with including an additional
safety factor of 20 psi. This is because of larger silicone fills added (50%) compared to the base
case (25%). As concluded in section 4.1.5, the larger the silicone fill, the larger the amount of
silicone compressed. Since the VPC does not include the silicone compressibility and dome
thermal expansion, it is expected that the VPC error would increase with silicone fill increase.
In summary, increasing silicone fill affect the VPC model since the problem of multi-pointing
occurred even though additional safety factor of 20 psi is included in the design. In addition,
silicone fill did not affect the model developed in this study and the N2 model. Except that for the
N2 model, it required a higher than the designed injection to open the valves # 4 and 5. It can be
concluded that adding silicone to the GLV affects the unloading operation more significantly for
the VPC model even with an additional safety factor is included. This example considered that all
the valves have a consistent amount of silicone fills. However, the amount of silicone added during
valve refurbishment is not measured and thus, not consistent with other refurbished valves. The
consequence of this practice on the unloading operation is presented in the following example
(case 4).
Case 4: Unloading Using New and Refurbished GLV (25 and 50% Silicone Fill)
The objective of showing this case is to examine the unloading design for three models using
new and refurbished GLVs with the minimum recommended safety factor (10 psi). In addition, it
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illustrates the importance of measuring silicone amount added to valves during valve
refurbishment.
Valve # 5 is a refurbished valve with silicone fill of 50%. All other unloading valves are new
valves with 25% silicone fill. The following Table 4.6 shows a summary of unloading design.
Table 4.6. Summary of unloading valve design calculations for case # 4.
Valve
#

Tv
(°F)

Dv
(ft)

PInj
(psig)

N2 Opening
(psig)

This study Opening
(psig)

VPC Opening
(psig)

Uncovering

Flowing

Uncovering

Flowing

Uncovering

Flowing

1

130

2,483

1,200

1,117

1,206

1,110

1,200

1,100

1,189

2

147

4,433

1,190

1,131

1,198

1,120

1,188

1,108

1,176

3

159

5,901

1,180

1,141

1,190

1,127

1,177

1,114

1,163

4

169

6,967

1,170

1,146

1,181

1,131

1,165

1,116

1,151

5

175

7,716

1,160

1,195

1,219

1,132

1,156

1,103

1,127

Following the same analysis procedures presented in the base case shows that utilizing the N2
model provides successful unloading until injected gas reaches refurbished valve # 5. At this stage,
the surface injection pressure is 1,160 psig. However, the opening pressure (under uncovering
conditions) for valve # 5 is 1,195 psig, which is higher than the injection pressure at this stage
(1,160 psig). In order to open valve # 5, the surface injection pressure has to increase to 1,195 psig.
If the surface injection pressure is increased to 1,195 psig, the upper valves # 4 and 3 will open
since the surface opening pressure (under flowing conditions) are 1,181 and 1,190 psig
respectively. This would cause multi-point of injection in three valves (# 3, # 4 and # 5), which
may lead to cease the unloading operation. Another factor is that the surface opening pressure
(under flowing conditions) for valve # 2 is 1,198 psig, which is only 3 psig higher than the opening
pressure of valve # 5 (1,195 psig). If the injection pressure accidentally increased 3 psi reaching
1,198 psig, it may cause four valves to multi-point (# 2, # 3, # 4 and # 5). Another factor is the
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available surface injection pressure is 1,200 psig, which is very close to the surface opening
pressure of valve # 5 (1,995 psig). If in other well/valve conditions (such as larger silicone fill or
at higher valve temperature), the available surface injection pressure may not be enough to exceed
the opening pressure of that valve, and therefore, it may not be possible to reach the operating
valve. Which in turn, may cease the unloading or lead to gas injection at a shallower depth.
Injecting at a shallower depth leads to production losses since the bottomhole pressure is increased
(API, 1994, 1999; Hernandez, 2016; Takacs, 2005). As mentioned in section 2.1.3.1, if this valve
(# 5) is pulled and sent to the workshop for inspection to test its opening pressure, the valve will
open at its exact design pressure since the silicone has not expanded significantly at workshop
temperature of 60 °F. Therefore, the problem is hard to be diagnosed. On the other hand, the VPC
model would cause the system to multi-point in a similar fashion to the base case. Finally, the
model developed in this study would successfully unload the well without having the multi-point
of injection problem because of its accurate opening pressure predictions.
In summary, silicone amount must be measured if an additional amount of silicone is needed
during valve refurbishment. Utilizing un-measured silicone fills would affect the unloading
operation significantly when utilizing the N2 model even with the availability of extra injection
pressure at the surface.
The Accuracy of the GLV Sizing Equation
This section is divided into four parts. The first part shows the results related to the use of real
gas isentropic exponent (n) on GLV sizing equations for an orifice and an IPO GLV. The second
part shows the results of using the velocity of sound to evaluate the accuracy and validity of using
the real gas isentropic exponent on GLV sizing equations. The third part discusses the application
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of real isentropic exponent on the VPC and API Simplified methods. The fourth part shows the
effect of the real gas isentropic exponent (n) on gas-lift operations.
Ideal Isentropic Exponent (k) versus the Real Exponent (n) Method
This section discusses the effect of using the real isentropic exponent (n) in the GLV sizing
equations, and it presents the comparison to the use of ideal isentropic exponent (k) utilized in
current VPC and API Simplified equation. Two GLVs are discussed. The first valve is an orifice
valve, which is used as an operating valve as mentioned in the literature. The second valve is an
IPO valve, which is utilized as an unloading valve and in some cases as an operating valve.
Orifice GLV
The valve selected for this analysis is an orifice GLV with 24/64 in orifice size. The valve
flow capacity (Cv) is 3.5, and the terminal pressure drop ratio (xT) for air is 0.54. Valve properties
(Cv and xT) are determined experimentally by a private lab using air. This valve has a large flow
capacity when compared to similar GLVs. Large flow capacity valves are typically used in wells
with high production rate. Therefore, the consequence of gas flow rate errors as a result of using
the ideal isentropic exponent on the production rate may be large. The following analysis is
performed using typical natural gas properties. The composition of typical natural gas is listed in
Table 4.7 (Lemmon et al., 2007):
Table 4.7. Natural gas composition.
Component

Mass Fraction

Methane

0.888

Nitrogen

0.0014508

Carbon dioxide

0.065432

Ethane
Propane
Isobutene
Butane
Isopentane
Pentane

0.032107
0.0061069
0.0013528
0.00054114
0.00058776
0.00046182
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Figure 4.21 is a typical GLV performance curve developed using Equation 2.26. It shows the
gas flow rate in standard conditions with respect to the pressure downstream (P2) to the GLV
(location 4, Figure 2.9). Figure 4.21 presents the results generated using the ideal isentropic
exponent (k) of 1.3 for natural gas, and using real isentropic exponent (n) of 1.85. The real
isentropic exponent is estimated using FLOWSOLV software at upstream conditions (location 1,
Figure 2.9). Upstream conditions for this case is at an injection pressure of 3,000 psig and a
temperature of 150 °F.

n= 1.85

12,000

10,000

k=1.3
qg (Mscfd)

8,000

6,000

4,000

2,000

Upstream Pressure=3,000 psig
0
0

500

1,000

1,500

2,000

2,500

3,000

P2 (psig)

Figure 4.21. Theoretical performance curves for an orifice GLV using ideal exponent (k=1.3)
and real exponent (n=1.85) using an upstream pressure of 3,000 psig.
The results presented in Figure 4.21 show that using the ideal isentropic exponent method
underestimate the flow for almost the entire performance curve. The maximum flow rate estimate
when using the real isentropic exponent (n) is 11,405 Mscfd compared to 9,565 Mscfd by the ideal
exponent (k). Using the ideal exponent underestimates the flowrate by 19%, which may result in
an oversized GLV.
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Two explanations will be discussed. The first explanation is based on thermodynamics. The
second explanation is based on mathematical equations derived for sizing the GLVs.
Thermodynamically, the expansion processes in valve throat is assumed to be isentropic and
governed by Equation 2.23.
When a larger isentropic exponent is used (n = 1.85 compared to k = 1.3), it lowers the volume
of the gas expanded in the throat (location 3, Figure 2.9) as per Equation 2.23.
When a lower volume of gas is expanded in the throat, the density of the gas is increased, and
thus, the flow is increased. As explained in section 2.2.3, the process of gas expansion adds
resistance to the flow. Therefore, the higher the expansion, the lower the flow for the same pressure
difference upstream and downstream to the GLV.
Mathematically, the isentropic expansion is used as an approximate method to correct for the
terminal pressure drop ratio (xT) for fluids other than air (natural gas in this case) as per Equation
2.24. The terminal pressure drop ratio (xT) is used to establish the slope of the expansion factor (Y)
with respect to the pressure drop ratio (x) (Equation 2.25).
A larger value of isentropic exponent results in a larger value of terminal pressure drop (xT)
(in this case, xT is 0.539 using ideal isentropic exponent, and 0.767 using real isentropic exponent),
which in turn, reduces the expansion factor (Y), resulting in a higher flow rate (Equation 2.26).
Figure 4.22 shows how the expansion factor (Y) varies with pressure downstream the choke
for a constant upstream pressure of 3,000 psig as a function of the ideal isentropic exponent (k) of
1.3 and real isentropic exponent (n) of 1.85.
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Figure 4.22. Expansion factor (Y) versus downstream pressure for 3,000 psig upstream pressure
using ideal (k) and real (n) exponents.
It can be seen from the red-solid line on Figure 4.22 that the use of an ideal exponent of k =
1.3 results in a lower value of expansion factor and the lower the expansion factor, the lower the
flow rate. It also shows that the expansion factor reaches the lowest value at Y = 0.67 at a
downstream pressure of 1,333 psig, which represents the critical pressure (choked flow). On the
other hand, when the real expansion factor is used (n=1.85 at upstream conditions), it would result
in a lower slope (higher values of expansion factor). Higher values of expansion factor (Y) mean a
lower amount of gas expansion. Therefore, higher gas density in the throat and thus, a higher flow
rate as per Equation 2.26.
One interesting finding is that when using the real isentropic exponent (n) the critical (choked)
flow occurs at a significantly lower downstream pressure from the ideal isentropic exponent (k)
(647 compared to 1,333 psig). Mathematically, the product of Fk xT (in Equation 2.25) in the
present case (injection pressure of 3,000 psig and temperature of 150° F) would result in a terminal
pressure drop ratio (xT) of 0.767 (using n) compared to 0.539 (using k), which represents a
difference of 42%. One other way to prove that the critical flow through valve would occur at
larger pressure drop is by using the concept of velocity of sound in the medium. This concept is
discussed in 4.2.2.
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It is essential to mention that the typical range of application of an orifice GLV used in a well
is between 100-250 psig differential (Hernandez, 2016). Therefore, Figure 4.21 is replotted in
Figure 4.23 to represent the range of application for an orifice GLV range.
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Figure 4.23. Theoretical performance curves for an orifice GLV using ideal (k=1.3) and real
exponent (n=1.85) at an upstream pressure of 3,000 psig and differential pressure up to 500 psig.
It can be seen from Figure 4.23 that the difference between the k and n in the flowrate is
significantly lower compared to Figure 4.21 since the range of differential pressure is limited to
500 psig. The flowrate difference between the ideal (k) and real (n) isentropic exponents using a
typical range of 100 psig is 3,484 Mscfd compared to 3,506 Mscfd respectively. The ideal model
slightly underpredicts the flowrate by only 0.62%.
These errors under the typical range application for an orifice GLV are minimal. This effect
is probably will be lower when using valves with smaller flow capacities. Therefore, the effect of
the real isentropic exponent is probably has a negligible effect on orifice GLV under subcritical
conditions.
97

The reason behind this small difference is due to high expansion factor for low pressure drop
ratios.
For low pressure drop, the change in gas density is small and are slightly less than unity. As
shown in Figure 4.22, expansion factor in both cases (n and k) is very similar for low pressure drop
ratio.
For example, at a differential pressure of 100 psig, the n is 0.986 compared to 0.979 for the k
case. Since the expansion factors are similar, it means that the flowrates are similar since the
expansion factor is the only parameter affecting the flowrate when the isentropic exponent is
changed. Therefore, under small pressure drop ratio, the effect of n and k is minimal.
IPO GLV
The valve selected for this analysis is an IPO GLV with 3/16 in port size. This valve is chosen
for this analysis since it represents a typical IPO valve used for unloading designs (API, 1999).
The valve flow capacity (Cv) and terminal pressure drop ratio (xT) as a function of stem travel (dx)
is obtained from API (2001) as follows:
𝐶𝑣 = 219.3 𝑑𝑥3 − 149.04 𝑑𝑥2 + 22.58 𝑑𝑥

4.1

𝑥𝑇 = 734.4 𝑑𝑥3 − 178.3 𝑑𝑥2 + 15.12 𝑑𝑥

4.2

The following analysis is performed using natural gas properties at an injection pressure of
3,000 psig and temperature of 150 °F. Figure 4.24 represents a GLV performance curves for an
IPO valve developed using Equation 2.26. It shows the gas flow rate in standard conditions with
respect to the pressure downstream (P2) to the GLV (location 4, Figure 2.9).
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Figure 4.24. Theoretical performance curves result for an IPO GLV using ideal exponent (k=1.3)
and real exponent (n=1.85) using an upstream pressure of 3,000 psig.
Two flowing modes are shown in Figure 4.24. The upper two curves represent a comparison
between the ideal and real isentropic exponent under orifice flow. Orifice flow in an IPO occurs
when the stem of an IPO valve is at its maximum travel, or in other words, fully open (Takacs,
2005). The flow in this IPO valve is similar to the flow for the orifice GLV case presented
previously in Figure 4.21. The lower two curves represent a comparison between the ideal and real
isentropic exponent under throttling flow. Throttling flow in an IPO occurs when the stem travel
is not fully open, and the stem tip interferes with the gas passage through the valve (Takacs, 2005).
Starting with the orifice flow region, the results presented in Figure 4.24 show that using the
ideal isentropic exponent method underestimates the flow for almost the entire performance curve.
The maximum flow rate estimate (occurring at critical flow) when using the real isentropic
exponent (n) is 2,799 Mscfd compared to 2,347 Mscfd by the ideal exponent (k). The ideal
exponent model underestimates the flowrate by 19% (maximum difference), which may result in
oversized GLV. This difference is similar to the percentage occurred for the orifice GLV analyzed
in section 4.2.1.1. This similarity occurred because the real isentropic exponent is the same in both
cases, as it is estimated at the same pressure and temperature conditions (P=3,000 psig and T=150
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°F). The reasons behind the difference between using k and n exponent is similar to the reasons
discussed in section 4.2.1.1. The only difference is in the flowrate, which is different in this case
because the flow capacities for the orifice and IPO valves are different. The consequences of
utilizing an oversized GLV on the gas-lift design will be discussed in section 4.2.4.
Moving to the throttling flow region, the results show that using the ideal isentropic exponent
method underestimate the flow for almost the entire performance curve. Again, the maximum flow
rate difference when using the real isentropic and ideal isentropic exponent is 19% and occurred
during the choked flow. The percentage difference in the flowrate remains constant at 19% for the
entire range shaded in yellow in Figure 4.24, which represents the critical flow region. The lowest
difference occurs at low pressure drop ratios (until downstream pressure ≈ 2,700 psig) due to
higher expansion factor as explained earlier in section 4.2.1.1.
It is important to mention that during unloading operation the IPO is expected to reach the
critical flow. Therefore, using the ideal exponent may lead to oversized GLV.
Velocity of Sound (c) Concept to Evaluate the Real Exponent (n) Correction
Critical (choked) flow occurs when the velocity of a flowing fluid equals the velocity of sound
in the medium. Also, the flow rate is a result of the product of velocity and area. As the flowing
area is constant, the velocity is directly proportional to the flow rate. Thus, a change in velocity
with a certain percentage would induce a change in the flow rate with the same percentage.
The accuracy at which the velocity of sound is estimated is smaller than 0.5%, as shown in
Figure 2.10. Due to its high accuracy, the velocity of sound is used as a reference to examine the
validity of the correction factor concept outside its experimental limits. As discussed earlier, the
correction factor is used outside of its experimental limits (for isentropic exponent k > 1.65). This
method is not theoretically accurate as originally proposed by (Driskell, 1983).
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The velocity of sound (c) at standard condition (14.7 psia and 60 °F) is estimated using
FLOWSOLV software (that utilizes the AGA report 10 (2003) method) to be 1,397 ft/s, while at
upstream conditions (3,000 psig and 150°F) is 1,708 ft/s. Therefore, the difference in the velocity
of sound between standard conditions and upstream conditions is 22% (overprediction with respect
to ideal conditions). As mentioned earlier, this 22% difference in velocity represents the same
difference in the flow rate. When using the real isentropic method (n) at upstream conditions (3,000
psig and 60 °F) it would result in a 19% difference (overprediction) in critical flow estimates
compared to the use of the ideal ratio of specific heats (k) at standard conditions (14.7 psi and 60
°F).
Both methods agreed that the critical flow rate would occur at a higher flow than the ideal
estimates. However, the real isentropic method overpredicted the flow by 3% compared to the
velocity of sound concept. One of the possible reasons for this difference is that the original
development of the ISA (1975) equation is based on experimental work done on nozzles and orifice
plates using air and steam with ideal isentropic exponent range between 1.08 and 1.65, assuming
ideal gas. Expanding the application of the ISA (1975) method to outside its design limit may lead
to this error.
Application of Real Isentropic Exponent on the VPC and API Simplified Methods
As mentioned previously, the API recommended practice 19G2 (2010) suggest the use of API
Simplified method to predict the flow through GLVs. API Simplified method utilizes Equation
2.26, which assumes ideal isentropic exponent. When the API Simplified method is used, the
injection pressure used to obtain the valve flow capacity and terminal pressure drop is not
specified. What is recommended in the API (2010) is to use a minimum injection pressure of 100
psig. The isentropic exponent for air at 100 psig pressure (at 60 °F) is 1.41, which almost equals
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the ideal isentropic exponent of 1.4. Therefore, for this case, the effect of the real isentropic
exponent on the API Simplified method is similar to the cases presented in Figure 4.21 and Figure
4.23. It can be concluded that, for the case analyzed in this work, the API Simplified method
[suggested by the API recommended practice 19G2 (2010)] may lead to oversized unloading GLV.
The effect of this real isentropic exponent on the operating (typically orifice) valves is probably
negligible since the real isentropic exponent affects more dominantly the critical flow, which is
not expected in operating valves.
On the other hand, the VPC method utilizes valve properties obtained experimentally using
tests results developed at high injection pressure (with pressures similar to field conditions).
Therefore, the ideal exponent of air (kair) is utilized in Equation 2.24 should not be equal to 1.4.
This is because the real isentropic exponent for air at these conditions (testing facility with high
pressure) is different than the ideal isentropic exponent as dynamic flow tests are performed at
high pressures. For example, the isentropic exponent for air at an injection pressure of 3,000 psig
and temperature of 60 °F (temperature at test facility) equals to 1.98, not 1.4 as suggested by
Equation 2.24. However, the real isentropic exponent effect is embedded in the resultant valve
properties (Cv and xT) developed at high injection pressure. Detaching the real isentropic exponent
effect from these properties is complex and may not be possible. Therefore, effect of this on GLV
sizing should be investigated in the future.
Another factor that may influence both VPC and API Simplified is the temperature.
Temperature plays a major role in estimating the isentropic exponent (n). Figure 2.11 shows how
significant isentropic exponent changes with respect to temperature. For example, the isentropic
exponent for natural gas estimated at injection pressure of 3,000 psig and 60 °F (temperature at
the testing facility) is 2.5 compared to 1.85 at a temperature of 150 °F (temperature at well).
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Effect of Real Gas Isentropic Exponent on GL Operation
As explained in section 4.2.1.2, utilizing the ideal isentropic exponent may lead to an
oversized GLV. An oversized GLV leads to higher than anticipated gas injection. Higher gas
injection may lead to heading (API, 1999). Heading is well flow in unstable conditions, and it
occurs due to regular and irregular changes in the flow parameters such as flowrate and pressure
(Takacs, 2005). This unstable conditions may lead to sever slugging at the wellhead. As a result
of slugging, liquid and gas slugs may overload the surface facilities (API, 1994; Takacs, 2005).
Furthermore, in some cases, injected gas may not reach the operating valve (last valve) due to
excessive gas injecting through oversized unloading valve above it (Hernandez, 2016). This may
lead to production losses or failing the unloading operation.
Conversely, using the non-ideal isentropic exponent leads to proper valve sizing. It is always
recommended to use the smallest port size that passes the required gas to unload the well for many
reasons (API, 1994, 1999). As explained in section 2.1.2, the production pressure effect factor
changes significantly as a function of port size. GLV with smaller port sizes has a smaller
production pressure effect factor. Which means that the contribution of the pressure coming from
the production/tubing toward the valves' opening pressure is smaller. Therefore, reducing the
possibility to cause valves to reopen and cause multi-point of injection, which interferes with the
unloading operation especially when higher than anticipated tubing/production pressure occurs.
Table 4.8 shows a numerical example of pressure contribution coming from the tubing as a
function of port size for a typical 1 in IPO GLV (BK-1) (Takacs, 2005). The tubing/production
pressure acting on the valve is assumed to be 1,000 psig. The third column in Table 4.8 is the
production pressure effect and results from the multiplication of the tubing/production pressure
(1,000 psig) by the production pressure effect factor (column 2).
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Table 4.8. Camco BK-1 IPO GLV port sizes with PPEF and PPE.
Port Size

PPEF

PPE
(psig)

(in)

1/8

0.073

73

3/16

0.135

135

1/4

0.230

230

5/16

0.456

456

3/8

0.712

712

As can be seen from Table 4.8, the larger the port size, the larger the production pressure
effect. This effect increases significantly between ports. For example, the difference between the
production pressure effect between 5/16 in and its preceding port size (1/4 in) is 230 psi. This
difference represents a 98% increase in the production pressure effect, which in turn increases the
possibility of valve reopening significantly if higher than anticipated tubing/production pressure
occurred.
Also, the API (1999) recommends using additional safety factors (larger drop in injection
pressure to ensure valve closing) for large port valves as shown in Table 4.9. Therefore, oversized
GLV used for unloading operation requires larger pressure drop. Larger pressure drop reduces the
injection pressure (lift energy) available for the operating valve (last valve). Therefore, reducing
the injection flow rate and thus, the production rate of the well.
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Table 4.9. Additional safety factor for various IPO valves.
Valve OD (in)

5/8

1

1 1⁄2

Port Size
(in)

Safety Factor
(psi)

1/8
5/32

10
15

3/16
1/8
3/16
1/4
5/16
3/16
1/4
5/16
3/8
7/16

20
5
10
15
20
5
10
15
20
25
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5. Conclusions and Future Work
Conclusions
1. Under the investigated conditions, utilizing the model developed in this study for
designing GLV set pressure for unloading operation considering new and refurbished
IPO GLVs following the API procedure provided successful unloading operation for
all cases compared to other models. This is because the model developed in this study
includes silicone compressibility and thermal expansion, which leads to more accurate
valve opening pressure, and thus, to proper valve unloading design.
2. Under the investigated conditions, utilizing the VPC model with the minimum
recommended safety factor of 10 psi in designing unloading operation for new IPO
GLVs following the API procedure may results in multi-point of injection during
unloading and production stages due to valve opening pressure underprediction. This
is probably because this model ignores silicone compression and thermal expansion.
Multi-pointing requires larger amount of gas injection and pressure, and it may lead to
cease the unloading operation and production losses if an additional amount of gas and
pressure are not available in the system. On the other hand, the model developed in
this study and the N2 model successfully unloads the well for the same base case.
3. Under the investigated conditions, the additional safety factor of 20 psi absorbed the
errors coming from the VPC model and unloaded the well successfully (case # 2).
However, it reduced the available injection pressure (energy) at the operating valve
from 1,150 compared to 1,110 psig, which in turn may reduce the gas injected and,
thus the oil production.
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4. Under the investigated conditions, utilizing refurbished valves with 50% silicone fill
would operate the system at higher than expected casing pressure. However, it would
unload properly if there is available compressor/injection at the surface to overcome
the increase in valve opening pressure due to N2 error. The VPC model would cause
valves to multi-point even with an additional safety factor of 20 psi since it does not
account for silicone compressibility and dome thermal expansion, which leads to
further under prediction of valve opening pressure.
5. Utilizing the N2 model in the unloading design using the API procedure may lead to
higher than the anticipated valve opening pressure. This is because this model ignores
the silicone thermal expansion effects. During the design stage, the final dome pressure
and the temperature is provided to the designer. Part of the final dome pressure (P2) is
coming from silicone expansion. Since this effect is ignored in this model, the initial
dome pressure (P1) is overpredicted. Which in turn leads to overcharged dome
pressure (P1) in the workshop. Thus, the finial dome pressure is also overpredicted.
An overpredicted dome pressure (P2) provides additional closing force to the valve as
per Equation 2.13. Therefore, higher than anticipated valve opening pressure.
6. Under the investigated conditions, utilizing the N2 model in designing IPO valves with
different silicone fills may cease the unloading in two ways. Firstly, by not having an
adequate amount of injection pressure to overcome increased opening pressure for
deeper valves since the valve opening pressure is affected significantly by silicone
expansion due to high temperature at depth. Secondly, by multi-pointing (three valves
in case # 4) when applying extra injection pressure to open the closed, stuck valve
(valve # 5 in the study case), which may lead to cease the unloading operation or lifting
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from the shallower depth and thus, production losses.
7. Utilizing un-measured silicone fills in GLV would affect the unloading operation. This
effect increases when each valve is filled with a different amount of silicone fluid.
Therefore, each valve will have a different amount of expanded silicone and thus,
different opening pressure. This problem is not detectable in the workshop since the
valves are tested at a temperature of 60 °F. Therefore, the effect of different silicone
filling will be undetectable since the silicone has not expanded significantly.
8. Under the investigated experiments, ignoring silicone compression and dome thermal
expansion may lead to overpredict the expected dome pressure (P2) for a GLV. Which
in turn affects the opening pressure (underpredicting) for the valve. The range of
pressure overprediction for normal silicone fill ratio of 25% and temperature of 175°F
is from 7.4 to 13.7 psi followed by 15.5 to 30.8 psi for silicone fill ratio of 50%. The
maximum over prediction range difference is from 54.3 to 110 psi at silicone fill ratio
of 75%.
9. Under the investigated experiments, utilizing the current recommended practice may
lead to underpredict the dome pressure (P2) for a GLV by 11 psig under normal
silicone volume ratio (25%), and temperature of 175 °F up to 219 psig under large
silicone volume fills (75%) and temperature of 175 °F due to the negligence of silicone
presence and dome thermal expansion. This would results in (overpredicting the valve
opening pressure).
10. The higher the pressure, temperature, and silicone fill in a GLV, the higher
experimental the dome pressure (P2

Experiment)

deviates from the expected dome

pressure (P2 Design) if the current recommended practice is utilized.
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11. Silicone fill ratios of 7.5, 10 and 15% start to affect the dome pressure (P2) (increase)
by 4 psi at a temperature of 130 °F. However, this effect falls within the safety design
margin of 10 psi.
12. Under experimental conditions, utilizing the VPC model in predicting the dome
pressure (P2) may lead to overprediction of the dome pressure (P2) due to ignorance
of silicone compressibility and dome thermal expansion. This would (underpredicts
valve opening pressure).
13. Under experimental conditions, the model developed in this study provided the best
model, in most cases, in matching the experimental results in predicting the dome
pressure (P2) since it accounts for silicone compression and dome thermal expansion.
14. Using the ideal isentropic exponent k in sizing GLV may lead to underestimating the
gas flow rate up to 19%, especially at critical flow estimates.
15. The effect of utilizing the ideal isentropic exponent k instead of real isentropic
exponent n in sizing orifice GLV is minimal and may be neglected since the estimated
error under typical orifice range is 0.62% (underpredicting). This is because the range
of application for orifice valves falls at low-pressure drop ratios. Thus the expansion
factor effect is minimal.
16. The effect of utilizing the ideal isentropic exponent k instead of real isentropic
exponent n in sizing calibrated (IPO/PPO) GLV may underestimate the gas flow
through GLV by 19%, which may lead to oversized GLV. An oversized GLV during
the unloading operation may cause heading in the system. In addition, it increases the
possibility for the valve to reopen and cause multi-point of injection, which interferes
with unloading operation. This is because larger ports have a larger pressure effect
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factor. Furthermore, oversized GLV requires additional pressure drop to close it.
Additional pressure drop reduces the gas injection pressure available. Therefore,
reduce the production rate for the well especially at high rate wells.
17. The effect of utilizing ideal isentropic exponent k instead of real isentropic exponent
n in sizing the GLV may affect the API Simplified approach since the valve
characteristics (Cv and xT) may be obtained using low pressure (closer to ideal
conditions).
18. The VPC method utilizes high injection pressure (closer to real conditions) in
estimating the valve characteristics (Cv and xT) therefore, utilizing the ideal isentropic
exponent k may lead to errors.
Novelty and Impact
According to author’s knowledge, the impact of silicone expansion on GLV set pressure was
not investigated in the open literature. Furthermore, the enhanced models proposed in this research
demonstrated to have an important impact on well unloading and production operations for wells
equipped with gas-lift.
Future Work
1. To develop a model that includes the effect of nitrogen solubility in the silicone and
how it may affect/enhance the accuracy GLV of the model developed in this study
and thus, the GLV design.
2. To test the silicone compressibility experimentally and compare it with the
correlations used in this study to evaluate its accuracy. This may enhance the
accuracy of the model developed in this study and thus, the GLV design.
3. To test the silicone thermal expansion coefficient experimentally and compare it
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with the thermal expansion coefficient provided by the silicone manufacturer to
evaluate its accuracy. Similar to the previous suggestion, this may enhance the
accuracy of the new model developed in this study and thus, GLV design.
4. Justify the use of silicone in the bellows by implementing the erosion/failure test for
the GLV with and without silicone fill inside the valve.
5. Optimize the amount of silicone ratio by experimentally testing the bellow life with
the different amount of silicone fills inside the valve.
6. To add the model developed in this study in the VPC software.
7. To evaluate the accuracy of the nitrogen correlation used to predict the dome
pressure in the VPC software. This evaluation could be done by using REFPROP
software and the methodology presented in Sutton (2014) paper.
8. To evaluate the accuracy of the silicone thermal expansion coefficient provided in
the VPC software and to add the option to change it manually.
9. Evaluate the accuracy of Zimmerman nitrogen correlation. This evaluation could be
done by using REFPROP software and the methodology presented in Sutton (2014)
paper.
10. Study the effect of silicone presence in the valve spread and how it may affect the
intermittent GLV operations.
11. Study the effect of silicone presence in changing the bellows load rate and how it
may affect the flow rate prediction for the GLV.
12. To study the effect of error propagation coming from formation evaluation
techniques on GLV design and unloading operations.
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