We studied all possible ground states, including supersolid (SS) phases and phase separations of hard-core-and soft-core-extended Bose-Hubbard models with fixed boson densities by using the Gutzwiller variational wave function and the linear programming method. We found that the phase diagram of the soft-core model depends strongly on its transfer integral. Furthermore, for a large transfer integral, we showed that an SS phase can be the ground state even below or at half filling against the phase separation. We also found that the density difference between nearest-neighbor sites, which indicates the density order of the SS phase, depends strongly on the boson density and transfer integral.
I. INTRODUCTION
The supersolid (SS) phase that simultaneously exhibits a superfluid (SF) phase and a density-wave order has been studied, since it was first proposed theoretically [1] [2] [3] . Although its existence is still controversial, a nonclassical moment of inertia of solid 4 He in Vycor glass that suggests its existence was recently reported [4] .
SS phases may also exist in optical lattices. Cold atoms in optical lattices are new experimental systems in which theoretically modeled Hamiltonians can be more distinctly simulated experimentally with no disorders. For instance, an optical lattice system, as described by a Bose-Hubbard model [5, 6] , distinctly showed the phase transition between the SF phase and the Mott insulator (MI) phase [7] . Moreover, recent observations of the longrange dipole-dipole interaction in 52 Cr atoms [8] may lead to the realization of the SS phase.
The simplest lattice model with a long-range interaction is the extended Bose-Hubbard model with a nearestneighbor interaction:
Here t, U , and V denote the transfer integral between nearest-neighbor sites, the repulsive intra-site interaction, and the repulsive inter-site interaction between nearest-neighbor sites, respectively. Furthermore, a i (a † i ) is the annihilation (creation) operator at the site i. In this study, we assume that the lattice is bipartite and consists of sublattices A and B and that the number of nearest-neighbor sites is z. The extended Bose-Hubbard model that prohibits (allows) multiple boson occupations at one site is called the hard-core (soft-core)-extended Hubbard model.
Several analytical and numerical methods exist for studying the ground state of the extended Bose-Hubbard model. The strong-coupling perturbation theory [9] has been applied to obtain the phase boundary between the SF and non-SF phases. At least in the absence of the nearest-neighbor interaction [10, 11] , the phase boundary determined by this theory agrees perfectly with that determined by quantum Monte Carlo (QMC) simulations [12] [13] [14] [15] [16] [17] . However, this theory can neither distinguish between the SF and SS phases nor describe discontinuous transitions even if they exist. In contrast, the mean field (MF) approximation and equivalent Gutzwiller approximations [18, 19] can distinguish between the SF and SS phases and describe discontinuous transitions [20] [21] [22] , although their validity is limited for high dimensions.
For the hard-core model at half filling (N = 1/2), both the MF approximation [23] [24] [25] for the mapped XXZ model and two-dimensional (2D) QMC studies [25, 26] identified the first-order SF-solid transition and no SS phase. The MF approximation [23] also showed that the transition from the SF phase to the checker-board solid phase is of the first order, and at the transition point µ = µ * , the SS phase; solid phase; and PS phase in which the SS phase and the solid phase coexistx are all degenerate.
On the other hand, later QMC studies [27, 28] showed that the SS phase is unstable against PS away from half filling.
For the soft-core model, both Gutzwiller approximations [29, 30] and QMC simulations [25, 26] have shown that checker-board SS phases can be stable against the PS. However, the details of the two types of study differ. The Gutzwiller studies showed stable SS phases for both broad filling and half filling, but the PS issue is not a concern in these cases. In contrast, the 2D QMC studies did not show the SS phase at half filling but identified SS phases above half filling; however, the system energy as a function of boson density was found to be concave below half filling, which indicates a possible PS instability [25] . A later 2D QMC study [31] showed more distinctly that the SS phase is unstable against PS below half filling by exhibiting the negative compressibility κ = dN/dµ < 0. This situation is somewhat similar in one dimension (1D). Both QMC [32, 33] and density-matrix renormalization group [34] [35] [36] studies have been performed in 1D. The SS phase was found only above half filling as in the 2D case but PS did not occur [33, 36] .
In a three-dimensional (3D) cubic lattice, Yamamoto and coworkers [37] found some region of the parameter sets where the SS phase is stable below half filling in QMC calculations, which is consistent with a MF phase diagram on the N -t/U plane for V = U/6. Hence, it is interesting to study the 3D system further. On the other hand, other previous calculations assumed a grand canonical ensemble and did not directly include the possibility that the system can be separated into two phases. As a result, the phases comprising the separate phases were not directly shown. However, if we start with a canonical ensemble and explicitly include the possibility that the system can be separated into phases, we can precisely describe the phase diagram with a fixed boson number for the entire system. Such calculations might also be easily considered using the grand canonical ensemble if we explicitly assume that the total free energy of the system is E tot = γE SS + (1 − γ)E sol . Here γ is the ratio of the areas of the SS phases, and we neglect the surface energy between the SS and solid phases. However, if we minimize the free energy at the chemical potential µ, we can obtain only γ = 0 or 1, but not an intermediate value 0 < γ < 1 except for µ = µ * at which the SS and solid phases are degenerate [E SS (µ * ) = E sol (µ * )]. That is, the solid and SS phases cannot be in the ground state at the same time, and a separate phase including two states cannot be obtained for µ = µ * . To obtain a separate phase, we must tune the chemical potential from µ to µ * ; furthermore, we must try to find a γ that satisfies the boson number condition γN SS + (1 − γ)N sol = N . These calculations become more complicated when the number of possible phases is large (SF, SS, MI, and several solids). This issue, in which PS can be obtained only on the phase boundary point(s) or curve(s) in the phase diagram but not for a finite region, generally occurs when we employ intensive variable(s) such as chemical potential in thermodynamics. The most popular case is the gas-liquid transition, where PS occurs only on the phase boundary curve in the pressure-volume plane for a given temperature. However, if we employ particle number, volume, and internal energy as thermodynamic variables, which are extensive quantities, we can obtain a finite region of PSs on the particle density-energy density plane.
In this study, we study the ground-state properties of the extended Bose-Hubbard model on a bipartite lattice based on the Gutzwiller approximation in a canonical ensemble; hence, we do not have to tune the chemical potential of PS. We study a wide parameter regime and present three main figures for the phase diagram on the particle density-nearest-neighbor interaction plane. Our phase diagrams for small, intermediate, and large transfer integrals differ significantly. The other main topic is the solid order parameter δn = |N A − N B | [N A(B) : the boson density on the A(B) sublattice], which is also of interest and also depends strongly on the transfer integral. We employed the linear programming method [38] to minimize the total energy for a particular boson number. Following this method, we can simultaneously determine the PS region, the phases that comprise the separate phase, and the ratio of each phase to the entire system. This paper is organized as follows, Section II introduces our calculation method, and Secs. III and IV present the hard-core and soft-core Bose-Hubbard models, respectively. Section V describes the effect of an improved calculation on the energy of the solid and MI phases. Section VI discusses the conclusions based on our results. Finally, the appendices explain the details of several perturbative calculations, the results of which are compared with the numerical results from the Gutzwiller approximation.
II. CALCULATION METHOD
We employ the following Gutzwiller approximation for the SS and SF phases: Ψ ≡ i Φ i . Here, Φ i is a variational wave function at the site i. We assume a bipartite lattice with sublattices A and B and a checker-board symmetry for the SS phase. The variational wave function is assumed to be Φ i = Φ A(B) if the site i belongs to the A(B) sublattice. Φ A(B) is written as a linear combination of states |n with n bosons as Φ A(B) = n c A(B)n |n . The variational parameters c A(B)n are determined so as to minimize the energy expectation value. We use Powell's method [38] to numerically optimize the variational parameters. If the result of the optimization shows c An = c Bn and c A(B)n = δ i(j)n , the phase is SS; however, if c An = c Bn = δ in , the phase is SF (i and j are non-negative and positive integers, respectively). The first inequality for the SS phase corresponds to the existence of a finite density difference between sublattices A and B δn = |N A −N B | (i.e., the checker-board density order). Here N A(B) = n n|c A(B)n | 2 is the expectation value of the boson density at the A(B) sublattice. The second inequality implies that the phase is not solid. For the soft-core model, in principle, the sum of n must be taken from n = 0 to ∞; however, we take the sum from n = 0 to n = 9, which is sufficient for our calculation when N ≤ 1. For the hard-core model, by definition, we consider only the two states |n = 0 and |n = 1 .
The energy expectation value per site is calculated by the Gutzwiller variational wave function as
Furthermore, we assume that the energy per site of the MI phase with N bosons per site is
and that of the solid phase with N A (N B ) bosons per site on the A(B) sublattice is
where N A(B) is a non-negative integer. In particular, for the solid phase when N A = 1 and N B = 0 (the S 1 phase), E S1 = 0; for the solid phase when N A = 2 and N B = 0 (the S 2 phase), E S2 = U/2. These energies correspond to those obtained from the Gutzwiller variational wave function with c An = c Bn = δ nN for the MI phase and c An = δ nNA and c Bn = δ nNB (N A = N B ) for the solid phase. Because we neglect the surface energy between different phases by assuming the thermodynamic limit, the system's total energy per site is
for the boson number condition
Here {E i } and {N i } (where i = SF, SS, MI, and solids) are the energies and boson number densities, respectively, of all possible phases and {γ i } represent the of area or volume ratio of the phase i in the entire system. Following the linear programming method [38] , we can minimize E tot as a function of {γ i } [39]. Only one γ i value (corresponding to the uniform phase) or two γ i values (corresponding to PS) are automatically chosen to be nonzero as a result of minimizing E tot because only one additional condition, the boson number condition, exists.
For simplicity, however, we neglect the possibility of the separated phase that splits into the SF and SS phases, which is highly unlikely. Hereafter, we represent the separated phase consisting of phases X and Y as the PS(X + Y) phase.
III. HARD-CORE MODEL
In the hard-core-extended Hubbard model, we prohibit multiple occupations at a site and define the Gutzwiller variational wave function as
At half filling, |c A(B)0 | 2 + |c A(B)1 | 2 = 1 according to the normalization condition of the wave function, and |c A1 | 2 + |c B1 | 2 = 1 according to the boson number condition. If we set x = c A0 , then c A1 = c B0 = √ 1 − x 2 and c B1 = x. Hence, the system energy per site is
If V > 2t, then x 2 = 0 or 1 and the phase is S 1 ; however, if V < 2t, then x 2 = 1 2 and the phase is SF. Hence, the SF-S 1 phase transition occurs at V = 2t and is discontinuous. This result agrees with those of previous studies [40, 41] .
Away from half filling, we can obtain the SF-SS phase boundary by a perturbative calculation setting c A(B)n = c n + δc A(B)n , where c n is the optimized value when we assume the SF phase (c An = c Bn ) and δc A(B)n represents infinitesimal quantities that describe the possible SS instability (see Appendix A.1 for details). The result is
That is, the energy of the SS phase is lower (higher) than that of the SF phase for V > V C (V < V C ). V SS C is invariant under N ↔ 1 − N because of the particle-hole symmetry of the hard-core model. We also obtain the phase boundary between the SF phase and the PS(SF + S 1 ) phase, which consists of the SF and the S 1 phases by another perturbative calculation, assuming that the ratio of the S 1 phase to the entire system is infinitesimal (see Appendix A.2 for details). The result agrees with Eq. 9.
To determine the ground state for V > V C , we numerically compared the energy of the SS and PS(SF + S 1 ) phases by using the Gutzwiller variational wave function as explained in the Introduction. We found that the PS(SF + S 1 ) and SS phases are degenerate for V > V C within the numerical error. The phase diagram is shown in Fig. 1 . The numerical phase boundary agrees with Eq. 9 within the numerical error and the phase transitions are continuous as the perturbative calculation assumed. These results are consistent with those in Ref. [23] which showed that the SF-S 1 transition is of the first order and the SS, S 1 , and PS(SF + S 1 ) phases are all degenerate at the transition point µ = µ * . We also confirmed that both γ S1 (the ratio of the As N approaches 1/2, γ S1 increases rapidly as a function of (V −V C )/V C , because at half filling, no SS phase occurs and the SF-S 1 phase transition is discontinuous.
IV. SOFT-CORE MODEL
In this section, we study the soft-core-extended Hubbard model. We employ the Gutzwiller variational wave function and optimize its variational parameters numerically. Hereafter, we call this the full numerical calculation(s); when we do not refer to the calculation method, the result was obtained by the full numerical calculations. We also perform perturbative calculations that limit the Hilbert space of the Gutzwiller variational wave function and include partial numerical calculations. We compare these perturbative calculations with the full numerical calculations. In subsection A, we examine the SS phase between the SF and solid phases at half filling. In subsection B, we examine the case away from half filling, which is the main part of this paper. Here we show that both the phase diagram on the zV /U − N plane and δn = |N A − N B | change qualitatively from small zt/U to large zt/U .
A. HALF FILLING
In this subsection, we primarily examine the SS phase at half filling. We compare the critical value of V for the SS-S 1 transition with that of the SF-SS transition because if the former is larger than the latter, we can obtain the SS phase between the SF and S 1 phases.
By a perturbative calculation with an infinitesimal SS component added to the S 1 phase, we obtain the criti- cal value of V for the SS-S 1 transition by a power-law expansion of zt/U :
(see Appendix B.1 for details). We can also obtain the critical value of V for the SF-SS transition We verified these results numerically. Figure 3 shows the phase boundaries obtained by the above-mentioned perturbative calculations (dashed and dot-dashed curves) and the full numerical calculations (solid curves). A stable SS phase appears between the SF and S 1 phases. Both the SS-S 1 and SF-SS phase boundaries determined by perturbative calculations agree well with those determined by the full numerical calculations (especially at small zt/U as expected). Figure 4 shows the interaction dependence of δn = |N A − N B |. Here, zV C = zV SF−SS C is the critical value for the SF-SS transition at each value of zt/U . A finite δn less than unity shows the density order of the SS phase, whereas δn = 0(1) corresponds to the SF(S 1 ) phase. We found that δn continuously becomes finite at the SF-SS phase transition. It changes more rapidly for smaller zt/U . This demonstrates that the SS phase disappears and the SF-S 1 discontinuous transition occurs in the hard core limit zt/U → 0.
On the other hand, 2D QMC calculations at half filling [25, 26] showed that the SF phase directly transitions to the S 1 phase and no SS phase appears. However, zt/U might not be sufficiently large to allow the SS phase to be easily found there, and a QMC simulation (as a matter of course, not only 2D but also 3D) for a large zt/U has a possibility for finding the SS phase. that used in Sec. III; perturbation 2 is Eq. B16, which yields the SF-SS phase boundary; and perturbation 3 is Eq. B24, which yields the SF-PS(SF + S 1 ) or SF-PS(SF + S 2 ) phase boundary. For perturbations 2 and 3, we employ a limited Hilbert space with |N = i , where i = 0, 1, and 2. Hence, results obtained by perturbations 2 and 3 are expected to be better than those obtained by perturbation 1. However, perturbations 2 and 3 require a numerical calculation to minimize the SF energy in the limited Hilbert space.
We begin by analyzing the phase diagram for a small transfer integral zt/U . Figure 5(a) shows the phase diagram for zt/U = 0.03, which resembles that of the hardcore model. Namely, the upper bound of zV /U for the SF phase has a minimum value near half filling, which is similar to that of the hard-core model with particle-hole symmetry. PS occurs for large zV /U below half filling, and the separated phase is the PS(SF + S 1 ) phase, as in the hard-core model. However, the SS phase appears above half filling. These properties agree with those obtained in a 2D QMC study with zt/U = 0.08 [31] . Figure 5 (a) plots the result of perturbation 1 (dotdashed curve). It agrees almost perfectly with the full numerical calculation (solid curve) except at large N where the SF-SS phase boundary disappears because the PS(SS + S 2 ) phase appears there [see also Fig. 5(b) , which expands Fig. 5(a) around zV /U = 1]. Both perturbation 2 for the SF-SS boundary curve and perturbation 3 for the SF-PS(SF + S 1 ) boundary curve yield almost the same results as perturbation 1. Therefore, they also agree almost exactly with the full numerical calculations except at large N . Figure 5 (b) shows that PSs also appear above half filling but the region is very small compared to that obtained by 2D QMC [31] . The appearance of the PS(SS + S 2 ) phase and the intricate structure of the phase diagram are non-trivial; however, the two SS phases that sandwich the PS(SS + S 2 ) phase have different characteristics: one having a smaller zV/U resembles the SF phase and the other having a larger zV/U resembles the S 2 phase, as we will see below through δn = |N A − N B |. Namely, SF, SS, S 2 , and the PS comprising these phases are almost degenerate for zV /U ∼ 1 above half filling. value of the nearest-neighbor interaction V C for the SF-SS transition is always smaller than that for the virtual SF-PS(SF + S 1 ) transition. Here, the virtual SF-PS(SF + S 1 ) transition was obtained by setting the variational parameter of the Gutzwiller variational wave function to c An = c Bn . The difference between the curves for the SF-SS transition and the virtual SF-PS(SF + S 1 ) transition disappears in the hard-core limit of zt/U → 0, where the SS and PS(SF + S 1 ) phases are degenerate, as discussed in Sec. III. Figure 7 (a) shows the V dependence of δn obtained by the full numerical calculation. Figure 7(b) shows an expansion of the region around 1.001 ≤ zV /U ≤ 1.002. Note that δn has a discontinuity at zV C /U ≃ 1.001, because the discontinuous SS-PS(SS + S 2 ) transition occurs there. Interestingly, the SS phase exhibits a small δn for zV /U ≤ 1, whereas it exhibits a large δn ≃ 2N (N A ≃ 2N and N B ≃ 0) for zV /U ≥ 1.002 after a rapid increase in δn in a narrow PS(SS + S 2 ) region (1.001 ≤ zV /U ≤ 1.002), where the curves of δn for different N are almost indistinguishable [see Fig.  7(b) ]. Because δn ≃ 2N , δn is larger for larger N at zV /U ≥ 1.002. In contrast, δn is smaller for larger N for zV /U ≤ 1, demonstrating that the critical value of zV /U for the SF-SS transition is an increasing function of N above half filling. The fact that δn ≃ 2N for zV /U 1 indicates that the SS phase is similar to the S 2 phase, in which N A = 2 and N B = 0. The fact that δn ≃ 0 for zV /U 1 indicates that the SS phase resembles the SF phase. Note that zV /U = 1 is also the phase transition point for t = 0 at unit filling: the MI phase (i.e., nodensity-order phase) for zV /U < 1 becomes the S 2 phase (density order phase) for zV /U > 1. That is, even for a finite but small t and N < 1, the characteristics of the ground state change rapidly near zV /U ≃ 1. 
FIG. 7:
V dependence of δn = |NA −NB| in the SS phase of the soft-core model for zt/U = 0.03. δn is larger at smaller N for zt/U ≤ 1.000, discontinuous at zVC/U ≃ 1.001, and smaller at smaller N for zt/U ≥ 1.002. (b) Expansion around the PS(SS + S) phase (1.001 ≤ zVC/U ≤ 1.002). In the PS(SS + S) phase, δn is a sharply increasing function of zV /U , and the curves of δn for different N cannot be distinguished. Thus, the curved arrows describe the increase in δn at each value of N when we enlarge zV /U .
Next, we study the case of an intermediate zt/U value of 0.3. Figures 8(a) and 8(b) show the phase diagram; the PS region above half filling exists, but again is very small. The phase diagram clearly departs from that of the hard-core model with the particle-hole symmetry. Interestingly, for an intermediate zV /U , the SS phase overcomes the PS even below half filling. This agrees with a recent 3D QMC simulation with zt/U = 0.33 [37] . Figure 9 shows δn (γ S1 ) below half filling in the SS (PS(SF + S 1 )) phase. The SS-PS(SF + S 1 ) transition is discontinuous: for N = 0.3, 0.35, and 0.4, δn (γ S1 ) is finite (zero) in the SS phase and discontinuously becomes zero (finite) in the PS(SF + S 1 ) phase. For N = 0.25, δn is zero in the entire figure because the SS phase does not exist.
Returning to Fig. 8(a) , we see that the results from perturbative calculations (dot-dashed curves) agree well with those from the full numerical calculations (solid curves). Assuming the S 1 phase for the solid, perturbation 3 is in almost perfect agreement with the SF-PS(SF + S 1 ) phase boundary below half filling. Perturbation 2 is also in excellent agreement with the SF-SS phase boundary except for the region of large N ∼ 1 where the SF-SS transition becomes discontinuous, and thus cannot be described by the perturbative calculation. Figure 8 (b) shows an enlargement of Fig. 8(a) around zV /U = 1.1 and N ∼ 1, where a small PS(SF + S 2 ) phase appears. The curve of perturbation 3 in Fig. 8(b) , which is calculated assuming the S 2 phase for the solid, seems to be far from the results obtained by the full numerical calculations; however, the difference is in fact approximately 1% at most. Figure 10 shows the V dependence of δn above half filling for zt/U = 0.3. As in Fig. 7 for zt/U = 0.03, δn ≃ 2N is larger for larger N at zV /U > 1.1, whereas δn is smaller for larger N for zV /U < 1.1. Hence, as in the case of small zt/U , the characteristics of the SS change drastically from SF-like to solid (S 2 )-like around zV /U ∼ 1 when we increase zV /U . Note that in contrast to the case of zt/U = 0.03, δn shows no discontinuity except at N = 0.9 because the SF-SS transition is continuous. As a result, the two δn curves for two different N values intersect smoothly around zV /U ≃ 1.1 except at N = 0.9. For N = 0.9, δn is zero for zt/U < 1.105 (because the phase is SF, at which δn = 0) and discontinuously becomes finite for zt/U > 1.105, because the SF-SS transition is discontinuous there.
Finally, we examine a large zt/U ( = 1). Figure 11 shows the phase diagram. Only the SF and SS phases exist, and there are no PSs. The SF-SS transition is continuous throughout the figure. The critical zV /U value between these phases is a decreasing function of the boson density N . This may be explained as follows. For large zt/U , the ratio t to V is the only important factor determining the phase (SF or SS, not the PS), because the lattice does not play an important role except at half or unit filling, and N affects only the SF-SS phase boundary (V affects the phase more strongly for larger N ). As a result, no rapid change in the ground state properties occurs around zV /U = 1 in contrast to the case of small or intermediate zt/U .
The dot-dashed curve of perturbation 1 does not agree with the full numerical calculation (solid curve) because perturbation 1 exhibits the particle-hole symmetry of the hard-core model, which is distinctly broken here. However, the dot-dashed curve of perturbation 2 is in excellent agreement with the solid curve except at large N (∼ 1). Figure 12 shows the V dependence of δn in the SS phase of the soft-core model for zt/U = 1. δn is larger for larger N at the same zV /U because the critical value of zV /U for the SF-SS transition is smaller for larger N (Fig. 11) . Unlike the cases of zt/U = 0.03 (Fig. 6) or zt/U = 0.3 ( Fig. 10) , δn is a smooth increasing function of N and zV /U , and the two curves of δn for two different N values no longer intersect. Note that δn does not change rapidly around zV /U ∼ 1 as expected from the phase diagram (Fig. 11) . 
V. EFFECT OF IMPROVED CALCULATION ON THE ENERGY OF THE SOLID AND MI PHASES
The energy of the solid and MI phases employed in the previous sections may be significantly higher than the exact energy. Hence, in this section, we improve the calculated energies in these phases by employing the perturbation theory [9] up to the order of t 2 /U or t 2 /V as Solid curve represents the SF-SS phase boundary at which the phase transition is continuous. Dot-dashed curves show the results of perturbation 1 (Eq. 9) and 2 (Eq. B16). Two-dotdashed lines at half filling and unit filling show the S1 and S2 phases, respectively. We can obtain the phase diagram by employing these improved energies. Hereafter, we assume z = 6 for the 3D cubic lattice. However, note that this improvement may be excessively favorable for the solid and MI phases and unfavorable for the SF and SS phases. Therefore, a correction on the order of t 2 /U or t 2 /V should also be applied to the energies of the SF and SS phases close to the SF (or SS)-solid (or MI) phase boundary. In addition, the denominators of the equations describing E MI , E S1 , and E S2 diverge for V = U , V = 0 and (2z − 1)V = U , respectively. Hence, we exclude the S 1 phase around V = 0 and the S 2 phase around zV /U = z/(2z − 1) = 6/11. We also neglect the PS into two solids (S 1 and S 2 ) which is unlikely but indeed appears in this approximation. Figures 13 and 14 show the phase diagrams for zt/U = 0.03 and zt/U = 0.3, respectively. (The phase diagram for zt/U = 1 is the same as that in Fig. 11 .) In both figures, the regions of separated phases become large, as expected. For zt/U = 0.03, the PS into the SF and MI phases [PS(SF + MI) phase] appears. Furthermore, for zt/U = 0.3, the SS phase disappears below half filling because of existence of the PS(SF + S 1 ) phase. These results suggest that the solid and MI energies have somewhat overimproved. On the other hand, the regions of PS into the SS and solid phases become large above half filling, which resembles the results of a 2D QMC study by Sengupta and coworkers [31] .
VI. CONCLUSION
In this work, we studied the hard-core and soft-coreextended Hubbard models by the Gutzwiller variational wave function. We adopted a canonical ensemble and a linear programming method to include PSs more directly in our calculations. In the hard-core model away from half filling, we showed that the PS(SF + S 1 ) and SS phases are degenerate above a critical value of the nearest-neighbor interaction V , which is consistent with a previous MF study [23] .
Unlike the hard-core model, the soft-core model at half filling has a possible SS phase between the solid and SF phases and all the phase transitions are continuous.
Away from half filling, the phase diagram depends drastically on the transfer integral t. For small zt/U , the shape of the SF region is similar to that of the hardcore model. The PS(SF + S 1 ) phase appears below half filling and the SS phase appears only above half filling, as in the 2D QMC studies. For intermediate zt/U , the SS phase appears close to the PS below half filling as in the 3D QMC study. The phase diagram becomes simpler for large zt/U , where only the continuous SF-SS phase transition appears, and the critical value of zV /U at the phase boundary is a smooth decreasing function of N .
The nearest-neighbor interaction dependence of δn = |N A − N B |, which shows the density wave order of the SS phase, is also interesting. For a small zt/U of 0.03, δn is a discontinuous function of zV /U ; furthermore, the SS phase has a small δn for small zV /U ( 1) and large δn(≃ 2N ) (N A ≃ 2N and N B ≃ 0) for large zV /U ( 1). In addition, δn is larger for smaller (larger) N for zV /U 1 (zV /U 1). For an intermediate zt/U of 0.3, the behavior of δn is similar to that for a small n zt/U = 0.03. In detail, however, unlike the case of zt/U = 0.03, the two curves of δn for two different N values continuously intersect around zV /U ≃ 1.1 because δn is a continuous increasing function of zV /U except at large N . For a large zt/U = 1, δn is a smooth increasing function of N and zV /U , and the two curves of δn for two different N values no longer intersect.
Throughout this paper, we found that our perturbative calculations determined the phase boundary curves very well except for large N (∼ 1).
We also studied the effects of the improved perturbative calculation on the energy of the solid and MI phases. The improvement enlarges the region of PS into the SS and solid phases above half filling, which resembles the results of the 2D QMC study. However, the improvement is excessively favorable for the solid and MI phases, resulting in an unusual enlargement of the PSs. Therefore, the energies of the SF and SS phases should also be improved in future work.
Because the Gutzwiller approximation is not precise, exact numerical calculations such as QMC simulations are needed to check our results. Although some details (such as the very complicated phase diagrams for N ∼ 1 and small zt) might be artifacts of our approximation, we believe that the important results in the phase diagrams and δn values in the SS phase are worth studying in detail. For instance, the transfer integral dependence of the entire phase diagram seems to remain an open question not only in the 3D case but also in the 2D case, especially for the large zt/U regime, in which an SS phase below or at half filling might exist.
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Appendix A: PERTURBATIVE CALCULATIONS FOR THE HARD-CORE MODEL
SF-SS TRANSITION
In the Gutzwiller approximation, the energy expectation value of the Hamiltonian (Eq. 1) is obtained as
Here, we assumed that To consider a possible SS phase infinitesimally close to the SF-SS phase boundary, we set c A(B)n = c n + δα n (δβ n ), where δα n and δβ n are infinitesimal quantities. The normalization condition of the wave function for sublattices A and B is written as
The boson number condition is written as
These equations can be rewritten using the normalization ( n c 
Here we introduced new variables δx n (δy n ) = δα n + (−)δβ n and δy n = 0. These equations can be further rewritten in the lowest order as 
Hence, the value of δx n is of the same order as δy 2 n , and δx n can be rewritten in terms of δy 2 n . The energy expectation values can also be rewritten as
By using Eq. A4,
If the coefficient of δy 2 1 is positive (negative), the phase is the SF (SS). By setting the coefficient of δy 2 1 equal to zero, we obtain the critical value of V for the SF-SS transition
This is nothing but Eq. 9.
PHASE SEPARATION INTO SF AND SOLID OR MOTT PHASE
To study the PS from the SF phase into the SF phase and the S 1 (MI) phase, we set the ratio of the S 1 (MI) phase as γ SM . When the total boson density is N , the number density condition is written as
Here N SM = N S1 = 1/2 (N SM = N MI = 1). If δN = γ SM = 0 the phase is the uniform SF phase. In contrast, if δN, γ SM = 0, the phase is the PS consisting of the SF and S 1 (MI) phases, and N − δN is the number density of the SF phase. From Eq. A9, we obtain
near the SF-PS phase boundary (δN ≪ N and γ SM ≪ 1). Because |c 1 | 2 = N − δN and |c 0 | 2 = 1 − |c 1 | 2 , the system energy per site is
Here, E SF is the energy of the SF phase and E SM is that of the S 1 (MI) phase:
. To obtain the phase boundary, we substitute Eq. A10 into Eq. A11. The result is
in the lowest order of γ SM . For the PS that splits into the SF and S 1 phases, N SM = 1/2, and E SM = 0. If the coefficient of γ SM is positive (negative), the phase is the SF (PS). By setting the coefficient of γ SM to zero, we obtain the critical value of V for the PS. The result is the same as Eq. 9. In contrast, for the PS that splits into the SF and MI phases, N SM = 1, E SM = zV /2, and the coefficient of γ SM is positive definite:
Hence, the PS into the SF and MI phases does not occur.
Appendix B: PERTURBATIVE CALCULATIONS FOR THE SOFT-CORE MODEL
SS-S1 TRANSITION AT HALF FILLING
To obtain the SS-S 1 phase boundary at half filling (Eq. 10), we set c A0 = δα 0 , c A1 = 1 − δα 1 , c A2 = δα 2 , c B0 = 1 − δβ 0 , c B1 = δβ 1 , and c B2 = δβ 2 infinitesimally close to the phase boundary. If δα n = δβ n = 0 (n = 0, 1, 2), the phase is SF, but if δα n , δβ n = 0, the phase is SS. The normalization conditions of the wave function for sublattices A and B lead to the following equations in the lowest order:
In addition, the boson number condition leads to
From these equations, we can eliminate δα 0 , δα 1 , and δβ 0 and obtain the energy in terms of δα 2 , δβ 1 , and δβ 2 as
where we have set δα 2 = xδβ 1 and δβ 2 = yδβ 1 . The minimization conditions of Eq. B3 are written as
The latter equation leads to y = 0, because we assume small zt(≪ U ). From the former equation, we have
By substituting the x value obtained above into Eq. B3, we obtain the optimized coefficient of δβ
If it is positive (negative), the phase is S 1 (SS). By setting it to zero, we obtain the critical value of zV for the SS-S 1 phase transition (Eq. 10).
SF-SS TRANSITION
As explained in the text, we limit the Hilbert space to three states |0 , |1 , and |2 . Furthermore, we set c An = c n +δα n and c Bn = c n +δβ n where δα n and δβ n (n = 0, 1, 2) are infinitesimal quantities. We determine the c n (n = 0, 1, 2) value required to minimize the energy of the SF phase (δα n = δβ n = 0). As in the hard-core model (Appendix A.1), we introduce δx n (δy n ) = δα n +(−)δβ n , where δy n = 0 for the SS phase. The wave function normalization and boson number conditions lead to
in the lowest order of δx n and δy n (δx n are of the order of δy 2 n ). By eliminating δx 0 , δx 1 , and δy 2 1 in the above equations, we can write the energy per site in terms of δx 2 , δy 0 , and δy 2 as 
where
The total coefficient of δx 2 for E in Eq. B8 is zero, because the variation in δx n corresponds to that in c n in the SF phase and the values of c n were already determined to minimize E. To be concrete, the energy of the SF phase is represented by c 2 when δy n = 0 as 
and we can easily verify that the total coefficient of δx 2 for E in Eq. B8 is zero. E is further rewritten as E = const. + Aδy 
To obtain the numerical value of Eq. B16, we numerically calculate the value of c 2 that minimizes E (Eq. B13) and determine c 0 by using the normalization and boson number conditions. By replacing c 0 and c 2 in Eq. B16, we obtain the critical value V SF−SS C . On the other hand, at half filling, we analytically obtain a power-law expansion of zt/U for V SF−SS C (Eq. 11). We start from the minimization condition obtained from Eq. B13 up to the second order of c 2 :
From the above equation, we obtain c 2 = zt/(2U ) + z 2 t 2 /(4U 2 ). We determine c 0 and c 1 by c 2 through the normalization and boson number conditions. Now, a 0 , a 02 , and a 2 are written as a 0 = 2 + 5δ + 13δ
2 , a 02 = √ 2(1 + 2δ + 6δ 2 ),
respectively, where δ = zt/(2U ). By substituting a 0 , a 02 , and a 2 into Eq. B16, we obtain Eq. 11.
PHASE SEPARATION INTO THE SF AND SOLID OR MOTT PHASE
As explained in the text and in Appendix B. 2, we limit the Hilbert space to three states: |0 , |1 , and |2 . We assume that c n = c 
From these equations and the minimization condition for E SF (Eq. B14), we determine the energy of the SF phase E SF in the separated phase as 
Note that the δc 1 term is eliminated: the optimization process of E SF is similar to that in Appendix B.2, and the coefficient of δc 1 is found to be zero by Eq. B14. Because the ratio of the SF phase in the separated phase is 1 − γ SM and δN = (N SM − N )γ SM , the energy of the entire system E is written as 
where A = c 
and E SM is the energy of the solid (MI) phase: E SM = 0 (E SM = U/2) for the S 1 (S 2 ) phase, and E SM = zV for the MI phase. If the coefficient of γ SM is positive (negative), the phase is SF (PS). By setting the coefficient of γ SM to zero, we find that the critical value of V for the SF-PS transition is
