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概要
現在のVLSI設計はグローバルクロック (GCLK)に基づく同期式設計が主流であ
るが，近年の素子技術の進歩により，VLSIの超高速動作やシステムの大規模化によ
る，クロックスキューおよびノイズの問題等が顕著になっている．またその一方で，
CPUのマルチコアや，SoCの為の IPコア等のシステムのモジュール化も盛んであ
る．このような背景から，LSI内のタイミングを単一のGCLKによって調停する事
は困難となっている．実際，ひとつのLSI内で異なるクロックドメインを持つ事も
一般的となっているが，これらの整合性を取る技術は複雑で，重要な研究課題のひ
とつである．本研究で用いられる非同期回路は，GCLKを使わない事でこれらの問
題を本質的に解決する手段の一つとして注目されている．非同期式，というカテゴ
リの中には，モジュール間の非同期，クロックドメイン間の非同期，ローカル部分
において調停信号を用いない局所非同期式回路など様々ある．非同期式回路の先行
研究は二つの分野に分けることができる．ひとつはGCLKの存在を如何にして希薄
にするかと言う回路上の設計からなる研究，もうひとつは非同期式回路が持つ特徴
から導き出される理論から生成されるべき回路を導出する研究である．両者は設計
容易性，潜在的利点などの点から一長一短の特徴を持つ．本研究で特に注視するの
は遅延仮定モデルと呼ばれる制約条件を課した元での回路の設計，及び評価である．
回路遅延モデルを仮定した場合，設計が複雑になり，その制約条件の可否を検討す
る必要があるが，非同期式回路としての潜在的能力を強く発揮する事ができる．我々
は，QDIモデルという遅延仮定モデルを満たす為に提案された，NCLと呼ばれる多
値論理の応用関数を採用する．これは論理関数の段階からQDI遅延仮定モデルを満
たそうと試みるものであり，NCLに基づく回路はQDIモデルを満たすと考えられて
いる．NCL回路はヒステリシャルしきいゲート (TH gate)と呼ばれる特殊なゲート
で構成されているが，我々はこれをフローティングゲートの一種であるニューロン
MOSを用いて合成する事を提案した．ニューロンMOSの使用によりゲートのMOS
数が減少し，また 回路全体の面積を減少させ，速度向上が望める．またニューロン
MOSの可変しきい値特性を生かし，種々のTH gateを単一の構成にする事を可能に
した汎用TH gateを提案する．更に，TH gateのメモリ特性を生かした細粒パイプ
ラインの構成の検討を行う．
Abstract
In VLSI circuit, It is popular that synchronous circuit design, but it has some
problem like that clock skew or electro magnetic noise. Asynchronous circuit design
is one of the method to solve such a problem in order to donot use global clock
(GCLK).
In this paper Hysteresial threshold gate using neuron MOS are presented as basic
elements in Null Convention Logic (NCL) circuits. NCL, which proposed by K. M.
Fant and S. A. Branst, needs special gates having hysteresis, because NCL uses dif-
ferent ternary logic systems in computation phase and wiping phase of asynchronous
behavior, respectively. To implement the dynamic behavior, the traditional NCL
circuits exploit extended CMOS structure which consists of a number of cascaded
and parallel transistors connections. Then we improve the circuits with the char-
acteristics of threshold function in neruron MOS, we designed hysteresial neuron
MOS by means of feedback loop. This results the asynchronous circuits reducing
the number of MOS and wire area. We provide two synthesis methods and simula-
tion results of the gates and half-adder, full-adder. The evaluation results of layout
level design and simulated in SPICE simulation.
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第1章 序論
大規模集積回路において，グローバルクロックを用いる同期式回路が今日では一
般的であるが、近年の素子技術の進歩によりクロックスキューや電磁障害ノイズな
どの問題が顕著になっており、これらを解決する手法が求められている。本論文で
採用する非同期式回路はグローバルクロックを回路調停の手段から取り除くことに
よって同期式回路の課題を克服するものである。非同期式回路においては、素子遅
延や配線遅延の既知・未知などを仮定する必要があり、それによって生成される回
路も異なり、また、想定する遅延仮定を満たしているかどうか検証する必要がある。
本研究では、QDIモデルという遅延仮定モデルを採用し、このモデルを満たすNCL
回路の合成を目指す。NCL回路はQDI遅延仮定を満たすために、記憶性を持つ回路
もしくは素子が必要となる。本論文では、ヒステリシャルしきいゲートと呼ばれる
特殊なゲートに対し、フローティングゲートの一種であるニューロンMOSを用い
て合成することを提案する。
第二章では、本研究の背景として、非同期式回路の原理及び制御回路について説
明し、また遅延仮定の定義について詳述する。
第三章では、本研究で採用するQDI遅延仮定モデルにおける回路設計の課題につ
いて述べ、この課題を解決する一手法としてのNCL回路について説明を行う。
第四章ではにおいて、本論文で提案する"ニューロンMOSを用いたヒステリシャ
ルしきいゲートの設計及び評価"について述べる。ニューロンMOSはしきい関数を
実現する事が知られているが、これを何れかの方法でヒステリシス性を持たせるこ
とでヒステリシャルしきいゲートとしての動作を可能とさせる。提案した手法につ
いて、SPICEシミュレーション及びMAGICレイアウト設計を行って回路素子の合
成及び検証について詳述し、第五章にて結論を述べる。
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第2章 背景
2.1 非同期式回路について
LSI論理回路設計において，同期式回路設計が登場して以来，同期式回路の設計手
法，ツール，製品などが大半を占めている．しかしながら，回路の微細化技術の進
歩に伴い，微細化・高速化が急速に進み，回路すべてを一つのタイミング信号であ
るグローバルクロック信号で制御することが困難になることが予想されており，既
に超高速回路においてはクロック周波数の速度向上は以前に比べると鈍化しており，
多くの集積回路設計において局所同期-大域非同期といった手法を用いて高速化を実
現している．非同期式回路設計が目標とするところは，グローバルクロックに寄ら
ずに回路間の調停信号によって自己同期を行う事であるが，これらの研究成果は同
期式回路でも応用されている．
ここで現在の論理回路設計で一般的に用いられている同期式設計と非同期式設計
について比較を行う．同期式設計はグローバルクロックと呼ばれる同期信号を用い
て設計が行われる．同期式回路の構造を図 2.1に示す．
図 2.1 同期式回路の構造
非同期式回路の構造を図2.2に示す．非同期式回路は同期式回路で用いられるGCLK
が存在せず，データの保持を行うレジスタ間によって，データの到達や要求などを相
互に通信してタイミングを決定する．この要求，応答信号はReqest，Acknowledge
信号などと呼ばれる．自らの状態によってデータの送受信タイミングを同期させる
ので自己同期回路とも呼ばれる．
非同期式に対する同期式設計の特徴を以下に示す．
 回路の最悪遅延を考慮する．従ってあるモジュールの最悪遅延が全体の性能の
ボトルネックとなる．
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図 2.2 非同期式回路の構造
 クロック信号が到着した時点での信号値のみを扱うので，信号を離散的に考え
る事ができ，それ以外の時点での信号値を無視できる．
論理回路は，データを保存するレジスタあるいはメモリと，計算を行うロジック
の部分に分けることができる．回路が同期式であるとは，すなわちレジスタ部分へ
の送受信タイミングがクロックと同期することを示す．
図 2.3 レジスタの接続
図 2.4 信号線の遷移
信号のタイミングの例として，図 2.3のようにレジスタが 3段接続された回路を例
に示す．信号線 aと a'，bとb'はそれぞれ任意の演算回路を挟んだ前後の線である．
そして各々がレジスタによって接続され，クロック信号CLKが入力される．同期式
ではクロック信号CLKが到着した時点での信号値のみを取り扱うので，図 2.4にあ
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る信号線 a'のハザードは無視される (ただしこのハザードが出力値の最終的な結果
に影響する場合を除く)．その一方で，それぞれの信号線はCLKが到着するまでに
正しい値へ変化し，安定している必要がある．言い換えれば，クロック周期は信号伝
達遅延時間より十分に大きい間隔で与えなければならない．したがって同期式にお
ける計算の速度は回路の最大遅延時間に依存する．回路の最悪遅延時間は，通常回
路の構造やレイアウトから推定できる．回路の最悪遅延を起こすルートをクリティ
カルパスと呼ぶ．クリティカルパスを見つけ出し，回路の動作速度を決定するのが
同期式設計である．
非同期式回路設計は，グローバルクロックのような外部からの一意的なタイミン
グ制御を必要としないような設計手法である．その手法として一般的に，レジスタ
からのデータ送受信に対する要求・応答などの情報を信号で受け取り，それを相互
に連絡しあう事によって自律的にタイミングの制御を行うものである．
非同期式設計を導入する利点は次のようになる．
 回路の高速化 非同期式回路の速度は平均遅延に依存するので，最大遅延が大き
く変わるような回路の場合に速度の向上が見込まれる．
 環境変動に対する適応性 温度湿度などの外部環境の変化による遅延の変動に対
して，最悪遅延に依存する同期式回路はエラーとなる可能性がある一方で，非
同期式回路は変動に対して影響は無い．
 低消費電力化 同期式回路は常に全てのブロックにクロックを分配する．非同期
式回路は動作しないブロックは原理的には変化しないので電力の消費が抑えら
れる．
 サブモジュールの独立性の向上 非同期式回路のブロックはそれ自身が自律した
モジュールであるので，容易にブロック単位の変更が可能となる．同期式はブ
ロックの追加，変更のたびにクリティカルパスの計算とクロックの調整が必要
となる．
 高周波ノイズの低減 同期式回路のグローバルは常に一定の周期を持つ高周波の
ノイズである．グローバルクロックの除去によって周波数スペクトルの異常分
布を避けることが出来る．
このように非同期式設計を採用する利点は様々あるが，実際に設計する際に考慮
される遅延仮定や設計方式が存在する．
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2.1.1 遅延仮定モデル
南谷 [1]によれば，非同期研究は二つの側面から考えられる．ひとつはHumanモ
デルを基礎とする「浮遊遅延は素子にも配線にも存在し得るが，その大きさは有界
(bounded)である」という仮定であり，もうひとつはMullerモデルを基礎とし「浮
遊遅延の大きさは有限であるが有界ではない (nite but unbounded)」という仮定で
ある．
ひとつはHumanモデルを基礎とする「当初から実用回路の論理設計を念頭にお
き，工学的センスで構築された理論」であり，もうひとつはMullerモデルを基礎とし
「非同期回路の振舞いの数学的形式化を最大の眼目として作成されてきた」ものであ
る．両者は全く異なるアプローチで非同期回路の解決に望む．勿論これは研究のひ
とつの側面なので，実際の設計や回路は両者の特徴を含んでいてもおかしくない．ま
たNCL非同期回路を提案しているScott Smithもまた"NULL Convention Logic"[3]
において，非同期回路設計が二つのカテゴリに分類されると述べている．S,Smithは
Bounded-delay modelと Self-Timed modelの二つのカテゴリがあると述べている．
Bounded-delay modelがHumanモデル，Self-Timed modelがMullerモデルを踏襲
していると考えられる．
ここで回路内の遅延をどのように仮定するかによって定義されている遅延仮定モ
デルについてまとめる．
 FMモデル (Finite Mode Model)　
最悪遅延を既知とするモデル．この仮定下では回路内，あるいはモジュールブ
ロック内の信号の安定時を知ることができる．一般的にこの最悪遅延はクリティ
カルパスと呼ばれる．同期式回路はこのモデル下で成り立っている．
 SIモデル (Speed Independent Model)　
素子遅延の上限は存在するが未知とするモデル．但し配線遅延は考慮しない．こ
の仮定では回路の安定は確かに存在するがいつ起こるかわからないという事に
なる．故に回路の安定をなんらかの方法で知る必要がある．また配線遅延は，擬
似素子を配線に埋め込む事で配線遅延をモデル化できるが，一般的に配線の分
岐に対する遅延差を考慮しない．よって等値分岐の仮定を内包する．
 DIモデル (Delay Insensitive Model)
素子遅延，配線遅延は共に未知とするモデル．DIモデルの下でエラーのない回
路を作成する事は困難である．DIモデルを完全に満たすことのできる回路を実
際に設計することはできないと考えられており，DIモデルにたいして何らかの
条件緩和を付加して回路設計の研究が行われている．
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 QDIモデル (Quasi-Delay Insensitive Model)
DIモデルの条件を緩和し，DIモデルと同じく素子遅延，配線遅延は未知とする
が，分岐された配線は同時に到達すると仮定する，言い換れば分岐の遅延差は
考慮しないモデルである．実際に非同期式回路を設計する際にはDIモデルを用
いずQDIモデルを採用する事が殆どである．
本研究で採用するQuasi-delay Insensitive model(QDI model)はSelf-Timed model
に属しており，その方法論はMullerモデルに基づくものである．
2.1.2 ハンドシェークプロトコル
非同期システムは，モジュール同士がデータの送受信の要求/応答，許可/禁止な
どを伝達しあうことによって実現される．この取り決めをハンドシェークプロトコ
ルという．この時，制御信号の取り扱いによって 2種のプロトコルに分ける事がで
きる．ひとつめは，Request・Acknowledgeの値の変化そのものをイベントとして制
御する方式である．この時，2つの制御信号は 0→ 1の変化と 1→ 0の変化を区別し
ない．このプロトコルはデータ送受信の一連の動作内で制御線の変化が 2回おこる
事から 2相ハンドシェークと呼ばれる．また，制御信号の変化にのみ注目するので
遷移シグナリングとも呼ばれる．ふたつめは，Request・Acknowledgeの値をデータ
の送受信許可，あるいは禁止を示すプロトコルである．これは制御信号の値が 1の
時にデータの転送を行い，0の時は送受信を禁止する．このプロトコルは同様の動
作で制御線の変化が 4回おこるので 4相ハンドシェークと呼ばれる．また制御信号
の値そのものに注目するのでレベルシグナリングと呼ばれる．4相ハンドシェーク
の方は 2相ハンドシェークに比べると手続きが多くなるが，制御回路が簡単になる
と言う特徴を持つ．
ハンドシェークを実現する制御回路はMuller C素子を用いて要求，応答信号を調
停する事が殆どである．
2.1.3 Muller C素子
非同期式回路を設計する際に制御回路として用いられるのがMuller C素子と呼ば
れる記憶型の素子である．また，本論文で採用しているNCL非同期回路で使用され
る，後述するTH gateはMuller C素子の動作を内包している．これまで提案・実装さ
れた非同期回路において，Muller C素子は何れかの場所で用いられている．Muller
C素子のシンボル図を図 2.5に示す．Muller C素子の動作を真理値表で表 2.1に示
す．ここで表においてCn 1は以前のCの値である事を示す．すなわち (a,b)=(0,1),
(a,b)=(1,0)の際は cの値は変化せず記憶される．
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図 2.5 Muller C素子のシンボル図
表 2.1 Muller C素子の真理値表
a b C
0 0 0
0 1 Cn 1
1 0 Cn 1
1 1 1
また，ifステートメントを用いて以下のように定義できる．
if (a=b) then c := a
すなわち，入力が一致した場合，出力はその入力値を返しそれ以外は値を保持す
る．これがMuller C素子の動作であり，因果律におけるAND素子とも呼ばれる．
図 2.6はMuller C素子の動作を信号遷移グラフ (STG:Signal Transition Graph)で
記述したものである．
1989年に I. E. SutherlandがACMにて発表したMicropipelineは，FMモデル下の
遅延仮定を満たす回路であるが，Suterlandが提案したパイプラインの非同期制御部
分にもMuller C素子が用いられている [2]．これはMuller C素子が SM，DI遅延仮
定モデルだけでなく，最悪遅延が考慮できるようなFMモデル下でもMuller C素子
が用いられる事を示唆している．
図 2.6 Muller C素子と信号遷移グラフ
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2.1.4 非同期式システムの先行研究と動向
ここで近年の非同期式システムの研究開発及び製品の動向について述べる．非同
期式システムにおける歴史的な背景については東京大学南谷崇教授による"非同期式
マイクロプロセッサの動向"[5]に詳しい．この論文では，非同期プロセッサ開発の
基礎となった，CaltechによるMiniMIPS，Univ. of ManchesterのAMULET 2e，そ
して東京大学で南谷グループが開発したTITAC-2についても述べられている．また
非同期式回路の設計技術に関する直近の話題として齊藤寛教授による論文 [27]にま
とめられている．ここでは特に論理合成ツールとして開発されたPetrifyや検証ツー
ルTiDE等について紹介されている．
また，Chris J. Myersの著書 [7]において，1990年代に行われたいくつかの主要
LSIベンダーの開発事例について述べられている．上述の文献によると，SUNのグ
ループが同期式アーキテクチャとは異なるカウンタフローパイプライン (counterow
pipeline)を提案し，またphilips研究所は仕様記述言語TANGRAMを用い階層設計
手法を提案，ポケットベルの待機用回路として非同期回路を商用化，さらに Intelで
は完全非同期式命令長デコーダの開発を目的とするRAPPIDプロジェクトを行って
いる．
この後，いくつかの特筆すべき事項はまずARM社による非同期式プロセッサARM
996HSが挙げられる．これはARM社とHandShake Solutions社の共同開発による
完全非同期 32bitCPUである．通常のノイマン型アーキテクチャではなくハーバー
ドアーキテクチャを採用している点を除けば，ARM9として動作する．
2000年代からは非同期式回路用設計ツールや設計言語の開発が盛んに行われてい
る．AMULET CPUプロジェクトを行っているマンチェスター大学では，非同期式回
路設計用言語Balsaを開発し，QDI遅延仮定モデルに基づく 2線式回路のAmulet3i
が開発された．
2005年にセイコーエプソン社によって，曲げることができる「フレキシブル・マ
イクロプロセッサ」を開発しているが，このマイクロプロセッサには非同期回路設
計が導入された．これはクロック回路が持つ消費電力及びその発熱がフレキシブル
デバイスに向かないため，セルフタイミングで動作する非同期回路を採用したとさ
れる [18]．
Karl M. Fant, Scott A. Branstらは，QDI遅延仮定モデルに忠実に基づいた回路設
計を追及し，論理の段階からこれを満たす為にNULL CONVENTION LOGICと呼
ばれる独自の論理体系を提案した．NCL回路を構成するTH gateと呼ばれる特殊な
ゲートは，非同期回路では重要な役割を持つMuller C素子の特性とよく似ており，
前述の通りTH gateはMuller C素子を更に一般化したものと考える事もできる．
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更に，近年高集積化，高機能化が著しいFPGAの分野においても非同期式システ
ムの成果が現れている．Achronix Semiconductor社によって，FPGA特有の配置配
線問題を解決する為に，非同期式システムのハンドシェークプロトコルを組み込ん
だ picoPIPEを組み入れたFPGAが提案されている．
表 2.2 研究された非同期式回路
製作年 名称 発表元
1989年 Caltech MiniMIPS Univ. of California
1994年 TITAC 東京大学 南谷研究室
1994年 FLYSIG C-LAB
1996年 Amulet2e Univ. of Manchester
2.2 LSI階層設計
現在のLSI回路設計においては，抽象度の高い仕様設計から，実際の配置配線設計
に至るまでの設計フローによって行われる．抽象度が高い順に，高位合成，HDL設
計，トランジスタレベル設計，レイアウトレベル設計等に分けられる．これらの階層
は各々独立して考えることができ，それぞれのレベルにおける合成手法やツールな
どが存在する．また特に高位合成記述からLSI回路をASICやFPGAなどに自動設
計を行うEDA(electronic design automation)ツールが存在する．これらの階層設計
による設計フローが可能になったのはHDL(Hardware Description Language)と呼ば
れる記述言語の登場に寄るところが大きい．現在主流となっているVHDLとVerilog
HDLは，共にいわゆるAND,OR,NOTおよび FFの観点からみたRTL階層の記述
と，回路の動作仕様 (ビヘイビア)の階層の記述が可能である．また下位設計におい
てはカリフォルニア大学バークレー校が開発した電子回路シミュレーションツール
SPICEが主に用いられる．現在EDAベンダとして，Synopsys，Cadance，Menter
Graphics があるが，それぞれ統合EDAツールを提供しており，また全てのベンダ
はバークレー校版 spiceをそれぞれカスタマイズしたシミュレーションツールを開発
している．
2.2.1 ハードウェア記述言語とLSI設計
LSI設計においてハードウェア記述言語 (HDL:Hardware Description Language)と
呼ばれる専用のプログラム言語が開発されている．HDLは一般的になソフトウェア
開発言語のように四則演算子を使った式や，if，forステートメントを使った関数な
どを用いて記述することができる．ただし大きく異なる点は，ソフトウェア開発言
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語が記述された関数式を順に逐次実行するのに対し，ハードウェア記述言語は並列
実行される点である．これはソフトウェア開発言語を主として使っているプログラ
マ等は障壁となっている．この問題は一般的なハードウェア回路設計における課題
として挙げられるだけでなく，本研究の非同期回路設計においても留意すべき点で
あるので重要である．
ハードウェア記述言語に関する研究は,すでに 1980年代にいくつか見受けられる
[22][23]．坂村 [22]によれば，1980年代HDLは，回路を実際に合成する計算機の能力
の問題があったため，仕様記述を行う定義書としての側面が強かったとされる．そ
の後，1990年代から 2000年代にかけ計算機処理の向上により回路合成・配置配線
の最適化が可能になり，またCPLD，FPGAといった製造後プログラマブルなLSI
が発展したことにより，合成用の記述言語としてのHDLが広く普及し始め，また合
成のための言語として改良され規格改定が行われてきた経緯がある．また半導体回
路の自動設計処理手法をEDA(Electrical Design Automation)と呼ぶが，HDLを用
いたEDAツールがいくつか登場している．現在主流となっているVHDLとVerilog
HDLがそれぞれ 1987年，1995年に IEEE標準として規格化された事より考えると，
HDLを中心としたEDAツールが普及してきたのは 1990年代から 2000年代にかけ
てであると考えられる．商用メーカーとして主に用いられているツールは以下のと
おりである．
 Synopsys社 : Desgin Compiler(統合EDAツール)
 Candence社 : Virtuoso(統合EDAツール，シミュレーション)
 Menter Graphics社 : Calibre(集積回路レベル，マスクレイアウト検証)，Mod-
elSim(シミュレーション，デバッグ)
また，研究開発を目的として，オープンソースでEDAツールを提供する試みも行わ
れている．その一つは，Alliance CAD tools Project[24]で，HDL記述設計，SPICE，
レイアウト検証ツール等を組み合わせることで，統合されたEDAツールとして利用
できるようにしたものである．AlliaceはLinux OSで動作し，特にRHELではRPM
が提供され，Ubuntuではパッケージ管理システムAPTの中にリスト化され直ぐに
利用可能である．
Verilog HDL及びVHDLについて詳述する．Verilog HDLは，1980年代によって
Pascal,C言語ライクなハードウェア記述言語を目指して開発されたとされる．VHDL
の台頭に合わせ,Verilog HDLの版権を所有していたCadance社は,OVI(Open Verilog
Ienternational)と呼ばれる団体に一部これを移し, IEEE1364-1995として標準化され
た．更に記述性を高めた IEEE1364-2001が標準化され，この大幅改定により，これ
に準拠するものは特にVerilog 2001と呼ばれる事もある．
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VHDLは，米国国防総省のVHSIC( Very High Speed Integrated Circuit)委員会
で，ASICの動作記述の為の言語として開発された．1987年に IEEEによる標準化
作業により，IEEE Std 1076-1987として初めて承認された事により，ハードウェア
記述言語として広く用いられるようになった．その後，更に記述性を高めるために，
IEEE 1076-1993, IEEE 1076-2008と改定されてきた．
これまでにVHDLを用いて非同期回路用の 2線化ライブラリを設計し,同期式回路
設計者のために非同期式回路を合成するための手法について考案してきた (付録??)．
本論文での高位設計ではVHDLを採用しているが，VHDLは多値論理に向いた策定
が行われてきた経緯がある．VHDLはデフォルトで IEEE.1394ライブラリを用いた
信号線を用い，通常のBoolean論理値である 0,1以外に未定義のU，ハイインピー
ダンスZなどが定義されており，これらの函数としてAND，ORも設計されている．
従って，NCLのような多値論理を同様にして定義，設計する事が容易であり，ライ
ブラリの構築がデフォルトの拡張として可能である．
2.2.2 トランジスタレベル・レイアウトレベル設計
電子回路設計においてトランジスタなどの素子の挙動を含めたシミュレーションや
合成を行う下層レベル設計ツールとしてSPICEがよく用いられる．SPICEは電圧変
化や時刻変化の回路内配線の電圧値，電流値のシミュレーションが可能である．MOS-
FETなどの能動素子はシミュレーションの為のモデルを用意する必要がある．これら
はSPICEモデルに基づいたライブラリとして提供していたり [4]，後述するMAGIC
などのレイアウト設計ツールから生成する事で利用できる．本研究では，通常よく
用いられるCMOSのみではなく，フローティングゲートが付加されているニューロ
ンMOSを用いるので更に下層のレイアウトレベルでの設計およびシミュレーショ
ンが必要となる．今回レイアウト設計ツールとしてカリフォルニア大学バークレー
校で開発されているレイアウトマスキングエディタMAGIC[26]を用いた．通常レイ
アウトレベル設計は自動生成され，確認のみで利用することが主だが，MAGICは
対話的な操作でレイアウト設計を行う事が可能であり，またキャパシタンスやMOS
構造を自動的に判断して SPICEモデルの生成が可能である．
本研究においてMAGICの持つ有用な機能は以下の通りである．
 SPICEネットリストへの出力：MOS FETの領域設定から，pMOS，nMOSの
パラメータを生成可能である．また，本研究で利用するフローティングゲート
のキャパシタンス容量も，レイアウト設計から算出されて結果が出力される．
 DRCのリアルタイムチェック：MAGICでは，最少領域などのプロセスルール
毎の制限がリアルタイムで確認できる．これにより生成可能なフローティング
16
図 2.7 SPICEシミュレーション例
ゲート領域などのトレードオフを調整することが可能となる．
SPICEやMAGICなどでは，MOSFETモデルを決定，あるいは実在するデバイス
からのモデル化が必要となる．特にプロセスルールの決定は，レイアウト設計にお
けるデザインルールの制約に関わってくるので非常に重要である．MAGICにおい
ては，MOSIS[14]と呼ばれるLSI試作サービスが米国で行われているが，各プロセ
スルールに基づいたMAGICのテクノロジファイルが提供されている [17]．これは
実際に利用されているチップのプロセスルールに即しており，またTSMC社 [16]等
の実際の商用ベンダが提供するプロセスルールも用意されており利用することが可
能である．
本研究では，MAGICを用いてニューロンMOSを設計し，実際のキャパシタンス
等の確認を行った．
2.3 モデル検査・形式的検証
形式的検証は，上流工程で表現されうる仕様記述，プロパティに対し，実装された
ハードウエア回路やソフトウェアが要件を満たしているか否かを数学的な方法論を
用いて求める手法である．これは数学的なモデルを作成する必要がある一方で，仕
様が要求する要件が満足されるかどうか数学的に保証することができる．これはシ
ミュレーションやトレースによるデバッグでは非常に困難である．形式的検証でよ
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図 2.8 MAGICによるレイアウト設計例
く用いられている手法はモデル検査 (Model Checking)である．この手法は仕様記述
と，実現した回路もしくはソフトウェアを比較可能なモデルに変換することで両者
の等価性を検証する手法である．
2.3.1 時相論理
モデル検査における形式的検証を行う際に，上流工程の仕様設計などを命題論理
や述語論理のいわゆる古典論理のみで記述するのは限界がある．すなわち ack → ¬
req といった命題論理は「ackという信号がONになれば，reqという信号はOFFに
なる」という動作を記述していると考える事が出来るが，命題論理では時間的な概
念を想定していないため (あるいは公平な条件下のもとで行われていると考えるた
め)，GCLKの存在が前提となっている．より具体的に同期式回路上では「 ack →
¬ req 」は「ackがONになると，次のクロックタイミングでは reqがOFFになる」
という条件が内包されている．非同期式回路は勿論GCLKに頼ることはなく，また
「 ack → ¬ req 」は「次のタイミング」ではなく「将来必ず」という事であればよ
い．したがってここで非古典論理の様相論理を時間の概念に適用させた時相論理 (ま
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たは時制論理)を用いて記述する．
時相論理は，非古典論理である様相論理の一種であり，命題の時間的因果関係に
ついて記述できる論理式である．古典論理の命題論理では，入力に対する出力の真
偽は即値的，絶対的であり，時間的な概念はない．様相論理では，真偽は一意的に
決まらず，真偽の"可能世界"というものを考え，真偽は可能世界のあり方に影響さ
れる．可能世界は，「ある場合」とか「ある時刻」等と解釈される．様相論理では次
の演算子が導入される．
時相論理は，真偽の時刻的な変化を様相論理の可能世界として捉えたものと解釈
できる．したがって，時相論理では様相論理の演算子は次のように解釈できる．
時相論理は，推移律は満たすが対称律は満たさない，様相論理の体系 S4である．
従って◇Aの「ある時刻」は「未来のある時刻のみ」もしくは「過去のある時刻の
み」を示す．このように解釈を行って，時相論理では Temporal Operatorと Path
Quantierと呼ばれる演算子が導入される．
Temporal Operator
主要なTemporal Operatorとして次の演算子がある．
 "F" : Future
{ Fpは"いつか pは真になる"という意味を表わす．常に真ではないが将来シ
ステム pになるというときに用いる．
{ 様相論理の◇ pに相当する．
 "G" : Globally
{ Gpは"常に pは真である"という意味を表わす．システムが常に pであると
きにこの記述となる．
{ 様相論理の□ pに相当する．古典論理の pという命題はTemporal Operator
演算子が付く場合Gpとなる．
 "X" : next
{ Xpは"次の時刻に pは真である"という意味を表す．システムの次の時刻の
みに着目するときにこの記述を用いる．
{ ○ pと記述される場合もある．
 "U" : Until
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{ pUqは，"qが真となるまで pは真である"という意味を示す．qはいつか真
になるという条件も内包してる．
{ Upqと記述される場合もある．
また次の補助演算子，及び過去演算子を導入する場合がある，
 "W" : Weak Until
{ pWqは，pUqとほぼ同じ意味であるが，qがいつか真になるという条件が
無い．
{ pWq＝ pUq∨ Gpである．
 "H" : History
{ Hpは，"以前に pが真であった"という意味を表わす．
{ Fpに対応する過去演算子である．
 "Y" : Yesterday
{ Ypは，"前の時刻に pが真であった"という意味を表わす．
{ Xpに対応する過去演算子である．
 "pSq" : Since
{ pSqは，"qが真であったときから pは真であった"という意味を表わす．
{ pUqに対応する過去演算子である，また Spqとも記述される．
Path Quantier
Path Quantierはパスの分岐を示す量化子である，次の量化子をもつ，
 "A" : All
{ Apは，"すべての分岐で pが成り立つ"という意味を表わす．
{ すなわち分岐を考えず，すべての場合で成り立つという表現となる．
 "E" : Else
{ Epは，"ある分岐で pが成り立つ"という意味を表わす．
{ すなわちある場合のみ成り立てばよいというシステムの分岐を表現する．
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線形時相論理
線形時相論理（LTL: Linear Temporal Logic）は，命題の真偽の時間的変化を線形
的に記述したものである．LTLはTemporal Operatorのみを持ち，Path Quantier
は無く次のような論理式となる．
表 2.3 LTL論理
論理式 解　釈
Gp 常に pである
Fp いつか pである
Xp 次の単位時刻で pである
pUq qになるまで pである
Hp 常にｐは真であった
Pp 以前 pであった
Yp 前の単位時刻に pである
pSq qのときから pである
分岐時相論理
分岐時相論理（CTL: Computation Tree Logic）はパスの分岐を考えた論理式を記
述できる，線形時相論理式に加え，path quantierと呼ばれる次の量化子が追加さ
れる
表 2.4 CTL論理
論理式 解　釈
AGp すべてのパスで常に pである
AFp すべてのパスでいつか pである
AXp すべてのパスで次の単位時刻で pである
A[pUq] すべてのパスで qになるまで pである
AHp すべてのパスで常にｐは真であった
APp すべてのパスで以前 pであった
AYp すべてのパスで前の単位時刻に pである
A[pSq] すべてのパスで qのときから pである
EGp あるパスで常に pである
EFp あるパスでいつか pである
EXp あるパスで次の単位時刻で pである
E[pUq] あるパスで qになるまで pである
EHp あるパスで常にｐは真であった
EPp あるパスで以前 pであった
EYp あるパスで前の単位時刻に pである
E[pSq] あるパスで qのときから pである
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図 2.9 時相論理の演算子
本研究ではこれまでに，仕様論理検証ツールNuSMVを用いて時相論理を用いて
QDI遅延モデルの仕様を記述し，NCL論理回路のふるまいを状態遷移式にモデル化
することによって，通常用いられているB-3値論理等ではQDI遅延モデルの仕様を
満たせず，NCLが論理の段階でこの仕様を充足していることを示した．
2.3.2 グラフによるモデル検査
モデル検査を行うために，状態遷移図やペトリネットなどの有効グラフ等がよく
用いられる．これらは時相論理等の仕様記述に対し実装系をモデル化するための手
段の一つとして用いられる．非同期式回路ではペトリネットのサブクラスである信
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図 2.10 時相論理の過去演算子
号遷移グラフによってモデル検査を行う．
2.3.3 信号遷移グラフ
　回路やシステムの設計における検証は非常に重要であり，システム構築の工程の
中で実時間で大きな割合を占める. 特にモデルベース設計等では回路の適切なモデ
ル化は回路品質や設計効率を向上させるうえで十分に検討する必要がある. グロー
バルクロックのある同期式回路は主に状態遷移図等を用いてモデル化する．これは，
同期式回路ではグローバルクロックというシステム全体の動作タイミングを暗黙的
に知っている事を前提として記述されている．グローバルクロックを持たない場合，
すなわち非同期式回路ではシステムの動作を信号遷移の因果として考えるべきであ
る．したがって非同期式回路のモデル化ではペトリネットを応用した信号遷移グラ
フ (STG:Signal Transition Graph)が用いられる．STGは仕様記述に用いられるだ
けでなく，実際の回路を合成する手法が提案されたり，実現された回路からSTGを
自動生成する手法が報告されている [28].
ペトリネットはプレースとトランジションと呼ばれる異なった2種のノードを持つ
2部構成有効グラフである．システムの状態変化は，トークンと呼ばれる黒いコマを
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図 2.11 ペトリネットの例
プレース上に配置し，それを移動させることによって表現される．トークンは 1つ
のグラフ中に複数持つことができ，これにより並列動作の記述が可能となる．トー
クンはトランジションを通りプレースからプレースへ移動するが，トランジション
を通過可能かどうかは「発火規則」と呼ばれるルールに従う．これは，トランジショ
ンｔへのアーク (矢印)を持つすべてのプレースがトークンを持つと発火可能となり，
トランジションｔが発火すると，ｔから伸びているアーク先へのプレースにトーク
ンが送られる．
全てのプレースpについて，pへのアークを持つトランジション t'と，pからのアー
クを持つトランジション t"はたかだか一つしかない場合，このようなグラフはペト
リネットのサブクラスとしてマークグラフ (Marked Graph)と呼ばれる．これは非同
期式回路が状態の因果関係ではなく，信号遷移の因果関係に基づいて表現されてい
るためである．そこで上記のような場合にはプレースを省略し，信号変化，あるいは
イベントの因果関係に特化したグラフを考える．これは信号遷移グラフ (STG:Signal
Transition Graph)と呼ばれる．
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図 2.12 STGの例:マイクロパイプライン
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第3章 QDI遅延仮定モデルと非同期式回路
3.1 QDIモデル下における回路設計の課題
QDI遅延仮定モデルにおける非同期式回路設計の研究は実用的な回路設計として
多く行われてきたが，素子遅延に対する頑健性が考慮されている一方で，その遅延
仮定の厳格性から実際の回路を設計する際に多くの制約を持つ．これまでに多くの，
QDI遅延仮定モデルにおける非同期回路の研究が行われていた．I.Davidらは，入
力のすべてを検知するブロックをMuller C素子で作成し，組み合わせ回路の出力と
付け加えるべきとされた [25]．有力とされている非同期回路設計に二線二相式回路
と呼ばれる回路設計があるが，QDI遅延仮定を満たすための回路を合成するために
は，回路の入力，および出力の値の到達を確認する必要があり，回路によっては回
路内すべての配線の値到達を確認しなければQDI遅延仮定モデル下の回路設計にな
らないとされている (図 3.1). 我々は，この困難性を克服する手段として提案されて
いるNull Convention Logic(NCL)を採用し，NCL非同期回路の容易な設計方法を
提案する．
図 3.1 Muller C素子を用いた QDI遅延仮定モデルに基づく回路
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3.2 3値論理とNCL
Null Convention Logic(以下NCL)[3]は，多値論理の一種であり，2相式回路で用
いられる．NCLは遅延仮定モデルにおけるQDIモデルを論理の段階から満たすた
めKarl M. Fant, Scott A Branstらによって提案された．本研究では非同期回路と
してNCLを採用し，以下特に断りが無い限りにおいて非同期回路はNCL非同期回
路であるとする．NCLの意義は 2相式回路の次のような要請に基づく．すなわち回
路が稼動相と休止相に交互に遷移するモジュールは，稼動相では入力に全ての無効
符号が揃った時点で出力を変え，また休止相は入力の無効符号が全て揃った時点で
出力をリセットするのが望ましく，有効符号，無効符号が混在状態の時点では何も
変化しない方が良い．なぜなら混在時に結果が確定してしまうと，遅れてくる入力
がリセット後に到着し，再び結果を出力してしまう可能性があるからである．文献
[3]ではこの要請をTHE NULL WAVE FRONTと呼んでいる．これををB-3値論理
やC形Fail-Safe論理で実現するのは難しい．両者とも混在時の出力変化が行われる
からである．NCLは両者を組合せ，上記の動作を実現している．NCLを論理の真理
値表から定義してみる．
表 3.1 B-3値論理
AND
T F N
T T F N
F F F N
N N N N
OR
T T N
T T F N
F T F N
N N N N
NOT
T F
F T
N N
表 3.2 C形 Fail-Safe論理
AND
T F N
T T F N
F F F N
N N N N
OR
T T N
T T F N
F T F N
N N N N
NOT
T F
F T
N N
NCL(Null Convention Logic)は，多値論理として，4値あるいは 3値論理として表
現することができるとされる．一般的に知られる 3値論理では，MAX函数をAND
として，MIN函数をORとする表現がとられる．この論理体系はB-3値論理と呼ば
れている．一方で，耐故障性の向上のために考案された，縮退検出などに用いる事
の出来るC型Fail-Safe論理などが提案されている．表??はC型Fail-Safe論理によ
るAND，OR論理表であるが，図からわかるように第 3の値Nはイレギュラーな値
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としてみなされ，入力側にひとつでもNがあると，出力は必ずNとなる．QDIモデ
ルでこれらの性質をうまく利用すれば遅延仮定を満たす回路を合成できるのではな
いかと推測できる．NCLはB-3値論理とC形Fail-Safe論理を相によって切り替える
ことによってQDI遅延仮定モデルを満たそうと試みるものに他ならない．
C形Fail-Safe論理を用いれば，入力に有効符号T,Fがすべて入るまでに出力が確
定されてしまう事を防ぐことが可能である．しかしこれによって遅延仮定をみたす
のは稼働相のみである．休止相では入力にひとつでも無効符号Nが入ると，出力は
直ぐにNを出力してしまう．これは混在時に入力が確定しない，という要請を満た
せず，QDI遅延仮定モデルを 2相式で実現するには，C形Fail-Safe形を更に発展さ
せる必要がある．
表 3.3 NCL関数
AND
T F I N
T T F I N
F F F I N
I I I I I
N N N I N
OR
T T I N
T T F I N
F T F I N
I I I I I
N N N I N
NOT
T F
F T
I I
N N
表 3.5を見ると，3つのグループに分けられる．まず入力が全てNULLである場合
にのみNULLを出力する．また，入力が全てTかF，すなわち有効符号である場合
にはブール論理に従う．更に，入力が有効符号と無効符号の混在時であるとき，例
えばTとNであるときなどは中間値 Iをとる．中間値 Iは実際には変化無しを示して
いて，変化前の出力となる．これにより前述のNCLの動作を実現している．NCLは
真理値表で表現すると複雑となるが，例えば if-then節のようなルールセンテンスで
記述するとわかりやすい．すなわち，もし全ての入力がNULLならば出力はNULL，
もし全ての入力が有効符号ならばブール関数に従い，それ以外では動作しない．
if( ALL(input == NULL) ) then
output = NULL;
else if( ALL(input == (TRUE or FALSE) ) then
output = BooleanFuction(inputs);
else
end if;
NCL非同期回路設計は，QDI遅延仮定モデルを実現する手法として多くの研究が
なされている [12][13]．また，設計されたNCL非同期回路が実際にQDI遅延仮定モ
デルを満たしているかの検証が行われている．
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3.3 二相式システムとNCL
非同期回路の合成手法のひとつに二線二相式回路がある．これは稼動相と休止相と
呼ばれる相を交互に遷移するシステムで，この多値論理を二値で実現する為に 1bit
に二線を用いる方式である．ここでハンドシェークの手順は4相ハンドシェークにな
るので注意すべきである．二値化されたNCL(2NCL)もこの二線二相式に属し，特
に断らない限り，以下より二相式システムは二線二相式回路の事を示し，NCLは二
値化された 2NCLであるとする．二線二相式回路はQDI modelを満たす為に設計さ
れたもので，1bitのデータを二線 (D1, D0)で表す．それぞれD1が立ち上がってい
る時は論理値 1を，D0が立ち上がっている時は論理値 0を表す．またD1, D0ともに
立ち下がってる時はデータ無し (NULL)を表す．ともに立ち上がっている時は用い
ない．これを表 3.4に表す．
モジュール内の回路は初期状態は必ず全てNULLの状態から始まり，データの処
理が始まると論理値0か論理値1に移行する．この期間を稼動相という．また，デー
タの処理が完了すると回路の全て配線は論理値 0か論理値 1の状態からNULLへと
移行する．この期間を休止相という．このように二相式システムは稼動相と休止相
を交互に遷移する事で，タイミングを知る事ができる．
3.4 ヒステリシャルしきいゲート
図 3.2 TH gateのシンボル図
NCL非同期回路の為にGerald E. Sobelmanらがヒステリシャルしきいゲート (TH
gate:Threshold Gate with Hysteresis)を提案し，NCL回路では広くこれが用いられ
ている [6]．TH gateはヒステリシス性を有したしきい関数を実現するゲートで，NCL
表 3.4 2線式 NCLのデータ表現
(D1 D0) データ表現
(0 0) NULL
(0 1) FALSE(論理値 0)
(1 0) TRUE(論理値 1)
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表 3.5 NCL関数
AND
稼動相
T F N
T T F N
F F F N
N N N N
休止相
T F N
T T F T
F F F I
N T I N
OR
稼動相
T F N
T T T N
F T F N
N N N N
休止相
T F N
T T T I
F T F F
N I F N
非同期回路の論理回路の基本素子として，またレジスタの構成要素として，更に非
同期回路では重要な機能素子とされるMuller C素子としても動作する，非常に有用
なゲートである．
TH gateのシンボル図を図 3.2に示す．TH gateは二つのパラメータを持つ．ひと
つは入力数であり，もうひとつは出力がHighとなるしきい値である．入力数n，し
きい値mのTH gateをTHmnと表記する．THmnの動作は，入力および出力全て
がLowの状態から，n入力のうちm以上の入力がHighになると，出力がHighにな
る．出力がHighになると，その後入力が全てLowになるまで出力はHighが保たれ
る．すなわち，TH gateは立上がりと立下りのしきい値が異なる特殊なしきいゲー
トであり，すべてのTHmnにおいて，立上がりのしきい値はm，立下りのしきい値
は 1であり，このため出力はヒステリシス性を持つと言われる．
図 3.3 TH23のシンボル図
図 3.4 TH23の動作
また，非同期回路の制御素子であるMuller C素子は，TH22として合成できる．し
たがって，TH gateはMuller C素子を一般化したものとみなす事もできる．NCL回
路は組合せ回路，レジスタ，自己同期のハンドシェーク回路等の全てをTH gateの
みで合成する事が可能である．これは回路のロジック部分といわれている箇所もタ
イミング調停が可能である事を示しており，パイプラインの生成，あるいは細粒化
が行えると考えられる．
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MOSトランジスタを用いて TH gateを実現する方法として図 1にように四つの
MOSネットワークブロックを用いる手法がある [6]．ここでこの手法をブロック型
TH gateと呼ぶことにする．ブロック型TH gateはしきい関数およびヒステリシス
性を実現する為に，二つのpMOSブロックであるGoTo NULL，Hold NULLと，二
つのnMOSブロックであるGoTo DATA，Hold Dataを持つ．図 3.6はブロック型に
よるTH23である．ブロック型TH gateはMOSトランジスタ数が多くなり，また素
子の複雑化による遅延の影響が小さくなく，これらを解決する手法が求められる．
図 3.5 ブロック型 THgate
3.5 ニューロンMOS
ニューロンMOS(MOS)は柴田直教授らによって提案されたフローティングゲー
トの一種である [8]．フローティングゲートは現在EPROM，フラッシュROM等と
してよく用いられている機構であり，実用的な素子として認知されている．フロー
ティングゲートは，ゲート部が二層構造になっており，二層目のゲート部がMetal(配
線)，シリコン基板の双方と酸化膜で絶縁されているゲートを持つ端子である．酸化
膜の絶縁によって層として浮いている様に見えるのでフローティングゲートと呼ば
れる．フローティングゲートはキャパシタンスとしての特性を有しており，通常よ
り高い電圧をかけるとフローティングゲートに電子が注入され，注入された電子は
電源を切ってもフローティングゲート上に残るので，電位差を保存することが可能
となる．この特徴を利用してROM構造を実現している．
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図 3.6 ブロック型による TH23
フローティングゲートがEPROM等で実用化される頃，柴田直教授らによって1989
年にフローティングゲートを応用したニューロンMOSを提案した．ニューロンMOS
はひとつのフローティングゲートに対して複数のコントロールゲートを容量結合す
る事によって，多数の入力を有する事を可能にした素子である．この素子の機能が
脳細胞のニューロンと同様に振舞う事が可能なのでこのように名付けられた．この
後，海外においてもMI-FGMOS(Multi Input FloatingGate MOS)として同様の構
造が提案されている [9]．
我々は，このニューロンMOSの特徴に着目し，ニューロンMOSの構造にヒステ
リシス性 (記憶性)を持たせる事により，非同期式回路において記憶素子としても演
算素子としても扱う事のできるゲートを提案し，またいくつかの実現方法について
考案した．
図 3.8はニューロンMOSの構造図であるが，それぞれの入力が独立して容量結合
している点が通常のフローティングゲートと異なる．ニューロンMOSのしきい動
作を概観する．今，図 4において0=0と仮定すると，フローティングゲート上の電
位F は次式で求められる．
F =
Pn
i=1CiViPn
i=0Ci
(3.1)
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図 3.7 ニューロンMOS：構造図
図 3.8 ニューロンMOSの断面図
　すなわちFは電圧が印加した入力数によって階段状に電位が増加する．更にし
きい値電圧 VTH のとき，C = C1 = C2 = = Cnとし，任意の電圧 VD(> VTH)が印
加されている入力数をmとすると，MOSのドレイン－ソース間の電流が流れる条
件は次式となる．
VF = m
C
nC + C0
Vd  Vth (3.2)
したがって電流が流れる条件は入力数mに依存し，入力印加数の累積加算によっ
てMOSトランジスタのON/OFFが制御できる．
図 5は三つの入力を持つC-MOSインバータを用いて，しきいゲートを合成した
例である．フローティングゲート上の電位VFは電源電圧VDDの3分割分が階段状印
加され，増加していく．2つ以上の入力が印加されるとCMOSのゲートしきい値電
圧値VTHを超え，出力VOUTが立上がる．したがって図 6のゲートは 3入力，しきい
値 2のしきい関数を実現している．このように MOSは入力信号の累積加算によっ
てMOSのON/OFFを制御し，しきい関数のゲートを合成することができる．これ
に，ヒステリシス性を持たせることによってTH gateを構成する．
本論文ではでは二種類の実現手法によって TH gateを構成する．第一の方法は
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図 3.9 MOS:フローティングゲート部の等価回路
図 3.10 MOSによるしきいゲート
CMOS構成の MOSインバータ形式を用いる手法であり，第二の方法はブロック
型TH gateの各ブロックを一つの MOSで実現する方法である．どちらの方法も，
MOSを用いる事によって従来のTH gateの構成手法より少ないMOS数で構成が
可能である．
3.5.1 MOSのSPICEシミュレーションにおける考察
SPICEにおける回路シミュレーションは，回路の電圧値に対する直流解析と，時
間軸を設定した過渡解析がある．両者の解析方法について以下に示す．
1. 直流解析 (動作点解析) : コンデンサは開放，コイルは短絡とし，各点の電圧と
電流をキルヒホッフの法則から求めた回路方程式により解析する．
2. 過渡解析 : 過渡解析を回路方程式に対応する微分方程式を解くことにより行う．
SPICEで回路の過渡解析を行うとき，回路の初期状態を先に決定する必要がある．
このため，MOSの過渡解析は以下のように行われる．
1. 初期状態の決定 : コンデンサ等によって，接地もしくは電源のいずれにも接続
されていない回路の電位Vの初期値を 0に設定する．
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図 3.11 MOSによるしきいゲート:波形
2. 並列抵抗の接続 : フローティングゲートに接続されるコンデンサCに対し並列
接続Rを接続する．R＝ 1/Cであるとき，シミュレーションの計算結果に影響
を及ぼさず，かつ回路線が接続され回路方程式が適用することができるように
なる．
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第4章 "ニューロンMOSを用いたヒステリシャルしき
いゲートの設計及び評価"
4.1 ニューロンMOSによるTH gateの合成の提案手法について
図 4.1 ニューロンMOSを用いた Block type THgate(ニューロンMOS Block-type法)
NCL非同期回路ではヒステリシャルしきいゲート，または Threshold gate with
hysterisis(以下 TH gate)と呼ばれる論理素子を合成し，これを基本素子として回路
を設計する手法がとられるが [6]，我々はニューロンMOSを採用し，TH gateを合
成する手法を提案する．ニューロンMOSはしきい関数として動作するので，これ
にヒステリシス性を持たせる事でTH gateとして動作可能という点が着想点である．
従って，何れかの形でヒステリシス性を持たせる手法を考案する必要がある．本論
文では，NCLのためのTH gate素子を作製する手法としていくつかのアプローチか
ら，これまで以下の手法による合成方法を提案している．
 ニューロンMOS Block-type法
 FG電位バイアス法
ニューロンMOS Block-type法は文献 [6]の従来手法に，ニューロンMOSのフロー
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ティングゲートを適用させる手法で，提案手法のpMOSあるいはnMOSブロックに
対して，各ブロックのMOS-FETの直並列接続をひとつのニューロンMOSに置き
換える手法である (図 4.1)．各ブロックの役割を考えればわかるように，MOSの複
雑な直並列接続の各々はしきい関数を実現するために合成されているだけである．
したがってこれらはニューロンMOSに置き換えることができる．THmnについて，
GOTO DATAブロックおよび HOLD NULLブロックをしきい値mのニューロン
MOS, GOTO NULLブロックおよびHOLD DATAブロックにしきい値 1のニュー
ロンMOSをフローティングゲートとして接続する．従って二つのフローティング
ゲートを用意し，THmnを合成することが可能となる．
もうひとつは，しきいゲートの出力をフィードバックさせ，このフィードバック入
力をニューロンMOSの入力の一つとし，出力がONになった際に見かけ上のしきい
値を 1まで下げる方法である (図 4.2)．この方法では，しきいゲートの挙動は次のよ
うになる．出力がOFFの場合 (すなわち初期状態の時などの場合)には通常のしき
い値の入力値以上が印加されると出力がONになる．この際にフィードバック入力
もONとなるので，ニューロンMOSの入力電圧があがり，見かけ上しきい値が相対
的に下がる．したがって立下りは立上り時とは異なり，すべての入力のOFFによっ
て初めて出力OFFとなる．これがヒステリシス性を実現しており，TH gateとして
構成できる．
図 4.2 ニューロンMOSによる TH gate(FG電位バイアス法)
本論文ではフローティングゲート部の電位をバイアスする事で，ヒステリシス性
を実現するFG電位バイアス法によって応用回路を実現する．
図 4.3は，FG電位バイアス法によるTH23である．図に示すように，三つの入力
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と一つのフィードバック入力が容量結合されている．図 4.4は 3つの入力に電圧を加
え，その後一つずつ電圧を落としていった場合の，出力VFと，Fの様子である．グ
ラフの上部に書かれている数字が入力印加数である．これより印加入力が 2になっ
た時にTH23は出力され，またフローティングゲートFがバイアスされ，立下り時
には印加入力がすべて無くなるまで，すなわち 0になるまで出力が立ち下がってい
ないことが確認できる．このようにしてTH gateを合成する．
4.1.1ではTHmnに対するニューロンMOSフローティングゲート部分の容量結合
の算出についてアルゴリズムを示し，SPICE回路を合成しシミュレーションを行い
動作確認を行う，
4.1.2では，実際に導き出される容量の大きさ並びに寄生容量の影響を検討するた
めにMAGICを用いてレイアウト設計を行い，SPICEパラメータを出力し，同様に
して SPICEシミュレーションを行う，
図 4.3 ニューロンMOSによる TH23
4.1.1 FG電圧バイアス法によるTH gateの合成アルゴリズムと設計
図 4.5はFG電位バイアス法によって合成されたTH22のゲート, 図 4.3はTH23の
ゲートである．図 4.4のF はTH23に一つずつ入力を引火した場合のフローティン
グゲート電位F および出力電位VOUT であるが，図の波形から分かるように，出力
が立ちあがると，フローティングゲート電位F にフィードバック入力が印加され，
その結果Fがバイアスされる．これによって立下りしきい値が変わり，全ての入力
が立ち下がるまで出力が保持される．このようにしてTH gateが合成できる．
FG電位バイアス法によるTH gateにおいて，入力数n，しきい値mであるTHmn
の以下の合成アルゴリズムで示す，
1. 容量結合される数はフローティングゲート電位の階段数としてこれを段数 xと
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図 4.4 TH23:F - VOUT 波形
定義する，
2. 段数 xには入力数 n及びフィードバック入力m-1が加算される，n+m-1を最少
構成段数とする，
3. 段数 xについて，しきい値mとm-1の間が段の中央にくるように最小構成段数
を電源と接地によってバイアスする
4. 電源電圧容量結合接続数BDと接地接続容量結合数BGを加える，
5. 段数xの中央値x/2がしきい値 (n+m-1)/2の中央値になるようにBDとBGを設
定する，
6. これらから得られた段数 xを算出し，フローティングゲートとしてニューロン
MOSを合成する，
ただしアルゴリズム 5において入力数 n，しきい値m， 電源電圧容量結合接続数
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BDと接地接続容量結合数BGの関係は次の等価式で記述できる．
n+m  1 +BD +BG
2
 BG = 2m  1
2
(4.1)
以上のアルゴリズムによってTHmnのニューロンMOSの構成が決定され，FG電
位バイアス法によるTH gateが合成できる．
しきい値m，入力数が nのTH gate，すなわTHmnのとき，以下のように合成手
法を定義できる．フローティングゲートFの電位はコンデンサの印加入力によって
階段状に増加するが，FG電位バイアス法ではコンデンサの容量接続を次のように
して決定する．CMOSの反転電圧に対し，印加入力がm-1とmの間に入るように段
数を決める．この時，反転電圧に満たないときにはVDDを容量結合させる．更に並
列接続されるフィードバック入力によってFはバイアスされる．これは無印加分を
補い，立下り時には印加入力が 1から0の間に入るようにする．従ってフィードバッ
ク入力として容量結合されるコンデンサはm-1となる．例としてTH22を挙げると，
入力数nは 2であるので 2段の電位変化がFに起こる．またフィードバック入力は,
しきい値m=2から，2-1で 1になる．したがってフローティングゲートには 3つの
コンデンサが容量結合される．この時しきい値 2と 2-1の間に反転電圧が収まるの
でVDDを接続する必要はない．したがってTH22は図 4.5のよようになる．
上記のアルゴリズムによって決定されたフローティングゲートの容量結合数は次
のように決定した．
表 4.1 容量結合数の決定
入力数 n しきい値m 最小構成段数 電源容量接続 BD 接地容量接続 BG 段数 x
TH22 2 2 3 0 0 3
TH23 3 2 4 1 0 5
TH33 3 3 5 0 0 5
ここで合成したTH22，TH23，TH33のSPICEシミュレーション波形を図 4.6，図
4.8，図 4.10にしめす．それぞれ入力に対してフィードバック入力によってバイアス
され，立上りしきい値と立下りしきい値が異なるTH gateとしての動作を行ってい
ることが確認できる．
4.1.2 TH gateのレイアウトレベル設計及びシミュレーション
設計したTH gateについて寄生容量の影響等を見る為に，実際のプロセスルール及
びレイアウト設計テクノロジを決定したうえで，レイアウト設計ツールを用いてこ
れを合成し，同様にSPICEシミュレーションで確認を行った．TH gateをレイアウ
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図 4.5 FG電位バイアス法による手法:TH22
トレベル設計ツールMAGICで示した図を図4.11，図4.13，図4.15に示す．MAGIC
でこのようにPoly二層によって容量結合を行って設計すると，SPICEモデルが出力
され，シミュレーションを行うことができる．ニューロンMOSによるTHmnの設
計，合成からシミュレーションまでの手順は以下の通りになる．
1. THmnの入力数n，しきい値mに従って容量結合数 (Fの電位の階段数)を決定
する．
2. MAGICレイアウト設計ツールを用いてフローティングゲートを設計し，ニュー
ロンMOSによるTHmnを合成する．
3. MAGICより SPICEモデル形式でデータを出力する．この際にプロセスルール
を決定しておく．
4. SPICEシミュレーションにより該当プロセスルールに基づくMOS FETモデル
を用いたシミュレーションを行い，動作確認を行う．
フローティングゲート電位バイアス法によってTH22，TH23，TH33をレイアウト
設計し素子を合成する．MOS-FETモデル及びプロセルルールについて，MOSISよ
り提供される 0.25[um] TSMC社テクノロジファイル及び SPICEモデルを用い，電
源電圧Vdd=3[V]として，10[ns]ごとに印加入力数を増やしていった際のフローティ
ングゲート電位F 及び出力電位VOUT波形を出力し動作確認を行った．各々につい
てレイアウト設計図及びSPICEシミュレーション結果を図4.11，図4.12(TH22)，図
4.13，図 4.14(TH23)，図 4.15，図 4.16(TH33) に示す．
これらのシミュレーション結果により，寄生容量C0はフローティングゲートFの
最大電位を押し下げる要因となることがわかる．これはニューロンMOSのフロー
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図 4.6 TH22:F - VOUT 波形
ティングゲート電位の算出式と一致する．ただし今回の 0.25[um]プロセスルールに
おいては，TH22，TH23，TH33それぞれの出力に影響を与えずに設計することが
できた事がシミュレーション結果から確認できる．また更に出力に影響がある場合
には，フローティングゲートを電源電圧容量結合によって電位を調整する事によっ
て再度設計する事によって解決することが可能であると考えられる．
4.1.3 提案素子によるNCL回路の設計
提案手法によりTHmnを合成し，NCL回路の設計を行う．図 4.17はTHmnによ
るHalfadder回路，図4.19はFulladder回路である．2入力の函数，ANDやOR,ある
いはHalfadderのような場合には図 4.17のような二段の構成で容易に合成可能であ
る．図4.18にレイアウト設計によるHalfadderを示す．図4.19のFulladderは，TH35
の利用を想定した回路であるが，TH35の函数は図 4.19の上部に示す通り，TH12～
TH33の組み合わせで実現可能である．Fullader回路のシミュレーション結果を図
4.20に示す．
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図 4.7 FG電位バイアス法による手法:TH23
NCL回路の合成は，組み合わせ回路ブロック，レジスタブロック共にTH gateを用
いる事が可能である．これはTH gateの素子そのものがデータの到達を感知し，あ
るいは知らせるといったタイミング検知として用いられている事の象徴的な側面で
ある．
4.2 汎用TH gateと動的可変回路の提案
4.2.1 ニューロンMOSの可変しきい値制御
ニューロンMOSの任意の入力を制御入力として扱う事で，しきい値を変化させる
事が知られている．ここでTH gateにしきい値制御入力端子を持たせることで，ひ
とつのTH gateで複数のTHmnが実現可能な可変しきい値制御形のTH gateを提案
する．図 3.10は三つの入力を持つニューロンMOSであるが，これらのうち一つを
制御入力とし，二入力のゲートと仮定する．制御入力を接地すると，しきい値 2の
ゲート，すなわちANDゲートとして動作する．一方制御入力を電源に接続すると，
しきい値 1のゲートとなり，ORゲートとして動作する．図 4.23は図 3.10のしきい
ゲートにおいて，V1を制御入力とする事によって一つのゲートでAND関数とOR関
数 (またはしきい値 1及びしきい値 2)を実現させた波形である．このようにしてフ
ローティングゲートに接続されている入力のいくつかを制御入力とする事で，しき
い値を外部から可変に制御する事ができる．3入力のしきいゲートのしきい値を変
更する為に，pMOSとnMOSのゲートに入力されるフローティングゲートを分割す
る．ここで特にpMOS側のFG電位をFp，nMOS側のFG電位をFnとする．ここ
で 4.21においてVc1，Vc2を論理値 1，0と変化させた場合のFp，Fn，VOUTの波形
を図 4.22にしめす．これらはそれぞれ (a)しきい値 1，(b)しきい値 2，(c)しきい値
3のしきい関数として動作している．このように図 4.21からゲートを分割し制御入
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図 4.8 TH23:F - VOUT 波形
力を変える事で，しきい値を外部から制御することができる事が確認できる．
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図 4.9 FG電位バイアス法による手法:TH33
図 4.10 TH33:F - VOUT 波形
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図 4.11 レイアウトレベル設計:TH22
図 4.12 TH22:F - VOUT 波形
46
図 4.13 レイアウトレベル設計:TH23
図 4.14 TH23:F - VOUT 波形
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図 4.15 レイアウトレベル設計:TH33
図 4.16 TH33:F - VOUT 波形
48
図 4.17 TH gateを用いた NCL回路:Half Adder
49
図 4.18 レイアウト設計による Half Adder
50
図 4.19 TH gateを用いた NCL回路:Full Adder
51
図 4.20 Full Computational Wave Forms of Full Adder
図 4.21 3入力の可変しきいゲートのゲート図
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図 4.22 制御入力に対する Fp Fn VOUT 波形
53
図 4.23 しきいゲートのしきい値制御波形
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第5章 結論
本研究ではVLSI非同期回路設計におけるQDI遅延仮定モデルを充足する回路の合
成を目的とし，本論文においてニューロンMOSを素子として用いたNull Convention
Logic(NCL)回路の設計を提案，上述の遅延仮定モデルを満たす回路設計を行った．
Null Convention Logicは論理の特徴から回路にヒステリシス性を持つ必要があり，
従来方法では素子の構造が複雑となる．従って本論文ではニューロンMOS(νMOS)
を用い，これにフィードバックをかけることによりヒステリシス性の性質を持たせ
ることで，NCL回路の基本素子となるTH gateを構成することを提案した．従来方
法によるTH gateはpMOSおよびnMOSの直並列接続を複雑に構成することでこれ
を可能にしているが，νMOSはしきい値論理に基づくON・OFFの動作が可能で
あり，またフィードバックもまたしきい値論理の入力線として取り扱う事ができる
ので，より容易にTH gateが構成可能である．本研究にて，ニューロンMOSを用
いたヒステリシャルしきいゲートの素子の合成手法として二種の方法を提案した．
 ニューロンMOS Block-type法 : 従来手法の各ブロックにフローティングゲー
トを適用する手法
 FG電位バイアス法　：　フローティングゲートにフィードバック入力をかける
事で電位をバイアスする手法
本論文では特にFG電位バイアス法を採用し，TH gateとしてTH22，TH23，TH33
などの素子の合成を行った．それぞれのTH gateについて以下の合成・検証を行った.
 トランジスタレベル設計，及び SPICEによる動作シミュレーション
 レイアウト設計ツールMAGICによる，フローティングゲート容量を考慮した
回路合成及びシミュレーション
本論文ではニューロンMOSを用いて構成し従来方法より容易に構成できることを
示し，SPICEシミュレーションでしきい値ゲートとしての動作，TH gateとしての動
作の確認を行い，NCL回路として構成可能であることを示した．またレイアウト設
計ツールを用いてプロセスルール下の元で期待する容量結合値が得られるのか，あ
るいは寄生容量の影響がないのか確認を行い，シミュレーションで良好な動作が行
われていることが確認できた．これによってNCL回路を構成することができ，従来
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方法のMOSの直並列接続によるTH gateを用いずに非同期式回路を合成できる．今
後さらにNCL大規模回路への適用，プロセスルールに対するνMOS及びTH gate
のトレードオフなどを検討し，最も適したνMOS によるTH gateの合成方法の確
立を目指す．
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