In the Q,Z algorithm the eigenvalues of Ax = ABx are computed via a reduction to the form & = AEx where A" and E are upper triangular. The eigenvalues are given by hi = aii/bii .
It is shown that when the pencil A" -hg is singular or nearly -_ N singular a value of hi may have no significance even when aii and cii are of full size.
INTRODUCTION
In a recent paper C 51 we discussed the derivation of the Kronecker canonical form (K.c.f.) of the h matrix A-'B (usually referred to as a linear pencil) using the system of differential equations Bx = Ax + f(t)
( 1.1) as the motivation. A related and in some respects more detailed treatment has been given by van Doorenr 11 though there a direct attack was made on the derivation of the Kronecker canonical form.
In recent years the generalized eigenvalue problem has been the subject of intensive research. The importance of this problem stems primarily from the fact that if h and u are an eigenvalue and eigenvector of (1.2) then
is a solution of the homogeneous system Bx = Ax .
(1.4)
One of the most effective methods for dealing with the generalized eigenvalue problem is the QZ algorithm developed by Moler and Stewart[4] . This -reduces B and A simultaneously to triangular matrices g and ff such that A zero value ofxii presents no special problem unless the corresponding z ii is also zero; it merely implies that the corresponding hi is infinite.
It is simpler to regard such an infinite eigenvalue as a zero eigenvalue of Bu= Mu.
0.8)
However and ii-"% is an equivalent triangular pencil then since det(x-') = n(sii-X%ii) this cannot give the null polynomial unless zii sii = 0 for at least one i.
THIS KRONEXKER CANONICAL FORM
Kronecker's canonical form applies to general pencils A-hB where A and B may be rectangular matrices. The pencil is said to be singular if either (i> m f n or (ii) m = n and det(A-hB) T 0.
Otherwise the pencil is said to be regular; note that regular pencils necessarily involve square matrices. The pencil X-As is said to be strictly equivalent to A-'B if there exist non-singular matrices P and Q (not necessarily unitary) such that
In the remainder of this paper we shall omit the qualification 'strictly' since we shall not be concerned with any broader concept of equivalence.
Kronecker showed that A-'B could be reduced to an equivalent x-?$in which the A" and% are of block diagonal form, the blocks in A and B being conformal.
The blocks in the K.c.f. are of three types. In general there will be a number of blocks of each type in the K.c.f.
(i) Those corresponding to elementary divisors of the form (a-=)I' where a is finite (possibly zero). For these the blocks in x and 5 are Jr(~) and Ir respectively where J,(U) is the elementary Jordan matrix of order r associated with a and Ir is the identity matrix of order r. These blocks are said to correspond to finite elementary divisors of A-7433. They are of course square and of dimension r % r. For reasons which become obvious when we discuss the other blocks it is often more convenient to think in terms of the homogeneous pencil pA-hB and of the elementary divisor (~~1-1)~ rather than ._ (cd)'.
(ii) Those corresponding to elementary divisors pr of the homogeneous pencil PA-'B.
For these the blocks in x and% are Ir and Jr(O) respectively.
Notice that the identity matrix is now in x and the elementary Jordan matrix ising. These blocks are said to correspond to infinite elementary divisors.
Again they are square.
(iii) Elementary Kronecker blocks,usually denoted by LE(h,p) and L;(&k).
These are of dimensions c x (&+I) and (vl)x r) respectively. They are adequately illustrated by L2(h,p) f or which the blocks in G-"g, A" and% are
respectively. There are no elementary divisors of @-hB corresponding to these blocks or perhaps we should say that the corresponding elementary divisor is unity which is independent of ~1 or 1.
We make the following comments. If all of the blocks are of types (i) and -(ii) then "A and % (and hence A and B) are square. Further since det (G-6) is the product of the determinants of the diagonal blocks in G-hfi and
we see that det(&-'B) (and hence det(@-XB)) is not null. In this case then the pencil is regular.
The blocks corresponding to infinite elementary divisors seem to be decisively different from those corresponding to finite elementary divisors. This is deceptive and rather unsatisfactory when we come to practical algorithms. In (2.5)
However it is salutary to remember that the use of unity elements in the standard Jordan form is for convenience only. The matrix a A= has the J.c. f.
but perturbations of order E in A give perturbations of order C in the eigenvalues. This remark is sometimes important in practice when we are not concerned with perturbations which are arbitrarily small.
In numerical linear algebra it is the insight provided by the J.c.f. into the perturbation of eigenvalues which is its more important aspect. The actual determination of the J.c.f. plays a much less important role and indeed in the presence of rounding errors it is an unattainable goal except in special
cases. An important feature is that if A has an eigenvalue a which is very -sensitive to perturbations in the matrix elements, then A is to that extent close to a defective matrix, ie a matrix having a block of order greater than unity in its J.c.f. Hence extreme sensitivity is always related to defectiveness or near-defectiveness.
Since the K.c.f. is the generalization of the J.c.f. the comments we have made above will obviously apply to the K.c. is upon this theorem that the feasibility of the QZ algorithm depends. We
give -an elementary proof of it which sheds light on the nature of the diagonal elements in A" and 5. We state the theorem in the following form.
If det(A-hB) f 0 and Au = hBu has eigenvalues a. 
and the ki are non-zero. The ai may.be taken to be in any order.
The proof is by induction. It is obviously true when n = 1; we assume it is true for matrices of order up to n-l and then prove it is true for matrices of order n.
Corresponding to CI~we have a unit vector u 1 such that 
it is clear that the eigenvalues of A u = hB u must be 2 2 a 29 a39 .**9 an whatever the distribution of finite and infinite values this set may have.
From the inductive hypothesis A2 and B2 may be reduced to upper-triangular form with the required diagonal elements using unitary equivalences, the proof follows in the obvious way.
Notice that the cli could have been listed in any order and would then occur in that order in the triangular matrices. Corresponding to each infinite ai we work with a zero pi and hence obtain a zero diagonal element? ii in B".
We cannot have a zero gii coupled with a zeroxii; this is because k. f 0 1 which is itself a consequence of the regularity of the pencil.
-SQUARE SINGULAR PENCILS
Suppose now that det(A-AB) g 0, so that the pencil A-hB is singular. Let us attempt to follow through the proof of the simultaneous reducibility of A and B to triangular form. If now oil is any number whatever we have det(A-alB) = 0, and hence there is a non-null unit vector u 1 such that
Au1
= alBul (101~1 5 1) or plAul = Bul (I(r,kl).
(4.1)
The argument proceeds as before until we reach the comment that *'at least one of the vectors g I and hl must be non-null". We can no longer make this assertion since it depended on the hypothesis det(A4.B) f 0.
If nevertheless one or other (or both) is non-null, then exactly as before we have a reduction to one or other of the forms (3.15) or (3.16) with kl # 0. Clearly det(A2-hB2) 3 0, since if not this would imply det(A-XB) f 0. Hence in this case an arbitrary a2 would satisfy det(A2-a2B2) = 0 and we can continue with the next step of the reduction.
When, on the other hand, both gl and hl are null we have
Since equations (4.2) imply that
we cannot claim that det(A2-XB2) g 0 in this case. It may or may not be true.
Notice though that the first stage of the reduction has already assured final triangular forms in which g,, = %ll = 0.
If we think of the reduction to triangular form as taking place in n-l stages then there must be at least one stage at which the current reduced matrices have sii = bii = 0, since if we could complete the reduction without this happening it would imply det(A-hB) f 0. Notice that if at any stage we -reach matrices A r and Br such that det(Ar-hBr) f 0 then from that stage onwards we cannot choose the values of ai arbitrarily.
The above discussion gives some insight into the degree of arbitrariness of the ratios of the gii andTii that can arise when det(A-XB) f 0. Not only must cand 5 have g ii = xii = 0 for at least one i, but it appears highly probable that there will be some non-zero pairs g.. and % 53 jj (which are not in any sense small) with arbitrary ratios.
We have not quite proved this because although al was indeed arbitrary, and could in particular have been taken to be zero or infinity, when kl is zero we do not obtain non-zero values for the I,1 elements of the reduced A and B.
However, it is easy to see that when Xi.. Unless all/al2 = bll/b12 the right-hand side of (4.7) can take any given value by a suitable choice of c and s; in particular it can be made to take the value zero or infinity. Similarly if we pre-multiply by a rotation in the (2,j) we can produce values of a* 33 and bj, having arbitrary ratios. By pre-multiplication with more complex matrices (they need not, of course, be unitary) one can produce equivalent triangular matrices AT and B* with "S2 =b' = 22 0 and having an arbitraryvalue of at /bt 44 44'
= Xii for some i, then in general we
The apparently well-determined ratios are therefore of no true significance.
Note however that if the zero elements a22 and b22 are replaced by non-zero elements, however small, the pencil A-XB becomes regular and now has four eigenvalues given by the four ratios aii/b...
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In practical applications of the QZ algorithm one will rarely obtain an exactly zero pair of a.. and bii. It is easy to see that they will not necessarily do so. Consider for example -a pencil A-&B with the K.c.f. The matrix A is singular and the matrix B is non-singular and well-conditioned with respect to inversion. We give the values of the diagonal elements gii andxii of the triangular matrices produced by the QZ algorithm and the ratios % / g ii ii for each of the cases (i), (ii) and (iii). Values of E = 10-9, 10-7, lo-3 and IO -1 were tried and the results were as follows. This is perhaps the most interesting example. If we think of the matrices of case (iii) as the basic matrices then those of case (iv) are affected by two sets of perturbations. First the highly specific perturbations of order E which we have added to the secondary diagonal. Second the perturbations equivalent to the rounding errors made in the course of the Q,Z algorithms; on KDFY these are relative errors of the order of magnitude 2 -39 . The rounding errors are not randomly distributed over the whole of A and B since the last row and column of both A and B contain only one.non-zero element and that is of order E. When E is small the matrices to which the computed results correspond may be regarded as very close to those of case (iii). As E becomes larger a point must be reached at which the effective matrices behave as though they were close to an A and B with eigenvalues
Case (i) Matrices
The results show this behaviour very clearly. When E = 10 -9 there are still eigenvalues very close to 1, 2 and 3 and there is one infinite eigenvalue though this comes from an a,, which is of order 10 -8 coupled with a zero bii.
II AI.
Notice that%22, %22, s 44 and%44 are all of magnitude IO -4 ie quite small.
With E = 10 -7 the matrix is already losing touch with the original; there are eigenvalues reasonably close to 2 and 3 but the eigenvalue 1 has been lost.
Most of the gii andzii are quite small. 
