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ABSTRACT 
Point autofocus instruments are often used for measuring the surface topography of objects with complex 
geometry. Determining the metrological characteristics of the instrument is key to ensuring a traceable areal 
surface topography measurement. In this work, several metrological characteristics, as outlined in ISO/FDIS 
25178-600, are determined for a commercial point autofocus instrument, including flatness deviation, the 
amplification and linearity of the lateral and vertical axes, and the perpendicularity between the axes. Calibrated 
material measures including an optical flat, step heights and areal cross gratings are used to determine the 
metrological characteristics. The impact of the point autofocus operating principle and the evaluation method on 
the metrological characteristics is discussed.  
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1. INTRODUCTION 
Accurate surface topography measurement is required to evaluate the mechanical and optical behaviour of 
engineered surfaces, and is often an integral part of process control [1]. Several technologies are commercially 
available for areal surface topography measurement, such as contact stylus instruments, confocal microscopes, 
focus variation microscopes and coherence scanning interferometry (CSI) [2]. The need to standardise the 
specification of measurement accuracy for the various instruments is being addressed by ISO technical committee 
213 working group 16, with the drafting of two new specification standards. ISO/FDIS 25178-600 [3] introduces 
a general set of metrological characteristics (MCs), defined as “characteristics that may influence the result of 
measurement and have an immediate contribution to measurement uncertainty”. These characteristics include 
measurement noise, flatness deviation, linearity deviation, amplification coefficient, x-y mapping deviations, 
topographic spatial resolution and topography fidelity [3]. Whilst part 600 defines the MCs, ISO/WD 25178-700 
[4] specifies default material measures and methods to determine their values.  Further specifications are given in 
the ISO 25178-6xx series [5–8] for instruments based on various types of technologies. Note that whilst part 700 
is still only at draft stage, part 600 is currently in its final stages of standardisation and the list of MCs is not 
expected to change. 
Determination of MCs is used to accurately characterise the performance of a surface topography measuring 
instrument, which installs confidence in the measurement result and provides a meaningful and standardised route 
to compare the performance of different instruments. The infrastructure for the calibration and verification of areal 
surface topography measuring instruments is reviewed elsewhere [1], including ISO 25178 geometrical product 
specifications and material measures commonly used to determine MCs. In addition, the operating principles and 
bandwidth limitations of different types of instruments need to be taken into account when comparing areal 
topography measurements [1,9]. de Groot [10] highlighted a lack of consensus in industry and academia alike 
regarding the determination of vertical resolution, a frequently cited performance indicator, which is closely 
related to instrument noise. Given that random instrument noise can be reduced by averaging, de Groot proposed 
that specifying instrument noise along with data acquisition speed would provide a more meaningful way of 
comparing different instruments, and examples of performance comparison are presented by Leach and Haitjema 
[11]. Giusca et al. [12–14] outlined pipelines for evaluating measurement noise, flatness deviation, amplification 
coefficient, linearity and perpendicularity deviation, and lateral period limit for a contact stylus instrument, a CSI 
and an imaging confocal microscope, which include the use of a type AFL flat plane, a type ACG cross grid and 
type ASG star-shaped grooves. Seewig and Eifler [15,16] developed a calibration sample that includes multiple 
types of material measure geometries for the calibration of MCs, enabling calibration of all MCs using a single 
material measure. Alburayt et al. [17] developed an alternative material measure for the calibration of the lateral 
scales of focus variation microscopes. The material measure consisted of an array of hemispherical grooves with 
sufficient surface texture required for a focus variation microscope. Ekberg et al. [18] proposed a method to 
determine and correct for the lateral distortion in a CSI using an arbitrary surface and the method is applicable to 
other wide-field optical imaging systems.  
The point autofocus instrument (PAI) is a non-contact instrument that measures areal surface topography through 
raster scanning, and is often used to measure optics, cutting tools and complex three-dimensional (3D) geometries 
[19,20]. MCs relevant to areal surface topography measurement using PAI are introduced in ISO 25178-600 [3]. 
Unlike image-based measurement technologies, such as CSI and focus variation microscopy, a PAI relies on a 
focused laser beam to detect the height at a point on the surface by mechanically bringing the surface point into 
focus with the optical probe (i.e. operating akin to a contact stylus tip). Due to its point focusing operating 
principle, evaluation of MCs of this type of instrument has not been attempted to the best knowledge of the authors. 
In a previous paper [21], the authors investigated the measurement noise of a PAI and discussed the influence of 
environmental disturbance on areal surface topography measurement. The current work further evaluates other 
MCs of the PAI, including flatness deviation and the amplification, linearity and perpendicularity of the lateral 
and vertical scales of the instrument as specified by ISO 25178-600, and their contributions to measurement 
uncertainty. The influence of evaluation methods, such as filtering and outlier removal, on the determined MCs is 
discussed, as well as aspects of the operating principle that need to be considered when performing the evaluation. 
The rest of this paper is structured as follows: Section 2 explains the working principle of the PAI in order to 
provide context for discussions in the following sections; Section 3 describes the methods used to determine the 
MCs as specified in ISO 25178-600; Section 4 presents the results and discussions; and Section 5 draws 
conclusions of the study. 
2. INSTRUMENTATION 
The instrument being evaluated is a commercial point autofocus surface topography measuring instrument (MLP-
3SP, Mitaka-Kohki) housed in the Manufacturing Metrology Team of the University of Nottingham. Although its 
working principle is described in detail elsewhere [8,22], this section will highlight a number of the main attributes 
to provide context for the observations and discussion in Section 4. 
The PAI has a nominal measurement volume of 120 mm × 120 mm × 40 mm for areal surface topography 
measurement, enabled by three Cartesian moving axes. Nominal resolutions of the linear encoders are 10 nm for 
both the lateral scales (i.e. x- and y-axis) and the vertical scale (z-axis) and 1 nm for the autofocus sensor stage 
(AF). The instrument is equipped with a 100× objective with numerical aperture (NA) of 0.8, which focuses a laser 
beam to a single point on the surface and raster scans an area of interest [8]. The tracing and stepping axes in the 
raster scan are equivalent to the fast and slow axes in a contact stylus instrument. Autofocus is achieved with the 
beam-offset method [2], as illustrated in Figure 1. The incident beam is reflected by a half mirror (element 7), to 
pass through one side of an objective lens (element 9), and is focused on the sample surface (element 5). The 
reflected beam passes through the opposite side of the objective lens, through an imaging lens (element 2), and is 
received by the autofocus sensor (element 1). The autofocus sensor detects the laser spot displacement and feeds 
back the information to the autofocus mechanism (element 8) to automatically bring the surface point to an in-
focus position. Figure 2(a) shows the instrument in an in-focus status, where the laser beam returns to the centre 
of the autofocus sensor. In Figure 2(b), when the surface is moved out of the focus position, the laser beam returns 
to the autofocus sensor at a displacement w from the centre of the sensor. In Figure 2(c), the objective lens is 
automatically moved until w = 0, thus effectively bringing the surface point back to an in-focus position. The 
distance moved by the objective lens is equal to the distance the surface has moved.  
As surface height is determined only when the instrument is at an in-focus position, it becomes evident that the 
laser path length remains unchanged for all measured points. The laser beam passes through each optical 
component at the same location. As a result, PAI is not subject to field-dependent distortions in the optical 
components which, when considering MCs, is a fundamental difference from image-based areal surface 
topography measuring instruments [14,15]. 
The PAI also incorporates a drift compensation function to compensate for drifting in the z-axis due to changes in 
the environmental temperature [21], which is recommended by the manufacturer for areal topography 
measurement. Compensation is achieved by regularly monitoring the height of a reference point during 
measurement and compensating the measured topography with the height deviation at the reference point.  
 
Figure 1 Schema of a point autofocus instrument based on the beam-offset method [22]. 
 
 
Figure 2 Illustration of a PAI at different sensor positions: (a) in-focus, (b) defocus and (c) autofocus [22]. 
 
3. METHODOLOGY 
Determination of the MCs was performed using a type AFL flat plane and three type ACG cross grids (part of the 
calibrated set from the National Physical Laboratory, NPL-BNT 019 [23]) as material measures. The material 
measures are made of nickel and manufactured by electroforming [24-26]. NPL-BNT 019 includes a type AFL 
optical flat sample, one type ASG areal star pattern sample, two type AIR irregular samples and three type ACG 
cross grid samples each with a different nominal step height, i.e. 0.5 µm, 1.2 µm and 2 µm. Each type ACG sample 
consisted of five grids with pitches of 16 µm, 40 µm, 100 µm, 160 µm, 400 µm, and each grid contains 13 periods. 
The type AFL flat plane was calibrated to have a Sz value of 4 nm, with an expanded uncertainty of 10 nm (k = 2, 
with a confidence interval of 95%), which can be interpreted to have a lower bound of 0 nm and an upper bound 
of 14 nm.. The type ACG cross grids were calibrated with an expanded uncertainty (k = 2, with a confidence 
interval of 95%) of 4.1 nm in the step height, and 1.1 µm in the lateral centre-of-gravity (CoG) locations of the 
grid features, for the grid with pitch 40 µm. When cross grids were involved, the shallowest and largest grid 
available were used to alleviate edge effects, which are discussed in detail in Section 4.2.3. Surface processing 
was performed using MountainsMap® version 7.4.9.  
3.1 Flatness deviation 
The flatness deviation zFLT describes the quality of the areal reference of an instrument as the departure from the 
ideal flat reference, which results in measurement error in the z-axis [3,26]. In optical surface measuring 
instruments that are based on wide-field imaging system, the flatness deviation is mainly caused by optical 
aberrations. The PAI relies on point measurement and raster scanning, of which the motion errors in the lateral 
stages are expected to be the main source of flatness deviation. Another potential source of error is drift in the z-
axis due to variation in the environmental temperature during the measurement. The in-built drift compensation 
function was enabled to compensate for drift during the evaluation. To assess the effectiveness of compensation, 
measurement without applying drift compensation was also performed and is discussed in Section 4.1.2. 
Flatness deviation was evaluated by computing the Sz parameter of the measured topographies on a calibrated type 
AFL flat plane [2,12,28,29]. An area of 100 µm × 100 µm was measured with a sampling interval of 0.1 µm along 
the tracing axis, and 1 µm along the stepping axis. In order to suppress the influence of the topography of the 
optical flat and measurement noise on zFLT, ten measurements of different regions of the optical flat were averaged. 
Additionally, the presence of imperfections, e.g. scratches and dirt particles, on the optical flat was eliminated by 
an outlier removal procedure illustrated in Figure 3. The form of the surface was first removed from the topography 
using a high order polynomial (following the procedure in [12]). The residual surface was then subject to outlier 
removal by removing peaks and valleys outside the threshold of three times the Sq of the residual surface. Finally, 
the residual surface after thresholding was added to the form to obtain the thresholded surface topography. 
Thresholding is effective if the Sz of the surface resulting from the averaging is smaller than the maximum value 
of the Sz of the non-averaged surfaces. This condition is necessary for the evaluation process to be stable and 
produce converging results, and is henceforth referred to as the first stability criterion (SC#1), quantitatively: 
 𝑆𝑧ி௅் <  𝑚𝑎𝑥 {𝑆𝑧௜}, 𝑖 = 1 … 𝑛 (1) 
where i is the number of topographies used for averaging, 𝑆𝑧ி௅்  is the Sz of the averaged topography after 
thresholding, and Szi is the Sz of the ith topography after thresholding. 
In practice, less than ten measurements may be required if the Sz parameter of the averaged topography converges. 
A second stability criterion (SC#2) is met if 𝑆𝑧ி௅் does not fluctuate (fluctuation is denoted by D%) by more than 
5% when additional topographies are averaged. Once SC#2 is met for three consecutive increments of i, no further 
repeated measurement will be required.  
 
 
Figure 3 Flow chart for outlier removal during flatness deviation evaluation. 
Once averaging of the thresholded topographies has been carried out, the S-filter, levelling and L-filter are applied 
prior to computing the Sz of the averaged topography [30, 31]. The Sz parameter of the resulting S-L surface is 
zFLT [12]. An alternative method that could be applied to evaluate zFLT is proposed by Evans [32], with an amplitude 
parameter that is robust to outliers on the surface on the surface topography. The choice of filter type and nesting 
indices will impact on the derived zFLT value. ISO 25178-3 [30] and ISO 25178-2 [31] provide guidelines on 
applying appropriate filtration. In this work, three filter types were considered: Gaussian filter, robust Gaussian 
filter, both introduced in ISO 16610-21 [33], and cubic spline filter, introduced in ISO 16610-22 [34]. Both S- and 
L-nesting indices were applied using the same filter type. ISO 25178-3 recommends that, for an optical surface, 
the S-nesting index be set at 3:1 ratio with the maximum sampling distance. The L-nesting index was selected 
based on the S-nesting index and on the size of the coarsest structure on the S-F surface (the F-operator is levelling 
by subtraction of the least-squares plane) in a ratio of at least 5:1, and the index value was rounded according to 
[30]. The selection of nesting indices also considers the scale of structures on the measured topography, which is 
discussed in Section 4.1.1. 
The uncertainty contribution of the flatness deviation is propagated in the form of a rectangular distribution [35], 
and is determined using Eq. 2. 
 𝑢௙௟௔௧௡௘௦௦ =
௓ಷಽ೅
√ଵଶ
. (2) 
As both flatness deviation and measurement noise are indications of error in the z-axis over a measured region, 
their contributions to measurement uncertainty are often reported together [12]. In Section 4.1.3, the uncertainty 
contribution of measurement noise determined in the previous study [21] was combined with that of flatness 
deviation through the propagation of uncertainty [35], according to Eq. 3.1. In addition, using an alternative 
method proposed by Giusca et al [12], the overall contribution of measurement noise and flatness deviation to 
measurement uncertainty can be determined using the same topographies from which ZFLT was determined. This 
method follows a similar workflow as that illustrated in Figure 3, except that the threshold limit is set as two times 
the Sq of the residual surface instead of three times [12]. Their combined uncertainty contribution, which is 
considered to propagate in the form of a trapezoidal distribution, can be determined using Eq. 3.2. 
 𝑢ேி =  ට𝑢௡௢௜௦௘ଶ + 𝑢௙௟௔௧௡௘௦௦ଶ , (3.1) 
 𝑢ேி = ඨ
𝜇ௌ௭ଶ
12
+
𝜎ௌ௭ଶ
9
 (3.2) 
where µௌ௭ is the mean of the 𝑆𝑧 parameter of the topographies, and 𝜎ௌ௭ is the standard deviation of Sz. 
The overall contribution of measurement noise and residual flatness to measurement uncertainty was determined 
using both methods and is discussed in Section 4.1.3. 
3.2 Amplification coefficient and linearity deviation 
The amplification coefficient α and the linearity deviation l are MCs that quantify the difference between an ideal 
response curve and the actual system response [13,28]. They can be calibrated on the three Cartesian axes, by 
measuring calibrated step heights for the z-axis, and cross grid coordinates for the x- and y-axes. In this work, three 
type ACG cross grid samples were used as material measures, which included both step height and areal cross grid 
features. The nominal dimensions of the type ACG cross grid samples are listed in Table 1. Measurement and 
evaluation of the step heights were performed according to ISO 5436-1 [35]. Outlier removal (maximum 
acceptable slope of 30° with the soft removal option in MountainsMap) and levelling (by subtraction of the least-
squares plane) were performed on measured topographies. 
 
Table 1 Nominal dimensions of type ACG samples used for calibrating amplification coefficient and linearity 
deviation. 
ACG Axis to be calibrated Step height / µm Grid pitch / µm 
1 
z 
0.5 
160 2 1.2 
3 2.1 
4 x and y 1.2 40 
 
3.2.1 z-axis 
To account for the reproducibility of the measurement, samples were measured at 10%, 30%, 50%, 70% and 90% 
of the z-axis range. At each z-axis position, five repeated measurements were performed. Amplification α for the 
z-axis was determined using Eq. 4. 
 
𝛼௭ =  
∑ 𝑀௜𝐶௜௜
∑ 𝐶௜ଶ௜
 
(4) 
where M is the average step height value derived from repeated measurements performed at five different z-axis 
height levels, C is the calibrated step height value and subscript i = 1, 2, 3 refers to three different step height 
samples used. 
Linearity deviation l was determined as the maximum average residual after correcting the slope of the response 
curve with amplification α. 
3.2.2 x- and y-axis 
Calibration of amplification coefficients and linearity deviations for the x- and y-axis was performed similarly, 
using the calibrated CoG locations of the grid features in the type ACG cross grid samples. As discussed elsewhere 
[13,28], repeated measurements at different z-axis levels or using multiple step heights was not necessary. A grid 
of twelve-by-twelve features with a nominal height of 1.2 µm and pitch of 40 µm was measured, providing an 
evaluation range of 440 µm per axis. The 40 µm pitch cross grid was chosen as it was the largest grid in which 
CoG coordinates were calibrated.  
The cross grid patterns were segmented using the histogram of the measured surface height. In the histogram, two 
peaks, separated by the step height of the cross grid, each corresponding to the top and bottom surface, were 
located. The midpoint between the two peaks was used as the threshold height to segment the top and bottom 
surfaces. After segmentation, the missing area (i.e. holes) in the top surface was used to determine the CoGs of 
the grid features. The top surface was used during segmentation because i) dust tends to settle in the bottom surface, 
which is also difficult to clean; and ii) the edges on the top surface are better measured than the bottom surface 
due to multiple reflections of light at the bottom surface. The segmentation threshold was further shifted by 0.1 µm 
from the midpoint towards the top surface to address edge effects. 
Calibration of the lateral axis is performed by the determination of mapping deviations, Δx (x,y) and Δy (x,y) [3,4], 
which characterises lateral distortion in the measured topography. For a point sensing instrument such as the PAI, 
mapping deviations are mainly caused by the straightness and linearity deviations in the lateral axes of the motion 
stage. Mapping deviations can also be used to derive amplification coefficients and linear deviations in the x- and 
y-axis. The overall contribution of α and l along each lateral axis to measurement uncertainty u can be determined 
with Eq. 5, accounting for reproducibility,  𝑢௥௘௣௥௢ௗ௨௖௜௕௜௟௜௧௬ , repeatability, 𝑢௥௘௣௘௔௧௔௕௜௟௜௧௬ , and traceability, 𝑢௧ , 
which are assumed to distribute according to a normal distribution [13], 
 𝑢 =  𝑚𝑎𝑥 ቊቆට𝑢(𝐸௜)ଶ  + 𝑢௥௘௣௥௢ௗ௨௖௜௕௜௟௜௧௬௜
ଶ  + 𝑢௥௘௣௘௔௧௔௕௜௟௜௧௬௜
ଶ  + 𝑢௧௜
ଶቇቋ (5) 
 𝑢(𝐸௜)ଶ =  
𝐸௜
3
ଶ
  (5.1) 
 
where E is the difference between the measured value M and calibrated value C, namely Δx (x,y) for the x-axis and 
Δy (x,y) for the y-axis; and i refers to three different step heights for the z-axis, and to the twelve rows and columns 
of grid features for the x- and y-axis. E distributes according to a uniform distribution, from which Eq. 5.1 follows 
[13]. 
Due to the instrument operating principle and the possibility that the laser path direction may affect measured 
surface topographies, which in turn affect the determination of αz and lz, type ACG cross grids with pitch values 
of 16 µm, 40 µm and 160 µm were used to investigate this effect, and an explanation of this is provided in Section 
4.2.3. 
The perpendicularity between the x-axis and the y-axis can also be derived from the mapping deviations. 
Perpendicularity deviation ΔPERxy has been removed from the list of MCs in the latest draft of ISO/FDIS 25178-
600. Given that the PAI relies on the motions in the lateral axes for raster scanning, perpendicularity deviation is 
also determined and briefly discussed. ΔPERxy was determined by comparing the angle of the intersecting column 
and row of grid features against the calibrated angle. The orientation of each axis was calculated by fitting a straight 
line through the CoGs of the column and row of features.  
4. RESULTS AND DISCUSSION 
In this section, the MCs are determined, and the influences of the evaluation methods and the operating principle 
of the instrument are discussed. 
4.1 Flatness deviation 
The optical flat was measured at ten different locations and the areal surface topographies with 100 µm × 100 µm 
area were evaluated as shown in Table 2. Both stability criteria SC#1 and SC#2 established in Section 3.1 were 
satisfied. Stabilisation was reached almost immediately and, therefore, five measurements would have been 
sufficient and resulted in a flatness deviation of 9 nm after applying robust Gaussian filter and nesting indices of 
5 µm and 80 µm for S- and L-filter, respectively. The choice of filters and nesting indices was compliant with ISO 
25178-2, however, further options are available and their effect is assessed in Section 4.1.1. 
Table 2 Sz value of averaged and individual topographies. 
n 𝑆𝑧ி௅் / nm Szi / nm D% 
1 - 371 - 
2 350 360 - 
3 347 358 0.86 
4 345 357 0.58 
5 343 370 0.58 
6 343 357 0 
7 340 341 0.87 
8 338 343 0.59 
9 337 339 0.30 
10 340 387 0.89 
  
4.1.1 Influence of filtering 
According to ISO 25178-2, Sz evaluation requires the application of standard filtering [31]. As discussed in Section 
3.1, several types of filters and nesting indices are available. In this section, three types of filters, i.e. Gaussian 
filter, spline filter and robust Gaussian filter, were used and a combination of nesting indices were selected based 
on the scale of the structures on the topography.  
Figure 4 shows the power spectral density of the unfiltered averaged surface, indicating a harmonic peak at 
approximately 0.4 µm. As a result, the S-filter nesting index was set to be 5 µm to remove this noise component. 
 
Figure 4 Height power spectral density of the averaged surface (unfiltered). Dashed line indicates the S-filter 
nesting index is set at 5 µm. 
The choice of L-filter nesting index depends on the dimension of the coarsest topography structure on the S-F 
surface, which can be evaluated on the average surface profile, as shown in Figure 5. According to the criteria 
presented in Section 3.1, an index value of 80 µm was selected, which was at least five times the coarsest structure 
size (15 µm wide as shown in Figure 5) and took into account the harmonics at larger scales, as shown in Figure 6. 
   
Figure 5 Average profile of the S-F surface. The coarsest structure is around 15 µm. 
 
Figure 6 Height power spectral density of the S-F surface. 
Flatness deviation values derived after applying the filters and nesting index values discussed above are listed in 
Table 3. Gaussian and robust Gaussian filters resulted in similar zFLT values, whilst the cubic spline filter 
systematically produced significantly higher values. The high zFLT values resulted from cubic spline filter may be 
attributed to badly managed end-effect, which is shown in Figure 7. Given the above observations, the robust 
Gaussian filter, a S-filter nesting index of 5 µm and a L-filter nesting index of 80 µm were chosen. The flatness 
deviation was found to be 9 nm. 
Table 3 Flatness deviation comparison for different filter types. 
Filter type S-filter nesting index / µm 
L-filter nesting index 
/ µm zFLT / nm 
Gaussian 
5 80 
9 
Cubic spline 20 
Robust Gaussian 9 
 
 
Figure 7 Average profile of the S-L surface after applying robust Gaussian (black) and cubic spline (red) filters. 
4.1.2 Influence of drift compensation 
As discussed in Section 3.1, drift of the environmental temperature is also a source of flatness deviation due to the 
relatively long period required to raster scan an area. The application of the in-built drift compensation function 
has previously been shown to effectively alleviate drift and reduce measurement noise [21]. In this section, the 
influence of drift and drift compensation is also investigated. Figure 8 shows four measured topographies on the 
optical flat without applying drift compensation, where each measured topography appeared to have a different 
form. The differences in the measured topographies were over two orders of magnitude higher than the Sz of the 
optical flat and reflected the rate of variation in the environmental temperature during the measurement. The step 
like effects in the surface topographies were due to the oscillation of temperature during measurement, which has 
been reported in a previous study [21]. The peak-to-valley height of such steps was approximately 100 nm when 
drift compensation was not applied and was reduced by an order of magnitude after applying drift compensation. 
The Sz values of the measured topographies, which are shown in Table 4, were significantly higher when drift 
compensation was applied (see Table 2) and inconsistent among repeated measurements. As a result, the Sz value 
of the averaged topographies could not converge after ten measurements. Using all ten measurements, flatness 
deviation was found to be 24 nm, with an uncertainty contribution of 7 nm. The application of drift compensation 
was able to reduce the flatness deviation by over 60%, and should be enabled whenever possible. 
 
Figure 8 Four measured surface topographies on the optical flat while drift compensation was not applied.  
Table 4 Sz value of averaged and individual topographies without applying drift compensation. 
n 𝑆𝑧ி௅் / nm Szi / nm D% 
1 - 959 - 
2 875 795 - 
3 761 548 13.03 
4 694 502 8.80 
5 702 737 1.15 
6 664 487 5.41 
7 603 424 9.19 
8 568 361 5.80 
9 519 539 8.63 
10 493 465 5.01 
 
4.1.3 Overall contribution of measurement noise and flatness deviation to uncertainty 
With the filtering settings determined in Section 4.1.1, the flatness deviation was found to be 9 nm, entailing an 
uncertainty contribution of 3 nm when evaluated individually according to Eq. 2. The overall contribution of 
measurement noise (determined in [21]) and flatness deviation to measurement uncertainty was 4 nm determined 
through propagation of uncertainty, according to Eq. 3.1, and 5 nm determined using the alternative method 
proposed in Eq. 3.2 [12].  
4.2 Amplification coefficient and linearity deviation 
4.2.1 z-axis 
The measured step height values for three sets of material measures were compared to the calibrated values, and 
the differences are shown in Figure 9(a). The amplification coefficient of z-axis, αz, was found to be 0.9786, 
suggesting an underestimation of height. Correction of the response curve by the amplification coefficient yielded 
a linearity deviation of 4 nm, as shown in Figure 9(b). Uncertainty contribution uz, determined according to Eq. 5, 
was found to be 24 nm, with its contributors summarised in Table 5. If amplification correction were to be applied, 
uncertainty contribution would have decreased to 8 nm (see residual error and uz after amplification correction in 
Table 5). 
 
Figure 9 (a) Error plot of vertical response and (b) residuals after amplification correction. Error bars show 
standard uncertainty including contribution of repeatability, reproducibility and traceability. 
Table 5 Summary of uncertainty contributions for uz. U is expanded uncertainty of depth (k=2). Error, 
repeatability and reproducibility are truncated according to instrument digitisation step. 
 ACG 0.5 ACG 1.2 ACG 2.1 
Nominal depth / nm 500 1200 2100 
Calibrated depth (C) / nm 498.6 1267 2053.6 
Expanded uncertainty of depth 
calibration (U) / nm 4.1 4.2 4.1 
Error (E) / nm -15 -31 -41 
𝑢௥௘௣௥௢ௗ௨௖௜௕௜௟௜௧௬  / nm 1 5 5 
𝑢௥௘௣௘௔௧௔௕௜௟௜௧௬  / nm 1 1 4 
𝑢௧ / nm 2.05 2.10 2.05 
uz / nm 9 19 24 
Residual error / nm 3 5 7 
uz after amplification 
correction / nm  3 6 8 
 
It can be observed in Table 5 that the reproducibility contribution was smaller than the repeatability contribution. 
This is because it was derived as the standard deviation of the mean values measured at each of the five z-axis 
levels [13], instead of how reproducibility is typically derived (i.e. standard deviation of individual values). 
Therefore, the term excluded repeatability and was an indication of the homogeneity of the z-axis. Once all 25 
individual topographies were included, reproducibility became comparable to repeatability, as shown in Table 6. 
This confirmed that measurements performed at different z-axis positions were highly homogenous. 
Table 6 Instrument step height measurement reproducibility. 
 ACG 0.5 ACG 1.2 ACG 2.1 
reproducibility / nm 1 5 5 
 
4.2.2 x- and y-axis 
The measured CoG coordinates of a grid of 12 × 12 features were compared with the calibrated coordinates in 
Figure 10, where mapping deviations Δx (x,y) and Δy (x,y) are exaggerated for visual clarity (see the scale bar). 
Maximum deviations in the x- and y-axis were found to be 0.370 µm and 0.596 µm respectively and the root mean 
square (RMS) deviations were 0.181 µm and 0.287 µm, respectively, which were comparable to the calibration 
uncertainty of the material measure (0.55 µm, k = 1). Another main contributor to the determined mapping 
deviations, besides the calibration uncertainty of the material measure, was the measurement artefacts in the 
measured topographies due to the edge effect when measuring surface features with vertical walls, which is 
discussed in further details in Section 4.2.3. The perpendicularity deviation between the lateral axes was 0.025°, 
which would, in the worst case, result in an absolute length error of 0.133 nm in a measurement area of (1 × 1) 
mm. Considering that the specified perpendicularity error of the x-y stage itself is an order of magnitude smaller 
than the perpendicularity deviation determined from the measured topographies, the two above mentioned factors 
(i.e. calibration uncertainty of the material measure and edge effect) have also contributed to the perpendicularity 
deviation. Nonetheless, the cosine error due to the perpendicularity deviation was three orders of magnitude 
smaller than the linearity deviation of the axes, and therefore could be neglected. 
 
Figure 10 CoG coordinates of measured grid features (red) with Δx (x,y) and Δy (x,y) magnified by 20 times. 
Calibrated coordinates are shown in grey. Scale bar corresponds to magnified deviations. 
Using the mapping deviations, amplification coefficients and linear deviations in the x- and y-axis were derived 
and shown Figure 11 and Figure 12 respectively. Figure 11(b) and Figure 12(b) show the residual errors in the 
axes after correcting for amplification coefficients. The contributions of amplification coefficient and linear 
deviation in each axis to measurement uncertainty are summarised in Table 7. Amplification coefficients for both 
lateral axes were very close to unity, indicating a response curve similar to ideal at the investigated scale. The 
linearity deviation in the lateral axes was two orders of magnitude larger than that in the z-axis. One reason for the 
differences in the residuals is that the resolution of the linear scale in the z-axis is ten times better than that of the 
lateral axes. Furthermore, the calibration uncertainty of the CoG coordinates was over two orders of magnitude 
larger than that of the step height, thus being dominant with respect to other contributions.  
 
Figure 11 Linear deviation in the x-axis: (a) error and (b) residual error after correcting for amplification 
coefficient. Error bars show uncertainty contribution of reproducibility and traceability. 
 
Figure 12 Linear deviation in the y-axis: (a) error and (b) residual error after correcting for amplification 
coefficient. Error bars show uncertainty contribution of reproducibility and traceability. 
Table 7 Amplification coefficients, linearity deviations of the x- and y-axis and their contributions to 
measurement uncertainty. 
 x-axis y-axis 
α 0.9988 1.0018 
l / nm 103 248 
u / µm 0.6 0.6 
 
4.2.3 Edge effect and the influence of grid height and pitch 
As the grid features in the type ACG cross grid samples consist of almost vertical edges, edge effect resulted in 
measurement artefacts in the form of spikes near the edges, which is a common issue with optical measurement 
instruments [37-39]. The PAI also suffers from this effect, as shown in Figure 13. However, due to the beam-offset 
operating principle, the edge effect was most severe on one of the four edges, more specifically the edge that was 
perpendicular to the plane of laser path, where multiple reflection of the laser beam occurred. This is evident in 
Figure 13(a) and (b) where the laser path direction was altered while the scanning direction remained unchanged.  
 
Figure 13 Measured surface topographies on a type ACG sample with nominal height of 0.5 µm and nominal 
grid pitch of 40 µm: (a) plane of laser path is parallel to the scanning direction, and (b) plane of laser path is 
orthogonal to the scanning direction. 
As the probe scans toward a spike-prone edge, a condition occurs which likely leads the instrument to falsely 
believe that the surface is at a height position different from the real height position, as illustrated in Figure 14. In 
the figure, the instrument scans from left to right towards a vertical edge, with the plane of laser path parallel to 
the scanning direction. In Figure 14(a) the instrument is operating at the normal condition without multiple 
reflection and the laser beam is returned to the centre of the autofocus sensor, a criterion indicating that the laser 
beam is focused onto the surface. The bottom surface is correctly measured until multiple reflection occurs on the 
edge, as shown in Figure 14(b). As a result of the additional reflection, the returning laser beam passes through 
the same side of the objective lens as the incident beam, along an unexpected path. As the laser beam is returned 
at an offset from the centre of the sensor, the instrument is not in a state of focus. In order to regain focus, the 
objective lens is moved away from the surface until the laser beam is returned to the centre of the sensor again, as 
shown in Figure 14(c). As the additional reflection is not included in the instrument model, a false focus condition 
is reached where the surface is ‘believed’ to be higher than it is. As the probed point continues to move towards 
the vertical edge, the objective will be forced to move further away from the surface to reach a false focus state. 
Very likely, this rapid and falsely perceived increase of surface height resulted in the measurement artefact 
observed Figure 13. It was found that such edge effects can be minimised by aligning the scanning direction 
orthogonal to the plane of laser path, as indicated in Figure 13(b).  
  
Figure 14. Illustration of edge effect as PAI scans toward a vertical edge, with the instrument (a) in focus, (b) 
out-of-focus and (c) in false focus. 
The edge effect was also observed to be more severe when the vertical step was higher, since there was more space 
(along the scanning direction) for the spikes to grow. Figure 15 shows the measured profiles on two type ACG 
samples with the same pitch distance and different step height values. The edge effect was significantly worse on 
the sample with the deeper edge. 
 
 
Figure 15 Profiles across the centre of grid features on two sets of type ACG cross grids with 16 µm pitch and 
(a) 0.5 µm step height and (b) 1.2 µm step height. 
In the evaluation of the z-axis, the edge effect was a significant source of error in determining measured step 
height. In Table 5, error (E) in the measured step height was the largest contributor to measurement uncertainty, 
(a) 
(b) 
which was shown in Figure 9(a) to increase with the edge depth. Grid feature size, which is proportional to the 
pitch between features, was also found to affect the severity of edge effect. As ISO 5436-1 [36] requires at least 
five parallel profiles to be averaged, on smaller grids it was sometimes inevitable to include profiles affected by 
the edge effect. Table 8 provides a comprehensive summary of the reproducibility of step height measurement on 
cross grids with three different step height values and three different grid pitch values. Reproducibility rather than 
uncertainty contribution is considered because step height calibration was only provided for the material measure 
with nominal step height of 1.2 µm. It can be seen from Table 8 that amongst features of the same grid pitch 
(consequently the same size of the feature), deeper features tend to result in worse reproducibility. Similarly, 
amongst features of the same height, smaller grid features tend to result in worse reproducibility. To summarise, 
measurement was consistently less reproducible with deeper and smaller grids.  
Table 8 Reproducibility of step height measurement on grid features of various dimensions. 
Nominal height / µm 0.5 1.2 2.1  0.5 1.2 2.1  0.5 1.2 2.1 
Grid pitch / µm 160  40  16 
Reproducibility / nm 1 5 5  2 6 5  4 24 44 
 
Similarly, the estimation of the CoG of the grid features was also affected by the edge effect, as parts of the spikes 
may be included as part of the surface during the segmentation. The calibration of the lateral axes was repeated on 
the type ACG cross grid with a nominal step height of 1.2 µm and grid pitch of 16 µm. Two sets of grids with grid 
pitches of 16 µm and 40 µm were measured, the results of which are shown in Table 9. Measurement uncertainty 
was significantly worse when using the smaller grids. Therefore, it is recommended to use the shallowest and 
largest grid features possible when calibrating α and l for the axes and mapping deviations. Alternatively, features 
that do not contain vertical edges may be used, such as a grid of spherical features similar to those used elsewhere 
[17]. 
 
Table 9 Amplification coefficients, linearity deviations of the x- and y-axis and their contributions to 
measurement uncertainty calibrated on grids of various dimensions of the type ACG with features deep 1.2 µm. 
Grid pitch / µm  40  16 
  x-axis y-axis  x-axis y-axis 
α  0.9988 1.0018  0.9989 1.0039 
l / nm  103 248  400 356 
u / µm  0.6 0.6  1.1 1 
 
5. CONCLUSIONS 
The point autofocus instrument is an optical probe whose working principle enables measurements of optics, 
cutting tools and complex three-dimensional (3D) geometries. Consequently, the assessment of its metrological 
capabilities and resulting measurement uncertainty is core to provide users with confidence in exploiting this 
technology; however, this is still unreported in literature. Therefore, the main contribution of this paper is that it 
presents a procedure to assess the metrological characteristics as specified in ISO 25178-600 for a point auto focus 
instrument. 
In this work, several metrological characteristics, specified in ISO/FDIS 25178-600, have been determined for a 
point autofocus surface topography measuring instrument, including flatness deviation (9 nm), amplification 
coefficients (0.9786, 0.9988, and 1.0018 respectively for the z-, x- and y-axis), linearity deviation (4 nm, 103 nm 
and 248 nm respectively for the z-, x- and y-axis) and x-y mapping deviations. 
Most measurement instruments, like the instrument involved in this paper, are designed with thermal stability 
considerations, and operated in a temperature-controlled environment. Therefore, the authors expect the 
metrological characteristics to remain stable over the long term. In the absence of specified calibration frequency 
in the current ISO 25178, the authors recommend the metrological characteristics be re-verified once a year or 
after any major modification to the instrument. The contribution of these metrological characteristics to 
measurement uncertainty has been determined and metrological performance of point autofocus probe has been 
assessed to be compatible with other surface topography measuring instruments characterised in the literature. The 
characterisation of the z-axis allowed to detect a biased measurement of step height, which, though, can be 
corrected by means of the amplification coefficient. 
Furthermore, multiple reflections may cause significant measurement errors especially when measuring high steps, 
which is a common problem for most optical surface measuring techniques. Further investigation of this effect 
will be addressed in future work to provide guide for practical use of the instrument and improved instrument 
design. Moreover, filtering pipelines are shown to significantly impact on characterisation results along with 
adopted calibrated material measures, which are relevant as far as the measured feature and their calibration 
standard uncertainty are concerned. 
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