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Kapitel 1
Einleitung und U¨bersicht
Die Quantenmechanik ist seit ihrer Entwicklung in den 20er Jahren des 20. Jahrhunderts
eine der erfolgreichsten Theorien der modernen Wissenschaft. Sie legt den Grundstein
fu¨r eine tiefe Einsicht in eine Unzahl an Pha¨nomenen, die den klassischen Methoden
nicht zuga¨nglich sind. Sie zeichnet sich dadurch aus, Vorga¨nge in atomaren und suba-
tomaren Bereichen richtig zu beschreiben und bringt gerade deshalb einige Merkmale
mit sich, die der Vorstellung des Menschen in seinem Alltag widersprechen.
Die Quantenmechanik erlaubt oft lediglich Wahrscheinlichkeitsprognosen u¨ber den
Wert einer Messgro¨ße wie beispielsweise den Ort, an dem sich ein Objekt befinden wird.
Sie ist daher nicht mehr bezu¨glich jeder Fragestellung deterministisch. Berechnen wir
den Erwartungswert der Messgro¨ße, so stellt sich heraus, dass dieser den bekannten
Bewegungsgleichungen der klassischen Mechanik gehorcht, sofern er eine klassische Ent-
sprechung besitzt (Ehrenfestsches Theorem). Die Streuung der Messergebnisse vom Er-
wartungswert nach mehrfacher Wiederholung der quantenmechanischen Messung sind
in der Regel fu¨r makroskopische mechanische Systeme nahezu unmessbar klein. Diese
zeichnen sich oft durch eine U¨berlagerung vieler Quantenzusta¨nde mit großen Quanten-
zahlen aus. Fu¨r den makroskopischen Grenzfall folgt somit der deterministische Charak-
ter der klassischen Mechanik aus der Quantenphysik, eine Verbindung, die als Bohrsches
Korrespondenz–Prinzip bekannt ist.
Ha¨ufig sind konkrete geometrische Vorstellungen von Bewegungen und Strukturen
gute Leitbilder fu¨r den Weg zu einer Lo¨sung einer mechanischen Problemstellung und
ko¨nnen helfen, ein Gefu¨hl fu¨r den vorliegenden Sachverhalt zu bekommen. Im Allgemei-
nen erleichtert die Gegenwart einer Symmetrie diesen Prozess, denn sie la¨sst es zu, die
Vorga¨nge und Formen leichter zu strukturieren und zu ordnen. Vielleicht empfinden wir
gerade deshalb Objekte ausgezeichneter Symmetrie als besonders scho¨n und vollendet.
Wir leiten Vorstellungen gerne aus der uns gewohnten Umgebung, der makroskopi-
schen Welt ab, die von Natur aus fu¨r die Erfahrung des Menschen besonders zuga¨nglich
ist. Es ist interessant, auch in der Quantenmechanik neben der abstrakten Beschreibung
mit Hilfe von Zusta¨nden und Operatoren des Hilbertraums eine derartige Vorstellung
zu entwickeln. Einfache Systeme wie zum Beispiel der harmonische Oszillator lassen sich
mit den u¨blichen Methoden der Quantenmechanik knapp und sehr effektiv beschreiben.
Auch Symmetrien ko¨nnen durch kommutierende Operatoren und Entartungen oft auf
einfache Weise formal charakterisiert werden. Wir sollten uns deshalb bewusst sein, dass
wir die Na¨he zur Anschaulichkeit vielleicht nur auf Kosten einer im mathematischen
Sinne effizienten Berechnung erlangen.
Ein Ausgangspunkt dazu bietet nach Feynman die Darstellung des quantenmecha-
nischen Propagators als Pfadintegral: Der Operator, der die Entwicklung eines Quan-
tenzustands innerhalb einer gegebenen Zeitdauer beispielsweise vom Ort A zum Ort B
beschreibt, kann als Funktionalintegral u¨ber alle (insbesondere auch nicht–klassischen)
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Wege von A nach B ausgedru¨ckt werden. In der semiklassischen Na¨herung dieser Darstel-
lung, welche sich formal durch den Limes des Planckschen Wirkungsquants h→ 0 errei-
chen la¨sst, liefern gerade die Wege den dominanten Beitrag zum Pfadintegral, die durch
die Gesetze der klassischen Mechanik beschrieben werden. Wir erhalten dadurch eine
Verbindung zur klassischen Beschreibung des Systems und so eventuell einen gro¨ßeren
Bezug zur Anschaulichkeit.
Zur Charakterisierung eines quantenmechanischen Systems interessiert uns hier die
Verteilung der Eigenenergien, d.h. die quantenmechanische Zustandsdichte. Fu¨r die Be-
rechnung dieser Gro¨ße im semiklassischen Limes wenden wir den Formalismus periodi-
scher Orbits nach Gutzwiller und dessen Erweiterungen an, die auf der semiklassischen
Darstellung des Propagators aufbauen. Wir mo¨chten dabei die Rolle der Symmetrie
aufzeigen und diskutieren Systeme in zwei Dimensionen mit harmonischem Potential:
den harmonischen Oszillator und den harmonischen Halboszillator. Sie zeichnen sich
zum einen als fundamentale Modelle in der Physik aus, so dass es von prinzipiellem
Interesse ist, sie auch im Rahmen der Semiklassik zu behandeln. Zum anderen scheint
nach unserem Wissen insbesondere die Zustandsdichte des harmonischen Oszillators
mit beliebigen kommensurablen Frequenzen im Rahmen semiklassischer Na¨herung nicht
vollsta¨ndig verstanden zu sein. Eine entsprechende Berechnung war in der Literatur
nicht zu finden.
Die Arbeit gliedert sich nun wie folgt: Im folgenden zweiten Kapitel wird zuna¨chst
eine Einfu¨hrung gegeben, wie sich die Zustandsdichte mit Hilfe der sogenannten Gut-
zwillerschen Spurformel in Gro¨ßen klassischer periodischer Orbits ausdru¨cken la¨sst. Je
nach Vorkenntnissen empfielt es sich, bereits vorab den ersten Abschnitt von Anhang A
zu lesen, in dem einige Grundlagen semiklassischer U¨berlegungen dargestellt sind. Fu¨r
die weiteren Anha¨nge finden sich entsprechende Referenzen im laufenden Text.
Das dritte Kapitel widmet sich der Erweiterung der Gutzwillerschen Theorie nach
Creagh fu¨r Systeme mit kontinuierlichen Symmetrien durch gruppentheoretische Be-
trachtungen. Anschließend untersuchen wir, wie sich das Auftreten einer diskreten Sym-
metrie auf die vorher dargestellten Spurformeln auswirkt. Dazu wird das in der Lite-
ratur bekannte Reduktionsverfahren diskreter Symmetrie auf den Fall einer zusa¨tzlich
wirkenden kontinuierlichen Symmetriegruppe verallgemeinert.
Die beiden Kapitel fu¨nf und sechs behandeln schließlich konkret den harmonischen
Oszillator und den Halboszillator als explizite Anwendung fu¨r die in den vorherigen
Kapiteln allgemein entwickelten Formalismen.
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Die Gutzwillersche Spurformel
Im Vergleich zur Quantenmechanik ist die sogenannte Chaos–Theorie eine etwas ju¨ngere
Disziplin. Obwohl im 17. Jahrhundert von Leibnitz und im 19. Jahrhundert von Poin-
care´ die Grundsteine gelegt wurden, ist sie erst in den letzten Jahrzehnten in Mode
gekommen, als die Wissenschaft zu erkennen begann, dass chaotische Erscheinungen in
der Natur weit verbreitet sind. Ein anerkanntes Kennzeichen fu¨r ein chaotisches Sys-
tem ist die ungewo¨hnlich sensitive Abha¨ngigkeit von seinen Anfangsbedingungen oder
genauer: bereits eine infinitesimal kleine Sto¨rung vorgegebener Anfangsbedingungen
wa¨chst in ihrer zeitlichen Entwicklung mindestens exponentiell und vera¨ndert damit
den Endzustand des Systems in gewisser Weise unvorhersehbar.
Obwohl beide Disziplinen einen Charakter der Unbestimmtheit miteinander gemein
haben, ko¨nnte man ihr gegenseitiges Zusammenspiel in gewisser Weise als feindschaft-
lich interpretieren: Die Quantenmechanik kann als eine lineare Theorie angesehen wer-
den, aber fu¨r gewo¨hnlich ist gerade die Nichtlinearita¨t fu¨r ein chaotisches Verhalten
wesentlich. Wir ko¨nnten so leicht versucht sein zu glauben, dass in einem quantenme-
chanischen System u¨berhaupt kein Chaos auftreten kann. Dabei entsteht die Frage, was
geschieht, wenn wir ein klassisches chaotisches System auf atomare Ebene verkleinern.
Ko¨nnen wir weiter chaotisches Verhalten beobachten und wodurch la¨sst es sich eventuell
beschreiben?
Schon 1917 wurde von Einstein ein Artikel vero¨ffentlicht [1], der diesen Aspekt an-
schnitt, aber jedoch fast vier Jahrzehnte lang scheinbar unbeachtet blieb [2]. Einsteins
Vorstellung, im Rahmen der sogenannten ”alten Quantentheorie“ vor 1926 von Bohr
und Sommerfeld eine Quantisierung fu¨r klassische Systeme zu finden, ist recht einfach.
Er schrieb dem klassischen Phasenraum integrabler, regula¨rer Systeme eine geometri-
sche Struktur zu, die den Verlauf klassischer Trajektorien auf die Oberfla¨che von Tori
bindet. Die Aussage, dass in der Natur nur solche Trajektorien auftreten werden, die
auf Tori liegen, deren Querschnitte einen Fla¨cheninhalt von einem ganzzahligen Viel-
fachen der Plank–Konstante h aufweisen, ist heute als EBK–Quantisierung1 bekannt.
Einstein erkannte, dass dieses Verfahren fu¨r nichtintegrable Systeme und in Gegenwart
chaotischen Verhaltens keine direkte Anwendung findet, da es keine natu¨rliche Faltung
des Phasenraums in Tori gibt, auf der die Trajektorien verlaufen.
Ende der 60er Jahre fand Gutzwiller in einer Reihe von theoretischen Arbeiten [3, 4, 5]
eine Antwort zu diesem Problem. Der Titel der letzten Vero¨ffentlichung [6] dieser Reihe
lautet ”Periodic Orbits and Classical Quantization Conditions“ und er verra¨t bereits,
wer die Hauptrolle in seinem Ergebnis spielt: Gutzwiller fand einen allgemeinen Weg,
das Energiespektrum eines quantenmechanischen Systems na¨herungsweise in Gro¨ßen
periodischer Orbits des klassischen Partners zu berechnen. Seine Formel ist als Gutzwil-
lersche Spurformel bekannt. Sie findet einen weiten Anwendungsbereich, insbesondere
1nach Einstein, Brillouin und Keller
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bei Systemen mit klassisch chaotischem Verhalten. Solche Systeme zeigen im Allge-
meinen die Eigenschaft, dass ihre periodischen Orbits im Phasenraum bezu¨glich ihrer
klassischen Wirkung hinreichend isoliert voneinander liegen. Dies ist ein wesentliches
Kriterium fu¨r die Gu¨ltigkeit der Spurformel. Sie kann jedoch auch fu¨r regula¨re Systeme
anwendbar sein, wenn die Orbits diese Eigenschaft erfu¨llen.
Getreu der Bemerkung von Gutzwiller
”The trace formula is not a formula, it is an idea“
versuchen wir nun, einen Eindruck u¨ber die Ideen zu geben, die hinter der Spurformel
stecken. Diese Kenntnis ist fu¨r das Versta¨ndnis der Formel und fu¨r viele Argumente,
die wir in dieser Arbeit verwenden, sehr wichtig.
2.1 Ein Weg zur Spurformel
Im Folgenden soll ein Weg skizziert werden, wie sich die Gutzwillersche Spurformel
herleiten la¨sst. Wir nutzen dies zugleich als Einfu¨hrung in die relevanten Gro¨ßen, die
wir in dieser Arbeit verwenden. Es wird zum großen Teil auf ausfu¨hrliche Rechnungen
verzichtet, sofern sie nicht wesentlich fu¨r die Zusammenha¨nge sind. Dazu sei auf die
spezielle Literatur [6, 7, 8, 9] verwiesen.
Wir wollen mit Hilfe semiklassischer Na¨herungen einen Ausdruck fu¨r das Spektrum
der Eigenenergien En eines Hamilton–Operators Hˆ erhalten. Ein U¨berlick u¨ber das The-
ma ”semiklassische Na¨herung“, so wie wir es hier verstehen, findet sich im ersten Teil
des Anhangs A. Wir gehen im Folgenden stets von einem diskreten Spektrum mit po-
sitiven Eigenwerten aus und kennzeichnen quantenmechanische Operatoren mit einem
Hut. Die Gro¨ße, durch die wir das Energiespektrum beschreiben, ist die Zustandsdichte
g(E). Sie ist definiert als Summe u¨ber Delta–Funktionen
g(E) =
∑
n
δ(E − En).
Der Summationsindex n steht symbolisch fu¨r einen vollsta¨ndigen Satz aus Quantenzah-
len. Es wird also u¨ber alle Eigenwerte einschließlich mo¨glicher Entartungen summiert.
Wir interessieren uns nun fu¨r einen semiklassischen Ausdruck der Zustandsdichte
g(E). Sei ein zeitunabha¨ngiger Hamilton–Operator Hˆ = H(qˆ, pˆ) eines d–dimensionalen
Systems in der Form
Hˆ =
pˆ2
2
+ V (qˆ)
gegeben.2 Die Zeitentwicklung einer Wellenfunktion |ψ(t′)〉 vom Zeitpunkt t′ zum Zeit-
punkt t ≥ t′ ist im Schro¨dingerbild durch den Propagator Kˆ(t− t′) gegeben:
|ψ(t)〉 = Kˆ(t− t′) |ψ(t′)〉 , Kˆ(t− t′) = exp
(
− iHˆ
~
(t− t′)
)
.
2Die U¨berlegungen lassen sich zum großen Teil auch auf zeitabha¨ngige Hamilton–Operatoren ver-
allgemeinern. Die spezielle Wahl der Form des Hamilton–Operators bedeutet ebenfalls eine Ein-
schra¨nkung, die sich aufweiten la¨sst. Sie ist aber fu¨r unsere Zwecke absolut ausreichend. Weiterhin
wird fu¨r die Masse m stets m = 1 gesetzt.
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Wir setzen im Folgenden t′ = 0 und schreiben fu¨r die Ortsdarstellung 〈q|Kˆ(t)|q′〉 =
K(q,q′, t). Der Propagator erfu¨llt die Halbgruppeneigenschaft
K(q,q′, t) =
∫
Rd
K(q,q′′, t− t′′)K(q′′,q′, t′′) ddq′′.
Er la¨sst sich nach Feynman als Funktionalintegral u¨ber alle Wege q(τ), 0 ≤ τ ≤ t,
darstellen, die die Randbedingungen q(0) = q′ und q(t) = q erfu¨llen:
K(q,q′, t) =
∫
exp
(
i
~
R[q(t)]
)
D[q(τ)], mit R[q(τ)] =
∫ t
0
L (q(τ), q˙(τ)) dτ.
Das Funktional R[q(τ)] ist das Integral der Lagrange–Funktion L entlang des Weges
q(τ) und ordnet so jedem Weg eine Wirkung zu.
Im semiklassischen Limes ~→ 0, beziehungsweise fu¨r R[q(τ)]À ~ ist der Integrand
des Funktionalintegrals im Allgemeinen stark oszillierend. Den dominanten Beitrag ge-
ben stationa¨re Punkte der Wirkung, bei denen die erste Variation der Wirkung δR[q(τ)]
verschwindet. Dies sind nach dem Hamiltonschem Prinzip gerade die klassischen Pfa-
de, die in der Zeit t von q′ zu q fu¨hren und die wir mit j nummerieren wollen. Die
Wirkung eines solchen Pfads bezeichnen wir mit Rj(q,q′, t). Es stellt sich als praktisch
heraus, R[q(τ)] um die klassischen Pfade zu entwickeln. Im Rahmen der semiklassischen
Na¨herung brechen wir die Entwicklung jedoch bereits nach der zweiten Variation der
Wirkung ab und werten das Integral aus.
Diese na¨herungsweise Berechnung von Integralen mit stark oszillierenden Integranden
wird allgemein als Methode der stationa¨ren Phase bezeichnet. Sie ist ein wichtiges Na¨-
herungsverfahren der Semiklassik und wird in Anhang E.1 dargestellt.
Die Auswertung des Integrals ergibt einen semiklassischen Ausdruck Kskl(q,q′, t) fu¨r
den quantenmechanischen Propagator. Er wird als Van Vleck–Propagator bezeichnet
und ist eine Summe u¨ber alle klassischen Orbits ”ko“ von q
′ nach q:
Kskl(q,q′, t) =
∑
j∈{ko}
√
|Aj(q,q′, t)|
(2pii~)d
exp
(
i
~
Rj(q,q′, t)− imj pi2
)
. (2.1)
Die Amplitude Aj(q,q′, t) la¨sst sich durch semiklassische Auswertung der Halbgruppe-
neigenschaft des Propagators berechnen [10]. Sie ist die Determinante der sogenannten
Van Vleck–Morette–Matrix,
Aj(q,q′, t) = det
(
−∂
2Rj(q,q′, t)
∂q∂q′
)
.
Die Zahl mj za¨hlt die Anzahl der Vorzeichenwechsel der Eigenwerte dieser Matrix ent-
lang des Pfads j, die durch Falten der Funktion Rj entstehen. Sie wird als Morse–Index
bezeichnet. Die fu¨r semiklassische Na¨herungen typischen Indizes werden insbesondere
unter geometrischen Gesichtspunkten ausfu¨hrlicher in Anhang A besprochen.
Wir betrachten nun die retardierte Greensche Funktion Gˆr(t). Sie ist mit der Heaviside–
Funktion Θ(t) kausal definiert als
Gˆr(t) = Kˆ(t)Θ(t)
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und erfu¨llt die Schro¨dinger–Gleichung fu¨r eine deltafo¨rmige Sto¨rung(
i~
∂
∂t
− Hˆ
)
Gˆr(t) = i~δ(t), mit Gˆr(t) = 0 fu¨r t < 0.
Als Lo¨sung dieser Gleichung nach einer Fourier–Transformation
Gˆr(t) =
i~
2pi~
∫
R
Gˆr(E) exp
(
− i
~
Et
)
dE
finden wir die energieabha¨ngige Greensche Funktion Gˆr(E) = (E − Hˆ)−1. Sie spielt im
Folgenden eine wichtige Rolle, denn sie ermo¨glicht es, die Verbindung zur Zustandsdich-
te g(E) herzustellen. Um die Konvergenz der Fourier–Transformation zu sichern und
die Randbedingung fu¨r Gˆr(t) zu befriedigen, mu¨ssen wir die Pole von Gˆr(E) von der
reellen Achse in die negative imagina¨re Halbebene verschieben. A¨quivalent dazu geben
wir der Energie einen kleinen positiven imagina¨ren Anteil i² mit ² ∈ R+. Wir erhalten
in Ortsdarstellung
Gr(q,q′, E + i²) =
1
i~
∫
R
Gr(q,q′, t) exp
(
i
~
(E + i²)t
)
dt
=
1
i~
∫ ∞
0
K(q,q′, t) exp
(
i
~
(E + i²)t
)
dt. (2.2)
Aufgrund der Dirac–Identita¨t
ipiδ(E − En) = CH
(
1
E − En
)
− 1
E + i²− En
mit dem reellen Cauchy–Hauptwert CH steht die Zustandsdichte im Zusammenhang
mit der Spur der energieabha¨ngigen Greenschen Funktion Gˆr(E + i²):
g(E) = − 1
pi
lim
²→0+
Im
(
Tr Gˆr(E + i²)
)
.
Wir werden den Index r und den Parameter ² zugunsten einfacherer Notation im Folgen-
den stets unterdru¨cken und denken uns die Energie E etwas ins Komplexe verschoben.
Wir schreiben deshalb stets
g(E) = − 1
pi
lim
ImE→0+
Im
(
Tr Gˆ(E)
)
. (2.3)
Der Weg, eine semiklassische Na¨herung fu¨r die Zustandsdichte zu finden, ist nun klar.
Wir setzen den semiklassische Van Vleck–Propagator (2.1) in die Fourier–Transformation
(2.2) ein und erhalten mit (2.3) einen Ausdruck fu¨r die Zustandsdichte. Die wesentliche
U¨berlegung besteht darin, die dabei anfallenden Integrale in semiklassischer Na¨herung
auszuwerten.
Im ersten Schritt erhalten wir die semiklassische Greensche Funktion
Gskl(q,q′, E) =
1
i~
∫ ∞
0
Kskl(q,q′, t) exp
(
i
~
Et
)
dt. (2.4)
Im Rahmen der Na¨herung an stationa¨rer Phase la¨sst sich zwischen zwei Arten von
Beitra¨gen unterscheiden:
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• Langzeit–Pfade
Wir erhalten fu¨r jeden klassischen Pfad j einen Beitrag durch stationa¨re Phasen
bei Zeitpunkten t = Tj > 0 mit der Bedingung
∂ (Rj(q,q′, t) + Et)
∂t
∣∣∣∣
t=Tj
= 0.
Unter der Voraussetzung, dass Tj hinreichend groß ist und der stationa¨re Bereich
innerhalb des Integrationsbereichs liegt, la¨sst sich die u¨bliche Na¨herung an stati-
ona¨rer Phase anwenden. Es tragen alle klassischen Pfade von q′ nach q bei, fu¨r die
jedoch nicht wie vorher die Zeitdauer, sondern nun die Energie E vorgegeben ist.
Wir bezeichnen den Beitrag mit Glangskl (q,q
′, E). Mit der klassischen reduzierten
Wirkung Sj(q,q′, E) = Rj(q,q′, Tj) + ETj =
∫
j p·dq finden wir
Glangskl (q,q
′, E) =
1
i~
∑
j∈{ko}
√
|Dj(q,q′, E)|
(2pii~)d−1
exp
(
i
~
Sj(q,q′, E)− iµj pi2
)
,
wobei
Dj(q,q′, E) = det
 ∂2Sj∂q∂q′ ∂2Sj∂q′∂E
∂2Sj
∂q∂E
∂2Sj
∂E2
 .
Der Index µj za¨hlt jetzt die Zahl der Vorzeichenwechsel der Amplitude entlang
der Pfade j zur Energie E.
• Kurzzeit–Pfade
Fu¨r infinitesimale Zeiten t→ 0, sozusagen fu¨r Pfade der La¨nge ”Null“ erhalten wir
im Rahmen der semiklassischen Na¨herung an der unteren Integrationsgrenze in
(2.4) einen Randbeitrag. Er beruht auf dem singula¨ren Verhalten des Propagators
in diesem Limes und la¨sst sich durch eine Kurzzeit–Na¨herung (q˙ ≈ (q − q′)/t,
V (q) ≈ const.) des Van Vleck–Propagators bestimmen. Mit der Hankel–Funktion
erster Art H(1) lautet dieser Beitrag
Gkurzskl (q,q
′, E) =
1
2i~2
(√
2(E − V )
2pi~ |q− q′|
) d−2
2
H(1)d−2
2
(√
2(E − V ) ∣∣q− q′∣∣) .
Der zweite Schritt besteht darin, die Spur der Greenschen Funktion
Gskl(q,q′, E) = G
lang
skl (q,q
′, E) +Gkurzskl (q,q
′, E)
zu berechnen und sie mittels der Dirac–Identita¨t als Zustandsdichte auszudru¨cken. Die
semiklassische Zustandsdichte besteht also aus zwei Summanden. Den Anteil, der durch
den Beitrag der Kurzzeit–Pfade entsteht, bezeichnen wir mit g¯(E). Er la¨sst sich als steti-
gen Beitrag zur Zustandsdichte identifizieren, wie er sich aus einer klassischen Thomas–
Fermi–Na¨herung ergeben wu¨rde. Er beschreibt somit das grobe Verhalten der Zustands-
dichte, insbesondere fu¨r hohe Energien.
7
Kapitel 2 Die Gutzwillersche Spurformel
Den interessanteren Anteil gibt die Green–Funktion der Langzeit–Pfade. Die Integrale
fu¨r die Spurbildung
TrGlangskl (E) =
∫
Rd
Glangskl (q,q
′=q, E) ddq
werden wieder in semiklassischer Na¨herung ausgewertet. Die Tatsache, dass gerade hier
nur Punkte stationa¨rer Phase beru¨cksichtigt werden, gibt die entscheidende Bedingung
dafu¨r, dass nur periodische Orbits zur Gutzwillerschen Spurformel beitragen: Die Be-
dingung fu¨r eine Extremalstelle der Phase lautet
0 =
∂S(q,q′=q, E)
∂q
=
∂S(q,q′, E)
∂q
∣∣∣∣
q′=q
+
∂S(q,q′, E)
∂q′
∣∣∣∣
q′=q
= p− p′.
Es liefern also solche Orbits den dominanten Beitrag zur Spur, die bei q mit dem
gleichen Anfangs– und Endimpuls p starten und enden, kurz, die periodisch sind.
Wir du¨rfen nun einen entscheidenden Punkt nicht u¨bersehen, der uns im Kapitel 3
wieder begegnen wird. Wir sollten uns fragen, unter welchen Umsta¨nden die Methode
der stationa¨ren Phase u¨berhaupt anwendbar ist. Sie ist es sicherlich nicht, wenn keine
stationa¨ren Punkte auffindbar sind oder diese Punkte nicht hinreichend voneinander iso-
liert liegen. Dieser Fall tritt hier bereits ein und dies la¨sst sich sehr leicht einsehen, wenn
wir die Integrationen fu¨r die Spur in einem dem Orbit angepassten Koordinatensystem
durchfu¨hren. Wir definieren an jedem Punkt entlang des Orbits ein lokales Koordina-
tensystem derart, dass die erste Komponente qq stets tangential in Richtung des Orbits
zeigt und die restlichen d−1 Komponenten q⊥ transversal dazu stehen. Es ist klar, dass
entlang der Richtung qq des Orbits kein Extremum der Phase auftritt, da die Wirkung
auf der klassischen Trajektorie konstant bleibt. Das entsprechende Integral
∫
dqq ist
deshalb exakt auszufu¨hren. Nur fu¨r die u¨brigen transversalen Richtungen q⊥ wenden
wir die semiklassische Na¨herung an, was jedoch auch nur dann gerechtfertigt ist, wenn
die auftretenden Orbits im Phasenraum bezu¨glich ihrer Wirkung hinreichend getrennt
voneinander liegen. Dies ist eine entscheidende Voraussetzung fu¨r die Anwendbarkeit
der Spurfomel, die typischerweise fu¨r chaotische Systeme, aber auch fu¨r gewisse regula¨re
Systeme erfu¨llt ist. Die Gegenwart einer kontinuierlichen Symmetrie la¨sst Orbits im All-
gemeinen entarten und es treten weitere Richtungen auf, die exakt zu integrieren sind.
Derartige Verallgemeinerungen der Spurformel, wie wir sie im Folgenden beno¨tigen,
betrachten wir getrennt von dieser Diskussion in Kapitel 3.
Um die Spur in einem lokalen Koordinatensystem des Orbits j tatsa¨chlich berechnen
zu ko¨nnen, muss die in der Greenschen Funktion Glangskl (q,q
′, E) auftretende Amplitude
Dj in den lokalen Koordinaten des Orbits ausgedru¨ckt werden. Eine entsprechende
Rechnung liefert
Dj(q,q′, E) = (−1)d 1
q˙qq˙′q
det
(
∂p′⊥
∂q⊥
)
.
Das lokale Koordinatensystem ha¨ngt zwar vom Orbit j ab, einen entsprechenden Index
unterdru¨cken wir jedoch zugunsten der Lesbarkeit.
In semiklassischer Na¨herung erhalten wir nun fu¨r die Spur eine Summe u¨ber alle
klassischen periodischen Orbits ”po“. Ihre reduzierten Wirkungen
∮
j p ·dq bezeichnen
8
2.1 Ein Weg zur Spurformel
wir mit Sj(E). Es gilt
TrGlangskl (E) =
(2pii~)
1−d
2
i~
∑
j∈{po}
exp
(
i
~
Sj(E)− iµj pi2
)
×
∮ ∫
Rd−1
1
|q˙q|
∣∣∣∣(−1)d det(∂p′⊥∂q⊥
)∣∣∣∣ 12 exp( i2~q⊥ ·Wj q⊥
)
dd−1q⊥dqq
(2.5)
mit der zweiten Ableitung Wj der Wirkung entlang den Richtungen tranversal zum
klassischen Orbit
Wj =
(
∂2Sj
(
(qq,q⊥), (q′q=qq,q′⊥=q⊥), E
)
∂q⊥∂q⊥
)
q⊥=0
. (2.6)
Die Menge {po} der periodischen Orbits besteht aus allen primitiv periodischen Or-
bits {ppo} sowie deren Wiederholungen r ∈ N. Es ist geschickter, die Summation u¨ber
alle periodischen Orbits entsprechend aufzuteilen:
∑
j∈{po}
→
∑
j∈{ppo}
∞∑
r=1
.
Die Wirkung eines primitiv periodischen Orbits addiert sich bei mehrfachen Wiederho-
lungen einfach auf, wir schreiben deshalb Sj → rSj .
Das a¨ußere Integral in (2.5), das einmal um den Orbit la¨uft und exakt ausgefu¨hrt
wird, liefert stets die primitive Periode Tj des Orbits:∮
j
dqq
|q˙q| =
∮
j
dt = Tj .
Das innere Integral u¨ber die transversalen Komponenten ergibt einen fu¨r die stationa¨re
Phasenna¨herung typischen Phasenbeitrag −νjpi/2 mit einer Zahl νj , die die negativen
Eigenwerte von Wj za¨hlt. Wir erhalten insgesamt eine Amplitude der Form
(2pii~)
d−1
2
i~(2pii~)
d−1
2
∣∣∣∣(−1)d det(∂p′⊥∂q⊥
)
(detWj)−1
∣∣∣∣ 12 = 1i~ ∣∣∣det(M˜rj − I)∣∣∣− 12 .
Sie besteht aus der 2(d − 1) × 2(d − 1) Einheitsmatrix I und der Stabilita¨tsmatrix M˜,
welche die Abweichung (δq⊥, δp⊥) vom Orbit nach r Wiederholungen bei einer kleinen
Variation (δq′⊥, δp′⊥) zu Beginn beschreibt. Sie ist die Linearisierung einer entsprechen-
den Poincare´–Abbildung. Eine ausfu¨hrlichere Beschreibung der Stabilita¨tsmatrix geben
wir in Anhang C.
Die Spur lautet also:
TrGlangskl (E) =
1
i~
∑
j∈{ppo}
Tj
∞∑
r=1
exp (irSj(E)/~− i(µj,r + νj,r)pi/2)∣∣∣det(M˜rj − I)∣∣∣1/2 .
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Alle eingehenden Gro¨ßen, wie die Wirkung, die Periode und die Stabilita¨t sind klassi-
scher Natur und Invarianten klassischer periodischer Orbits.
Nun sind wir an unserem Ziel angelangt: Die semiklassische Zustandsdichte g(E)
ist als Summe zweier Anteile zu verstehen. Sie besteht zum einen aus dem stetigen
Thomas–Fermi–Anteil g¯(E) als Beitrag der Kurzzeit–Pfade und zum anderen aus einem
oszillatorischen Anteil in Gro¨ßen periodischer Orbits, den wir mit δg(E) bezeichnen
wollen. Dieser Ausdruck fu¨r δg(E) wird als Gutzwillersche Spurformel bezeichnet und
lautet
δg(E) = − 1
pi
lim
ImE→0+
Im
(
TrGlangskl (E)
)
=
1
pi~
∑
j∈{ppo}
Tj
∞∑
r=1
cos (rSj(E)/~− σj,rpi/2)∣∣∣det(M˜rj − I)∣∣∣1/2 . (2.7)
Es wird u¨ber alle primitiv periodischen Orbits ”ppo“ und deren Wiederholungen r
summiert. Der Index σj,r sammelt alle Phasenbeitra¨ge der semiklassischen Na¨herungen
auf und ist die Summe der beiden Anteile µj,r und νj,r, die wir oben besprochen haben.
2.2 Der inkommensurable zweidimensionale harmonischer Oszillator
Die Anwendung der Gutzwillerschen Spurformel la¨sst sich gut am Beispiel des zweidi-
mensionalen harmonischen Oszillators mit irrationalem Frequenzverha¨ltnis demonstrie-
ren [11]. Der harmonische Oszillator ist fu¨r die Physik von besonderer Bedeutung und es
lohnt sich, seine Zustandsdichte auch im Zusammenhang klassischer periodischer Orbits
zu verstehen. Wir werden diese Ergebnisse in den folgenden Kapiteln weiter verwenden.
Die exakte quantenmechanische Zustandsdichte kann aus der Zustandssumme berech-
net werden und ist in Anhang D.2.1 ausgefu¨hrt. Dies liefert eine Vergleichsmo¨glichkeit
fu¨r das semiklassische Ergebnis.
Der Hamilton–Operator fu¨r den harmonischen Oszillator in zwei Dimensionen lautet
Hˆ =
1
2
(
pˆ21 + pˆ
2
2
)
+ V (qˆ1, qˆ2), V (qˆ1, qˆ2) =
1
2
(
ω21 qˆ
2
1 + ω
2
2 qˆ
2
2
)
. (2.8)
Seine klassische Entsprechung ist die Hamilton–Funktion
H =
1
2
(
p21 + p
2
2
)
+ V (q1, q2), V (q1, q2) =
1
2
(
ω21q
2
1 + ω
2
2q
2
2
)
. (2.9)
Sie kann in kartesischen Koordinaten separiert werden
H =
2∑
i=1
Hi =
1
2
2∑
i=1
(
p2i + ω
2
i q
2
i
)
.
Die Hamiltonschen Bewegungsgleichungen fu¨hren fu¨r i = 1, 2 auf die bekannten Aus-
dru¨cke q¨i(t) = −ω2i qi(t). Mit den Anfangsbedingungen qi,0 und pi,0 zur Zeit t = 0
gilt
qi(t) = qi,0 cos(ωit) +
pi,0
ωi
sin(ωit), i = 1, 2.
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Die Lo¨sung lautet also 
q1(t)
q2(t)
p1(t)
p2(t)
 = X(t)

q1,0
q2,0
p1,0
p2,0

mit der Matrizante
X(t) =

cos(ω1t) 0 1ω1 sin(ω1t) 0
0 cos(ω2t) 0 1ω2 sin(ω2t)
−ω1 sin(ω1t) 0 cos(ω1t) 0
0 −ω2 sin(ω2t) 0 cos(ω2t)
 . (2.10)
Die Energien Hi(qi, pi) = Ei der Moden sind unabha¨ngige Erhaltungsgro¨ßen des Os-
zillators. Der Phasenraum dieses konservativen Systems mit der Gesamtenergie E =
E1 + E2 hat damit die Struktur eines 2–Torus [12], fu¨r den Wirkungs– und Winkel-
variablen ein natu¨rliches Koordinatensystem bilden. Die einzigen periodischen Orbits
fu¨r inkommensurable Frequenzen sind die beiden primitiven Schleifen des Torus. Ihre
Projektion auf den Konfigurationsraum {(q1, q2)} sind die beiden Librationen entlang
den Achsen q1 und q2. Alle anderen Trajektorien winden sich um den 2–Torus, schließen
sich jedoch nie und liegen deshalb dicht auf dem Torus.
Die Periodendauern sind Ti = 2pi/ωi. Die Monodromiematrix M1 der q1–Mode ist die
Lo¨sungsmatrix X(t) nach einer Periode T1,
M1 = X(T1) =

1 0 0 0
0 cos(2piω2/ω1) 0 1ω2 sin(2piω2/ω1)
0 0 1 0
0 −ω2 sin(2piω2/ω1) 0 cos(2piω2/ω1)
 .
Ohne die beiden trivialen Eigenwerte ist die Stabilita¨tsmatrix M˜1 (siehe dazu auch
Anhang C):
M˜1 =
(
cos(2piω2/ω1) 1ω2 sin(2piω2/ω1)
−ω2 sin(2piω2/ω1) cos(2piω2/ω1)
)
.
Entsprechend ergibt sich fu¨r die q2–Mode,
M˜2 =
(
cos(2piω1/ω2) 1ω1 sin(2piω1/ω2)
−ω1 sin(2piω1/ω2) cos(2piω1/ω2)
)
.
Die Stabilita¨tsmatrizen nach r ∈ N Wiederholungen M˜r1 und M˜r2 erhalten wir durch Er-
setzen von 2pi durch 2pir. Die Eigenwerte von M˜r1 sind exp(±ir2piω2/ω1) und zugeho¨rige
elliptische Orbits somit stabil. Mit der 2× 2 Einheitsmatrix I gilt
det
(
M˜r1 − I
)
= 4 sin2
(
rpi
ω2
ω1
)
,
und analog
det
(
M˜r2 − I
)
= 4 sin2
(
rpi
ω1
ω2
)
.
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Da wir von irrationalen Frequenzverha¨ltnissen ausgehen, mu¨ssen wir fu¨r kein r ∈ N ein
Verschwinden der beiden Determinanten befu¨rchten. Die Amplituden der Gutzwiller-
schen Spurformel bleiben damit endlich. Setzen wir beide Determinanten in die Formel
(2.7) ein, haben wir bis jetzt folgenden Ausdruck fu¨r den oszillierenden Anteil der Zu-
standsdichte gefunden:
δg(E) =
1
~pi
2pi
ω1
∞∑
r=1
cos(rS1/~− σ1,rpi/2)
2 |sin (rpiω2/ω1)|
+
1
~pi
2pi
ω2
∞∑
r=1
cos(rS2/~− σ2,rpi/2)
2 |sin (rpiω1/ω2)| .
(2.11)
Nun bestimmen wir die (reduzierte) Wirkung Si eines primitiv–periodischen Orbits und
den Phasenindex σi,r = µi,r + νi,r. Die Wirkung lautet
Si =
∫
pi dqi =
2piE
ωi
, i ∈ {1, 2}. (2.12)
Der Phasenindex kann mit den Ausfu¨hrungen fu¨r stabile Orbits in Anhang A.3.1 auf
Seite 97 berechnet werden: Mit den dortigen Bezeichnungen wa¨hlen wir fu¨r die q1–
Mode e0 = (0, 0, 0, 1). Der Flussvektor des Hamiltonschen Systems am Startpunkt sei
f0 = (1, 0, 0, 0). Somit gilt fu¨r die Matrix Uq(t) aus (A.4):
Uq(t) =
(
0 cos(ω1t)
1
ω2
sin(ω1t) 0
)
.
Der Anteil µ1,r des Phasenindex ist durch die Anzahl der Vorzeichenwechsel der Deter-
minante von Uq(t) innerhalb des Zeitraums (0, rT1) bestimmt:
µ1,r = # {detUq(t) = 0 | 0 < t < rT1} (2.13)
= # {sin(ω2t) cos(ω1t) = 0 | 0 < t < rT1}
= # {cos(t) = 0 | 0 < t < 2pir}+# {sin(ω2t/ω1) = 0 | 0 < t < 2pir}
= 2r +# {sin(t) = 0 | 0 < t < 2pirω2/ω1}
= 2r +
[
2r
ω2
ω1
]
int
, (2.14)
mit der Gauß–Klammer [·]int. Sie liefert den ganzzahligen Anteil ihres Arguments:
[x+ y]int = x, x ∈ Z, y ∈ [0, 1).
Den Anteil ν1,r berechnen wir mit Hilfe des Vorzeichens der Gro¨ße W aus (A.6).
Wegen Tr M˜r1 − 2 < 0 gilt mit dem oberen rechten Element B = 1ω2 sin(2pirω2/ω1) von
M˜r1:
W =
Tr M˜r1 − 2
B
=
2(cos(2pirω2/ω1)− 1)
B
=
{
< 0 falls B > 0,
> 0 falls B < 0.
Daraus folgt
ν1,r
{
1 falls W < 0⇔ [2rω2/ω1]int gerade,
0 falls W > 0⇔ [2rω2/ω1]int ungerade
=
1
2
+
1
2
(−1)[2rω2/ω1]int (2.15)
12
2.2 Der inkommensurable zweidimensionale harmonischer Oszillator
und wir finden fu¨r den Phasenindex
σ1,r = µ1,r + ν1,r = 2r +
[
2r
ω2
ω1
]
int
+
1
2
+
1
2
(−1)[2rω2/ω1]int 2r + 1 + 2
[
r
ω2
ω1
]
int
= 2r + 1 + 2
[
r
ω2
ω1
]
int
. (2.16)
Analoge Rechnung fu¨r die q2–Mode mit e0 = (0, 0, 1, 0), f0 = (0, 1, 0, 0) und B =
1
ω1
sin(2pirω1/ω2) ergibt
σ2,r = 2r + 1 + 2
[
r
ω1
ω2
]
int
. (2.17)
Der Phasenindex fu¨r unstabile, hyperbolische Orbits kann als Windungszahl gesehen
werden [13, 14]. Eine Windungzahl ist proportional zur Anzahl r der Wiederholungen,
denn sie verha¨lt sich additiv, wenn Orbits hintereinander gefu¨gt werden. Dies ist im
vorliegenden Fall stabiler Orbits offensichtlich nicht der Fall: Nur der jeweils erste Sum-
mand von σi,r skaliert direkt mit r. Tatsa¨chlich besteht der Phasenindex hier aus einer
Summe einer Windungszahl und einem Term, der sich vollsta¨ndig auf den elliptischen
Block der Monodromiematrix X(Ti) zuru¨ckfu¨hren la¨sst.3
Setzen wir die Wirkungen (2.12) und die Phasenindizes (2.16) und (2.17) in den
Ausdruck (2.11) ein, erhalten wir
δg(E) =
1
~pi
pi
ω1
∞∑
r=1
sin (2pirE/~ω1 − (r + [rω2/ω1]int)pi)
(−1)[rω2/ω1]int sin (rpiω2/ω1)
+
1
~pi
pi
ω2
∞∑
r=1
sin (2pirE/~ω2 − (r + [rω1/ω2]int)pi)
(−1)[rω1/ω2]int sin (rpiω1/ω2)
=
1
~ω1
∞∑
r=1
(−1)r
sin(rpiω2/ω1)
sin
(
r
2piE
~ω1
)
+
1
~ω2
∞∑
r=1
(−1)r
sin(rpiω1/ω2)
sin
(
r
2piE
~ω2
)
.
(2.18)
Die Pole dieses oszilierenden Anteils liefern bereits die Positionen der (semiklassisch
gena¨herten) Eigenenergien. Der stetige Untergrund der Dichte, der Thomas–Fermi–
Anteil g¯(E), kann mit Hilfe einer inversen Laplace–Transformation L−1 der klassischen
Zustandssumme Zkl(β) berechnet werden [8, 16]:
Zkl(β) =
1
(2pi~)2
∫
R2
∫
R2
exp (−βH(q,p)) d2qd2p
=
1
(2pi~)2
∫
R
∫
R
∫
R
∫
R
exp
(
−β 1
2
(p21 + ω
2
1q
2
1 + p
2
2 + ω
2
2q
2
2)
)
dq1dq2dp1dp2
=
1
β2~2ω1ω2
.
3Siehe dazu die Formel von Sugita und Muratore–Ginanneschi (A.7) in Anhang A.3.2, speziell fu¨r den
inkommensurablen Oszillator auch [15].
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Der Thomas–Fermi–Anteil lautet also
g¯(E) =
1
~2ω1ω2
L−1E
[
1/β2
]
=
E
~2ω1ω2
(2.19)
und wir finden fu¨r die gesamte semiklassische Zustandsdichte
g(E) = g¯(E) + δg(E)
=
E
~2ω1ω2
+
1
~ω1
∞∑
r=1
(−1)r
sin(rpiω2/ω1)
sin
(
r
2piE
~ω1
)
+
1
~ω2
∞∑
r=1
(−1)r
sin(rpiω1/ω2)
sin
(
r
2piE
~ω2
)
.
(2.20)
Das Resultat stimmt mit der exakten Zustandsdichte u¨berein, vergleiche (D.3) in
Anhang D.2.1. Dies ist eine Besonderheit des harmonischen Oszillators, welche sich
auch in drei und ho¨heren Dimensionen besta¨tigt [11]. Im Allgemeinen la¨sst sich fu¨r ein
integrables System im besten Fall ein Spektrum erwarten, wie es sich aus einer EBK–
Quantisierung ergeben wu¨rde [17, 18, 19]. Jedoch selbst wenn die EBK–Quantisierung
exakt sein sollte, ko¨nnen im Resultat der Gutzwiller–Formel zusa¨tzliche Fehler auftre-
ten: Sie entstehen durch die Na¨herungen an stationa¨ren Phasen, die beim U¨bergang vom
zeitabha¨ngigen semiklassischen Propagator zur energieabha¨ngigen Green–Funktion so-
wie deren Spur–Bildung durchgefu¨hrt werden. Dies tritt beispielsweise beim zweidimen-
sionalen rechtwinkligen Billard auf: Bereits Gutzwiller bemerkte [3, 5], dass in zwei Di-
mensionen die semiklasssische energieabha¨ngige Green–Funktion eines freien Teilchens
nur mit der asymptotischen Form des exakten Resultats u¨bereinstimmt.4
4Im Gegensatz zu einer und drei Dimensionen [8].
14
Kapitel 3
Eine Spurformel fu¨r Systeme mit kontinuierlichen Symmetrien
3.1 Periodische Orbits und kontinuierliche Symmetrien
Warum ist es wichtig, sich im Rahmen semiklassischer Na¨herungen und Spurformeln mit
Symmetrien zu bescha¨ftigen? Die bisher betrachteten Na¨herungen bauen ganz entschei-
dend auf der Gu¨ltigkeit der Auswertung von Integralen an stationa¨ren Phasen auf. Diese
geht in Gegenwart kontinuierlicher Symmetrie im Allgemeinen verloren: Orbits treten
meist nicht mehr isoliert auf, sondern ko¨nnen zu Orbit–Familien entarten: Die Symme-
trie in Form einer Lie-Gruppe definiert eine Abbildung im klassischen Phasenraum, die
einen gegebenen klassischen Orbit auf einen anderen, infinitesimal benachbarten Orbit
stetig abbildet, der die gleichen klassischen Eigenschaften besitzt. Insbesondere weist
er die selbe Wirkung auf. Semiklassische Na¨herungen, die die Existenz isolierter Extre-
malstellen der Wirkung entlang gewisser Richtungen relativ zum Orbit voraussetzen,
schlagen deshalb fehl. Ein Beispiel tritt bereits bei der Herleitung der gewo¨hnlichen
Gutzwiller–Formel fu¨r isolierte Orbits auf: Das Spurintegral der Green–Funktion wird
in der Richtung des Orbits exakt ausgefu¨hrt, weil die Wirkung entlang klassischer Tra-
jektorien konstant bleibt. Diese Richtung entspricht gerade dem Phasenfluss, der durch
das Hamiltonsche Vektorfeld der Hamilton–Funktion erzeugt wird.
Es wird davon ausgegangen, dass der Leser mit den Grundlagen der Theorie u¨ber
Symmetrien in der Quantenmechanik und klassischen Mechanik vertraut ist, so wie sie
sich beispielsweise in [20, 21, 22, 23, 12] findet. Eine Symmetrie sei durch die Existenz ei-
ner endlichen Anzahl von Operatoren des Hilbert–Raums definiert, die eine Lie–Algebra
bezu¨glich des Kommutators bilden und mit dem Hamilton–Operator Hˆ vertauschen. Die
Operatoren werden als infinitesimale Generatoren der zugeho¨rigen Lie–Gruppe aufge-
fasst. Betrachten wir diesen Sachverhalt vom Blickwinkel der klassischen Mechanik: Der
2d–dimensionale Phasenraum P = R2d la¨sst sich durch die kartesischen Koordinaten
x = (q,p) beschreiben. In P wirke eine Lie–Gruppe G als eine Gruppe symplektischer
Diffeomorphismen, d.h. als eine Gruppe stetig differenzierbarer Abbildungen (mit ste-
tig differenzierbaren Inversen), die die natu¨rliche symplektische 2-Form Ω2 = dΩ1 des
Phasenraums erhalten. Wir verwenden hier und im Folgenden die Bezeichnungen aus
Anhang B auf Seite 103.
Die Abbildungen wirken als kanonische Transformationen und lassen die Form der Ha-
miltonschen Gleichungen invariant. Jede einparametrige Untergruppe gθi ⊂ G definiere
einen Phasenfluss gθix in P mit dem zugeho¨rigen Hamiltonschen Vektorfeld
Xi =
d
dθi
∣∣∣∣
θi=0
gθi(x) ∈ TPx, (3.1)
das durch die Hamiltonschen Funktionen
Fi : P → R, Fi(x) = Ω1(Xi), Xi ∈ TPx
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induziert wird. Sei fu¨r die Parameter θi = 0 die Identita¨t (das neutrale Element) der
Lie–Gruppe fixiert. Dann sind die Vektoren Xi Elemente des Tangentialraums an der
Identita¨t der Lie–Gruppe und bilden die Lie–Algebra der Gruppe. Entsprechend bil-
den die Hamiltonschen Funktionen Fi eine Lie–Algebra mit der Poisson–Klammer {·, ·}.
Sie sind nach dem Noether–Theorem Erhaltungsgro¨ßen des Systems. Wir notieren die
Funktionen Fi(q,p) zusammenfassend als Vektor F = (F1, F2, . . . , Fk). Sie sollen ne-
ben der Hamiltonfunktion H =: F0 die einzigen Erhaltungsgro¨ßen sein. Im Falle einer
abelschen Symmetriegruppe sind die Erhaltungsgro¨ßen voneinander unabha¨ngig und
kommutieren paarweise:
{Fi, Fj} = 0, i, j = 0, 1, . . . , k.
In diesem Fall la¨sst sich die Zahl der freien Koordinaten des 2d–dimensionalen Phasen-
raums P um die insgesamt k + 1 Erhaltungsgro¨ßen vollsta¨ndig reduzieren [12]. Doch
viele physikalisch bedeutende Symmetriegruppen sind nicht–abelsch, zum Beispiel die
Drehgruppe O(3) im dreidimensionalen Konfigurationsraum. Ihre Generatoren, im Fal-
le der O(3) die Komponenten des dreidimensionalen Drehimpulsvektors, kommutieren
nicht. Zwar gibt eine ra¨umliche Symmetrie des Systems oft die Erhaltungsgro¨ßen vor,
im Allgemeinen ko¨nnen jedoch erste Integrale des Systems auch auf Symmetriegrup-
pen beruhen, fu¨r die sich keine direkte anschauliche Interpretation anbietet. Es kann
also zuna¨chst durchaus eine schwierige Aufgabe sein, die vollsta¨ndige Symmetrie zu
identifizieren. Wir gehen davon aus, dass dies bereits gelungen ist.
Man betrachte nun den Phasenfluss gθi = J dFi entlang dem Hamiltonschen Vek-
torfeld dFi, parametrisiert durch den kontinuierlichen Parameter θi. J bezeichnet die
2d × 2d symplektische Einheitsmatrix. Da Fi und H kommutieren, sind gθi und der
Fluss gt der Hamilton–Funktion H voneinander unabha¨ngig. So wird jedes gθi eine
Symmetrieoperation fu¨r den Hamiltonschen Fluss im Phasenraum. Falls auch die ers-
ten Integrale untereinander kommutieren, ko¨nnen die zugeordneten Phasenflu¨sse global
unabha¨ngig voneinander wirken. Das einfachste Beispiel ist sicherlich der Fall k = 1,
da jedes erste Integral mit sich selbst kommutiert. Dies liegt beispielsweise in einem
zweidimensionalen Kreis-Billard vor; die zweite Erhaltungsgro¨ße neben der Energie ist
der Drehimpuls. Er generiert um die Achse des Drehimpulses eine Rotation im Konfi-
gurationsraum, die das System und die Form der Hamiltonschen Gleichungen invariant
la¨sst. Sie wird u¨blicherweise mit einem Drehwinkel θ ∈ [0, 2pi) parametrisiert.
Fu¨r ein dreidimensionales kugelsymmetrisches System ko¨nnen die Symmetrieoperatio-
nen zum Beispiel durch drei Euler–Winkel parametrisiert werden. Im Unterschied zur
ebenen axialen Symmetrie ist die dreidimensionale Drehgruppe jedoch nicht–abelsch,
so dass die zu den Erhaltungsgro¨ßen geho¨renden Phasenflu¨sse nicht global unabha¨ngig
wirken ko¨nnen.
Die Parametrisierung der Symmetriegruppe la¨sst sich durch den Vektor θ = (θ1, θ2,
. . . , θk) ausdru¨cken. Wir bekommen so eine Abbildung gθ, die durch Hintereinander-
ausfu¨hrung der Einzeloperationen definiert ist:
gθ ≡ gθkgθk−1 . . . gθ1 .
Falls die Phasenflu¨sse kommutieren, spielt die Reihenfolge der Anordnung keine Rolle.
Durch gθ wird ein gegebener Orbit γ0 im Phasenraum auf einen entsprechenden, durch
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den Wert von θ charakterisierten Orbit abgebildet:
γθ = gθγ0.
Werden fu¨r jeden Parameter θi jeweils alle mo¨glichen Werte der zugeho¨rigen Definitions-
menge Di der Parametrisierung zugelassen, entsteht als Bild eine ganze Orbit–Familie.
Diese wollen wir mit Γ bezeichnen:
Γ =
{
gθγ0 | θi ∈ Di, i = 1, . . . , k
}
.
Dabei ko¨nnen wir natu¨rlich von einem beliebigen Vertreter γ0 der Familie ausgehen.
Legen wir jedoch einen erzeugenden Orbit fest, dann ist ein Punkt der Menge Γ durch
Wahl von θ sowie der Zeit t gegeben (t ist der natu¨rliche Parameter fu¨r die Position
auf dem Orbit gθγ0). Die Zahlen (t, θ1, . . . , θk) bilden also ein natu¨rliches Koordina-
tensystem der Orbitfamilie Γ. Fu¨r eine gegebene diskrete Anzahl Orbits, die in ihrer
Periode und Wirkung verschieden sind, erhalten wir eine diskrete Anzahl diesbezu¨glich
verschiedener Orbit–Familien.
3.2 Eine verallgemeinerte Spurformel
Wie ko¨nnen wir nun vorgehen, wenn die semiklassische Na¨herung der Spur der Green–
Funktion innerhalb einer Orbit–Familie nicht anwendbar ist? Der einfachste Ausweg
besteht darin, die Integrale fu¨r eben diese ”Richtungen“ nicht mehr na¨herungsweise,
sondern nun exakt auszufu¨hren. Das erscheint brauchbar, wenn die Symmetriegruppe
des Systems bekannt ist. Denn dann la¨sst sich das Integral u¨ber den Bereich, der von
einer Orbit-Familie eingenommen wird, in ein entsprechendes Integral u¨ber die Grup-
penparameter u¨berfu¨hren. Dabei kommt in natu¨rlicher Weise das zugeho¨rige Maß fu¨r
ein Integral u¨ber eine Gruppe, das sogenannte Haar-Maß, ins Spiel. Im Wesentlichen
bleibt aber die Form der Gutzwillerschen Spurformel auch fu¨r Systeme mit kontinuierli-
chen Symmetrien bestehen, wenn auch die auftretenden Gro¨ßen in einen allgemeineren
Rahmen zu fassen sind.
Fu¨r eine ausfu¨hrliche Herleitung einer solchen verallgemeinerten Spurformel sei auf
[19, 24, 25] verwiesen. Im Folgenden sollen die wichtigsten Schritte skizziert werden.
Wir beschra¨nken die Rechnung dabei auf den Fall abelscher Symmetrien. Die Diskussion
la¨sst sich auf nicht–abelsche Symmetrien (in nichtrivialer Weise) verallgemeinern, liefert
aber fu¨r das Resultat im Wesentlichen nur einen zusa¨tzlich auftretenden Faktor. Die
Rechnungen sind hierzu jedoch wesentlich komplexer, weil diese Art von Symmetrien
keine einfache Einschra¨nkung von unabha¨ngigen Variablen erlaubt: Die Orbit–Familie
bildet im Phasenraum eine Mannigfaltigkeit, deren Dimension gro¨ßer oder gleich k + 1
ist. Die Gleichheit gilt notwendig nur fu¨r abelsche Gruppen. Denn nur kommutieren-
de erste Integrale erlauben eine volle Reduktion der freien Variablen des Systems um
die Anzahl der Erhaltungsgro¨ßen. Fu¨r nicht–abelsche Gruppen bildet die Orbit–Familie
mo¨glicherweise eine Hyperfla¨che, deren Dimension gro¨ßer als (k+ 1) ist, weil die durch
die ersten Integrale erzeugten Phasenflu¨sse nicht global frei wirken ko¨nnen. Diese Tat-
sache muss bei einer Integration u¨ber eine entsprechende Orbitfamilie mit in Betracht
gezogen werden und la¨sst die Rechnungen entsprechend aufwendig werden. Sie erfor-
dern die allgemeine Theorie der Reduktion symplektischer Mannigfaltigkeiten und der
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coadjungierten Darstellung von Lie–Gruppen, so wie sie sich zum Beispiel in [26, 12]
findet. Durch die Ausfu¨hrung wa¨re hier nicht viel gewonnen, denn die Struktur und
die wesentlichen Ideen werden schon bei der Diskussion abelscher Symmetrien deutlich,
und darauf soll es uns ankommen.
Wir ko¨nnen also davon ausgehen, dass der Anteil der zur Orbit-Familie geho¨renden
Phasenraumvariablen, u¨ber die wir bei der Spurbildung der Green–Funktion integrie-
ren, sicher genau (k + 1)–dimensional ist. Sei nun im Folgenden ein klassischer Orbit
gegeben. Wir wa¨hlen lokale Koordinaten (qq,q⊥) des Orbits, qq zeigt in jedem Punkt
der Trajektorie in Richtung des Phasenflusses der Hamilton–Funktion und q⊥ sind die
Vektoren senkrecht zu dieser Richtung. Der Orbit ist also durch q⊥ = 0 festgelegt. Die
Auswertung des Integrals fu¨r die (d−1) transversalen Komponenten q⊥ mit der Metho-
de der stationa¨ren Phase fu¨hrt zu der Bedingung, gerade die klassischen periodischen
Orbits in Betracht zu ziehen. Diese Methode ko¨nnen wir nun nur mehr fu¨r (d− 1− k)
Komponenten anwenden, da die Wirkung entlang k Komponenten von q⊥ konstant
bleibt. Die Bedingung stationa¨rer Phase liefert nun Orbits, fu¨r die im Allgemeinen nur
d− k transversale Anfangs- und Endimpulse u¨bereinstimmen. Wir nennen diese Orbits
quasiperiodisch, da sie durch eine zusa¨tzliche Symmetrie–Operation geschlossen werden
ko¨nnen. Wir schreiben fu¨r das auszufu¨hrende Integral nun:∫
Rd
ddq =
∫
Rd−1
∫
R
dqq dd−1q⊥ →
∫
Rd−1−k
∫
G
∫
R
dqqdkµ(g)dd−1−kq⊥. (3.2)
Dabei bezeichnet das k–dimensionale Maß µ(g) das so genannte Haar-Maß der Lie–
Gruppe G. Die Integration la¨uft u¨ber alle Gruppenelemente g. Bei der praktischen
Berechnung des Gruppen–Integrals werden wir im Allgemeinen auf eine geeignete Para-
metrisierung der Gruppe zuru¨ckgreifen. Dies fu¨hrt (a¨hnlich dem U¨bergang von kartesi-
schen zu spha¨rischen Koordinaten) zu einem zusa¨tzlichen Dichtefaktor im Integral fu¨r
die euklidischen Parameter nach dem Prinzip invariantesVolumenelement
der Gruppe
 = (Dichte)× ( euklidisches
Volumenelement
)
.
Die Integration der u¨brigen Komponenten von q⊥, die durch die Symmetriegruppe
nicht erreicht werden, wird nach wie vor mit einer Na¨herung an stationa¨ren Phasen
durchgefu¨hrt.1 Dieser Anteil kann wie in der Gutzwiller–Formel behandelt werden: Er
liefert eine Stabilta¨tsmatrix, die die Linearisierung einer Poincare´–Abbildung darstellt.
Diese Abbildung entha¨lt nun jedoch nur die Stabilita¨t fu¨r die Komponenten des Orbits,
die durch die Symmetrie nicht ”abgedeckt“ werden.
Wir sind bis jetzt immer von der semiklassischen Green–Funktion Gskl(q,q′, E) in
Ortsdarstellung ausgegangen. Dies fu¨hrte bei der Berechnung der Zustandsdichte zu
einem d–dimensionalen Spur–Integral u¨ber die Variablen des Ortsraums. Abha¨ngig von
der Dimension der Lie–Gruppe entsteht jedoch dadurch eventuell ein Problem: Falls
1Diese Na¨herung ist nicht fu¨r Kurzzeit–Trajektorien anwendbar. Sie liefern den stetigen Thomas-
Fermi–Beitrag zur Zustandsdichte, der durch die Existenz von Symmetrien nicht vera¨ndert wird
[19], und wie u¨blich berechnet werden kann. Im Folgenden soll uns ausschließlich der oszillierende
Anteil der Zustandsdichte interessieren.
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die Dimension hinreichend groß ist, ist es mo¨glich, dass einige Parameter der Gruppe
und gewisse u¨brige transversale q⊥ Koordinaten den gleichen Raumbereich beschreiben
und sich deswegen die Integrationen in (3.2) u¨berlappen (d.h. bestimmte Raumberei-
che in der Integration fa¨lschlicherweise mehrfach beru¨cksichtigt werden). Es sollten also
folgende Fa¨lle unterschieden werden: Falls k + 1 ≤ d, kann die Integration u¨ber die
Gruppe formal als entsprechender Teil der (d − 1)–dimensionalen Integration u¨ber die
transversalen Komponenten gesehen werden (nur eben exakt und nicht na¨herungsweise).
Anschließend wird u¨ber eventuell u¨brige transversale Komponenten na¨herungsweise in-
tegriert. Im Grenzfall k + 1 = d nimmt das Gruppenintegral vollsta¨ndig den Platz der
transversalen Integration ein. Betrachten wir als Beispiel das zweidimensionale Kreis-
billard: Die Integration u¨ber die qq Komponente entlang des Orbits ist nach wie vor
eindimensional und wird exakt ausgefu¨hrt; diese fu¨hrt uns zur entsprechenden Periode
des Orbits. Die Integration u¨ber die u¨brige Dimension wird durch die Integration u¨ber
den Gruppenparameter (den Drehwinkel φ) abgedeckt. Die Spur wird hier also exakt
berechnet, eine Stabilita¨tsmatrix tritt in der Spur–Formel nicht mehr auf.
Falls nun aber k + 1 > d, entsteht oben beschriebenes Problem. Es ist aus diesem
Grund einfacher, von vornherein eine gemischte Darstellung der Greenschen Funktion
zu benutzen:
G(p,q′, E) =
〈
p
1
E − Hˆ q
′
〉
.
Eine semiklassische Na¨herung dieser Darstellung ergibt sich analog zu den Betrachtun-
gen, die zum Van Vleck–Propagator fu¨hren und lautet [19]:
Gskl(p,q′, E) =
(2pii~)(1−2d)/2
i~
∑
j∈{ko}
|Dj |1/2 exp
(
i
~
(
Sj(q,q′, E)− p·q
)− iµj pi2
)
(3.3)
mit
Dj = det
(
∂(p′, t)
∂(p, E)
∣∣∣∣
q′
)
. (3.4)
Dieser Ausdruck ist konsistent mit der entsprechenden Ortsdarstellung, es wird u¨ber alle
klassischen Orbits ”ko“ summiert, die im Ortsraum bei q
′ starten und im Impulsraum
bei p enden. Wir bilden die Spur von (3.3), indem wir u¨ber p und q′ integrieren;
das Integral ersteckt sich jetzt u¨ber 2d statt vorher nur d Variablen. Damit ist es
auch fu¨r k + 1 > d mo¨glich, die zur Richtung des Orbits und der Symmetrieparameter
geho¨renden Integrationsvariablen abzuspalten und in ein Integral der Form
∫
dqq dkµ(g)
zu transformieren. Fu¨r die Spur finden wir mit Sj(q,q′, E)− p·(q− q′) = Sj(p,q′, E):
TrGskl(E) =
(2pii~)(1−2d)/2
i~
∑
j∈{ko}
∫
Rd
∫
Rd
|Dj |1/2 exp
(
i
~
Sj(p,q′, E)− iµj pi2
)
ddp ddq′.
(3.5)
Die Variablen (p,q′) werden nun zu einem neuen Vektor zusammengefasst, der aus zwei
Anteilen η und ζ besteht. Die k+1 Komponenten von η sollen die Variablen von (p,q′)
bezeichnen, die zur Integration entlang des Orbits (η1 = qq) und u¨ber die Symmetrie–
Gruppe geho¨ren. Die anderen 2d− k − 1 Komponenten werden mit ζ bezeichnet. (3.5)
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nimmt in der neuen Notation nun folgende Form an:
(2pii~)(1−2d)/2
i~
∑
j∈{ko}
∫ ∫
|Dj |1/2 exp
(
i
~
Sj(η, ζ, E)− iµj pi2
)
d2d−k−1ζ dk+1η. (3.6)
Das Integral u¨ber ζ wird wieder mit Hilfe der Methode der stationa¨ren Phase ausgewer-
tet; die Bedingung lautet
∂Sj
∂ζ
= 0.
Dies fu¨hrt zu quasiperiodischen Orbits wie wir sie oben angesprochen haben. Fu¨r einen
gegebenen Vertreter einer Familie Γ liefern die u¨brigen η Komponenten die Integration
u¨ber diese Familie. Die klassische Wirkung aller Orbits innerhalb einer Familie ist gleich
und wird mit SΓ bezeichnet. Auf diese Weise la¨sst sich folgender Ausdruck finden:
TrGskl(E) =
(2pii~)−k/2
i~
∑
Γ∈{fpo}
∫
Rk+1
[
|D|1/2
∣∣∣∣det( ∂2SΓ∂ζ∂ζ
)∣∣∣∣−1/2
× exp
(
i
~
SΓ − iσΓpi2
)]
dk+1η,
(3.7)
wobei sich die Summe u¨ber alle Familien von periodischen Orbits ”fpo“ erstreckt und
σΓ den Maslov–Index analog zur Gutzwiller–Formel bezeichnet. Die Summation u¨ber
mehrfache Wiederholungen primitiver Orbits ist hier implizit in der Summation u¨ber Γ
enthalten.
Mit einigen trickreichen Determinanten–Umformungen und der mehrfachen Benut-
zung der Kettenregel kann gezeigt werden [19, 24], dass sich die Integration in (3.7) for-
mal zu einer Integration entlang des Orbit sowie einer Integration u¨ber das Haar-Maß
der Symmetriegruppe G transformieren la¨sst. Dabei entsteht ein Transformationsfaktor
KΓ, der nur invariante Gro¨ßen der Orbit–Familie und der Symmetriegruppe entha¨lt.
Das Ergebnis fu¨r die Spur der Green–Funktion ist
TrGskl(E) =
(2pii~)−k/2
i~
∑
Γ∈{fpo}
|KΓ|−1/2 exp
(
i
~
SΓ − iσΓpi2
)∫
G
∫ Tp,Γ
0
dtdµ(g)
=
(2pii~)−k/2
i~
∑
Γ∈{fpo}
Tp,ΓVΓ
|KΓ|1/2
exp
(
i
~
SΓ − iσΓpi2
)
. (3.8)
Es ergibt sich somit ein (k+1)–dimensionales Volumenintegral in Gro¨ßen der natu¨rlichen
Parametrisierung (t,θ) der Familie Γ. Die Integration u¨ber t liefert die primitive Periode
Tp,Γ der Orbits in Γ. Der Index ”p“ wurde gewa¨hlt, um die primitive Periode von der
Periode TΓ mehrfacher Wiederholungen zu unterscheiden. Die Integration u¨ber das
Haar–Maß der Symmetriegruppe ergibt ein Volumen, das wir mit VΓ bezeichnen.
Die Gro¨ße KΓ ist ein Produkt aus drei Faktoren:
KΓ = Q detWΓ det(M˜Γ − I). (3.9)
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Der Ausdruck det(M˜Γ − I) ist uns bereits aus der gewo¨hnlichen Spur–Formel bekannt.
Die 2(d − k − 1) × 2(d − k − 1)–Matrix M˜Γ gibt die Linearisierung einer Poincare´–
Abbildung an. Der Unterschied zur Stabilita¨tsmatrix der Gutzwiller–Formel ist folgen-
der: Durch die Methode der stationa¨ren Phasen werden (im vollen Phasenraum gese-
hen) nur mehr quasiperiodische Orbits bedingt. Dies bedeutet, dass zwar eine zeitliche
Entwicklung eines Punktes in Γ fu¨r eine Periode TΓ zu keinem geschlossenen Orbit
fu¨hrt, eine anschließende Symmetrieoperation gθΓ den Orbit jedoch schließen kann. So
la¨sst sich in natu¨rlicher Weise eine verallgemeinerte Periode (TΓ,θΓ) definieren. Der
Ausdruck ”quasiperiodisch“ bedeutet hier also ”geschlossen bis auf Symmetrie“. Die
Stabilita¨tsmatrix eines solchen quasiperiodischen Orbits gibt nur die Stabilita¨t fu¨r die
Komponenten des Phasenraums an, die nicht der zeitlichen Entwicklung entlang des
Orbits und der Richtung von Symmetrieoperationen entsprechen. Wir ko¨nnen uns (zu-
mindest fu¨r abelsche Symmetrien) von vornherein die Entwicklung des Systems in einem
durch die Konstanten der Bewegung reduzierten (2d − k − 1)–dimensionalen Phasen-
raum vorstellen. Quasiperiodische Orbits des Phasenraums werden in dieser Weise zu
echt periodischen Orbits im symmetrie–reduzierten Phasenraum. Fu¨r diese wird eine
Poincare´–Abbildung wie u¨blich auf einer transversalen Schnittfa¨che durch Festlegung
beliebiger Anfangsparameter (t0,θ0) definiert. Die Poincare´–Abbildung wirkt somit auf
2(d− k− 1)–dimensionalen Fla¨chen im (vollen) Phasenraum. Ihre Linearisierung ist M˜.
Beide Sichtweisen, also die Zeitentwicklung des Orbits mit anschließender Ru¨ckfu¨hrung
durch Symmetrie–Operation (in der Literatur als ”reduced surface of section mapping“
bezeichnet) und eine entsprechende Poincare´–Abbildung im reduzierten Phasenraum
(”surface of section mapping in reduced phase space“) sind gleichwertig.
Der mittlere Faktor in (3.9) ist durch die symmetrische Matrix
W =
(
∂θΓ(F)
∂F
)
(3.10)
bestimmt. Die Parameter θΓ = (θΓ,1, . . . , θΓ,k), ausgedru¨ckt durch die ersten Integrale
F, geben die zusa¨tzlich erforderliche Symmetrie–Operation an, um einen Orbit aus der
Familie Γ nach der zeitlichen Periode TΓ im vollen Phasenraum zu schließen. detW ist
also ein Maß dafu¨r, inwieweit periodische Orbits des reduzierten Phasenraums auch im
vollen Phasenraum periodisch sind oder ihren Anfangspunkt nach der entsprechenden
Anzahl von Wiederholungen verfehlen.
Es bleibt, den Faktor Q in (3.9) anzusprechen. Dieser ha¨ngt von der Kommutativita¨t
der vorgegebenen Symmetriegruppe ab. Wir sind bis jetzt von einer abelschen Gruppe
ausgegangen. Fu¨r diesen Fall tritt Q nicht auf, ist also identisch 1. Fu¨r nicht–abelsche
Gruppen ko¨nnen die Argumente, die zu (3.8) gefu¨hrt haben, verallgemeinert werden:
Es muss beru¨cksichtigt werden, dass die Orbit–Familien Hyperfla¨chen bilden, die im
Allgemeinen eine gro¨ßere Dimension als k + 1 haben und die Freiheitsgrade des Sys-
tems deshalb nicht einfach um die Anzahl der Konstanten reduziert werden ko¨nnen.
Es ergibt sich jedoch eine Spurformel in analoger Weise mit dem zusa¨tzlichen Faktor
Q, der die Wahl der Basis der Gruppe und deren Normierung widerspiegelt [24, 27].
Fu¨r Systeme, deren Erhaltungsgro¨ßen F1, F2 und F3 eine SU(2) oder SO(3) Algebra
bilden, ist Q = (F 21 + F
2
2 + F
2
3 )
−1 [24, 27]. Q entspricht hier also dem Inversen des
Casimir–Operators der Gruppe. Sind die Fi Drehimpulse, dann entspricht 1/
√
Q dem
Betrag des Gesamtdrehimpulses.
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Schließlich sollte bemerkt werden, dass der Fall auftreten kann, bei dem die Sym-
metriegruppe G im Phasenraum entartet wirkt. Damit ist Folgendes gemeint: Die k–
dimensionale Gruppe G wirkt auf den zuga¨nglichen Phasenraum, das heißt die 2d− 1–
dimensionale Energie–Hyperfla¨che. Falls nun k > 2d−1, dann ko¨nnen die infinitesimalen
Generatoren auf der Hyperfla¨che nicht mehr unabha¨ngig und damit ”lokal frei“ wirken.
Das bedeutet: Zu G existiert eine kontinuierliche Untergruppe N der Dimension k′ < k,
die einen gegebenen Orbit γ0 in sich selbst abbildet. Wir bezeichnen N als Isotropie-
gruppe von G. Dieser Fall tritt zum Beispiel fu¨r den isotropen Oszillator mit d > 1 auf;
die zugeho¨rige Symmetriegruppe ist U(d) und besitzt Dimension d2. In solchen Fa¨llen
ko¨nnen verschiedene Orbits einer Familie nicht eindeutig durch Gruppenelemente g ∈ G
gekennzeichnet werden, sondern vielmehr durch Nebenklassen gN . Die Orbits geho¨ren
zu (k − k′)–parametrischen Familien. Auf G/N la¨sst sich ein zugeho¨riges Haar-Maß µ˜
definieren, das die Integration u¨ber die Gruppe liefert. Es resultiert eine Spurformel,
die die gleiche Form wie (3.8) besitzt, aber u¨ber Orbit–Familien bezu¨glich der Gruppe
G/N summiert wird.
3.3 Zusammenfassung
Wir schreiben abschließend die Spur der semiklassischen Green–Funktion (3.8) expli-
zit als Summe u¨ber Familien aus primitiv periodischen Orbits (abku¨rzend mit ”fppo“
bezeichnet) und ihren Wiederholungen r. Wir erhalten
TrGskl(E) =
(2pii~)−k/2
i~
∑
Γ∈{fppo}
TΓVΓ
|Q|1/2
∞∑
r=1
exp
(
i
~rSΓ − iσΓ,r pi2
)∣∣∣detWΓ,r det(M˜rΓ − I)∣∣∣1/2 . (3.11)
Die semiklassische Na¨herung fu¨r den oszillierenden Anteil der Zustandsdichte lautet
dann
δg(E) = − 1
pi
lim
Im(E)→0+
Im (TrGskl(E))
=
(2pi~)−k/2
pi~
∑
Γ∈{fppo}
TΓVΓ
|Q|1/2
∞∑
r=1
cos (rSΓ(E)/~− σΓ,rpi/2− kpi/4)∣∣∣detWΓ,r det(M˜rΓ − I)∣∣∣1/2 . (3.12)
3.4 Beispiele und Ausblick
Eine Anwendung fu¨r die Formel (3.12) ist beispielsweise das zweidimensionale Kreisbil-
lard (in der x− y–Ebene). Neben der Energie ist der Drehimpuls F1 = Lz = xpx − ypy
eine Erhaltungsgro¨ße des Systems, das deswegen integrabel ist. Bahnen im Inneren
des Kreises verlaufen geradlinig und werden nach dem Prinzip ”Einfallswinkel = Aus-
fallswinkel“ an der Berandung reflektiert. Periodische Bahnen lassen sich (in zweidi-
mensionalen Billards allgemein) durch die Zahl N der Ecken und eine Windungszahl w
charakterisieren; der Polarwinkel der Reflexionspunkte u¨berstreicht in einer Periode den
Wert 2piw. Diese Zuordnung ist jedoch nicht eindeutig: Zu einem Paar (N,w) ko¨nnen
mehrere verschiedene Bahnen existieren. Die Erhaltungsgro¨ße Lz erzeugt eine Rotation,
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gegenu¨ber der das System invariant bleibt: Es liegt die (kontinuierliche) Symmetrie-
gruppe U(1) vor. Die Kreissymmetrie erzeugt aus einem gegebenen periodischen Orbit
(zum Beispiel dem (2, 1)–Orbit entlang des Durchmessers) eine Familie unendlich vieler
entarteter Bahnen. Ist die Symmetriegruppe richtig erkannt, liefert die verallgemeiner-
te Spurformel (3.11) mit einigen rein geometrischen U¨berlegungen wie der Anzahl der
Reflektionspunkte und La¨nge eines Orbits ein Resultat, wie es beispielsweise Reimann
et al. in [28] besta¨tigt wird: Die Zustandsdichte wurde in diesem Fall direkt u¨ber eine
dem Problem angepasste Na¨herung der semiklassischen Green–Funktion ohne explizite
Betrachtung von Symmetriegruppen berechnet.
Weitere Beispiele von Billards mit kontinuierlicher Symmetrie sind das gleichschenk-
lige Dreieck oder das Rechteck. Bei diesen Systemen ist der Symmetrieparameter peri-
odischer Bahnen durch den Ort des Startpunkts entlang einer Seite der Berandung ge-
geben. Weitere Einzelheiten finden sich in [8]. Beide Systeme wurden hier erwa¨hnt, weil
sie eine Besonderheit aufweisen: Sie besitzen eine diskrete Symmetrie der Berandung.
Beispielsweise la¨sst jede Drehung des Dreiecks um Vielfache von 2pi/3 die Orbits im
Billard invariant, oder anders ausgedru¨ckt: Die Orbits im System sind im Allgemeinen
zusa¨tzlich 3–fach (diskret) entartet. Eine αΓ–fache diskrete Entartung beru¨cksichtigt
man in (3.12) durch Ersetzen von VΓ durch VΓ/αΓ.
Eine weitere, jedoch ho¨chst nicht–triviale Anwendung der Spurformel ergibt sich fu¨r
den zweidimensionalen isotropen harmonischen Oszillator. Die Orbit–Familien werden
durch die vierdimensionale Symmetriegruppe U(2) erzeugt [27]. Diese nicht–abelsche
Gruppe wirkt im Phasenraum auf der dreidimensionalen Energie–Hyperfla¨che lokal ab-
ha¨ngig; dadurch mu¨ssen alle auf Seite 21 erwa¨hnten Hinweise fu¨r nicht–abelsche, ent-
artet–wirkende Gruppen beru¨cksichtigt werden. Insbesondere ist die Bestimmung des
Phasenindex σΓ,r keine leichte Aufgabe; tatsa¨chlich fehlt bis heute eine allgemeine Me-
thode zur Berechnung der Phasenindizes fu¨r Systeme mit ho¨her–dimensionalen, nicht–
abelschen Symmetrien. Weitere Anmerkungen dazu ko¨nnen im Anhang A.3.2 gefunden
werden. Wir widmen dem isotropen Oszillator auf Seite 45 ein eigenes Kapitel. Dort
wollen wir auch erstmals versuchen, die Zustandsdichte des anisotropen Oszillators mit
beliebigem rationalen Frequenzverha¨ltniss innerhalb der semiklassischen Na¨herungen zu
berechnen. Wir werden feststellen, dass wir uns dabei auch mit der Frage bescha¨ftigen
mu¨ssen, wie mit Systemen umzugehen ist, die außer einer kontinuierlichen Symmetrie
eine zusa¨tzliche diskrete Symmetrie besitzen.
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Kapitel 4
Orbitfamilien und Reduktion diskreter Symmetrien
In den vorherigen Kapiteln haben wir semiklassische Na¨herungen der Zustandsdichte
fu¨r Systeme mit sowohl rein isolierten periodischen Orbits als auch fu¨r Systeme mit
kontinuierlichen Symmetrien und ihren Orbit-Familien betrachtet. In der Praxis treten
jedoch oft Fa¨lle auf, bei denen eine zusa¨tzliche, diskrete Symmetrie vorhanden ist: Dies
kann zum Beispiel die Symmetrie sein, die die Berandung eines Billards vorgibt, wie
etwa in zwei Dimensionen bei einem Quadrat Drehungen um pi/2. Das Auftreten einer
diskreten Symmetrie muss natu¨rlich nicht immer so anschaulich sein, wie in diesem Bei-
spiel. Insbesondere schra¨nken wir die Wirkung der Symmetrie nicht auf den Ortsraum
ein, sondern erlauben den gesamten Phasenraum.
Aus einer diskreten Symmetrie la¨sst sich im Allgemeinen nicht wie bei einer konti-
nuierlichen Symmetrie die Erhaltung einer physikalischen Gro¨ße folgern und damit die
Dimension des Phasenraums reduzieren. Sie la¨sst es jedoch zu, die volle Dynamik auf
ein Teilstu¨ck des Phasenraums zu beschra¨nken, da sich die Dynamik außerhalb durch
Symmetrie fortsetzen la¨sst. Es stellt sich die Frage, auf welche Weise sich die semiklas-
sische Zustandsdichte eines Systems mit diskreter Symmetrie entsprechend reduzieren
la¨sst.
Wir werden dazu in diesem Kapitel eine Verallgemeinerung der bis jetzt betrachteten
semiklassischen Spurformeln herleiten. Wir folgen dabei Robbins [29], Lauritzen [30]
und Seligman et al. [31]. Die Diskussion in der Literatur beschra¨nkt sich jedoch auf
die Gutzwillersche Formel und daher auf isolierte Orbits. Wir verallgemeinern nun die
Theorie auf Systeme, bei denen Orbit–Familien auftreten.
Das Vorgehen ist wie folgt: Das Auftreten einer Symmetrie des Hamilton–Operators
Hˆ erlaubt die Zerlegung des Hilbert–Raums in invariante Unterra¨ume, die zu irredu-
ziblen Darstellungen der Symmetriegruppe geho¨ren. Das gilt sowohl fu¨r diskrete als
auch kontinuierliche Gruppen. Wir betrachten die Projektion auf die Unterra¨ume der
diskreten Symmetrie. Die dazu no¨tige Notation fu¨hren wir im ersten Abschnitt 4.1 des
Kapitels ein.
Im zweiten Abschnitt behandeln wir zuna¨chst den oszillierenden Anteil der Zustands-
dichte. Wir projizieren dazu die energieabha¨ngige Green–Funktion und erhalten entspre-
chend reduzierte Funktionen, die sich semiklassisch na¨hern lassen. Sie liefern Spurfomeln
fu¨r Dichten, die zu den jeweiligen irreduziblen Darstellungen geho¨ren. Sie werden im
Folgenden meist einfach als reduzierte Zustandsdichten bezeichnet. Wir zeigen anschlie-
ßend, dass der oszillierende Anteil der vollen Zustandsdichte durch Summation der
reduzierten Dichten rekonstruiert werden kann.
Im dritten Abschnitt reduzieren wir den stetigen Thomas–Fermi–Anteil der Zustands-
dichte. Wir berechnen dabei die Projektionen auf die Unterra¨ume mit Hilfe der Wigner–
Transformation des Projektionsoperators.
In letzten Abschnitt 4.4 demonstrieren wir schließlich die Anwendung der Formeln fu¨r
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den inkommensurablen Oszillator. Wir finden eine vollsta¨ndige Zerlegung der Zustands-
dichte bezu¨glich der irreduziblen Darstellungen der Spiegelsymmetrie. Die Reduktion
wird sich anschaulich durch das Auftreten zweier unterschiedlicher Typen des selben
periodischen Orbits verstehen lassen.
Der Nutzen des allgemeinen Resultats, der Reduktion ganzer Orbitfamilien, wird
erst im na¨chsten Kapitel sichtbar werden, in dem wir uns mit dem zweidimensionalen
Oszillator mit rationalem Frequenzverha¨ltnis bescha¨ftigen: Er bietet eine natu¨rliche und
anschauliche Anwendung fu¨r ein System mit sowohl kontinuierlicher als auch diskreter
Symmetrie.
4.1 Die Projektion
Wir gehen von einer diskreten Symmtriegruppe C aus, die den Hamilton-Operator Hˆ
des Systems invariant la¨sst. Die Gruppe bestehe aus Elementen c ∈ C, deren Wirkung
im Hibert–Raum durch unita¨re Operatoren Uˆ(c) dargestellt werden ko¨nnen. Es gilt
Hˆ = Uˆ(c)HˆUˆ †(c), c ∈ C.
Im Folgenden wird mit ”e“ die Identita¨t der Gruppe bezeichnet. Wir nehmen weiter
an, dass die Gruppe im klassischen Phasenraum P wie eine kanonische Transformation
wirkt und mit dem Hamiltonschen Fluss J dH(t) vertauscht. Das bedeutet
J dH(t) = c (J dH(t)) c−1, c ∈ C.
Die Gruppe C erlaubt eine Zerlegung des quantenmechanischen Hilbert–Raums H in
Unterra¨ume Hλ, die unter der Wirkung von C invariant sind:
H =
⊕
λ
Hλ.
Der Hamilton–Operator Hˆ kann auf die jeweiligen Unterra¨ume eingeschra¨nkt werden
und la¨sst sich damit blockdiagonalisieren [20, 21, 32]. Wir ko¨nnen schreiben
Hˆ =
⊕
λ
Hˆλ ,
wobei Hˆλ die Einschra¨nkung von Hˆ auf den λ–ten Block bedeutet. Ein invarianter Unter-
raum kann im Allgemeinen weiter in invariante Unterra¨ume niederer Dimension zerlegt
werden. Dies fu¨hrt schließlich auf eine Zerlegung von H in Unterra¨ume, die nicht weiter
reduziert werden ko¨nnen. Die Einschra¨nkung von Uˆ(c) auf einen solchen Raum definiert
eine irreduzible, unita¨re Darstellung von C. Die Anzahl der irreduziblen Darstellungen
einer diskreten Gruppe ist abza¨hlbar und durch die Anzahl der Konjugationsklassen
bestimmt [23], wir nummerieren diese mit der ganzen Zahl λ ∈ N0. Die orthogonale
Projektion auf den irreduziblen Unterraum λ ist gegeben durch den Operator [22]:
Pˆλ =
dλ
|C|
∑
c∈C
χ∗λ(c)Uˆ(c). (4.1)
Die Summe la¨uft u¨ber alle Gruppenelemente, χλ(c) gibt den Charakter der Konjugati-
onsgruppe des jeweiligen Elements in der λ–ten irreduziblen Darstellung an. dλ ist die
Dimension der irreduziblen Darstellung und |C| die Gruppenordung.
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4.2 Reduktion des oszillierenden Anteils
4.2.1 Semiklassische Na¨herung im reduzierten Phasenraum
Wir betrachten die Projektion der energieabha¨ngigen Green–Funktion Gˆ(E) = (E −
Hˆ)−1 auf einen irreduziblen Unterraum von C. Die auf die λ–te irreduzible Darstellung
von C reduzierte Green–Funktion lautet dann
Gˆλ(E) = Pˆλ(E − Hˆ)−1Pˆλ = Pˆλ(E − Hˆ)−1. (4.2)
Dabei wurde ausgenutzt, dass Pˆ mit Hˆ vertauscht und außerdem die Eigenschaft Pˆ 2 =
Pˆ eines Projektionsoperators erfu¨llt.
Es ist nun mo¨glich, fu¨r die reduzierte Green-Funktion die u¨blichen semiklassischen
Na¨herungen durchzufu¨hren, analog zur Vorgehensweise, wie sie in den Kapiteln 2 und 3
vorgestellt wurde. Dies liefert einen entsprechenden Ausdruck, der jedoch mit Vorfakto-
ren modifiziert werden muss, die sich aus (4.1) ergeben [29, 31, 33]. Wir arbeiten mit der
Green–Funktion in gemischter Darstellung, also in Orts– und Impulskoordinaten. Diese
Darstellung ist vorteilhaft, wenn nach Reduktion weitere, insbesondere nicht–abelsche
kontinuierliche Symmetrien vorhanden sind (siehe Seite 19). Aus (4.2) folgt mit (3.3)
fu¨r die semiklassische Na¨herung der reduzierten Green–Funktion:
Gskl,λ(p,q′, E) =
dλ
|C|
∑
c∈C
χ∗λ(c)Gskl(cp,q
′, E)
=
(2pii~)(1−2d)/2
i~
dλ
|C|
∑
j∈{ko}
q′→cp
c∈C
[
χ∗λ(c) |Dj |1/2
× exp
(
i
~
(
Sj(q,q′, E)− p·q
)− iµj pi2
)]
.
(4.3)
Die Summe la¨uft u¨ber klassische Orbits ”ko“, die bei Energie E vom Anfangsort q zu
Endimpulsen cp, c ∈ C, laufen. Neben dem gewohnten Orbit q′ → p treten also explizit
alle Orbits mit Impulsen cp am Ende auf, die durch Symmetrie miteinander in Bezie-
hung stehen. Wir ko¨nnen die weiteren U¨berlegungen auf einen beliebigen Orbit dieser
Menge beschra¨nken, denn nach Voraussetzung erha¨lt die Symmetriegruppe die symplek-
tische Form p·dq und damit die in (4.3) auftretenden Gro¨ßen. Es ist deshalb sinvoll, den
Phasenraum P auf einen symmetrie–reduzierten Phasenraum Pred einzuschra¨nken und
(4.3) in den Koordinaten von Pred auszudru¨cken. Zur Konstruktion von Pred betrach-
ten wir eine Teilmenge Pprim ⊂ P des Phasenraums mit der Eigenschaft, dass unter der
Wirkung aller Gruppenelemente von C auf Pprim der gesamte Phasenraum u¨berdeckt
wird. Die U¨berdeckung soll (bis auf Randpunkte von Pprim) disjunkt sein. Wir nennen
Pprim dann eine primitive Einheitszelle des Phasenraums. Der Begriff ist in Analogie
zum Begriff der Einheitszelle gewa¨hlt, wie er in der Festko¨rperphysik Verwendung fin-
det. Innerhalb einer primitiven Einheitszelle ko¨nnen keine zwei verschiedenen Punkte
durch nichttriviale Symmetrieoperation aufeinander abgebildet werden. Durch Identifi-
kation von Punkten auf dem Rand von Pprim, die bezu¨glich von Symmetrieoperationen
aus C in Beziehung stehen, also durch Zusammenheften von Pprim an diesen Punkten,
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Abbildung 4.1: Eine Trajektorie in der primitiven
Einheitszelle. Sie startet im Punkt x˜′ und sto¨ßt
zum Zeitpunkt t1 an die untere Berandung. Von
dort aus springt die Trajektorie zum Symmetrie-
punkt c1 x˜(t1), der zum Beispiel auf der oberen
Berandung liegt und entwickelt sich von dort aus
weiter. Zur Zeit t = t2 springt sie ein weiteres
mal bis sie schließlich bei t = T zum Endpunkt
x˜ angelangt ist. Sie hat insgesamt die Symmetrie-
operation c2c1 aufgesammelt.
PSfrag replacements
x˜
′ = x˜(0)
x˜(t1)
c1 x˜(t1)
c1 x˜(t2)c2c1 x˜(t2) x˜ = c2c1 x˜(T )
Pprim
erzeugen wir den symmetrie–reduzierten Raum Pred mit Koordinaten (q˜, p˜). Er ist ein
eigener Phasenraum fu¨r sich, denn er erbt die symplektische Form dp ∧ dq von P.
Orbits des vollen Phasenraums ko¨nnen auf Orbits des reduzierten Raums abgebildet
werden und andersherum: Sei ein Orbit in P vom Punkt x(t = 0) = x′ = (q′,p′) zum
Punkt x(t = T ) = x = (q,p) vorgegeben. Wir ko¨nnen die Lage der primitiven Einheits-
zelle so wa¨hlen, dass der Anfangspunkt in ihr liegt. Der Endpunkt der Trajektorie liegt
im Allgemeinen außerhalb, ist jedoch durch eine entsprechende Symmetrieoperation ce
mit einem Punkt x˜ ∈ Pprim verbunden:
x˜ = cex. (4.4)
Lassen wir nun x(t) und ebenso die zugeho¨rige Trajektorie x˜(t) der Einheitszelle zeitlich
entwickeln. Die beiden Trajektorien stimmen anfangs u¨berein. Nach einer gewissen Zeit
ko¨nnen die Trajektorien an den Rand von Pprim stoßen. Sei dies zur Zeit t1 zum ersten
Mal der Fall. Wa¨hrend sich der Orbit x(t) in P stetig weiterentwickelt, springt der
Randpunkt x˜(t1) zu dem ihm symmetrischen Punkt c1x˜(t1), c1 ∈ C, der ebenfalls auf
dem Rand von Pprim liegt. Die zeitliche Entwicklung innerhalb von Pprim geht dann
vom zweiten Randpunkt aus weiter, bis zur Zeit t2 wieder ein Randpunkt erreicht
wird, und so weiter. Der Vorgang wird in Abbildung 4.2.1 veranschaulicht. Die Orbits
sind in Ppim also unstetig und werden erst durch die Identifikation dieser Punkte bei
der Faltung zu Pred stetig. Die Abbildung von Randpunkt zu Randpunkt ist in zwei
Fa¨llen trivial (c1 = e): Zum einen, wenn der Randpunkt ein stationa¨rer Punkt des
Systems ist. Das bedeutet jedoch, dass er bereits als Startpunkt gewa¨hlt wurde, denn
ein stationa¨rer Phasenraumpunkt wird nicht von einer Trajektorie gekreuzt. Der andere,
interessantere Fall tritt auf, wenn Orbits existieren, die komplett auf dem Rand der
Einheitszelle liegen. Diese mu¨ssen bei der Symmetrie–Reduktion besonders behandelt
werden. Wir werden im folgenden Abschnitt darauf zuru¨ckkommen. Schließlich ist zur
Zeit T der Endpunkt der Trajektorie des vollen Phasenraums erreicht. Die Spru¨nge der
projizierten Trajektorie bis zur Zeit T ko¨nnen durch eine Funktion c(T ) aufgesammelt
werden: Fixieren wir c(0) = e und nehmen an, dass zur Zeit tk der kte Randkontakt
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mit Symmetrie ck vorliegt. Dann gilt mit der Heavside–(Stufen)Funktion Θ(t):
c(t) = Θ(t1 − t) e
+Θ(t− t1)Θ(t2 − t) c1e
+Θ(t− t2)Θ(t3 − t) c2c1e+ . . . .
(4.5)
Die Funktion c(t) ist stu¨ckweise konstant und macht nur dann Spru¨nge, wenn ein Rand-
punkt von Pprim erreicht ist. In Pprim bekommen wir:
x˜(T ) = c(T )x(T ).
Das Gruppenelement c(T ) gibt also gerade die Symmetrieoperation ce aus (4.4) an,
die den Endpunkt der Trajektorie x(t) und den Endpunkt der auf Pprim projizierten
Trajektorie x˜(t) verbindet. Ein vorgegebener Orbit in P la¨sst sich auf diese Weise auf
einen Orbit in Pprim (beziehungsweise in Pred) abbilden. Die Umkehrung der Projektion
ist nicht eindeutig, denn durch die Festlegung eines Orbits x˜′ → x˜ in Pred werden
alle Orbits im vollen Phasenraum ausgezeichnet, die bei x˜(0) starten und bei Punkten
c x˜(T ), (c ∈ C), enden. Die Summe in (4.3) kann deswegen auch als Summe u¨ber Orbits
in Pred von q˜′ zu p˜ geschrieben werden. Gro¨ßen wie die klassische Wirkung und die
Van Vleck–Determinante bleiben wegen der Erhaltung der Form p·dq unter kanonischer
Transfomation invariant [29, 12] und ko¨nnen in x˜ Koordinaten geschrieben werden. Wir
erhalten
Gskl,λ(p,q′, E) =
(2pii~)(1−2d)/2
i~
dλ
|C|
∑
j∈{ko}
q˜′→p˜
[
χ∗λ(c(Tj))
∣∣∣D˜j∣∣∣1/2
× exp
(
i
~
(
Sj(q˜, q˜′, E)− p˜·q˜
)− iµjpi/2)].
(4.6)
4.2.2 Die reduzierte Zustandsdichte
Nun ko¨nnen wir ausgehend von (4.6) die Spur der Green–Funktion bilden, um einen
Ausdruck fu¨r die reduzierte Zustandsdichte zu gewinnen. Dazu integrieren wir u¨ber p
und q′, genau wie in (3.5). Der Integrationsbereich erstreckt sich u¨ber den gesamten
Phasenraum P. Da die Gro¨ßen in (4.6) nur von Koordinaten des reduzierten Phasen-
raums abha¨ngen, ko¨nnen wir den Integrationsbereich auf Pprim einschra¨nken und das
Integral mit der Gruppenordnung multiplizieren (Pprim ist eine disjunkte U¨berdeckung
von P). Die Na¨herung an stationa¨ren Phasen liefert eine Bedingung fu¨r quasiperiodische
Orbits, wie sie in Kapitel 3 besprochen wurden, nun allerdings fu¨r Orbits in Pred. Die
Auswertung des Integrals kann analog wie in den Gleichungen (3.3) bis (3.11) erfolgen
und ergibt mit den dortigen Bezeichnungen
TrGskl,λ(E) =
(2pii~)−k/2
i~
dλ
∑
eΓ∈{fppo}red
TeΓVeΓ
|Q|1/2 |NeΓ|
×
∞∑
r=1
χ∗λ(ceΓ,r) exp
(
i
~rSeΓ − iσeΓ,r pi2
)
∣∣∣detWeΓ,r det(M˜reΓ − I)∣∣∣1/2 .
(4.7)
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Zu dieser Gleichung sind noch einige Bemerkungen notwendig: Die erste Summe
erstreckt sich u¨ber alle Familien Γ˜ von primitiv periodischen Orbits im reduzierten
Phasenraum, die zweite Summe za¨hlt die Wiederholungen r der primitiven Periode
TeΓ. Ein periodischer Orbit in Pred mit primitiver Periode TeΓ ist in P im Allgemeinen
nicht periodisch, die Anfangs– und Endpunkte stehen jedoch durch diskrete Symmetrie
miteinander in Verbindung. Bei genu¨gender Anzahl von Wiederholungen des primitiv
periodischen Orbits schliesst sich auch der Orbit in P: der periodische Orbit in Pred
ist also ein Teilstu¨ck eines periodischen Orbits des vollen Phasenraums. Tatsa¨chlich ist
die Stu¨ckelung zeitlich a¨quidistant, denn der Hamiltonsche Fluss, parametrisiert durch
die Zeit, vertauscht mit den Operationen der Symmetriegruppe. Wir werden dies im
Abschnitt 4.2.4 u¨ber die Rekonstruktion der vollen Zustandsdichte genauer begru¨nden.
χλ(cΓ˜) ist der Charakter des Gruppenelements, das alle Symmetrieoperationen bei
Randkontakten von Pprim fu¨r einen Orbit aus Γ˜ aufsammelt. Wiederholungen r der
primitiven Periode mu¨ssen explizit beru¨cksichtigt werden.
Die Spurformel entha¨lt eine 2(d− k − 1)–dimensionale Stabilita¨tsmatrix M˜Γ˜, voraus-
gesetzt, eine eventuell in Pred wirkende kontinuierliche Symmetriegruppe fu¨llt nicht den
gesamten reduzierten Phasenraum aus und es werden Richtungen in stationa¨rer Pha-
senna¨herung integriert. Die Stabilita¨tsmatrix eines gegebenen Orbits im reduzierten
Phasenraum unterscheidet sich jedoch von der Stabilita¨tsmatrix m˜eΓ der zugeho¨rigen
(im Allgemeinen nicht geschlossenen) Trajektorie im vollen Phasenraum [30], denn die
Symmetrieoperation ceΓ,r, die den Orbit von P auf Pprim projiziert, muss miteinbezogen
werden. Als Bezeichnung wurde ein Kleinbuchstabe gewa¨hlt, denn m˜eΓ entspricht nicht
einer Stabilita¨t eines geschlossenen Orbits in P. Beru¨cksichtigen wir die zusa¨tzliche
Symmetrietransformation durch ihre entsprechende Linearisierung L˜ceΓ,r , dann stehen
beide Stabilita¨tsmatrizen auf folgende Weise zueinander in Beziehung:
M˜reΓ = L˜ceΓ,rm˜reΓ =
∂
“
ceΓ,rq⊥”
∂q⊥ 0
0
∂
“
ceΓ,rp⊥”
∂p⊥
 m˜reΓ. (4.8)
Die Komponenten (q⊥,p⊥) von (q,p) kennzeichnen hier Richtungen ”senkrecht“ zur
Orbit–Familie, also die Richtungen, die in stationa¨rer Phasenna¨herung integriert werden.
L˜ceΓ,r ist die Untermatrix einer Darstellung LceΓ,r des Gruppenelementes ceΓ,r und wirkt in
dem Unterraum {(q⊥,p⊥)} des Phasenraums. Sie tra¨gt daher wie die Stabilita¨tsmatrix
ein Tilde.1
Im Vergleich zur Spurformel (3.12) tritt in (4.7) noch eine zusa¨tzliche Gro¨ße auf:
Ein Faktor |NeΓ|, der fu¨r eine korrekte Behandlung von Randorbits sorgt. Orbits, die
auf Ra¨ndern der primitiven Einheitszelle liegen, stellen sich in unterschiedlicher Wei-
se als problematisch heraus: Der Integrationsbereich des Spur–Integrals wurde auf die
Einheitszelle eingeschra¨nkt und das Integral mit der Anzahl der Gruppenelemente mul-
tipliziert. U¨blicherweise wird fu¨r eine Familie Γ˜, bei der Richtungen ”senkrecht“ zur
Familie in zweiter Ordnung der Wirkung integriert werden, der Integrationsbereich die-
ser Integration ins Unendliche ausgedehnt. Ra¨nder ko¨nnen dabei ignoriert werden, wenn
1Beachte den Unterschied: Ein Tilde bei Matrix–Darstellungen eLceΓ,r bedeutet die Einschra¨nkung der
Darstellung auf den fu¨r die Stabilita¨t relevanten Unterraum, wa¨hrend ein Tilde im Index wie fu¨r die
Orbitfamilie eΓ die Symmetriereduktion von Γ auf den reduzierten Phasenraums kennzeichnet.
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der Abstand zwischen Orbit und Rand makroskopisch ist. Dies ist im Allgemeinen der
Fall. In der Einheitszelle liegen jedoch Ra¨nder vor, die es im vollen Phasenraum nicht
gibt. Diese Ra¨nder sind Symmetriefla¨chen in P, also Oberfla¨chen, die punktweise durch
eine Untergruppe NeΓ ⊂ C invariant bleiben. Liegt eine Orbitfamilie auf einer derartigen
Fla¨che, ist das obige Intergrationsverfahren fu¨r die primitive Einheitszelle nicht gerecht-
fertigt. Wir ko¨nnen jedoch speziell fu¨r diese Orbits eine Einheitszelle wa¨hlen, die nur
die Symmetrie beru¨cksichtigt, die die Orbits nicht invariant la¨sst, also bezu¨glich C/NeΓ
definiert ist.2 Unter der Wirkung von C/NeΓ u¨berdeckt dieser Bereich den gesamten Pha-
senraum, so dass das Ergebnis der Integrale insgesamt um die Gruppenordnung |NΓ˜|
reduziert wird [29].
Ein zweites Problem betrifft die Behandlung der Stabilita¨t der Randorbits. Sie ko¨nnen
andere Stabilita¨ten aufweisen, als wenn der Rand nicht vorhanden wa¨re. Dies la¨sst
sich folgendermaßen verstehen: Denken wir uns einen Randorbit um eine infinitesimale
Gro¨ße ² von der Symmetrieoberfla¨che in die primitive Einheitszelle verschoben. Kenn-
zeichnen wir den verschobenen Endpunkt des Orbits durch x˜². Dann ist die linearisierte
Poincare´–Abbildung zwischen Anfangs– und Endpunkt wohldefiniert. Bei der zeitlichen
Entwicklung zwischen den Punkten sammelt der Orbit gewisse Symmetrieoperationen
auf, die durch ceΓ,r beru¨cksichtigt werden. Ist der Endpunkt erreicht, dann ist es jetzt
zusa¨tzlich mo¨glich, mit Symmetrieoperationen n ∈ NΓ˜ den Endpunkt auf die Punkte
nx² abzubilden, denn diese fallen im Limes ²→ 0 wieder zusammen. Genau diese Sym-
metrieoperation muss analog zu (4.8) zusa¨tzlich in die Stabilita¨tsmatrix mit eingehen.
Insgesamt wird die Stabilita¨tsmatrix m˜reΓ also mit L˜nL˜ceΓ,r , n ∈ NΓ˜, modifiziert.
4.2.3 Zusammenfassung
Wir ko¨nnen nun zusammenfassend versuchen, die U¨berlegungen fu¨r Randorbits in der
Spurformel (4.7) explizit auszudru¨cken. Alle durch Randorbits in die Formel eingehen-
de Gro¨ßen werden ausgeschrieben, insbesondere oben angesprochene Symmetrieopera-
tionen n. Dadurch la¨sst sich die Operation ceΓ,r fu¨r mehrfache Wiederholungen der
primitiven Periode einfach als Produkt creΓ schreiben.
TrGskl,λ(E) =
(2pii~)−k/2dλ
i~
∑
eΓ∈{fppo}red
TeΓVeΓ
|Q|1/2 |NeΓ|
×
∑
n∈NeΓ
∞∑
r=1
χ∗λ(n c
reΓ) exp
(
i
~rSeΓ − iσeΓ,r pi2
)
∣∣∣detWeΓ,r det(L˜nM˜reΓ − I)∣∣∣1/2 .
(4.9)
mit
M˜eΓ = L˜ceΓm˜eΓ
und
L˜c =
(
∂(cq⊥)
∂q⊥ 0
0 ∂(cp⊥)∂p⊥
)
, c ∈ C.
2Der U¨bergang zu Nebenklassen ist nicht neu. Ein analoges Vorgehen wurde bereits fu¨r kontinuierliche
Symmetrien beim Auftreten entartend wirkender Gruppen benutzt. Die entsprechenden Untergrup-
pen wurden dort Isotropiegruppen genannt, siehe Seite 22.
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4.2.4 Rekonstruktion
Es stellt sich die Frage, wie sich die volle oszillierende Zustandsdichte δg(E) aus den
reduzierten Dichten δgλ(E) rekonstruieren la¨sst. Wegen der Vollsta¨ndigkeit des Projek-
tionsoperators,
∑
λ Pˆλ = Iˆ, gilt fu¨r die Spur der Green–Funktion:∑
λ
Tr Gˆλ(E) = Tr Gˆ(E). (4.10)
Wir wenden die Summation auf die entsprechenden semiklassischen Ausdru¨cke (4.9) an.
Hierbei la¨sst sich die Orthogonalita¨t der Gruppencharaktere ausnutzen, wenn wir die
Summation u¨ber die irreduziblen Darstellungen mit den Summationen in (4.9) vertau-
schen: Fu¨r zwei Gruppenelemente ci, cj mit ihren Konjugationsklassen Ci, Cj gilt [23]:∑
λ
dλχλ(ci)χ∗λ(cj) =
|C|
|Ci|δci,cj
Setzen wir nun cj = e. Im Hinblick auf unsere spa¨teren Anwendungen nehmen wir
vereinfachend an, C sei abelsch. Dann ist χ∗λ(e) = 1 fu¨r alle λ, denn jede irreduzible
Darstellung ist eindimensional, dλ = 1. Außerdem bildet jedes Gruppenelement seine
eigene Konjugationsklasse und es ist |Ci| = 1. Ein Vergleich mit (4.9) zeigt, dass jeweils
nur der Term zur Summe (4.10) beitra¨gt, fu¨r den es ein r gibt mit:
n creΓ = e. (4.11)
Diese Bedingung bedeutet gerade, dass sich die primitiven Orbits aus der Familie Γ˜ des
reduzierten Phasenraums nach r Wiederholungen auch im vollen Phasenraum P schlie-
ßen sollen. Denn die Operation n creΓ verbindet ja gerade Anfangs– und Endpunkt einer
entsprechenden Trajektorie in P. Zur Summe tragen also nur periodische Orbits des
vollen Phasenraums bei, so wie wir es auch erwarten wu¨rden. Die Zahl r kann natu¨rlich
fu¨r verschiedene primitive Familien Γ˜ unterschiedlich sein. Wir wa¨hlen r so, dass es
jeweils die kleinste Zahl ist, die die Bedingung (4.11) erfu¨llt. Dann sind die erzeugten
periodischen Orbits in P primitiv. Die zugeho¨rigen Familien bezeichnen wir mit Γ.3 Die
Stabilita¨tsmatrix in (4.9) geht dann ebenfalls in einen entprechenden Ausdruck u¨ber:
LnM˜rΓ˜ = LnLcreΓ︸ ︷︷ ︸
=Le=I
m˜reΓ = m˜reΓ.
m˜reΓ ist gerade die Stabilita¨tsmatrix fu¨r einen primitiv periodischen Orbit im vollen
Phasenraum P. Wir hatten diese mit M˜Γ bezeichnet.
m˜reΓ = M˜Γ.
Im reduzierten Phasenraum wirkt die gleiche kontinuierliche Symmetriegruppe wie im
vollen Phasenraum, deswegen ist
VeΓ = VΓ,
3Beachte, dass Γ nun kein Tilde ˜ mehr tra¨gt.
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außerdem folgt aus der Definition des reduzierten Raums
rSeΓ = SΓ.
Auch der Maslov–Index σeΓ,r der r–ten Wiederholung eines Orbits aus Γ˜ ist gerade der
Index des zugeho¨rigen primitiven Orbits aus Γ,
σeΓ,r = σΓ,1,
denn er ist eine topologische Eigenschaft des primitiv periodischen Orbits in P, die
nicht vom speziellen Startpunkt der Trajektorie und damit einer speziellen Wahl der
Einheitszelle abha¨ngen darf.
Es stellt sich insbesondere noch die Frage, wie wir die Summe u¨ber alle Familien
primitiv periodischer Orbits aus Pred (siehe (4.9)) in eine Summe u¨ber alle Familien
primitiv periodischer Orbits aus P umschreiben ko¨nnen. Dies ist nicht ohne weiteres
mo¨glich. Wir mu¨ssen beachten, dass bei der Projektion auf den reduzierten Raum ge-
wisse unterschiedliche Familien aus P auf nur jeweils eine Familie in Pred abgebildet
worden sein ko¨nnen, einfach weil die Projektion nicht eineindeutig ist. Die projizierte
Familie wird in der zugeho¨rigen Summe in (4.9) nur einfach geza¨hlt. Deswegen la¨uft die
entsprechende Summe also nicht u¨ber alle Familien des vollen Phasenraums, sondern
nur u¨ber solche, die sich bezu¨glich der diskreten Symmetrie voneinander unterscheiden.
Damit haben wir bis jetzt erhalten:
TrGskl(E) =
∑
λ
TrGskl,λ(E)
=
(2pii~)−k/2
i~
∑
Γ∈{fppo}
Sym. verschieden
|C|TeΓVΓ
|Q|1/2 |NeΓ|
∞∑
k=1
exp
(
i
~kSΓ − iσΓ,k pi2
)∣∣∣detWΓ,k det(M˜rΓ − I)∣∣∣1/2 .
(4.12)
Alle Familien Γ, die auf eine Familie Γ˜ abgebildet wurden, und nicht mehrfach geza¨hlt
werden, wu¨rden in gleicher Weise zur Zustandsdichte beitragen. Die Summation la¨sst
sich deswegen auf alle Familien ausdehnen, wenn wir gleichzeitig die Summe durch die
Anzahl der jeweiligen Familien teilen. Diese Anzahl erhalten wir so: Sei ein Orbit aus Γ
gegeben. Dann sei HΓ die Untergruppe von C, die den Orbit invariant la¨sst. Dies muss
nicht notwendig punktweise sein, wir wollen nur durch Anwenden von HΓ auf den Orbit
wieder den selben Orbit erhalten. HΓ muss von NeΓ unterschieden werden, denn NeΓ ist
die Gruppe, die den Orbit punktweise invariant la¨sst. NeΓ ist also eine Untergruppe von
HΓ.
Die Anzahl der Familien ist dann einfach |C|/|HΓ| und damit∑
Γ∈{fppo}
Sym. verschieden
|C|TeΓ
|NeΓ| =
∑
Γ∈{fppo}
|HΓ|TeΓ
|NeΓ| .
Jetzt wird klar, dass sich auch die primitive Periode TeΓ, die wir bis jetzt außen vor
gelassen haben, entsprechend umschreiben la¨sst. Man muss sich nur die Bedeutung
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der Gruppe HΓ/NeΓ u¨berlegen: Die Gruppe bildet jeden Punkt eines Orbits aus Γ auf
einen echt verschiedenen Punkt des selben Orbits ab. Das Bild kann jedoch nicht in
der selben Einheitszelle wie der Ursprungspunkt liegen, denn die Zelle ist primitiv. Das
Bild liegt also außerhalb, und zwar gerade auf dem na¨chsten der Teilstu¨cke, aus denen
der Orbit zusammengesetzt ist. Insgesamt ist die Orbitfamilie in r Teile zerlegt worden,
da nach r Durchla¨ufen eines Orbits aus Γ˜ die primitive Periode von Γ erreicht ist. Also
ist |HΓ|/|NeΓ| = r und damit |HΓ|TeΓ
|NeΓ| = rTeΓ = TΓ.
Die Summation u¨ber alle irreduziblen Darstellungen fu¨hrt uns also tatsa¨chlich zuru¨ck
auf die Spurformel (3.11) fu¨r den oszillierenden Anteil der vollen Zustandsdichte
TrGskl(E) =
∑
λ
TrGskl,λ(E)
=
(2pii~)−k/2
i~
∑
Γ∈{fppo}
TΓVΓ
|Q|1/2
∞∑
k=1
exp
(
i
~kSΓ − iσΓ,k pi2
)∣∣∣detWΓ,k det(M˜rΓ − I)∣∣∣1/2 . (4.13)
Dieses Ergebnis la¨sst sich insbesondere dann ausnutzen, falls wir uns fu¨r die volle
Zustandsdichte eines Systems interessieren, die Klassifikation der periodischen Orbits
hinsichtlich ihrer kontinuierlichen Symmtrie jedoch im diskret reduzierten Phasenraum
leichter fa¨llt.
Wir kommen darauf beim kommensurablen harmonischen Oszillator zuru¨ck. Zuna¨chst
leiten wir die Reduktion des stetigen Anteils der Zustandsdichte her und demonstrie-
ren anschließend die Reduktion bezu¨glich diskreter Symmetrie am inkommensurablen
harmonischen Oszillator.
4.3 Reduktion des stetigen Anteils
Die semiklassische Na¨herung der Zustandsdichte ergibt gewo¨hnlich eine Summe aus
einem stetigen Anteil g¯(E), der aus Beitra¨gen von Orbits der ”La¨nge 0“ resultiert,
und eines oszillierenden Anteils δg(E) von Beitra¨gen klassischer periodischer Orbits.
Der stetige Anteil kann mit der klassischen Zustandsdichte, dem sogenannten Thomas–
Fermi–Beitrag identifiziert werden [7, 8]. Wir wollen nun auch diesen Beitrag auf die
irreduziblen Darstellungen reduzieren und fassen ihn als fu¨hrenden Term einer asym-
ptotischen Entwicklung der Zustandsdichte in ~ auf, die meist als Weyl–Entwicklung
bezeichnet wird. Dazu fu¨hren wir zuna¨chst die Wigner–Transformierte AW eines Ope-
rators Aˆ ein:
AW(q,p) =
∫
Rd
〈q+ q′/2 | Aˆ | q− q′/2〉 exp (−ip·q′/~) ddq′. (4.14)
Ist der Operator Aˆ eine Funktion A(qˆ) des Ortsoperator qˆ oder A(pˆ) des Impulsope-
rators pˆ allein, so entspricht die Wigner–Transformierte AW der klassischen Funktion
A(q) bzw. A(p) [34]. Die Wigner–Transformierte HW eines Hamilton–Operators von
der Form Hˆ = pˆ2/2+V (qˆ) stimmt also mit der klassischen Hamilton–Funktion u¨berein,
wovon wir im Folgenden ausgehen.
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Die Spurbildung eines Operators Aˆ la¨sst sich als Integration der Wigner–Transformier-
ten u¨ber den 2d–dimensionalen Phasenraum schreiben [34]:
Tr Aˆ =
1
(2pi~)d
∫
Rd
∫
Rd
AW(q,p) ddqddp.
Fu¨r zwei Operatoren gilt
Tr (AˆBˆ) =
1
(2pi~)d
∫
Rd
∫
Rd
AW(q,p)BW(q,p) ddqddp.
Die Zustandsdichte g(E) ko¨nnen wir durch inverser Laplace–Transformation der Zu-
standssumme, d.h. der Spur Z(β) des Operators exp(−βHˆ) berechnen, siehe Anhang D.
Wir erhalten eine reduzierte Zustandsdichte, wenn wir erst mit Hilfe des Projektionsope-
rators Pˆλ aus (4.1) die Projektion von exp(−βHˆ) auf den invarianten Unterraum der
irreduziblen Darstellung λ betrachten und danach die inverse Laplace–Transformation
durchfu¨hren [35]:
Zλ(β) =
dλ
|C|
∑
c∈C
χ∗λ(c) Tr
(
Uˆ(c) exp(−βHˆ)
)
,
gλ(E) = L−1E [Zλ(β)] .
Die Spur auf der rechten Seite der ersten Gleichung bilden wir in der Wigner–Darstellung.
Die Wigner–Transformierte von exp(−βHˆ) stimmt im Allgemeinen jedoch nicht mit
exp(−βHW) u¨berein. Es gilt die Entwicklung [36]:[
exp(−βHˆ)
]
W
= exp(−βHW)
[
1 + ~2
(
−β
2
8
∇2V + β
3
24
(
(p·∇)2V + (∇V )2))
+O(~4)
]
.
Uns interessiert nur der fu¨hrende Term, der den stetigen Thomas–Fermi–Anteil liefert.
Wir setzen also na¨herungsweise[
exp(−βHˆ)
]
W
≈ exp(−βHW)
und erhalten die reduzierten, klassischen Zustandssummen
Zklλ(β) =
dλ
|C|
∑
c∈C
χ∗λ(c)
1
(2pi~)d
∫
Rd
∫
Rd
UW(c,q,p) exp (−βHW(q,p)) ddqddp. (4.15)
Insbesondere fu¨r das neutrale Element der Gruppe ist Uˆ(e) die Identita¨t und UW(e) ≡
1. Alle anderenWigner–Transformationen sind natu¨rlich von der Gruppe selbst abha¨ngig
und mu¨ssen fu¨r den konkreten Fall berechnet werden.
4.4 Symmetriereduktion des inkommensurablen harmonischen Oszillators
Der zweidimensionale harmonische Oszillator, ob kommensurabel oder inkommensu-
rabel, besitzt stets eine diskrete Symmetrie: Das Potential und damit die Hamilton–
Funktion ist invariant unter Raumspiegelung, siehe (2.9):
V (−q1, q2) = V (q1,−q2) = V (q1, q2).
Wir betrachten im Folgenden den inkommensurablen Fall.
35
Kapitel 4 Orbitfamilien und Reduktion diskreter Symmetrien
C2 × C2 e× e s× e e× s s× s
χ(0,0) 1 1 1 1
χ(1,0) 1 -1 1 -1
χ(0,1) 1 1 -1 -1
χ(1,1) 1 -1 -1 1
Tabelle 4.1: Charaktertabelle fu¨r die Produktgruppe C2 × C2.
4.4.1 Reduktion auf irreduzible Darstellungen der Spiegelsymmetrie
Die Spiegelung entlang der Achsen des Ortsraums wird jeweils durch die zyklische Grup-
pe C2 = {e, s} erzeugt, wobei e das neutrale Element und s die Spiegelung bezeichnet.
Insgesamt liegt also die Produktgruppe
C = C2 × C2 = {(e× e), (s× e), (e× s), (s× s)}.
vor. Das Element (e × s) bedeutet im Ortsraum zum Beispiel eine Spiegelung der q1–
Koordinate an der q2–Achse wa¨hrend die q2–Koordinate selbst unvera¨ndert bleibt. Die
nichtriviale Darstellung dieses Elements im vierdimensionalen Phasenraum la¨sst sich
als 4× 4–Matrix schreiben, ihre Wirkung lautet
−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1


q1
q2
p1
p2
 =

−q1
q2
−p1
p2
 .
Die Gruppe ist abelsch, deswegen sind alle irreduziblen Darstellungen eindimensional
[22]. Jedes der vier Elemente bildet seine eigene Klasse, somit existieren 4 irreduzible
Darstellungen, die wir mit dem Tupel (λ1, λ2), λi ∈ {0, 1}, nummerieren. In Tabelle 4.1
sind die Charaktere der Gruppenelemente fu¨r die einzelnen Darstellung aufgelistet.
Die Symmetrie teilt den Phasenraum P in vier Teile auf. Wir wa¨hlen als primitive
Einheitszelle Pprim den Bereich mit positiven Ortskoordinaten {(q1 ≥ 0, q2 ≥ 0,p)} wie
in Abbildung 4.2 dargestellt.
Betrachten wir nun die Spurformel (4.9). Es liegt keine kontinuierliche Symmetrie vor,
deswegen ist k = 0 und VeΓ = Q = detWeΓ,r = 1. Es existieren zwei primitiv–periodische
Orbits, die Librationen entlang den (positiven) Koordinatenachsen qi. Wir bezeichnen
die beiden reduzierten Librationen mit q˜1 und q˜2. Ihre primitiven Perioden Tq˜i = pi/ωi
sind jeweils halb so groß wie die des vollen Oszillators, da nur die Bewegung im rechten
oberen Quadranten des Ortsraums beru¨cksichtigt wird.
Sehen wir uns den Beitrag der q˜1–Mode genauer an. Sei die Anfangsbedingung bei-
spielsweise so gewa¨hlt, dass sich der Oszillator im Potentialminimum mit dem Impuls
(p1,0, p2,0) = (
√
2E, 0) befindet. Nach der reduzierten Periode pi/ω1 ”sto¨ßt“ der Oszilla-
tor wieder an der q2–Achse mit (p1, p2) = (−
√
2E, 0) an. Der volle Oszillator wu¨rde sei-
nen Weg in der negativen q1–Halbebene fortsetzen. Diese Bewegung ist symmetrisch zu
einer weiteren Wiederholung des reduzierten Orbits in Pprim. Die Punkte (q1, q2, p1, p2)
und (−q1, q2,−p1, p2) des Phasenraums werden also miteinander identifiziert. Das zu-
geho¨rige Gruppenelement ist (e× s). Weiterhin liegt der Orbit auf dem Rand der Ein-
heitszelle, die Gruppenelemente (e× e) und (s× e) lassen den Orbit invariant. Mit den
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PSfrag replacements
q1
q2
Abbildung 4.2: Die primitive Einheitszelle bezu¨glich der Spiegelsymmetrie fu¨r den harmonischen Oszil-
lator im Ortsraum, grau gekennzeichnet
Bezeichnungen aus (4.9) haben wir gefunden:
crq˜1 = (e× s),
Nq˜1 = {(e× e), (s× e)}.
Die Wirkung des Orbits fu¨r eine primitive Periode entspricht der Wirkung einer halben
Periode des vollen Oszillators (siehe Kapitel 2.2):
Sq˜1 =
piE
ω1
.
Aus (4.9) erhalten wir
TrG(q˜1)skl,(λ1,λ2)(E) =
pi
2i~ω1
∑
n∈Nq˜1
∞∑
r=1
χ∗(λ1,λ2) (n (e× s)r)∣∣∣det(LnM˜rq˜1 − I)∣∣∣1/2 exp
(
ir
piE
~ω1
− iσq˜1,n,r
pi
2
)
.
Aus der Matrizante X(t) des vollen Oszillators (2.10) erhalten wir durch Spiegelung
mit (e × s) jeweils nach der reduzierten Periode Tq˜1 die Matrizante im reduzierten
Phasenraum:
Xred(t) =

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

[tω1pi ]int
X(t) (4.16)
Die Matrizante X(t) des vollen Oszillators nach der halben Periodendauer lautet
mq˜1 = X
(
pi
ω1
)
=

−1 0 0 0
0 cos(piω2/ω1) 0 1ω2 sin(piω2/ω1)
0 0 −1 0
0 −ω2 sin(piω2/ω1) 0 cos(piω2/ω1)
 .
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Im reduzierten Phasenraum gilt daher fu¨r die Monodromiematrix
Mq˜1 = Xred
(
pi
ω1
)
= L(e×s)mq˜1
=

−1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1


−1 0 0 0
0 cos(piω2/ω1) 0 1ω2 sin(piω2/ω1)
0 0 −1 0
0 −ω2 sin(piω2/ω1) 0 cos(piω2/ω1)

=

1 0 0 0
0 cos(piω2/ω1) 0 1ω2 sin(piω2/ω1)
0 0 1 0
0 −ω2 sin(piω2/ω1) 0 cos(piω2/ω1)
 . (4.17)
Die Monodromiematrix Mrq˜q fu¨r die r–te Wiederholung ergibt sich durch Ersetzen von
pi durch rpi in (4.17). Sie kann wie u¨blich um die zwei trivialen Eigenwerte reduziert
werden, die Variationen entlang des Flusses und der Energie entsprechen. Eigenvektoren
sind offensichtlich die q1– und p1–Achse des Phasenraums. Die reduzierte Matrix M˜rq˜1 ,
wie sie in der Formel (4.9) auftritt, ist damit die Reduktion von Mrq˜1 auf den Unterraum{(q2, p2)} und lautet
M˜rq˜1 =
(
cos(piω2/ω1) 1ω2 sin(piω2/ω1)
−ω2 sin(piω2/ω1) cos(piω2/ω1)
)
.
Da der betrachtete Orbit auf dem Rand der primitiven Einheitszelle liegt und des-
wegen die Untergruppe Nq˜1 , die den Orbit invariant la¨sst, nicht–trivial ist, haben wir
zwei unterschiedliche Stabilita¨ten zu unterscheiden: Die Monodromiematrix muss mit
den Wirkungen der Elemente n aus Nq˜1 modifiziert werden. Die zugeho¨rigen Matrizen
Ln und ihre Reduktion L˜n auf den fu¨r die Stabilita¨t relevanten Unterraum {(q2, p2)}
lauten
L(e×e) =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 −→ L˜(e×e) = (1 00 1
)
und
L(s×e) =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 −→ L˜(s×e) = (−1 00 −1
)
.
Daraus lassen sich die zugeho¨rigen Amplituden der Spurformel gewinnen, zum einen
det
(
L˜(e×e)M˜rq˜1 − I
)
= det
(
M˜rq˜1 − I
)
= 4 sin2
(
rpi
ω2
2ω1
)
(4.19a)
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PSfrag replacements
q1
q2
PSfrag replacements
q1
q2
Abbildung 4.3: Qualitative Zeichnung der Libration entlang der q1–Achse am Rand der primitiven Ein-
heitszelle, leicht aufgeweitet und in die Einheitszelle hinein verschoben gezeichnet. Es mu¨ssen zwei Ty-
pen von Trajektorien unterschieden werden. Links: Ein zum neutralen Element (e×e) ∈ Nq˜1 geho¨render
Orbit, der sich nach der primiten Periode pi/ω1 schließt. Rechts: Ein nicht geschlossener Orbit, der am
Spiegelpunkt des Startpunktes endet, hervorgerufen durch die Wirkung von (s× e).
und zum anderen
det
(
L˜(s×e)M˜rq˜1 − I
)
= det
(
M˜rq˜1 + I
)
= 4 cos2
(
rpi
ω2
2ω1
)
. (4.19b)
Abbildung 4.3 zeigt qualitativ die zwei unterschiedlichen Typen von Orbits. Beide Ty-
pen laufen exakt entlang der q1–Achse, verschiebt man den Startpunkt jedoch um eine
kleine Gro¨ße ² in die primitive Einheitszelle hinein, erkennt man, warum die Orbits un-
terschiedliche Stabilita¨ten besitzen: Die Trajektorie, die zu n = (e×e) geho¨rt, la¨uft nach
einer primitiven Periode wieder zum (verschobenen) Startpunkt zuru¨ck, wa¨hrend die zu
n = (s× e) geho¨rende Trajektorie beim Spiegelpunkt bezu¨glich der q1–Achse außerhalb
der primitiven Einheitszelle endet. Letztere ist also nicht geschlossen, sie schließt sich
erst nach zwei Wiederholungen. Im Limes ² → 0 unterscheiden sich jedoch beide Ty-
pen von Trajektorien im Phasenraum nicht mehr, weisen aber dennoch unterschiedliche
Stabilita¨ten auf.
Zusammen mit den Charakteren laut Tabelle 4.1 nimmt die Spurformel nun folgende
Form an:
TrG(q˜1)skl,(λ1,λ2)(E) =
pi
2i~ω1
[ ∞∑
r=1
(−1)rλ2
2 |sin(rpiω2/2ω1)| exp
(
ir
piE
~ω1
− iσq˜1,(e×e),r
pi
2
)
+
∞∑
r=1
(−1)λ1(−1)rλ2
2 |cos(rpiω2/2ω1)| exp
(
ir
piE
~ω1
− iσq˜1,(s×e),r
pi
2
)]
.
(4.20)
Die Berechnung der Phasenindizes verla¨uft analog zum vollen Oszillator, siehe Kapitel
2.2. Fu¨r die Bestimmung des ersten Anteils µq˜1,n,r wa¨hlen wir wieder e0 = (0, 0, 0, 1)
und f0 = (1, 0, 0, ) und lassen die Vektoren zum einen durch die Matrix L(e×e)Xred(t)
und zum anderen durch L(s×e)Xred(t) propagieren. Wie in Anhang A.3.1 beschrieben,
bilden wir daraus die Matrizen
Uq,n(t) =
(
(LnXred(t)e0)1 (LnXred(t)f0)1
(LnXred(t)e0)2 (LnXred(t)f0)2
)
, n ∈ Nq˜1 .
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Fu¨r n = (e× e) erhalten wir
Uq,(e×e)(t) =
(
0 (−1)[tω1pi ]int cos(ω1t)
1
ω2
sin(ω2t) 0
)
und daraus
µq˜1,(e×e),r = #
{
detUq,(e×e)(t) = 0 | 0 < t < rpi/ω1
}
= r +
[
r
ω2
ω1
]
int
Analog ergibt sich fu¨r n = (s× e) ebenfalls
µq˜1,(s×e),r = r +
[
r
ω2
ω1
]
int
.
Der zweite Anteil des Phasenindex bestimmt sich durch das Vorzeichen der Gro¨ße
Wn =
Tr
(
LnM˜rq˜1
)
− 2
Bn
mit dem oberen rechten Element Bn von LnM˜rq˜1 . Fu¨r n = (e × e) haben wir B(e×e) =
1
ω2
sin(pirω2/ω1) und
W(e×e) =
2 (cos(pirω2/ω1)− 1)
1
ω2
sin(pirω2/ω1)
{
< 0 falls [rω2/ω1]int gerade,
> 0 falls [rω2/ω1]int ungerade.
Daher ist genau wie in (2.15)
νq˜1,(e×e),r =
{
1 falls W(e×e) < 0⇔ [rω2/ω1]int gerade,
0 falls W(e×e) > 0⇔ [rω2/ω1]int ungerade
=
1
2
+
1
2
(−1)[rω2/ω1]int .
Fu¨r n = (s× e) ist B(s×e) = − 1ω2 sin(pirω2/ω1) und
W(s×e) =
2 (cos(pirω2/ω1) + 1)
1
ω2
sin(pirω2/ω1)
{
< 0 falls [rω2/ω1]int ungerade,
> 0 falls [rω2/ω1]int gerade.
Hier ist also gerade umgekehrt
νq˜1,(s×e),r =
{
1 falls W(s×e) < 0⇔ [rω2/ω1]int ungerade,
0 falls W(s×e) > 0⇔ [rω2/ω1]int gerade
=
1
2
− 1
2
(−1)[rω2/ω1]int .
Die Phasenindizes der zwei Stabilita¨ten sind demnach verschieden und lauten
σq˜1,(e×e),r = µq˜1,(e×e),r + νq˜1,(e×e),r = r + 1 + 2
[
r
ω2
2ω1
]
int
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und
σq˜1,(s×e),r = µq˜1,(s×e),r + νq˜1,(s×e),r = r + 2
[
r
ω2
2ω1
+
1
2
]
int
.
Setzen wir diese Ausdru¨cke schließlich in (4.20) ein, haben wir den Beitrag der q1–Mode
des harmonischen Oszillators bezu¨glich der irreduziblen Darstellung (λ1, λ2) gefunden:
TrG(q˜1)skl,(λ1,λ2)(E) =
pi
4i~ω1
[ ∞∑
r=1
(−1)rλ2
sin(rpiω2/2ω1)
exp
(
ir
piE
~ω1
− i(r + 1)pi
2
)
+
∞∑
r=1
(−1)λ1+rλ2
cos(rpiω2/2ω1)
exp
(
ir
piE
~ω1
− irpi
2
)]
.
(4.21)
Das Ergebnis la¨sst sich leicht auf die q2–Mode u¨bertragen. Insgesamt ist der reduzierte,
oszillierende Anteil der Zustandsdichte
δg(λ1,λ2)(E) = −
1
pi
lim
Im(E)→0+
Im
(
TrG(q˜1)skl,(λ1,λ2)(E) + TrG
(q˜2)
skl,(λ1,λ2)
(E)
)
=
1
4~ω1
[ ∞∑
r=1
(−1)rλ2
sin(rpiω2/2ω1)
sin
(
r
piE
~ω1
− rpi
2
)
+
∞∑
r=1
(−1)λ1+rλ2
cos(rpiω2/2ω1)
cos
(
r
piE
~ω1
− rpi
2
)]
+
1
4~ω2
[ ∞∑
r=1
(−1)rλ1
sin(rpiω1/2ω2)
sin
(
r
piE
~ω2
− rpi
2
)
+
∞∑
r=1
(−1)λ2+rλ1
cos(rpiω1/2ω2)
cos
(
r
piE
~ω2
− rpi
2
)]
.
(4.22)
Bescha¨ftigen wir uns nun noch mit der Reduktion des stetigen Anteils, siehe Abschnitt
4.3. Im Hilbert–Raum wirkt die Gruppe C durch Operatoren Uˆ(c) auf Zusta¨nde ψ in
der Ortsbasis wie folgt:
〈q1, q2 | Uˆ(e× e) | ψ〉 = 〈(e× e)−1(q1, q2) | ψ〉 = ψ(q1, q2)
〈q1, q2 | Uˆ(s× e) | ψ〉 = 〈(s× e)−1(q1, q2) | ψ〉 = ψ(q1,−q2)
〈q1, q2 | Uˆ(e× s) | ψ〉 = 〈(e× s)−1(q1, q2) | ψ〉 = ψ(−q1, q2)
〈q1, q2 | Uˆ(s× s) | ψ〉 = 〈(s× s)−1(q1, q2) | ψ〉 = ψ(−q1,−q2)
Die Wigner–Transformationen (4.14) sind also sehr einfach zu berechnen, beispielsweise
fu¨r Uˆ(s× e):
UW(s× e) =
∫
R2
〈q+ q′/2|Uˆ(s× e)|q− q′/2〉 exp (−ip·q′/~) d2q′
=
∫
R
∫
R
〈
q1 +
q′1
2
, q2 +
q′2
2
q1 − q
′
1
2
,−q2 + q
′
2
2
〉
exp
(−ip·q′/~) dq′1dq′2
=
1
2
∫
R
δ(q2) exp
(−ip2q′2/~) dq′2
= pi~δ(q2)δ(p2).
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Analog ist
UW(e× e) = 1,
UW(e× s) = pi~δ(q1)δ(p1),
UW(s× s) = pi2~2δ(q)δ(p).
Wir erhalten daraus mit (4.15) und Tabelle 4.1 die reduzierten klassischen Zustands-
summen
Zkl,(0,0)(β) =
1
4
(
1
~2β2ω1ω2
+
1
2~βω1
+
1
2~βω2
+
1
4
)
,
Zkl,(1,0)(β) =
1
4
(
1
~2β2ω1ω2
− 1
2~βω1
+
1
2~βω2
− 1
4
)
,
Zkl,(0,1)(β) =
1
4
(
1
~2β2ω1ω2
+
1
2~βω1
− 1
2~βω2
− 1
4
)
,
Zkl,(1,1)(β) =
1
4
(
1
~2β2ω1ω2
− 1
2~βω1
− 1
2~βω2
+
1
4
)
und durch inverse Laplace–Transformation die reduzierten Thomas–Fermi–Beitra¨ge
g¯(0,0)(E) =
1
4
(
E
~2ω1ω2
+
1
2~ω1
+
1
2~ω2
+
1
4
δ+(E)
)
, (4.24a)
g¯(1,0)(E) =
1
4
(
E
~2ω1ω2
− 1
2~ω1
+
1
2~ω2
− 1
4
δ+(E)
)
, (4.24b)
g¯(0,1)(E) =
1
4
(
E
~2ω1ω2
+
1
2~ω1
− 1
2~ω2
− 1
4
δ+(E)
)
, (4.24c)
g¯(1,1)(E) =
1
4
(
E
~2ω1ω2
− 1
2~ω1
− 1
2~ω2
+
1
4
δ+(E)
)
. (4.24d)
Die Funktionen δ+(E) sind rechtsseitige Delta–Funktionen, die sich mit der Heaviside–
Funktion θ(E) beispielsweise durch den Grenzwert
δ+(E) = lim
²→0+
1
²
(θ(E)− θ(E − ²))
definieren lassen [37]. Sie tragen zum Spektrum in den Zustandsdichten fu¨r E > 0 selbst
zwar nicht bei, korrigieren aber die ersten Integrale der Dichten um einen konstanten
additiven Anteil.
Die einzelnen Summanden in (4.24a) bis (4.24d) haben eine anschauliche Bedeutung
und treten in dieser Anordnung typischerweise bei Billards auf: Kac bescha¨ftigte sich
mit der Frage, ob es mo¨glich ist, allein aus der Kenntnis des Spektrums eines zweidi-
mensionalen Billards auf die Form der Berandung zu schließen [38].4 Im Rahmen dieser
Arbeit ergab sich mit den Erweiterungen von McKean und Singer [39] sowie Stewartson
und Waechter [40] eine Formel fu¨r die klassische Zustandssumme Zkl(β) in Abha¨ngigkeit
von der vom Billard eingeschlossenen Fla¨che a und der La¨nge der Berandung l:
Zkl(β) =
a
2pi~2β
− l
4~
√
2piβ
+
1
12
∮
κ(s) ds+
∑
i
pi2 − αi
24piαi
.
4Diese Fragestellung formulierte Kac urspru¨nglich so:
”
Can you hear the shape of a drum?“
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Dabei wird im dritten Anteil u¨ber die Kru¨mmung κ entlang der Berandung integriert
und im letzten Beitrag u¨ber alle Innenwinkel αi im Billard summiert. Die Herleitung
der Formel gilt fu¨r Billards, die von allen Seiten durch eine harte Wand begrenzt ist, an
der eine Dirichlet–Bedingung zu erfu¨llen sind; die Berandung braucht nur stu¨ckweise
stetig sein, die Ecken tragen explizit durch die Winkel αi bei. Eine inverse Laplace–
Transformation liefert
g¯(E) =
a
2pi~2
− l
4pi~
√
2E
+
(
1
12
∮
κ(s) ds+
∑
i
pi2 − αi
24piαi
)
δ+(E). (4.25)
Hier zeigt sich eine deutliche A¨hnlichkeit mit der Dichte (4.24d) zur nicht–trivialen
Darstellung (1,1)5: Unsere primitive Einheitszelle ist zwar einerseits durch die Ra¨nder
q1 = 0, q2 = 0 begrenzt, wird anderseits jedoch bei fester Energie durch ein stetiges
attraktives Potential geschlossen. Der zuga¨ngliche Phasenraum ist der vierte Teil einer
Ellipse mit den Halbachsen q1,max =
√
2E/ω1 und q2,max =
√
2E/ω2. Der Fla¨cheninhalt
ist deswegen a = 2Epi/4ω1ω2 und der zu ~−2 proportionale Anteil von (4.24d) stimmt
tatsa¨chlich mit dem ersten Beitrag in (4.25) u¨berein. Der Vorfaktor der Delta–Funktion
ist mit κ = 0 wegen der geraden Berandung der Achsen und ihrem Zwischenwinkel
α = pi/2 ebenfalls gleich. Lediglich der zu ~−1 proportionale Beitrag durch die La¨nge
der Berandung unterscheidet sich um einen Faktor pi/2, wenn wir als La¨nge l die Sum-
me der Strecken vom Ursprung bis zu den klassischen Umkehrpunkten qi,max ansetzen.
Folgende U¨berlegung ist jedoch in diesem Zusammenhang interessant: Wir legen die
Startpunkte beider Librationen entlang der positiven Ortsachsen jeweils in den Ur-
sprung. Die klassischen Umkehrpunkte werden dann jeweils nach der Zeit pi/2ωi, also
nach jeweils einem Viertel der Periodendauer des vollen Oszillators erreicht. Berechnen
wir nun die Strecken li, die ein Teilchen wa¨hrend dieser Zeitdauer vom Ursprung aus
ohne Einfluss des Potentials zuru¨cklegen wu¨rde, also
li =
√
2E
pi
2ωi
, i = 1, 2,
dann erhalten wir in diesem Fall eine Gesamtla¨nge l = l1 + l2, die uns auch fu¨r den
zu ~−1 proportionalen Anteil in (4.25) den richtigen Vorfaktor liefert. Es scheint hier
also ein engerer Zusammenhang mit der verbrachten Zeitdauer der Trajektorie von
”Berandung“ zu ”Berandung“ zu bestehen.
Es ist unklar, inwieweit dies eine Besonderheit des harmonischen Oszillators ist und
ob sich die U¨berlegung auch fu¨r andere Potentiale besta¨tigt.
4.4.2 Rekonstruktion der vollen Zustandsdichte
Wir wollen nun u¨berpru¨fen, wie sich im vorliegenden konkreten Fall die volle Zustands-
dichte rekonstruieren la¨sst. Dazu summieren wir die reduzierten Zustandsdichten (4.22)
u¨ber alle irreduzible Darstellungen auf, so wie es in Abschnitt 4.2.4 beschrieben wurde.
δg(E) =
1∑
λ1=0
1∑
λ2=0
δg(λ1,λ2)(E).
5Wir erwarten von der Zustandsdichte dieser Darstellung eine enge Beziehung zur Dichte des Viertel–
Oszillators. Der Grund wird in Kapitel 6 einsichtig, wir mo¨chten an dieser Stelle jedoch diesen
Aspekt zuna¨chst nicht weiter verfolgen.
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Vertauschen wir die Summationen u¨ber die λi der Darstellungen mit der Summation
u¨ber die Wiederholungen r der Orbits, verschwinden der zweite und letzte Summand
in (4.22). Fu¨r die beiden anderen erhalten wir jeweils eine Bedingung fu¨r r:
1∑
λ1=0
1∑
λ2=0
(−1)rλi =
{
4 r ∈ 2N,
0 sonst,
i = 1, 2.
Es tragen also nur reduzierte Orbits mit einer geraden Anzahl an Wiederholungen,
r = 2k, k ∈ N, bei. Somit ist
δg(E) =
1
~ω1
∞∑
k=1
(−1)k
sin(kpiω2/ω1)
sin
(
k
2piE
~ω1
)
+
1
~ω2
∞∑
k=1
(−1)k
sin(kpiω1/ω2)
sin
(
k
2piE
~ω2
)
in U¨bereinstimmung mit (2.18). Die Summation u¨ber die stetigen reduzierten Dichten
(4.24a) bis (4.24d) ergibt ebenfalls den richtigen Beitrag E/~2ω1ω2.
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Der kommensurable zweidimensionale harmonische Oszillator
Der Hamilton–Operator fu¨r den harmonischen Oszillator in zwei Dimensionen lautet
Hˆ =
1
2
(
pˆ21 + ω
2
1 qˆ
2
1
)
+
1
2
(
pˆ22 + ω
2
2 qˆ
2
2
)
. (5.1)
Wir haben in Kapitel 2 gesehen, dass fu¨r irrationale Frequenzverha¨ltnisse die Zustands-
dichte mit Hilfe der Gutzwillerschen Spurformel exakt berechnet werden kann: Die
einzigen klassischen periodischen Orbits, die zu beru¨cksichtigen waren, sind die bei-
den isolierten Librationen entlang der Koordinatenachsen mit den primitiven Perioden
2pi/ωi.
Sind die Frequenzen kommensurabel, ko¨nnen wir schreiben
ωi =
ω
ρi
wobei ρ1 und ρ2 natu¨rliche Zahlen sind, die wir relativ prim zueinander wa¨hlen. Damit
gilt also ω1/ω2 = ρ2/ρ1.
Die Lo¨sung der Bewegungsgleichungen fu¨r die klassische Hamilton–Funktion
H =
2∑
i=1
Hi =
1
2
2∑
i=1
(
p2i +
ω2
ρ2i
q2i
)
(5.2)
lautet 
q1(t)
q2(t)
p1(t)
p2(t)
 = X(t)

q1,0
q2,0
p1,0
p2,0
 ,
mit der Lo¨sungsmatrix
X(t) =

cos( ωρ1 t) 0
ρ1
ω sin(
ω
ρ1
t) 0
0 cos( ωρ2 t) 0
ρ2
ω sin(
ω
ρ2
t)
− ωρ1 sin( ωρ1 t) 0 cos( ωρ1 t) 0
0 − ωρ2 sin( ωρ2 t) 0 cos( ωρ2 t)
 . (5.3)
Offensichtlich gilt X(0) = X(2piρ1ρ2/ω) = I und damit fu¨hrt die Propagation eines
beliebigen Startpunktes im Phasenraum P zu einem geschlossenen Orbit, der sich in
der Projektion von P auf den Ortsraum (q1, q2) durch eine Lissajous–Figur a¨ußert. Die
primitive Periode dieser Lissajous–Figur ist also 2piρ1ρ2/ω, bis auf die beiden entarteten
Fa¨lle, die Librationen entlang der Achsen des Konfigurationsraums. Sie besitzen nach
wie vor die primitiven Perioden 2piρi/ω.
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Im folgenden ersten Abschnitt betrachten wir zuna¨chst den isotropen Oszillator (ρ1 =
ρ2 = 1), bei dem sowohl die primitive Periode als auch die klassische Wirkung aller
Orbits gleich sind. Wir werden sehen, dass die Orbits stetig ineinander abgebildet wer-
den ko¨nnen und deshalb zu einer Familie entartet sind [27]. Die Identifizierung der
zugeho¨rigen Symmetriegruppe erlaubt die Berechnung der semiklassischen Zustands-
dichte mit Hilfe der Spurformel fu¨r Systeme mit kontinuierlichen Symmetrien aus Ka-
pitel 3. Aufbauend auf diesen Ergebnissen geben wir im zweiten Abschnitt die Her-
leitung der semiklassischen Zustandsdichte fu¨r den Fall eines allgemeinen, rationalen
Frequenzverha¨ltnisses. Nach unserem Wissen ist die Herleitung einer semiklassischen
Zustandsdichte fu¨r diesen wichtigen Fall in der Literatur bis jetzt nicht gegeben. Fu¨r
die Berechnung beno¨tigen wir die Resultate aus Kapitel 4.
5.1 Der isotrope harmonische Oszillator
Zuna¨chst definieren wir wie u¨blich die bosonischen Erzeugungs– und Vernichtungs–O-
peratoren bˆ†i und bˆi. Die Einheiten werden so gewa¨hlt, dass ~ = 1 gilt.(
bˆ†i
−ibˆi
)
=
1√
2
( √
ω −i 1√
ω
−i√ω 1√
ω
)(
qˆi
pˆi
)
, i = 1, 2. (5.4)
Es gelten die Vertauschungsrelationen
[bˆi, bˆ
†
j ] = δij , [bˆi, bˆj ] = [bˆ
†
i , bˆ
†
j ] = 0, i, j ∈ {1, 2}.
Die quadratischen Ausdru¨cke bˆ†i bˆj vertauschen mit dem Hamilton–Operator. Dies
erkennt man durch explizites Nachrechnen, oder einfach aus der U¨berlegung, dass die
Quanten der Schwingungsmoden die gleiche Energie haben. Linearkombinationen dieser
Gro¨ßen sind somit ebenfalls Erhaltungsgro¨ßen des Systems und erlauben nach Jordan–
Schwinger die Konstruktion einer Lie-Algebra [21]. Betrachten wir dazu folgende Abbil-
dung f von komplexen 2× 2 Matrizen S in die bosonischen Operatoren:
f : S 7−→
2∑
i,j=1
bˆ†iSij bˆj .
Die Abbildung erha¨lt die Vertauschungsrelationen beliebiger Matrizen S. Das Bild der
Einheitsmatrix f(I) ist offensichtlich der Hamilton–Operator selbst, bis auf einen kon-
stanten additiven Term der Grundzustandsenergie. Wir betrachten die Abbildung J fu¨r
die drei Pauli–Spin–Matrizen σi. Sie sind eine zweidimensionale irreduzible Darstellung
der SU(2) und genu¨gen den Vertauschungsrelationen der zugeho¨rigen Lie–Algebra:
1
2
[σi, σj ] = i²ijkσk, i, j, k ∈ {1, 2, 3}.
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Wir erhalten:
Jˆ1 := f(σ1) =
1
2
(
bˆ†1 bˆ
†
2
)(0 1
1 0
)(
bˆ1
bˆ2
)
=
1
2
(
bˆ†1bˆ2 + bˆ
†
2bˆ1
)
Jˆ2 := f(σ2) =
1
2
(
bˆ†1 bˆ
†
2
)(0 −i
i 0
)(
bˆ1
bˆ2
)
=
1
2i
(
bˆ†1bˆ2 − bˆ†2bˆ1
)
Jˆ3 := f(σ3) =
1
2
(
bˆ†1 bˆ
†
2
)(1 0
0 −1
)(
bˆ1
bˆ2
)
=
1
2
(
bˆ†1bˆ1 − bˆ†2bˆ2
)
Jˆ3 entspricht der Differenz der Schwingungsenergien, Jˆ2 dem Drehimpuls und Jˆ1 wird
oft als Korrelation bezeichnet. Diese Operatoren erzeugen eine SU(2)–Algebra und sind
Erhaltungsgro¨ßen des Systems:
[Jˆi, Jˆj ] = i²ijkJˆk, i, j, k ∈ {1, 2, 3}.
Die Leiteroperatoren Jˆ± = Jˆ1 ± iJˆ2 spannen wie u¨blich den Darstellungsraum auf,
[Jˆ3, Jˆ±] = ±Jˆ±,
wobei die Zusta¨nde innerhalb des Raums durch die Eigenwertem von Jˆ3 gekennzeichnet
sind. Der Darstellungsraum selbst wird durch die Eigenwerte j(j + 1) des Casimir–
Operators nummeriert:
Jˆ2 = Jˆ21 + Jˆ
2
2 + Jˆ
2
3 = Jˆ
2
3 +
1
2
(
Jˆ+Jˆ− + Jˆ−Jˆ+
)
=
bˆ†1bˆ1 + bˆ
†
2bˆ2
2
(
bˆ†1bˆ1 + bˆ
†
2bˆ2
2
+ 1
)
.
Offensichtlich lassen sich die Eigenzusta¨nde |n1, n2〉 des Hamilton–Operators zu den
Eigenenergien En1,n2 = ω(n1 + n2 +1) = ω(n+1) in der Eigenbasis |(j)m〉 von Jˆ2 und
Jˆ3 ausdru¨cken, wenn wir j := (n1 + n2)/2 und m := (n1 − n2)/2 wa¨hlen:
Jˆ2 |(j)m〉 = j(j + 1) |(j)m〉 ,
Jˆ3 |(j)m〉 = m |(j)m〉 .
Da fu¨r festes n1 + n2 = n ∈ N0 die Eigenenergien n + 1 = 2j + 1–fach entartet sind,
kann j auch halbzahlig sein. Somit ist nicht etwa SO(3), sondern SU(2) die richtige
Lie-Algebra und jede 2j + 1–dimensionale Darstellung tritt genau einmal auf.
5.1.1 Parametrisierung der periodischen Orbits
Wir wollen nun mit Hilfe der Symmetriegruppe die klassischen periodischen Orbits des
isotropen Oszillators kennzeichnen. Dazu beno¨tigen wir eine bijektive Abbildung von
der Symmetriegruppe auf die Orbit–Familie. Da alle Orbits des Systems periodisch sind,
genu¨gt die Vorgabe eines auf der 3–dimensionalen Energie–Hyperfla¨che E = {(q1, q2, p1,
p2)|H = E} ⊂ P liegenden Phasenraumpunktes, um den Startpunkt eines periodischen
Orbit auszuwa¨hlen.
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Die Gruppenmannigfaltigkeit der SU(2) ist isomorph zu den Punkten {(z1, z2) ∈
C2 | |z1|2 +|z2|2 = const.} einer dreidimensionalen Kugeloberfla¨che in einem vierdimen-
sionalen Raum [23]. Wir ko¨nnen die SU(2) also eindeutig auf E abbilden, mu¨ssen je-
doch beachten, dass alle Startpunkte, die auf einem gegebenen Orbit in E liegen, wieder
den selben Orbit liefern. Dies entspricht einer Symmetrie–Transformation, die den Pha-
senraumpunkt entlang des Orbits verschiebt (a¨hnlich einer zeitlichen Entwicklung, die
vom Hamilton–Operator erzeugt wird) und damit einer U(1) Symmetrie. Die richtige
Symmetrie-Gruppe zur eindeutigen Kennzeichnung der Orbits ist also die zweidimen-
sionale SU(2)/U(1). Die Gruppenmannigfaltigkeit ist isomorph zur Kugeloberfla¨che im
dreidimensionalen Raum.
Die durch SU(2)/U(1) parametrisierten Startpunkte der Orbits ko¨nnen leicht be-
rechnet werden. Dazu betrachten wir die klassischen Entsprechungen oben eingefu¨hrter
Operatoren gema¨ß
bˆ†i → b∗i , bˆi → bi i = 1, 2.
Wir erhalten so
J1 =
1
2
(ωq1q2 + p1p2/ω)
J2 =
1
2
(q1p2 − q2p1)
J3 =
1
2ω
(H1 −H2)
J2 =
H2
4ω2
.
(5.5)
Die klassischen Gro¨ßen erfu¨llen a¨quivalente Vertauschungsrelationen bezu¨glich der Pois-
son–Klammer {·, ·}, indem wir den quantenmechanischen Kommutator nach der Regel
[·, ·]→ i{·, ·}
ersetzen. Ein Phasenraumpunkt ist durch den komplexen Vektor b = (b1, b2) ∈ C × C
bestimmt. Es gilt
b∗ ·b = H
ω
.
Offenbar erlaubt die Hamilton–Funktion unita¨re Transformationen von b. Der U(1)–
Anteil der unita¨ren Gruppe U(2) = SU(2)× U(1) entspricht wegen der Erhaltung der
Gesamtenergie H = E der zeitlichen Symmetrie. Diese tra¨gt nicht zur Klassifikation der
Orbits bei und kann absepariert werden. Der normierte Vektor
√
ω/E b liegt somit auf
der Einheitskugel, ganz analog zu einem Zustand |χ〉 eines Zwei–Niveau–Systems auf der
Blochkugel. Die SU(2)–Symmetrie erlaubt Symmetrietransformationen auf E , generiert
durch J1, J2 und J3. In der Darstellung D auf der Blochkugel entspricht dies Drehungen
R um drei ausgezeichnete Achsen. Sie werden durch die Pauli–Spin–Matrizen erzeugt
und ko¨nnen durch drei Euler–Winkel (α, β, γ) parametrisiert werden. Wir starten mit
einem beliebigen Zustand auf der Blochkugel, zum Beispiel |+〉 (also √ω/E b = (1, 0)
auf E). Dann kann jeder beliebige Zustand durch
|χ〉 = D[R(γ, β, α)] |+〉 = exp(−iσ3
2
α
)
exp
(
−iσ2
2
β
)
exp
(
−iσ3
2
γ
)
|+〉
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Abbildung 5.1: Der Anteil der Energie der ersten Mode von der Gesamtenergie E = E1 + E2 in
Abha¨ngigkeit vom Polarwinkel β der Blochkugel.
erzeugt werden. Offenbar erzeugt die erste Drehung um γ einen reinen Phasenfaktor
exp(iγ/2). Dies entspricht einer Transformation entlang des Orbits, wie bei einer ”zeit-
lichen“ Entwicklung des Zustands um t = −γ/2E innerhalb der Untergruppe U(1) von
SU(2). Natu¨rlich existiert zu jedem beliebigen Zustand auf der Blochkugel eine Dre-
hung, die den Zustand invariant la¨ßt. Wir ko¨nnen den Phasenfaktor, der durch diese
Drehung entsteht, beliebig wa¨hlen und setzen γ = 0. Mit α und β erhalten wir so eine
Parametrisierung der Gruppe SU(2)/U(1) und fu¨r den Vektor b explizit√
ω
E
(
b1
b2
)
=
(
cos(β/2) exp(−iα/2)
sin(β/2) exp(iα/2)
)
(5.6)
mit α ∈ [0, 2pi) und β ∈ [0, pi]. Nach der Definition (5.4) ist dann der Startpunkt des
Orbits durch 
q1,0
q2,0
p1,0
p2,0
 =
√
2E
ω

cos(β/2) cos(α/2)
sin(β/2) cos(α/2)
−ω cos(β/2) sin(α/2)
ω sin(β/2) sin(α/2),
 (5.7)
gegeben. Fu¨r die Energien Ei der Moden gilt am Startpunkt und damit fu¨r den gesamten
Orbit
E1 = E cos2(β/2),
E2 = E sin2(β/2).
Die Aufteilung der Gesamtenergie E ist also allein durch den Parameter β bestimmt,
siehe Abbildung 5.1,
J3 =
E
2ω
(
cos2(β/2)− sin2(β/2)) .
Vergleichen wir die allgemeine zeitliche Parametrisierung eines beliebigen Orbits
q1(t) = A1 cos(ωt+ ϕ1),
q2(t) = A2 cos(ωt+ ϕ2),
(5.8)
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sowie deren Ableitungen mit der Parametrisierung (5.7), dann finden wir
q1(t) =
√
2E
ω
cos(β/2) cos(ωt+ α/2),
q2(t) =
√
2E
ω
sin(β/2) cos(ωt− α/2).
(5.9)
Der Parameter α gibt damit die Phasendifferenz der Schwingungen an und variiert fu¨r
gegebenes β /∈ {0, pi} die Korrelation J1 und den Drehimpuls J2 des Systems (vergleiche
(5.5)):
J1 =
E
ω
cos(β/2) sin(β/2) cos(α),
J2 =
E
ω
cos(β/2) sin(β/2) sin(α).
Bei α = pi a¨ndert der Drehimpuls das Vorzeichen. Die in (5.9) fu¨r α ∈ (0, pi) gegebenen
Orbits wiederholen sich fu¨r α ∈ (pi, 2pi), die Bahnen werden jedoch in umgekehrtem
Sinn durchlaufen. In Abbildung 5.2 ist dies fu¨r gleiche Energien E1 = E2 der Moden
veranschaulicht.
Paare gleicher Orbits bilden sich fu¨r α = pi− ² und α = pi+ ² fu¨r ² ∈ (0, pi). Sie gehen
wegen ihrer jeweils verschiedenen Umlaufrichtung explizit in die Spurformel mit ein.
Fu¨r α = 0, pi ergeben sich die beiden Librationen durch den Ursprung des Ortsraums,
die fu¨r β = pi/2, also fu¨r gleiche Aufteilung der Gesamtenergie auf die Moden, entlang
der Diagonalen der Hauptachsen q1 und q2 verlaufen. In den Abbildungen 1 und 2 sind
entsprechende Orbits und ihre Repra¨sentation auf der Blochkugel dargestellt.
5.1.2 Die Zustandsdichte
Wenden wir nun die verallgemeinerte Spurformel fu¨r kontinuierliche Symmetrien an
(siehe (3.11)). Sie lautet:
TrGskl(E) =
(2pii~)−k/2
i~
∑
Γ∈{fppo}
TΓVΓ
|Q|1/2
∞∑
r=1
exp
(
i
~rSΓ − iσΓ,r pi2
)∣∣∣detWΓ,r det(M˜rΓ − I)∣∣∣1/2 . (5.10)
Die erste Summe erstreckt sich u¨ber alle Familien aus primitiv periodischen Orbits,
die zweite Summe u¨ber die jeweiligen Wiederholungen. Beim isotropen Oszillator liegt
nur eine Orbit–Familie vor. Sie ist zweidimensional, deswegen ist k = 2. Die um die
Symmetrie reduzierte Stabilita¨tsmatrix M˜Γ ist hier leer, da die Integrationen entlang
eines Orbits und u¨ber die Orbit–Familie den zuga¨nglichen Phasenraum E vollsta¨ndig
erscho¨pfen: E ist dreidimensional, die vollsta¨ndige Parametrisierung (t, α, β) ebenfalls.
Der entsprechende Beitrag von M˜Γ fa¨llt somit weg. Ebenso ist detWΓ = 1, denn alle
auftretenden Orbits sind im Phasenraum a priori periodisch und mu¨ssen nicht durch
(infinitesimale) Symmetrietransformationen geschlossen werden [24, 27]. Somit verbleibt
die Gro¨ße Q = J−2 = 4ω2/E2 (vergleiche (5.5) und Seite 21). Die Wirkung eines Orbits
mit r Wiederholungen ist S = r2piE/ω. Das Integral u¨ber die zeitliche Komponente
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Abbildung 5.2: Untere Ha¨lfte der Blochkugel. Fu¨r festes β = pi/2 sind entlang des A¨quators fu¨r die
Werte α = 0, pi/4, . . . , 7pi/4 die zugeho¨rigen Orbits im Ortsraum dargestellt. Fu¨r α = 0, pi entarten
sie zu den Librationen entlang den Diagonalen. Die Position und Gro¨ße der Pfeile kennzeichnen die
Anfangsbedingungen, die Schwingung À startet bei maximaler Auslenkung mit (p1,0, p2,0) = (0, 0).
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Abbildung 5.3: Repra¨sentation von Orbits fu¨r festes α = 0 (d.h. kein Phasenunterschied der Moden)
und verschiedener Aufteilung der Gesamtenergie mit β = 0, pi/4, . . . , 7pi/4.
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Abbildung 5.4: Unter Variation von β entstehen fu¨r α = 2pi − pi/4 und α = pi/4 im Ortsraum die
gleichen Orbits, die jedoch in umgekehrten Sinn durchlaufen werden. Sie entarten fu¨r β = 0, pi zu den
beiden Librationen entlang den Achsen.
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liefert die primitive Periode TΓ = 2pi/ω, die Integration u¨ber die Gruppe ergibt die
Kugeloberfla¨che VΓ = 4pi der Einheitskugel. Wir erhalten somit
TrGskl(E) =
−2piE
~2ω2
∞∑
r=1
exp
(
ir
2piE
~ω
− iσr pi2
)
(5.11)
Es bleibt also u¨brig, den noch unbekannten Phasenindex σr fu¨r die rte Wiederholung
eines primitiven Orbits zu bestimmen. Der Phasenindex sorgt fu¨r die richtige Phasen-
lage der einzelnen Beitra¨ge zueinander und ist deswegen ein wesentlicher Bestandteil
jeder Spurformel. Leider gibt es nach unserem Wissen zu diesem Zeitpunkt noch keine
allgemeine Formel fu¨r die Berechnung des Index im Fall entarteter Orbits, insbesonde-
re wenn sie wie hier auf einer nicht–abelschen Symmetrie beruhen. Tatsa¨chlich finden
sich nur wenige Vero¨ffentlichungen zu diesem im mathematischen Sinne speziellen, aber
fu¨r die Physik durchaus wichtigen Fall; am Ende des Anhangs A.3.2 geben wir eine
U¨bersicht. Es wa¨re fu¨r zuku¨nfige Arbeiten von besonderem Interesse, auf diesem a¨ußerst
komplexen Gebiet Fortschritte zu erzielen und diese Lu¨cke zu schließen.
Wir werden im Folgenden nicht versuchen, ein allgemeines Verfahren zu entwickeln.
Vielmehr werden wir den Phasenindex auf indirektem Weg bestimmen. Die Idee ist, die
Symmetrie des isotropen Oszillators derart zu sto¨ren, dass die rationalen Tori aufbre-
chen, auf denen die Orbits im Phasenraum liegen. Unter der Voraussetzung, dass die
Symmetrie nicht auf eine Untergruppe, sondern vollsta¨ndig gebrochen wird, fu¨hrt eine
hinreichend große Sto¨rung im Allgemeinen dazu, dass nur periodische Orbits u¨berleben,
die voneinander isoliert verlaufen. In diesem Fall ist es mo¨glich, direkt die gewo¨hnliche
Gutzwiller–Formel anzuwenden, weil an stationa¨ren Phasen gena¨hert werden kann. Fu¨r
kleine Sto¨rungen ist die Gutzwiller–Formel jedoch meist unbrauchbar, da die Amplitu-
den divergieren. Es besteht jedoch die Mo¨glichkeit, ausgehend von der Spurformel fu¨r
kontinuierliche Symmetrien, Sto¨rungstheorie zu betreiben [27].
Bei Symmetriebrechung und auch bei Bifurkationen kann sich der sonst invariante
Phasenindex σr a¨ndern [15, 25]. Dieses im Allgemeinen a¨ußerst schwer zu handhaben-
de Problem la¨sst sich jedoch auch ausnutzen. Wir wa¨hlen fu¨r den isotropen Oszillator
eine geeignete Sto¨rung, unter der die Frequenzen der Moden inkommensurabel werden.
Das System bleibt integrabel, nur die dynamische Symmetrie des isotropen Oszillators
wird aufgehoben. Fu¨r irrationales Frequenzverha¨ltnis haben wir die Zustandsdichte in
Kapitel 2.2 mit Hilfe der Gutzwillerschen Formel berechnet und insbesondere den zu-
geho¨rigen Phasenindex bestimmt. Wir bezeichnen ihn im Folgenden mit σr,irrat, um
Verwechslungen zu vermeiden. Fu¨r den Index der q1–Schwingungen hatten wir gefun-
den, siehe (2.16):
σr,irrat
(
ω2
ω1
)
= 2r + 1 + 2
[
r
ω2
ω1
]
int
.
Der Phasenindex σr der Orbitfamilie des isotropen Oszillators darf nicht vom speziellen
Orbit abha¨ngen, fu¨r den wir ihn berechnen [24, 33]. Er ist also fu¨r alle Orbits einer
Familie gleich und wir wa¨hlen als Vertreter ebenfalls die Schwingung entlang der q1–
Achse. Wir erwarten, dass sich der Phasenindex beim U¨bergang vom isotropen zum
inkommensurablen Fall a¨ndert und wir in σr,irrat nicht einfach ω1 = ω2 setzen du¨rfen.
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Wir machen deshalb den Ansatz
σr = σr,irrat
(
ω2
ω1
= 1
)
+∆σr = 4r + 1 +∆σr (5.12)
und betreiben nun, von der Hamilton–Funktion H des isotropen Oszillators ausgehend,
Sto¨rungstheorie erster Ordnung. Wir betrachten fu¨r einen kleinen positiven Parameter ²
H² = H + ²H1
mit
H =
1
2
(
p21 + p
2
2
)
+
1
2
(
ω2q21 + ω
2q22
)
und
H1 =
1
2
(
ω2q21 − ω2q22
)
.
H² entspricht also der Hamilton–Funktion eines Oszillators mit Frequenzen ω
√
1± ².
Die Sto¨rung wirkt sich in erster Ordnung in der Spurformel fu¨r kontinuierliche Sym-
metrien fu¨r eine Orbitfamilie Γ lediglich durch einen Faktor MΓ(E, ²) aus, der in der
Literatur als Modulationsfaktor bezeichnet wird. Er wird von Creagh in [27] bestimmt,
indem die Wirkung der Orbits bis zur ersten Ordnung der Sto¨rung entwickelt wird. Es
gilt
MΓ(E, ²) = 1
VΓ
∫
G
exp
(
i
~
²F (E, g)
)
dµ(g),
mit
F (E, g) = −
∮
γ(g)
H1 dt, γ(g) ∈ Γ.
Der Modulationsfaktor ist also ein Mittelwert der Gro¨ße exp (i²F (E, g)/~) u¨ber die
Symmetriegruppe G und geht fu¨r ein Verschwinden der Sto¨rung ² → 0 gegen 1. Die
Funktion F (E, g) wird durch Integration der Sto¨rung H1 entlang eines durch g ∈ G cha-
rakterisierten Orbits γ(g) der Orbit–Familie bestimmt. Die Orbits γ(g) sind in unserem
Fall durch die Winkel α und β parametrisiert und in (5.9) gegeben. Wir erhalten
F (E,α, β) = −1
2
ω2
2E
ω2
∫ r 2pi
ω
0
cos2
(
β
2
)
cos2
(
ωt+
α
2
)
− sin2
(
β
2
)
cos2
(
ωt− α
2
)
dt
= −rEpi
ω
cosβ
und daraus
MΓ(E, ²) = 14pi
∫ pi
0
∫ 2pi
0
exp
(
− ir²Epi
~ω
cosβ
)
sinβ dαdβ
=
sin (r²Epi/~ω)
r²Epi/~ω
.
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Extremalstellen von F (E,α, β) entsprechen periodischen Orbits des gesto¨rten Systems
[27]. Dies sind fu¨r β = 0, pi wie erwartet die Librationen entlang der Achsen (vergleiche
Abbildung 5.1).
Mit dem Modulationsfaktor MΓ(E, ²) und dem Ansatz (5.12) fu¨r den Phasenindex
ergibt sich nun aus (5.11) fu¨r das gesto¨rte System
TrG²,skl(E) =MΓ(E, ²)TrGskl(E)
=
−2piE
~2ω2
∞∑
r=1
exp
(
ir
2piE
~ω
− i(4r + 1 +∆σr)pi2
)
sin
(
r²Epi
~ω
)
r²Epi
~ω
=
−1
~ω
∞∑
r=1
1
r²
[
exp
(
ir
2piE
~ω
(
1 +
²
2
)
− i(2 + ∆σr)pi2
)
− exp
(
ir
2piE
~ω
(
1− ²
2
)
− i(2 + ∆σr)pi2
)]
.
Die zugeho¨rige Dichte lautet
δg²(E) = − 1
pi
lim
Im(E)→0+
Im {TrG²,skl(E)}
=
1
~ω
∞∑
r=1
1
rpi²
[
sin
(
r
2piE
~ω
(
1 +
²
2
)
− (2 + ∆σr)pi2
)
− sin
(
r
2piE
~ω
(
1− ²
2
)
− (2 + ∆σr)pi2
)]
.
(5.13)
Nun wollen wir diese asymptotische Dichte mit dem Ergebnis (2.18) der Gutzwiller–
Formel fu¨r den inkommensurablen Oszillator vergleichen (siehe Seite 13). Wir setzen
dazu in (2.18) ω1 = ω
√
1 + ² und ω2 = ω
√
1− ² ein. Dies ergibt
δgirrat(E) =
1
~ω
√
1 + ²
∞∑
r=1
(−1)r
sin(rpi
√
1− ²/√1 + ²) sin
(
r
2piE
~ω
√
1 + ²
)
+
1
~ω
√
1− ²
∞∑
r=1
(−1)r
sin(rpi
√
1 + ²/
√
1− ²) sin
(
r
2piE
~ω
√
1− ²
)
.
(5.14)
Die Dichten (5.14) und (5.13) ko¨nnen nur in fu¨hrender Ordnung des Sto¨rungspara-
meters ² verglichen werden, da wir δg²(E) in erster Ordnung Sto¨rungstheorie erhalten
haben. Wir entwickeln deshalb die Phasen (d.h. die Wirkungen der beiden Orbits) und
die Amplituden des Ergebnisses δgirrat(E) der Gutzwiller–Formel. Dabei gilt fu¨r die
Phasen
1√
1± ² ≈ 1∓
²
2
und die Amplituden
1√
1± ²
1
sin
(
rpi
√
1∓ ²/√1± ²) ≈ ∓(−1)r 1rpi².
Der Vergleich dieser Entwicklung von δgirrat(E) mit δg²(E) in (5.13) zeigt eine U¨berein-
stimmung genau dann, wenn ∆σr = −2 gilt.
56
5.2 Der anisotrope harmonische Oszillator
Dieses Resultat fu¨r ∆σr setzen wir in (5.12) ein und erhalten schließlich den Phasen-
index fu¨r den isotropen Oszillator zu
σr = 4r + 1− 2 ≡ −1mod 4.
Damit lautet der oszillierenden Anteil der Zustandsdichte des isotropen Oszillators
mit Gskl(E) aus (5.11)
δg(E) = − 1
pi
lim
Im(E)→0+
Im (TrGskl(E))
=
2E
~2ω2
∞∑
r=1
cos
(
r
2piE
~ω
)
. (5.15)
Der stetige Anteil berechnet sich aus inverser Laplace–Transformation der klassischen
Zustandssumme
Zkl(β) =
1
(2pi~)2
∫
R2
∫
R2
exp (−βH(q,p)) d2qd2p
=
1
(2pi~)2
∫
R
∫
R
∫
R
∫
R
exp
(
−β 1
2
(p21 + ω
2q21 + p
2
2 + ω
2q22)
)
dq1dq2dp1dp2
=
1
(β2~2ω2)
,
also
g¯(E) =
1
~2ω2
L−1E
[
1/β2
]
=
E
~2ω2
. (5.16)
Die semiklassische Zustandsdichte lautet damit insgesamt
g(E) = g¯(E) + δg(E)
=
E
~2ω2
[
1 + 2
∞∑
r=1
cos
(
r
2piE
~ω
)]
.
Dies stimmt mit dem exakten Ergebnis aus Anhang D.2.2 u¨berein.
5.2 Der anisotrope harmonische Oszillator
Wir betrachten nun den rationalen, anisotropen Oszillator. Beginnen wir zuna¨chst mit
einem U¨berblick bekannter quantenmechanischer Resultate.
5.2.1 Quantenmechanik des anisotropen Oszillators
In Analogie zu (5.4) definieren wir(
bˆ†i
−ibˆi
)
=
1√
2
( √
ω/ρi −i
√
ρi/ω
−i√ω/ρi √ρi/ω
)(
qˆi
pˆi
)
, i = 1, 2. (5.17)
Offenbar tragen die Quanten der Schwingungsmoden fu¨r ρ1 6= ρ2 verschiedene Energien,
so dass die quadratischen Operatoren bˆ†i bˆj (i 6= j) und ihre Linearkombinationen keine
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Erhaltungsgro¨ßen mehr sind. Die ebenfalls naheliegenden Operatoren Dij = (bˆ
†
i )
ρi(bˆj)ρj
kommutieren zwar mit dem Hamilton–Operator [41], ihr Kommutator [Dij , Dkl] ist
jedoch ein Operator von im Allgemeinen ho¨herer Ordnung (ρi + ρj + ρk + ρl − 2). Die
Dij bilden also nur fu¨r ρ1 = ρ2 = 1 eine geschlossene Algebra. Der Grund dafu¨r liegt im
Wesentlichen in einer unzureichenden Normierung der Operatoren (bˆ†i )
ρi und (bˆ†i )
ρi . Es
kann gezeigt werden [41], dass folgende transformierte Operatoren mit dem Hamilton–
Operator kommutieren und dabei die bosonischen Vertauschungsrelationen erfu¨llen:
bˆ†′i =
[
bˆ†i bˆi
ρi
]
int
1/2
 bˆ†i√
bˆ†i bˆi
ρi ,
bˆ′i =
 bˆi√
bˆ†i bˆi + 1
ρi [ bˆ†i bˆi
ρi
]
int
1/2
, i = 1, 2.
(5.18)
Die Gauß–Klammer der Operatoren bˆ†i bˆi ist symbolisch zu verstehen und gewinnt ihre
Bedeutung, wenn sie auf Eigenfunktionen wirken. Die entsprechenden Linearkombinatio-
nen der transformierten Gro¨ßen bˆ†′i bˆ
′
j generieren also eine SU(2)–Algebra analog zum
isotropen Oszillator. Dieses (quantenmechanische) Resultat kann insbesondere durch
Betrachtung deformierter Versionen gewo¨hnlicher Lie–Algebren, sogenannter Quanten–
Algebren, verstanden werden. Vom mathematischen Standpunkt aus handelt es sich
dabei um Hopf–Algebren, in denen Lie–Algebren als Spezialfall enthalten sind. In der
Physik wurden sie insbesondere durch die Betrachtung des sogenannten q–deformierten
Oszillators bekannt und finden beispielsweise bei der Beschreibung von Spin–Ketten,
Anyonen oder in der Quantenoptik Anwendung [42, 43, 44, 45]. Eine gute Einfu¨hrung
in das Gebiet der Quanten–Algebren sowie ausfu¨hrliche Rechnungen mit Bezug auf den
anisotropen Oszillator geben zum Beispiel Bonatsos et al. in [46].
Auch im Fall beliebiger rationaler Frequenzverha¨ltnisse findet sich also eine Rea-
lisierung der SU(2)–Algebra. Wie unterscheidet sich diese vom isotropen Oszillator?
Betrachten wir dazu nochmals die Energieentartung. Beim isotropen Oszillator (ρ1 =
ρ2 = 1) mit Energien En1,n2 = ω(n1 + n2 + 1) = ω(2j + 1) geho¨ren Zusta¨nde gleicher
Energie zur selben irreduziblen Darstellung j ∈ N0/2 (vergleiche Abschnitt 5.1). Fu¨r
den anisotropen Oszillator ko¨nnen wir schreiben
λi ≡ nimod ρi, i = 1, 2
mit λi = 0, 1, . . . , (ρi−1). Damit teilen wir die zugeho¨rigen Zusta¨nde und Eigenenergien
in ρ1ρ2 Restklassen ein. Innerhalb einer Klasse nummerieren wir die Energien mit n˜i ∈
N0:
ni = n˜iρi + λi, i = 1, 2.
Es gilt
En1,n2 = ω
(
n˜1 + n˜2 +
1
ρ1
(
λ1 +
1
2
)
+
1
ρ2
(
λ2 +
1
2
))
= E(λ1,λ2),n˜1,n˜2 .
(5.19)
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Setzen wir jetzt j = (n˜1 + n˜2)/2 und m = (n˜1 − n˜2)/2, haben wir
E(λ1,λ2),(j)m = ω
(
2j +
1
ρ1
(
λ1 +
1
2
)
+
1
ρ2
(
λ2 +
1
2
))
und finden innerhalb einer gegebenen Klasse (λ1, λ2) die bekannte (2j+1)–dimensionale
Energieentartung des isotropen Oszillators. Die SU(2)–Symmetrie ist demnach mehr-
fach realisiert, jede (2j + 1)–dimensionale Darstellung der SU(2) tritt fu¨r jede Klasse
genau einmal, insgesamt also ρ1ρ2–mal auf. Dies ist besonders im Limes irrationaler Fre-
quenzverha¨ltnisse interessant: Jede irrationale Zahl la¨sst sich durch eine rationale Zahl
ρ2/ρ1 approximieren. Je genauer diese Na¨herung ist, desto gro¨sser werden die teiler-
fremd gewa¨hlten Zahlen ρ1 und ρ2 und desto gro¨sser die Anzahl der trivialen, eindimen-
sionalen Darstellungen der SU(2). Der Oszillator mit inkommensurablen Frequenzen
ko¨nnte so als Limes des rationalen Falls mit unendlich vielen trivialen Darstellungen
der SU(2) verstanden werden.
5.2.2 Klassifikation periodischer Orbits
Um den Bezug zum klassischen Phasenraum und damit zu der fu¨r uns interessanten
Entartung der Orbits zu wahren, betrachten wir nun die klassische Entsprechung von
(5.17): (
zi
wi
)
=
(
b∗i
−ibi
)
=
1√
2
( √
ω/ρi −i
√
ρi/ω
−i√ω/ρi √ρi/ω
)(
qi
pi
)
, i = 1, 2. (5.20)
Die Gro¨ßen zi und wi sind zueinander kanonisch konjugierte, aber komplexe Variablen
des klassischen Phasenraums P:
{zi, wj} = δij , {zi, zj} = {wi, wj} = 0, i, j ∈ {1, 2}.
Wir ko¨nnen zi und wi auch als kanonische Variablen eines komplexen Phasenraums
auffassen. Unser Ziel ist es, mittels kanonischer Transformationen innerhalb dieses kom-
plexen Phasenraums die unterschiedlichen Frequenzen der Moden aneinander anzuglei-
chen. Wir bilden also den anisotropen auf einen isotropen Oszillator ab, so dass sich im
Bildraum die Resultate fu¨r den isotropen Fall aus Abschnitt 5.1 verwenden lassen. Die
dem anisotropen Oszillator eigene Symmetrie bleibt auf diese Weise in den Transforma-
tionsgleichungen erhalten. Die Form dieser Gleichungen wird uns Aufschluss daru¨ber
geben, wie mit dem anisotropen Fall umzugehen ist. Wir werden dabei sehen, dass
zusa¨tzlich zur kontinuierlichen SU(2) Symmetrie des isotropen Oszillators eine diskrete
Symmetriegruppe auftritt.
Betrachten wir zuna¨chst die Lo¨sungsmatrix X(t) aus (5.3) um zu erkennen, fu¨r welche
Orbits eine Entartung zu erwarten ist. Offenbar ist sie 2piρ1ρ2/ω–periodisch und entartet
bei Vielfachen der Periode zur Einheitsmatrix I:
X(2pirρ1ρ2/ω) = I, r ∈ N0.
Dies ist klar, denn eine beliebige Lissajous–Figur im Ortsraum schließt sich gerade
nach dieser Zeitdauer. Das Auftreten zweier zweifach entarteter Eigenwerte 1 ist ein
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Zeichen fu¨r die Existenz kontinuierlicher Symmetrie, wie sie auch beim isotropen Os-
zillator vorhanden ist. Vorsicht ist jedoch fu¨r die Lissajous–Figuren geboten, die zu
Librationen entlang der q1 und q2 Achsen entarten. Betrachten wir beispielsweise die
q1–Mode: Sie hat eine primitive Periode von 2piρ1/ω, wird also wa¨hrend einer Periode
der Lo¨sungsmatrix ρ2–mal durchlaufen. Dies a¨ußert sich in der Lo¨sungsmatrix, die fu¨r
t = 2piρ1(rρ2+r1)/ω, r1 = 1, 2 . . . , (ρ2−1) den zweifachen Eigenwert 1 aufweist. Dieser
parabolische Block entspricht wie gewo¨hnlich der zur Propagation entlang des Orbits
geho¨renden Symmetrie. Der zweite Block ist jedoch elliptisch:
X(2piρ1(rρ2 + r1/ω) =

1 0 0 0
0 cos
(
2piρ1(r + r1ρ2 )
)
0 ρ2ω sin
(
2piρ1(r + r1ρ2 )
)
0 0 1 0
0 − ωρ2 sin
(
2piρ1(r + r1ρ2 )
)
0 cos
(
2piρ1(r + r1ρ2 )
)
 .
Offenbar sind also nur die ρ2–fachen Wiederholungen der q1–Mode innerhalb der Familie
allgemeiner Lissajous–Figuren entartet. Alle anderen Wiederholungen liegen von der
Familie separiert und mu¨ssen fu¨r die Spurformel getrennt betrachtet werden. Analoges
gilt fu¨r die Schwingungen entlang der q2–Achse.
Wir erhalten damit eine Aufteilung der Zustandsdichte in drei Anteile: Die Beitra¨ge
δg
(1)
1 (E) und δg
(1)
2 (E) der nicht entarteten Librationen entlang der Hauptachsen und
den Beitrag δg(2)(E) der zu einer Orbit–Familie entarteten Lissajous–Figuren:
δg(E) = δg(1)1 (E) + δg
(1)
2 (E) + δg
(2)(E). (5.21)
Die beiden ersten Summanden sind Beitra¨ge von Orbits elliptischer Stabilita¨t. Die Rech-
nungen verlaufen daher analog zu denen des irrationalen Oszillators und sollen hier nicht
nochmals wiederholt werden. Das Ergebnis lautet (vergleiche Kapitel 2):
δg
(1)
1 (E) =
ρ1
~ω
∞∑
r=1
r/∈ρ2N
(−1)r
sin(rpiρ1/ρ2)
sin
(
rρ1
2piE
~ω
)
, (5.22a)
δg
(1)
2 (E) =
ρ2
~ω
∞∑
r=1
r/∈ρ1N
(−1)r
sin(rpiρ2/ρ1)
sin
(
rρ2
2piE
~ω
)
. (5.22b)
5.2.3 Die Orbit–Familie des anisotropen Oszillators
Zur Berechnung des letzten Summanden in (5.21) betrachten wir die bereits angespro-
chene kanonische Transformation des anisotropen Oszillators auf den isotropen Oszil-
lator innerhalb eines komplexen Phasenraums. Wir wollen also versuchen, die Orbit–
Familie im anisotropen Fall durch die bekannten Ergebnisse aus Kapitel 5.1 fu¨r den
isotropen Fall besser zu verstehen. Definieren wir zuna¨chst genauer, was wir unter
einem komplexen Phasenraum verstehen: Ein komplexer Phasenraum ist ein Raum,
dessen Punkte durch Paare komplexer, bezu¨glich der Poisson–Klammer {·, ·} kano-
nisch konjugierter Variablen (zi, wi) gegeben sind. Wir schreiben abku¨rzend (z,w) =
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(z1, z2, w1, w2). Die Poisson–Klammer ist wie im reellen Fall definiert, bezieht sich hier
jedoch auf analytische Funktionen f, g : C2 × C2 → C:
{f, g} =
∑
i
(
∂f(z,w)
∂zi
∂g(z,w)
∂wi
− ∂f(z,w)
∂wi
∂g(z,w)
∂zi
)
.
Wollen wir sicherstellen, dass wir bei einer Ru¨cktransformation in den reellen Raum wie-
der rein reelle Variablen q∗i = qi und p
∗
i = pi erhalten, mu¨ssen wir folgende Bedingungen
an die komplexen Variablen stellen:
z∗ = iw,
w∗ = iz.
(5.23)
Unter einer kanonischen Transformation im komplexen Phasenraum verstehen wir
eine Abbildung auf neue komplexe und kanonisch konjugierte Variablen (z˜, w˜) mit
{z˜i, w˜i} = 1, i = 1, 2. (5.24)
Erha¨lt die Transformation zusa¨tzlich die Bedingungen (5.23), nennen wir sie reell kano-
nisch. Im Allgemeinen beschra¨nken wir uns jedoch nicht darauf. In diesem Sinn la¨sst sich
das Konzept der Punkttransformation im reellen Phasenraum zu dem der konformen
Abbildung Φi(zi) in der komplexen Ebene verallgemeinern:
z˜i = Φi(zi), i = 1, 2. (5.25)
Die Methode der konformen Abbildung in der Ebene ist aus der Elektrostatik bekannt.
Dort wird sie insbesondere dazu benutzt, das elektrische Feld einer gegebenen ebenen
Ladungsverteilung zu berechnen, indem die Anordnung auf eine bekannte Ladungsver-
teilung abgebildet wird.
Die konjugierte Variablen erhalten wir aus (5.24) bis auf eine additive Konstante zu:
w˜i =
(
∂Φi
∂zi
)−1
wi, i = 1, 2. (5.26)
Eine konforme Abbildung wie (5.25) wirkt im reellen Phasenraum im Allgemeinen we-
der wie eine Punkttransformation, noch entspricht sie dort einer reellen kanonischen
Transformation, wenn die Bedingungen z˜∗i = iw˜i nicht erfu¨llt werden [47].
Es ist vorteilhaft, den Oszillator in Wirkungs– und Winkelvariablen Ii und Θi dar-
zustellen [12], denn das System ist separabel und deswegen integrabel. Der klassische
Phasenraum fu¨r ein kompaktes, einfach zusammenha¨ngendes Gebiet (H1 = E1 und
H2 = E2) ist topologisch a¨quivalent zu einem 2–Torus [12] und mit (I1, I2,Θ1,Θ2) er-
halten wir eine natu¨rliche Parametrisierung dieses Torus. Die Hamilton–Funktion Hi =
Ei einer Mode beschreibt eine Ellipse im Phasenraum (qi, pi) mit dem Fla¨cheninhalt
∆Si = 2piHi/ωi. Die konstante Wirkungsvariable Ii ist daher
Ii =
∆Si
2pi
=
Hi
ωi
, i = 1, 2. (5.27)
Die Erzeugende S der kanonischen Transformation auf Wirkungs– und Winkelvariablen
ist
S =
∫ q1
0
√
2I1ω1 − ω21s2 ds+
∫ q2
0
√
2I2ω2 − ω22s2 ds
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und die Wirkungsvariable dadurch bestimmt zu
Θi =
∂S
∂Ii
= arcsin
(√
ωi
2Ii
qi
)
. (5.28)
Dies liefert uns gerade eine Polardarstellung von zi und wi, siehe (5.17):
zi =
√
Ii exp
(
−i
(pi
2
−Θi
))
,
wi = −i
√
Ii exp
(
i
(pi
2
−Θi
))
.
Mit den Winkeln
ϑi =
pi
2
−Θi = arctan
(
pi
ωiqi
)
gilt dann
zi =
√
Ii exp(−iϑi),
wi = −i
√
Ii exp(iϑi).
Invertieren dieser Beziehungen ergibt
Ii = iziwi,
ϑi =
i
2
ln
(
zi
wi
)
− pi
4
.
(5.29)
Das Ziel ist es nun, die verschiedenen Frequenzen ωi = ω/ρi beider Moden jeweils auf
die gemeinsame Frequenz ω zu transformieren. Dazu mu¨ssen wir die Winkelvariablen
entsprechend anpassen. Wir wenden folgende konforme Abbildung an:
zi 7→ z˜i = zρii , i = 1, 2. (5.30)
Aus der Darstellung in Polarkoordinaten ist unmittelbar ersichtlich, dass die gesamte
zi–Ebene in eine ρi–fach u¨berdeckte z˜i–Ebene u¨bergeht. Dies entspricht einer Faltung
des Phasenraums in jeweils ρi Bla¨tter. Betrachten wir die transformierten Variablen
genauer: Aus (5.26) erhalten wir die zugeho¨rige konjugierte Variable w˜i zu
w˜i = ρ−1i z
1−ρi
i wi, i = 1, 2.
Die Transformation ist damit nicht reell, denn (5.23) ist im Allgemeinen nicht erfu¨llt.
Ausgedru¨ckt in Polarkoordinaten sehen wir den Grund: Mit (5.29) finden wir
I˜i =
Ii
ρi
,
ϑ˜i = ρiϑi +
i
2
ln
(
ρiI
ρi−1
i
)
.
(5.31)
Da ϑi und Ii reell sind, ist die neue Winkelvariable ϑ˜i komplex. Ihr Imagina¨rteil ist
jedoch eine Funktion, die nur von Ii abha¨ngt und vertauscht deshalb mit I˜i bezu¨glich
der Poisson–Klammer. Wir ko¨nnen uns deshalb auf den Realteil von ϑ˜i beschra¨nken.
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Abbildung 5.5: Die Transformation
(5.32) fu¨r ρi = 3: Eine Phasenraum–
Ellipse wird an einem Punkt zu drei
Schleifen zusammengeheftet
PSfrag replacements
ϑ
ϑ + 2pi
3
ϑ + 4pi
3
ϑ˜
Dann ist die Transformation sowohl kanonisch als auch reell und fu¨r eine Interpretation
im klassischen Phasenraum P zuga¨nglicher. Durch die Transformation
I˜i =
Ii
ρi
,
ϑ˜i = Re
(
ρiϑi +
i
2
ln
(
ρiI
ρi−1
i
))
= ρiϑi
(5.32)
werden die Winkel ϑi + 2pili/ρi, li = 0, 1, . . . , (ρi − 1) in der zi–Ebene auf einen Winkel
ϑ˜mod2pi in der z˜i–Ebene abgebildet. Abbildung 5.5 veranschaulicht dies. Die transfor-
mierten Phasenraumkoordinaten lauten damit
z˜i =
(
Ii
ρi
)1/2
exp(−iρiϑi)
=
(
ziz
∗
i
ρi
)1/2( zi√
ziz∗i
)ρi
, i = 1, 2.
Die A¨hnlichkeit mit (5.18) ist offensichtlich, jedoch deutet schon das Auftreten von
Gauß-Klammern in den quantenmechanischen Ausdru¨cken darauf hin, dass die klassisch
gefundenen Variablen z˜i nicht direkt zu Operatoren verallgemeinert werden ko¨nnen. Fu¨r
große Quantenzahlen ist jedoch [
zˆizˆ
†
i
ρi
]
int
≈
(
zˆizˆ
†
i
ρi
)
und wir erkennen die Transformation (5.32) als klassischen Limes von (5.18).
Die komplexe Transformation (5.31) bekommt ihre Berechtigung dadurch, dass sie
sich zum einen in das allgemeinere Schema der konformen Abbildungen einordnet und
zum anderen eine direkte Anwendung fu¨r eine quantenmechanische Rechnung bietet:
Der komplexe Phasenraum erlaubt analog zum reellen Fall den U¨bergang zu einem
Hilbert–Raum, dem sogenannten Bargmann–Fock–Raum [47].
Wie u¨bertra¨gt sich diese Transformation nun auf die Parametrisierung der periodi-
schen Orbits? Die primitive Periode der Orbits im gefalteten Raum ist per Konstruktion
T˜ =
2pi
ω
und die Wirkung aller transformierten Orbits nach (5.32) und (5.27) fu¨r alle Orbits
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gleich:
S˜ = 2pi
(
I˜1 + I˜2
)
= 2pi
(
I1
ρ1
+
I2
ρ2
)
= 2pi
E
ω
.
Es sollte beachtet werden, dass sich die transformierten Orbits im gefalteten Raum
tatsa¨chlich nach der Periode 2pi/ω schließen. Außerdem gilt mit b˜i = z˜∗i und b˜ = (b˜1, b˜2)
b˜∗ ·b˜ = b˜∗1b˜1 + b˜∗2b˜2 = I˜1 + I˜2 =
E
ω
.
Wir ko¨nnen damit eine zum isotropen Oszillator analoge Abbildung (5.6) von Start-
punkten der transformierten Orbits auf (normierte) Blochkugelzusta¨nde betrachten und
finden √
ω
E
(
b˜1
b˜2
)
=
(
cos(β˜/2) exp(−iα˜/2)
sin(β˜/2) exp(iα˜/2)
)
. (5.33)
Der Blochkugelzustand wir durch die Winkel α˜ ∈ [0, 2pi) und β˜ ∈ [0, pi] parametrisiert.
Die Symmetrieoperation im gefalteten Phasenraum wird durch die entsprechenden klas-
sischen Erhaltungsgro¨ßen erzeugt
J˜1 =
√
E1E2
ω
cos(ϑ˜2 − ϑ˜1),
J˜2 =
√
E1E2
ω
sin(ϑ˜2 − ϑ˜1),
J˜3 =
1
2ω
(E1 − E2),
J˜2 = J˜21 + J˜
2
2 + J˜
2
3 =
E2
4ω2
.
Ein Vergleich von Imagina¨r- und Realteil der ersten Zeile von (5.33) liefert√
E1 cos(ϑ˜1) =
√
E cos(β˜/2) cos(α˜/2),√
E2 sin(ϑ˜1) =
√
E cos(β˜/2) sin(−α˜/2),
und daraus folgt
E1 = E cos2(β˜/2),
α˜/2 = −ϑ˜1.
(5.34a)
Analog folgt aus der zweiten Zeile
E2 = E sin2(β˜/2),
α˜/2 = ϑ˜2.
(5.34b)
Die Aufteilung der Gesamtenergie E auf die Moden ist nach wie vor vom Parameter β˜
allein abha¨ngig, fu¨r β˜ ∈ [0, pi] erhalten wir alle Mo¨glichkeiten.
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Um uns ein anschaulicheres Bild zu verschaffen, transformieren wir mit (5.20) und
ϑi = ϑ˜i/ρi die eben erhaltene Parametrisierung zuru¨ck auf den urspru¨nglichen, rellen
Phasenraum P. Wir erhalten fu¨r die Startpunkte der Orbits:
q1 =
ρ1
ω
√
2E cos
(
α˜
2ρ1
)
cos
(
β˜
2
)
,
p1 = −
√
2E sin
(
α˜
2ρ1
)
cos
(
β˜
2
)
,
(5.35a)
sowie
q2 =
ρ2
ω
√
2E cos
(
α˜
2ρ2
)
sin
(
β˜
2
)
,
p2 =
√
2E sin
(
α˜
2ρ2
)
sin
(
β˜
2
)
.
(5.35b)
Aus diesen Anfangsbedingungen la¨sst sich die zeitliche Entwicklung im urspru¨nglichen
Orstraum finden (vergleiche (5.8)):
q1(t) =
ρ1
ω
√
2E cos
(
β˜
2
)
cos
(
ω
ρ1
t+
α˜
2ρ1
)
q2(t) =
ρ2
ω
√
2E sin
(
β˜
2
)
cos
(
ω
ρ2
t− α˜
2ρ2
)
.
(5.36)
Im Unterschied zum isotropen Oszillator ist natu¨rlich nicht zu erwarten, dass sich
die Orbits nach einer Propagation um 2pi/ω schließen, denn ihre primitive Periode im
Ursprungsraum ist das ρ1ρ2–fache. Abbildung 5.6 zeigt dies am Beispiel fu¨r ρ1/ρ2 = 3/2.
5.2.4 Diskrete Entartung der Orbit–Familie
Wir haben bis jetzt eine wichtige Tatsache noch nicht beru¨cksichtigt. Sie macht gerade
den Unterschied zwischen der Orbit–Familie des anisotropen Oszillators und der des
isotropen Oszillators aus: In der Transformation (5.30) von zi auf z˜i ist eine zusa¨tzliche,
diskrete Symmetrie enthalten. z˜i bleibt unter Drehungen der zi–Ebene um die Winkel
2pili/ρi, li = 0, 1, . . . , (ρi − 1) invariant:
zi → zi exp
(
i
2pili
ρi
)
⇒ z˜i → z˜i, i = 1, 2.
Die Drehungen um Vielfache der Winkel 2pi/ρi bilden eine abelsche Symmetriegrup-
pe, die zyklische Gruppe Cρi . Die Drehungen fu¨r i = 1 und i = 2 sind voneinander
unabha¨ngig, so dass sich insgesamt die Produktgruppe
C = Cρ1 × Cρ2
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Abbildung 5.6: Orbits nach einer Zeitentwicklung von eT = 2pi/ω im urspru¨nglichen Ortsraum fu¨r
E1 = E cos
2(pi/6) und verschiedene Werte von eα. Die Startpunkte sind durch Pfeile gekennzeichnet.
Ihre Gro¨ße und Richtung sind ein Maß fu¨r den Betrag und die Richtung des jeweiligen Anfangsimpulses.
aus ρ1ρ2 Elementen bildet.
Durch die Abbildung des rationalen anisotropen Oszillators auf den isotropen Os-
zillator haben wir den vollen Phasenraum P auf einen um die diskrete Symmetrie C
reduzierten Raum Pprim eingeschra¨nkt: Der Raum P wurde in ρ1ρ2 Bla¨tter aufgeteilt;
jeder Punkt innerhalb eines Blattes steht mit einem Punkt auf jedem anderen Blatt
durch entsprechende Symmetrieoperation von C in Beziehung. Wendet man C auf alle
Punkte eines Blattes an, erha¨lt man eine U¨berdeckung des vollen Phasenraums P. Diese
U¨berdeckung ist disjunkt, da keine zwei Punkte innerhalb eines gleichen Blattes durch
nichttriviale Symmetrieoperationen aus C aufeinander abgebildet werden ko¨nnen. Da-
mit haben wir genau das durchgefu¨hrt, was in Kapitel 4 u¨ber die Reduktion bezu¨glich
diskreter Symmetrien allgemein besprochen wurde. Ein beliebig gewa¨hltes, aber festes
Blatt dient als primitive Einheitszelle Pprim des Phasenraums bezu¨glich der Symmetrie
C. Durch Identifikation der bezu¨glich C in Beziehung stehenden Punkte auf dem Rand
von Pprim erzeugen wir den symmetrie–reduzierten Raum Pred. Diese Faltung ist hier
nun sehr anschaulich. Fu¨r ein integrables System in 2 Dimensionen bedeutet es, dass wir
jeden 2–Torus zu einer vorgegebenen Energieverteilung zuna¨chst in ρ1 Stu¨cke teilen (sie-
he Abbildung 5.7). Propagiert man einen Punkt vom Rand eines dieser Schlauchstu¨cke
zum anderen, so steht der erreichte Endpunkt durch eine Symmetrieoperation cprim ∈ C
mit dem Startpunkt in Verbindung. Die Entwicklung von ϑ1 um 2pi/ρ1 bedeutet eine
zeitliche Entwicklung um 2pi/ω. ϑ2 a¨ndert sich wa¨hrend dieser Zeit um 2pi/ρ2 und die
Operation cprim ist deswegen
cprim := (c1 × c2) := exp
(
i
2pi
ρ1
)
× exp
(
i
2pi
ρ2
)
.
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Abbildung 5.7: Ausschnitte von drei
ineinander liegenden 2–Tori zu ver-
schiedenen Aufteilungen der Gesamt-
energie. Auf dem obersten Torus win-
det sich ein periodischer Orbit, dar-
gestellt durch die gestrichelten Lini-
en. Die Pfeile geben die Richtung des
Hamiltonschen Flusses an. Die Win-
kelvariable ϑ1 wurde auf den ρ1ten
Teil beschra¨nkt, analog die Varia-
ble ϑ2; die sich ergebende Fla¨che
(schraffiert) ist die primitive Ein-
heitszelle bei konstanter Energie. Die
durch Kreise markierten Anfangs–
und Endpunkte eines Teilorbits las-
sen sich durch Drehung der ϑ1 Ko-
ordinate um 2pi/ρ1 und gleichzeiti-
ge Drehung der ϑ2 Koordinate um
2pi/ρ2 miteinander identifizieren.
PSfrag replacements
2pi
ρ1
2pi
ρ2
exp
(
i2pi
ρ1
)
× exp
(
i2pi
ρ2
)
Punkte auf dem Torus, die sich in ϑ1 um 2pi/ρ1 unterscheiden, ko¨nnen miteinander
identifiziert werden, analog fu¨r ϑ2. Das Teilstu¨ck des eben betrachteten Orbits liegt
deshalb in einer Fla¨che, deren Randpunkte jeweils miteinander in Beziehung stehen
und ist deswegen eine primitive Einheitszelle Pprim. Die Faltung von Pprim ergibt einen
neuen, kleineren 2–Torus, den reduzierten Raum Pred. Dies ist der Phasenraum des
isotropen Oszillators.
Zur einfacheren Notation kennzeichnen wir die Gruppenelemente mit (l1 × l2):
(l1 × l2)↔ exp
(
i
2pil1
ρ1
)
× exp
(
i
2pil2
ρ2
)
, li = 0, 1, . . . , ρi − 1, i = 1, 2.
Damit gilt
cprim = (1× 1)
und fu¨r die Gruppenoperation
(l1 × l2)(l′1 × l′2) =
(
(l1 + l′1)mod ρ1 × (l2 + l′2)mod ρ2
)
.
Wie erwartet ist cprim der Erzeuger der zyklischen Gruppe C: Jedes Gruppenelement c
kann durch ein entsprechendes Vielfaches dargestellt werden.
c = clprim = (1× 1)l ↔ exp
(
i
2pil
ρ1
)
× exp
(
i
2pil
ρ2
)
, l ∈ {0, 1, . . . , ρ1ρ2 − 1}.
Die Winkel ϑi+2pili/ρi in P wurden durch die Faltung auf einen Winkel ϑ˜i abgebildet.
Sie werden sukzessive bei einer zeitlichen Entwicklung des Orbits durchlaufen. Nehmen
wir ρ1 > ρ2 an und ordnen die Elemente von C entsprechend dieser Vorschrift, dann
erhalten wir fu¨r die zeitliche Abfolge
(0× 0)→ (1× 1)→ . . .→ (ρ2 − 1× ρ2 − 1)→ (ρ2 × 0)→ . . .→ (ρ1 − 1× ρ2 − 1).
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Fu¨r ρ1 = 3 und ρ2 = 2 ergibt sich beispielsweise das Schema
(0× 0)→ (1× 1)→ (2× 0)→ (0× 1)→ (1× 0)→ (2× 1). (5.37)
Bis der urspru¨ngliche Phasenraumpunkt wieder erreicht wird, wird die Gruppe Cρ1 also
ρ2–mal und die Gruppe Cρ2 genau ρ1–mal durchlaufen. Jeder Schritt entspricht einer
Propagation vom Zeitpunkt t zu t+ T˜ = t+ 2pi/ω. Ein Vergleich mit (5.36) zeigt, dass
dies jeweils einer A¨nderung des Parameters α˜ um 4pi entspricht (siehe Abbildung 5.8):
α˜→ α˜+ 4pil, l = 0, 1, . . . , (ρ1ρ2 − 1).
Wir ko¨nnen uns also einen gegebenen, periodischen Orbit im nichtgefalteten Phasen-
raum als Stu¨ckelung von ρ1ρ2 Teilorbits vorstellen. Die Parametrisierung des Start-
punkts eines Teilorbits liegt auf einer Blochkugel. Die Parametrisierungen der Start-
punkte verschiedener Teilorbits liegen jedoch außerhalb der jeweiligen Parameter–Be-
reiche von α˜. Wir ko¨nnen uns deswegen ρ1ρ2 verschiedene Blochkugeln denken, auf de-
nen die ρ1ρ2 Startpunkte der Teilorbits parametrisiert liegen. Fu¨r den Fall mit ρ1 = 3
und ρ2 = 2 sind die sechs Kugelschalen in Abbildung 5.9 dargestellt und entsprechend
der Sequenz (5.37) nummeriert.
5.2.5 Reduzierte Zustandsdichten
Wir ko¨nnen nun sehr leicht die Zustandsdichten betrachten, die zu irreduziblen Darstel-
lungen der diskreten Symmetrie geho¨ren, so wie wir es allgemein in Kapitel 4 ausgefu¨hrt
haben. Denn fu¨r die reduzierten Zustandsdichten lassen sich die Ergebnisse fu¨r den iso-
tropen Oszillator verwenden. Wir haben in Kapitel 4 ebenfalls gesehen, dass sich durch
Summation u¨ber alle irreduziblen Darstellungen die volle Zustandsdichte wiedergewin-
nen la¨sst. Dann haben wir unser Ziel erreicht.
Wir benutzen im Folgenden die Ausdru¨cke (4.9). In diesen treten die Charaktere
der irreduziblen Darstellungen fu¨r die Gruppenoperationen (l1 × l2) auf. Diese sind
hier einfach zu berechnen, denn fu¨r zyklische und damit abelsche Gruppen sind alle
irreduziblen Darstellungen eindimensional [23]. Kennzeichnen λ1 und λ2 die irreduziblen
Darstellungen der Gruppen C1 und C2 dann gilt fu¨r die Dimension der Darstellung
(λ1, λ2) also
d(λ1,λ2) = 1.
Fu¨r die Charaktere der Produktgruppe gilt allgemein [23, 48]:
χ(λ1,λ2)(l1 × l2) = χλ1(l1)χλ2(l2), li ∈ Cρi , i = 1, 2.
Mit dieser Beziehung la¨sst sich eine Charaktertabelle fu¨r die Produktgruppe Cρ1 × Cρ1
aufstellen. Sie ist fu¨r ρ1 = 3 und ρ2 = 2 in 5.1 abgebildet.
Der Charakter des Gruppenelements
(l1 × l2)↔ exp
(
i
2pil1
ρ1
)
× exp
(
i
2pil2
ρ2
)
in der Darstellung (λ1, λ2) lautet
χ(λ1,λ2)(l1 × l2) = exp
(
2pii
(
l1λ1
ρ1
+
l2λ2
ρ2
))
. (5.38)
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Abbildung 5.8: Trajektorien im urspru¨nglichen Ortsraum fu¨r ρ1/ρ2 = 3/2 und E1 = E cos
2(pi/6).
Die durch eα + 4pil, l = 0, 1, . . . , 5 gegebenen Startpunkte werden jeweils u¨ber die Zeitdauer eT =
2pi/ω propagiert. Die Teilorbits setzen sich dann zu einem periodischen Orbit der Periode T = ρ1ρ2 eT
zusammen. Oben links: eα = 0, die Teilorbits u¨berdecken sich, da der Gesamtorbit nach einer halben
Periode in sich zuru¨ckla¨uft. Oben rechts: fu¨r eα = pi/4 ist diese Entartung aufgehoben. Es bildet sich
eine vollsta¨ndige Lissajous–Figur. Unten sind zwei weitere Orbits aus dieser Reihe fu¨r α = pi/2 und
α = 3pi/4 dargestellt.
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Abbildung 5.9: Sechs ineinander liegende Schalen der Blochkugeln fu¨r den Oszillator mit Frequenz-
verha¨ltnis 3/2. Sie wurden von innen nach außen entsprechend der Sequenz (5.37) des zeitlichen Durch-
laufs der Gruppenelemente nummeriert. Die Punkte ¬ bis ± kennzeichnen die Teilorbits einer Lissajous–
Figur (unten) mit Startpunkten, die durch β˜ = pi/2 (also E1 = E2) und eα = pi/2 parametrisiert sind.
Der Sprung von Teilorbit zu Teilorbit entspricht einem Sprung von Kugelschale zu Kugelschale.
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C3 × C2 (e× e) (c1 × e) (c21 × e) (e× c2) (c1 × c2) (c21 × c2)
χ(0,0) 1 1 1 1 1 1
χ(1,0) 1 c1 c21 1 c1 c
2
1
χ(2,0) 1 c21 c
4
1 1 c
2
1 c
4
1
χ(0,1) 1 1 1 c2 c2 c2
χ(1,1) 1 c1 c21 c2 c1c2 c
2
1c2
χ(2,1) 1 c21 c
4
1 c2 c
2
1c2 c
4
1c2
Tabelle 5.1: Charaktertabelle fu¨r die Produktgruppe C = C3×C2. c1 = exp (2pii/3) und c2 = exp (2pii/2)
sind die Erzeuger der Gruppen C3 und C2. Sie stimmen mit ihren Charakteren u¨berein, da die Gruppen
abelsch sind. χ(λ1,λ2) bezeichnet den Charakter des jeweiligen Elements der Produktgruppe in der
Darstellung (λ1, λ2).
In (4.9) beno¨tigen wir die Charaktere des Gruppenelements ceΓ, das den Endpunkt eines
Orbits nach einer Zeitentwicklung um eine reduzierte primitive Periode T˜ mit dem
Startpunkt identifiziert. Dies ist gerade cprim = (1× 1). Das Problem mit sogenannten
Randorbits tritt hier nicht auf (siehe Kapitel 4.2.2 auf Seite 29), da die Orbit–Familie
nicht isoliert auf einer Symmetrieoberfla¨che liegt. Mit Hilfe der Ergebnisse (5.11) fu¨r
den isotropen Oszillator erhalten wir
TrGskl,(λ1,λ2)(E) =
(2pii~)−k/2
i~
T˜ V
|Q|1/2
∞∑
r=1
χ∗(λ1,λ2)(c
r
prim) exp
(
i
~rS˜ − iσ˜r pi2
)
∣∣∣detWeΓ,r det(M˜reΓ − I)∣∣∣1/2
=
−2piE
~2ω2
∞∑
r=1
exp
(
−i2pir
(
λ1
ρ1
+
λ2
ρ2
))
exp
(
ir
2piE
~ω
− iσ˜r pi2
)
.
(5.39)
5.2.6 Rekonstruktion der vollen Zustandsdichte und Diskussion
In Kapitel 4.2.4 wurde gezeigt, dass sich die volle Zustandsdichte durch Summation
u¨ber alle irreduziblen Darstellungen (re)konstruieren la¨sst. Summieren wir hier u¨ber
alle Werte von λ1 und λ2, dann verschwinden alle Terme, in denen r kein ganzzahliges
Vielfaches von ρ1ρ2 ist:
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
exp
(
−i2pir
(
λ1
ρ1
+
λ2
ρ2
))
=
{
ρ1ρ2 fu¨r r = ρ1ρ2k, k ∈ N,
0 sonst.
(5.40)
Damit gilt fu¨r die volle Zustandsdichte dieser Orbit–Familie:
TrGskl(E) =
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
TrGskl,(λ1,λ2)(E)
=
−2piEρ1ρ2
~2ω2
∞∑
k=1
exp
(
ikρ1ρ2
2piE
~ω
− iσk pi2
)
. (5.41)
71
Kapitel 5 Der kommensurable zweidimensionale harmonische Oszillator
Es bleibt schließlich u¨ber, den Maslov–Index σk der k–tenWiederholung eines vollsta¨ndig
periodischen Orbits zu bestimmen. Wir gehen dazu von den Ergebnissen aus, die wir fu¨r
den isotropen Oszillator erhalten haben: Da fu¨r gleiche Wiederholung jeder Orbit der
Familie den gleichen Index besitzt, betrachten wir wieder einen beliebigen Stellvertre-
ter, beispielsweise die Schwingung entlang der q1–Achse. Fu¨r den isotropen Oszillator
hatten wir fu¨r k′ Wiederholungen den Index als Limes des Phasenindex des irrationalen
Oszillators σk′,irrat mit einer Korrektur von ∆σk′ = −2 erkannt, vergleiche 5.12. Hier
lautet entsprechend
σk′ = σk′,irrat
(
ω2
ω1
=
ρ1
ρ2
)
+∆σk′ = 2k′ + 1 + 2
[
k′
ρ1
ρ2
]
int
− 2.
Wir mu¨ssen allerdings noch zusa¨tzlich beachten, dass nur die ρ2–fachen Wiederholungen
dieser Schwingung innerhalb der entarteten Familie der Lissajous-Figuren liegen. Wir
setzen deswegen k′ = ρ2k. Damit folgt
σk = 2ρ2k + 1 + 2
[
ρ2k
ρ1
ρ2
]
int
− 2 = 2k(ρ1 + ρ2)− 1. (5.42)
Analoge Argumentation fu¨r die Schwingung entlang der q2–Achse liefert das gleiche
Ergebnis.
Der zu ~−2 proportionale Beitrag zur Zustandsdichte durch die Orbit–Familie der
Lissajous–Figuren ist mit (5.42) und (5.41) insgesamt also:
δg(2)(E) = − 1
pi
Im
(
−2piEρ1ρ2
~2ω2
∞∑
k=1
exp
(
ikρ1ρ2
2piE
~ω
− i(2k(ρ1 + ρ2)− 1)pi2
))
=
2Eρ1ρ2
~2ω2
∞∑
k=1
sin
(
kρ1ρ2
2piE
~ω
− k(ρ1 + ρ2)pi + pi2
)
=
2Eρ1ρ2
~2ω2
∞∑
k=1
(−1)k(ρ1+ρ2) cos
(
kρ1ρ2
2piE
~ω
)
.
Zusammen mit den zu ~−1 proportionalen Beitra¨gen aus (5.21) und (5.22) erhalten
wir wegen ωi = ω/ρi, (i = 1, 2) folgenden Ausdruck fu¨r den oszillierenden Anteil der
Zustandsdichte:
δg(E) = δg(1)1 (E) + δg
(1)
2 (E) + δg
(2)(E)
=
1
~ω1
∞∑
r=1
r/∈ρ2N
(−1)r
sin(rpiρ1/ρ2)
sin
(
rρ1
2piE
~ω
)
+
1
~ω2
∞∑
r=1
r/∈ρ1N
(−1)r
sin(rpiρ2/ρ1)
sin
(
rρ2
2piE
~ω
)
+
2E
~ω1~ω2
∞∑
r=1
(−1)r(ρ1+ρ2) cos
(
rρ1ρ2
2piE
~ω
)
. (5.43)
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Der stetige Thomas–Fermi–Anteil g¯(E) berechnet sich wie fu¨r den isotropen Oszilla-
tor (5.16) und lautet
g¯(E) =
1
~ω1~ω2
L−1E
[
1/β2
]
=
E
~ω1~ω2
.
So finden wir schließlich folgende semiklassische Zustandsdichte:
g(E) = g¯(E) + δg(E)
=
1
~ω1
∞∑
r=1
r/∈ρ2N
(−1)r
sin(rpiρ1/ρ2)
sin
(
rρ1
2piE
~ω
)
+
1
~ω2
∞∑
r=1
r/∈ρ1N
(−1)r
sin(rpiρ2/ρ1)
sin
(
rρ2
2piE
~ω
)
+
E
~ω1~ω2
[
1 + 2
∞∑
r=1
(−1)r(ρ1+ρ2) cos
(
rρ1ρ2
2piE
~ω
)]
.
Wie fu¨r den isotropen Oszillator stimmt auch dieses Ergebnis mit der exakten Zustands-
dichte (D.14) u¨berein, die in Anhang D.2.2 berechnet wird.
Die Beitra¨ge δg(1)1 (E) und δg
(1)
2 (E) der beiden isoliert liegenden Orbits sowie die
Summe
g¯(E) + δg(2)(E) (5.44)
des Thomas–Fermi Anteils und des Beitrags der Orbit–Familie sind fu¨r die Frequenz-
verha¨ltisse 2/1 und 3/2 in Abbildung 5.10 dargestellt. Offenbar liefert die Summe (5.44)
bereits fu¨r sich ein Spektrum, in denen alle Energie–Eigenwerte des Hamilton–Operators
enthalten sind. Es finden sich jedoch im Allgemeinen auch Peaks unterhalb der Grund-
zustandsenergie
E0 =
1
2
ρ1 + ρ2
ρ1ρ2
.
Dies beruht auf der zur Energie linearen Entartung des Spektrums von (5.44). Sie wird
(außer fu¨r den isotropen Oszillator) durch den Beitrag
δg(1)(E) := δg(1)1 (E) + δg
(1)
2 (E)
der isolierten Orbits korrigiert. Durch diese Korrektur verschwinden auch die Energien
unterhalb von E0.
Betrachten wir nun die einzelnen Beitra¨ge der reduzierten Zustandsdichten (5.39)
genauer. Wegen (5.40) ist k = r/(ρ1ρ2). Dadurch ergibt sich der Maslov–Index fu¨r die
reduzierte Orbit-Familie formal aus (5.42) zu
σ˜r = 2r
ρ1 + ρ2
ρ1ρ2
− 1. (5.45)
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Abbildung 5.10: Semiklassische Zustandsdichte des harmonischen Oszillators. Links: Frequenzverha¨ltnis
ρ1/ρ2 = 2/1. Es wurde u¨ber die Beitra¨ge der ersten 80 Wiederholungen des isolierten primitiven Orbits
sowie u¨ber die ersten 40 Wiederholungen der primitiven Orbit–Familie summiert. Die Amplituden der
Summanden wurden bezu¨glich der Wiederholung r exponentiell ∝ exp(−γr) geda¨mpft, um die Peaks
gaußisch aufzuweiten (γ = 0.1). Der Term δg
(1)
1 (E) liefert hier keinen Beitrag, da keine natu¨rliche
Zahl r im ersten Summanden von (5.43) die Bedingung r /∈ N erfu¨llt. Rechts: Frequenzverha¨ltnis
ρ1/ρ2 = 3/2. Es wurde u¨ber die ersten 600 Wiederholungen der beiden isolierten primitiven Orbits
sowie u¨ber die ersten 100 Wiederholungen der primitiven Orbit–Familie summiert. Die Terme wurden
ebenfalls gaußisch geda¨mpft (γ = 0.02). Die Amplitude des Spekrums der Orbitfamilie zusammen mit
dem Thomas–Fermi–Anteil zeigt ein lineare Abha¨ngigkeit in der Energie (oben). Die Eigenenergien des
kommensurablen Oszillators sind jedoch entartet. Es sind die Beitra¨ge der Librationen, die nicht in
der Familie liegen, die das lineare Verhalten korrigieren, so dass erst die Summe aller Dichten fu¨r die
richtige Entartung der einzelnen Eigenenergien sorgt (unten). Fu¨r das Frequenzverha¨ltnis 2/1 sind sind
beispielsweise die ersten beiden Eigenenergien nicht entartet, die na¨chsten beiden 2fach entartet und
so weiter. Fu¨r das 3/2 Verha¨ltnis sieht man, dass auch U¨berschneidungen in der Abfolge der Entartung
auftreten, das 5te Niveau ist beispielsweise nicht entartet, das 6te Niveau zweifach entartet, das 7te
jedoch wieder nicht.
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Einsetzen in (5.39) ergibt fu¨r die reduzierte Zustandsdichte
g
(2)
(λ1,λ1)
(E) = − 1
pi
Im
{
−2pi2E
pi~2ω2
∞∑
r=1
exp
(
−i2pir
(
λ1
ρ1
+
λ2
ρ2
))
exp
(
ir
2piE
~ω
− iσr pi2
)}
=
E
~2ω2
∞∑
r=1
cos
(
2rpi
[
E
~ω
− λ1
ρ1
− λ1
ρ2
− 1
2
ρ1 + ρ2
ρ1ρ2
])
. (5.46)
Wie oben addieren wir den stetigen Anteil der Zustandsdichte. Durch die Symmetrie–
Reduktion, also die Projektion des vollen Phasenraums auf eine Einheitszelle, wird
ein gegebenes Phasenraumvolumen des vollen Phasenraums auf dessen ρ1ρ2ten Teil
abgebildet. Der reduzierte Thomas–Fermi Beitrag lautet also
g¯red(E) =
g¯(E)
ρ1ρ2
=
E
~2ω2
. (5.47)
g¯(E) la¨sst sich auf diese Weise zu gleichen Anteilen auf die reduzierten Beitra¨ge (5.46)
der Orbit–Familie verteilen. Die Abbildungen 5.11 und 5.12 zeigen, dass wir so fu¨r jede
Darstellung einen Delta–Kamm erhalten. Daraus la¨sst sich erkennen, dass sich jede Ei-
genenergie zu genau einer irreduziblen Darstellung und damit zu einem entsprechenden
Teilorbit zuordnen la¨sst. Außerdem erkennt man eine klare Struktur in den Korrekturen
durch δg(1)(E) zur jeweiligen Entartung: Jeder irreduziblen Darstellung ist eine feste
Korrektur zugeordnet.
5.2.7 Reduktion der Beitra¨ge isolierten Orbits
Es ist zu erwarten, dass sich auch die Zustandsdichte der isolierten Orbits δg(1)(E)
bezu¨glich irreduzibler Darstellungen von C aufteilen la¨sst. Dies la¨sst sich am einfachs-
ten so durchfu¨hren: Wir haben durch Vergleich erkannt, dass die Zustandsdichte g(E)
der semiklassischen Na¨herung mit dem exakten Ergebnis u¨bereinstimmt, welches mit
gexakt(E) bezeichnet werden soll. Der Anteil δg(1)(E) der isolierten Orbits sollte sich also
als Differenz der exakten Zustandsdichte und der Summe aus den reduzierten Beitra¨gen
des Thomas–Fermi–Terms und der Orbitfamilie ausdru¨cken lassen:
δg(1)(E) = gexakt(E)−
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
(
g¯red(E) + δg
(2)
(λ1,λ2)
(E)
)
. (5.48)
Wir verwenden nun jedoch die exakte Zustandsdichte nicht in der Form, wie wir sie
aus einer inversen Laplace–Transformation der Zustandssumme erhalten wu¨rden (siehe
Anhang D.2.2). Stattdessen betrachten wir die Zustandssumme laut ihrer Definition in
der Form
gexakt(E) =
∞∑
n1,n2=0
δ (E − En1,n2)
mit den exakten Eigenenergien En1,n2 , die wir uns in (5.19) auf Seite 58 u¨berlegt hatten.
1
Wir haben dort gesehen, dass sich das exakte Spektrum direkt in Unterklassen aufteilen
1Beachte jedoch, dass wir in der Diskussion auf Seite 58 die Einheiten so gewa¨hlt hatten, dass ~ = 1
gilt. Hier schreiben wir ~ explizit aus.
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Abbildung 5.11: Semiklassische Zustandsdichte fu¨r das Frequenzverha¨ltnis 2/1. Oben: Die Beitra¨ge der
isolierten Orbits sowie der reduzierten Zustandsdichten fu¨r die einzelnen irreduziblen Darstellungen. Die
Graphen wurden wie in Abbildung 5.10 erzeugt. Summation aller Anteile ergibt die volle Zustandsdichte
(unten).
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Abbildung 5.12: Semiklassische Zustandsdichte fu¨r das Frequenzverha¨ltnis 3/2. Oben: Die Beitra¨ge der
isolierten Orbits sowie der reduzierten Zustandsdichten fu¨r die einzelnen irreduziblen Darstellungen. Die
Graphen wurden wie in Abbildung 5.10 erzeugt. Summation aller Anteile ergibt die volle Zustandsdichte
(unten).
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la¨sst:
δgexakt(E) =
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
∞∑
n˜1,n˜2=0
1
~ω
δ
(
E
~ω
− n˜1 − n˜2 − 1
ρ1
(
λ1 +
1
2
)
− 1
ρ2
(
λ2 +
1
2
))
=
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
∞∑
r=0
r + 1
~ω
δ
(
E
~ω
− r − λ1
ρ1
− λ2
ρ2
− 1
2
ρ1 + ρ2
ρ1ρ2
)
. (5.49)
Dieses Spektrum liefert natu¨rlich nur Beitra¨ge bei Energien, die gro¨ßer oder gleich der
Grundzustandsenergie E0 sind, die insbesondere also auf der positiven Energieachse
liegen.
Das semiklassische Spektrum der Orbitfamilie ist jedoch als Kamm aus Delta–Funk-
tionen in den negativen Bereich fortgesetzt:
g¯red(E) + δg
(2)
(λ1,λ2)
(E) =
E
~2ω2
[
1 + 2
∞∑
r=1
cos
(
2rpi
[
E
~ω
− λ1
ρ1
− λ1
ρ2
− 1
2
ρ1 + ρ2
ρ1ρ2
])]
=
E
~2ω2
∞∑
r=−∞
exp
(
2rpii
[
E
~ω
− λ1
ρ1
− λ1
ρ2
− 1
2
ρ1 + ρ2
ρ1ρ2
])
=
E
~2ω2
∞∑
r=−∞
δ
(
E
~ω
− r − λ1
ρ1
− λ1
ρ2
− 1
2
ρ1 + ρ2
ρ1ρ2
)
. (5.50)
Dabei wurde die Fourier–Darstellung eines Delta–Kamms benutzt, siehe Anhang E.3.
Um nun einen Vergleichen beider Spektren zu ermo¨glichen, beginnen wir die Summa-
tion in (5.49) formal bei r = −∞. Dann erhalten wir fu¨r die Zustandsdichte (5.48) der
isolierten Orbits
δg(1)(E) =
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
∞∑
r=−∞
(
r+1
~ω − E~2ω2
)
δ
(
E
~ω − r − λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
)
=
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
∞∑
r=−∞
1
~ω
(
1− λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
)
δ
(
E
~ω − r − λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
)
=
2
~ω
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
∞∑
r=1
(
1− λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
)
cos
(
2rpi
[
E
~ω − λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
])
+
1
~ω
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
(
1− λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
)
︸ ︷︷ ︸
=0
=
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
δg
(1)
(λ1,λ2)
(E),
mit den reduzierten Beitra¨gen
δg
(1)
(λ1,λ2)
(E) =
2
~ω
(
1− λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
) ∞∑
r=1
cos
(
2rpi
[
E
~ω − λ1ρ1 − λ1ρ2 − 12
ρ1+ρ2
ρ1ρ2
])
.
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Abbildung 5.13: Semiklassische Zustandsdichte fu¨r das Frequenzverha¨ltnis 3/2. Die Beitra¨ge der iso-
lierten Orbits entlang der Hauptachsen q1 und q2 sowie die Beitra¨ge der Orbit–Familie aus Lissajous–
Figuren (zusammen mit dem stetigen Thomas–Fermi Beitrag) sind vollsta¨ndig auf die irreduziblen
Darstellungen (λ1, λ2) aufgeteilt.
Die gesamte Zustandsdichte g(E) la¨sst sich also schreiben als
g(E) =
ρ1−1∑
λ1=0
ρ2−1∑
λ2=0
(
g¯red(E) + δg
(1)
(λ1,λ2)
(E) + g(2)(λ1,λ2)(E)
)
,
wobei natu¨rlich wie bisher nur der Bereich mit E > 0 zu betrachten ist. Abbildung 5.13
zeigt diese Anteile fu¨r das Frequenzverha¨ltnis 3/2.
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Der inkommensurable zweidimensionale Halboszillator
In der Literatur finden sich viele Beispiele fu¨r die Anwendung semiklassischer Na¨herung-
en bei Systemen, die durch Ra¨nder begrenzt werden, an denen Dirichlet–Bedingungen
zu erfu¨llen sind [49, 7, 8, 50, 51, 52, 53, 54]. Eine derartige Begrenzung entspricht im
klassischen Sinne einer harten Wand, an der klassische Trajektorien reflektiert werden.
Meist werden klassische Billards betrachtet, bei denen innerhalb der Berandung ein
triviales konstantes Potential vorausgesetzt wird. Wir interessieren uns im Folgenden
fu¨r die Auswirkungen einer Wand innerhalb eines nicht–trivialen Potentials. Der harmo-
nische Halboszillator bietet hierfu¨r sicherlich ein einfaches Modell und hat den Vorteil,
dass sich unsere Ergebnisse fu¨r den vollen Oszillator weiter verwenden lassen.
Wir gehen vom inkommensurablen Oszillator in zwei Dimensionen aus, so wie er
in Kapitel 2.2 behandelt wurde und fu¨hren nun entlang der q2–Achse q1 = 0 eine
harte Wand ein. Dies entspricht einem positiv unendlichen Potential fu¨r q1 ≤ 0. Der
Hamilton–Operator in Ortsbasis lautet
Hˆ = Hˆ1 + Hˆ2 =
(
−~
2
2
∂2
∂q21
+ V1(q1)
)
+
(
−~
2
2
∂2
∂q22
+ V2(q2)
)
mit
V1(q1) =
{
1
2ω
2
1q
2
1 q1 > 0,
∞ q1 ≤ 0,
V2(q2) =
1
2
ω22q
2
2.
Seine Eigenfunktionen ψn1,n2(q) = ψ
(1)
n1 (q1)ψ
(2)
n2 (q2) lassen sich separieren. Die Ei-
genfunktionen ψ(i)ni (qi) von Hˆi entsprechen denen eines vollen Oszillators, mu¨ssen nun
jedoch bei q1 = 0 die Dirichlet–Randbedingung ψ
(1)
n1 (0) = 0 erfu¨llen. Da die Eigen-
funktionen des vollen Oszillators definierte Parita¨t aufweisen, werden durch die Rand-
bedingung gerade die Eigenfunktionen des Oszillators ausgezeichnet, die bezu¨glich q1
ungerade sind und an der Wand Knoten bilden:
ψ(1)n1 (−q1) = −ψ(1)n1 (q1).
Die bezu¨glich q1 geraden Eigenfunktionen des vollen Oszillators fallen also aus dem
Spektrum heraus.
Motiviert durch die Ergebnisse der Symmetriereduktion des inkommensurablen Os-
zillators bezu¨glich der Spiegelsymmetrie (Abschnitt 4.4, Seite 35 ff.) ist es interessant,
die Zustandsdichte des Halboszillators anhand dieser Reduktion zu verstehen. Die Fra-
ge ist, wie sich die Antisymmetrie der Eigenfunktionen bezu¨glich q1 in der Sprache
periodischer Orbits auffassen la¨sst.
Tatsa¨chlich haben wir den Großteil der dafu¨r no¨tigen Rechnungen schon fu¨r die Herlei-
tung der reduzierten Zustandsdichten δg(λ1,λ2) in (4.22) auf Seite 41 durchgefu¨hrt. Zur
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PSfrag replacements
q1q1
q2q2
Abbildung 6.1: Vom reduzierten Phasenraum des vollen Oszillators ausgehend (links), la¨sst sich der
volle Phasenraum des Halboszillators (rechts) durch teilweise Summation der irreduziblen Darstellungen
konstruieren.
Erinnerung: Die Zustandsdichte des vollen Ozillators wurde auf die vier irreduziblen
Darstellungen (λ1, λ2), λi = 0, 1, der Symmetriegruppe C = C2 × C2 reduziert, die die
Spiegelsymmetrie an den Ebenen (q1, p1) und (q2, p2) des Phasenraums beschreibt.
Genauso wie wir aus den reduzierten Zustandsdichten die volle Zustandsdichte des
Oszillators durch Summation u¨ber alle irreduziblen Darstellungen rekonstruiert haben,
versuchen wir nun, die volle Zustandsdichte des Halboszillators zu erhalten. Bei q1 = 0
existiert nun jedoch eine reale Wand und keine (fiktive) Berandung der primitiven Ein-
heitzelle. Es ist offensichtlich, dass wir deshalb nur u¨ber die Darstellungen zu summieren
haben, die zur Spiegelung an der q1 Achse geho¨ren. Diese Darstellungen wurden mit der
ersten Komponente λ1 von (λ1, λ2) nummeriert. Durch die Summation u¨ber λ1 wird die
Reduktion bezu¨glich der Spiegelsymmetrie zur q1–Achse aufgehoben und die Einheits-
zelle vom positiven Quadranten des Ortsraums auf die rechte Halbebene vergro¨ßert, wie
in Abbildung 6.1 veranschaulicht wird.
Fu¨r den Beitrag der q1–Mode des Halboszillators ergibt sich aus den ersten beiden
Summanden in (4.22)
δg
(q1)
λ2
(E) :=
1∑
λ1=0
1
4~ω1
[ ∞∑
r=1
(−1)rλ2
sin(rpiω2/2ω1)
sin
(
r
piE
~ω1
− rpi
2
)
+
∞∑
r=1
(−1)λ1+rλ2
cos(rpiω2/2ω1)
cos
(
r
piE
~ω1
− rpi
2
)]
=
1
2~ω1
∞∑
r=1
(−1)rλ2
sin(rpiω2/2ω1)
sin
(
rpi
(
E
~ω1
− 1
2
))
. (6.1a)
Aus den beiden anderen Summanden in (4.22) erhalten wir mit der Bedingung
1∑
λ1=0
(−1)rλ1 =
{
2 r ∈ 2N,
0 sonst
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Abbildung 6.2: Die beiden Summanden in (6.1b) sind Beitra¨ge von Librationen und ihren Wiederho-
lungen, die entlang der Wand verlaufen, jedoch unterschiedliche Stabilita¨ten aufweisen. Verru¨ckt man
den Startpunkt leicht in die Einheitszelle, schließen sich die Orbits des ersten Typs wie beim vollen
Oszillator nach einer primitiven Periode (links), wa¨hrend sich die Orbits des zweiten Typs (rechts) erst
nach zwei primitiven Perioden schließen
den Beitrag
δg
(q2)
λ2
(E) :=
1∑
λ1=0
1
4~ω2
[ ∞∑
r=1
(−1)rλ1
sin(rpiω1/2ω2)
sin
(
r
piE
~ω2
− rpi
2
)
+
∞∑
r=1
(−1)λ2+rλ1
cos(rpiω1/2ω2)
cos
(
r
piE
~ω2
− rpi
2
)]
=
1
2~ω2
[ ∞∑
k=1
1
sin(kpiω1/ω2)
sin
(
2k
piE
~ω2
− kpi
)
+
∞∑
k=1
(−1)λ2
cos(kpiω1/ω2)
cos
(
2k
piE
~ω2
− kpi
)]
.
(6.1b)
Die beiden Summanden in (6.1b) entstehen durch die Librationen, die entlang der Wand
verlaufen. Sie geho¨ren zu zwei Typen des gleichen Orbits, die sich durch ihre Stabilita¨t
unterscheiden, siehe Abbildung 6.2. Wir haben in den Kapiteln 4.2.2 und 4.4 besprochen,
dass Orbits, die auf dem Rand der primitiven Einheitszelle liegen, dieses Verhalten zei-
gen, weil eine Untergruppe der Symmetrie existiert, die den Randorbit invariant la¨sst.
Denkt man sich den Anfangspunkt der Libration entlang der Wand leicht in die primiti-
ve Einheitszelle verschoben, dann unterscheiden sich die zwei Typen von Orbits durch
ihre Endpunkte: Der Orbit des trivialen ersten Typs endet bei seinem Startpunkt, der
Orbit des nichttrivialen zweiten Typs endet beim Spiegelpunkt außerhalb der Einheits-
zelle.
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Die Beitra¨ge (6.1a) und (6.1b) ha¨ngen noch von λ2, der Darstellung der Spiegelung
an der q2–Achse ab. Entlang der q2–Achse verla¨uft die Wand und wir erwarten, dass
keine klassischen Orbits zur Zustandsdichte beitragen du¨rfen, die die Wand kreuzen.
Der zweite Summand in (6.1b), der genau den Beitrag dieser Orbits angibt, muss also
von den Beitra¨gen der Librationen trivialer Stabilita¨t abgezogen werden. Deshalb ist
die nicht–triviale Darstellung λ2 = 1 zu wa¨hlen.
Dies ist auch auf andere Weise zu rechtfertigen: Die Eigenfunktionen Ψn(q1, q2) des
vollen Oszillators zu Eigenenergien En sind entweder gerade oder ungerade unter der
Spiegelung q1 → −q1. Die Green–Funktion
G(q,q′, E) =
∑
n
Ψ∗n(q)Ψn(q′)
E − En
besteht demnach aus zwei Anteilen G = G+ +G− mit
G+(q,q′, E) =
∑
n
Ψn gerade
Ψ∗n(q)Ψn(q′)
E − En ,
G−(q,q′, E) =
∑
n
Ψn ungerade
Ψ∗n(q)Ψn(q′)
E − En .
Die beiden Anteile lassen sich schreiben als
G±((q1, q2), (q′1, q
′
2), E) =
1
2
(
G((q1, q2), (q′1, q
′
2), E)±G((−q1, q2), (q′1, q′2), E)
)
. (6.2)
Berechnen wir na¨herungsweise die Spur der Green–Funktionen G±, so fu¨hrt die Bedin-
gung stationa¨rer Phasen mit qi = q′i fu¨r den ersten Summanden in (6.2) zu gewo¨hnlichen
periodischen Orbits. Der zweite Summand fu¨hrt jedoch zur zuna¨chst seltsamen Bedin-
gung
0 =
(
∂S((−q1, q2), (q′1, q′2), E)
∂q1
+
∂S((−q1, q2), (q′1, q′2), E)
∂q′1
)
= −p1 − p′1.
Die Wirkung S wird also mit q1 = −q′1 und q2 = q′2 entlang einer Trajektorie berechnet,
die bei (q1, q2) mit Impuls (p1, p2) beginnt und bei (−q1, q2) mit Impuls (−p1, p2) endet.
Dies ist jedoch genau das, was wir aus obigen U¨berlegungen der Symmetriereduktion
erwarten.
Das Auftreten von Orbits, die an Spiegelpunkten innerhalb klassisch verbotener Be-
reiche enden, la¨sst sich u¨brigens auch direkt im Formalismus der Feynmanschen Pfadin-
tegrale verstehen. Die Auswertung der Pfadintegral–Darstellung des quantenmechani-
schen Propagators Kˆ(t) bei Gegenwart einer harten Wand vereinfacht sich mit Hilfe der
sogenannten ”Methode der Bilder“ [56]; ein entsprechendes Verfahren findet sich in der
Elektrostatik, wenn das Potential fu¨r Ladungverteilungen mit leitenden Oberfla¨chen be-
rechnet werden soll. Das Matrixelement Kˆ(q,q′, t) = 〈q|Kˆ(t)|q′〉 des Propagators fu¨r
das System mit Wand la¨sst sich durch zwei Propagatoren Kˆow des selben Systems ohne
Wand ausdru¨cken:
Kˆ(q,q′, t) = Kˆow(q,q′, t)− Kˆow(SP (q),q′, t).
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Der erste positive Anteil beinhaltet alle Pfade, die von q′ zu q fu¨hren. Davon wer-
den durch den zweiten Anteil die Beitra¨ge aller Pfade abgezogen, die von q′ zum
Spiegelpunkt SP (q) von q bezu¨glich der Wand fu¨hren. In unserem Fall wa¨re also
SP (q) = (e× s)q = (−q1, q2).
Mit λ2 = 1 in (6.1a) und (6.1b) gilt also
δg(E) = δg(q1)λ2=1(E) + δg
(q2)
λ2=1
(E)
=
1
2~ω1
∞∑
r=1
(−1)r
sin(rpiω2/2ω1)
sin
(
rpi
(
E
~ω1
− 1
2
))
+
1
2~ω2
[ ∞∑
k=1
(−1)k
sin(kpiω1/ω2)
sin
(
2k
piE
~ω2
)
−
∞∑
k=1
(−1)k
cos(kpiω1/ω2)
cos
(
2k
piE
~ω2
)]
=
1
2~ω1
∞∑
r=1
(−1)r
sin(rpiω2/2ω1)
sin
(
rpi
(
E
~ω1
− 1
2
))
+
1
~ω2
∞∑
k=1
(−1)k
sin (2kpiω1/ω2)
sin
(
kpi
(
2E
~ω2
− ω1
ω2
))
.
Die Summation der Darstellungen (0, 1) und (1, 1) der reduzierten Thomas–Fermi–
Beitra¨ge (4.24c) und (4.24d) ergibt
g¯(E) =
E
2~2ω1ω2
− 1
4~ω2
.
Insgesamt stimmt das semiklassische Ergebnis mit dem exakten Resultat aus Anhang
D.3 u¨berein.
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Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit wurde der Einfluss der diskreten und kontinuierlichen Symmetrie auf die
semiklassische Beschreibung der Zustandsdichte dargestellt. Die Zustandsdichte wurde
innerhalb dieses Formalismus fu¨r den harmonischen Oszillator und Halboszillator in
zwei Dimensionen explizit berechnet.
Dabei haben wir insbesondere die Reduktion der Zustandsdichte auf irreduzible Dar-
stellungen diskreter Symmetrie studiert. Sie erlaubt es, die Dynamik im Phasenraum
auf eine Einheitzelle zu beschra¨nken. Wir haben den Einfluss von Ra¨ndern der Ein-
heitszelle durch Randorbits betont und im Falle des inkommensurablen Oszillators Zu-
sammenha¨nge zu klassischen Billards mit harten Wa¨nden erkannt. Die Reduktion hat
sich als Mo¨glichkeit herausgestellt, aus den irreduziblen Darstellungen der Spiegelsym-
metrie des vollen Oszillators die Zustandsdichte des Halboszillators zu konstruieren.
Dieses Verfahren sollte sich auf andere Systeme leicht u¨bertragen lassen.
Ein wesentlicher Beitrag dieser Arbeit war die Bestimmung der semiklassischen Zu-
standsdichte fu¨r den harmonischen Oszillator im Fall eines allgemeinen rationalen Fre-
quenzverha¨ltnisses. Er hat sich als ein System herausgestellt, bei dem diskrete und
kontinuierliche Symmetrie zugleich wirken und isolierte vollsta¨ndig periodische Orbits
als auch Familien von Teilorbits existieren. Der anisotrope Oszillator wurde durch ei-
ne komplexe kanonische Transformation auf den isotropen Oszillator abgebildet und
auf diese Weise die diskrete Symmetrie identifiziert. Es wurde gezeigt, wie mit Hilfe
von Symmetriereduktion die klassischen periodischen Orbits des Phasenraums charak-
terisiert werden ko¨nnen. Insbesondere die Familie von Lissajous–Figuren la¨sst sich als
Zusammensetzung von Familien von Teilorbits sehen, die durch Blochkugelzusta¨nde
identifiziert werden ko¨nnen. Zudem haben wir die einzelnen Beitra¨ge der (Teil)Orbits
zur Position und Entartung der Eigenenergien im Spektrum bestimmt. Die Resultate
dieser Arbeit werden zuku¨nftig in Form eines Artikels publiziert [57].
Daru¨ber hinaus wurden (auch in den Anha¨ngen) einige wichtige Aspekte fu¨r weiter-
fu¨hrende Arbeiten angeschnitten. Die allgemeine Bestimmung des Phasenindex fu¨r Spur-
formeln in Gegenwart kontinuierlicher Symmetrie, insbesondere fu¨r das Auftreten entar-
teter parabolische Blo¨cke in der Monodromiematrix, ist eine reizvolle, wenngleich auch
sehr mathematische Aufgabe. Außerdem sollte es leicht mo¨glich sein, direkt aufbauend
auf dieser Arbeit den harmonischen Halboszillator im Falle kommensurabler Frequen-
zen zu betrachten. Dann ließe sich beispielsweise die Auswirkung einer Kopplung des
Halboszillators mit einem oder eventuell mehreren weiteren harmonischen Oszillatoren
als Sto¨rung einer kontinuierlichen Symmetrie verstehen und untersuchen. Denn eine
Kopplung bewirkt effektiv eine Verkippung der harten Wand des Halboszillators [58].
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Anhang A
Semiklassische Na¨herungen und Indizes
In der klassischen Elektrodynamik wird Licht als elektromagnetische Wellen aufgefasst,
die den Maxwellschen Gleichungen gehorchen. Eine erste Na¨herung der Beschreibung
der Lichtausbreitung liefert die geometrische Optik mit Hilfe der Vorstellung von Licht-
strahlen oder Wellenfronten. Diese Na¨herung beschreibt die physikalischen Pha¨nomene
nur dann hinreichend gut, wenn die Wellenla¨ngen im Vergleich zu den betrachteten
Gro¨ßenordnungen genu¨gend klein sind. Vom mathematischen Standpunkt aus gesehen
entspricht dies der asymptotischen Lo¨sung der zugeho¨rigen Differentialgleichungen.
Na¨herungen dieser Art treten in vielen Bereichen der mathematischen Physik auf
und tragen unterschiedliche Namen. In der Quantenmechanik werden entsprechende
Zuga¨nge meist unter dem Begriff der ”semiklassischen Na¨herung“ zusammengefasst. Sie
liefert eine Bru¨cke zwischen der Quantenmechanik und der klassischen Mechanik. Diese
Verbindung gibt oft eine anschauliche und fu¨r den Menschen intuitivere Einsicht fu¨r
quantenmechanische Beschreibungen, da wir mit den Gesetzen der klassischen Mechanik
wohl von Natur aus vertrauter sind.
Der U¨bergang von der Quantenmechanik zur klassischen Mechanik wird durch den
formalen Limes ~ → 0 erreicht, in dem wir im Allgemeinen erwarten, dass quantenme-
chanische Gro¨ßen in ihre klassischen Entsprechungen u¨bergehen, soweit diese existieren.
Wir wiederholen in diesem Anhang zuna¨chst einige grundlegende Tatsachen. Der erste
Abschnitt gibt eine kurze U¨bersicht u¨ber die semiklassische Na¨herung der Wellenfunk-
tion fu¨r kurze Zeiten und ihre Zusammenha¨nge zur Hamilton–Jacobi–Theorie und den
Hamiltonschen Gleichungen. Der zweite Abschnitt bescha¨ftigt sich ausfu¨hrlicher mit
den in semiklassischen Na¨herungen auftretenden Phasenindizes, ihrer Verbindung zur
Topologie und der semiklassischen Quantisierung. Der letzte Abschnitt fasst einige Tat-
sachen u¨ber den Phasenindex der Gutzwillerschen Spurfomel und praktische Methoden
zu seiner Berechnung zusammen.
A.1 Semiklassische Na¨herung
Eine komplexe Wellenfunktion ψ(q, t) in Ortsbasis la¨sst sich allgemein durch zwei reelle
Funktionen, der Amplitude A(q, t) und Phase R(q, t) ausdru¨cken:
ψ(q, t) = A(q, t) exp
(
i
~
R(q, t)
)
.
Die zeitliche Entwicklung dieser Wellenfunktion gema¨ß der Schro¨dinger–Gleichung fu¨r
einen Hamilton–Operator der Form Hˆ = pˆ2/2 + V (qˆ) lautet(
i~
∂
∂t
+
~2
2
∇2 − V (q)
)
ψ(q, t) = 0.
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Setzten wir obigen Ansatz fu¨r die Wellenfunktion ein, liefert der Real– und Imagina¨rteil
zwei gekoppelte Differentialgleichungen fu¨r die Entwicklung der Phase und der Ampli-
tude
∂R
∂t
+
1
2
(
∂R
∂q
)2
+ V (q)− ~
2
2A
∇2A = 0, (A.1)
∂A
∂t
+
(
∂A
∂q
)
·
(
∂R
∂q
)
+
1
2
A∇2R = 0. (A.2)
Der koppelnde Term der ersten Gleichung ist von zweiter Ordnung in ~ und deswegen
klein im Limes ~ → 0. Innerhalb des sogenannten WKB–Ansatzes wird angenommen,
dass sich die Amplitude A im Vergleich zur Phase R/~ nur langsam a¨ndert, so dass wir
diesen Term vernachla¨ssigen. Wir erhalten so mit der Definition
p(q, t) :=
∂R
∂q
(q, t)
die Hamilton–Jacobi–Gleichung
∂R
∂t
+H
(
q,
∂R
∂q
)
= 0.
Betrachten wir das totale Differential von R,
dR =
∂R
∂t
dt+
∂R
∂q
·dq,
und teilen durch dt. Dann erhalten wir fu¨r die totale Ableitung nach der Zeit entlang
einer zuna¨chst beliebigen Richtung q˙
dR
dt
(q, q˙, t) = −H
(
q,
∂R
∂q
)
+ p·q˙.
Um diese Gleichung formal zu integrieren, beno¨tigen wir die A¨nderung von p entlang
q˙. Das totale Differential
dp = d
∂R
∂q
=
∂
∂t
∂R
∂q
dt+
∂
∂q
∂R
∂q
dq = −
(
∂H
∂q
+
∂p
∂q
∂H
∂p
)
dt+
∂p
∂q
dq
la¨sst sich wieder durch dt teilen und daraus ergibt sich
p˙(q, q˙, t) +
∂H
∂q
=
∂p
∂q
(
q˙− ∂H
∂p
)
.
Die zeitliche A¨nderung von p ist also nicht nur eine Funktion von dem bis jetzt un-
bestimmten Feld q˙, sondern auch von der zweiten Ableitung von R nach q mit ihrer
ebenfalls unbekannten Zeitabha¨ngigkeit. Wenn wir jedoch q˙ so wa¨hlen, dass die rechte
(und damit auch die linke) Seite der Gleichung verschwindet, berechnet sich die Funkti-
on R(q, t) entlang einer Trajektorie (q(t),p(t)), die durch die Lo¨sung der Hamiltonschen
Gleichungen mit der Anfangsbedingung
q′ = q(t′), p′ = p(t′) =
∂R
∂q
(q′, t)
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gegeben ist. Die Phase R(q, t) entspricht demnach der klassischen Wirkung
R(q, t) = R(q′, t′) +
∫ t
t′
p(τ)·q˙(τ)−H(q(τ),p(τ)) dτ
= R(q′, t′) +
∫ t
t′
L(q(τ), q˙(τ)) dτ
=: R(q′, t′) +R(q,q′, t, t′).
Bei Energieerhaltung H = E ko¨nnen wir R(q,q′, t, t′) durch die reduzierte Wirkung S
ausdru¨cken:
R(q,q′, t, t′) =
∫ t
t′
p(τ)·q˙(τ) dτ − E(t− t′) =
∫ q
q′
p·dq− E(t− t′)
=: S(q,q′, E)− E(t− t′).
Kommen wir nun zur Amplitude A(q, t) der Wellenfunktion. Sie la¨sst sich aus einer
Kontinuita¨tsgleichung bestimmen. Denn multiplizieren wir (A.2) mit 2A und interpre-
tieren
ρ(q, t) = |A(q, t)|2 = ψ∗(q, t)ψ(q, t)
als Dichte, dann ist (A.2) a¨quivalent zu
∂ρ
∂t
+
∂
∂q
·
(
ρ
∂R
∂q
)
= 0.
ρ la¨sst sich als Dichte von (hypothetischen) Teilchen im Ortsraum auffassen. Sie wird
nach obigen Ausfu¨hrungen entlang einer klassischen Trajektorie propagiert, von der wir
zuna¨chst annehmen, dass sie die einzige Lo¨sung ist, die von q′ zu q(t) fu¨hrt. Diese
Voraussetzung la¨sst sich erfu¨llen, wenn die Zeit t hinreichend klein gewa¨hlt wird. Be-
trachten wir ein infinitesimales Volumen ddq′ um den Startpunkt q′ zur Zeit t′, dann ist
die ”Anzahl“ der Teilchen in diesem Volumen gleich ρ(q
′, t′)ddq′. Folgen wir der Trajek-
torie bis zur Zeit t zum Ort q und lassen das Volumenelement entsprechend propagieren,
dann ist die Zahl der Teilchen im propagierten Volumen gleich ρ(q(t), t)ddq. Wegen der
Teilchenerhaltung gilt nun
ρ(q′, t′)ddq′ = ρ(q(t), t)ddq = ρ(q(t), t)
∣∣∣∣det ∂q∂q′
∣∣∣∣ ddq′.
Fu¨r genu¨gend kurze Zeiten ist die Funktion R(q(t), t) wohldefiniert (d.h. jedem Argu-
ment la¨sst sich genau ein Funktionswert zuordnen) und die Orientierung des Volumen-
elementes ddq bleibt erhalten. Wir haben dadurch insgesamt folgende semiklassische
Na¨herung der Wellenfunktion gefunden:
ψskl(q, t) =
(
det
∂q
∂q′
)− 1
2
A(q′, t′) exp
(
i
~
(R(q′, t′) +R(q,q′, t, t′))
)
=
(
det
∂q
∂q′
)− 1
2
exp
(
i
~
R(q,q′, t, t′)
)
ψ(q′, t′).
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A.2 Phasenindizes
A.2.1 Der Morse–Index
Betrachten wir nun, wie sich die Kurzzeitna¨herung der Wellenfunktion fu¨r gro¨ßere Zei-
ten verha¨lt. Sei im Folgenden t′ = 0. Wir konstruieren aus der Anfangsbedingung eine
Untermannigfaltigkeit L′ des Phasenraums P = R2d:
L′ = {(q′,p′) |p′ = ∂R
∂q
(q′, 0), q′ ∈ D ⊂ Rd}.
Die Mannigfaltigkeit L′ ist Lagrangesch, d.h. sie ist d–dimensional und auf ihr ver-
schwindet die symplektische 2–Form dp ∧ dq. Dies folgt aus der Definition von p′ als
Gradient und dem Satz von Stokes. Der Phasenfluss gt propagiert L′ nach der Zeit t
zu einer anderen Mannigfaltigkeit gtL′ weiter. Sie ist ebenfalls Lagrangesch, denn der
Phasenfluss erha¨lt die symplektische Form. Fu¨r hinreichend kurze Zeiten t ist die Funk-
tion p(q, t) bezu¨glich q nicht–singula¨r: die neue Mannigfaltigkeit kann so wie die alte
eindeutig auf den Konfigurationsraum projeziert werden. Dies trifft jedoch fu¨r gro¨ssere
Zeiten im Allgemeinen nicht mehr zu, denn die Mannigfaltigkeit gtL′ kann Falten bilden
und es wird mo¨glich, dass mehrere Punkte x(j) = (q,p(j)) ∈ gtL′ von verschiedenen
Bla¨ttern der Mannigfaltigkeit auf ein und den selben Punkt q im Konfigurationsraum
projeziert werden, wie in Abbildung A.1 skizziert ist. Wir nehmen an, dass diese Punk-
te nicht entartet sind, d.h. die Jacobi–Matrix ∂p/∂q der Projektionsabbildung auf den
Ortsraum ist an jedem Punkt x(j) nicht–singula¨r.
Die Punkte x(j) entstehen nach der Zeit t aus verschiedenen Punkten x′(j) = (q
′
(j),
p′(j)) der urspru¨nglichen Mannigfaltigkeit L′ unter der Wirkung des Phasenflusses: Nach
der Zeit t erreichen verschiedene klassische Trajektorien, die wir mit j nummerieren,
den selben Punkt q des Ortsraums. Sie starten von verschiedenen Punkten x′(j) und
enden mit verschiedenen Impulsen p(j). Sie haben deshalb im Allgemeinen verschiedene
Wirkungen Rj . Alle Startpunkte x′(j) liegen auf der urspru¨nglichen Mannigfaltigkeit und
erfu¨llen die Bedingung, mit der sie konstruiert wurde.
Wir erwarten im Allgemeinen also mehrere Trajektorien j, die zur semiklassischen
Wellenfunktion ψskl(q, t) mit verschiedenen Wirkungen Rj beitragen.
Betrachten wir nun eine dieser Trajektorien und gehen von ihrem Startpunkt x′(j) auf
der urspru¨nglichen Mannigfaltigkeit aus. Fu¨r genu¨gend kurze Zeiten τ hat die propagier-
te Mannigfaltigkeit gτL′ eine wohldefinierte Projektion auf den Ortsraum, insbesondere
ist die Projektion von gτx′(j) nicht entartet. Nun entwickle sich in der Mannigfaltigkeit
zu einem kurz darauf folgenden Zeitpunkt τ = t˜ eine Falte bei x˜ := gt˜x′(j).
Es ist hilfreich, sich diesen Vorgang zuna¨chst nur fu¨r einen eindimensionalen Ortsraum
oder fu¨r eine ausgewa¨hlte Komponente des Ortsraums Rd vorzustellen, und spa¨ter auf
den mehrdimensionalen Fall zu verallgemeinern. Sei diese ausgewa¨hlte Richtung zum
Beispiel die q1–Achse, siehe Abbildung A.1.
Der Startpunkt q′(j) der Trajektorie j sei im Ortsraum durch ein kleines Intervall dq
′
umgeben. Dieses Intervall entstehe durch die Projektion auf die q1–Achse von einem
entsprechenden Bereich B′ der Lagrangeschen Mannigfaltigkeit L′. Nun wird der Be-
reich B′ zusammen mit der Mannigfaltigkeit propagiert. Zur Zeit t˜ umgibt B˜ = gt˜B′
den Faltungspunkt x˜ ∈ gt˜L′. Die Projektion von B˜ auf die q1–Achse ergibt ein Intervall
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Abbildung A.1: Die Lagrangesche Mannigfaltigkeit L′ der Anfangsbedingung (q′, ∂R/∂q) wird unter
dem Phasenfluss gτ der Hamilton–Funktion propagiert. Zum Zeitpunkt t˜ entwickelt sich eine Falte bei
q1 = q˜ und die Funktion R bildet zwei Zeige aus.
dq˜. Wa¨hrend der zeitlich stetigen Durchschreitung des Faltungspunktes a¨ndert das pro-
jezierte Intervall seine Orientierung und entartet genau wenn die Falte durchschritten
wird. Im mehrdimensionalen Fall verschwindet deshalb ein Eigenwert der Jacobi–Matrix
∂q/∂q′j am Punkt q˜. Zusa¨tzlich bildet die Funktion R nach der Durchschreitung der
Falte mehrere Zweige aus.
Punkte q˜, bei denen die Projektion auf den Ortsraum entartet, werden Brennpunkte
genannt und heißen konjugiert zum Startpunkt q′. Die Projektion einer Falte bildet im
Ortsraum eine Figur, die als Kaustik bezeichnet wird.
Eine Faltung a¨ndert also die Orientierung von Teilen der Lagrangeschen Mannigfaltig-
keit gegenu¨ber der urspru¨nglichen Mannigfaltigkeit. Wir ko¨nnen die Vorzeichenwechsel
der Jacobi–Determinante aufsammeln, wenn wir die konjugierten Punkte entlang der
Trajektorie j durch eine Zahl mj za¨hlen:
det
∂q
∂q′
∣∣∣∣
q′(j)
= exp (−ipimj)
∣∣∣∣det ∂q∂q′
∣∣∣∣
q′(j)
.
Es sollte beachtet werden, dass sich in ho¨heren Dimensionen Falten in mehreren Richtun-
gen ausbilden ko¨nnen und die Brennpunkte deswegen gema¨ß ihrer Multiplizita¨t geza¨hlt
werden mu¨ssen. Der Index mj heißt Morse–Index. Er spielt insbesondere in der so ge-
nannten Morse–Theorie der Variationsrechnung eine wichtige Rolle[59, 60]: Betrachtet
man die zweite Variation δ2R der Wirkung als eine quadratische Form im Raum der
Variationen mit festen Endpunkten, dann ist der Morse–Index gerade die Anzahl der
negativen Eigenwerte dieser quadratischen Form [12], vergleiche die Diskussion fu¨r die
Gutzwillersche Spurformel auf Seite 5.
Wir finden also insgesamt, dass sich die semiklassische Wellenfunktion als eine Summe
u¨ber klassische Trajektorien j von q′(j) zu q mit Wirkungen Rj und Morse–Indizes mj
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schreiben la¨sst:
ψ(q, t) =
∑
j
∣∣∣∣det ∂q∂q′
∣∣∣∣−1/2
q′(j)
exp
(
i
~
Rj(q, t,q′(j), 0)− i
mj
2
pi
)
ψ(q′, 0). (A.3)
A.2.2 Der Maslov–Index
Der Morse–Index ist ein Spezialfall des so genannten Maslov–Index. Er ist zuna¨chst
allgemein fu¨r jede Kurve auf einer n–dimensionalen Lagrangeschen Mannigfaltigkeit Le
eines 2n–dimensionalen Phasenraums Pe = {q1, . . . , qn, p1, . . . , pn} definiert. Wir fu¨hren
hier bewusst eine neue Bezeichnung n fu¨r die Dimension ein. Die Projektion von Le auf
den n–dimensionalen Konfigurationsraum kann singula¨re Punkte aufweisen, an denen
die Jacobi–Matrix der Projektionsabbildung keinen vollen Rang besitzt. Maslov zeigt,
dass die Lagrangesche Mannigfaltigkeit stets durch eine beliebig kleine Rotation, unter
der sie Lagrangesch bleibt, in eine sogenannte ”allgemeine Position“ gebracht werden
kann, unter der folgende Aussagen gelten: die Menge aller singula¨ren Punkte Σ von Le
besteht aus einer (n − 1)–dimensionalen Mannigfaltigkeit Σ1 von Punkten, an denen
der Rang der Jakobi–Matrix um eins erniedrigt ist mit einer Menge von Randpunkten,
die Mannigfaltigkeiten der Dimensionen n − 3 und kleiner bilden [61]. Interessant ist
nun, dass Σ in Le zweiseitig eingebettet ist.1 Es ist also mo¨glich, an jedem Punkt von
Le zu sagen, auf welcher Seite relativ zu Σ1 wir uns befinden.
Betrachten wir nun einen einfach singula¨ren Punkt der Lagrangeschen Mannigfaltig-
keit in ”allgemeiner Position“. In einer Umgebung dieses Punktes ist die Singularita¨t
durch ein Verschwinden von ∂qk/∂pk fu¨r ein k ∈ {1, 2, . . . , n} gekennzeichnet. Verfol-
gen wir eine Kurve in Le, die durch diesen Punkt geht, dann schneidet sie dort die
Menge Σ1 der einfach singula¨ren Punkte. Die Ableitung wechselt dabei das Vorzeichen
und wir wechseln beim Durchlauf durch die Kurve von einer Seite von Σ zur anderen.
Die wesentliche Voraussetzung dafu¨r ist jedoch, dass Σ von der Kurve stets transversal
geschnitten wird. Die Seite, auf der ∂qk/∂pk positiv ist, wird positive Seite genannt.
Der Maslov–Index einer parametrisierbaren Kurve2 in Le ist nun wie folgt definiert:
Die Kurve starte und ende bei zwei nicht–singula¨ren Punkten, also außerhalb von Σ.
Entlang der Kurve werden singula¨re Punkte durchlaufen, dabei seien die obigen Vor-
aussetzungen erfu¨llt. Der Maslov–Index ist die Anzahl der U¨berga¨nge wa¨hrend dieses
Durchlaufs von der negativen Seite von Σ zur positiven Seite minus der U¨berga¨nge, die
andersherum erfolgen. Er ist eine topologische Eigenschaft der betrachteten Kurve und
ha¨ngt nicht vom verwendeten Koordinatensystem ab.
Der Maslov–Index und der Morse–Index stehen in folgendem Zusammenhang [61]:
Betrachte im 2n = 2(d+1)–dimensionalen erweiterten Phasenraum Pe = {(q0, p0,q,p)}
eine n = (d+ 1)–dimensionale Mannigfaltigkeit Le. Sie wird durch
Le = {(τ,−H(q,p),q,p) | (q,p) ∈ gτL′, 0 ≤ τ ≤ t}
1Genauer: Es gibt ein zur Mannigfaltigkeit Le tangentiales Vektorfeld, das stets senkrecht zu Σ1 ⊂ Le
steht.
2Die Parametrisierbarkeit ist wichtig, denn so la¨sst sich die Kurve orientieren, also eine Richtung des
Durchlaufs angeben
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definiert und ist Lagrangesch. Eine Trajektorie γ des (gewo¨hnlichen) Phasenraums kann
so als Kurve γe in Le aufgefasst werden: Der Morse–Index der Trajektorie γ = gτ (q′,p′)
ist gleich dem Maslov–Index der Kurve γe = (τ,−H(gτ (q′,p′)), gτ (q′,p′)).
A.2.3 Periodische Orbits und Phasenindex
Der Index geschlossener Trajektorien ist fu¨r semiklassische Na¨herungen von besonde-
rer Bedeutung, denn periodische Orbits treten bei der semiklassischen Quantisierung
wie der Bohr–Sommerfeld– und Einstein–Brillouin–Keller-Quantisierung wie auch der
Gutzwillerschen Spurformel in natu¨rlicher Weise auf.
Die Definition des Maslov–Index in seiner urspru¨nglichen Form, so wie sie oben dar-
gestellt wurde, ist recht abstrakt. Arnold zeigt in [61] die A¨quivalenz mit einer Kon-
struktion, die heute in der physikalischen Literatur gebra¨uchlicher ist: Entlang einer
Kurve γe auf einer Lagrangeschen Mannigfaltigkeit Le des erweiterten Phasenraums Pe
existiert an jedem Punkt eine Ebene, die tangential zur Mannigfaltigkeit liegt. Es la¨sst
sich zeigen, dass diese Ebenen ebenfalls Lagrangesch sind. Sie sind deshalb Elemente
der Menge Λ aller Lagrangeschen Unterra¨ume von Pe. Jeder Punkt der Kurve bestimmt
also ein Element von Λ. Die Menge aller Tangential–Ebenen entlang γe bildet auf die-
se Weise eine Kurve γΛ in Λ. Tatsa¨chlich la¨sst sich fu¨r diese Kurve ein Maslov–Index
definieren, der mit dem Index der urspru¨nglichen Kurve γe u¨bereinstimmt.
Zuna¨chst fu¨hren wir im Phasenraum neben der symplektischen Struktur und dem
Skalarprodukt mit der Definition z := q + ip eine komplexe Struktur ein. Transfor-
mationen, die die symplektische Struktur und das Skalarprodukt erhalten, lassen auch
die komplexe Struktur invariant und sind deshalb unita¨r [61]. Sie wirken auf Lagran-
gesche Ebenen wie Drehungen. Ausgehend von einer fixierten Lagrangeschen Ebene,
sei dies im Folgenden der Impulsraum {(q = 0,p)}, lassen sich also alle anderen Ebe-
nen in Λ durch eine unita¨re Transformation erzeugen. Dies ist jedoch keine eindeutige
Konstruktion. Zwei unita¨re Transformationen, die den Impulsraum auf ein und diesel-
be Lagrangesche Ebene abbilden, ko¨nnen sich ho¨chstens durch eine reelle, orthogonale
Transformation unterscheiden. Die Determinante einer unita¨ren Transformation ist eine
komplexe Zahl vom Betrag 1 und die Determinante einer orthogonalen Transformation
hat den Wert ±1. Deswegen ha¨ngt das Quadrat der Determinante der unita¨ren Trans-
formation, die die reelle Ebene auf die Lagrangesche Ebene abbildet nur von der Lage
der Lagrangeschen Ebene und nicht von der Wahl der speziellen Transformation ab.
Nun haben wir alle Zutaten, um den Index zu definieren: Gegeben sei eine geschlos-
sene Trajektorie γ des gewo¨hnlichen Phasenraums P. Wie am Ende des letzten Ab-
schnitts gezeigt, definiert sie eine Kurve γe auf der Lagrangeschen Mannigfaltigkeit Pe
(dem erweiterten Phasenraum). Aus obiger Konstruktion erhalten wir eine Kurve γΛ
in der Menge der Lagrangeschen Unterra¨ume Λ von Pe. Der Startpunkt von γΛ ist eine
Lagrangesche Ebene, die durch eine gewisse Rotation des Impulsraums entsteht. Das
Quadrat der Determinante dieser Transformation ist eine komplexe Zahl ζ, die auf dem
Einheitskreis liegt und allein durch die Lage der Ebene, d.h. den Startpunkt bestimmt
wird. Die tangentiale Ebene rotiert, wenn wir entlang der Kurve laufen und ζ bewegt
sich auf dem Einheitskreis. Die Anzahl der Rotationen dieser Zahl um den Ursprung
des Einheitskreises ist der Maslov–Index der Kurven γΛ und γe. Er za¨hlt die Anzahl
der nicht–trivialen Schnitte der Tangential–Ebenen mit dem Impulsraum.
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Der Vorgang la¨sst sich fu¨r ein eindimensionales, konservatives System leicht ver-
anschaulichen: Wir betrachten im zweidimensionalen Phasenraum {(q1, p1)} einen ge-
schlossenen Orbit in Form einer Ellipse. An jedem Punkt la¨sst sich eine Tangente zum
Orbit konstruieren. Wir starten an einem Punkt, an der die Tangente senkrecht auf der
Impuls–Achse steht. Wa¨hrend eines Durchlaufs durch die Ellipse rotiert die Tangente
einmal um sich selbst und steht zweimal tangential zur Impuls–Achse. Der Maslov–
Index m der Ellipse ist deshalb zwei.3 Die Phase der semiklassischen Wellenfunktion
a¨ndert sich wa¨hrend des Durchlaufs durch die Ellipse also um
1
~
∮
γ
p dq −mpi
2
.
Wir fordern Eindeutigkeit der Wellenfunktion, deshalb gilt
1
~
∮
γ
pdq −mpi
2
= N 2pi, N ∈ N,
also
1
2pi
∮
γ
p dq = ~
(
N +
1
2
)
und wir erkennen eine altbekannte Quantierungsbedingung wieder. Diese Art der Quan-
tisierung fu¨r ein integrables System wird meist als EBK– oder Torus–Quantisierung be-
zeichnet: Existieren fu¨r ein im Allgemeinen d–dimensionales System neben der Hamilton–
Funktion H = E noch d−1 weitere, paarweise bezu¨glich der Poisson–Klammer kommu-
tierende Erhaltungsgro¨ßen, erzeugen deren Hamiltonsche Phasenflu¨sse auf der Mannig-
faltigkeit zu konstanter Energie H = E zueinander unabha¨ngige Vektorfelder. Ist die
Mannigfaltigkeit H = E zusa¨tzlich zusammenha¨ngend, dann hat sie die topologische
Struktur eines d–Torus (Satz von Poincare´–Hopf) [12]. Winkel– und Wirkungsvariablen
(Θ, I) bilden eine natu¨rliches Koordinatensystem auf dem Torus. Es existieren d topolo-
gisch unabha¨ngige geschlossene Schleifen γi , die durch Variation jeweils einer Winkelko-
ordinate Θi bei konstanten Wirkungsvariablen erzeugt werden. Die EBK–Quantisierung
lautet dann [8]:
Ii =
1
2pi
∮
γi
p·dq = ~
(
Ni +
mi
4
)
, i = 1, 2, . . . , d.
A.3 Der Phasenindex der Gutzwillerschen Spurfomel
Bescha¨ftigen wir uns schließlich mit dem Phasenindex σr, wie er fu¨r die rte Wiederho-
lung eines klassischen periodischen Orbits in der Gutzwillerschen Spurformel auftritt. Er
wird in der Literatur fa¨lschlicherweise meist auch als Maslov–Index bezeichnet, obwohl
er mit der usrpu¨nglichen Definition von Maslov im Allgemeinen nicht u¨bereinstimmt.
Fu¨r integrable Systeme steht σr jedoch in engem Zusammenhang mit demMaslov–Index
3Dem aufmerksamen Leser wird auffallen, daß der Vorgang hier tatsa¨chlich nicht im erweiterten Pha-
senraum {(t,−E, q1, p2)}, sondern in der Projektion auf {(q1, p2)} veranschaulicht wird.
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der EBK–Quantisierung, wie wir sie oben beschrieben haben [8]. Dieser Zusammenhang
la¨sst sich aus der verallgemeinerten Spurformel fu¨r abelsche Symmetrien von Creagh
[13] erkennen. Sie kann fu¨r ein integrables System unter Benutzung von Wirkungs– und
Winkelvariablen in eine Form gebracht werden, die a¨quivalent zu einer Formel ist, die
Berry und Tabor in [17, 18] geben. Die Berry–Tabor–Fomel der Zustandsdichte eines
integrablen Systems entsteht im Wesentlichen aus der Anwendung der Poissonschen
Summationsformel auf die exakte Zustandsdiche und der na¨herungsweisen Auswertung
der auftretenden Integrale. Die exakte Zustandsdichte wird dabei allgemein mit einer
Form angesetzt, wie man sie aus einer EBK–Quantisierung erhalten wu¨rde. Entspre-
chende Gro¨ßen wie der Maslov–Index gehen so direkt in die Formel mit ein.
Die in der Literatur vero¨ffentlichten Methoden zur Bestimmung von σr lassen sich
in zwei vom Ansatz her verschiedene Zuga¨nge einteilen, die wir in den na¨chsten beiden
Abschnitten beschreiben. Es sollte beachtet werden, dass sich Folgendes ausschließlich
auf den Phasenindex der gewo¨hnlichen Gutzwillerschen Spurformel bezieht, die isolier-
te Orbits voraussetzt. Eine allgemeine Methode zur Bestimmung der Indizes in den
verallgemeinerten Spurformel fu¨r Symmetrien ist bis jetzt nicht bekannt.
A.3.1 Berechnung in lokalen Koordinaten des Orbits
Die herko¨mmlichen Methoden [6, 13, 62, 14, 8] benutzen ein lokales Koordinatensystem
des betreffenden Orbits und eine Zerlegung des Phasenindex in zwei Anteile, σr = µr+νr.
Dieser Weg ist sehr eng mit der Herleitung der Gutzwiller–Formel verknu¨pft und wird
durch die dort auszuwertenden Integrale und deren Na¨herungen an stationa¨ren Phasen
motiviert.
Der erste Anteil µr ergibt sich auf a¨hnliche Weise wie der Maslov–Index: Er za¨hlt die
konjugierten Punkte entlang des Orbits. Im Unterschied zu oben werden hier jedoch
periodische Orbits zu vorgegebener Energie, statt Orbits mit fixierter Periode betrach-
tet. µr ist der Phasenindex der semiklassischen, energieabha¨ngigen Green–Funktion
Gskl(q,q′, E). Sie ergibt sich aus einer Laplace–Transformation des semiklassischen
Van Vleck–Propagators Kskl(q,q′, t), die na¨herungsweise an Punkten stationa¨rer Phase
durchgefu¨hrt wird. µr ist deshalb selbst eine Summe aus dem Phasenindex mr des Van
Vleck–Propagators und dem Phasenbeitrag des Fresnel–Integrals der na¨herungsweisen
Transformation. Wir haben hier absichtlich den Index des semiklassischen Propagators
Kskl(q,q′, t) mit mr bezeichnet, denn ein Propagator kann als eine vom Parameter
q′ abha¨ngige Wellenfunktion Kskl,q′(q, t) aufgefasst werden. Sie erfu¨llt die Schro¨dinger–
Gleichung und passt sich so in das Schema ein, wie wir es am Anfang dieses Kapitels be-
schrieben haben. Der Propagator erfu¨llt die spezielle Anfangsbedingung Kskl,q′(q, 0) =
δ(q−q′). Diese Lokalisation im Ortsraum entspricht einer gleichma¨ßigen Verteilung im
Impulsraum. Orbits starten von q′ aus mit verschiedensten Impulsen p′. Dies ergibt ein
fa¨cherartiges Bild, wie in Abbildung A.2 dargestellt. Zu q′ konjugierte Punkte q˜ entste-
hen an Orten, an denen die verschiedenen Orbits des Fa¨chers wieder in einem Punkt
zusammentreffen, also die Matrix (∂q/∂p′) singula¨r wird. Diese Matrix ist gerade die
Inverse der Van Vleck–Morette–Matrix, die als Amplitude im Van Vleck–Propagator
auftritt. Sie divergiert also an konjugierten Punkten, deren Anzahl durch mj geza¨hlt
werden.
Der zweite Beitrag νr zum Phasenindex σr entsteht, wenn die Spur der semiklas-
97
Anhang A Semiklassische Na¨herungen und Indizes
PSfrag replacements
q
p
′
q˜q
′
Abbildung A.2: Orbits starten bei q′ mit allen mo¨glichen Impulsen p′. Sie treffen im Ortsraum bei
konjugierten Punkten q˜ zusammen.
sischen Green–Funktion in lokalen Koordinaten des Orbits gebildet wird. Das Inte-
gral fu¨r die Koordinate entlang des Orbits wird exakt ausgefu¨hrt, alle anderen jedoch
na¨herungsweise an stationa¨ren Phasen. Diese liefern Fresnel–Integrale mit den entspre-
chenden Phasenbeitra¨gen.
Es la¨sst sich zeigen [13], dass im Allgemeinen weder µr noch νr topologische Invarian-
ten des Orbits sind, sondern vielmehr von der Wahl des Startpunktes abha¨ngen ko¨nnen.
Diese Eigenschaft besitzt tatsa¨chlich nur die Summe beider Gro¨ßen, die als Phasenin-
dex in die Spurformel eingeht. Letztlich treten in der Spurformel ausschließlich Gro¨ßen
auf, die kanonische Invarianten eines Orbits darstellen und deswegen auch nicht vom
speziellen Koordinatensystem abha¨ngen du¨rfen, mit denen sie berechnet werden.
Wir geben nun Methoden an, wie sich σr = µr+νr fu¨r ein zweidimensionales System
praktisch berechnen la¨sst. Wir unterscheiden zwei Fa¨lle.
Unstabile Orbits
Ist der Orbit, fu¨r den der Index berechnet wird unstabil, so kann σr als eine Windungs-
zahl gesehen werden [13, 14]. In diesem Fall ist es mo¨glich σr als Ganzes zu bestim-
men: Wir betrachten zur Zeit t = 0 am Startpunkt4 (q1,0, q2,0, p1,0, p2,0) des Orbits
mit Periode T den Eigenvektor e0 := (eq1,0, eq2,0, ep1,0, ep2,0)
ᵀ zum unstabilen Eigenwert
der Monodomiematrix M = X(t = T ), vergleiche Anhang C, sowie den Flussvektor
f0 = (q˙1,0, q˙2,0, p˙1,0, p˙2,0)
ᵀ. Diese Vektoren werden nun durch die Lo¨sungsmatrix propa-
giert:
e(t) = (eq1(t), eq2(t), ep1(t), ep2(t))
ᵀ = X(t) e0,
f(t) = (fq1(t), fq2(t), fp1(t), fp2(t))
ᵀ = X(t) f0.
4Der Startpunkt darf kein konjugierter Punkt, d.h. insbesondere kein klassischer Umkehrpunkt des
Orbits sein.
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Aus den Komponenten von e(t) und f(t) konstruieren wir folgende 2× 2–Matrizen:
Uq(t) =
(
eq1(t) fq1(t)
eq2(t) fq2(t)
)
, (A.4)
Up(t) =
(
ep1(t) fp1(t)
ep1(t) fp2(t)
)
. (A.5)
Der Index σr fu¨r die r–fache Wiederholung des Orbits ist dann die Windungszahl fol-
gender Kurve γ, die auf dem Einheitskreis der komplexen Ebene verla¨uft:
γ =
{
[det (Uq(t)− iUp(t))]2 ∈ C | 0 ≤ t ≤ rT
}
.
Stabile Orbits
Fu¨r stabile periodische Orbits wie die des inkommensurablen harmonischen Oszillators
kann σr im Allgemeinen nicht als Windungszahl gesehen werden. Die Anteile µr und
νr mu¨ssen getrennt voneinander berechnet werden. Dies gelingt fu¨r den Anteil µr in
a¨hnlicher Weise wie oben fu¨r σr im Falle unstabiler Orbits: f0 wird analog definiert, fu¨r
e0 definieren wir
e0 :=
{
(0, 0,−q˙2,0/q˙1,0, 1)ᵀ , falls q˙1,0 6= 0,
(0, 0, 1,−q˙1,0/q˙2,0)ᵀ , falls q˙2,0 6= 0.
Die Vektoren f0 und e0 werden wieder mit der Lo¨sungsmatrix X(t) propagiert und die
Matrix Uq(t) wie in (A.4) definiert. Die Anzahl der Nullstellen von detUq(t) wa¨hrend
r Wiederholungen des Orbits ohne die triviale Nullstellen am Anfang und Ende gibt µr
an:
µr = # {detUq(t) = 0 | 0 < t < rT} .
Der zweite Anteil νr beru¨cksichtigt die Phasenbeitra¨ge bei der na¨herungsweisen Aus-
wertung der Spur der semiklassischen Green–Funktion. Er za¨hlt die negativen Eigen-
werte einer (d− 1)× (d− 1)–Matrix W, die bei diesen Na¨herungen entsteht, siehe 2.6.
Schreiben wir die Stabilita¨tsmatrix M˜ in der Form
M˜ =
(
A B
C D
)
,
dann gilt folgende Identita¨t [13]:
detW = (−1)d
det
(
M˜− I
)
detB
.
Speziell fu¨r ein zweidimensionales System, d = 2, entarten die in diesem Fall eindimen-
sionalen Matrizen W und B zu ZahlenW und B, und stimmen mit ihren Determinanten
u¨berein. Zudem entspricht det
(
M˜− I
)
dem charakteristischen Polynom von M˜ zum Ei-
genwert λ = 1:
det
(
M˜− λI
)
= −λ2 + λTr
(
M˜
)
− det M˜.
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Da M˜ symplektisch ist, gilt det M˜ = 1 und mit λ = 1 folgt fu¨r ein zweidimensionales
System insgesamt
W =
Tr M˜− 2
B
. (A.6)
Somit ist
νr =
{
0 falls W > 0,
1, falls W < 0.
A.3.2 Berechnung ohne Benutzung lokaler Koordinaten
Da der Phasenindex σr eine topologische Invariante des Orbits darstellt, sollte es grund-
sa¨tzlich mo¨glich sein, ihn auch ohne Benutzung eines lokalen Koordinatensystems des
Orbits zu bestimmen. Dieser alternative Zugang nutzt Ergebnisse der Homotopie–Theorie
und liefert eine Formel fu¨r σr, in der nur invariante Eigenschaften der Stabilita¨tsmatrix
eingehen. Eine sehr gute Einfu¨hrung in das Gebiet der algebraischen Topologie und
Homotopie–Theorie gibt zum Beispiel [63].
Das Vorgehen ist wie folgt: Die Lo¨sungsmatrix X(t) der um eine periodische Lo¨sung
der Periode T linearisierten Hamiltonschen Gleichungen ist zu jedem Zeitpunkt sym-
plektisch. Speziell am Startpunkt ist X(t = 0) die 2d×2d–Einheitsmatrix. Zu jeder Zeit
0 ≤ t ≤ T ist X(t) also ein Element der Menge SP (2d) aller reellen symplektischen
Matrizen der Dimension 2d. Die Menge SP (2d) bildet eine Gruppe unter der u¨blichen
Multiplikation von Matrizen. Die Elemente X(t), 0 ≤ t ≤ T , bilden also eine stetige
Kurve in dieser Gruppe. Nun stellt sich heraus, dass die Gruppenmannigfaltigkeit der
SP (2d) innerhalb der Menge aller 2d × 2d–Matrizen eine einfache, aber nicht–triviale
Topologie besitzt: Sie ist das kartesische Produkt eines einfach verbundenen Raums
mit einem Kreis [64]. Eine gute Vorstellung von den topologischen Eigenschaften der
Mannigfaltigkeit gibt ein einfaches dreidimensionales Objekt, die Menge der inneren
Punkte eines 2–Torus, also ohne ihre umgebende Oberfla¨che. Dieses Objekt ist fu¨r
d = 1 tatsa¨chlich topologisch a¨quivalent zur symplektischen Gruppenmannigfaltigkeit,
es bietet aber auch fu¨r ho¨here Dimensionen eine gutes intuitives Bild. Diese Vorstellung
vermittelt einen wesentlichen Aspekt: die Gruppenmannigfaltigkeit besitzt ein ”Loch“.
Einer geschlossenen Kurve in SP (2d) kann deshalb ein Windungszahl zugeordnet wer-
den, die die Anzahl der Umla¨ufe der Kurve um dieses Loch za¨hlt. Die typischen Eigen-
schaften sind nun folgende: Zwei Kurven mit den selben Start– und Endpunkten, von
der eine in die andere stetig deformiert werden kann, geho¨ren zur selben Homotopie–
Klasse; genau dann besitzen sie die gleiche Windungszahl. Einer Kurve, die nur aus
einem Punkt besteht, wird die Windungszahl 0 zugeordnet. Falls der Durchlaufsinn ei-
ner Kurve umgedreht wird, wechselt die Windungszahl das Vorzeichen. Sie verha¨lt sich
außerdem additiv, wenn zwei Kurven am Endpunkt der ersten und am Startpunkt der
zweiten zusammengefu¨gt werden. A¨quivalent zu all diesen Eigenschaften ist die Aussage:
Die fundamentale Gruppe der symplektischen Gruppenmannigfaltigkeit ist die Menge
der ganzen Zahlen (Z,+) unter der Addition.
Littlejohn benutzt diese topologischen Eigenschaften im Rahmen semiklassischer Pro-
pagation gaußscher Wellenpakete [65, 66]. Er berechnet die Maslov–Indizesmi der EBK–
Quantisierung aus einer symplektischen Matrix, die das Zerfießen des Wellenpakets be-
schreibt.
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Den Phasenindex σr der Gutzwillerschen Spurformel wird innerhalb des oben vor-
gestellten Formalismus von Sugita [67, 68] und Muratore–Ginanneschi [25] berechnet.
Sie geben eine explizite Formel fu¨r σr an, in der nur Gro¨ßen der Monodromiematrix
M eingehen. Die Eigenwerte dieser symplektischen Matrix bilden stets Zweier– oder
Vierer–Gruppen, siehe Anhang C. Als Konsequenz la¨sst sich die Normalform von M
typischerweise5 in zugeho¨rige zwei– oder vierdimensionale Blo¨cke Mi diagonalisieren:
M =

M1
M2
. . .
Mk
 .
Die Form eines Blockes Mi la¨sst sich bezu¨glich seiner Eigenwerte unterscheiden:
• Direkt hyperbolische Blo¨cke
Eigenwerte λ = exp(±αi), αi ∈ R \ {0},
Mi =
(
exp(αi) 0
0 exp(−αi)
)
.
• Invers hyperbolische Blo¨cke
Eigenwerte λ = − exp(±αi), αi ∈ R \ {0},
Mi =
(− exp(αi) 0
0 − exp(−αi)
)
.
• Elliptische Blo¨cke
Eigenwerte λ = exp(±iβi), βi ∈ R \ 2piZ,
Mi =
(
cosβi sinβi
− sinβi cosβi
)
.
• Loxodromische Blo¨cke
Eigenwerte λ = exp(±αi ± iβi), αi ∈ R \ {0}, βi ∈ R \ 2piZ,
Mi =

exp(αi) cosβi 0 − exp(αi) sinβi 0
0 exp(−αi) cosβi 0 − exp(−αi) sinβi
exp(αi) sinβi 0 exp(αi) cosβi 0
0 exp(−αi) sinβi 0 exp(−αi) cosβi
 .
• Parabolische Blo¨cke
doppelter Eigenwert λ = 1,
Mi =
(
1 κi
0 1
)
, κi ∈ R.
5Dies gilt jedoch nicht notwendig [25].
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Fu¨r ein konservatives System tritt stets ein parabolischer Block in der Monodro-
miematrix auf, vergleiche Anhang C. Er geho¨rt zur Symmetrie gegen Translation der
Zeitkoordinate. Der Beitrag dieses Blockes zum Phasenindex darf im Allgemeinen je-
doch nicht beru¨cksichtigt werden. Es la¨sst sich zeigen, dass er sich gerade mit der Phase
des Fresnel–Integrals aufhebt, das wir erhalten, wenn die Laplace–Transformation des
Propagators von der Zeit– in die Energiedoma¨ne na¨herungsweise an stationa¨rer Phase
ausgefu¨hrt wird [68, 25]. Bezeichnen wir nun mit nell und nih die Anzahl der ellipti-
schen und invers hyperbolischen Blo¨cke der Monodromiematrix und setzen voraus, dass
außer dem Energie–Block keine weiteren parabolischen Blo¨cke auftreten, dann gilt fu¨r
den Phasenindex der rten Wiederholung eines primitiven Orbits [68, 25]:
σr =
nell∑
i=1
(
1 + 2
[
rβi
2pi
]
int
)
+ rnih + 2rm. (A.7)
Die ganze Zahl m entspricht oben beschriebener Windungszahl. Eine Mo¨glichkeit, wie
m und die Stabilita¨tswinkel βi der elliptischen Blo¨cke praktisch und eindeutig zu be-
stimmen sind, geben Pletyukhov und Brack in [15].
Im Falle weiterer, insbesondere entarteter parabolischer Blo¨cke mit κi = 0 ist Vorsicht
geboten. Sie sind typische Kennzeichen kontinuierlicher Symmetrie. Die Bestimmung
des Phasenindex fu¨r Orbits mit hoher Entartung, wie sie beispielsweise beim kommen-
surablen harmonischen Oszillator auftreten, ist alles andere als trivial. Tatsa¨chlich fehlt
gegenwa¨rtig eine allgemeine Beschreibung, wie mit diesen Fa¨llen umzugehen ist. Das
obige Verfahren ist jedoch vielversprechend. Weitere Hinweise ko¨nnten die Arbeiten von
Muratore–Ginanneschi [25] und dortige Referenzen, sowie von Robbin und Salamon [69],
Creagh [70, 24] und Portaluri [71] geben.
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Klassische Mechanik und symplektische Geometrie: Eine kurze
U¨bersicht
Wir wiederholen in diesem Abschnitt einige Grundlagen der symplektischen Geometrie
des klassischen Phasenraums. Wir gehen von einer d–dimensionalen differenzierbaren
Mannigfaltigkeit, dem Konfigurationsraum V des mechanischen Systems aus und para-
metrisieren Punkte von V durch Koordinaten q ∈ Rd. Sie werden oft als generalisierte
Koordinaten des Ortsraums bezeichnet. Ein Tangentialraum TVq von V an der Stelle
q hat ebenfalls die Struktur einer d–dimensionalen Mannigfaltigkeit (es ist der Raum
der ”generalisierten Geschwindigkeiten“ q˙). Eine lineare Abbildung eines Elements von
TVq in die reellen Zahlen wird 1-Form von V an der Stelle q genannt. Der Raum al-
ler 1-Formen von V an q ist ein d–dimensionaler Vektorraum, der Cotangentialraum
T ∗Vq [12]. Nach Wahl einer Basis in T ∗Vq la¨sst sich eine 1-Form durch d Komponenten
festlegen, die wir als Vektor p (Cotangentialvektor) schreiben. Die Vereinigung aller
Cotangentialra¨ume von V heißt Cotangentialbu¨ndel T ∗V . Die 2d Zahlen (q,p) bilden
Koordinaten auf T ∗V , da sich durch p eine 1-Form und durch q der Tangentialraum
TVq (der den Ursprungsraum dieser 1-Form bildet) eindeutig festlegen lassen. Das Co-
tangentialbu¨ndel T ∗V hat die natu¨rliche Struktur einer 2d–dimensionalen Mannigfalti-
keit und ist der gewohnte klassische Phasenraum P. Die 1-Form, charakterisiert durch
p, entsteht in Notation der Lagrange Mechanik durch die Lagrange–Funktion L(q, q˙)
durch p = ∂L/∂q˙, d.h. p : TVq → R.
Halten wir also fest: Durch obige Konstruktion entsteht der Phasenraum P mit Ko-
ordinaten x := (q,p) als Contangentialbu¨ndel des Konfigurationsraums. Er ist eine
Mannigfaltigkeit gerader Dimension. Nun la¨sst sich zeigen, dass ein Cotangentialbu¨ndel,
und damit der Phasenraum P, stets eine kanonische 1-Form Ω1 und eine natu¨rliche sym-
plektische Struktur besitzt. Damit ist folgendes gemeint: Eine symplektische Struktur
ist eine 2-Form, die an jedem Punkt x einer Mannigfaltigkeit mit gerader Dimensi-
on definiert ist und besondere Eigenschaften erfu¨llt. Eine 2-Form ist eine Abbildung
Ω2(X1,X2) zweier Elemente X1, X2 des Tangentialraums TPx in die rellen Zahlen, die
bilinear und total schiefsymmetrisch ist:
Ω2(aX1,X2) = aΩ2(X1,X2), a ∈ R,
Ω2(X1, aX2) = aΩ2(X1,X2), a ∈ R,
Ω2(X1,X2) = −Ω2(X2,X1).
Sie heißt symplektisch, wenn sie geschlossen und nichtentartet ist, d.h.
dΩ2 ≡ 0,
∀X1 6= 0∃X2 : Ω2(X1,X2) 6= 0.
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In den Koordinaten (q,p) entsteht die natu¨rliche symplektische 2-Form durch a¨ußere
Differenziation der 1-Form Ω1 = p·dq =∑di=1 pidqi und lautet1
Ω2 = dΩ1 = dp ∧ dq =
d∑
i=1
dpi ∧ dqi.
Sie ist geschlossen, da stets d(dΩ1) ≡ 0 gilt.
Fu¨r P = R2d ist TP = R2d und der Tangentialraum kann mit dem Phasenraum
identifiziert werden. Mit der euklidischen Metrik und dem Standard–Skalarprodukt
x ·x = q2 + p2 ko¨nnen wir jede schiefsymmetrische Bilinearform Ω2 durch eine schief-
symmetrische Matrix J darstellen als
Ω2(x,y) = (Jx)·y.
Fu¨r die symplektische 2-Form des Phasenraums lautet die Matrix J
J =
(
0 I
−I 0
)
und wird als symplektische Einheitsmatrix bezeichnet.2 Dabei ist I die d × d Einheits-
matrix.
Durch die Existenz der 2-Form la¨sst sich zu jedem Tangentialvektor X1 in einem
Tangentialraum von P eine 1-Form Ω1X1 zuordnen:
Ω1X1(X2) = Ω
2(X1,X2).
Diese Beziehung ist isomorph, so dass sich umgekehrt zu jeder 1-Form ein Tangentialvek-
tor findet. Ist nun auf P eine reelle Funktion H(x) definiert, ist dH eine 1-Form auf P,
zu der sich in dieser Weise an jedem Punkt x ein Tangentialvektor zuordnen la¨sst. Die
Funktion H wird Hamilton–Funktion genannt und die Menge der Tangentialvektoren
an allen Punkten x Hamiltonsches Vektorfeld. Die Matrix J liefert in den Koordinaten
(q,p) gerade die Abbildung der 1-Form auf den entsprechenden Tangentialvektor:
X = JdH(x) ∈ TP.
Das Hamiltonsche Vektorfeld la¨sst sich als Erzeuger des Hamiltonschen Flusses gt(x) :
P → P auffassen3, der durch
X =
d
dt
∣∣∣∣
t=0
gt(x)
1Die Basis des Cotangentialraums T ∗Px wird meist geschrieben als
{dq1,dq2, . . . ,dqd,dp1,dp2, . . . ,dpd}. A¨ußere Differentiation df(x) einer Funktion (0-Form)
f(x) auf P liefert die 1-Form ∂x1f(x)dx1 + . . . + ∂x2df(x)dx2d. Die Basis–Formen dxi geben also
die Projektion der Ableitung entlang der i–ten Richtung an. Beispiel: d(q1 + q3) = 1dq1 + 1dq3;
diese 1-Form kann nun als Vektor (1, 0, 1, 0, . . . , 0) identifiziert werden. Die a¨ußere Differentiation
einer 1-Form ergibt eine 2-Form, usw.
2Oft wird in der Literatur auch die Reihenfolge der Koordinaten vertauscht geschrieben, d.h. (p,q)
verwendet. Dann muss im Vergleich zu unserer Definition das Vorzeichen von J vertauscht werden.
3Der Parameter t entspricht der Zeit, falls der Wert der Funktion H die Energie des mechanischen Sys-
tems beschreibt. Prinzipiell erzeugt jedoch jede Funktion des Phasenaums einen Fluss, der ebenfalls
als Hamiltonisch bezeichnet wird. Die Parametrisierung ist dann im Allgemeinen nicht die Zeit.
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definiert ist. In lokalen Koordinaten wird u¨blicherweise die Richtung des Flusses X als
(q˙, p˙) geschrieben.
Nun ko¨nnen wir aus obigen Beziehungen sehen, dass der Hamiltonsche Fluss den
Hamiltonschen Bewegungsgleichungen
X = JdH(x) (B.1)
gehorcht: Denn in R2d ko¨nnen wir die 1-Form
dH =
∂H
∂q
·dq+ ∂H
∂p
·dp
mit dem Vektor (
∂H
∂q
∂H
∂p
)
identifizieren und (B.1) wie gewohnt schreiben als(
q˙
p˙
)
=
(
0 I
−I 0
)(∂H
∂q
∂H
∂p
)
=
(
∂H
∂p
−∂H∂q
)
.
Eine lineare Transformation M des Phasenraums P in sich selbst heißt symplektisch,
wenn sie die symplektische Struktur erha¨lt,
(JMx)·(Mx) = (Jx)·x, ∀x ∈ P,
oder a¨quivalent
MᵀJM = J.
Eine Transformation des Phasenraums ist genau dann linear und kanonisch, wenn sie
symplektisch ist. Da der Phasenfluss der Hamilton–Funktion die symplektische Struk-
tur in natu¨rlicher Weise invariant la¨sst, kann seine Linearisierung als symplektische
Matrix M geschrieben werden. Wir verwenden diese Tatsache hier meist im Kontext
periodischer Orbits und bezeichnen die zugeho¨rige Matrix des Phasenflusses nach einer
Periode als Monodromiematrix.
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Anhang C
Die Monodromie-Matrix
Im Folgenden soll der allgemeine Zusammenhang zwischen der Monodromie-Matrix M,
der Stabilita¨tsmatrix M˜ und der Stabilita¨t eines periodischen Orbits dargestellt werden.
Gegeben sei zuna¨chst ein allgemeines System aus 2d eventuell nichtlinearen Differen-
tialgleichungen erster Ordnung
d
dt
x = x˙ = f(x, t); (x, t) ∈ R2d × R (C.1)
mit f = (f1, . . . , f2d) und stetigen Funktionen fi : R2d × R→ R.
Sei nun xper(t) eine periodische Lo¨sung dieses Systems, es gelte
xper(t+ T ) = xper(t)
fu¨r eine Periodendauer T . Das Vektorfeld f erzeugt einen Fluss g(x, t) : R2d×R→ R2d
der durch folgende Eigenschaft definiert ist:
dg(x, t)
dt
∣∣∣∣
t=t0
= f
(
g(x, t0)
)
.
Die T–periodische Lo¨sung erzeugt also einen periodischen Orbit j, der durch
g(xper, ·) : (RmodT )→ Rn
parametrisiert wird. Wir wollen nun versuchen, Aussagen u¨ber die Stabilita¨t eines sol-
chen Orbits zu erhalten. Von Interesse ist das Verhalten von Trajektorien in der na¨chsten
Umgebung von xper. Dazu linearisieren wir das System um den periodischen Orbit, be-
trachten also eine kleine Sto¨rung δx:
x = xper + δx. (C.2)
Dieser Ansatz la¨sst sich in das System der Differentialgleichungen einsetzen und bis
zur ersten Ordnung der Sto¨rung zu entwickeln. Wir erhalten ein System aus linearen
Differentialgleichungen fu¨r die Sto¨rung δx. Die Lo¨sung beschreibt das Verhalten benach-
barter Orbits.
Fu¨r physikalische Systeme der klassischen Mechanik ist die zeitliche Entwicklung
durch die Hamiltonschen Bewegungsgleichungen gegeben:(
q˙
p˙
)
=
(
0 I
−I 0
)(∂H
∂q
∂H
∂p
)
=
( ∂H
∂p
−∂H∂q
)
.
Abha¨ngig von der Hamilton–Funktion H(q,p) sind diese 2d Differentialgleichungen
erster Ordnung im Allgemeinen nichtlinear. Sei xper nun eine periodische Lo¨sung dieses
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Hamiltonschen Systems. Wir setzen (C.2) in die Hamiltonschen Gleichungen ein und
entwickeln bis zur erster Ordnung der Sto¨rung. Wir erhalten ein System aus 2d linearen
Hamiltonschen Differentialgleichungen fu¨r δx von der Form
d
dt
δx =
(
0 I
−I 0
)  ∂2H∂q∂q ∂2H∂q∂p
∂2H
∂p∂p
∂2H
∂p∂p
∣∣∣∣∣∣
xper
δx.
Die Koeffizientenmatrix entha¨lt Ableitungen, die entlang des periodischen Orbits aus-
gewertet werden und ist deshalb ebenfalls T–periodisch. Nehmen wir eine Hamilton–
Funktion der Form
H(q,p) =
1
2
p2 + V (q)
an, dann lautet die Linearisierung
d
dt
δx =
(
0 I
−V 0
)
δx.
I ist die d× d Einheitsmatrix und
V =
∂2V (q)
∂q∂q
∣∣∣∣
qper
ist die Hesse–Matrix des Potentials entlang der periodischen Lo¨sung.
Sei X(t) die Lo¨sungsmatrix des linearisierten Systems in deren Spalten 2d linear
unabha¨ngige Lo¨sungen stehen: X(t) erfu¨llt also
d
dt
X(t) =
(
0 I
−I 0
) ∂2H∂q∂q ∂2H∂q∂p
∂2H
∂p∂q
∂2H
∂p∂p
X(t).
Mit Hilfe des Satzes von Floquet kann die Matrix X(t) stets in folgender Form geschrie-
ben werden [72, 73]:
X(t) = F(t)etK; F(t) = F(t+ T ). (C.3)
F(t) und K sind 2d× 2d Matrizen, K ist konstant und F(t) periodisch mit der Periode
T . Speziell fu¨r t = 0 ist F(0) = X(0) = I.
Die sogenannte Monodromie-Matrix M entspricht gerade der Lo¨sungsmatrix X(t)
nach einer Periode, also
M := X(T ) = F(T )eTK = eTK. (C.4)
Die Eigenwerte von M werden wegen diesem Zusammenhang auch oft als Floquet–
Vielfache bezeichnet.
M ist fu¨r ein Hamiltonsches System symplektisch (siehe Anhang B). Deswegen gilt:
Die Eigenwerte von M eines Hamiltonschen Systems liegen symmetrisch zur reellen
Achse und zum Einheitskreis der komplexen Ebene [12]. Falls also λ Eigenwert von M
ist, dann auch 1/λ. Ist λ komplex, dann sind auch λ∗ und 1/λ∗ Eigenwerte. Das bedeutet
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detM = 1. Dies ist klar, denn eine symplektische Matrix stellt eine lineare kanonische
Transformation dar, die das Phasenraumvolumen erha¨lt (Satz von Liouville).
Der Orbit ist stabil, falls der Betrag aller Eigenwerte kleiner als 1 ist und unstabil,
falls mindestens ein Eigenwert einen Betrag gro¨ßer 1 besitzt. Fu¨r eine ausfu¨hrliche
Diskussion speziell in diesem Kontext verweisen wir auf [72, 8, 7].
In einem konservativen System gibt es immer ein Paar von Eigenwerten 1. Sie bil-
den einen parabolischen Block in der Monodromiematrix: Eine anfa¨ngliche Sto¨rung
entlang des periodischen Orbits bleibt nach einer Periode unvera¨ndert. Die Richtung
des Phasenflusses ist also eine Eigenvektor zum Eigenwert 1. Verla¨sst die anfa¨ngliche
Sto¨rung die Hyperebene, die durch konstante Energie festgelegt ist, dann bleibt die
Projektion senkrecht auf die Hyperfla¨che nach einer Periode ebenfalls invariant, weil
sich die Energien beider Trajektorien nicht vera¨ndern. Die Eigenvektoren zu zwei tri-
vialen Eigenwerten entsprechen somit Variationen in der Zeit und der Energie [7, 62].
Sie tragen nicht zur Information u¨ber die Stabilita¨t des Orbits bei. Dies gilt auch fu¨r
weitere parabolische Blo¨cke, die im Allgemeinen durch kontinuierliche Symmetrien oder
Bifurkationen hervorgerufen werden [25]. Triviale Eigenwerte 1 treten in Hamiltonschen
Systemen stets paarweise auf, weil die Dimension des Phasenraums gerade ist und alle
anderen Eigenwerte stets Zweier– oder Vierer–Gruppen bilden.
In lokalen Koordinaten des periodischen Orbits la¨sst sich die Monodromiematrix um
die trivialen Eigenwerte der Zeit– und Energievariation leicht reduzieren. Eine entspre-
chende Basis geben Eckardt und Wintgen in [62].
Ordnen wir eine Basis aus Eigenvektoren von M so an, dass 2k Eigenvektoren zu tri-
vialen Eigenwerten am Ende stehen, dann erhalten wir durch Streichen der zugeho¨rigen
letzten Zeilen und Spalten von M die sogenannte reduzierte Monodromiematrix M˜. Sie
wird meist Stabilita¨tsmatrix genannt, denn Ihre Eigenwerte λ1, . . . , λ2(d−k) bestimmen
die Stabilita¨t des Orbits.
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Anhang D
Berechnung exakter Zustandsdichten
D.1 Allgemeine Vorgehensweise
Sei ein Hamilton–Operator Hˆ mit diskreten und positiven Eigenenergien En gegeben.
Die Zustandssumme Z(β) ist definiert durch
Z(β) = Tr exp
(
−βHˆ
)
=
∑
n
exp (−βEn) .
Sie ist offensichtlich die Laplace–Transformierte Lβ[g(E)] der Zustandsdichte g(E) mit
g(E) =
∑
n
δ (E − En) ,
denn es gilt
Lβ [g(E)] =
∫ ∞
0
∑
n
δ (E − En) exp (−βE) dE = Z(β).
Die Zustandsdichte la¨sst sich damit durch inverse Laplace–Transformation der Zustands-
summe berechnen. Eine Zusammenfassung u¨ber die Durchfu¨hrung der inversen Transfor-
mation findet sich in Anhang E.2. Wir wollen im Folgenden diese Beziehung ausnutzen,
um fu¨r gegebene Zustandssummen die (exakten) Zustandsdichten auszurechnen. Dies
ermo¨glicht einen Vergleich mit den semiklassischen Resultaten dieser Arbeit.
D.2 Der zweidimensionale harmonische Oszillator
Der Hamilton–Operator des zweidimensionalen Oszillators lautet
Hˆ =
1
2
(
pˆ21 + ω
2
1 qˆ
2
1
)
+
1
2
(
pˆ22 + ω
2
2 qˆ
2
2
)
und die Energieeigenwerte sind
En1,n2 = ~ω1
(
n1 +
1
2
)
+ ~ω2
(
n1 +
1
2
)
, n1, n2 ∈ N0.
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Die Zustandsumme lautet deshalb
Z(β) = Tr
(
exp
(
−βHˆ
))
=
∞∑
n1=0
∞∑
n2=0
exp
(
−β~ω1
2
)
exp (−β~ω1n1) exp
(
−β~ω2
2
)
exp (−β~ω2n2)
=
exp
(
−β~ω12
)
1− exp (−β~ω1)
exp
(
−β~ω22
)
1− exp (−β~ω2) =
1
2 sinh
(
β~ω1
2
) 1
2 sinh
(
β~ω1
2
)
=
1
2
∞∑
m=−∞
(−1)m
β~ω1
2 −mpii
1
2
∞∑
n=−∞
(−1)n
β~ω2
2 − npii
=
1
~ω1
∞∑
m=−∞
(−1)m
β − 2mpii~ω1
1
~ω2
∞∑
n=−∞
(−1)n
β − 2npii~ω2
. (D.1)
Aus dieser Form lassen sich die Pole von Z(β) und damit von Z(β) exp(βE) direkt
ablesen. Ein zweifacher Pol ergibt sich stets fu¨r β = 0 und m,n = 0. Je nachdem, ob
die Frequenzen ω1 und ω2 irrationales oder rationales Verha¨ltnis aufweisen, existieren
neben den Polen einfacher Ordnung weitere Pole zweifacher Ordnung. Wir betrachten
deswegen diese Fa¨lle getrennt.
D.2.1 Irrationales Frequenzverha¨ltnis
Fu¨r inkommensurable Frequenzen besitzt (D.1) außer dem Pol β(2) = 0 keine weiteren
Pole zweiter Ordnung. Das Residuum dieses Pols berechnen wir mit der Formel (E.1):
Res (Z(β) exp(βE), 0) = lim
β→0
∂
∂β
(
β2Z(β) exp(βE)
)
= lim
β→0
∂
∂β
exp(βE)~ω1~ω2
1 + ∞∑
m,n=−∞
(m,n) 6=(0,0)
(−1)m+nβ2(
β − 2mpii~ω1
)(
β − 2npii~ω2
)


=
E
~ω1~ω2
Diesen zu ~−2 proportionalen und stetigen Beitrag des doppelten Poles bezeichnen wir
mit g¯(E). Er entspricht dem klassischen Anteil der Zustandsdichte.
Einfache Pole erhalten wir aus dem ersten Summanden von (D.1) fu¨r
β
(1)
1 (m˜) =
2m˜pii
~ω1
, m˜ ∈ Z \ {0},
und aus dem zweiten Summanden fu¨r
β
(1)
2 (n˜) =
2n˜pii
~ω2
, n˜ ∈ Z \ {0}.
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Das Residuum von β(1)1 (m˜) lautet
lim
β→β(1)1 (em)
exp(βE)~ω1~ω2
 ∞∑
m,n=−∞
m6=em
(−1)m+n
(
β − β(1)1 (m˜)
)
(
β − 2mpii~ω1
)(
β − 2npii~ω2
) + ∞∑
n=−∞
(−1)em+n(
β − 2npii~ω2
)


=
exp
(
2empii
~ω1 E
)
~ω1~ω2
∞∑
n=−∞
(−1)em+n
2pii
~
( em
ω1
− nω2
)
=
1
~ω1
(−1)em
sin(m˜piω2/ω1)
1
2i
exp
(
2m˜pii
~ω1
E
)
.
Von der vorletzten zur letzten Zeile wurde die Beziehung
pix
sin(pixy)
=
∞∑
n=−∞
(−1)n(
y − nx
) (D.2)
verwendet. Nun summieren wir u¨ber alle Residuen auf und erhalten einen Beitrag, der
mit g(1)1 (E) bezeichnet werden soll.
δg
(1)
1 (E) =
∞∑
em=−∞em6=0
1
~ω1
(−1)em
sin(m˜piω2/ω1)
1
2i
exp
(
2m˜pii
~ω1
E
)
=
1
~ω1
∞∑
em=1
(−1)em
sin(m˜piω2/ω1)
sin
(
m˜
2piE
~ω1
)
.
Die Rechnung fu¨r die Residuen der Pole β(1)2 (n˜) verla¨uft analog, wir erhalten
g
(1)
2 (E) =
1
~ω2
∞∑
n˜=1
(−1)n˜
sin(n˜piω1/ω2)
sin
(
n˜
2piE
~ω2
)
.
Die Zustandsdichte lautet insgesamt also
g(E) = g¯(E) + g(1)1 (E) + g
(1)
2 (E)
=
E
~2ω1ω2
+
1
~ω1
∞∑
r=1
(−1)r
sin(rpiω2/ω1)
sin
(
r
2piE
~ω1
)
+
1
~ω2
∞∑
r=1
(−1)r
sin(rpiω1/ω2)
sin
(
r
2piE
~ω2
)
.
(D.3)
D.2.2 Rationales Frequenzverha¨ltnis
Fu¨r kommensurable Frequenzen setzen wir ωi = ω/ρi, (i = 1, 2) mit zwei natu¨rlichen
und teilerfremden Zahlen ρ1 und ρ2.
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Betrachten wir zuna¨chst die Pole β(2)(m˜, n˜) von (D.1) mit zweifacher Ordnung. Sie
ergeben sich fu¨r Summanden mit m = m˜ und n = n˜, fu¨r die gilt:
2m˜piiρ1
~ω
= β(2)(m˜, n˜) =
2n˜piiρ2
~ω
, (D.4)
also fu¨r
m˜ρ1 = n˜ρ2. (D.5)
Gema¨ß (E.1) betrachten wir
(
β − β(2)(m˜, n˜)
)2
exp(βE)Z(β) = exp(βE)
ρ1ρ2
~2ω2
∞∑
m,n=−∞
(−1)m+n
“
β− 2empiiρ1~ω ”“β− 2n˜piiρ2~ω ”“
β− 2mpiiρ1~ω
”“
β− 2npiiρ2~ω
”
= (∗)
und setzen abku¨rzend f(β, x) = β − 2xpii/(~ω). Damit ergibt sich
(∗) = exp(βE) ρ1ρ2
~2ω2
 ∞∑
m,n=−∞
(m,n) 6=(em,en)
(−1)m+nf(β, m˜ρ1)f(β, n˜ρ2)
f(β,mρ1)f(β, nρ2)
+ (−1)em+n˜

= exp(βE)
ρ1ρ2
~2ω2
×
 ∞∑
n=−∞
n6=n˜
(−1)em+nf(β, n˜ρ2)
f(β, nρ2)
+
∞∑
m=−∞
m6=n˜
(−1)m+n˜f(β, m˜ρ1)
f(β,mρ1)
+ (−1)em+n˜
 .
(D.6)
Das Residuum von β(2)(m˜, n˜) berechnet sich aus der Ableitung nach β an der Stelle
β(2)(m˜, n˜). Dabei verschwinden die ersten beiden Summen in der letzten Zeile von (D.6)
und wir erhalten
Res
(
Z(β) exp(βE), β(2)(m˜, n˜)
)
=
Eρ1ρ2
~2ω2
exp
(
piim˜
Eρ1
~ω
+ piim˜
)
exp
(
piin˜
Eρ2
~ω
+ piin˜
)
.
(D.7)
Nun ko¨nnen wir alle Residuen von Polen zweiter Ordnung aufsummieren. Die Bedin-
gung (D.5) fu¨r einen zweifachen Pol bedeutet
m˜
ρ2
=
n˜
ρ1
= k ⇒ (m˜, n˜) = (ρ2k, ρ1k), fu¨r k ∈ Z,
und die Summation von (D.7) u¨ber alle k liefert fu¨r den zu ~−2 proportionalen Teil der
114
D.2 Der zweidimensionale harmonische Oszillator
Zustandsdichte
g(2)(E) =
∞∑
k=−∞
Res
(
Z(β) exp(βE), β(2)(ρ2k, ρ1k)
)
=
∞∑
k=−∞
Eρ1ρ2
~2ω2
exp
(
2piik
Eρ1ρ2
~ω
)
exp (piik(ρ2 + ρ1))
=
Eρ1ρ2
~2ω2
[
1 + 2
∞∑
r=1
(−1)r(ρ1+ρ2) cos
(
2pir
Eρ1ρ2
~ω
)]
(D.8)
=: g¯(E) + δg(2)(E).
Der erste Summand der vorletzten Zeile ist ein stetiger, linearer Anteil, den wir mit
g¯(E) bezeichnen. Dieser Beitrag entspricht der klassischen Zustandsdichte. Der zweite
Summand ist oszillatorisch und wird im Folgenden δg(2)(E) genannt.
Betrachten wir nun die einfachen Pole von (D.1). Sie liegen fu¨r die erste Summe bei
β
(1)
1 (m˜) =
2m˜piiρ1
~ω
, m˜ /∈ ρ2
ρ1
Z (D.9)
und fu¨r die zweite Summe bei
β
(1)
2 (n˜) =
2n˜piiρ2
~ω
, n˜ /∈ ρ1
ρ2
Z. (D.10)
Die Residuen fu¨r die einfachen Pole (D.9) sind dann
Res
(
exp(βE)Z(β), β(1)1 (m˜)
)
=
= lim
β→β(1)1 (em)
[
exp(βE)
ρ1ρ2
~2ω2
∞∑
m=−∞
(−1)m (β − β(1)(m˜))
β − 2mpiiρ1~ω
∞∑
n=−∞
(−1)n
β − 2npiiρ2~ω
]
= exp
(
2m˜piiρ1
~ω
E
)
ρ1ρ2
~2ω2
(−1)em ∞∑
n=−∞
(−1)n
(m˜ρ1 − nρ2)2pii~ω
= exp
(
2m˜piiρ1
~ω
E
)
ρ1ρ2
~2ω2
(−1)em~ω
2i
1
ρ2 sin
(
m˜pi ρ1ρ2
) . (D.11)
Von der vorletzten zur letzten Zeile wurde wieder die Beziehung (D.2) benutzt.
Die Summation u¨ber die Residuen aller Pole (D.9) liefert nun einen zu ~−1 propor-
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tionalen Beitrag zur Zustandsdichte:
g
(1)
1 (E) =
∞∑
em=−∞em6= ρ2
ρ1
Z
Res
(
exp(βE)Z(β), β(1)1 (m˜)
)
=
∞∑
em=−∞em6=ρ2Z
Res
(
exp(βE)Z(β), β(1)1 (m˜)
)
=
ρ1
~ω
∞∑
em−∞em6=ρ2Z
(−1)em
2i
exp
(
2m˜piiEρ1~ω
)
sin
(
m˜pi ρ1ρ2
)
=
ρ1
~ω
∞∑
r=1
r/∈ρ2N
(−1)r
sin
(
rpi ρ1ρ2
) sin(rρ1 2piE~ω
)
. (D.12)
Eine analoge Rechnung fu¨r die Pole (D.10) ergibt einen Beitrag
g
(1)
2 (E) =
ρ2
~ω
∞∑
r=1
r/∈ρ1N
(−1)r
sin
(
rpi ρ2ρ1
) sin(rρ2 2piE~ω
)
. (D.13)
Insgesamt haben wir fu¨r die Zustandsdichte gefunden:
g(E) = g(1)1 (E) + g
(1)
2 (E) + g
(2)(E)
=
ρ1
~ω
∞∑
r=1
r/∈ρ2N
(−1)r
sin
(
rpi ρ1ρ2
) sin(rρ1 2piE~ω
)
+
ρ2
~ω
∞∑
r=1
r/∈ρ1N
(−1)r
sin
(
rpi ρ2ρ1
) sin(rρ2 2piE~ω
)
+
Eρ1ρ2
~2ω2
[
1 + 2
∞∑
r=1
(−1)r(ρ1+ρ2) cos
(
2pir
Eρ1ρ2
~ω
)]
.
(D.14)
Der stetige Anteil Eρ1ρ2/(~2ω2) ist der Thomas–Fermi–Beitrag g¯(E), wa¨hrend des Rest
dem unstetigen, oszillierenden Beitrag entspricht, den wir mit δg(E) bezeichnen.
D.3 Der zweidimensionale harmonische Halboszillator
Die Berechnung der Zustandsdichte fu¨r den Halboszillator mit einer Wand bei q1 = 0
im Orstraum verla¨uft ganz analog zu der des vollen Oszillators. Wir gehen von den
Eigenwerten
En1,n2 = ~ω1
(
2n1 +
3
2
)
+ ~ω2
(
n2 +
1
2
)
, n1, n2 ∈ N0
des Hamilton–Operators aus. Die Zustandssumme lautet
Z(β) =
exp(−β~ω1/2)
2~ω1
∞∑
m=−∞
(−1)m
β − mpii~ω1
1
~ω2
∞∑
n=−∞
(−1)n
β − npii~ω2
(D.15)
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D.3 Der zweidimensionale harmonische Halboszillator
Fu¨r den inkommensurablen Fall besitzt Z(β) exp(βE) einen doppelten Pol bei β(2) =
0 und sonst nur einfache Pole bei β(1)1 = m˜pii/~ω1, m˜ ∈ Z\{0}, bzw. bei β(1)2 = 2n˜pii/~ω2,
n˜ ∈ Z\{0}. Aus der Summe der Residuen la¨sst sich folgende Zustandsdichte berechnen
g(E) =
(
E
2~2ω1ω2
− 1
4~ω2
)
+
1
2~ω1
∞∑
r=1
(−1)r
sin(rpiω2/2ω1)
sin
(
rpi
(
E
~ω1
− 1
2
))
+
1
~ω2
∞∑
r=1
(−1)r
sin(r2piω1/ω2)
sin
(
rpi
(
2E
~ω2
− ω1
ω2
))
.
(D.16)
Fu¨r den kommensurablen Fall mit ωi = ω/ρi entstehen zusa¨tzliche doppelte Pole,
wenn die Summationsindices m und n in (D.15) die Bedingung (m,n) = (m˜, n˜) mit
m˜ρ1 = 2n˜ρ2 erfu¨llen. Einfache Pole entstehen bei
β
(1)
1 =
m˜piiρ1
~ω
, fu¨r m˜ ∈ Z \ 2ρ2
ρ1
Z
und bei
β
(1)
2 =
2n˜piiρ2
~ω
, fu¨r n˜ ∈ Z \ ρ1
2ρ2
Z.
Summation aller Residuen ergibt die Zustandsdichte fu¨r den kommensurablen Halbos-
zillator:
g(E) =
(
Eρ1ρ2
2~2ω2
− ρ2
4~ω
)(
1 + 2
∞∑
r=1
cos
(
rpi
[
3Eρ1ρ2
~ω
+
2ρ1 + ρ2
2
]))
+
ρ1
2~ω
∞∑
r=1
r/∈ 2ρ2
ρ1
N
(−1)r
sin(rpiρ1/2ρ2)
sin
(
rpi
(
Eρ1
~ω
− 1
2
))
+
ρ2
~ω
∞∑
r=1
r/∈ ρ1
2ρ2
N
(−1)r
sin(r2piρ2/ρ1)
sin
(
rpi
(
2Eρ2
~ω
− ρ2
ρ1
))
.
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Anhang E
Verschiedenes
E.1 Methode der stationa¨ren Phase
Wir betrachten ein Integral I zweier Funktionen A(q) und Φ(q) ∈ R der Form
I =
∫
Rd
A(q) exp (isΦ(q)) ddq
mit einem großen rellen Parameter s. Speziell im Zusammenhang der Semiklassik gilt
meist s = 1/~ und diese Vorraussetzung ist erfu¨llt. Die Phase des Integranden oszilliert
deshalb stark und die Amplitudenfunktion A(q) vera¨ndere sich im Vergleich dazu nur
langsam. Dann liefern die Punkte q(j) den dominanten Beitrag zum Wert des Integrals,
an denen die Phase stationa¨r wird:
∂Φ(q)
∂q
∣∣∣∣
q=q(j)
= 0.
Wir entwickeln nun die Phase Φ(q) an den Punkten q(j) bis zur zweiten Ordnung. Die
symmetrische Hesse–Matrix D der zweiten Ableitung lautet
D(q) =
∂2Φ(q)
∂q∂q
und wir fordern, dass ihre Determinante an den stationa¨ren Punkten nicht verschwindet.
Nehmen wir nun an, die Amplitude A(q) variiert an den Punkten q(j) nur langsam
im Vergleich zur Exponentialfunktion, dann erhalten wir folgende Na¨herung fu¨r das
Integral
I ≈
∑
j
A(q(j)) exp
(
isΦ(q(j))
) ∫
Rd
exp
(
is
q·D(q(j))q
2
)
ddq.
Nach einer Basistransformation q→ q˜, die die Matrix D in Diagonalform diag(D1, . . . ,
Dd) u¨berfu¨hrt, bleiben d eindimensionale Fresnel–Integrale u¨ber:∫
R
exp
(
is
Diq˜
2
2
)
dq˜ =
√
2pi
|sDi| exp
(
i
pi
4
sign(sDi)
)
, Di ∈ R, i = 1, . . . , d.
Das Integral I lautet fu¨r s > 0 somit
I ≈
∑
j
A(q(j))
√
(2pii/s)d∣∣detD(q(j))∣∣ exp
(
isΦ(q(j))− imj
pi
2
)
.
Die ganze Zahl mj za¨hlt hierbei die negativen Eigenwerte von D(q(j)).
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E.2 Inverse Laplace–Transformation
Die inverse Laplace–Transformation la¨sst sich mit Hilfe der komplexen Inversionsformel
ausfu¨hren [74]:
g(E) = L−1E [Z(β)] =
1
2pii
∫ ²+i∞
²−i∞
Z(β) exp(βE) dβ, E > 0.
Dabei ist β = x + iy ∈ C. Der Integrationsweg verla¨uft parallel zur imagina¨ren Achse
und ist um ² > a > 0 in die reelle Halbebene verschoben. a ist durch den Konvergenz-
bereich der Laplace–Transformierten festgelegt, und zwar so, dass g(E) fu¨r E → ∞
nicht sta¨rker als exp(aE) gegen unendlich strebt. Praktisch la¨sst sich das Integral leicht
mit Hilfe des Residuensatzes auswerten: Wir wa¨hlen ² hinreichend groß, so dass alle
Singularita¨ten des Integranden ”links“ vom Integrationsweg liegen. Der Integrationweg
wird im Uendlichen durch einen Halbkreis in der negativen reellen Halbebene zur soge-
nannten ”Bromwich–Kurve“ C geschlossen, so dass alle Singularita¨ten innerhalb dieser
Kurve liegen. Voraussetzung dafu¨r ist, dass das Integral entlang des Halbkreises im Un-
endlichen verschwindet. Der Wert des Integrals ist dann durch die Summe der Residuen
der Pole βk des Integranden Z(β) exp(βE) gegeben:
g(E) =
1
2pii
∮
C
Z(β) exp(βE) dβ =
∑
k
Res (Z(β) exp(βE), βk) , E > 0.
Das Residuum eines Poles βk von n–ter Ordnung berechnet sich dabei mit der Formel
[74]
Res (Z(β) exp(βE), βk) = lim
β→βk
[
1
(n− 1)!
∂n−1
∂βn−1
(
(β − βk)nZ(β) exp(βE)
)]
. (E.1)
E.3 Fourier–Darstellung eines δ–Kamms
Mit einem δ–Kamm ist im Folgenden eine Funktion f(x) einer reellen Variablen x
gemeint, die sich aus der periodischen Fortsetzung der Dirac’schen Delta–Funktion δ(x)
mit der Periode 1 ergibt:
f(x) =
∞∑
r=−∞
δ(x− r).
Wir interessieren uns fu¨r die Fourier–Darstellung dieser periodischen Funktion und be-
trachten deshalb den Ansatz
f(x) =
∞∑
r=−∞
cr exp (2piirx) .
Die Fourier–Koeffizienten cr sind gegeben durch
cr =
∫ 1
0
exp (−2piirx) (δ(x) + δ(x− 1)) dx.
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E.3 Fourier–Darstellung eines δ–Kamms
Die Integrationsgrenzen liegen jeweils genau auf den Delta–Funktionen, so dass diese
jeweils nur zur Ha¨lfte beitragen. Somit ist
cr = 1 und
∞∑
r=−∞
δ(x− r) =
∞∑
r=−∞
exp (2piirx) .
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