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RESUMO
A a´lgebra dos quaternio˜es conte´m dois ane´is de particular interesse de um ponto
de vista aritme´tico, os inteiros de Lipschitz e os inteiros de Hurwitz. Estes conjuntos
teˆm naturalmente uma estrutura de anel, que inclui algumas noc¸o˜es aritme´ticas
com propriedades curiosas, como a divisa˜o e o algoritmo de Euclides, com verso˜es
a` esquerda e a` direita resultantes da na˜o comutatividade da multiplicac¸a˜o. Usando
a aritme´tica dos inteiros de Hurwitz apresenta-se uma prova de que todo o natural
e´ uma soma de quatro quadrados. Expo˜em-se alguns resultados sobre fatorizac¸a˜o
de quaternio˜es, como uma certa forma de fatorizac¸a˜o u´nica, que descreve as
diversas fatorizac¸o˜es que um inteiro de Hurwitz admite. Apresentam-se resultados
de G. Pall sobre a unicidade de divisores de norma dada de um quaternia˜o, que da˜o
informac¸a˜o adicional sobre essas fatorizac¸o˜es. A finalizar, descreve-se o problema
da metacomutac¸a˜o salientado por Conway e Smith, e apresenta-se um resultado
recente de H. Cohn e A. Kumar sobre este problema, assim como alguns exemplos
que evidenciam que este conte´m um erro numa parte do seu enunciado.
Palavras chave: Quaternio˜es, Inteiros de Lipschitz, Inteiros de Hurwitz, Fatorizac¸a˜o,
Problema da Metacomutac¸a˜o

ABSTRACT
In the quaternion algebra there are two rings of particular interest from an arithmetic
point of view, the Lipschitz integers and the Hurwitz integers. These sets have a
natural ring structure, which comprises some arithmetic notions with some curious
properties, such as division and the Euclidean algorithm, with left and right versions
which result from the non commutativity of the multiplication. We present a proof
that every positive integer is a sum of four squares, using the arithmetic of Hurwitz
integers. We describe some results on quaternion factorization, in particular a
certain form of unique factorization, that Hurwitz integer may have. We present
some results of G. Pall on the uniqueness of the divisors of a given norm that a
quaternion possesses, which yields additional information on those factorizations.
Finally, we describe the metacommutation problem pointed out by Conway and
Smith, and we present a recent result on this problem by H. Cohn and A. Kumar, as
well as some examples that unveil an error in a part of its statement.
Keywords: Quaternions, Lipschitz Integers, Hurwitz Integers, Factorization, Meta-
commutation Problem

Conteu´do
1 Introduc¸a˜o 13
2 Os inteiros de Lipschitz e os de Hurwitz 19
2.1 Os quaternio˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Quaternio˜es inteiros . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Somas de quatro quadrados . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Fatorizac¸a˜o de Quaternio˜es Inteiros 31
3.1 Teorema da Fatorizac¸a˜o U´nica . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Unicidade dos divisores de norma dada . . . . . . . . . . . . . . . . . . . 33
3.3 O nu´mero de divisores em H de um primo racional . . . . . . . . . . . . 38
4 O problema da metacomutac¸a˜o 43
4.1 A questa˜o de Conway e Smith . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Resultados recentes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
A O teorema de Hermite sobre formas bilineares 47
A.1 Submo´dulos de mo´dulos livres . . . . . . . . . . . . . . . . . . . . . . . . 47
A.2 Um teorema de Hermite . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Refereˆncias 57
11

Capı´tulo 1
Introduc¸a˜o
Os quaternio˜es foram criados pelo matema´tico irlandeˆs Rowan Hamilton (1805–
1865).
Um dos focos de interesse e estudo de Hamilton foi o conjunto dos nu´meros
complexos e a interpretac¸a˜o geome´trica. Nesse sentido, em meados do ano 1835,
mostrou que operar com os nu´meros complexos era logicamente equivalente a tra-
balhar com pares ordenados de reais [EHH+90, p. 189]. Isto fez com que Hamilton
se interrogasse se haveria algo de semelhante no espac¸o, ou seja, se haveria uma
estrutura alge´brica em R3 que, de algum modo, fornecesse informac¸a˜o sobre a
geometria do espac¸o. Todas as tentativas que fez na˜o tiveram qualquer sucesso (foi
posteriormente demonstrado que na˜o existe nenhuma estrutura de anel de divisa˜o
em R3). Eventualmente percebeu que a adic¸a˜o de uma quarta coordenada lhe
permitia introduzir uma estrutura alge´brica que tinha todas as propriedades da dos
complexos, exceto a comutatividade da multiplicac¸a˜o.
A descoberta dos quaternio˜es levou a` criac¸a˜o dos octonio˜es em 1845, por Cayley
(1821–1895), e teve um papel fundamental no aparecimento da a´lgebra moderna.
[EHH+90].
Em Portugal, a primeira pessoa a ter-se debruc¸ado sobre os quaternio˜es foi o
matema´tico do se´c. XIX, Augusto d’Arzilla Fonseca (1853–1912), professor da Fa-
culdade de Matema´tica da Universidade de Coimbra. Dos seus estudos resultaram
duas publicac¸o˜es: Princı´pios Elementares do Ca´lculo de Quaternio˜es, em 1884, e
Aplicac¸a˜o dos Quaternio˜es a` Mecaˆnica, em 1885 [Cos08].
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As aplicac¸o˜es atuais dos quaternio˜es, aos mais diversos ramos cientı´ficos, sa˜o
muito elevadas. A mecaˆnica, a aeronau´tica, a teoria dos nu´meros assim como a
animac¸a˜o computacional, diretamente relacionada com a evoluc¸a˜o cinematogra´tica,
sa˜o a´reas onde a influeˆncia destes nu´meros e´ importante.
Os quaternio˜es conteˆm dois ane´is de grande interesse de um ponto de vista aritme´-
tico, os inteiros de Lipschitz (1832–1903) e os de Hurwitz (1859–1919) (ver Sec. 2.1).
Nesta dissertac¸a˜o sa˜o apresentadas as caraterı´sticas mais importantes destes dois
ane´is, nomeadamente a existeˆncia de um algoritmo de Euclides a` esquerda e outro
a` direita, assim como uma espe´cie de fatorizac¸a˜o u´nica nos inteiros de Hurwitz.
Descreve-se ainda um importante problema em aberto colocado por John Conway
e Derek Smith em [CS03].
Esta tese e´ constituı´da por treˆs capı´tulos e um apeˆndice, cujo conteu´do sera´ des-
crito seguidamente.
No segundo capı´tulo expo˜em-se os conceitos e resultados ba´sicos sobre qua-
ternio˜es, tais como norma, associado, unidade, ma´ximo divisor comum, entre ou-
tros. O resultado mais relevante deste capı´tulo e´ o teorema de Lagrange (1736–
1813) que assegura que todo o natural e´ uma soma de quatro quadrados.
No terceiro capı´tulo apresentam-se alguns resultados e algumas propriedades so-
bre a fatorizac¸a˜o de quaternio˜es de Hurwitz. O resultado central apresentado neste
capı´tulo e´ o Teorema da Fatorizac¸a˜o U´nica (TFU) que garante a existeˆncia, para
cada quaternia˜o na˜o nulo, de uma fatorizac¸a˜o que de algum modo corresponde a
uma fatorizac¸a˜o da sua norma tomada com uma dada ordem, sendo tal fatorizac¸a˜o
quaternio´nica u´nica a menos de algo a que se chama “migrac¸a˜o de unidades”.
Em seguida, enunciam-se alguns resultados de Gordan Pall (1907–1987) sobre
unicidade de divisores direitos e esquerdos de norma dada de um quaternia˜o. Por
fim mostra-se que qualquer inteiro primo p tem p + 1 divisores no conjunto dos
quaternio˜es de Hurwitz.
No quarto capı´tulo descreve-se o problema da metacomutac¸a˜o, segundo Conway
e Smith. No aˆmbito do mesmo problema enuncia-se um teorema recente de H.
Cohn e A. Kumar e tecem-se algumas considerac¸o˜es sobre o mesmo.
Esta tese conte´m, ainda, um apeˆndice que inclui uma demonstrac¸a˜o de que um
submo´dulo de um mo´dulo livre e´ livre, resultado este que e´ usado na demonstrac¸a˜o,
que aı´ se inclui, de que toda a forma quadra´tica positiva de determinante igual a 1 e
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que envolva na˜o mais de cinco varia´veis e´ equivalente a uma soma de quadrados.
Os resultados deste apeˆndice sa˜o usados na demonstrac¸a˜o do Teorema (3.2.3).
Ao longo deste trabalho sa˜o apresentados diversos exemplos usando o software
PARI [BCcwBIF13].
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Notac¸a˜o
K, corpo
H(K) ou H, a´lgebra dos quaternio˜es sobre K
α,β, γ, . . . , υ, quaternio˜es
a, b, c, . . . , z, nu´meros reais
i, j, k, base cano´nica dos quaternio˜es na˜o reais, ou ı´ndices naturais (conforme o
caso)
L, anel dos quaternio˜es de Lipschitz p. 20
H, anel dos quaternio˜es de Hurwitz p. 20
N , func¸a˜o norma p. 20
Tr, func¸a˜o trac¸o p. 20
N, conjunto dos nu´meros naturais
Z, conjunto dos nu´meros inteiros
R, conjunto dos nu´meros reais
UH, conjunto das unidades de Hurwitz p. 22
A, anel
I, ideal
Ψρ,p, func¸a˜o introduzida na p. 43.

Capı´tulo 2
Os inteiros de Lipschitz e os de
Hurwitz
Neste capı´tulo reu´nem-se alguns conceitos ba´sicos sobre quaternio˜es, nomeada-
mente de norma e de trac¸o, de divisa˜o, de ma´ximo divisor comum, entre outros, e
expo˜e-se uma demonstrac¸a˜o, usando a aritme´tica dos quaternio˜es de Hurwitz, de
que todo o natural e´ uma soma de quatro quadrados.
2.1 Os quaternio˜es
Dado um corpo K, a a´lgebra dos quaternio˜es sobre K, denotada por H(K), e´ o
conjunto das expresso˜es ρ = a + bi + cj + dk, onde a, b, c, d ∈ K e i, j, k sa˜o sı´mbolos
formais, munido de duas operac¸o˜es. A primeira e´ a adic¸a˜o que e´ dada pela adic¸a˜o
de K coordenada a coordenada. A segunda e´ a multiplicac¸a˜o que e´ determinada
pelas operac¸o˜es: i2 = j2 = k2 = ijk = −1 e ij = −ji = k, ik = −ki = j, jk = −kj = i,
juntamente com a distributividade, a associatividade e a comutatividade de i, j, k
com os elementos do corpo K, ou seja, xi = ix, xj = jx, xk = kx, para todo x ∈ K.
Mais precisamente, tem-se que a multiplicac¸a˜o de dois quaisquer quaternio˜es e´
dada por:
(a1 + b1i + c1j + d1k)(a2 + b2i + c2j + d2k) == (a1a2 − b1b2 − c1c2 − d1d2) + (a1b2 + b1a2 + c1d2 − d1c2)i+(a1c2 + b1d2 + c1a2 − d1b2)j + (a1d2 + b1c2 − c1b2 + d1a2)k. (2.1)
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A estrutura aritme´tica de determinados conjuntos de quaternio˜es permite uma abor-
dagem ao teorema da soma dos quatro quadrados de Lagrange diferente das que
foram apresentadas antes do aparecimento dos quaternio˜es. Esses conjuntos sa˜o
o anel L dos quaternio˜es de Lipschitz, formado pelos quaternio˜es de coordenadas
inteiras, L = {a + bi + cj + dk ∶ a, b, c, d ∈ Z} , e o anel H de Hurwitz, constituı´do pelos
inteiros de Lipschitz juntamente com os quaternio˜es cujas coordenadas sa˜o todas
metades de inteiros ı´mpares, isto e´:
H = {a + bi + cj + dk ∶ a, b, c, d ∈ Z ou a, b, c, d ∈ 1
2
+Z} .
2.2 Quaternio˜es inteiros
Nesta secc¸a˜o apresentam-se algumas noc¸o˜es aritme´ticas sobre quaternio˜es usando
essencialmente a abordagem de [CP12] e [Per11], e sa˜o mencionados certos
aspetos relevantes da estrutura dos conjuntos L e H. Duas dessas noc¸o˜es, que
sa˜o muito u´teis para a caracterizac¸a˜o das unidades de L e de H, sa˜o o trac¸o e a
norma.
Definic¸a˜o 2.2.1 Para cada quaternia˜o ρ = a + bi + cj + dk ∈ H, o seu conjugado e´
dado por ρ¯ = a− bi− cj − dk. A norma e o trac¸o de um quaternia˜o sa˜o definidos por:
N(ρ) = ρρ¯ = a2 + b2 + c2 + d2, T r(ρ) = ρ + ρ¯ = 2a.
Proposic¸a˜o 2.2.2 Seja ρ ∈ H. Enta˜o N(ρ) ∈ N e Tr(ρ) ∈ Z.
Demonstrac¸a˜o: Se ρ ∈ L tem-se que N(ρ) = a2 + b2 + c2 + d2 ∈ N e Tr(ρ) = 2a ∈ Z.
Se ρ ∈ H ∖ L resulta que ρ = a2 + b2i + c2j + d2k, com a, b, c, d ı´mpares. Em particular,
tem-se a2 ≡ b2 ≡ c2 ≡ d2 ≡ 1 (mod 4), logo N(ρ) = a2+b2+c2+d24 ∈ N. Por outro lado,
Tr(ρ) = a ∈ Z. ◻
Proposic¸a˜o 2.2.3 Sejam ρ1, ρ2 ∈ H. Enta˜o ρ1 + ρ2 = ρ1 + ρ2 e ρ1ρ2 = ρ2ρ1.
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Demonstrac¸a˜o: Sejam ρ1, ρ2 dois quaternio˜es. Tem-se enta˜o que:
ρ1 + ρ2 = (a1 + a2) + (b1 + b2)i + (c1 + c2)j + (d1 + d2)k == (a1 + a2) − (b1 + b2)i − (c1 + c2)j − (d1 + d2)k == (a1 − b1i − c1j − d1k) + (a2 − b2i − c2j − d2k) = ρ1 + ρ2,
ρ1ρ2 = (a1a2 − b1b2 − c1c2 − d1d2) − (a1b2 + b1a2 + c1d2 − d1c2)i −− (a1c2 + b1d2 + c1a2 − d1b2)j − (a1d2 + b1c2 − c1b2 + d1a2)k == a1a2 − a1b2i − a1c2j − a1d2k − b1a2i − b1b2 − b1c2k − b1d2j −− c1a2j + c1b2k − c1c2 − c1d2i − d1a2k + d1b2j + d1c2i − d1d2 == a2(a1 − b1i − c1j − d1k) − b2i(a1 − b1i − c1j − d1k) −− c2j(a1 − b1i − c1j − d1k) − d2k(a1 − b1i − c1j − d1k) == (a2 − b2i − c2j − d2k)(a1 − b1i − c1j − d1k) = ρ2ρ1.
◻
Proposic¸a˜o 2.2.4 A norma N ∶ H Ð→ R e´ uma func¸a˜o multiplicativa, isto e´, para
todos ρ1, ρ2 ∈ H tem-se que N(ρ1ρ2) = N(ρ1)N(ρ2) e o trac¸o Tr ∶ H Ð→ R e´ linear
sobre R, ou seja, Tr(x1ρ1 + x2ρ2) = x1Tr(ρ1) + x2Tr(ρ2), para quaisquer x1, x2 ∈ R.
Demonstrac¸a˜o: Sejam ρ1, ρ2 dois quaternio˜es. Tem-se que:
N(ρ1ρ2) = ρ1ρ2ρ1ρ2 = ρ1ρ2ρ2ρ1 = ρ1N(ρ2)ρ1 = ρ1ρ1N(ρ2) = N(ρ1)N(ρ2).
Para quaisquer x1, x2 ∈ R, ρ1, ρ2 ∈ H tem-se:
Tr(x1ρ1 + x2ρ2) = Tr(x1(a1 + b1i + c1j + d1k) + x2(a2 + b2i + c2j + d2k)) == Tr((x1a1 + x2a2) + (x1b1 + x2b2)i + (x1c1 + x2c2)j + (x1d1 + x2d2)k) == 2(x1a1 + x2a2) = x1(2a1) + x2(2a2) = x1Tr(ρ1) + x2Tr(ρ2).
◻
Definic¸a˜o 2.2.5 Um quaternia˜o ρ ∈ H diz-se uma unidade se existe ρ′ ∈ H tal que
ρρ′ = ρ′ρ = 1.
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Proposic¸a˜o 2.2.6 Um quaternia˜o ρ ∈ H e´ uma unidade se e so´ se N(ρ) = 1.
Demonstrac¸a˜o: Se ρ ∈ H e´ uma unidade, existe ρ′ ∈ H tal que ρρ′ = 1 e, portanto,
N(ρ)N(ρ′) = 1 logo, N(ρ) = 1, visto que a norma de um quaternia˜o de Hurwitz e´
um natural. O recı´proco resulta de N(ρ) = 1⇔ ρρ¯ = 1. ◻
O conjunto dos elementos de H que sa˜o unidades e´ denotado por UH.
Teorema 2.2.7 O anel H tem 24 unidades: as 8 unidades de L, {±1,±i,±j,±k}, e
os 16 elementos de {±1±i±j±k2 }.
Demonstrac¸a˜o: Seja ρ = a + bi + cj + dk ∈ UH. Para as unidades ditas de Lipschitz
observa-se que as componentes a, b, c, d devem satisfazer: ∣a∣ ≥ 1 ou ∣b∣ ≥ 1 ou ∣c∣ ≥ 1
ou ∣d∣ ≥ 1 e N(ρ) = a2 + b2 + c2 + d2 = 1, o que implica que uma das coordenadas
seja ±1 e as restantes zero. Para as outras unidades, tem-se que ∣a∣, ∣b∣, ∣c∣, ∣d∣ ≥ 12 e
como a2 + b2 + c2 + d2 = 1 enta˜o todas as componentes sa˜o ±12 .
Reciprocamente, verifica-se facilmente que a norma dos 24 quaternio˜es descritos
no enunciado e´ um e, portanto, pela Proposic¸a˜o (2.2.6) sa˜o unidades. ◻
O conceito de irredutı´vel, emH, e´ o mesmo que num qualquer anel [Lan27, p. 111].
Definic¸a˜o 2.2.8 Um quaternia˜o de Hurwitz diz-se irredutı´vel se na˜o pode ser es-
crito como o produto de duas na˜o unidades, caso contra´rio diz-se redutı´vel.
A definic¸a˜o de primo em H e´ reduzida a` de primo em Z via a func¸a˜o norma, [CS03,
p. 56].
Definic¸a˜o 2.2.9 Um quaternia˜o de H diz-se primo de Hurwitz se a sua norma e´
um primo racional (i.e. primo inteiro).
A na˜o comutatividade da multiplicac¸a˜o de quaternio˜es tem como consequeˆncia a
existeˆncia de noc¸o˜es a` esquerda e a` direita de divisa˜o e ma´ximo divisor comum,
originando assim um algoritmo de divisa˜o a` esquerda e outro a` direita, e tambe´m
um algoritmo de Euclides (estendido) a` esquerda e outro a` direita.
Definic¸a˜o 2.2.10 Dados α,β ∈ H diz-se que β e´ divisor a` esquerda (a` direita) de α
se existe um ρ ∈ H, tal que α = βρ (α = ρβ). A notac¸a˜o β ∣
e
α (β ∣
d
α) indica que β
divide α a` esquerda (a` direita).
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Definic¸a˜o 2.2.11 Um quaternia˜o de Hurwitz ρ e´ primitivo se na˜o e´ divisı´vel por um
inteiro m, ou seja, se na˜o pode ser escrito como mρ′, com m ∈ Z e ρ′ ∈ H.
Definic¸a˜o 2.2.12 Dois quaisquer quaternio˜es α,β ∈ H dizem-se associados a` es-
querda se α ∣
e
β e β ∣
e
α, ou seja, se ∃δ ∈ UH ∶ β = αδ. A definic¸a˜o de associado a`
direita e´ ana´loga.
Dados α,β ∈ H define-se ma´ximo divisor comum a` esquerda entre esses dois
elementos como sendo um elemento λ ∈ H tal que:
• λ ∣
e
α e λ ∣
e
β;
• γ ∣
e
α e γ ∣
e
β Ô⇒ γ ∣
e
λ , para todo o γ ∈ H.
Proposic¸a˜o 2.2.13 Quaisquer dois ma´ximos divisores comuns a` esquerda sa˜o
associados esquerdos (ou a` direita associados direitos ).
Demonstrac¸a˜o: Sejam α,β ∈ H e λ,µ dois ma´ximos divisores comuns esquerdos
de α e β. Como λ e´ um ma´ximo divisor comum e µ ∣
e
α ∧ µ ∣
e
β, tem-se que µ ∣
e
λ.
Por outro lado, do facto de µ ser um ma´ximo divisor comum e λ ∣
e
α ∧ λ ∣
e
β resulta
que λ ∣
e
µ. Logo λ e µ sa˜o associados. O argumento e´ inteiramente ana´logo para
divisores direitos. ◻
O sı´mbolo (α,β)
e
denota a classe de ma´ximos divisores comuns associados es-
querdos. A definic¸a˜o de ma´ximo divisor comum direito, (α,β)
d
, e´ ana´loga.
Exemplo
Sejam α = −8 − i − 2j + 6k e β = −6 + 3i + 3j + 11k. Com a ajuda do software PARI
conseguem-se calcular os ma´ximos divisores comuns direito e esquerdo entre α e
β, obtendo-se (α,β)
d
= 1+2i−j−k e (α,β)
e
= 2−i que na˜o sa˜o iguais e apresentam
normas distintas.
Proposic¸a˜o 2.2.14 O anel de Hurwitz admite um algoritmo de divisa˜o a` esquerda,
com respeito a` norma, ou seja, para quaisquer α,β ∈ H, com β ≠ 0, existem ρ, σ ∈ H
tais que
α = βρ + σ e N(σ) < N(β).
Do mesmo modo, em H existe um algoritmo de divisa˜o a` direita ideˆntico ao apre-
sentado, apenas utilizando a operac¸a˜o divisa˜o a` direita.
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Demonstrac¸a˜o: Dados α,β ∈ H, com β ≠ 0, considere-se β−1α. Aproxime-se β−1α
por ρ ∈ L tal que cada coordenada de σ′ = β−1α − ρ tem valor absoluto menor ou
igual a 12 . Tem-se, por conseguinte, N(σ′) ≤ 14 + 14 + 14 + 14 = 1.
Considerem-se dois casos:
Caso 1) Se N(σ′) = 1, enta˜o cada componente de σ′ vale em valor absoluto 12 ,
ou seja, e´ uma das 16 unidades de Hurwitz com denominador 2. Deste modo,
ρ′ = ρ + σ′ ∈ H (σ′ e´ unidade). Assim, como β−1α = ρ + σ′ = ρ′ tem-se que α = βρ′.
Portanto o resultado e´ va´lido com σ = 0.
Caso 2) Se N(σ′) < 1, multiplicando a equac¸a˜o σ′ = β−1α − ρ por β, obte´m-se
α = βρ + σ, com σ = βσ′. Como N(σ) = N(β)N(σ′) e N(σ′) < 1, resulta que
N(σ) < N(β). ◻
Proposic¸a˜o 2.2.15 Sejam α,β ∈ H. Recorrendo sucessivamente ao algoritmo da
divisa˜o a` esquerda obteˆm-se, σ1, σ2, . . . , σk, . . . ∈ H, que satisfazem
α = βρ1 + σ1, N(σ1) < N(β)
β = σ1ρ2 + σ2, N(σ2) < N(σ1)
σ1 = σ2ρ3 + σ3, N(σ3) < N(σ2)⋮ ⋮
σk−2 = σk−1ρk + σk, N(σk) < N(σk−1)⋮ ⋮
σn−1 = σnρn+1, N(σn) > 0
(2.2)
A sequeˆncia σ1, σ2, . . . , σk, . . . eventualmente inclui o mı´nimo 0. Se σn e´ o primeiro
σi que divide σi−1 sem deixar resto, ou seja, σn+1 = 0, tem-se σn = (α,β) e .
Demonstrac¸a˜o: Como N(β) > N(σ1) > N(σ2) > . . . ≥ 0 e´ uma sequeˆncia decres-
cente de nu´meros naturais, a sequeˆncia de σ1, σ2, σ3, . . . e´ necessariamente finita,
terminando em zero.
Quer-se, agora, ver que σn ∈ (α,β) e .
Se se proceder da u´ltima para a primeira equac¸a˜o, em (2.2), tem-se que σn ∣
e
σn−1
e, portanto, divide todos os elementos σn−2, . . . , σ2, σ1, β, α. Logo σn e´ um divisor
comum esquerdo de α e β.
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Se γ e´ um divisor comum esquerdo de α e de β, enta˜o γ ∣
e
σ1 = α−βρ1 e procedendo
sucessivamente, da primeira para a u´ltima das equac¸o˜es (2.2) veˆ-se que γ ∣
e
σ2 =
β − σ1ρ2, . . . , γ ∣
e
σn = σn−2 − σn−1ρn. Conclui-se, assim, que todo o divisor comum
esquerdo de α e β tambe´m divide σn. ◻
Proposic¸a˜o 2.2.16 Sejam α,β ∈ H. Tem-se que o ma´ximo divisor comum es-
querdo entre α e β pode ser escrito como uma combinac¸a˜o linear (com os coe-
ficientes a` esquerda) de α e β, ou seja, (α,β)
e
= αλ + βµ, para alguns λ,µ ∈ H.
Demonstrac¸a˜o: Pelo algoritmo de Euclides a` esquerda tem-se que,
α = βρ1 + σ1, N(σ1) < N(β)
β = σ1ρ2 + σ2, N(σ2) < N(σ1)
σ1 = σ2ρ3 + σ3, N(σ3) < N(σ2)⋮ ⋮
σn−2 = σn−1ρn + σn, N(σn) < N(σn−1)
σn−1 = σnρn+1,
(2.3)
para alguns σ1, σ2, . . . , σn, ρ1, ρ2, . . . , ρn+1 ∈ H, sendo que σn = (α,β) e .
Quer-se ver que e´ possı´vel escrever σn na forma αλ + βµ, para alguns λ,µ ∈ H.
A penu´ltima igualdade de (2.3) pode ser reescrita como σn = σn−2 − σn−1ρn. E ao
substituir-se σn−1 por σn−3 − σn−2ρn−1 nesta igualdade obte´m-se
σn = σn−2 − (σn−3 − σn−2ρn−1)ρn == σn−2 − σn−3ρn + σn−2ρn−1ρn == σn−3(−ρn) + σn−2(1 + ρn−1ρn)
o que exprime σn como combinac¸a˜o linear de σn−3 e de σn−2.
Substituindo sucessivamente cada σi pela sua expressa˜o como combinac¸a˜o linear
de σi−1 e de σi−2, recorrendo a`s igualdades de (2.3), tem-se que no fim deste
processo σn esta´ na forma σn = α ∗ +β⋆. ◻
NOTA: Os treˆs algoritmos acima apresentados sa˜o igualmente va´lidos para a di-
visa˜o a` direita, sendo as respetivas provas efetuadas de modo inteiramente ana´logo
ao indicado.
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As noc¸o˜es de ideal principal e de anel principal, bem como o facto do anel de
Hurwitz ser principal, sa˜o importantes para a prova que sera´ apresentada mais a`
frente de que todo o natural e´ uma soma de quatro quadrados, assim como para a
demonstrac¸a˜o de alguns resultados sobre fatorizac¸a˜o Hurwitziana, tais como, TFU.
Definic¸a˜o 2.2.17 Um ideal principal e´ um ideal gerado por um u´nico elemento.
Dados um anel A e um elemento a ∈ A, o ideal Aa diz-se o ideal esquerdo gerado
por a.
Proposic¸a˜o 2.2.18 No anel de Hurwitz, todos os ideais sa˜o principais, a` esquerda
(a` direita).
Demonstrac¸a˜o: Seja I um ideal esquerdo do anel de Hurwitz. Se I = 0, e´ claro que
e´ principal. Suponha-se enta˜o que I ≠ 0. Escolhe-se 0 ≠ α ∈ I tal que N(α) seja o
menor inteiro possı´vel. Quer-se ver que I = Hα = {γα ∶ γ ∈ H}. Como I e´ um ideal,
verifica-se que Hα ⊆ I. Resta ver que I ⊆ Hα. Seja λ ∈ I. Recorrendo ao algoritmo
da divisa˜o, existem ρ, σ tais que λ = ρα + σ, com N(σ) < N(α). Logo, tem-se que
σ = λ − ρα esta´ em I e, como a norma de α e´ por hipo´tese a menor inteiro positivo
possı´vel, resulta que σ = 0. Portanto λ = ρα ∈ Hα. Conclui-se, enta˜o, que I ⊆ Hα.
Para o caso a` direita o procedimento e´ ana´logo. ◻
Definic¸a˜o 2.2.19 Um anel em que todos os ideais sa˜o principais diz-se um anel
principal.
2.3 Somas de quatro quadrados
Em 1621, o matema´tico Bachet (1581-1638) enunciou o resultado de que todo o
natural e´ uma soma de quatro quadrados. Contudo, apenas conseguiu verificar
que era va´lido para os nu´meros de 1 a 325, [Dic20].
Quinze anos mais tarde, Fermat afirmou possuir uma demonstrac¸a˜o do mesmo
teorema, baseada no seu famoso me´todo de descida infinita, pore´m nunca a co-
municou [Bur80].
Em meados de 1770, o matema´tico franceˆs Lagrange, auxiliado pelos estudos de
Euler, apresentou a primeira prova completa do teorema [IR90]. Por esta raza˜o,
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este resultado e´ hoje conhecido por Teorema da soma de quatro quadrados de
Lagrange. Logo apo´s a descoberta por Lagrange, Euler revelou uma prova mais
elegante e clara [Dic20].
Aqui apresenta-se uma demonstrac¸a˜o do teorema que tem por base os inteiros de
Hurwitz [CP12]. Comec¸a-se por introduzir dois lemas, um que mostra que ha´ uma
relac¸a˜o ı´ntima entre a aritme´tica de H e a de L, e um outro garante que, dado um
primo p ∈ Z, existe um quaternia˜o pi ∈ L tal que p divide a norma de pi.
Lema 2.3.1 Qualquer elemento de H possui um elemento de L que lhe e´ associ-
ado.
Demonstrac¸a˜o: Seja ρ = a + bi + cj + dk
2
∈ H∖L. Como as componentes a, b, c, d sa˜o
todas ı´mpares podem ser escritas na forma:
a = 4a′ + u1, b = 4b′ + u2, c = 4c′ + u3, d = 4d′ + u4,
com ui = ±1, para 1 ≤ i ≤ 4 e a′, b′, c′, d′ ∈ Z. E, portanto,
ρ = 2(a′ + b′i + c′j + d′k) + u1 + u2i + u3j + u4k
2
. (2.4)
Escrevendo δ = u1 + u2i + u3j + u4k
2
∈ UH, tem-se que
δ¯ρ = (a′ + b′i + c′j + d′k)(u1 + u2i + u3j + u4k) + 1, (2.5)
logo δ¯ρ ∈ L. ◻
Lema 2.3.2 Seja p um primo racional. Enta˜o existe um quaternia˜o pi = 1 + bi + cj,
com b, c ∈ Z, tal que p ∣ N(pi).
Demonstrac¸a˜o: Assume-se que p e´ ı´mpar, pois para p = 2 basta tomar pi = 1 + i.
Quer-se ver que existem b, c ∈ Z tais que 1 + b2 + c2 ≡ 0 (mod p).
Considerem-se os dois conjuntos seguintes:
S = {1 + b2 ∶ b = 0, . . . , p − 1
2
}
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T = {−c2 ∶ c = 0, . . . , p − 1
2
}
Veja-se que os elementos de S, assim como os de T , sa˜o distintos mo´dulo p:
Sejam 1 + b21,1 + b22 ∈ S. Se 1 + b21 ≡ 1 + b22 (mod p), enta˜o b1 ≡ ±b2 (mod p), ou seja,
b1 ≡ b2 (mod p) ou b1 ≡ −b2 (mod p), mas a u´ltima congrueˆncia na˜o e´ va´lida visto
que 0 < b1 + b2 < p, logo b1 = b2. E, do mesmo modo, se se considerarem −c21,−c22 ∈ T
resulta que c1 = c2. Veˆ-se assim que #S = #T = p + 1
2
.
Portanto, #S + #T = p + 1. Como apenas existem p classes de resı´duos distintas,
conclui-se que existe um elemento de S que e´ congruente mo´dulo p com um
elemento de T .
Quer isto dizer que existem 0 ≤ b, c ≤ p − 1
2
tais que 1 + b2 ≡ −c2 (mod p) e, portanto,
1 + b2 + c2 ≡ 0 (mod p), ou seja, o quaternia˜o pi = 1 + bi + cj e´ tal que p ∣ N(pi). ◻
Esta´-se agora em condic¸a˜o de mostrar o resultado fundamental que esta´ na base
do teorema de Lagrange relativo a somas de quatro quadrados.
Teorema 2.3.3 Todo o primo ı´mpar pode ser escrito como soma de quatro quadra-
dos, isto e´, para todo o primo p ∈ N, ∃pi ∈ H tal que N(pi) = p.
Demonstrac¸a˜o: Seja p um primo ı´mpar. Pelo Lema (2.3.2) existe pi = 1 + bi + cj ∈ L
tal que p ∣ N(pi).
Comece-se por ver que Hp ⊊ Hp +Hpi ⊊ H.
Veja-se que a primeira inclusa˜o e´ estrita. Se pi ∈ Hp, enta˜o 2pi ∈ Lp e portanto p
dividiria 2, o que e´ absurdo pois p e´ ı´mpar.
Para ver que a segunda inclusa˜o e´ pro´pria, basta ver que 1 ∉ Hp+Hpi. Suponha-se
que 1 ∈ Hp+Hpi, enta˜o existem λ,µ ∈ H tais que λp+µpi = 1, ou seja, µpi = 1−λp. E,
aplicando a norma a` u´ltima igualdade obte´m-se
(µpi)(µpi) = (1 − λp)(1 − λ¯p)⇒ µpip¯iµ¯ = 1 − Tr(λ)p +N(λ)p2, (2.6)
isto e´, N(µ)N(pi) = 1 − Tr(λ)p + N(λ)p2 e, portanto, pelo facto de p dividir N(pi)
resulta que N(µ)N(pi) ≡ 0 (mod p), mas 1 − Tr(λ)p +N(λ)p2 ≡ 1 (mod p) logo na˜o
podem ser iguais. Assim tem-se que Hp +Hpi ⊊ H.
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Como Hp +Hpi e´ um ideal de H e, pela Prop. (2.2.18) todos os ideais esquerdos
de H sa˜o principais, tem-se que Hp +Hpi = Hγ, para algum γ ∈ H, com N(γ) ≠ 1.
Pela outra inclusa˜o resulta que Hp ⊊ Hγ, logo p = ωγ, para ω na˜o unidade. Assim p
e´ o produto de duas na˜o unidades e como p2 = N(ω)N(γ) resulta que p = N(ω).
Observe-se que se ω ∈ L, p = N(ω) e´ de imediato soma de quatro quadrados. Se
ω ∈ H ∖ L, enta˜o pelo Lema (2.3.1) ω e´ associado de um quaternia˜o de Lipschitz,
logo tem a mesma norma, ou seja, tambe´m e´ soma de quatro quadrados. ◻
Teorema 2.3.4 (Lagrange) Todo o nu´mero natural e´ uma soma de quatro quadra-
dos.
Demonstrac¸a˜o: Resulta da multiplicatividade da norma Prop. (2.2.4) que o produto
de dois nu´meros que sa˜o somas de quatro quadrados e´ ainda uma soma de quatro
quadrados. Agora, como qualquer nu´mero natural pode ser fatorizado num produto
de primos e como todo o primo ı´mpar e´ uma soma de quatro quadrados, pelo
teorema 2.3.3, e o nu´mero dois pode ser fatorizado, por exemplo, como 12 + 12 +
02 + 02, conlui-se que todo o natural e´ uma soma de quatro quadrados. ◻
Como corola´rio do Teorema (2.3.3) mostra-se que as definic¸o˜es de primo de Hurwitz
e irredutı´vel sa˜o equivalentes em H.
Corola´rio 2.3.5 Seja pi ∈ H um elemento na˜o nulo e na˜o unidade. Tem-se que pi e´
irredutı´vel se e so´ se e´ primo de Hurwitz.
Demonstrac¸a˜o: Para a primeira implicac¸a˜o suponha-se que pi e´ um quaternia˜o
irredutı´vel.
Como pi na˜o e´ uma unidade tem-se que N(pi) ≠ 1.
Seja p um fator primo da norma de pi. Pela prova do Teorema (2.3.3) tem-se queHp ⊊ Hp +Hpi ⊊ H, onde a primeira inclusa˜o estrita sai do facto de pi ser irredutı´vel.
Pelo mesmo argumento utilizado na prova anterior, Hp +Hpi = Hγ, para γ ∈ H na˜o
unidade. E, portanto, pi = γ, para alguma unidade .
Mais ainda p ∈ Hγ = Hpi o que implica que p = piδ, para algum δ e assim N(pi) = p.
A segunda implicac¸a˜o e´ o´bvia, visto que se existissem dois elementos λ,µ ∈ H na˜o
unidades tais que pi = λµ, enta˜o N(pi) = N(λ)N(µ), o que na˜o pode acontecer pois
N(pi) e´ primo por hipo´tese. ◻
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Exemplos
O natural 76 pode ser escrito como 82 + 22 + 22 + 22 ou 62 + 22 + 62 ou 52 + 52 + 52 + 12
ou 72 + 32 + 32 + 32 e o 45 pode ser representado por 42 + 42 + 22 + 32 ou 42 + 22 + 52 ou
62 + 12 + 22 + 22.
Capı´tulo 3
Fatorizac¸a˜o de Quaternio˜es Inteiros
3.1 Teorema da Fatorizac¸a˜o U´nica
Na aritme´tica usual do anel dos inteiros, Z, o Teorema Fundamental da Aritme´tica
que assegura que todo o nu´mero natural tem uma u´nica fatorizac¸a˜o em primos a
menos de troca de fatores. No anel dos inteiros de Hurwitz existe algo semelhante,
que garante que um quaternia˜o de Hurwitz primitivo pode ser fatorizado como
produto de primos, sendo esse fatorizac¸a˜o u´nica quando fixada uma ordem para
as normas desses primos, a menos de algo a que se chama migrac¸a˜o de unidades
[CS03].
Definic¸a˜o 3.1.1 Seja pi ∈ H. Dada uma ordem da fatorizac¸a˜o N(pi) = p0⋯pk em
primos, uma fatorizac¸a˜o pi = pi0⋯pik, em primos deH, diz-se modelada nessa ordem
se N(pii) = pi, para i = 0, . . . , k.
Definic¸a˜o 3.1.2 Duas fatorizac¸o˜es pi0⋯pik e pi′0⋯pi′k dizem-se iguais a menos de
migrac¸a˜o de unidades se pi′0 = pi0δ1, pi′i = δ−1i piiδi+1, para i = 1, . . . , k − 1 e pi′k = δ−1k pik e
onde δj, para j = 1, . . . , k, sa˜o unidades.
Teorema 3.1.3 Dado um inteiro primitivo de Hurwitz pi, para qualquer ordem da
fatorizac¸a˜o da sua norma, existe uma u´nica fatorizac¸a˜o de pi modelada nessa
ordem, a menos de migrac¸a˜o de unidades.
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Demonstrac¸a˜o: Pela Proposic¸a˜o (2.2.18) tem-se que o ideal p0H + piH e´ principal,
logo ∃pi0 ∈ H ∶ p0H + piH = pi0H. Resulta que pi0 ∣ p0, o que significa que N(pi0) = 1, p0
ou p20.
Dado p0λ + piµ, um qualquer elemento do ideal p0H + piH, a sua norma e´ dada por:
N(p0λ + piµ) = (p0λ + piµ)(p0λ + piµ) = (p0λ + piµ)(p0λ¯ + µ¯p¯i) == p20N(λ) + p0(λµ¯p¯i + piµλ¯) +N(pi)N(µ) == p0(p0N(λ) + (λµ¯p¯i + piµλ¯) + p1⋯pkN(µ))
e, portanto, e´ divisı´vel por p0. Logo, N(pi0) ≠ 1.
Considere-se agora o caso da norma de pi0 ser p20. Como p0 ∈ p0H+piH = pi0H, tem-
se que p0 = pi0α, para algum α ∈ H. Aplicando a norma, resulta que p20 = N(pi0)N(α),
de onde se conclui que α e´ uma unidade e, portanto, p0 ∣ pi0. Ale´m disso, como
pi = pi0β, para algum β ∈ H, vem que p0 ∣ pi, o que na˜o e´ possı´vel, pois pi e´ primitivo.
Logo, a norma de pi0 na˜o pode ser p20.
Portanto, conclui-se que N(pi0) = p0, logo pi0 e´ um primo de Hurwitz que divide pi.
Deste modo pode escrever-se pi como produto de pi0 por um outro primo que tem
norma p1⋯pk. Por induc¸a˜o, tem-se a existeˆncia da fatorizac¸a˜o.
Resta mostrar a unicidade de pi0, a menos de multiplicac¸a˜o a` direita por uma
unidade.
Seja pi′0 um outro primo de Hurwitz que tem norma p0 e divide pi a` esquerda.
Considere-se α tal que pi = pi′0α. Enta˜o de p0H+piH = pi0H resulta que p0H+pi′0αH =
pi0H. Assim verifica-se que pi′0pi′0H + pi′0αH = pi0H, logo pi0 = pi′0δ, para algum δ ∈ H.
Como pi0 e pi′0 teˆm a mesma norma, conclui-se que pi′0 e´ um associado direito de pi0.◻
Exemplo
Considere-se α = 2 − 4i − j − 3k. A fatorizac¸a˜o de α modelada em N(α) = 2 ⋅ 3 ⋅ 5 e´
α = α2α3α5 = (1+i)(−i−j−k)(2−j), a menos de migrac¸a˜o de unidades, enquanto que
a fatorizac¸a˜o de α modelada emN(α) = 5.2.3 e´ α = α′5α′2α′3 = (2j+k)(j+k)(−1+i+k).
Para determinar α′5 comec¸a-se por ver qual o ma´ximo divisor comum esquerdo
entre N(α2α3) = 6 e α, que e´ β = −1 + i − 2k, e divide-se α a` esquerda por esse
quaternia˜o β resultando α′5 = 2j + k.
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3.2 Unicidade dos divisores de norma dada
O Teorema da Fatorizac¸a˜o U´nica na˜o estabelece qualquer relac¸a˜o entre duas
fatorizac¸o˜es modeladas em ordens distintas da fatorizac¸a˜o da norma. Por exemplo
se se considerar um quaternia˜o pi tal que N(pi) = p1p2p3, sendo p1, p2, p3 primos
de Z enta˜o existem pi1, pi2, pi3 ∈ H primos tais que pi = pi1pi2pi3. Usando a ordem de
N(pi) = p2p1p3 tem-se, novamente pelo TFU, que existem pi′1, pi′2, pi′3 ∈ H tais que
pi = pi′2pi′1pi′3. O TFU na˜o permite relacionar pi3 com pi′3, mas Gordon Pall mostrou, em
1940, um resultado que permite garantir que, neste exemplo, pi3 e pi′3 sa˜o de facto
associados.
O resultado demonstrado por G. Pall assegura que se se tem um quaternia˜o pro´prio
e um inteiro que divide a norma desse quaternia˜o, enta˜o tal quaternia˜o tem um
u´nico divisor direito, a menos de associados esquerdos, cuja norma e´ esse inteiro
[Pal40]. Antes de expor este resultado, e´ necessa´rio introduzir algumas noc¸o˜es
adicionais.
Definic¸a˜o 3.2.1 Sejam m ∈ Z e λ,µ ∈ L. Se m ∣ λ − µ enta˜o diz-se que λ e´
congruente com µ mo´dulo m, escrevendo-se λ ≡ µ (mod m).
Definic¸a˜o 3.2.2 Dados m ∈ Z e ρ ∈ L,
i) Um quaternia˜o diz-se puro se a sua parte real e´ nula;
ii) ρ = a + bi + cj + dk diz-se puro mo´dulo m se m ∣ a;
iii) ρ diz-se pro´prio se mdc(a, b, c, d) = 1;
iv) ρ diz-se pro´prio mo´dulo m se mdc(a, b, c, d,m) = 1.
Teorema 3.2.3 Se ρ = a + bi + cj + dk ∈ L e´ pro´prio mo´dulo m, com m um ı´mpar
positivo e m ∣ N(ρ) = a2 + b2 + c2 + d2, enta˜o ρ tem precisamente um u´nico divisor
direito de norma m, a menos de associados esquerdos.
Este resultado sera´ demonstrado por induc¸a˜o sobre o nu´mero de primos que divide
m e reduzindo-o ao caso em que m e´ primo e ρ e´ puro mo´dulo m. Mas antes de
iniciar a sua demonstrac¸a˜o sa˜o necessa´rios alguns resultados preliminares.
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Lema 3.2.4 Sejam m ∈ Z e λ,µ ∈ L. Se λ ≡ µ (mod m), enta˜o λ e µ teˆm os mesmos
divisores direitos de norma m.
Demonstrac¸a˜o: Seja λ = βρ e N(ρ) = m. Como µ e´ congruente com λ mo´dulo m,
tem-se µ = λ + γm, para algum γ ∈ L. Logo µ = βρ + γm = βρ + γρ¯ρ = (β + γρ¯)ρ, ou
seja, ρ tambe´m e´ divisor direito de µ. ◻
Lema 3.2.5 Sejam λ,µ ∈ L e m ∈ Z. Se mdc(N(λ),m) = 1, enta˜o µ e λµ teˆm os
mesmos divisores direitos de norma m.
Demonstrac¸a˜o: Seja ρ um divisor direito de µ. Enta˜o, µ = βρ e, portanto, λµ = (λβ)ρ,
logo ρ ∣
d
λµ.
Reciprocamente, seja ρ um divisor direito de λµ. Tem-se λµ = αρ, para algum
α ∈ L. Como N(ρ) = m, existe k ∈ Z, tal que kN(λ) ≡ 1 (mod m). Multiplicando
esta congrueˆncia por µ a` direita, obte´m-se µ ≡ kλ¯λµ ≡ kλ¯αρ (mod m), ou seja,∃z ∈ Z ∶ µ = kλ¯αρ + zm. Portanto, µ = kλ¯αρ + zρ¯ρ = (kλ¯α + zρ¯)ρ. Logo ρ ∣
d
µ. ◻
Mostre-se agora que e´ satisfeito o “passo de induc¸a˜o” relativo a` demonstrac¸a˜o do
Teorema (3.2.3).
Lema 3.2.6 Se o Teorema (3.2.3) for va´lido para os quaternio˜es de norma prima
ı´mpar e se tambe´m for va´lido para todos os quaternio˜es cuja norma e´ ı´mpar e um
produto de na˜o mais de r− 1 primos, enta˜o ainda e´ va´lido para aqueles cuja norma
e´ o produto de r primos.
Demonstrac¸a˜o: [Pal38]
Quer-se verificar que se p1p2⋯pr ∣ N(ρ), enta˜o existe de um divisor direito de norma
p1⋯pr do quaternia˜o ρ.
Tem-se, em particular, que p1p2⋯pr−1 ∣ N(ρ). Enta˜o, pela segunda hipo´tese ∃α,β ∈H ∶ ρ = αβ e N(β) = p1p2⋯pr−1. Mas, enta˜o, resulta que pr ∣ N(α), visto que
N(ρ) = N(α)N(β). Pela primeira hipo´tese, ∃λ,µ ∈ H tais que α = λµ e N(µ) = pr.
Portanto, tem-se que, ρ = αβ = λµβ e N(µβ) = p1p2⋯pr. Conclui-se que existe um
divisor direito de ρ nas condic¸o˜es pretendidas.
Veja-se, agora, que tal divisor de ρ e´ u´nico a menos de multiplicac¸a˜o por unidades
a` esquerda.
3.2. UNICIDADE DOS DIVISORES DE NORMA DADA 35
Considere-se ρ um quaternia˜o com dois divisores direitos α e β tais que N(α) =
N(β) = p1p2⋯pr. Por hipo´tese de induc¸a˜o, existem τ, τ ′, θ, γ ∈ H tais que α = θτ e β =
γτ ′, com N(τ) = N(τ ′) = p1p2⋯pr−1 e, portanto, τ e τ ′ sa˜o associados esquerdos,
ou seja, τ ′ = δτ , com δ ∈ UH.
Do facto de ρ = λα = µβ, para algum λ,µ ∈ H, resulta que ρ = λθτ = µγτ ′ logo,
λθτ = µγδτ . Como N(θ) = N(γδ) = pr resulta da primeira hipo´tese que θ e γδ sa˜o
associados esquerdos, ou seja, ∃ν ∈ H ∶ θ = νγδ.
Por consequeˆncia, tem-se que α = θτ = νγδτ e β = γδτ . Portanto, conclui-se que α
e β sa˜o tambe´m associados esquerdos. ◻
Veja-se agora que, no caso de m = p primo, o Teorema (3.2.3) pode ser reduzido
ao caso em que ρ e´ puro mo´dulo p.
Lema 3.2.7 Dado um qualquer quaternia˜o ρ pro´prio mo´dulo p, existe um qua-
ternia˜o puro pi de norma prima com p, tal que piρ e´ puro mo´dulo p.
Demonstrac¸a˜o: Quer-se determinar pi = xi + yj + xk tal que:
piρ = (xi + yj + zk)(a + bi + cj + dk) == (−xb − yc − zd) + (xa + yd − zc)i + (−xd + ya − zb)j + (xc − yb − za)k
seja puro mo´dulo p, isto e´, p ∣ −xb − yc − zd e tal que (N(pi), p) = 1. Querem-se,
enta˜o, encontrar x, y, z ∈ Z tais que
xb + yc + zd ≡ 0 (mod p) (3.1)
x2 + y2 + z2 ≢ 0 (mod p) (3.2)
Como ρ e´ pro´prio mo´dulo p, pode-se supor, multiplicando ρ por uma unidade se
necessa´rio que p ∤ b. Enta˜o (3.1) pode escrever-se como x ≡ ay + ez (mod p), para
alguns a, e ∈ Z. Ao substituir esta u´ltima congrueˆncia em (3.2) obte´m-se:
(ay + ez)2 + y2 + z2 = a2y2 + 2aeyz + e2z2 + y2 + z2 =
= (a2 + 1)y2 + 2aeyz + (e2 + 1)z2 ≢ 0 (mod p). (3.3)
Resta ver que existem sempre y e z tais que (3.3) e´ satisfeita.
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Se ae ≠ 0, enta˜o basta tomar y = 1 e z = 1. Se ae = 0, enta˜o resulta que ou 1+ a2 ≠ 0,
ou 1 + e2 ≠ 0. Quando 1 + a2 ≠ 0 basta considerar y = 1 e z = 0 e quando 1 + e2 ≠ 0
basta fazer y = 0 e z = 1.
Deste modo, verifica-se que e´ sempre possı´vel escolher y e z na˜o nulos que
satisfac¸am a equac¸a˜o (3.3) e, assim, assegura-se a existeˆncia de um quaternia˜o pi
nas condic¸o˜es do enunciado. ◻
Esta´-se finalmente em condic¸o˜es de mostrar o caso inicial da induc¸a˜o que termina
a demonstrac¸a˜o do Teorema (3.2.3).
Seja enta˜o m = p primo. Como consequeˆncia do Lema (3.2.7) e do facto de ρ ser
pro´prio mo´dulo p pode considerar-se ρ = i − cj − dk.
Deste modo, quer-se agora determinar quantos quaternio˜es sa˜o divisores direitos
de ρ e teˆm norma p, ou seja, quantos quaternio˜es β satisfazem as condic¸o˜es:
ρ = αβ e N(β) = p, para algum α ∈ L. (3.4)
Estas condic¸o˜es sa˜o equivalentes a ρβ¯ ≡ 0 (mod p) e N(β) = p, pois ρβ¯ = αp ⇔
ρβ¯ = αββ¯⇔ ρ = αβ.
Procurem-se enta˜o x0, x1, x2, x3 ∈ Z tais que β = x0 + x1i + x2j + x3k satisfac¸a ρβ¯ ≡(i − cj − dk)(x0 − x1i − x2j − x3k) ≡ 0 (mod p), o que e´ equivalente a:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x1 ≡ cx2 + dx3 (mod p)
x0 ≡ dx2 − cx3 (mod p)
x2 ≡ −cx0 − dx1 (mod p)
x3 ≡ cx1 − dx0 (mod p)
Usando o facto de se ter 1 + c2 + d2 ≡ 0 (mod p), este sistema e´ equivalente ao
sistema constituı´do pelas duas primeiras congrueˆncias.
⎧⎪⎪⎪⎨⎪⎪⎪⎩
x1 ≡ cx2 + dx3 (mod p)
x0 ≡ dx2 − cx3 (mod p)
Pondo x2 =X2 e x3 =X3 tem-se que, para alguns X0,X1 ∈ Z,
x0 = dX2 − cX3 + pX0, x1 = cX2 + dX3 + pX1 x2 =X2, x3 =X3.
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Aplicando as igualdades anteriores na condic¸a˜o N(β) = p, obte´m-se
(dX2 − cX3 + pX0)2 + (cX2 + dX3 + pX1)2 +X22 +X23 = p⇔
⇔ p2(X20 +X21) + 2pd(X0X2 +X1X3) + 2pc(X1X2 −X0X3)++2cd(X2X3 −X2X3) + (c2 + d2 + 1)(X22 +X23) = p.
Dividindo por p e usando o facto de se ter c2 + d2 + 1 = pq, para algum q ∈ Z, resulta
que:
p(X20 +X21) + 2d(X0X2 +X1X3) + 2c(X1X2 −X0X3) + q(X22 +X23) = 1. (3.5)
A matriz associada a esta forma bilinear e´ dada por:
B =
⎛⎜⎜⎜⎜⎜⎜⎝
p 0 d −c
0 p c d
d c q 0−c d 0 q
⎞⎟⎟⎟⎟⎟⎟⎠
e, portanto, o seu determinante e´:
det (B) = p(pq2 − c(cq) + d(−dq)) + d(−p(dq) + d(c2 + d2)) + c(−p(cq) + c(c2 + d2)) == pq(pq − c2 − d2) + d2(−pq + c2 + d2) + c2(−pq + c2 + d2) == (pq − d2 − c2)2 = (1 + c2 + d2 − d2 − c2) = 1.
Tem-se, assim, pelo Corola´rio (A.2.10), que existem Y ′i s tais que (3.5) e´ equivalente
a ∑Y 2i = 1, e portanto teˆm o mesmo nu´mero de soluc¸o˜es. Daqui resulta que
existem oito soluc¸o˜es da equac¸a˜o (3.4). ◻
Os divisores direitos de norma par de um quaternia˜o sa˜o u´nicos desde que o
respetivo cofator tenha norma ı´mpar.
Corola´rio 3.2.8 O teorema 3.2.3 tambe´m e´ va´lido para m par, quando ρ e´ pro´prio
e N(ρ)m e´ ı´mpar.
Demonstrac¸a˜o: Como ρ e´ pro´prio e N(ρ)m e´ ı´mpar tem-se que ρ e´ pro´prio mo´dulo
N(ρ)
m . E, deste modo, como, em particular,
N(ρ)
m divide N(ρ) pode-se aplicar o
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teorema 3.2.3, ou seja, existem α,β ∈ H tais que ρ = αβ, com N(α) = N(ρ)m e
N(β) =m.
Note-se que se α e´ determinado a menos de uma unidade a` direita, enta˜o β e´
determinado a menos de uma unidade a` esquerda, pois se ρ = αβ = α′β′ e α′ = α
enta˜o /α β =/α β′. ◻
Este resultado de G. Pall garante portanto, em particular, que se pi = pi1pi2pi3 = pi′2pi′1pi′3
forem decomposic¸o˜es em primos modeladas pelas fatorizac¸o˜es p1p2p3 e p2p1p3,
respetivamente, enta˜o pi3 e pi′3 sa˜o necessariamente associados.
3.3 O nu´mero de divisores em H de um primo racio-
nal
O principal objetivo desta secc¸a˜o e´ ver que cada primo p ∈ Z tem p + 1 divisores
quaternio´nicos.
Lema 3.3.1 Se p e´ um primo ı´mpar, enta˜o a equac¸a˜o 1 + a2 = b2 tem exatamente
p − 1 soluc¸o˜es em Fp.
Demonstrac¸a˜o: Seja S = {(y, z) ∈ F2p ∶ 1 + y2 = z2}. Pretende-se provar que #S =
p − 1. Tem-se que:
1 + y2 = z2⇔ 1 = z2 − y2⇔ (z − y)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
u
(z + y)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
v
= 1
Portanto, cada par (y, z) ∈ S origina um par u = z − y, v = z + y de unidades de F∗p
em que v = u−1. Como o sistema,
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u = z − y
u−1 = z + y
tem uma e uma so´ soluc¸a˜o, visto que, denotando a matriz do sistema anterior A,
se tem que:
det(A) = RRRRRRRRRRR −1 11 1
RRRRRRRRRRR = −2 ≠ 0
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(por p ser ı´mpar), tem-se, assim, que existe uma bijec¸a˜o entre os elementos de S
e as unidades. Portanto, tem-se que #S = #F∗p = p − 1. ◻
Considere-se a equac¸a˜o x21 + x22 + x23 = 0 em Fp. A classe de equivaleˆncia da
soluc¸a˜o (x1, x2, x3) da equac¸a˜o e´ denotada por [x1, x2, x3]. Duas soluc¸o˜es na˜o
triviais (x1, x2, x3), (x′1, x′2, x′3) ∈ F3p sa˜o equivalentes se ∃a ∈ F∗p ∶ x′i = axi,∀i = 1,2,3.
Proposic¸a˜o 3.3.2 Em F3p, existem precisamente p + 1 classes de equivaleˆncia de
soluc¸o˜es, em F3p, na˜o triviais da equac¸a˜o x2 + y2 + z2 = 0.
Demonstrac¸a˜o: A prova resulta da considerac¸a˜o dos treˆs casos seguintes:
Caso 1: p = 2
E´ fa´cil ver que, neste caso, as u´nicas soluc¸o˜es da equac¸a˜o x2 + y2 + z2 = 0 sa˜o[1,1,0], [1,0,1] e [0,1,1].
Caso 2: p ≡ 1 (mod 4)
Do cara´ter quadra´tico do −1 resulta que, neste caso, −1 tem duas raı´zes quadradas,
em Fp, [Vin54]. Denomine-se por X uma delas. A outra e´, enta˜o, −X. Agora,
considerem-se duas situac¸o˜es distintas:
• Quando x = 0 enta˜o, y ≠ 0 (porque se esta˜o a considerar apenas soluc¸o˜es
na˜o triviais).
Como y2 + z2 = 0 ⇔ (z
y
)2 = −1 ⇔ (z
y
) = ±X ⇔ z = ±Xy, conclui-se que
existem duas classes de equivaleˆncia que sa˜o soluc¸a˜o da equac¸a˜o inicial,
nomeadamente [0,1,±X].
• Quando x ≠ 0, consideram-se os conjuntos S = {(a, b) ∈ F2p ∶ 1 + a2 = b2} e
T = {(y, z) ∈ F∗p × F∗p ∶ 1 + y2 + z2 = 0}.
Como 1 + a2 = b2 e´ equivalente a 1 + a2 + (Xb)2 = 0, a func¸a˜o ϕ ∶ S Ð→ T
dada por ϕ(a, b) = (a,Xb) esta´ bem definida e e´ uma bijec¸a˜o (sendo a sua
inversa dada por (a, b) z→ (a,X−1b)). E, pelo lema 3.3.1, #S = p − 1 resulta
que #T = p − 1.
Deste modo, conclui-se que no total existem 2 + p − 1 = p + 1 soluc¸o˜es quando p ≡ 1(mod 4).
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Caso 3: p ≡ 3 (mod 4)
Para analisar este caso distinguem-se, novamente, duas situac¸o˜es:
• Quando x = 0 tem-se y, z ≠ 0 e, enta˜o, y2 + z2 = 0 ⇔ (yz−1)2 = −1 que na˜o e´
possı´vel, quando p ≡ 3 (mod 4). Logo na˜o existem soluc¸o˜es com x = 0.
• Quando x ≠ 0, consideram-se os seguintes conjuntos:
P = {Y ∈ (F∗p)2 ∶ 1 + Y ∈ (F∗p)2} e Q = {Y ∈ (F∗p)2 ∶ 1 + Y /∈ (F∗p)2}.
Pretende-se ver qual o cardinal de Q e constatar que esta´ intimamente rela-
cionado com o nu´mero de soluc¸o˜es da equac¸a˜o x2 + y2 + z2 = 0.
Para tal, comec¸a-se por determinar o cardinal de P .
Pelo lema 3.3.1 existem, em Fp, p − 1 soluc¸o˜es da equac¸a˜o 1 + y2 = z2, com
y ≠ 0. Excluindo as soluc¸o˜es (0,±1) tem-se p − 3 soluc¸o˜es.
Se Y e´ um elemento do conjunto P , enta˜o Y e´ um resı´duo quadra´drico, ou
seja, Y = a2, para algum a ∈ F∗p, e 1+Y tambe´m e´ resı´duo quadra´drico, seja ele
b2, para algum b ∈ F∗p. Deste modo, obte´m-se a equac¸a˜o 1+a2 = b2 e verifica-se
que esta fornece 4 soluc¸o˜es (±a,±b) da equac¸a˜o 1+y2 = z2. Reciprocamente,
as quatro soluc¸o˜es da forma (±a,±b), com a ≠ 0, de 1 + y2 = z2 originam um
elemento, a2, de P . Portanto conclui-se que cada grupo de quatro soluc¸o˜es
de 1 + y2 = z2 com y ≠ 0, corresponde a um elemento de P . Logo o conjunto
P tem cardinalidade p−34 .
Desta forma ja´ e´ possı´vel determinar o cardinal de Q, visto que (F∗p)2×(F∗p)2 =
P ∪˙Q. Tem-se enta˜o, que #Q = #((F∗p)2 × (F∗p)2) −#P = p−12 − p−34 = p+14 .
Veja-se, agora, a relac¸a˜o que teˆm os elementos de Q com as soluc¸o˜es da
equac¸a˜o x2 + y2 + z2 = 0.
Se Y ∈ Q, enta˜o Y = a2, para algum a ∈ F∗p e (1 + Y )(−1) e´ um resı´duo
quadra´tico mo´dulo p, uma vez que 1+Y na˜o e´ um resı´duo quadra´tico e, neste
caso, −1 tambe´m na˜o e´ um resı´duo quadra´tico. Portanto, (1 + Y )(−1) = b2,
para algum b ∈ F∗p , que e´ equivalente a 1 + a2 = −b2, ou seja, 1 + a2 + b2 = 0.
Assim sendo, cada Y ∈ Q origina quatro soluc¸o˜es [1,±a,±b] de 1 + a2 + b2 = 0.
Por fim, verifica-se que, como cada elemento de Q gera quatro soluc¸o˜es de
1 + y2 + z2 = 0, significa que existem 4 × p+14 = p + 1 classes de equivaleˆncia de
soluc¸o˜es desta equac¸a˜o.
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◻
Exemplo
Os divisores primos quaternio´nicos de p = 5, a menos de associados, sa˜o −2 − i,−2 − j, −2 − k, −2 + i, −2 + j, −2 + k.

Capı´tulo 4
O problema da metacomutac¸a˜o
4.1 A questa˜o de Conway e Smith
No livro [CS03] J. Conway e D. Smith observam que nada parece ser conhecido
sobre uma questa˜o muito simples que e´ levantada pelo Teorema da Fatorizac¸a˜o
U´nica, para inteiros de Hurwitz Teorema (3.1.3). Dados primos pi, ρ ∈ H tais que
N(pi) = p e N(ρ) = q, pelo TFU existem primos pi′, ρ′ ∈ H tais que piρ = ρ′pi′. A
questa˜o posta por Conway e Smith e´ a de saber de que modo pi′ se relaciona com
pi e ρ, algo que eles denominam como o problema da metacomutac¸a˜o.
Esta questa˜o pode ser colocada de modo mais preciso da seguinte forma. Dado
um quaternia˜o ρ ∈ H de norma prima q e um p ∈ Z primo, considere-se a func¸a˜o
Ψρ,p ∶ Πp Ð→ Πp[pi]
e
z→ [pi′]
e
onde Πp e´ o conjunto das classes de associados esquerdos dos primos que dividem
p, de tal modo que dado pi, os quaternio˜es pi′ de norma p e ρ′ de norma q satisfazem
piρ = ρ′pi′.
Deste modo, diz-se que Ψρ,p representa a metacomutac¸a˜o por ρ dos primos que
dividem p.
A aplicac¸a˜o Ψρ,p esta´ bem definida, pois pi′ e´ u´nico a menos de multiplicac¸a˜o por
unidades a` esquerda Teorema (3.1.3) e δpiρ = δρ′pi′, para todo δ ∈ UH.
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Veja-se que Ψρ,p e´ injetiva. Sejam pi1 e pi2 tais que pi1ρ = ρ′1pi e pi2ρ = ρ′2pi. Como o
anel dos quaternio˜es e´ um anel de divisa˜o tem-se que N(ρ′1) = q = N(ρ′2), ρρ = q e
q ∈ Z comuta com pi1 e pi2 e, portanto:
ρ′1ρ′1pi1 = qpi1 = pi1q = pi1ρρ = ρ′1pi′ρ (4.1)
ρ′2ρ′2pi2 = qpi2 = pi2q = pi2ρρ = ρ′2pi′ρ. (4.2)
Seja α = pi′ρ. Tem-se que α e´ primitivo, pois se na˜o fosse α = aβ, com a ∈ Z e β ∈ H
e ter-se-ia que N(α) = a2N(β), contudo a norma de α e´ livre de quadrados, uma
vez que N(α) = pq, logo conclui-se que α e´ de facto primitivo.
Portanto, como α = ρ1pi1 e α = ρ2pi2 sa˜o modeladas em qp, resulta do Teorema
(3.1.3) que as fatorizac¸o˜es sa˜o iguais a menos de migrac¸a˜o de unidades. Em
particular, [pi1] e = [pi2] e , e por conseguinte Ψρ,p e´ injetiva.
Como Ψρ,p e´ uma aplicac¸a˜o de um conjunto finito nele pro´prio que e´ injetiva, conclui-
se que e´ bijetiva. Portanto e´ uma permutac¸a˜o.
Recorde-se que o sinal de uma permutac¸a˜o e´ dado pelo nu´mero de transposic¸o˜es
de uma permutac¸a˜o, dependendo do sinal 1 ou −1 diz-se que uma permutac¸a˜o e´
par ou ı´mpar, respetivemente. A estrutura de ciclos de uma permutac¸a˜o e´ a lista
de comprimentos, por ordem crescente, dos ciclos da sua decomposic¸a˜o como
produto de ciclos disjuntos.
Exemplos
1. Considerando a permutac¸a˜o dada por ρ = 1 − i − 3k e p = 5 a sua estrutura de
ciclos e´ [1,5] e, portanto, o seu sinal e´ par.
2. Sejam ρ1 = 2 + i e ρ2 = 1 + 2j. A estrutura de ciclos da permutac¸a˜o Ψρ1,13 e´[3,3,3,3] e a da permutac¸a˜o Ψρ2,13 e´ [6,6]. Logo, constata-se, que mesmo ρ1 e ρ2
tendo a mesma norma, na˜o apresentam a mesma estrutura de ciclos e neste caso
teˆm o mesmo sinal. Mas tal pode na˜o acontecer sempre.
Duas questo˜es que naturalmente se levantam sa˜o as de saber como o sinal de Ψρ,p
e a sua estrutura de ciclos dependem de ρ e p.
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4.2 Resultados recentes
O problema do sinal da permutac¸a˜o Ψρ,p foi resolvido pelos investigadores H. Cohn
and A. Kumar [CK13, Sc. 5]. Tal resoluc¸a˜o e´ dada a` custa do sı´mbolo de Legendre,
cuja definic¸a˜o e´ relembrada aqui:
Se p um primo ı´mpar e a ∈ Z,
(a
p
) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, se ∃b ∈ Z ∶ (b, p) = 1 ∶ b2 ≡ a (mod p)
0, se p ∣ a−1, caso contra´rio.
Note-se que este sı´mbolo pode ser calculado rapidamente atrave´s da reciprocidade
quadra´tica [Vin54, p. 81].
O resultado apresentado de Cohn e Kumar diz que se se tiverem p, q ∈ Z primos
distintos, ρ ∈ H primo de norma q, enta˜o o sinal da permutac¸a˜o Ψρ,p e´ igual ao
cara´ter quadra´tico ( qp). O artigo conte´m ainda o seguinte resultado: se p = 2 ou
se ρ e´ congruente com um inteiro racional mo´dulo p, enta˜o Ψρ,p e´ a permutac¸a˜o
identidade. Caso contra´rio teˆm-se 1 + ( tr(ρ)2−qp ) pontos fixos.
Cohn e Kumar observam que p e q podem na˜o determinar o sinal da permutac¸a˜o,
visto que se se considerarem dois quaternio˜es com a mesma norma, mas tais que
as suas partes reais sejam distintas e na˜o sime´tricas, a contagem dos pontos fixos
pela fo´rmula acima e´ diferente e portanto o sinal tambe´m pode ser.
Exemplo
Atrave´s do exemplo seguinte constatamos que o nu´mero de pontos fixos dados por
Ψρ,p na˜o satisfaz a fo´rmula 1 + ( tr(ρ)2−qp ). E, portanto, pensamos que existe um erro
na formulac¸a˜o do teorema.
Seja p = 5 e ρ = 1 + i + j. Pela proposic¸a˜o 3.3.2 teˆm-se 6 classes sob o natural 5,
que sa˜o numeradas de modo arbitra´rio: (1) −2− i, (2) −2− j, (3) −2−k, (4) −2+ i, (5)−2 + j e (6) 2 + k.
Pretende-se construir a func¸a˜o Ψ (sec.4.1) para estes ρ e p:
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Ψ1+i+j,5 ∶ pi5 Ð→ pi5
1 z→ 5
5 z→ 4
4 z→ 2
2 z→ 6
6 z→ 3
3 z→ 1
Tem-se que a estrutura de ciclos da permutac¸a˜o dada por Ψ e´ (154263), logo tem
um ciclo de comprimento 6. Quer isto dizer que na˜o possui pontos fixos, isto e´, na
sua estrutura de ciclos na˜o existem ciclos de comprimento 1.
Veja-se agora se satisfaz a fo´rmula do nu´mero de pontos fixos dada pelo resultado
anterior:
1 + (tr(ρ)2 − q
p
) = 1 + (22 − 3
5
) = 1 + (1
5
) = 1 + 1 = 2. (4.3)
O nu´mero de pontos fixos dado pela fo´rmula e´ 2, contudo ja´ se tinha verificado pela
construc¸a˜o da func¸a˜o Ψ que na˜o existiam pontos fixos. Logo verifica-se que esta
parte da formulac¸a˜o do resultado conte´m um erro.
Apeˆndice A
O teorema de Hermite sobre formas
bilineares
A.1 Submo´dulos de mo´dulos livres
Nesta secc¸a˜o demonstra-se um teorema que garante que um submo´dulo de um
mo´dulo livre e´ livre e, ainda, que uma base de um submo´dulo livre pode ser
estendida a uma base do mo´dulo livre correspondente [Sam67]. Este resultado
sera´ relevante para provar, na secc¸a˜o seguinte, que uma forma bilinear positiva
com na˜o mais do que cinco varia´veis e´ equivalente a uma soma de quadrados,
resultado este usado na p. 37.
Considere-se um anel integral A e seja K o seu corpo de frac¸o˜es. Dado um con-
junto I, designe-se por AI o conjunto das func¸o˜es de I em A, que e´, naturalmente,
um A-mo´dulo. Um A-mo´dulo livre e´ um mo´dulo isomorfo a AI , para algum I. Tem-
se que um A-mo´dulo livre M pode ser mergulhado em KI , um espac¸o vetorial
sobre K. Em consequeˆncia, tem-se que um submo´dulo M ′ do A-mo´dulo M pode
ser visto como submo´dulo de AI e, portanto, como subconjunto de KI . A dimensa˜o
do subespac¸o gerado por esse subconjunto, uma co´pia de M ′ em KI , diz-se a
dimensa˜o de M ′ e denota-se por dim(M ′). Esta dimensa˜o e´ exatamente o nu´mero
ma´ximo de elementos linearmente independentes de M ′.
Para a demonstrac¸a˜o do teorema acima mencionado e´ conveniente comec¸ar por
provar dois resultados auxiliares que asseguram que, em ane´is principais, a unia˜o
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de uma cadeia ascendente de ideais e´ um ideal e que existe sempre um elemento
maximal numa famı´lia de ideais.
Lema A.1.1 Seja A um anel principal e I1 ⊆ I2 ⊆ I3 ⊆ . . . uma cadeia ascendente de
ideais. Enta˜o ⋃
i∈N Ii e´ um ideal de A.
Demonstrac¸a˜o: Seja V =⋃
i∈N Ii. Veja-se que se trata de um ideal de A.
• 0 ∈ Ij para todo j, logo 0 ∈ V .
• Sejam x, y ∈ V enta˜o x ∈ Ij e −y ∈ Ik, para alguns j, k ∈ N. Como Ij ⊆ Ik ou
Ik ⊆ Ij tem-se que x,−y ∈ Ij ou x,−y ∈ Ik e, portanto, x − y ∈ V .
• Seja x ∈ V . Enta˜o x ∈ Ij, para algum j e portanto todo a ∈ A, ax ∈ Ij ⊆ V .
Logo V e´ um ideal de A.
◻
Lema A.1.2 Toda a famı´lia de ideais de um anel principal A tem um elemento
maximal.
Demonstrac¸a˜o: Suponha-se que existe uma famı´lia de ideais F que na˜o tem um
elemento maximal. Tem-se, enta˜o, que dado um qualquer ideal em F existe sempre
um outro que o conte´m estritamente, ou seja, e´ possı´vel construir uma cadeia
ascendente de ideais de F , I1 ⊊ I2 ⊊ I3 ⊊ . . ., que na˜o termina.
Considere-se V a unia˜o de todos esses ideais V = ⋃
i∈N Ii. Resulta do Lema (A.1.1)
e do facto de todos os ideais de A serem principais que V e´ um ideal principal.
Deste modo, tem-se que ⋃
i∈N Ii = Aa, para algum a ∈ A. Logo, existe j tal que a ∈ Ij e
portanto Aa ⊆ Ij ⊆ Ik ⊆ Aa, ∀k ≥ j. Consequentemente, tem-se que Ik = Ij, ∀k ≥ j,
o que contradiz o facto da cadeia ser estritamente crescente. ◻
Teorema A.1.3 Sejam A um anel principal, M um A-mo´dulo livre de dimensa˜o
finita n e M ′ um submo´dulo de M . Enta˜o:
1. M ′ e´ livre e de dimensa˜o menor ou igual a n.
A.1. SUBMO´DULOS DE MO´DULOS LIVRES 49
2. Existe uma base (e1, . . . , en) de M , um inteiro q ≤ n e elementos na˜o nulos
a1, . . . , aq de A tais que (a1e1, . . . , aqeq) e´ uma base de M ′ e ai ∣ ai+1, para todo
1 ≤ i ≤ q − 1.
Demonstrac¸a˜o:
1. Prove-se que M ′ e´ livre. A dimensa˜o ser menor ou igual a n resulta da
observac¸a˜o acima de que M ′ pode ser mergulhado em Kn e de resultados
ba´sicos de a´lgebra linear sobre espac¸os vetoriais.
Se M ′ = {0}, o resultado e´ trivial. Suponha-se enta˜o que M ′ ≠ {0}.
Denote-se L(M,A) pelo conjunto das formas lineares sobre M . Seja u ∈L(M,A). Tem-se que u(M ′) e´ submo´dulo de A, visto que ∀x, y ∈ M ′ u(x) +
u(y) = u(x + y) ∈ u(M ′) e ∀a ∈ A au(x) = u(ax) ∈ u(M ′). Portanto u(M ′) e´ um
ideal de A.
Como todos os ideais de A sa˜o principais, tem-se que u(M ′) = Aau, para
algum au ∈ A. Pelo Lema (A.1.2) existe u tal que Aau e´ maximal entre os
elementos Aav, com v ∈ L(M,A).
Seja (x1, . . . , xn) uma base de M que identifica M com An e considere-se a
projec¸a˜o pri determinada por:
pri ∶ M Ð→ A
xi z→ 1
xj z→ 0, ∀j ≠ i.
Tal projec¸a˜o representa a forma correspondente a` extrac¸a˜o da i-e´sima coor-
denada na base considerada.
Como M ′ ≠ 0, resulta que pri(M ′) ≠ 0, para algum i e, por consequeˆncia, que
u(M ′) ≠ 0, logo au ≠ 0. Seja e′ ∈M ′ tal que u(e′) = au.
Veja-se, agora, que para todo v ∈ L(M,A), au ∣ v(e′).
Seja d o ma´ximo divisor comum de au e v(e′). Tem-se enta˜o que, para alguns
b, c ∈ A, d = bau + cv(e′) = (bu + cv)(e′). Denote-se por w a forma linear bu + cv
de M . Assim u(M ′) = Aau ⊆ Ad ⊆ w(M ′), mas como u(M ′) e´ maximal, resulta
que w(M ′) = u(M ′) e portanto Ad = Aau. Deste modo, tem-se que au e d sa˜o
associados, logo au divide v(e′).
50 APEˆNDICE A. O TEOREMA DE HERMITE SOBRE FORMAS BILINEARES
Verifica-se, em particular, que au ∣ pri(e′), isto e´, pri(e′) = aubi, com bi ∈ A,
para cada i ∈ 1, . . . , n. Considere-se e = n∑
i=1 bixi. Tem-se que aue = n∑i=1 aubixi =
n∑
i=1 pri(e′)xi = e′, pela definic¸a˜o de pri. Como au = u(e′) = auu(e) e au ≠ 0
tem-se u(e) = 1.
Veja-se, agora, que:
a) M = Ae⊕ ker(u)
b) M ′ = Ae′ ⊕ (M ′ ∩ ker(u))
Para mostrar a), comece-se por escrever x ∈ M na forma x = u(x)e + (x −
u(x)e). Como u(x−u(x)e) = u(x)−u(x)u(e) = 0, resulta que x−u(x)e ∈ ker(u)
e, portanto, M = Ae + ker(u). Para ver que a soma e´ direta, considere-se
x ∈ Ae ∩ ker(u). Enta˜o x = ce, para algum c ∈ A, e u(x) = 0, logo tem-se que
c = cu(e) = u(ce) = u(x) = 0, pelo que x = 0.
Para demonstrar b), considere-se y ∈ M ′ e seja b ∈ A tal que u(y) = bau.
Escreva-se y = baue + (y − u(y)e) = be′ + (y − u(y)e). Pelo que foi visto no
para´grafo anterior, tem-se que y−u(y)e ∈ ker(u), e como y−u(y)e = y−be′ ∈M ′,
resulta que y − u(y)e ∈ M ′ ∩ ker(u). Logo, verifica-se que M ′ = Ae′ + (M ′ ∩
ker(u)). Como Ae′ ⊆ Ae resulta por a) que Ae′ ∩ (M ′ ∩ ker(u)) = {0}, ou seja,
a soma e´ direta.
Prove-se agora que M ′ e´ livre de dim ≤ n, por induc¸a˜o sobre a dimensa˜o de
M .
Como M = Ae ⊕ ker(u), tem-se que ker(u) e´ livre de dimensa˜o n − 1. Desse
modo, por hipo´tese de induc¸a˜o, resulta que, comoM ′∩ker(u) e´ um submo´dulo
de um mo´dulo livre, tambe´m e´ livre e tem dimensa˜o menor ou igual a n − 1.
De b) resulta que M ′ e´ livre e de dimensa˜o menor ou igual a n.
2. A prova deste resultado sera´ feita por induc¸a˜o sobre dim(M).
Para n = 0 o resultado e´ verdadeiro por ser vazio.
Considerando u maximal como acima tem-se, pela demonstrac¸a˜o de (1), que
ker(u) e´ livre e dim(ker(u)) = n − 1. Portanto pode aplicar-se a hipo´tese
de induc¸a˜o ao mo´dulo livre ker(u) e ao seu submo´dulo M ′ ∩ ker(u), isto
e´, existem q ≤ n, uma base (e2, . . . , en) de ker(u) e elementos na˜o nulos
a2, . . . , aq ∈ A, tais que (a2e2, . . . , aqeq) e´ uma base de M ′∩ker(u) e ai ∣ ai+1, 2 ≤
i ≤ q − 1.
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Tomando a1 = au e e1 = e tem-se que (e1, e2, . . . , en) e´ uma base para M (por
a)) e portanto de M ′ = Ae′ ⊕ (M ′ ∩ ker(u)) resulta que (e′, a2e2, . . . , aqeq) =(a1e1, a2e2, . . . , aqeq) e´ uma base de M ′.
Resta confirmar que a1 ∣ a2. Seja v uma forma linear sobre M , definida por
v(e1) = v(e2) = 1 e v(ei) = 0, ∀i ≥ 3. Enta˜o a1 = au = v(aue1) = v(e′) ∈ v(M ′).
Portanto Aau ⊆ v(M ′). Mas como Aau e´ maximal, resulta que Aau = v(M ′) =
Aa1. Tem-se, ainda, que a2 = v(a2e2) ∈ v(M ′), logo a2 ∈ Aa1 e, portanto, a1
divide a2.
◻
A.2 Um teorema de Hermite
Para a prova do teorema (A.2.7) que e´ usado na secc¸a˜o 3.2 segue-se a apresentac¸a˜o
do livro [SO80].
Definic¸a˜o A.2.1 Um par ordenado (E, b), onde E e´ um Z-mo´dulo livre finitamente
gerado e b ∶ E ×E → A, onde A e´ um anel qualquer, e´ uma aplicac¸a˜o Z-bilinear e
sime´trica, diz-se um espac¸o bilinear sime´trico sobre Z, com valores em A.
Dada uma base de E, e1, . . . , en, e x = n∑
i=1 xiei, y = n∑j=1 yjej tem-se:
b(x, y) =∑
i,j
xib(ei, ej)yj = xByt, (A.1)
onde B = (b(ei, ej))i,j ∈M(n,A) e yt representa a transposta de y.
E, reciprocamente, uma matriz sime´trica B ∈M(n,A) determina uma forma bilinear
sime´trica dada por b(x, y) = xByt.
Definic¸a˜o A.2.2 Dois espac¸os bilineares (E, b) e (E′, b′) dizem-se isomorfos se
existe um isomorfismo Z-linear α ∶ E Ð→ E′ tal que b′(αx,αy) = b(x, y).
Do ponto de vista matricial tem-se que, se B,B′ sa˜o as matrizes associadas,
respetivamente, a`s formas b e b′ e relativas a certas bases, e se U ∈ GL(n,Z) e´
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a matriz associada a α, relativamente a`s mesmas bases, enta˜o os espac¸os serem
isomorfos significa que xByt = (xU)B′(yU)t = xUB′U tyt, isto e´B = UB′U t. Matrizes
B e B′ que satisfazem esta condic¸a˜o, para algum U dizem-se congruentes.
Definic¸a˜o A.2.3 Chama-se determinante de um espac¸o bilinear (E, b) ao determi-
nante de uma matriz B associada a` forma bilinear b.
NOTA: Este determinante e´ invariante por mudanc¸a de base, pois se U ∈ GLn(Z),
enta˜o det(UBU t) = det(U)2det(B) = det(B), uma vez que o determinante de uma
matriz de GLn(Z) e´ ±1.
Definic¸a˜o A.2.4 Dois elementos x, y ∈ E dizem-se ortogonais se b(x, y) = 0.
Definic¸a˜o A.2.5 O submo´dulo X = {y ∈ E ∶ yx ∀x ∈X} de E diz-se o comple-
mento ortogonal de X ⊆ E (com respeito a b).
Se (E1, b1), . . . , (En, bn) forem espac¸os bilineares sobre Z, enta˜o m⊥
i=1(Ei, bi) designa
o espac¸o bilinear (E, b), onde E = m⊕
i=1 Ei e
b(x1 ⊕ . . .⊕ xm, y1 ⊕ . . .⊕ ym) = m∑
i=1 bi(xi, yi), (A.2)
a que se chama soma ortogonal de (Ei, bi).
Se B1, . . . ,Bt forem matrizes associadas a b1, . . . , bt, respetivamente, enta˜o a matriz
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B1 0
B2 ⋱
0 Bm
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
e´ uma matriz associada a (E, b).
Definic¸a˜o A.2.6 Uma forma bilinear sime´trica sobre Z com valores em R diz-se
definida positiva se b(x,x) > 0, para todo x ≠ 0.
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Teorema A.2.7 (Hermite) Seja (E, b) um espac¸o bilinear sobre Z, de dimensa˜o n,
com valores em R, dado por uma forma bilinear positiva, e com determinante D.
Enta˜o existe x ∈ E tal que
0 < b(x,x) ≤ (4
3
)n − 12 n√D
Demonstrac¸a˜o: Sem perda de generalidade pode assumir-se que E = Zn. Prove-se
o resultado por induc¸a˜o sobre n.
Para n = 1 e´ trivial. Quando n > 1, pode escolher-se um e1 ∈ E tal que m = b(e1, e1) ≠
0 e´ minimal (tal acontece, pois b sendo definida positiva e´ equivalente a a1x21 + . . . +
anx2n, para alguns a1, . . . , an ≥ 0, e o conjunto de elementos (x1, . . . , xn) ∈ Zn tais que
a1x21 + . . . + anx2n ≤m e´ finito, para todo m ∈ R).
Estenda-se b de forma bilinear a todo o Rn e continue-se a designar essa extensa˜o
por b. Seja
H =Ker⎧⎪⎪⎨⎪⎪⎩ R
n Ð→ R
y z→ b(e1, y)
⎫⎪⎪⎬⎪⎪⎭ .
Como b(e1, e1) ≠ 0, pelo Teorema do Homomorfismo, tem-se que dim(H) = n − 1.
Deste modo, e1 ∉H e, portanto, Rn =H +Re1.
Quer-se agora ver que Rn = H ⊕ Re1. Seja x ∈ H ∩ Re1. Enta˜o tem-se que, por
um lado, x ∈ H, ou seja, b(e1, x) = 0 e, por outro, que x ∈ Re1, isto e´ x = λe1, para
algum λ ∈ R. Resulta que 0 = b(e1, x) = b(e1, λe1) = λb(e1, e1) e como b(e1, e1) ≠ 0,
segue que λ = 0 e, consequentemente, x = 0. Assim sendo, H ∩Re1 = 0, e portanto
Rn =H ⊕Re1.
Considere-se a projec¸a˜o ortogonal
pi ∶ Rn Ð→ H
x = h + λe1 z→ h.
Note-se que pi(e1) = 0 e ainda que pi ○ pi = pi.
Considere-se o submo´dulo e1Z de E = Zn. Pelo teorema (A.1.3) existe uma base
eˆ1, e2, . . . , en de E e um elemento na˜o nulo a1 ∈ Z tal que a1eˆ1 e´ uma base de
e1Z. Mas enta˜o a1eˆ1 = ±e1 e portanto a21b(eˆ1, eˆ1) = b(e1, e1), logo como b(e1, e1) e´
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minimal, resulta que a1 = ±1. Conclui-se assim que eˆ1 = ±e1 e, por conseguinte, que(e1, . . . , en) e´ uma base de Zn.
Dado h ∈ H, h = n∑
i=1 hiei , para alguns hi ∈ R, e portanto h = pi(h) = n∑i=2 hipi(ei).
Assim, pi(e2), . . . , pi(en) e´ um conjunto de geradores de H e desse modo uma base.
Resulta que o Z-mo´dulo L = Zpi(e2) + . . . +Zpi(en) tem dimensa˜o n − 1.
Considerem-se as bases E = (e1, . . . , en) e F = (e1, pi(e2), . . . , pi(en)) de Zn.
Tem-se, pela definic¸a˜o da projec¸a˜o pi, que x = pi(x)+λe1, mas como se verificou an-
teriormente, b(e1, x) = λb(e1, e1), ou seja, λ = b(e1, x)
b(e1, e1) . Assim, pi(x) = x − b(e1, x)b(e1, e1)e1.
Esta expressa˜o estabelece uma relac¸a˜o entre as bases E e F que permite concluir
que a matriz P de mudanc¸a da base E para a base F (ou seja, escrevem-se
e1, pi(e2), . . . , pi(en) a` custa de e1, . . . , en) e´ dada por:
P =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 −b(e1, e2)
b(e1, e1) . . . −b(e1, en)b(e1, e1)⋱ 0
0 ⋱
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Seja, agora, B = (b(ei, ej)) a matriz associada a` forma b, na base e1, . . . , en e Bˆ na
base F . Tem-se que a matriz de b
P tBP = ⎛⎝ b(e1, e1) 00 B′ ⎞⎠ = Bˆ,
onde B′ e´ a matriz associada a` forma b∣L×L na base pi(e2), . . . , pi(en). Seja d =
det(B′). Por induc¸a˜o existe x′ ∈ L na˜o nulo tal que
b(x′, x′) ≤ (4
3
) (n−2)2 n−1√d. (A.3)
Note-se que D = det(Bˆ) =md.
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Seja y o elemento de Zn mais pro´ximo de x′ e tal que pi(y) = x′. Enta˜o x′ = y + µe1,
para algum µ ∈ R com ∣µ∣ ≤ 12 . Portanto tem-se que:
m = b(e1, e1) ≤ b(y, y) = b(x′ − µe1, x′ − µe1) = b(x′, x′) + µ2b(e1, e1) ≤ b(x′, x′) + 1
4
m.
De onde resulta que m ≤ b(x′, x′) + 14m, ou seja, 34m ≤ b(x′, x′). Da desigualdade
(A.3) segue que:
3
4
m ≤ b(x′, x′) ≤ (4
3
) (n−2)2 n−1√d
m ≤ (4
3
)n2 n−1√D
m
m
n
n−1 ≤ (4
3
)n2 n−1√D
m ≤ (4
3
) (n−1)2 n√D
Deste modo, verifica-se que existe x ∈ E, nomeadamente x = e1, tal que
0 < b(x,x) ≤ (4
3
)n − 12 n√D
◻
Definic¸a˜o A.2.8 Um espac¸o bilinear sobre Z, com valores em Z, e´ denominado
na˜o singular, ou unimodular, se a matriz B associada a` forma bilinear b tem deter-
minante ±1.
Lema A.2.9 Sejam (E, b) um espac¸o bilinear sobre Z e M um submo´dulo na˜o
singular de E. Enta˜o (E, b) ≅ (M,b) ⊥ (M⊥, b).
Demonstrac¸a˜o: Seja e1, . . . , ek uma base de M e estenda-se esta base a uma base
e1, . . . , en de E (pelo teorema (A.1.3)). Enta˜o B = (b(ei, ej)), para 1 ≤ i, j ≤ n tem a
forma
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B = ⎛⎝ B1 CCt D ⎞⎠
com B1 = (b(ei, ej)), para 1 ≤ i, j ≤ k.
Por hipo´tese, B1 e´ invertı´vel no anel das matrizes quadradas de entradas inteiras.
O resultado pretendido decorre do facto de se ter
⎛⎝ Id 0−(B−11 C)t Id ⎞⎠⎛⎝ B1 CCt D ⎞⎠⎛⎝ Id −B
−1
1 C
0 Id
⎞⎠ = ⎛⎝ B1 00 ∗ ⎞⎠ ,
onde Id representa a matriz identidade de tamanho apropriado.
◻
Corola´rio A.2.10 Seja b ∶ E×E Ð→ Z uma forma bilinear positiva com determinante
1. Se n = dim(E) ≤ 5, enta˜o (E, b) ≅ (Zn, Id), onde Id e´ forma bilinear dada pela
matriz identidade. Isto e´, se B e´ a matriz associada a b, enta˜o existe X ∈ Gl(n,Z)
tal que
XBX t = ⎛⎜⎜⎜⎝
1 0⋱
0 1
⎞⎟⎟⎟⎠
Demonstrac¸a˜o:
Pelo teorema (A.2.7), existe e1 ∈ E tal que b(e1, e1) ≤ (43)2 < 2. Como b apenas
assume valores inteiros e e´ definida positiva tem-se que b(e1, e1) = 1.
Enta˜o o submo´dulo de E unidimensional dado por e1 e´ na˜o singular. Assim, pelo
Lema (A.2.9) existe uma decomposic¸a˜o ortogonal E = e1Z ⊥ E1, onde (E1, b)
tambe´m e´ na˜o singular.
Aplicando o mesmo processo a E1 mostra-se que E = e1Z ⊥ . . . ⊥ ekZ, com k ≤ 5. ◻
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