A class of Lyapunov functions is proposed for discrete-time linear systems interconnected with a cone bounded nonlinearity. Using these functions, we propose sufficient conditions for the global stability analysis, in terms of linear matrix inequalities (LMI), only taking the bounded sector condition into account. Unlike frameworks based on the Lur'e-type function, the additional assumptions about the derivative or discrete variation of the nonlinearity are not necessary. Hence, a wider range of cone bounded nonlinearities can be covered. We also show that there is a link between global stability LMI conditions based on this new Lyapunov function and a transfer function of an auxiliary system being strictly positive real. In addition, the novel function is considered in the local stability analysis problem of discrete-time Lur'e systems subject to a saturating feedback. A convex optimization problem based on sufficient LMI conditions is formulated to maximize an estimate of the basin of attraction. Another specificity of this new Lyapunov function is the fact that the estimate is composed of disconnected sets. Numerical examples reveal the effectiveness of this new Lyapunov function in providing a less conservative estimate with respect to the quadratic function.
Introduction
The class of systems formed by a feedback interconnection of a linear system and a cone bounded nonlinearity has been investigated, either in continuousor discrete-time domains. It was initially proposed for continuous-time systems, and so-called the Lur'e problem, [15, 17, 19] . Two different types of Lyapunov functions were mostly considered for stability analysis: the classical quadratic one and the Lur'e-type, which has a quadratic term and a term of the nonlinearity integral. By considering this function, the nonlinearity appears directly in the Lyapunov time-derivative. It is well known that this class of functions is more general and leads to less conservative sufficient LMI conditions than the quadratic function. For discrete-time systems, likewise, great efforts have been made to reduce the conservatism of the quadratic function. Hence, the original form of the Lur'e-type function, with the nonlinearity A preliminary version [8] integral, was considered as candidate function for stability analysis issues [9, 14, 6 ] (see also references therein). In these references, it is assumed that the nonlinearity derivative (or discrete variation) is bounded. According to this assumption, the resulting integral term in the Lyapunov difference is upper bounded.
The discrete-time version of the Lur'e problem was also studied in a general framework developed in [11] , for feedback interconnections of linear systems and nonlinearity or uncertainty. It is proposed a class of Lyapunov functions which is quadratic in the system state and in the feedback element. The stability conditions are derived for an auxiliary system, defined recursively from the original one. However, it is known that the Lur'etype function in the continuous-time framework is not quadratic in the nonlinearity.
Among different cone bounded nonlinearities, the actuator saturation is one of the most studied nonlinearities in both time-domains. In general, only local stability can be guaranteed and the exact determination of the basin of attraction is a hard task. The main challenge, then, is to improve the estimate of this set. The level sets of the Lyapunov function are usually considered and for which the quadratic function gives ellipsoidal sets. Moreover, two frameworks based on quadratic Lyapunov functions draw attention for modelling the saturation as LMI conditions. In [10] , the saturation function of a given linear state feedback is located inside the convex hull of hyperplanes defined by the control gains and a set of auxiliary gains. The condition for an ellipsoid to be a contractive set in the single-input case is necessary and sufficient. The second approach, in [7] , describes the saturation by the dead-zone nonlinearity which satisfies a general (local) bounded sector condition. As exposed in [3] , the computational burden of this approach is less dependent on the system dimension than the first one, because the number of LMI to be checked is smaller.
A more general class of systems is the one combining two types of nonlinearities such as the output dependent cone bounded one and the input saturation. Despite it represents many practical control problems, this problem has not been widely studied in the literature. For continuous-time domain, in [3] , the stability analysis and closed-loop stabilization are covered by LMI optimization problems based on the quadratic Lyapunov function. The equivalent class of systems in the discretetime is considered in [2] . In this case, only the control synthesis problem is solved also using LMI optimization based on the quadratic function.
The main contribution of this paper is to propose a new class of Lyapunov functions including the cone bounded nonlinearity. This function is able to relax the assumption about the nonlinearity bounded variation. Based on the proposed Lyapunov function, we tackle two different stability analysis problems. Sufficient conditions to ensure the global stability of discrete-time Lur'e systems are formulated by LMI conditions. Also, it is shown that this LMI condition is related to the discrete-time strictly positive real lemma applied for an auxiliary system transfer matrix. The second class of systems is the same studied in [2] , with a saturating control law included. Sufficient BMI (or LMI via imposing a weighting matrix) conditions are formulated to cover the local stability analysis problem. An optimization problem under these LMI constraints is proposed to maximize the size of an estimate -given by the level set of the proposed Lyapunov function -of the basin of attraction. This estimate, as illustrated in the numerical examples, might present disconnected and nonconvex sets. Also, it is highlighted that the new Lyapunov function is able to lead to a less conservative estimate than an ellipsoidal domain.
The paper is organized as follows: in Section 2, we present the first class of discrete-time systems studied and our motivation describing some additional assumptions considered in the frameworks based on the Lur'etype function. In Section 3, a new type of Lyapunov function dependent on the cone bounded nonlinearity is presented. In Section 4, sufficient LMI conditions for the global stability analysis problem is proposed and followed by an academic example to illustrate the result. In addition, we show that the global stability and the existence of the proposed Lyapunov function is related to the strictly positive realness property of an auxiliary system transfer matrix. In Section 5, it is presented the closed-loop formulation of discrete-time Lur'e systems and a given feedback control law subject to saturation. Then, a LMI optimization problem is proposed to solve the local stability analysis problem. Several examples are given, as well, to illustrate our framework and some special features. Concluding remarks are presented in Section 6.
Notations. For any vector x ∈ R n , x ≥ 0 states that, ∀ = 1, . . . , n, its components x ( ) are nonnegative. Also, for two vectors x, y of R n , x ≥ y states that x ( ) − y ( ) ≥ 0. x is related to the Euclidian norm of vector x. The transfer function associated with a given state- I m (0 m×n ) is the m-order identity matrix (m × n-order null matrix). The operator diag(x) describes a diagonal matrix obtained from vector x. Also, diag(A; B) is a block diagonal matrix of matrices A and B. means the symmetric blocks in matrices. For a symmetric positivedefinite matrix M ∈ R n×n , the ellipsoidal set E(M, γ) associated with M is given by {x ∈ R n ; x M x ≤ γ} and the shortcut E(M ) = E(M, 1) will be used.
Discrete linear systems under cone bounded nonlinearity
Consider the following discrete-time system including a nonlinearity ϕ(·)
where x k ∈ R n , y k ∈ R p are respectively the state and output vector of the system (1)-(2) at the instant k ∈ N. The matrices A, C and F have appropriate dimensions. The system nonlinearity will satisfy the following assumption:
Assumption 1
The nonlinearity ϕ(·) : R p → R p verifies a cone bounded sector condition and is assumed to be decentralized [15] .
This assumption means that: ϕ(0) = 0 and ϕ(·) ∈ [0 p , Ω], where Ω ∈ R p×p is a positive diagonal matrix.
Thus, we have that ϕ ( ) (y) [ϕ(y) − Ωy] ( ) ≤ 0, ∀y ∈ R p , ∀ = 1, · · · , p, and the following inequality
is verified, for any diagonal and positive matrix Λ = diag{λ q } q=1;··· ;p ∈ R p×p . Note that Ω is given by the designer. It is simple to show, from Assumption 1, that the relation (3) is equivalent to
We briefly consider the scalar version of this class of systems in order to expose the motivation of our results.
Motivation
In the scalar case, the discrete-time Lur'e system is described by
where a, f and c are scalars. The continuous nonlinearity ϕ(·) : R → R is assumed to be time-invariant and satisfies Assumption 1. By having ϕ(0) = 0, the origin is an equilibrium point, and
The Lyapunov stability of this class of systems was studied by considering the widespread Lur'e-type Lyapunov function, [15] , which takes the cone bounded nonlinearity into account. In the scalar case, this function is defined as v(x, ϕ(·)) = πx 2 + η y 0 ϕ(s)ds, for some π > 0 and η ≥ 0. The function is inspired by the continuoustime framework and can be considered as a candidate function due to the time invariance of nonlinearity ϕ(·), which guarantees the positiveness of the integral. To our knowledge, the function v was first used in the discretetime domain, in [18] , for stability of input-saturating sampled-data systems. Because of the time invariance of ϕ(·), the following integral term appears in the Lyapunov difference I = y k+1 y k ϕ(s)ds. An extensive literature (see [18, 21, 12, 13, 20, 14, 6] ) is forced to make additional assumptions about the slope of the nonlinearity to define an upper bound of I and to conclude on the stability. The spirit of these assumptions is to upper and/or lower bound the slope of the nonlinearity to allow a bound of the integral I via a trapezoidal rule. Assumptions on the slope prohibit treating odd (ϕ(−y) = −ϕ(y), ∀y ≥ 0) nonlinearities such as ϕ(y) = 0, if y ∈ [0, 1] or y ∈ [3, +∞) and ϕ(y) = (|y| − 2) 2 + 1 if y ∈ [1, 3] , which is two half-circles with center at y = 2 and y = −2.
The choice of the Lyapunov function v can be justified in the continuous-time original Lur'e problem because it allows the nonlinearity to be directly considered in the Lyapunov derivative. However, by using this type of function in discrete-time, conservative assumptions on the slope are necessary to conclude the stability. In the following section, a candidate Lyapunov function will be presented, not quadratic in ϕ(·) for the discrete-time domain, which is able to conclude the stability under assumption 1, without requiring any assumption on the slope of the nonlinearity.
A new class of Lyapunov functions
We present a new candidate Lyapunov Function to be associated with the system (1)- (2). This candidate function is composed of a quadratic term with respect to the state and a cross term between the state and the nonlinearity:
where P ∈ R n×n is a symmetric positive definite matrix and ∆ ∈ R p×p is a diagonal positive semidefinite matrix. One should point out that the quadratic Lyapunov function is recovered with ∆ = 0 p and, thus, it may be considered as a particular case of function (7) . From inequalities (4), we have
with V (x) = x P x and V (x) = x (P + 2C Ω ∆ΩC)x. The function V (x; ϕ(Cx)) can be considered as a candidate, because it verifies the following properties:
• V (x; ϕ(Cx)) ≥ 0, ∀x ∈ R n , due to the left inequality in (8);
• V (x; ϕ(Cx)) = 0, if and only if x = 0, because of inequality (8) and P > 0.
The Lyapunov difference, which will be treated in the sequel, is defined by
The level set associated with V (x; ϕ(Cx)) and γ > 0 is given by L V (γ) = {x ∈ R n ; V (x; ϕ(Cx)) ≤ γ} which is, clearly, related to the two ellipsoids associated with the upper and lower-bounds quadratic functions V (x) and V (x)
In Fig. 1 , it is possible to see an example of the candidate function, for n = 2, which is bounded by two paraboloids. Only the part of the surfaces (x 2 ≥ x 1 ) is drawn. The level sets associated with a given γ and the functions V , V and V are depicted in Fig. 2 . It is possible to see the Inclusion (9) . One of special features of the Lyapunov function (7) is to provide disconnected and nonconvex level sets. The shape and number of the sets will directly depend on the nature of ϕ(·). In the follow- ing sections the candidate Lyapunov function (7) will be considered as a main tool to study several stability analysis problems.
Global stability analysis and frequency domain interpretation
Based on the function V (x; ϕ(Cx)), a framework is provided for studying the problem of global stability of systems (1)- (2) . In addition, we present a frequency domain condition related to the existence of our candidate function.
Global stability
We address the problem of global stability analysis, which is defined as Problem 1 (Global Stability Analysis) Under Assumption 1, determine a matrix P = P > 0 n and a diagonal matrix ∆ ≥ 0 p which allow to guarantee the global stability of system (1)- (2) for any nonlinearity ϕ(·) ∈ [0 p ; Ω].
The following statement gives a sufficient condition to solve the Problem 1.
Theorem 2 For the class of systems defined by (1)- (2), if there exists a matrix G ∈ R n×n , a symmetric positive definite matrix P ∈ R n×n , a positive semidefinite diagonal matrix ∆ ∈ R p×p and positive diagonal matrices T, W ∈ R p×p , such that the LMI
is verified, with
then the function V (x; ϕ(Cx)) is a Lyapunov function and the origin of system (1)- (2) is globally asymptotically stable.
Proof 3 By having Inequality (10) verified, it implies P − G − G < 0 and P > 0. Hence, G is of full rank and we have −G P −1 G ≤ P − G − G (see [4] ). The change of basis diag(G −1 ; I n+2p ) and a Schur complement ([1]) lead to the following inequality
(12) Due to the structure of the nonlinearity ϕ(·), the equation (x k ϕ (y k ) ϕ (y k+1 )) = 0 is equivalent to x k = 0. Thus by multiplying Inequality (12) on the right by (x k ϕ (y k ) ϕ (y k+1 )) and on the left by its transpose, we get the following inequality
(13) Since nonlinearity ϕ(·) verifies a global sector condition, Inequality (13) defines an upper bound for the Lyapunov difference, implying δ k V < 0, for any x k = 0.
Remark 4
The stability of matrices A and A + F ΩC is necessary for the feasibility of inequality (10) . These necessary conditions are obtained by considering the bounds of the sector condition (3), which are ϕ(y k ) = 0 and ϕ(y k ) = Ωy k . ]. For a given initial condition x 0 = (100; −50) , the trajectory associated with system (1)- (2) is asymptotically stable, as depicted in Fig. 3 . (1)- (2) for a given initial condition -state components: x k,(1) with '+' and x k,(2) with '×'.
Frequential Interpretation
It is possible to state a frequency domain condition for Inequality (10) . This condition will be derived by means of the strict positive realness of a square transfer matrix. By definition, [16, Lemma 5] , a discrete-time square transfer matrix G(z) is strictly positive real if it is asymptotically stable and G(e jθ ) + G (e −jθ ) is positive definite for all θ ∈ [0, 2π]. Let us define the following auxiliary system matrices
Thus, the following theorem establishes a connection between the frequential approach and the global stability condition of Theorem 2.
Theorem 5 Suppose that there exists a positive semidefinite diagonal matrix ∆ ∈ R p×p , positive diagonal matrices T, W ∈ R p×p such that, for A, B, C, D given by (14) , the 2p × 2p−transfer matrix G(z) = C (zI − A) −1 B + D is strictly positive real. Then, the function (7) is a Lyapunov function that proves global asymptotic stability of system (1)-(2), for any nonlinearity ϕ(·) verifying the sector condition (3).
Proof 6
The proof is based on the strictly positive real lemma, [16, Lemma 7] by considering a given transfer matrix G(z) and from which an associated asymptotically stable realization G(z) 
Hence, if there exists matrices ∆, T, W such that G(z) is strictly positive real, then matrix P verifies Inequality (15) .
By replacing the auxiliary system matrices as defined in (14) in Inequality (15), one gets Inequality (12), with P = P. If we multiply Inequality (15) on the right by [x ϕ ϕ + ] and its transpose on the left, considering the shortcuts x k = x; ϕ = ϕ(y k ); ϕ + = ϕ(y k+1 ), one has
which is Inequality (13). Thus, function (7) is a Lyapunov function that proves asymptotic stability of system (1)-(2) for any nonlinearity ϕ(·) verifying the sector condition (3).
Discrete time Lur'e systems subject to input saturation
Consider, now, a more general class of discrete-time systems composed of a linear part, a cone bounded nonlinearity and saturating inputs:
where x k ∈ R n , u k ∈ R m and y k ∈ R p are, respectively, the state, control input and output vector of the system (16)- (17) at instant k. Matrices A, B, F and C are real matrices of appropriate dimension. The saturation is defined as fol-
The scalar ρ ( ) > 0 means the symmetric saturation limit of the -component of the control input. The vector ρ ∈ R m is assumed to be given. In the sequel, the control law provided by [2] will be considered:
where m×n-matrix K is the state feedback gain and m× p-matrix Γ is the nonlinear feedback gain associated with ϕ(·). If Γ = 0 m×p , the nonlinearity ϕ(·) value must be available either by model estimation or measuring. The saturation will be described as a dead-zone nonlinearity
By replacing u k given by (18) and (19) in (16), the closedloop model is described, with A cl = A + BK and F cl = F + BΓ as
Remark 7 Similar to the global stability analysis, the control law (18) gains should be set such that matrices A cl and A cl + F cl ΩC (A cl + F ΩC in case of a linear state feedback) are both Schur.
Let us define the following set necessary to describe the dead-zone belonging to a generalized sector condition. For a given matrix H ∈ R m×(n+p) , the set S(H, ρ) is defined by S H, ρ = {θ ∈ R n+p ; −ρ ≤ Hθ ≤ ρ}.
is an element of S( K − J, ρ), then the nonlinearity Ψ(u k ), with u k is defined in Equation (18), satisfies the following sector condition, with U ∈ R m×m diagonal and positive definite
Proof 9 This proof is straightforward from [23, Lemma 1](see also [3] ).
As the main result of this section, the new class of Lyapunov function will be employed to study the problem of local stability for system (16)- (17) . Let us define this problem Problem 2 (Local Stability Analysis) For a given set of gains K ∈ R m×n and Γ ∈ R m×p of the control law (18), determine a region, in the state space, as large as possible included in the basin of attraction B 0 of the system (16)- (17) , under Assumption 1.
In general, the task of analytically determining the basin of attraction B 0 is difficult. Thus, we will use the level set L V (1) of the proposed Lyapunov function.
Theorem 10 For given matrices K ∈ R m×n , Γ ∈ R m×p , consider as variables, matrices G ∈ R n×n , J 1 ∈ R m×n , J 2 ∈ R m×p , a symmetric positive definite matrix P ∈ R n×n , a positive semidefinite diagonal matrix ∆ ∈ R p×p and positive definite diagonal matrices Q, T, W ∈ R p×p , U ∈ R m×m . The inequalities
where Π 1 , Π 2 are defined in (11) and Π 3 = C Ω (∆ − Q), are respectively bilinear (BMI) and linear (LMI) matrix inequalities and allow to obtain an estimate of the basin of attraction B 0 given by the level set L V (1), induced by the Lyapunov function (7).
Proof 11 Like in the proof of Theorem 2, Inequality (22) implies P − G − G < 0 and P > 0, such that G is of full rank, and so
By applying the change of basis diag(G −1 ; I n+2p+m ) with a Schur complement, one gets the inequality
In the following, by multiplying Inequality (24) on the right by (x k ϕ (y k ) Ψ (u k ) ϕ (y k+1 )) = 0 and by its transpose on the left, it leads to inequality
(25) Also, by applying a Schur complement on Inequality (23) with respect to the last block, we obtain Inequality
By multiplying Inequality (26) on the right by x k = ( x k ϕ (y k ) ) and on the left by its transpose, one has the following inequality
. Due to the fact that nonlinearity ϕ(·) verifies the global bounded sector condition, and by noting K and J as defined in Lemma 8, we have
(27) Thus, the general sector condition (21) , related to the dead-zone, is verified inside the level set L V (1). Due to inclusion (27), the local sector condition SC u k ≤ 0 for the dead-zone is verified inside L V (1). This implies, with the aid of the Inequality (25), that δ k V < 0, ∀ x ∈ L V (1) (x = 0). Hence, the asymptotic stability is proved inside the set L V (1).
Based on the BMI and LMI in Theorem 10, it is possible to build an optimization problem maximizing the size of L V (1) or of the ellipsoid E(P + 2C Ω ∆ΩC). The choice has been made to define the size of an ellipsoid as its minor axis. Its maximization consists in minimizing the greatest eigenvalue of P + 2C Ω ∆ΩC. This can be interpreted as maximizing the size of a ball included in the ellipsoid. Other choices are also possible, such the trace minimization, the maximization along certain directions or the volume maximization under modified constraints (see for more details and a discussion between these criteria [22, Section 2.2.5.1] and [5] ). By introducing the variable R ∈ R p×p , and a scalar µ, the optimization problem min µ, G, P, J1, J2, Q, R, T, U, W, ∆ µ subject to BMI (22) ; LMI (23) and LMI
maximizes the radius of the ball E(µI n ) verifying
because, by multiplying the Inequality (28) on the right byx k = ( x 0 ϕ (Cx 0 ) ) and on the left by its transpose, one gets the following inequality µx 0 x 0 + 2SC(ϕ(·), Cx 0 , R) ≥ V (x 0 ; ϕ(Cx 0 )). As ϕ(·) verifies the bounded sector condition, the inclusion (29) is then satisfied.
Remark 12
The Inequality (22) is a BMI. This induces numerical difficulties. By imposing U = I m , it becomes a LMI which is more convenient to cope numerically with, even if it leads to a suboptimal solution. An other way to circumvent the bilinear nature would be to consider U = αI m , where α is a free scalar and using a line-search procedure (or to consider an iterative algorithm similar to [6] or to [8] ). U = I m will be considered in the sequel of the paper for a sake of clarity.
In the following, numerical examples are shown to highlight some special features related to Theorem 10.
Example 2: Consider system (16)- (17) With respect to the basin of attraction B 0 estimate, it is possible to see, in Fig. 4 , that our estimate, given by the set L V (1), presents nonconvex and disconnected sets (solid lines). The bounding paraboloids (dot-dashed lines) and the largest sphere E(µI n ) (dashed line) are also depicted, in addition of the ellipsoid E(P ) (dotdashed lines). For this example, we point out that the ellipsoid E(P ) is included in our estimate L V (1). By comparing the areas of both estimates, A E(P ) = 16.7742 and A L V (1) = 28.3666, we can stress here that the improvement is around 65%. Two initial conditions, x 1 0 = (4; −1.45) and x 2 0 = (−2.55; 1.88) , are shown in Fig. 4 (dot-square-star and dot-diamond-cross). Both are settled in the disconnected sets of L V (1). The trajectories are depicted as dot-star and dot-diamond respectively and it should be pointed out that every point is placed inside L V (1). It is exposed in Fig. 5 the trajectories with respect to the discrete time, x 1 0 at top and x 2 0 at bottom. One can notice that the system is asymptotically stable.
Example 3: Consider, now, the system (16)- (17) with n = p = 2, m = 1, ρ = 5, Ω (1) = 1.5, Ω (2) = 1 . The estimates of the basin of attraction B 0 , L V (1) and E(P ) are depicted in Fig. 6 . As in the previous example, L V (1) is nonconvex and disconnected. Numerically one gets A E(P ) = 7.69 and A L V (1) = 9.7299, which means an improvement of 26.53% of the estimate of B 0 with our approach. Moreover, due to the fact that Theorem 10 provides suf- ficient conditions, the question about the gap between the basin of attraction and its estimate L V (1) may arise. That is, is there a better estimate (for instance the ellipsoid set E(P )) of the basin of attraction? Hence, we have analyzed the trajectories related to initial conditions belonging to this set, x 0 ∈ E(P ), including the set L V (1). The initial conditions associated with an unstable trajectory are depicted as '+' markers on Fig. 6 . There is no marker inside L V (1), as expected, but it can be seen that numerous points x 0 ∈ E(P )/L V (1) are associated with an unstable trajectory of the system (16)- (17) . This implies that E(P ) cannot be an estimate of the basin of attraction (at least for this nonlinearity ϕ(·)). In addition, the points located between the disconnected sets L V (1) draw attention and point out that the set L V (1) is here well suitable to estimate B 0 . Thus, we have exposed an interesting feature of this new Lyapunov function because the level set L V (1) is a less conservative estimate of the basin of attraction B 0 for the class of systems defined by (16)- (17) than an ellipsoid.
Remark 13
To illustrate Remark 12, we consider U = αI m and the line-search procedure on Example 2. The comparison in Table 1 underline that our choice α = 1 -in this case -is not so conservative. Table 1 Comparison between the approaches of Remark 12 on Example 2.
Conclusion
In this paper, it is presented a new Lyapunov function which was considered to address several problems of stability of discrete-time Lur'e system. The great feature of this new Lyapunov function is that the stability conditions were derived only with the help of the cone bounded sector conditions. The assumption about the nonlinearity bounding derivative (or variation) is not necessary, in contrast to the frameworks based on the Lur'e-type function. By considering the proposed function, LMI conditions for the global stability problem were formulated. Also, we have stated that the existence of such Lyapunov function is related to the strictly positive realness of an auxiliary system transfer matrix. Furthermore, in case of an input saturation for a given linear state and/or nonlinearity feedback, the proposed function is employed to derive an optimization problem under LMI constraints. The aim is to enlarge an estimate included in the basin of attraction. Several examples are given to highlight some special characteristics of this new Lyapunov function such as an estimate composed of disconnected and/or nonconvex sets. The examples illustrate that this estimate is less conservative than ellipsoidal domains related to quadratic functions.
