In this paper we study the Cauchy problem for the singular evolution p-Laplacian equations with gradient term and source on the assumption of measures as initial conditions. For the supercritical case q > p − 1 + p/N, we obtain that for every nonnegative solution there exists a nonnegative Radon measure μ as initial trace and μ has some local regularity.
Introduction and statement of the main results
We will consider the following Cauchy problem ellipticity of the principal part of (1.1), is unbounded at points where |Du| = 0. Thus we are dealing with a singular parabolic problem.
For the case of λ = 0 and λ 0 = 0, the Cauchy problem and initial trace problem were studied by Di Benedetto and Herrero in [12] . As p is close to 1, Xu cited the notation of renormalized solutions and proved the existence of renormalized solutions to problem (1.1)-(1.2) in [18] .
For the case p = 2, several authors have studied the existence of weak solutions to the equation with measure data (see [1, 2, 7] ). Particularly, in [1] , Alaa considered the existence of solutions to the equation with right-hand sides having arbitrary growth with respect to the gradient (see also [13] ).
In the case λ = 0 and λ 0 > 0, the existence of solutions has been discussed in [19] . In that paper, for the subcritical case q < p − 1 + p/N, the initial data was assumed to be locally integrable; for the supercritical case q p − 1 + p/N, some higher integrability for the initial data was imposed, i.e., Concerning the case p > 2, that is the degenerate parabolic equations, the existence of solutions has been studied recently with optimal assumptions on initial data in [17] (see also [11] and [15] ).
Recently, the initial trace of solutions and the Cauchy problem of evolution p-Laplacian equations with absorption term has been discussed for all p > 1 in [8] . For the porous medium equation with gradient term and source, the global existence of solutions was obtained in [3] . By the technical selection of u t (see (2.1) below), we obtain the existence of solutions and some results of initial trace to the problem (1.1)-(1.2) and extend partial results of [17] to the case of p < 2. Moreover, we can also remove the regularity assumptions (1.3) for supercritical case q p − 1 + p/N and expand to the range q p − 1 + p/θ (0 θ N). The main ideas and methods in this paper come from [4, 5, 19] . 
(1.5)
We introduce some notations as in [4] .
Let μ be any nonnegative Radon measure in R (1.6) where
We use γ (a 1 , a 2 , . . . , a n ) to denote positive constants depending only on specified quantities a 1 , a 2 , . . . , a n .
We state our main results as follows.
hold, then there exists a solution to
Remark 1.1. T 0 on the quantities specified in the statement of Theorem 1.1 can be made explicit. We refer to the proof of Lemma 2.5.
In the supercritical case q > p − 1 + p/N, to obtain the existence of solutions of problem (1.1)-(1.2), the initial data μ need to inherit from u some local regularity. (x) u( y, t) dy γ , but we haven't given this more accuracy form for the equations considered here by virtue of the nonlinear divergence term. Remark 1.4. In this paper we can prove that, even in the supercritical case (1.9) , this bound is optimal for the existence of solutions in the class considered here. Remark 1.5. Here we haven't proved the optimality of the critical threshold for θ of gradient term in Theorem 1.1 for the existence of solutions in the class considered here. In fact, in [4] , to prove the optimality, one main point is to use the Harnack inequality of the homogeneous porous medium equation. Furthermore, this Harnack inequality implies that the initial data inherits from the solution some growth condition as |x| → ∞ (see Theorems 3.1 and 4.1 in [6] ). But, for the homogeneous evolution p-Laplacian equation with 1 < p < 2, there is no similar growth condition. To prove the optimality of the problem here, a new method need to be established. [4] , we note that our methods also yield the existence of solutions of variable sign, approaching a signed measure μ as t tends to zero, because the estimates below hold separately for the positive and negative parts of solutions. This paper is organized as follows: In Section 2, a priori estimates will be given. In Section 3, we will finish the proof of Theorem 1.1. In Section 4, Theorem 1.2 will be proved.
Theorem 1.2. Let u be a nonnegative weak solution to
(1.1) in R N × (0, T ). Suppose that 1 < p < 2 and q > (1+ )(p −1)+ p/N. Then there exist constants ρ 0 = ρ 0 (N, p, q, λ 0 , T , ) ∈ (0, 1) and γ = γ (N, p, q, λ 0 , ) such that ρ p q−(1+ )(p−1) − B ρ (x) u( y, t) dy γ , (1.9) for all x ∈ R N , 0 < t < T 2 , 0 < < p − 1 and 0 < ρ < ρ 0 .ρ 2 q−m − B ρq > p − 1 + p/N, (1.1)-(1.2) has a solution if [μ] < ∞, with θ such that q < p − 1 + p/θ . Byρ p q−(1+ )(p−1) − B ρ (x) dμ( y) γ , (1.10) for all x ∈ R N , 0 < < min{ q−p+1 p−1 , p − 1,
A priori estimates
In this section, we will prove some estimates for solutions of (1.1).
for all 0 < t < T * . The connection between [u] t and u t will be commented upon in Remark 2.1.
The following sup-estimate will play an important role in proving the existence results. . Assume also that a time 0 < T < T * is given such that t u(·, t)
Proof. This proof will be divided into two steps.
Step 1: Let ρ > 0, σ ∈ (0, 1 2 ), and x 0 ∈ R N be fixed, let k > 0 to be chosen. For n = 0, 1, 2, . . . , set
Let ζ n (x, τ ) be a smooth cut-off function in Q n with 0 ζ n (x, τ ) 1, such that
where t n < t < t. By Young's inequality, we obtain
where
and
, (2.10) where
and d is large enough.
, we have b > 2. Hölder inequality implies that
Notice that
then substituting (2.11)-(2.13) into (2.10) and using (2.2), we have
If k is chosen to satisfy 
(note that if this inequality doesn't hold, here we can obtain (2.14) below), it follows from this and Young's inequality that
By the similar iteration process in [5, p. 393] , we obtain
(2.14)
Step 2: 
Proof. For this case, we take the same test function as Lemma 2.1, the only difference between these two cases is the estimate of term |Du| l . Similar to (2.6), we have
The remainder proof is the same as that of Lemma 2.1 and we omit the details. 
, then for all max{
, we have
20)
where 
. By Hölder inequality, we have 
Proof. The proof is divided into two cases. (1.4) , where ζ as above and β > 0, α > 0 are to be chosen. Then we have
(2.37) Similar to (2.22), using Young's inequality for the first term on the right-hand side of (2.37), we obtain 
Hölder inequality yields
Substituting (2.41)-(2.42) into (2.40), and by easy calculations, we obtain (2.35).
Applying Hölder inequality, we get
Substituting (2.44)-(2.45) into (2.43), we also obtain (2.35).
. Following the methods to prove Case 1, we can obtain (2.36). 2
Remark 2.2. In fact, for all l p − 1, using the methods to prove Lemma 2.4, we can also obtain (2.36).
The following lemma gives a priori bounds of solutions to (1.1)-(1.2) in terms of the initial data.
Lemma 2.5. Let u 0 be a bounded and uniformly continuous solution to
and θ(l − p + 1) < p − l hold, then the following statements hold: (i = 1, . . . , 4) are depending on the same data as T 0 .
Proof. Here we only prove the case of 1 l < p, the proofs of other cases are similar. Define 
it is immediately seen that 
Therefore, using the sup-estimates proven in this section, all the claims made in the statement will be deduced. The number t 1 is still only qualitatively known. A quantitative lower bound T 0 can be found by substituting (2.50) into the definition (2.49) of t 1 . 2
Proof of Theorem 1.1
In this section, we will give the proof of Theorem 1.1 by approximate method. Here we only prove the case 1 l < p, the proof of other cases are similar to this case.
Proof of Theorem 1.1. Consider the approximating problems:
where B n = {x ∈ R N | |x| < n} and u 0n ∈ C ∞ 0 (R N ) is nonnegative and has compact support in B n , which
By Theorem 1.1 of Chapter 3 in [16] , problem (P) exists a nonnegative solution
, here the bounds depend upon n. By the results of [9] and [10] , one obtains that u n is Hölder continuous in
We will regard u n as defined in the whole S T (= R N × (0, T )) by extending them to be zero outside B n . From the above arguments we obtain that every u n satisfies the conditions in Lemmas 2.1-2.5.
Therefore by Lemma 2.2, for any compact set K ⊂ S T 0 , we have
where T 0 is defined as in Lemma 2.5. Note that T 0 and γ in (3.1) are independent of n. For each compact set K contained in S T 0 , there exists a natural number n 0 such that K ⊂ B n 0 . Combining (3.1) with the results in [9] and [10] , we get uniformly Hölder estimates for the sequence {u n } n>n 0 in each K, we may assume that u n → u uniformly on K. 
We can deduce that Assume u n , u k are two solutions of (P) with initial value u 0n and u 0k respectively, we have 
The first eigenfunctions have a fixed sign and we may select a positive one normalized so that . ( 
4.14)
Since we must have t * T , notice that 0 < t 0 < T 2 , and from (4.14) we have U (t 0 , ρ) γ T 
