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Abstract
In this paper we consider the bicriteria version of the well-known k-server problem in which
the cost incurred by an algorithm is evaluated simultaneously with respect to two different edge
weightings.
We show that it is possible to achieve the same competitive ratios of the previously known online
algorithms with a dramatic improvement of the running time, i.e., from exponential to polynomial.
Such results are obtained by exploiting new polynomial time algorithms able to find offline solu-
tions whose costs differ from the optimal ones only of additive terms independent from the sequence
of requests.
© 2005 Elsevier B.V. All rights reserved.
1. Introduction
Multicriteria or multiobjective problems require the simultaneous optimization of dif-
ferent cost measures. Recent research effort in the area has been devoted to the determina-
tion of good approximate solutions [8,11,14,16]. For instance, one can ask for a spanning
✩ Work supported by the IST Programme of the EU under contract number IST-1999-14186 (ALCOM-FT) and
by the Italian “Progetto Cofinanziato: Resource Allocation in Computer Networks”.
* Corresponding author.
E-mail addresses: flammini@di.univaq.it (M. Flammini), navarra@di.univaq.it (A. Navarra),
nicosia@dia.uniroma3.it (G. Nicosia).1570-8667/$ – see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.jda.2005.12.006
M. Flammini et al. / Journal of Discrete Algorithms 4 (2006) 414–432 415tree of a graph whose global cost is low with respect to two different weightings of the
edges [12,13], or such that the diameter is low with respect to the first weighting and has
low global cost with respect to the second one [8,12]. In every case, since the two objectives
may be conflicting and, in general, it is not possible minimize both of them simultaneously,
the basic approach consists of finding solutions that minimize one cost function subject to
a budget constraint on the other cost function.
In this paper we consider the bicriteria version of the classical k-server problem in
which we are given a weighted graph G = (V ,E) with positive edge weights and k mobile
servers that can move around the nodes of G. Node requests arrive over time and a request
generated at a particular node u ∈ V involves the movement of one server from its current
position v ∈ V to u, incurring a cost equal to the distance travelled in G. The cost incurred
by an algorithm A to serve a sequence of requests σ is the total distance travelled by all
the servers.
The k-server problem has been widely investigated in the past years from the online
point of view in which every request must be served without knowledge of the future ones
(see [3,4,10]). While k is a lower bound on the competitiveness of any online algorithm for
the problem [10,15], the best known algorithm is only (2k − 1)-competitive [9]. Even if it
is conjectured the existence of a general k-competitive algorithm, such a competitive ratio
has been achieved only in particular cases, e.g. when k = 2 or |V | = k + 1 [10], when G
is a complete uniform graph [15] and when G is a tree [2]. For what concerns the offline
point of view, once the distances between the nodes are given, optimal solutions can be
determined in time O(km2), where m is the length of the sequence of requests σ [1].
In the bicriteria formulation of the k-server problem each edge of the graph G has a pair
of weights representing, for instance, a time and a length. The k servers must move among
the nodes in order to fulfill the sequence of requests σ and to minimize both the total
travelling time and length. This problem has been first considered in [5], where algorithms
with low competitive ratios versus specific minimal solutions are given.
All the algorithms in [5] are based on the determination of minimal offline solutions and
more precisely on their so-called monotonizations, a concept that, as we will see, is related
to bicriteria approximations. Unfortunately, such problems are generally NP-hard. For in-
stance, when k = 1 and σ consists of only one request, finding a solution with minimum
length among the ones not exceeding a given time budget is equivalent to determining a
shortest-budgeted path, a problem known to be NP-complete (see [6]). Therefore, the algo-
rithms of [5], in general, are not polynomial and one of the main questions left open in the
paper is if polynomial time counterparts can be found without increasing the corresponding
competitive ratios.
In this paper, we give an answer to the above question, by showing that a way to decrease
the running time without affecting the competitiveness is that of resorting to efficiently
computable solutions and monotonizations that differ from the minimal ones only for ad-
ditive terms not dependent on σ . To this aim, we first provide an algorithm that, given an
instance of the bicriteria k-server problem plus a time budget B , outputs a solution whose
time and length are respectively t (σ ) B + 2knwmax and l(σ ) l(σ ) + 2knwmax, where
n is the number of nodes in G, wmax the maximum edge weight and l(σ ) the minimum
length that must be traveled by every solution whose time does not exceed B . The running
time of the algorithm is O(km2 logm), where m is the length of σ .
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monotonizations of specific optimal bicriteria solutions that differ from the ones provided
in [5] for O(knwmax) additive terms. Such results are the best possible from the online
point of view. In fact, due to their independence from σ , the additive terms can be ig-
nored, as they can be included into the additive constants of the competitiveness definition.
As a consequence, polynomial time versions of the online algorithms presented in [5] are
obtained without any loss in the competitive ratios.
Finally, we present algorithms able to approximate specific optimal bicriteria solutions
up to additive terms independent from σ . As already observed, these algorithms are impor-
tant for reducing the time complexity of the online algorithms based on the determination
of minimal offline solutions, without any increase of the competitive ratios.
The paper is organized as follows. The next section is introductory and gives all the
necessary background and definitions. In Section 3 we present the above mentioned algo-
rithm. Section 4 contains the results related to specific minimal offline solutions and their
applications to the online setting. Finally, in Section 5, we give some conclusive remarks
and discuss some open problems.
2. Preliminaries
An instance of the classical k-server problem consists of a weighted graph G = (V ,E)
with positive edge weights we associated to each edge e ∈ E and a sequence σ =
〈r1, . . . , rm〉 of node requests, i.e., ri ∈ V for i = 1, . . . ,m. k mobile servers can move
among the nodes of G and a request generated at a particular node u ∈ V involves the
movement of one server from its current position v ∈ V to u. An algorithm A for this prob-
lem has to satisfy each request of σ incurring an overall cost equal to the total distance
travelled by all the servers.
In the bicriteria formulation of the k-server problem each edge e ∈ E has a pair of
positive weights (te, le) denoting, for instance, a time and a length, and the cost incurred
by A is evaluated simultaneously with respect to the two different edge weightings. We
denote as wmax = maxe∈E{te, le} the maximum edge weight of G.
For each sequence of requests σ , let F(σ ) be the set of all the possible solutions or
strategies for serving σ . Given a selection function f that associates to each σ a solu-
tion f (σ ) ∈ F(σ ), we denote as (t (f, σ ), l(f, σ )) the pair of costs paid by f (σ ). In the
following we will use the terms solution and strategy synonymously.
Definition 2.1. Given any sequence of requests σ , a solution f (σ ) ∈ F(σ ) is optimal or
minimal if no other solution g(σ ) ∈F(σ ) exists whose costs are such that t (g, σ ) < t(f,σ )
and l(g, σ ) l(f, σ ), or t (g, σ ) t (f, σ ) and l(g, σ ) < l(f,σ ). The selection function f
is optimal if f (σ ) is optimal for every sequence σ .
The subset O(σ ) ⊆F(σ ) of the minimal solutions associated to σ thus forms the fron-
tier of the optimal strategies, sometimes called Pareto frontier or efficient frontier.
As in the classical single-criterion case, we are interested in algorithms for the bicriteria
k-server problem that are online, that is they must serve each request without knowledge of
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an optimal off-line algorithm that knows all the sequence of requests in advance. Roughly
speaking, the maximum ratio between their respective performances, taken over all the
possible sequences, is denoted as the competitive ratio [7,15].
The following definition is a possible extension of the basic competitiveness notion to
bicriteria optimization problems.
Definition 2.2. [5] Given a selection function f , an algorithm A is said (α,β)-competitive
versus f if, for all possible sequences σ , it returns a solution g(σ ) such that t (g, σ ) α ·
t (f, σ )+ a and l(g, σ ) β · l(f, σ )+ b, where a and b are suitable constants independent
from σ .
It is possible to obtain online bicriteria algorithms with low competitive ratios versus
any selection function f , provided that we can determine a function g whose costs for
every σ and prefix σ ′ of σ compare nicely with the ones of f (σ ).
Definition 2.3. [5] Given two selection functions f and g, g is a (α,β)-monotonization of
f if, for any sequence of requests σ and for every prefix σ ′ of σ , t (g, σ ′) αt(f,σ ) + a
and l(g, σ ′) βl(f,σ ) + b, where a and b are suitable constants independent from σ .
As stated in the following theorem, finding good monotonizations of specific selection
functions allows us to develop online algorithms which have guaranteed competitive ratios
and polynomially related running times.
Theorem 2.4. [5] If the selection function g is a (α,β)-monotonization of f , there exists
an online algorithm O(kα logW,kβ logW)-competitive for the bicriteria k-server prob-
lem versus f , where W = maxe∈E{ tele , lete }. Moreover, if we denote as τ(m,n) the time
complexity of determining g(σ ) for sequences of length m on a graph with n nodes, for
every σ the time complexity of the algorithm is polynomial in n, in m and in τ(m,n).
The following definition of asymptotic bicriteria approximation is non-standard and
introduced for the purposes of this paper.
Definition 2.5. Given two selection functions f and g, g is an (α,β)-asymptotic approx-
imation of f if t (g, σ )  αt(f,σ ) + a and l(g, σ )  βl(f,σ ) + b for each sequence of
requests σ , where a and b are suitable constants independent from σ . An (α,β)-asymptotic
approximation algorithm A of f is an algorithm that yields a selection function g which is
an (α,β)-asymptotic approximation of f .
As already observed, monotonizations are related to the concept of bicriteria approxi-
mation. In fact, directly from Definitions 2.5 and 2.3, an (α,β)-monotonization g of f is
an (α,β)-asymptotic approximation of f with extra constraints on the prefixes of the input
sequences.
Let us introduce a selection function that will be widely used in the sequel.
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function fB is such that fB(σ ) is one of the minimal solutions in O(σ ) with t (fB,σ ) B
that minimizes l(fB,σ ). If a solution with t (fB,σ ) B does not exist, fB(σ ) ∈O(σ ) is
any optimal solution that minimizes t (fB,σ ).
Notice that it is possible to find instances such that the ratio between t (fB,σ ) and B is
arbitrarily small (see [5]). Hence, an algorithm always returning a solution whose time is
close to B in general is not a good approximation algorithm for fB . However, in Section 4
we will see how such an algorithm can be exploited to get approximations for fB and other
specific functions.
Before concluding the section, let us introduce a few additional definitions. For any i
such that 0 i m, let (t i(f, σ ), li(f, σ )) be the pair of costs of a solution f (σ ) ∈F(σ )
when satisfying the first i requests r1, . . . , ri of σ , (t i>(f,σ ), li>(f,σ )) be the pair of costs
of f (σ ) when satisfying the last m − i requests ri+1, . . . , rm, and let C(f,σ, i) ⊆ V be
the configuration of f (σ ) after the processing of the ith request, that is the subset of the
k vertices in G with a server after f (σ ) has satisfied ri . Hence, for every i, 0  i  m,
t i(f, σ ) + t i>(f,σ ) = t (f, σ ) and li(f, σ ) + li>(f,σ ) = l(f, σ ).
Given any two configurations C1 and C2, let (dt (C1,C2), dl(C1,C2)) be a pair of
costs needed to move the k servers from C1 to C2 along simple paths. Clearly, it is al-
ways possible to move the servers so that dt (C1,C2) < (k − i)nwmax and dl(C1,C2) <
(k − i)nwmax, where i = |C1 ∩ C2|.
3. The basic algorithm
We now present an algorithm for the bicriteria k-server problem fundamental in proving
the results of the following sections. Given a time budget B > 0, such an algorithm returns,
in polynomial time, a solution whose costs compare nicely with respect to B and l(fB,σ ).
When a solution fB(σ ) with t (fB,σ )  B does not exist, the time cost of the algorithm
is compared with t (fB,σ ). Before going through the details, let us briefly discuss the
following idea.
Given a real number λ such that 0 < λ < 1, let us say that a solution gλ(σ ) ∈O(σ ) is
λ-minimal if it minimizes the quantity λt(gλ, σ ) + (1 − λ)l(gλ, σ ).
A λ-minimal solution can be easily determined as follows. Let Gλ be the weighted
graph with weights we = λte + (1 − λ)le for each edge e ∈ E. Informally speaking, Gλ
corresponds to the reduction of the bicriteria formulation into a single-criterion one whose
edge weighting is the convex combination of the two initial weightings according to the
parameter λ. Then, any optimal solution for serving σ in Gλ yields a λ-minimal solution
gλ(σ ) ∈O(σ ), otherwise this would contradict the optimality for Gλ. Therefore, according
to the result in [1], a λ-minimal solution gλ(σ ) ∈O(σ ) can be determined in time O(km2).
Our algorithm is based on the observation that, directly from the definition of λ-
minimality, as λ increases, t (gλ, σ ) tends to decrease and l(gλ, σ ) to increase. Hence, the
algorithm tries to determine the point where there are two λ-minimal solutions f (σ ) and
g(σ ) such that t (f, σ )  B and t (g, σ )  B . In this case we say that f (σ ) and g(σ ) are
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f (σ ) and g(σ ) as shown below.
Unfortunately, finding the exact value of λ for which there are two inverted λ-minimal
solutions seems not to be a trivial task. Anyway, for any Δ such that 0 < Δ < 1, by using
a binary like search it is possible to find in log(1/Δ) steps two values λ1 and λ2 such that
|λ1 − λ2| < Δ and gλ1(σ ) and gλ2(σ ) are two inverted solutions respectively λ1-minimal
and λ2-minimal. For Δ small enough, their merging still compares nicely with B and
l(fB,σ ).
Before describing the algorithm in detail, let us define the merged strategies.
Definition 3.1. Given a sequence of requests σ = 〈r1, . . . , rm〉, two strategies f (σ ) ∈F(σ )
and g(σ ) ∈ F(σ ) and an integer i, 0 i m, the ith merged solution mergei (f, g)(σ ) of
f (σ ) and g(σ ) is the strategy whose restriction on the prefix of the first i requests of σ
coincides with f (σ ), then moves the servers from the configuration C(f,σ, i) to C(g,σ, i)
along simple paths, and finally coincides with g(σ ) on the suffix of the m − i remaining
requests of σ .
Informally, mergei (f, g)(σ ) is the concatenation of the restriction of f (σ ) to the first i
requests of σ and the restriction of g(σ ) on the remaining requests, plus an intermediate
change of configuration needed to match the final and initial configurations of the two
restrictions. Even if we do not explicitly explain how to change configuration, our results
hold for any choice of the simple paths followed by the servers that have to be moved.
Concerning the costs paid by mergei (f, g)(σ ) for 0  i  m, t (mergei (f, g), σ ) =
t i(f,σ ) + dt (C(f,σ, i),C(g,σ, i)) + t i>(g,σ ) and l(mergei (f, g), σ ) = li(f,σ ) +
dl(C(f,σ, i),C(g,σ, i)) + li>(g,σ ).
In the following we denote the “net” costs of a merged strategy as t¯ (mergei (f, g), σ ) =
t i(f,σ ) + t i>(g,σ ) and l¯(mergei (f, g), σ ) = li(f,σ ) + li>(g,σ ), i.e., the costs of
mergei (f, g)(σ ) without considering the intermediate changes of configurations. Clearly,
t
(
mergei (f, g), σ
)
< t¯
(
mergei (f, g), σ
) + (k − 1)nwmax
and
l
(
mergei (f, g), σ
)
< l¯
(
mergei (f, g), σ
) + (k − 1)nwmax,
as |C(f,σ, i) ∩ C(g,σ, i)| 1. Hence, in order to bound the costs of a merged strategy it
suffices to bound its net costs.
The following lemmas establish useful properties of merged strategies.
Lemma 3.2. Given a sequence σ , let f (σ ) ∈O(σ ) be a λ-minimal strategy with 0 < λ <
1 and g(σ ) ∈ F(σ ) be any solution for serving σ . For every i, 0  i  m, let hi(σ ) =
mergei (f, g)(σ ). Then λt¯(hi, σ ) + (1 − λ)l¯(hi, σ )  λt(g,σ ) + (1 − λ)l(g, σ ) + (k −
1)nwmax.
Proof. For every i, 0 i m, since f (σ ) is λ-minimal, λti(f,σ ) + (1 − λ)li(f,σ )
λti (g, σ )+ (1−λ)li (g, σ )+ (k−1)nwmax, otherwise as ri ∈ C(f,σ, i)∩C(g,σ, i), that 
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λt
(
mergei (g, f ), σ
) + (1 − λ)l(mergei (g, f ), σ
)
= λ(t i(g, σ ) + t i>(f,σ ) + dt
(
C(f,σ, i),C(g,σ, i)
))
+ (1 − λ)(li(g, σ ) + li>(f,σ ) + dl
(
C(f,σ, i),C(g,σ, i)
))
< λ
(
t i(g, σ ) + t i>(f,σ )
) + (1 − λ)(li(g, σ ) + li>(f,σ )
) + (k − 1)nwmax
< λ
(
t i(f, σ ) + t i>(f,σ )
) + (1 − λ)(li(f, σ ) + li>(f,σ )
)
= λt(f,σ ) + (1 − λ)l(f,σ ).
As a consequence, mergei (g, f )(σ ) would contradict the λ-minimality of f (σ ). Therefore,
λt¯(hi, σ ) + (1 − λ)l¯(hi, σ )
= λ(t i(f, σ ) + t i>(g,σ )
) + (1 − λ)(li(f, σ ) + li>(g,σ )
)
 λ
(
t i(g, σ ) + t i>(g,σ )
) + (1 − λ)(li(g, σ ) + li>(g,σ )
) + (k − 1)nwmax
= λt(g,σ ) + (1 − λ)l(g, σ ) + (k − 1)nwmax,
and this concludes the proof. 
Lemma 3.3. Given a sequence σ , let f (σ ) ∈ F(σ ) and g(σ ) ∈ F(σ ) be two solutions
for σ , and let hi(σ ) = mergei (f, g)(σ ), 0  i  m. Then, for every i with 0  i < m,
|t¯ (hi+1, σ ) − t¯ (hi, σ )| < nwmax and |l¯(hi+1, σ ) − l¯(hi, σ )| < nwmax.
Proof. Since any request costs less than nwmax for both the two cost measures,
∣∣t¯ (hi+1, σ ) − t¯ (hi, σ )
∣∣ = ∣∣t i+1 (f, σ ) + t i+1> (g,σ ) −
(
t i(f, σ ) + t i>(g,σ )
)∣∣
< nwmax.
Analogously, |l¯(hi+1, σ ) − l¯(hi, σ )| < nwmax. 
For two given values λ1 and λ2 between 0 and 1, let gλ1(σ ) ∈ O(σ ) and gλ2(σ ) ∈
O(σ ) be two inverted solutions respectively λ1-minimal and λ2-minimal. Moreover, for
any i such that 0 i m, let hi(σ ) = mergei (gλ1, gλ2)(σ ), that is hi(σ ) is the ith merged
solution of gλ1(σ ) and gλ2(σ ).
The following lemma relates the costs of the strategies resulting from the merging of
gλ1(σ ) and gλ2(σ ) for close values of λ1 and λ2.
Lemma 3.4. If 0 < λ2 − λ1 < 12m , then for every i, 0  i  m, the solution hi(σ ) =
mergei (gλ1 , gλ2)(σ ) is such that λ1 t¯ (hi , σ ) + (1 − λ1)l¯(hi, σ ) < λ1t (gλ1, σ ) + (1 −
λ1)l(gλ1 , σ ) + knwmax.
Proof. By applying Lemma 3.2 with f (σ ) = gλ1(σ ) and g(σ ) = gλ2(σ ),
λ1 t¯ (hi , σ ) + (1 − λ1)l¯(hi, σ ) λ1t (gλ2 , σ ) + (1 − λ1)l(gλ2 , σ ) + (k − 1)nwmax.
M. Flammini et al. / Journal of Discrete Algorithms 4 (2006) 414–432 421Moreover, by the λ2-minimality of gλ2(σ ), since 0 < λ2 − λ1 < 12m ,
λ1t (gλ2, σ ) + (1 − λ1)l(gλ2 , σ ) + (k − 1)nwmax
< λ2t (gλ2 , σ ) + (1 − λ2)l(gλ2 , σ ) +
1
2m
l(gλ2 , σ ) + (k − 1)nwmax
 λ2t (gλ1 , σ ) + (1 − λ2)l(gλ1, σ ) +
1
2m
l(gλ2, σ ) + (k − 1)nwmax
< λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) +
1
2m
(
t (gλ1 , σ ) + l(gλ2 , σ )
) + (k − 1)nwmax
< λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) +
1
2m
2mnwmax + (k − 1)nwmax
= λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) + knwmax,
where the second last inequality holds since t (gλ1 , σ ) + l(gλ2 , σ ) < 2mnwmax. 
According to the following lemma, by suitably merging two inverted solutions gλ1(σ )
and gλ2(σ ) it is possible to obtain strategies with low net costs, provided that λ1 and λ2 are
sufficiently close and t (gλ1 , σ ) > B + knwmax.
Lemma 3.5. If 0 < λ2 − λ1 < 12m and t (gλ1 , σ ) > B + knwmax, then there exists at least
one solution hi(σ ) = mergei (gλ1, gλ2)(σ ) with 0  i m and B + knwmax < t¯(hi, σ ) <
B + (k + 1)nwmax. Moreover, any such a solution is such that l¯(hi , σ )  l(fB,σ ) +
(k + 1)nwmax.
Proof. Clearly, since λ1 < λ2, t (gλ1 , σ ) B and t (gλ2 , σ ) B .
By Lemma 3.3, for each i such that 0 i < m, |t¯ (hi+1, σ )− t¯ (hi , σ )| < nwmax. There-
fore, since t¯ (h0, σ ) = t (gλ2 , σ ) B and t¯ (hm,σ ) = t (gλ1 , σ ) B , there must exist i with
0 i m and B + knwmax < t¯(hi, σ ) < B + (k + 1)nwmax.
Let hi(σ ) with 0 i m be any merged solution with B + knwmax < t¯(hi, σ ) < B +
(k + 1)nwmax. By Lemma 3.4 and the λ1-minimality of gλ1(σ ),
λ1 t¯ (hi, σ ) + (1 − λ1)l¯(hi, σ ) < λ1t (gλ1, σ ) + (1 − λ1)l(gλ1 , σ ) + knwmax
 λ1t (fB,σ ) + (1 − λ1)l(fB,σ ) + knwmax.
Therefore, since t (fB,σ ) B and t¯ (hi, σ ) > B + knwmax,
(1 − λ1)l¯(hi, σ ) < λ1
(
t (fB,σ ) − t¯ (hi, σ )
) + (1 − λ1)l(fB,σ ) + knwmax
< (1 − λ1)l(fB,σ ) + knwmax − λ1knwmax
= (1 − λ1)l(fB,σ ) + (1 − λ1)knwmax.
Thus, l¯(hi , σ ) < l(fB,σ ) + knwmax, hence the claim. 
The following lemma establishes that for specific values of λ some λ-minimal solutions
already have low costs.
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m+2k and gλ(σ ) ∈ O(σ ) is a λ-
minimal solution with t (gλ, σ )  B , then l(gλ, σ )  l(fB,σ ) + 2knwmax. Analogously,
if λ = 1 − 2k
m+2k and gλ(σ ) ∈ O(σ ) is λ-minimal with t (gλ, σ )  B , then t (gλ, σ ) 
t (fB,σ ) + 2knwmax.
Proof. In every case, by the λ-minimality of gλ, λt(gλ, σ )+(1−λ)l(gλ, σ ) λt(fB,σ )+
(1 − λ)l(fB,σ ).
If λ = 2k
m+2k and gλ(σ ) ∈ O(σ ) is a λ-minimal solution with t (gλ, σ )  B , then the
claim holds by observing that
l(gλ, σ ) l(fB,σ ) + λ1 − λ
(
t (fB,σ ) − t (gλ, σ )
)
= l(fB,σ ) + 2k
m
(
t (fB,σ ) − t (gλ, σ )
)
< l(fB,σ ) + 2k
m
(mnwmax)
= l(fB,σ ) + 2knwmax,
as t (fB,σ ) − t (gλ, σ ) t (fB,σ ) < mnwmax.
Similarly, if λ = 1− 2k
m+2k and gλ(σ ) ∈O(σ ) is a λ-minimal solution with t (gλ, σ ) B ,
t (gλ, σ ) t (fB,σ ) + 1 − λ
λ
(
l(fB,σ ) − l(gλ, σ )
)
= t (fB,σ ) + 2k
m
(
l(fB,σ ) − l(gλ, σ )
)
< t(fB,σ ) + 2k
m
(mnwmax)
= t (fB,σ ) + 2knwmax,
hence the lemma. 
Lemmas 3.5 and 3.6 suggest the following algorithm.
Algorithm Budget.
INPUT: graph G = (V ,E) with edge weights (te, le) ∀e ∈ E, sequence
of requests σ , positive budget B
1. Let λ1 = 2km+2k and λ2 = 1 − 2km+2k ;
2. find a λ1-minimal solution gλ1(σ );
3. if t (gλ1, σ ) B then return gλ1(σ );
4. find a λ2-minimal solution gλ2(σ );
5. if t (gλ2, σ ) B then return gλ2(σ );
6. in a binary search fashion, determine two values for λ1 and
λ2, with 0 < λ2 − λ1 < 12m , so that gλ1(σ ) and gλ2(σ ) are inverted so-
lutions;
7. if t (gλ1 , σ )  B + knwmax then return gλ1(σ ), else return an ith
merged solution hi(σ ) with 0  i  m and B + knwmax < t¯(hi, σ ) < B +
(k + 1)nwmax.
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F(σ ) such that t (g, σ )max{B, t (fB,σ )}+2knwmax and l(g, σ ) l(fB,σ )+2knwmax.
Proof. If the λ1-minimal solution gλ1(σ ) with λ1 = 2km+2k is such that t (gλ1 , σ )  B ,
then by Lemma 3.6, l(gλ1, σ )  l(fB,σ ) + 2knwmax. Similarly, if the λ2-minimal so-
lution gλ2(σ ) with λ2 = 1 − 2km+2k is such that t (gλ2 , σ )  B , again by Lemma 3.6,
t (gλ2 , σ ) t (fB,σ ) + 2knwmax.
Moreover, as t (gλ2 , σ ) B , then t (gλ2 , σ ) t (fB,σ ), and therefore, by the optimality
of gλ2 and fB , l(gλ2 , σ ) l(fB,σ ).
Moreover, if at the end of the binary search B < t(gλ1 , σ ) B + knwmax, then, by the
optimality of gλ1 and fB and since t (fB,σ ) < t(gλ1 , σ ), it must be l(gλ1, σ ) l(fB,σ ).
Finally, if the above conditions do not hold, by Lemma 3.5 the algorithm returns a
merged strategy g(σ ) = hi(σ ), 0 i m, with B+knwmax < t¯(g,σ ) < B+(k+1)nwmax
and l¯(g, σ ) l(fB,σ )+ (k+ 1)nwmax. Therefore, by the definition of net costs, t (g, σ )
B + 2knwmax and l(g, σ ) l(fB,σ ) + 2knwmax.
In order to complete the proof, we observe that the time complexity of the algorithm
is dominated by the time needed to find the two inverted solutions gλ1(σ ) and gλ2(σ )
such that 0 < λ2 − λ1 < 12m . This requires in fact O(logm) iterations in which, for λ =
(λ1 +λ2)/2, the distances between all the nodes in Gλ are computed and then a λ-minimal
solution gλ(σ ) is determined by exploiting the optimal single-criterion algorithm of [1].
This takes O(n3 + km2) steps, yielding a total running time of O((n3 + km2) logm). 
Notice that the max{B, t (fB,σ )} term in the claim of Theorem 3.7 is necessary to in-
clude the case in which the time of every optimal solution exceeds B . In the following for
the sake of simplicity, when it is clear from the context that t (fB,σ )  B , we implicitly
refer to the bound B + 2knwmax instead of max{B, t (fB,σ )} + 2knwmax.
4. Specific selection functions
In this section we provide good monotonizations of specific selection functions. In par-
ticular, we present new algorithms that find in polynomial time the same monotonizations
(in terms of achieved ratios α and β) of [5]. Even if for brevity we do not claim it explic-
itly, by exploiting Theorem 2.4, as a corollary we obtain algorithms achieving the same
competitive ratios of [5] with a polynomial running time.
Our results imply also good asymptotic approximations. In fact, as observed in Sec-
tion 2, an (α,β)-monotonization g of f is an (α,β)-asymptotic approximation of f .
However, we will prove that it is often possible to determine approximations with bet-
ter ratios. These results might in fact be useful when dealing with algorithms that are based
on the determination of minimal offline solutions.
Notice that while many functions allow good monotonizations, there are cases in which
such monotonizations do not exist. One example is fB (see [5]), for which in fact we
determine only a (1,1)-asymptotic approximation. For the sake of clarity, this function
will be the first considered one.
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facts and lemmas.
Fact 4.1. Given three selection functions h, e and f , if h is a (1,1)-asymptotic approxi-
mation of e and e is a (α,β)-asymptotic approximation of f , then h is a (α,β)-asymptotic
approximation of f . Moreover, if e is a (α,β)-monotonization of f , then h is a (α,β)-
monotonization of f .
Proof. Trivially, by Definition 2.5, t (h, σ ) t (e, σ )+a  αt(f,σ )+a+a′ and l(h, σ )
t (e, σ ) + b  βt(f,σ ) + b + b′, where a, a′, b and b′ are suitable constants. Therefore, h
is a (α,β)-asymptotic approximation of f .
Similarly, by Definitions 2.5 and 2.3, for every σ and prefix σ ′ of σ t (h,σ ′) t (e, σ ′)+
a  αt(f,σ )+ a + a′ and l(h, σ ′) t (e, σ ′)+ b βt(f,σ )+ b+ b′, where again a, a′, b
and b′ are suitable constants. Therefore, h is a (α,β)-monotonization of f . 
As a consequence, in order to provide good approximations or monotonizations in poly-
nomial time, it is sufficient to efficiently approximate selection functions that we know to
be good approximations or monotonizations.
The following lemma can be exploited for getting strategies that average the costs paid
on the two bicriteria measures.
Lemma 4.2. [5] Given an input sequence σ and two strategies f1(σ ) ∈ F(σ ) and
f2(σ ) ∈ F(σ ), there exists a strategy f (σ ) such that t (f, σ ) < t(f1,σ )+t (f2,σ )2 + knwmax
and l(f, σ ) < l(f1,σ )+l(f2,σ )2 + knwmax.
Let us define two minimal strategies f1(σ ) ∈O(σ ) and f2(σ ) ∈O(σ ) with t (f1, σ ) <
t(f2, σ ) as adjacent if no other minimal strategy f (σ ) ∈O(σ ) exists such that t (f1, σ ) <
t(f,σ ) < t(f2, σ ) (and consequently l(f2, σ ) < l(f,σ ) < l(f1, σ )). The following lemma
relates the costs paid by adjacent strategies.
Lemma 4.3. [5] Given an input sequence σ and two minimal adjacent strategies f1(σ ) ∈
O(σ ) and f2(σ ) ∈ O(σ ), |t (f1, σ ) − t (f2, σ )| < 2knwmax or |l(f1, σ ) − l(f2, σ )| <
2knwmax.
4.1. The selection function fB
As already observed, the bicriteria algorithm Budget presented in the previous section
in general does not provide a (1,1)-asymptotic approximation of fB , since we can find
instances in which the ratio between t (fB,σ ) and B is arbitrarily small (see [5]).
In order to show how to exploit algorithm Budget to determine a good approximation
for fB(σ ), we need the following lemma on the strategy returned by the algorithm.
Lemma 4.4. Algorithm Budget returns a solution g(σ ) ∈ F(σ ) such that, if B 
t (fB,σ ) + 4knwmax, then l(g, σ ) > l(fB,σ ) − 6knwmax.
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t(fB,σ ), then the claim follows by observing that l(g, σ ) l(fB,σ ) as fB(σ ) minimizes
l(fB,σ ). Therefore, assume that fB(σ ) exists.
Clearly, by the definition of fB(σ ), t (fB,σ ) > B . Moreover, as by hypothesis
t (fB,σ ) > B  t (fB,σ ) + 4knwmax, by Lemma 4.3 l(fB,σ ) l(fB,σ ) − 2knwmax.
Let h(σ ) ∈O be a minimal strategy such that t (h, σ )  t (g, σ ) and l(h, σ ) l(g, σ ).
If t (h, σ )  t (fB,σ ), then l(g, σ )  l(h, σ )  l(fB,σ ). The case t (fB,σ ) < t(g,σ ) <
t(fB,σ ) cannot hold, as fB(σ ) and fB(σ ) are adjacent. If t (h, σ ) = t (fB,σ ), by the above
bounds on the costs of fB(σ ), l(g, σ ) l(h, σ ) = l(fB,σ ) l(fB,σ ) − 2knwmax.
In order to complete the proof, we now show that if t (h, σ ) > t(fB,σ ) the inequality
l(h, σ ) l(fB,σ ) − 6knwmax would contradict the minimality of fB(σ ). The claim then
follows by observing that l(g, σ ) l(h, σ ).
By Theorem 3.7,
t (h, σ ) t (g, σ ) B + 2knwmax < t(fB,σ ) + 2knwmax.
By Lemma 4.2 applied to h(σ ) and fB(σ ), recalling that by hypothesis t (fB,σ ) > B 
t (fB,σ )+4knwmax and l(fB,σ ) l(fB,σ )−2knwmax, there exists a strategy f (σ ) such
that
t (f, σ ) <
t(h,σ ) + t (fB,σ )
2
+ knwmax
<
(t(fB,σ ) + 2knwmax) + (t (fB,σ ) − 4knwmax)
2
+ knwmax
= t (fB,σ )
and
l(f, σ ) <
l(h,σ ) + l(fB,σ )
2
+ knwmax
 (l(fB,σ ) − 6knwmax) + (l(fB,σ ) + 2knwmax)
2
+ knwmax
 (l(fB,σ ) − 4knwmax) + (l(fB,σ ) + 2knwmax)
2
+ knwmax
= l(fB,σ ).
Therefore, fB(σ ) is not minimal: a contradiction. 
The previous lemma suggests the following simple algorithm to determine a good as-
ymptotic approximation of fB .
Algorithm Opt-Budget.
INPUT: graph G = (V ,E) with edge weights (te, le) ∀e ∈ E, sequence
of requests σ , positive budget B
1. Run algorithm Budget with budget B and let g(σ ) be the re-
turned strategy;
2. let B ′ = l(g, σ ) + 6knwmax;
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verting the two cost measures) and let g′(σ ) be the returned
strategy;
4. if t (g′, σ ) < t(g,σ ) let h(σ ) = g′(σ ), otherwise h(σ ) = g(σ );
5. return h(σ ).
Theorem 4.5. Opt-Budget is a (1,1)-asymptotic approximation algorithm of fB .
Proof. We show that the solution h(σ ) ∈ F(σ ) returned by the algorithm is such that
t (h, σ ) t (fB,σ ) + 6knwmax and l(h, σ ) l(fB,σ ) + 10knwmax.
By Theorem 3.7, l(g, σ )  l(fB,σ ) + 2knwmax and thus in every case l(h, σ ) 
l(fB,σ ) + 10knwmax.
Concerning the time cost, if B < t(fB,σ )+4knwmax, again by Theorem 3.7, t (h, σ )
t (g, σ )max{B, t (fB,σ )} + 2knwmax < t(fB,σ ) + 6knwmax.
If B  t (fB,σ )+4knwmax, by Lemma 4.4, l(g, σ ) > l(fB,σ )−6knwmax, that is B ′ >
l(fB,σ ). Hence, the minimal solution f (σ ) with l(f, σ )  B ′ that minimizes t (f, σ ) is
such that t (f, σ )  t (fB,σ ). The proof then follows from Theorem 3.7 (with budget on
the length), as t (h, σ ) t (g′, σ ) t (f, σ ) + 2knwmax  t (fB,σ ) + 2knwmax. 
4.2. The selection function fmin
Let fmin be the selection function that for each sequence of requests σ chooses a mini-
mal solution in O(σ ) such that t (fmin, σ ) is minimum.
fmin allows a good monotonization.
Lemma 4.6. [5] Let e be the selection function such that, for each sequence of requests σ ,
e(σ ) = fB(σ ) with B = t (fmin, σ ) + knwmax. Then e is a (1,1)-monotonization of fmin.
Notice that, since B and t (fB,σ ) differ of at most knwmax, that is B − knwmax =
t (fmin, σ ) t (fB,σ ) B , by Theorem 3.7 applied to this particular value of B , a (1,1)-
asymptotic approximation of fB(σ ) can be obtained simply by running algorithm Budget
with budget B on the time cost. This suggests the following algorithm.
Algorithm Opt-Min.
INPUT: graph G = (V ,E) with edge weights (te, le) ∀e ∈ E, sequence
of requests σ
1. Using the polynomial time algorithm of [1], determine
t (fmin, σ ), that is the cost of an optimal solution for the
single-criterion instance obtained considering only the
time measure;
2. let B = t (fmin, σ ) + knwmax;
3. run algorithm Budget with budget B and let h(σ ) be the
returned strategy;
4. return h(σ ).
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the following theorem is a direct consequence of Theorem 3.7, Fact 4.1 and Lemma 4.6.
Theorem 4.7. The selection function h yielded by algorithm Opt-Min is a (1,1)-
monotonization of fmin.
4.3. The selection function fmax
Let fmax be the selection function that for each sequence of requests σ chooses a mini-
mal solution in O(σ ) that minimizes max{t (fmax, σ ), l(fmax, σ )}.
For convenience, in this subsection we use a refined definition of the budget selection
function fB . Namely, f1,B (resp. f2,B ) is such that f1,B(σ ) is one of the minimal solu-
tions in O(σ ) with t (f1,B, σ ) B (resp. l(f2,B, σ ) B) that minimizes l(f1,B, σ ) (resp.
t (f2,B, σ )). Therefore, while f1,B coincides with the function fB used so far, f2,B is the
analogous one with budget on the length, i.e., the second cost measure. Clearly, all the
results related to f1,B extend in a symmetric way to f2,B .
A good monotonization e of fmax is defined as follows. Let B1 = t (fmax, σ )+4knwmax,
B2 = l(fmax, σ ) + 4knwmax, α1 = t (fmax, σ ) − t (f2,B2 , σ ) and α2 = l(fmax, σ ) −
t (f1,B1 , σ ). Then e(σ ) = f2,B2(σ ) if α1  α2, otherwise e(σ ) = f1,B1(σ ). Informally,
e(σ ) chooses a minimal solution in O(σ ) that, starting from fmax(σ ), with a limited in-
crease (at most 4knwmax) on one cost measure yields the highest decrease of the other
measure.
Lemma 4.8. [5] The selection function e defined above is a (1/2,1/2)-monotonization of
fmax.
The algorithm for fmax efficiently approximates the above selection function e exploit-
ing a slightly different notion of inverted solutions. Namely, gλ1(σ ) and gλ2(σ ) are inverted
if t (gλ1 , σ ) l(gλ1, σ ) and t (gλ2 , σ ) l(gλ2, σ ).
Algorithm Opt-Max.
INPUT: graph G = (V ,E) with edge weights (te, le) ∀e ∈ E, sequence
of requests σ
1. Let λ1 = 2km+2k and λ2 = 1 − 2km+2k ;
2. find a λ1-minimal solution gλ1(σ );
3. if t (gλ1, σ )  l(gλ1, σ ) then let B = l(gλ1 , σ ) − 2knwmax and go to
Step 8;
4. find a λ2-minimal solution gλ2(σ );
5. if t (gλ2 , σ )  l(gλ2, σ ) then let B = t (gλ1, σ ) − 2knwmax and go to
Step 8;
6. in a binary search fashion determine two inverted λ1-mini-
mal and λ2-minimal solutions gλ1(σ ) and gλ2(σ ) such that 0 < λ2 −
λ1 <
1
2m ;
7. let B = λ1t (gλ , σ ) + (1 − λ1)l(gλ , σ );1 1
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and let g(σ ) be the returned strategy;
9. run algorithm Budget with budget B + 6knwmax on the length
cost and let g′(σ ) be the returned strategy;
10. if t (g′, σ ) < l(g,σ ) let h(σ ) = g′(σ ), otherwise h(σ ) = g(σ );
11. return h(σ ).
Again, the running time of above algorithm is polynomial in n and in m.
The following lemma establishes suitable bounds on B .
Lemma 4.9. At the beginning of Step 8 of algorithm Opt-Max, B is such that B 
max{t (fmax, σ ), l(fmax, σ )} B + 2knwmax.
Proof. Let M = max{t (fmax, σ ), l(fmax, σ )}.
If the λ1-minimal solution gλ1(σ ) with λ1 = 2km+2k is such that t (gλ1 , σ )  l(gλ1, σ ),
then t (gλ1 , σ ) t (fmax, σ ), since fmax(σ ) cannot have a time cost smaller than t (gλ1 , σ ).
Then, by applying Lemma 3.6 with budget t (fmax, σ ) (to be not confused with the budget
B set by the algorithm), it follows l(gλ1, σ )  l(fmax, σ ) + 2knwmax. Therefore, since
in this case B = l(gλ1, σ ) − 2knwmax and l(gλ1, σ ) − 2knwmax  M  l(gλ1, σ ), B 
M  B + 2knwmax. A symmetric argument holds if the λ2-minimal solution gλ2(σ ) with
λ2 = 1 − 2km+2k is such that t (gλ1, σ ) l(gλ1, σ ).
If the above conditions do not hold, the algorithm determines two inverted solutions
gλ1(σ ) ∈O(σ ) and gλ2(σ ) ∈O(σ ) respectively λ1-minimal and λ2-minimal with 0 < λ2 −
λ1 <
1
2m . We show that in this case λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ )M  λ1t (gλ1 , σ ) +
(1−λ1)l(gλ1 , σ )+2knwmax. The lemma then follows by observing that B = λ1t (gλ1 , σ )+
(1 − λ1)l(gλ1 , σ ).
Assume by contradiction that M < λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ). Then,
λ1t (fmax, σ ) + (1 − λ1)l(fmax, σ ) λ1M + (1 − λ1)M
= M < λ1t (gλ1, σ ) + (1 − λ1)l(gλ1 , σ ),
thus contradicting the λ1-minimality of gλ1(σ ).
In order to prove that M  λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) + 2knwmax, we now show
that there exists i, 0  i  m, such that, if hi(σ ) = mergei (gλ1 , gλ2)(σ ), t¯ (hi, σ ) 
λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) + (k + 1)nwmax and l¯(hi , σ )  λ1t (gλ1 , σ ) + (1 −
λ1)l(gλ1 , σ )+ (k+1)nwmax. The claim then derives by observing that M max{t (hi, σ ),
l(hi, σ )}  λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) + 2knwmax, since t (hi, σ ) < t¯(hi, σ ) +
(k − 1)nwmax < λ1t (gλ1, σ ) + (1 − λ1)l(gλ1 , σ ) + 2knwmax and similarly l(hi, σ ) <
λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) + 2knwmax.
As a direct consequence of Lemma 3.3, since by increasing i, hi varies from gλ2 to gλ1 ,
then there must exist i, with 0  i  m, such that |t¯ (hi, σ ) − l¯(hi, σ )| < nwmax. More-
over, by Lemma 3.4, λ1 t¯ (hi, σ ) + (1 − λ1)l¯(hi, σ ) < λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) +
knwmax. Therefore, t¯ (hi, σ ) − nwmax < λ1 t¯ (hi, σ ) + (1 − λ1)l¯(hi, σ ) < λ1t (gλ1 , σ ) +
(1 − λ1)l(gλ1 , σ ) + knwmax and l¯(hi , σ ) − nwmax < λ1 t¯ (hi, σ ) + (1 − λ1)l¯(hi, σ ) <
λ1t (gλ1 , σ ) + (1 − λ1)l(gλ1 , σ ) + knwmax. Hence, the lemma. 
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monotonization of fmax and a (1,1)-asymptotic approximation of fmax.
Proof. By Lemma 4.8, the function e is a (1/2,1/2)-monotonization of fmax. Moreover,
e is a (1,1)-asymptotic approximation of fmax, as for each σ the costs of the solution e(σ )
differ at most 4knwmax from those of fmax(σ ). Therefore, according to Fact 4.1, it suffices
to show that the selection function h is a (1,1)-asymptotic approximation of e.
Given any sequence of requests σ , let us first recall that B1 = t (fmax, σ ) + 4knwmax,
B2 = l(fmax, σ ) + 4knwmax and by Lemma 4.9 B  max{t (fmax, σ ), l(fmax, σ )}  B +
2knwmax.
Since B1  max{t (fmax, σ ), l(fmax, σ )} + 4knwmax  B + 6knwmax and B2  B +
6knwmax, by Theorem 3.7, t (g, σ ) B + 8knwmax,
l(g, σ ) l(f1,B+6knwmax , σ ) + 2knwmax  l(f1,B1, σ ) + 2knwmax,
t (g′, σ ) t (f2,B+6knwmax , σ ) + 2knwmax  t (f2,B2 , σ ) + 2knwmax,
and l(g′, σ ) B + 8knwmax.
Observe that it must be l(g, σ ) B−10knwmax or t (g′, σ ) B−10knwmax, otherwise
by Lemma 4.2 applied to g(σ ) and g′(σ ) there exists a strategy f (σ ) with
t (f, σ ) <
t(g,σ ) + t (g′, σ )
2
+ knwmax
<
B + 8knwmax + B − 10knwmax
2
+ knwmax = B
and
l(f, σ ) <
l(g,σ ) + l(g′, σ )
2
+ knwmax
<
B − 10knwmax + B + 8knwmax
2
+ knwmax = B.
This contradicts the definition of fmax, since B max{t (fmax, σ ), l(fmax, σ )}.
If l(g, σ ) < B − 10knwmax, then h(σ ) = g(σ ). In fact, if h(σ ) = g′(σ ), by the choice
of the algorithm also t (g′, σ ) < l(g,σ ) < B − 10knwmax, but as just observed this case
cannot hold. Moreover, the solution f2,B2(σ ) is such that t (f2,B2 , σ ) B − 10knwmax. In
fact,
l(f2,B2, σ ) l(fmax, σ ) + 4knwmax  B + 6knwmax,
and again applying Lemma 4.2 to g(σ ) and f2,B2(σ ) there would by a strategy f (σ ) with
t (f, σ ) <
t(g,σ ) + t (f2,B2 , σ )
2
+ knwmax
<
B + 8knwmax + B − 10knwmax
2
+ knwmax = B
and
430 M. Flammini et al. / Journal of Discrete Algorithms 4 (2006) 414–432l(f, σ ) <
l(g,σ ) + l(f2,B2 , σ )
2
+ knwmax
<
B − 10knwmax + B + 6knwmax
2
+ knwmax = B,
thus contradicting the definition of fmax. Therefore, since t (f2,B2 , σ )  t (fmax, σ ) 
t (f1,B1 , σ ), then
t (h, σ ) = t (g, σ ) B + 8knwmax  t (f2,B2 , σ ) + 18knwmax
min
{
t (f1,B1 , σ ), t (f2,B2 , σ )
} + 18knwmax  t (e, σ ) + 18knwmax.
Moreover, as l(f1,B1, σ )  l(fmax, σ )  l(f2,B2 , σ ), l(h, σ ) = l(g, σ )  l(f1,B1, σ ) +
2knwmax  min{l(f1,B1, σ ), l(f2,B2 , σ )} + 2knwmax  l(e, σ ) + 2knwmax. Therefore, h
is a (1,1)-asymptotic approximation of e.
The case t (g′, σ ) < B − 10knwmax is symmetric, hence it remains to show that h is a
(1,1)-asymptotic approximation of e also when l(g, σ )  B − 10knwmax and t (g′, σ ) 
B − 10knwmax. Since t (g, σ ) B + 8knwmax,
l(g, σ )  l(f1,B1, σ ) + 2knwmax  l(fmax, σ ) + 2knwmax
 B + 4knwmax,
t (g′, σ ) t (f2,B2 , σ ) + 2knwmax  t (fmax, σ ) + 2knwmax
 B + 4knwmax,
and l(g′, σ ) B + 8knwmax then,
t (h, σ )max
{
t (g, σ ), t (g′, σ )
}
 B + 8knwmax
and
l(h, σ )max
{
l(g, σ ), l(g′, σ )
}
 B + 8knwmax.
Moreover, since l(f2,B2 , σ ) l(fmax, σ ) l(f1,B1, σ ), then
t (e, σ )min
{
t (f1,B1 , σ ), t (f2,B2 , σ )
}
 t (f2,B2 , σ ) t (g′, σ ) − 2knwmax
 B − 12knwmax
and
l(e, σ )min
{
l(f1,B1 , σ ), l(f2,B2 , σ )
}
 l(f1,B1 , σ ) l(g, σ ) − 2knwmax
 B − 12knwmax.
Therefore, t (h, σ )  B + 8knwmax  t (e, σ ) + 20knwmax and l(h, σ )  l(e, σ ) +
20knwmax, hence the theorem. 
4.4. The selection function fdiff
Let fdiff be the selection function that for each sequence of requests σ chooses a min-
imal solution in O(σ ) such that t (fdiff, σ ) ≈ l(fdiff, σ ), i.e., minimizing |t (fdiff, σ ) −
l(fdiff, σ )|.
Let e be the (1/2,1/2)-monotonization of fmax defined in the previous subsection. It is
possible to show that e is a good monotonization also of fdiff.
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Although not explicitly stated in [5], the proof of the above lemma exploits the fact that
fmax is a (1,1)-asymptotic approximation of fdiff. Since e is (1,1)-asymptotic approxima-
tion of fmax, by Fact 4.1 e is also a (1,1)-asymptotic approximation of fdiff. Therefore, the
following theorem holds.
Theorem 4.12. The selection function h calculated by algorithm Opt-Max is a (1/2,1/2)-
monotonization of fdiff and a (1,1)-asymptotic approximation of fdiff.
Proof. As shown in Theorem 4.10, h is a (1,1)-asymptotic approximation of e. More-
over, by Lemma 4.11 and the above observation, e is a (1/2,1/2)-monotonization of
fdiff and a (1,1)-asymptotic approximation of fdiff. The claim then follows directly from
Fact 4.1. 
5. Conclusions
We proposed offline algorithms for the bicriteria k-server problem which are asymptot-
ically optimal in the sense that the solutions found are at most an additive term far from the
optimal ones or from the corresponding monotonizations. Moreover, we have shown how
they can be exploited to reduce the time complexity of the online algorithms presented in
[5] while maintaining the same competitive ratios.
In this scenario we considered only a limited set of minimal solutions. It would be
interesting to extend our results also to other selection functions.
What about good approximations in the classical (non-asymptotic) sense? Moreover,
what about considering more than two cost measures?
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