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Abstract
Methods of determining the biological effects of radiation based on the concepts of
linear energy transfer as a physical descriptor of the radiation field and absorbed
dose are flawed due to limitations in these quantities. For example, radiation with the
same linear energy transfer and absorbed dose may have very different biological effects
due to the potential for very different track structures and energy deposition spectra.
Methods of estimating biological effects of radiation which are independent of linear
energy transfer and absorbed dose, such as track structure theory and microdosimetry
are described.
Track structure theory was applied to heavy charged particle relative thermoluminescence efficiencies in LiF:Mg,Ti and LiF:Mg,Cu,P. The Unified Interaction Model of
dose response was applied to the experimental dose response of 100 keV synchrotron
x-rays. The Unified Interaction Model has had success in explaining the thermoluminescence mechanisms responsible for the dose response of the various peaks in the
glow curve, particularly the supralinearity at dose levels above ∼1 Gy. Track structure
theory requires matching of the dose response function with the spectra of secondary
particles liberated by heavy charged particles slowing down in material. The energies of such particles are typically of the order of a few keV. Measurements at these
energies have proven difficult and so the dose response at ultra-low electron energies
has been estimated from the Unified Interaction Model by extrapolation of the maximum dose response values from available data. Calculations of relative proton and
α-particle thermoluminescence efficiencies from track structure theory in LiF:Mg,Ti
and LiF:Mg,Cu,P differ significantly (by factors up to ∼30 for 4.95 MeV α-particles
and ∼10 for 1.43 MeV protons) from experimentally measured values. However, uncertainties in the experimental measurements, uncertainties arising from the estimation of
the dose response function and possible uncertainties in previous calculations of radial
dose distributions are significant. More sophisticated calculations and experimental
measurements at ultra-low photon/electron energies are indicated for future studies.
Microdosimetry was applied in heavy ion fields relevant to heavy ion therapy and
space radiation fields using two generations of silicon-on-insulator microdosimeter arrays. Radiation protection for these applications requires the ability to measure the
rapidly changing lineal energy of the particle with high precision. The high spatial resolution of both microdosimeters due to their 10 µm thickness was demonstrated by measurements of 4 He and/or 12 C ion beams at the HIMAC (Japan) and HIT (Germany)

heavy ion therapy facilities. Contributions from secondary particles, particularly neutrons were observed, demonstrating the ability of microdosimetry to measure the lineal
energy of components of the unknown spectrum of secondary radiation. Differences
observed in the lineal energy spectra measured by first and second generation microdosimeters were attributed to slight differences in the mean chord lengths and chord
length distributions due to the different sensitive volume geometries. Microdosimeters
were also able to accurately reproduce intricate dose plans. Out-of-field measurements
with the microdosimeters positioned lateral to the heavy ion field showed that the
majority of secondary radiation originates inside the treatment volume upstream of
the beam.
A third generation microdosimeter, developed using n-type silicon-on-insulator
(nSOI) and epitaxial technologies, was developed with the aim of increasing the sensitive surface area and yield of sensitive volumes. Charge collection studies indicated a
100% yield which is a significant improvement over the previous generations. However,
both nSOI and epitaxial devices were found to suffer from charge sharing between sensitive volume and guard ring structures, as well as an enhanced energy response to
heavy ions. In addition, the epitaxial microdosimeters were found to be highly susceptible to radiation damage. A coincidence analysis of ion beam induced charge collection
designed to investigate the anomalous response of nSOI microdosimeters confirmed the
occurrence of charge sharing between the sensitive volume and guard ring. The guard
ring was applied as a veto electrode to discriminate shared charge, which was shown
to improve the charge collection geometry and the measured energy deposition spectrum. The effective sensitive surface area of a single cell was reduced from ∼20 µm
to ∼8 µm, which is closer to the 10 µm diameter of the nominal sensitive volume.
However, as the geometry of the sensitive volume is still not properly understood this
technique is useful for characterisation but not for experimental microdosimetry due
to the requirement of a well-defined sensitive volume. The anomalous energy response
was investigated using ion beam induced charge collection and spectroscopy with 12 C,
4
He and H ions of various energies and linear energy transfers. No correlation between
particle LET and the energy over-response was found. The enhanced energy response
was hypothesised to be a result of a displacement current induced in the active SOI
layer by charge carriers induced in the substrate due to the parasitic capacitance of
the SiO2 . This hypothesis was investigated using the response of the device to 148 Gd
α-particles, whose range is less than the thickness of the active SOI layer. The enhanced energy response was not observed, indicating, although not confirming, that
the enhanced energy response is a result of a displacement current. A second hypothesis for the cause of the enhanced energy response was that the thickness of the active
SOI layer is greater than the value of 10 µm provided by the device manufacturer. A
scanning electron microscopy study coupled with energy dispersive x-ray spectroscopy
on an nSOI microdosimeter provided no evidence of the SiO2 insulating layer which
limits the thickness of the SOI active layer to 10 µm. To confirm the viability of this
technique for observing the SiO2 layer, the same investigation was performed on a second generation SOI microdosimeter. The SiO2 layer was clearly observed at a depth

of 9.6±0.2 µm with a thickness of 1.9±0.2 µm, in agreement with the device specifications. This finding explains the enhanced energy observed, however, the question as
to why full energy deposition is not observed remains unanswered.
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Preamble

This thesis is presented in three parts. An essential pre-requisite to the study outlined
in this thesis was a thorough understanding of radiation interactions in matter and
radiobiological effectiveness. In Part I radiation interactions with matter and a number of common detector types are described. Dosimetry is also introduced, outlining
conventional methods of determining radiobiological effectiveness and their shortcomings. Models of radiobiological effectiveness which overcome these shortcomings are
summarised, including Track Structure Theory and Microdosimetry which are covered
in detail in Parts II and III respectively.
In Part II, Track Structure Theory is applied to calculations of thermoluminescence efficiencies in two commonly used thermoluminescent devices: LiF:Mg,Ti and
LiF:Mg,Cu,P. The Unified Interaction Model of dose response is applied to the experimental dose response of 100 keV x-rays and its ability to estimate the dose response
for the ultra-low energies, for which experimental measurements are difficult if not impossible, is demonstrated. Such information is required by Modified Track Structure
Theory for matching of the spectra of secondary electrons generation by heavy charged
particles slowing down in matter. Proton and α-particle relative thermoluminescence
efficiencies were calculated and compared within the framework of the Modified Track
Structure Theory to experimentally measured relative efficiencies.
In Part III, existing solid-state microdosimeters are tested in heavy ion fields. The
lineal energy distributions measured by first and second generation microdosimeters
exposed to 150 MeV 4 He and 12 C ion therapy beams at HIMAC in Japan are compared
and used to study the contribution of the neutron component from heavy ions. First
generation microdosimeters were used to measure the lineal energy distributions from
two 12 C treatment plans: a 5×5×5 cm3 spread-out Bragg peak, and a brain tumour
treatment plan. The microdosimeter was used to reconstruct the dose profile and to
study the origin of secondary radiation generated by the primary beam. A third generation large area microdosimeter developed for real-time monitoring of low dose rate
radiation fields is characterised using current-voltage and capacitance-voltage testing,
α-spectroscopy, ion beam induced charge collection and scanning electron microscopy.
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Part I
Introduction to Radiation and
Dosimetry
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Chapter 1
Radiation Interactions with Matter
Different types of radiation interact with matter and lose energy via a range of mechanisms. Texts such as [Attix, 2004] and [Knoll, 2000] provide comprehensive descriptions of the various radiation interactions with matter. Important interactions will be
discussed in this chapter.

1.1

Heavy Charged Particles

Heavy charged particles (HCPs) such as α-particles and protons interact with matter
mainly through Coulomb forces between their positive charge and the negative charge
of the orbital electrons of atom in the absorbing material. Interactions with nuclei are
also possible but are rare.
Interactions with electrons include excitation or ionisation. Excitation means that
the electron is raised to a higher orbital shell due to the attractive Coulomb force as
the charged particle passes. Ionisation means that the electron has been completely
removed from the atom. The transfer of energy causes the heavy charged particle to
slow down in the material. The particle continuously slows down until it eventually
stops.
Except at the end, HCP tracks tend to be straight because interactions with electrons do not cause any significant deflection due to the high HCP mass. Charged
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particles are therefore characterised by a finite range in any given material.
The products of HCP interactions with matter include excited atoms or ion pairs,
which consist of a free electron and the corresponding positive ion of an atom from
which an electron has been removed. Ion pairs recombine to form neutral atoms, but in
some types of detectors, such as semiconductor detectors, recombination is suppressed
and ion pairs form the basis of the detector response.
Sometimes, ejected electrons have enough kinetic energy to create further ionisations. These energetic electrons are called secondary electrons or δ-rays and represent
an indirect transfer of energy from the HCP to the material. The majority of HCP
energy loss occurs via δ-rays. However, the range of the δ-rays is very small compared
to the incident HCP so ionisations occur very close to the HCP track.
The stopping power, or linear energy transfer (LET) describes the amount of energy
lost by a charged particle per unit length in a given material:

S=−

dE
dx

(1.1)

The equation which relates energy loss to the particle slowing down is the Bethe
formula [Knoll, 2000]:




dE
4πe4 z 2
2m0 v 2
v2
v2
−
=
N Z ln
− ln 1 − 2 − 2
dx
m0 v 2
I
c
c

(1.2)

v and ze are the velocity and charge of the primary particle, N and Z are the number
density and atomic number of the absorber atoms, m0 is the electron rest mass and e
is the atomic charge. The parameter I represents the average excitation and ionisation
potential of the material. For non-relativistic particles (v << c), only the first term
in the square brackets is important. This equation is valid for charged particles, not
including electrons, as long as their velocity remains large compared to the velocities
of orbital electrons.
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For non-relativistic particles, dE/dx varies as 1/v 2 , or inversely with particle energy. For charged particles of the same velocity, the stopping power varies with z 2 .
Therefore, particles with the greatest charge will have the largest specific energy loss.
For example, α-particles will have a higher stopping power or LET, i.e., lose energy
more quickly, than a proton of the same velocity in the same material. For comparing
different materials as absorbers, the product N Z is important. This means that materials with a high atomic number and high electron density will result in the greatest
LET.
The Bethe formula fails at low particle energies where charge exchange between
the particle and absorber occurs. The positively charged particle tends to pick up
electrons from the absorber, which reduces its charge and consequent energy loss. At
the end of its track, the particle becomes a neutral atom.
A plot of the energy loss of a charged particle along its track is known as the Bragg
curve. The peak in energy loss at the end of the Bragg curve is therefore known as the
Bragg peak. The width of the energy distribution is due to energy straggling, which
results from the stochastic nature of charged particle energy loss.
For thin absorbers or detectors, i.e., thickness is less than the particle range, the
energy deposited in the medium is approximated by:

∆E = −

dE
dx


t

(1.3)

avg

where t is the absorber thickness and (−dE/dx)avg is the LET averaged over the
energy of the particle while in the absorber. The approximation will clearly be more
accurate for absorber thicknesses where energy loss is small. Energy deposition can
be calculated more accurately using Monte Carlo calculations which take into account
the increasing LET with decreasing energy.
Fragmentation may result from neutron-induced or spontaneous fission of heavy
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nuclei. Fragments are ions which start out stripped of electrons and their large effective
charge means they have high LET. An important feature of a fission fragment track
is that unlike lighter charged particles, the LET decreases as the particle loses energy
in the material. For fragments, electron pick-up begins at the start of the track,
rather than towards the end like lighter particles. The result is that the factor z in
Equation 1.2 monotonically decreases, and the resulting decrease in −dE/dx is large
enough to overcome the increase that normally accompanies a reduction in velocity.

1.2

Electrons

Electrons lose energy at a much slower rate than other charged particles. Unlike HCP
tracks, electron tracks are not straight. Large deviations in an electron track occur
because its mass is the same as the orbital electrons with which it is interacting and a
much larger fraction of its energy may be lost in a single interaction. Electron-nuclear
interactions also cause significant deflection of electrons.
A similar equation to the Bethe formula describes electron energy loss due to
excitation and ionisation (“collisional losses”):


−

dE
dx


c


p
2πe4 N Z
m0 v 2 E
ln
−
(ln
2)(2
=
1 − β 2 − 1 + β 2)
m0 v 2
2I 2 (1 − β 2 )

p
1
2
2
(1.4)
+ (1 − β ) + (1 − 1 − β 2 )
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where the symbols have the same definition as Equation 1.2.
Electrons also differ from HCPs in that energy may also be lost by radiative processes. Bremsstrahlung radiation is emitted when electrons undergo acceleration (including changing direction), so radiative losses can occur at any point along the elec-
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tron track. Energy losses through radiative processes are described by:

−

dE
dx


r

N EZ(Z + 1)e4
=
137m20 c4



2E
4
4 ln
−
m0 c2 3

(1.5)

Radiative losses are most important for high electron energies and for absorber materials of large atomic number. For typical electron energies, the average Bremsstrahlung
photon energy is quite low and is therefore normally reabsorbed close to its point of
origin. The total stopping power for electrons is the sum of collisional and radiative
losses:
dE
=
dx



dE
dx




+
c

dE
dx


(1.6)
r

The ratio of these energy losses is given by:
(dE/dx)r ∼ EZ
=
(dE/dx)c
700

(1.7)

Radiative losses are always a small fraction of the energy losses due to ionisation
and excitation and are significant only in materials with a high atomic number.
The concept of range is less definite for electrons than for HCPs as the total path
length of electrons is much greater than the distance of penetration along the initial
velocity vector due to deflection.
The large-angle deflections of electrons along their tracks leads to backscattering.
An electron entering one surface of a material may undergo sufficient deflection so that
it re-emerges from the surface through which it entered. These backscattered electrons
do not deposit all of their energy in the material. Backscattering is most important
for electrons with low incident energy and materials with high atomic numbers.
Positron interactions in matter are similar to those of electrons since they are of
equal mass. The main difference is that annihilation radiation is produced at the end
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of positron tracks. The resulting 0.511 MeV photons penetrate much further than the
positrons and lead to energy deposition far from the original positron track.

1.3

Photons

In the energy range of 10 keV to 100 MeV, there are three main types of interactions
of photons with matter: photoelectric effect, Compton scattering and pair production.

1.3.1

Photoelectric Effect

The photoelectric effect results in a transfer of all of the photon’s energy to the medium.
The energy is transferred to an energetic electron, known as a photoelectron, which is
ejected from a bound shell of an atom. The most probable origin of a photoelectron
is the K shell (most tightly bound) of the atom. The energy of the photoelectron is
given by:

Ee− = hν − Eb

(1.8)

where Eb is the binding energy of the photoelectron in its original shell. For photon
energies of more than a few hundred keV, the photoelectron carries off the majority
of the original photon energy.
Photoelectric interactions also result in an ionised absorber atom with a vacancy
in one of its bound shells. This vacancy is quickly filled via either capture of a free
electron from the material or electrons from other shells of the atom. As a result of
this, characteristic x-rays may also be generated during the process.
The photoelectric effect is the predominant type of interaction for low energy photons and materials with a high atomic number, Z. The probability of photoelectric
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absorption per atom is approximated by:
ZN
τ∼
= constant × 3.5
Eγ

(1.9)

where the exponent N typically varies between 4 and 5. This strong dependence on
the atomic number is the reason for the use of high-Z materials, such as lead, as photon
shielding.

1.3.2

Compton Scattering

Compton scattering occurs between incident photons and atomic electrons in the material. The incident photon is deflected from its original direction by an angle θ. The
photon transfers some of its energy to the electron, which is assumed to be at rest.
The electron then has kinetic energy and is known as a recoil electron. The expression
that relates energy transfer and the scattering angle is found by solving simultaneous
equations for the conservation of energy and momentum:

hν 0 =

hν
1+

hν
(1
m0 c2

− cos θ)

(1.10)

where m0 c2 is the rest-mass energy of an electron, i.e. 0.511 MeV. For small scattering
angles, very little energy is transferred. Some of the original energy is always retained
by the incident photon, even in the extreme case of θ = π.
The probability of Compton scattering per atom of the absorber material depends
on the number of electrons available as scattering targets and therefore increases linearly with Z. The angular distribution of scattered photons is predicted by the Klein-
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Nishina formula for the differential scattering cross-section dσ/dΩ:

dσ
= Zr02
dΩ



1
1 + α(1 − cos θ)



1 + cos2 θ
2


1+


α2 (1 − cos θ)2
(1 + cos2 θ)[1 + α(1 − cos θ)]
(1.11)

where α ≡ hν/m0 c2 and r0 is the classical electron radius. There is a strong tendency
for forward scattering at high energies.

1.3.3

Pair Production

If the energy of the photon exceeds twice the rest mass of an electron, 1.02 MeV, the
process of pair production is possible. The probability of this process remains very
low until the photon reaches energies of several MeV. The interaction must take place
in the Coulomb field of a nucleus. All of the photon energy goes into the production
of an electron-positron pair and any excess energy of the photon above the 1.02 MeV
required to produce the pair goes to kinetic energy shared by the electron and positron.
After slowing down in the material, the positron will annihilate and produce two
annihilation photons. The magnitude of the probability of pair production per nucleus
varies approximately as Z 2 . The importance of pair production also increases with
photon energy.

1.3.4

Coherent Scattering

Coherent scattering, or Rayleigh scattering, is a type of scattering that occurs when a
photon interacts coherently with all the electrons of an absorber atom. This process
neither ionises nor excites the atom, and the photon retains its original energy after
the event. Although there is no energy transferred, the direction of the photon is
changed and coherent scattering must therefore be taken into account in models of
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photon transport. The probability of such events is only important for low photon
energies, typically below a few hundred keV. The average deflection angle decreases
with increasing photon energy.

1.3.5

Attenuation

Each of the processes described above for energy losses by photons result in attenuation
of the photon beam due to absorption or scattering. Each interaction is characterised
by a fixed probability of occurrence, and the sum of these probabilities gives the
probability per unit path length that a photon is removed from the beam:

µ=τ +σ+κ

(1.12)

where τ , σ and κ are the probabilities of photoelectric, Compton and pair production
interactions respectively. µ is the linear attenuation coefficient. The number of photons
transmitted, I, through an absorbing material is then:
I
= e−µt
I0

(1.13)

The linear attenuation coefficient is limited by the fact that it varies with the
density of the absorber even if the absorber material is the same. A more useful term
is the mass attenuation coefficient, µ/ρ, where ρ is the density of the material. For a
given photon energy, the mass attenuation coefficient doesn’t change with the physical
state of a given absorber, e.g., it is the same for solid, liquid and vapourised water.
The mass attenuation coefficient of a compound or mixture is calculated using:
 
X µ
µ
=
wi
ρ c
ρ i
i

(1.14)

where wi factor represent the weight fraction of element i in the compound or mixture.
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The attenuation law expressed in terms of the mass attenuation coefficient is:
I
= e−(µ/ρ)ρt
I0

(1.15)

where the product ρt is the mass thickness of the absorber. In radiation measurement
applications the thickness of an absorber is often given as mass thickness.

1.4

Neutrons

Similar to photons, neutrons carry no charge and therefore do not interact with matter by means of the Coulomb force which dominates the energy loss mechanisms for
charged particles. As a result, neutrons can travel a long distance in matter without
any interaction which can make them difficult to detect. Neutron interactions occur
with nuclei of the absorbing material resulting in one or more secondary radiations
and/or a change in energy and direction of the neutron.
The secondary radiations produced by neutron interactions are almost always
HCPs. These may be produced due to neutron-induced nuclear reactons or excited
nuclei which have gained energy as a result of neutron collisions. Most neutron detectors rely on the conversion of neutrons into secondary charged particles which can be
directly detected.
The probabilities of various neutron interactions varies greatly with neutron energy.

1.4.1

Slow Neutron Interactions

For slow neutrons (1-10 eV), the significant interactions include elastic scattering with
the absorber nuclei as well as neutron-induced nuclear reactions. As slow neutrons
have only a small kinetic energy, very little energy can be transferred to the nucleus in
elastic scattering. These interactions mostly serve to bring the neutron into thermal
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equilibrium with the material before different types of interactions can take place.
Neutron-induced reactions create secondary radiation that can be detected directly.
In most materials, the most probable reaction is the radiative capture (n, γ) reaction.
Other possible reactions include (n, α), (n, p) and (n, fission).

1.4.2

Fast Neutron Interactions

The probability of most neutron-induced reactions decreases with increasing neutron
energy. The importance of scattering becomes greater because the neutron can transfer
more energy in one collision. A nucleus that has gained energy from a neutron collision
is called a recoil nucleus. A neutron can lose up to all of its energy in a single collision
with a hydrogen nucleus, but only part of its energy for heavier nuclei.
If the energy of the fast neutron is high enough, inelastic scattering, where the
recoil nucleus is elevated to an excited state, can occur. As the nucleus returns to its
ground state, the excess energy is released in the form of a γ-ray. A neutron will lose
more energy in an inelastic collision than in an equivalent elastic collision.

1.4.3

Neutron Cross-Sections

The probability per unit path length of a neutron interaction occurring is usually
expressed in terms of the cross-section, σ, per nucleus for each type of interaction. The
cross-section has units of area and is usually measured in units of the barn (10−28 m2 ).
The macroscopic cross-section of a type of interaction at a given energy is given by:

Σ = Nσ

(1.16)

where N is the number of nuclei per unit volume. The macroscopic cross-section has
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units of inverse length. The attenuation relation for neutrons is given by:
I
= e−Σtot t
I0

(1.17)

where Σtot is the sum of the macroscopic cross-sections of the different types of neutron
interactions.

Chapter 2
Radiation Detection and Dosimetry

2.1

Radiation Dose and Radiobiology

The energy absorbed from any type of radiation per unit mass of the absorbing material
is the absorbed dose, D. The units of absorbed dose are J/kg, or gray (Gy).
In living organisms, the same absorbed dose under different irradiation conditions
does not necessarily result in the same biological effect. The effects can differ greatly
depending on whether the energy was deposited by heavy charged particles or electrons. Radiations with higher LET tend to result in greater biological damage than
those with lower LET, even if the absorbed dose is the same.
To quantify the probable biological effect of a given radiation exposure, the concept of the dose equivalent was introduced. A unit of dose equivalent is defined as
the amount of a given type of radiation that, when absorbed in a biological system,
results in the same biological effect as one unit of absorbed dose delivered by low-LET
radiation. The dose equivalent H is the product of D and the quality factor Q that
characterises the specific radiation:

H = DQ

(2.1)

The unit of H is the sievert (Sv). Q is a dimensionless quantity which varies with
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LET and is used to weight the biological effect of the radiation. Values of Q are
selected from experimental values of the relative biological effectiveness (RBE), which
is the ratio of x- or γ-ray dose to that of the radiation in question producing the same
biological effect. The ICRP [1991] has provided the following definition of Q, where L
refers to LET with units of keV/µm:




1
L < 10




Q = 0.32L − 2.2 10 ≤ L ≤ 100




√


300/ L
L > 100

(2.2)

A disadvantage of this definition is that LET is not an experimentally measurable
quantity. An analagous quantity to LET is lineal energy, y, which is defined as the
energy deposited in a 1 µm spherical region of tissue equivalent material and also has
units of keV/µm. Unlike LET, this quantity can be experimentally measured even in
an unknown radiation field. The ICRU [1986] has proposed the following relationship
between Q and y:

Q(y) =


a1 
1 − exp(−a2 y 2 − a3 y 3 )
y

(2.3)

With the coefficients:

a1 = 5510keV/µm
a2 = 5 × 10−5 µm2 /keV2
a3 = 2 × 10−7 µm3 /keV3

This definition of quality factor was introduced following recommendations to increase the quality factors for densely ionising radiations such as neutrons and to assign
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Figure 2.1: A comparison of quality factor, Q, definitions as a function of LET or y
[ICRP, 1991; ICRU, 1986; Kellerer and Hahn, 1988].
quality factors less than unity to sparsely ionising radiations such as γ-rays and fast
electrons. However, Kellerer and Hahn [1988] found that this definition does not adequately describe the relationship for small values of y and proposed the following
revision:

Q(L) = Q(y) = 0.3y[1 + (y/137)5 ]−0.4
y = 9L/8 + 0.75

(2.4)

where L and y are both expressed in units of keV/µm.
A comparison of the different definitions of Q is given in figure 2.1. It is observed
that for LET or y values above 10 keV/µm, Q(L) and Q(y) are approximately equivalent.
A similar quantity to H is the equivalent dose, HT,R , which is obtained by averaging
the absorbed dose DT,R over a tissue or organ T due to radiation R and mutliplying
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by a radiation weighting factor wR which accounts for the different biological effects
of various radiations:

HT,R = wR · DT,R

(2.5)

The values of wR for various types of radiation and energies are given in table 2.1.
Table 2.1: Radiation weighting factors.
Type and Energy Range
Photons, all energies
Electrons and muons, all energies
Neutrons, energy <10 keV
10 keV - 100 keV
100 keV - 2 MeV
2 MeV - 20 MeV
>20 MeV
Protons (except recoil protons), energy >2 MeV
α-particles, fission fragments, heavy nuclei

Radiation Weighting Factor, wR
1
1
5
10
20
10
5
5
20

The units of HT,R are also Sv. If there is a mixed radiation field impinging on the
material, the total equivalent dose HT is given by the sum over all of the different
radiation types:

HT =

X

HT,R =

R

X

wR · DT,R

(2.6)

R

HT is useful when only a single tissue or organ is being considered. To account
for differences in radiosensitivity among various organs and tissues, a set of tissue
weighting factors wT were introduced to calculate the effective dose, E:

E=

X

wT · HT

(2.7)

T

E is intended to have the same role as H, in that it is an estimate of the overall
effect of a given exposure to radiation. Recommended values for the tissue weighting
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factors are given in [ICRP, 1991].
A commonly used radiobiological model for comparing the effects of radiation on
living organisms is the linear-quadratic model and is based on cell survival following
irradiation:

S = e−(αD+βD

2)

(2.8)

where S is the cell survival fraction and D is the absorbed dose. The constants α and
β, given in units of Gy−1 and Gy−2 respectively, are characteristic of different cells.
The term α relates to cell kill after a single radiation event whilst β relates to cell kill
as a result of multiple hits.
The above equations for describing biological effects from various radiation types
use LET as a physical descriptor of the radiation field. There are a number of significant limitations of LET [NCRP, 2001]. One such limitation has already been mentioned: the inability to experimentally measure LET. Additionally, LET is a measure
of the energy lost by a particle slowing down in material, not the energy absorbed
by the material. Situations exist where the two quantities bear little relation to one
another as particles with identical LET may have very different track structure and
hence energy deposition spectra and biological effects. Even in situations where LET
is a good approximation of the energy deposited in a sensitive volume (i.e., the energy
loss of the particle is approximately equal to the energy absorbed by the sensitive
volume), LET is a simple linear mean of events within the volume and is thus not
a suitable predictor of biological effects that have a non-linear dependence on energy
deposition.
There are also limitations in the concept of absorbed dose. Firstly, absorbed dose
is independent of radiation quality and as seen in the models described above, a
complex system involving the use of dose weighting factors is required to determine

2.1. Radiation Dose and Radiobiology

19

the biological effect. Absorbed dose also becomes meaningless if the sensitive volume
is very small, due to particles with identical LET potentially having very different
track structures and energy deposition spectra. Absorbed dose averaged over a larger
volume does not necessarily represent the biological effect associated with very low
doses, particularly when the radiation dose is delivered by a small number of particles
with high LET, such as in space radiation or other low-fluence fields.
There are a number of physical and biological models for understanding RBE which
are independent of LET and/or absorbed dose. These include:
Track structure model: The track structure theory of RBE [Katz, 1978] relies on
the hypothesis that the response of biological cells and radiation detectors to
ionising radiation and energetic heavy charged particles results from secondary
and higher generation electrons generated by the interaction of the incident radiation with the material. The radial distribution of dose deposited by secondary
electrons is calculated and related to the dose response from a uniform γ radiation field to determine the track structure. Subsequent calculations yield the
response of the biological material or detector to radiation fields of arbitrary
quality. Track structure theory has been applied to HCP thermoluminescence
response and is discussed in Part II.
Fluence-based system: The fluence-based system [NCRP, 2001] is based on the
probability of a particular radiation end-point described by the “risk crosssection”. The definition of the risk cross-section for a particular particle type
with a given energy is the probability per fluence of producing the risk, i.e., tumour induction, in the organ in question. The risk is assumed to be caused by
the modification of a single cell from a particle causing an event in that cell. For
a mixed radiation field, the risk cross-section, R, is summed over all the types
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of particles in the spectrum:

R=

XZ

r σi (E)φi (E)

dE

(2.9)

i

where r σi (E) is the probability per unit fluence of producing the end-point of
interest, and φi (E) is the differential energy spectrum so that φi (E) dE is the
number of particles of the ith type per unit area in the interval (E, E + dE).
The risk cross-section is proportional to the dose equivalent in Equation 2.1. The
main limitation of this model is that prior knowledge of the radiation environment is required.
Microdosimetry: Microdosimetry [ICRU, 1983; Rossi and Zaider, 1996] is based on
the measurement of stochastic energy deposition events in a finite micron-sized
volume. The “lineal energy transfer” is a microdosimetric analogue of LET
and is defined as the ratio of energy imparted to the medium (as opposed to the
energy lost by the particle) in a single energy deposition event to the mean chord
length of the sensitive volume. Radiobiological quantities are derived from lineal
energy spectra and require no prior knowledge of the impinging radiation field.
The microdosimetric approach is discussed in detail in Part III.
Nanodosimetry: Nanodosimetry [Schulte et al., 2001; Schulte, 2011; Schulte et al.,
2008] is similar in principle to microdosimetry and relies upon the measurement
of the number of radiation-induced ionisations within a nanoscopic sensitive volume. For radiation protection purposes, the quantity of interest is the distribution of ionisation clusters formed in a sensitive volume which simulates the
ionisation in a DNA-like segment and a surrounding water layer from which
radiation-induced radicals can diffuse into the DNA and cause damage. A lowpressure gas model is used to simulate the stochastic interactions of ionising
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charged particles with nanometer spatial resolution. This approach can be used
to characterise biological quality of different forms of radiation based on the
stochastic variation of the number of ionisations from individual energy deposition events.
Local effect model: The Local Effect Model (LEM) [Elsässer et al., 2008a,b; Scholz
et al., 1997] assumes that the biological effect of radiation is entirely determined
by the spatial local dose distribution inside the cell nucleus. Since biological
damage results mainly from secondary electrons, the damage of heavy ions is
inferred from corresponding experiments using x-rays. A track structure model
is used to calculate the local dose from different tracks for small subvolumes
individually and then, using information about the deposited dose, the biological
damage is extrapolated from data of x-ray experiments for each subvolume and
integrated over the entire cell nucleus. The relationship between the biological
effect of particle irradiation to the effect of photon irradiation is:
Z
Nion = −

dV
V

ln Sx [d(x, y, z)]
V

(2.10)

where Nion is the average number of lethal events induced by the ion, V is the
volume of the sensitive target, d(x, y, z) is the three-dimensional local dose and
Sx is the experimental survival curve after x-ray irradiation.

2.2

Radiation Detection

In order to determine absorbed dose or any of the quantities describing the biological
effects of dose outlined in the previous section, the energy deposited by the radiation
must be able to be measured. In most radiation detectors, radiation interactions
result in the creation of electric charge. The amount of electric charge measured by
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the detector is ideally proportional to the amount of energy deposited by the radiation.
Some common types of radiation detector will be described briefly.

2.2.1

Gas Detectors

A number of detectors are based on the effects that are produced when a particle
passes through a gas. The main modes of interaction are ionisation and excitation
of the gas molecules along the particle track. The majority of gas-filled detectors are
based on sensing direct ionisation caused by the radiation.

2.2.1.1

Ionisation Chambers

Ionisation chambers rely on the creation of ion pairs to form an electrical signal. Hence,
the total number of ion pairs created along the radiation track is of interest. However,
the incident particle may also lose energy via interactions that do not produce ion
pairs, such as excitation. The average energy lost by the incident particle per ion pair
formed, W , is greater than the ionisation energy. Empirical observations have shown
that W is constant for many gases and different types of radiation.
Collisions between positive ions and free electrons may result in recombination,
where the electron is captured by the ion making it a neutral atom. The positive ion
may also collide with a negative ion causing the extra electron to be captured by the
positive ion making both ions neutral atoms. In both cases, the charge represented by
the original pair is lost and therefore does not contribute further to the signal.
Recombination can be suppressed by the application of an external electric field,
which moves the charges away from their point of origin under drift. Positive ions
move in the direction of the conventional electric field and negative ions move in the
opposite direction. The drift of positive and negative charges constitutes an electric
current. If the detector is undergoing steady-state irradiation, the rate of formation of
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ion pairs will be constant and exactly balanced by the rate at which charge is lost due to
recombination, diffusion or migration from the volume. If recombination is negligible
and all charge is efficiently collected then the current produced is an accurate measure
of the rate at which ion pairs are formed within the volume. Ion chambers are typically
operated at voltages in the ion saturation region, where a sufficiently high voltage is
applied to create a large enough electric field to suppress recombination, and further
increases in voltage do not increase the current because all of the charges are already
collected and their rate of formation is constant.
The current is typically amplified and indirectly measured using an electrometer.
The absorbed dose Dm can be calculated from:

Dm = W Sm P

(2.11)

where W is the average energy loss per ion pair formed, Sm is the relative mass
stopping power of the wall material to that of the gas and P is the number of ion pairs
per unit mass formed in the gas. This equation is a good approximation for different
types of radiation provided several geometric conditions are met: the chamber should
be small relative to the range of primary and secondary charged particles so that its
presence doesn’t greatly affect the particle flux. The thickness of the wall should be
large compared with the range of secondary electrons so that electronic equilibrium is
established.
There are many applications of ion chambers including radiation surveying, radiation source calibration, measurement of radioactive gases and remote sensing of
ionisation.
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Proportional Counters

Proportional counters are gas detectors which rely on gas multiplication to amplify
the charge represented by the original ion pairs created within the gas. Proportional
counters are typically used in applications where the number of ion pairs created is
too small to permit use of ion chambers, such as in the spectroscopy of low energy
x-rays.
Gas multiplication occurs when the electric field is increased to a sufficiently high
value that free electrons accelerated by the field have high enough kinetic energy to
produce additional ion pairs in collisions with bound electrons. Since the average
energy of the electron between collisions increases with increasing electric field, there
is a threshold value of the field above which secondary ionisation will occur. At
atmospheric pressure this value is typically of the order of 106 V/m.
The electrons liberated during secondary ionisations are also accelerated by the
electric field and undergo collisions with other bound electrons which can thus cause
additional ionisation. The gas multiplication process takes the form of a cascade in
which each free electron created in a collision can potentially create more free electrons
by the same process. The avalanche terminates when all free electrons have been
collected at the anode. Gas multiplication of charge reduces the demands on external
amplifiers and can improve signal-noise characteristics.
There is a region of the electric field where the gas multiplication is linear and
the collected charge is proportional to the number of original ion pairs created by the
incident radiation. Conventional proportional counters are operated in this region.
Further increases in the electric field can introduce non-linear effects due to the concentration of positive ions which represent a space charge that can significantly alter
the shape of the electric field in the detector. This is the region of limited proportionality. Even further increases in electric field can cause the space charge to dominate.
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Figure 2.2: The regions of operation of gas-filled detectors. The pulse amplitude is
plotted for events depositing two different amounts of energy within the gas [Knoll,
2000].
Under these conditions, the avalanche proceeds until a sufficient number of positive
ions have been created to reduce the electric field below the point at which additional
gas multiplication can take place. The process will always terminate when the same
number of positive ions have formed regardless of the number of initial ion pairs created by the incident radiation. At this point the signal from the detector is always the
same amplitude and no longer reflects any properties of the incident radiation. This is
the Geiger-Mueller region of operation. The regions of operation of gas-filled detectors
are illustrated in Figure 2.2.
Provided that space charge effects are not large enough to distort the electric field,

2.2. Radiation Detection

26

the total charge generated by n0 original ions pairs is:

Q = n0 eM

(2.12)

where M is the average gas multiplication factor which can be calculated from:
V
ln 2
ln M =
·
ln(b/a) ∆V


ln

V
− ln K
pa ln(b/a)


(2.13)

where V is the applied voltage, a is the anode radius, b is the cathode radius, p is
gas pressure, ∆V is the potential difference through which an electron moves between
successive ionisation events and K represents the threshold below which multiplication
cannot occur. ∆V and K are constants for a given gas.

2.2.1.3

Geiger-Mueller Counters

Geiger-Mueller (G-M) counters are gas detectors which are operated in the G-M region
of operation described earlier. Since the signal from a Geiger-Mueller counter is always
the same amplitude regardless of the number of original ion pairs, a G-M counter can
only function as a simple counter of radiation-induced events and cannot be used
in spectroscopy since any information about the energy deposited by the incident
radiation is lost.
The signal from a G-M counter is typically large enough that no external amplification is required.
G-M counters can be used in surveying applications where a response from the
G-M counter would indicate the presence of ionising radiation. The count rate might
also give a semi-quantitative estimate of the intensity of the exposure.
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Scintillator Detectors

Scintillation is the production of light from interactions of ionising radiation with the
scintillator material. Ideal scintillators should have the following properties:
1. Convert the kinetic energy of charged particles into detectable light with a high
scintillation efficiency.
2. The conversion should be linear, i.e., light yields should be proportional to deposited energy over as wide a range as possible.
3. The medium should be transparent to the wavelength of its own emission for
good light collection.
4. The decay time of the induced luminescence should be short so that fast signal
pulses can be generated.
5. The material should be of good optical quality and subject to manufacture in
sizes large enough to be of interest as a practical detector.
6. The refractive index should be near that of glass to permit efficient coupling of
the scintillator to a photomultiplier tube or other light sensor.
No material meets all of the above criteria and the choice of a particular material is
always a compromise. The most widely used materials include alkali halide crystals and
organic-based liquids and plastics. Inorganics have the best light output and linearity
but are relatively slow in their response time. Organic scintillators are generally faster
but yield less light.
The fluorescence mechanism in organic materials arises from transitions in the
energy level structure of the single molecule. Unlike inorganic scintillators, organic
materials may fluoresce as either a polycrystalline material, as a vapour or part of a
solution. Inorganic scintillators require a regular crystalline lattice.
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Figure 2.3: Energy band structure of an activated crystalline scintillator [Knoll, 2000].
The scintillation mechanism in inorganic materials arises from energy states determined by the crystal lattice. Absorption of radiation energy can result in the elevation
of an electron from the valence band into the conduction band, leaving a positively
charged hole in the valence band. In pure crystal, the return of the electron to the
valence band with the emission of a photon is an inefficient process, and typical gap
widths are such that the resulting photon would have a wavelength outside the visible
spectrum.
The probability of visible photon emission is enhanced by adding small amounts
of an impurity to the crystal. These impurities, called activators, create energy states
within the forbidden energy gap through which an electron can de-excite back to the
valence band, as shown in Figure 2.3. These transitions give rise to visible photons.
The scintillation efficiency of any scintillator is the fraction of all incident energy
which is converted to visible light. This efficiency should be as large as possible, but
there are some competing processes which do not result in the emission of light. All
radiationless de-excitation processes are grouped under the term quenching.
The most widely used device for detecting scintillation photons is the photomultiplier tube, which amplifies the scintillator output and converts it to an electrical
signal. The first step in photomultiplication is the conversion of incident light into
electrons. This process relies on the photoelectric effect and takes place at the photocathode. The emitted photons are accelerated by an electric field towards a series of
dynodes, where electron multiplication occurs. The dynode material is chosen so that
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the energy deposited by the incident electron can result in the reemission of multiple
electrons. The electrons are eventually collected at the anode and form an electrical current which is proportional to the energy originally deposited in the scintillator
material.

2.2.3

Thermoluminescent Detectors

Thermoluminescent detectors (TLDs) are a class of inorganic crystals which produce
light after radiation absorption, however they are somewhat different to scintillators.
A requirement of scintillators is quick recombination of electrons and holes. TLDs require that after being excited to the conduction band, electrons (and/or holes) become
trapped at metastable energy states. They are only released after sufficient energy,
in the form of heat, has been provided. After being released the electrons and holes
are free to undergo recombination where a photon is produced and is the basis of the
TLD response. The incident energy is hence stored until the sample heated. A photomultiplier tube is used to measure the light output. After heating, the information
has been erased.

2.2.4

Solid-State Detectors

2.2.4.1

Semiconductor Diode Detectors

The use of diodes as radiation detectors stems from the useful properties that exist near
the junction between n- and p-type semiconductor materials. Charge carriers are able
to migrate across the junction if the two regions are in good thermodynamic contact.
Due to the excess electrons in the n-type region, there is a higher density of conduction
electrons than in the p-type region. The junction thus represents a discontinuity in
the conduction electron density and diffusion from the region of high concentration
to that of low concentration takes place. This means that there is a net diffusion of
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electrons into the p-type material where they undergo recombination with holes. The
diffused electrons leave behind immobile positive charge in the form of ionised donor
impurities. Holes also diffuse across the junction and leave behind an acceptor site
that has picked up an extra electron and represents immobile negative charge. The
net effect is to build up a negative space charge on the p side and a positive space
charge on the n side. The accumulated space charge creates an electric field which
effectively prevents further diffusion from occuring and the region in which this space
charge exists is called the “depletion region” because the concentrations of electrons
and holes in this region are suppressed. If the dopant concentrations on each side of
the junction are equal, the depletion region will extend equal distances into both p
and n sides. However, if for example the donor concentration in the n-type material
is higher than that of the acceptor concentration in the p-type material, the depletion
region will extend further into the p side than the n side as electrons diffusing across
the junction will have further to travel before all have recombined with holes.
The buildup of charge in the depletion region leads to an electric potential difference
across the junction. This also means that an electric field exists across the junction.
This electric field is what makes diodes useful for radiation detection. Any electrons
that are created in or near the junction are accelerated towards the n-type material
by the electric field. Similarly, any holes are accelerated towards the p side. Because
the charges that remain on either side of the depletion region are immobile ionised
donor sites and filled acceptor sites, these do not contribute to conductivity and the
depletion region exhibits very high resistivity. Electron-hole pairs that are created in
this region by radiation action will move via drift due to the electric field, and their
motion constitutes a current.
The intrinsic electric field of a p-n junction will generally not be sufficient to cause
charge carriers to move quickly enough to avoid trapping and recombination with
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carriers of opposite charge. These mechanisms result in incomplete charge collection.
An external bias is generally applied to increase the electric field. A reverse bias (p side
of the junction is at a negative potential relative to the n side) is used for this purpose.
Under reverse bias, the minority charge carriers are attracted across the junction and
the reverse current across the diode is relatively small in magnitude. Care must be
taken not to exceed the breakdown voltage at which the reverse current will abruptly
increase and may cause permanent damage to the device.
When a bias is applied to the junction, virtually all of the applied voltage will
appear across the depletion region due to its high resistivity. A reverse bias will also
cause the space charge to extend further on either side of the junction, thus extending
the depletion region and extending the volume over which radiation-induced charge
carriers will be collected. If the voltage is high enough for the depletion region to
extend through the full wafer thickness, the device is said to be fully depleted.

2.2.4.2

Other Solid-State Detectors

Diode detectors are useful for detection of short-range radiation, however, they are
limited by the maximum depletion depth that can be created. Much greater thicknesses are required for spectroscopy of highly penetrating radiation such as γ-ray.
One approach to increasing the maximum depletion depth is by minimising the impurity concentration, such as in high purity germanium (HPGe) detectors. Another
approach is to reduce the net impurity concentration by creating a compensated material in which the residual impurities are balanced by an equal concentration of dopant
atoms of the same type. The process of lithium drifting is used in both silicon, Si(Li),
and germanium, Ge(Li), crystals to compensate the crystal after it has been grown.
Other common solid-state detectors include:
• Cadmium Telluride (CdTe)
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• Mercuric Iodide (HgI2 )
• Cadmium Zinc Telluride (Cd1−x Znx Te, or CZT)
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Part II
Investigation of the Applicability of
Track Structure Theory to the
calculation of Proton and Alpha
Particle Relative TL Efficiencies in
LiF:Mg,Ti and LiF:Mg,Cu,P
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Chapter 3
Motivation
Track structure theory (TST) has been applied in the past to the calculation of thermoluminescence (TL) efficiencies in various TL materials and it has been claimed to
predict experimentally measured efficiencies with good success. However, many of
the comparisons between theory and experiment have been flawed from a theoretical
standpoint.
The major premise of TST is that the concentration of liberated charge carriers
around a heavy charged particle (HCP) track is the only parameter that governs the
dependence of the relative TL properties on the type of HCP radiation. In TST, relative HCP TL efficiencies (ηHCP,γ ) are calculated by integrating the product of the TL
dose response measured by photons/electrons and the electron radial dose distribution over the entire irradiated volume constituting the HCP track. The radial dose is
measured around the HCP track axis. There are two possible sources of error in the
calculation of ηHCP,γ . Firstly, there are a number of assumptions inherent in the calculation of the radial dose distribution, which will be discussed in Section 6.2.1. The
second and possibly the most important is the fact that the normalised dose response,
f (D) (the TL response at a given dose normalised to the response at a low dose in
the linear dose response region), may be a function of photon energy in all TL materials especially when the dose response exhibits supralinearity. For example, Figure
3.1 shows experimentally measured values of f (D)max (maximum supralinearity) for
34
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the main dosimetric peak of LiF:Mg,Ti, peak 5 and peaks 7 and 8 which comprise the
high temperature thermoluminescence. The variations of f (D) as a function of photon
energy are greater for peaks 7 and 8, which comprise the high temperature thermoluniescence region, than that for peak 5. Modified Track Structure Theory (MTST)
demands that f (D) be measured at photon energies which are matched as closely as
possible to the secondary electron spectrum generated by the heavy charged particle
slowing down. For low energy protons of ∼1 MeV/u stopping in the sample the secondary electron spectrum (shown in Figure 3.2) has a maximum energy of ∼2.2 keV
and a mean energy of ∼1 keV. Unfortunately none of the comparisons of ηtheory and
ηexperiment were carried out at these low energies.
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Figure 3.1: The dependence of f (D)max on photon energy for peaks 5, 7 and 8 of
LiF:Mg,Ti [Gamboa-deBuen et al., 1998b; Massillon-JL et al., 2006].
The sparsity of the energy data did not allow accurate extrapolation to lower energies. Unfortunately, experimental measurements of f (D) at these low energies is
difficult due to surface effects and rapid attenuation of the x-rays, as well as the lack
of availability of low energy x-rays. It was therefore decided to carry out measurements
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Figure 3.2: The secondary electron spectrum generated by 1 MeV/u protons slowing
down in LiF simulated using Geant4 and the Livermore low energy electromagnetic
physics processes. The low energy cut-off of these processes is 250 eV.
of f (D) at intermediate energies in order to allow the possibility of both phenomenological and theoretical extrapolation to low energies via the Unified Interaction Model
(UNIM). It was decided to carry out measurements at 100 keV average energy at
the European Synchrotron Radiation Facility (ESRF) [Livingstone et al., 2010] and
at 540 keV average energy using

90

Sr/90 Y electrons in collaboration with Datz et al.

[2011] at Ben Gurion University.
Following the results which indicate a significant discrepancy between ηtheory and
ηexperiment it became clear that the accuracy in the application of MTST to materials
which exhibit photon energy dependent values of f (D) can be considerably compromised. It was therefore decided to compare the values of ηtheory and ηexperiment in a
material which does not exhibit supralinearity and the effects of photon energy are
apparently low, such as LiF:Mg,Cu,P. This work was carried out in collaboration with
Bilski et al. [1997, 1994]; Olko et al. [2006] who had previously experimentally measured f (D) using
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Chapter 4
Introduction to Thermoluminescence and
Thermoluminescent Materials

4.1

Luminescence

Luminescence is defined as the emission of light from a material following the absorption of energy. According to Stokes’ Law, the emitted light is of a longer wavelength
than the incident radiation [Nicholls and Merritt, 1912]. The wavelength of the light
is characteristic of the luminescent substance, not the incident radiation.
The various types of luminescence are named after the radiation that leads to
luminescence. They were described by McKeever [1985] and are summarised below:
Photoluminescence excitation by optical or ultra-violet light
Radioluminescence nuclear radiations, i.e., γ-rays, β-particles, x-rays, etc.
Cathodoluminescence electron beam
In addition to excitation by radiation, luminescence can also be generated from
other types of energy:
Chemiluminescence chemical energy
Triboluminescence mechanical energy
37
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Electroluminescence electrical energy
Bioluminescence biochemical energy
Sonoluminescence sound waves
The process of luminescence can be subclassified into fluorescence and phosphorescence, depending on the characteristic time (τc ) for light emission to occur following
energy absorption. Phosphorescence is hence characterised by a delay between energy
absorption and light emission. Phosphorescence also continues for some time after the
excitation has been removed.

4.2
4.2.1

Basic Concepts of Thermoluminescence
Definition

Thermoluminescence (TL) is the thermally stimulated emission of photons by an insulator or semiconductor material following previous absorption of radiation energy.
Thermoluminescence falls into the category of long-period phosphorescence, with a τc
in the range of minutes - 4.6 × 109 years [McKeever, 1985].

4.2.2

Thermoluminescent Materials

Thermoluminescence in materials is a widespread phenomenon. Of the thousands of
known natural minerals, over two thirds are known to exhibit thermoluminescence
[Horowitz, 1984]. Thermoluminescent properties of materials can be enhanced by
introducing impurities. A list of some common thermoluminescent materials is given
below.
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Fluorides
LiF:Mg,Ti
LiF:Mg,Cu,P
CaF2 :Mn
CaF2 :Dy
CaF2 :Tm
Natural CaF2
Oxides
α-Al2 O3 :C
α-Al2 O3 :Mg,Y
Al2 O3 :Si,Ti
Al2 O3 :Cr
Al2 O3 :Cr,Ni
Al2 O3 :Na,Ti
BeO
MgO
Sulphates and Borates
CaSO4 :Dy
CaSO4 :Tm
Li2 B4 O7 :Mn
Li2 B4 O7 :Cu
MgB4 O7 :Dy
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MgB4 O7 :Tm
The lithium fluoride based materials, LiF:Mg,Ti and LiF:Mg,Cu,P will be the focus
for the remainder of this chapter. Detailed descriptions of the other TL materials
mentioned are given by McKeever et al. [1995]. It should be noted that the TL and
dosimetric characteristics of LiF based materials can vary considerably due to isotopic
and both the intended and unintended dopant concentrations. For example, TLD-100,
600 and 700 are all LiF:Mg,Ti containing differing amounts of the 6 Li isotope. TLD100 contains mostly 7 Li and a small amount of 6 Li, whereas TLD-700 is enriched in
7

Li and TLD-600 is enriched in 6 Li. 6 Li is used for the absorption of neutrons.

4.2.3

Brief Overview of Energy Band Structures in Semiconductors

In an inorganic perfect crystal lattice the atomic electric energy levels split and broaden
into a series of “allowed” energy bands separated by “forbidden” energy bands. The
lowest energy bands, corresponding to the lowest energy levels of the atoms in the
lattice, are filled with electrons that are bound to the individual atoms. The highest
filled band is called the valence band. The lowest band in which there are unoccupied
states is the conduction band. In semiconductors, the valence and conduction bands
are typically separated by several electron volts.
Electrons can be excited from the valence band into the conduction band leaving
a vacancy, or hole, in the valence band. The electron and hole can then move independently in their respective bands. The presence of structural defects or impurities
within the crystal lattice gives rise to discrete local energy levels within the forbidden
energy band, making it possible for electrons to possess energies which are forbidden
in the perfect crystal. These discrete energy levels create “traps” for electrons or holes,
forming the mechanism for energy storage in thermoluminescent materials.
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Energy Absorption and Storage in TL Materials

When a TL material is exposed to ionising radiation, some of the liberated charge
carriers (electrons or holes) become trapped at defects in the crystal lattice. The
energy of the trapped charge carrier is intermediate between the top of the valence
band and bottom of the conduction band. Crystal defects which serve as the trapping
centres are varied and may be divided into three categories: (1) thermal or intrinsic
defects, (2) extrinsic defects or substitutional impurities, and (3) radiation-induced
defects. For thermal or intrinsic defects, the number of defects is determined by the
temperature of the crystal. This is in contrast to extrinsic defects, which are lattice
distortions due to the incorporation of impurities into the lattice. The TL trapping
properties of many materials are connected with the introduction of impurity ions into
the crystal lattice. The important point defects are Frenkel defects – i.e., interstitial
molecules, atoms and ions (which are normally located on the lattice sites) along with
the corresponding vacancies – and Schottky defects – i.e., lattice vacancies caused by
the diffusion of the host ions to the surface of the crystal [McKeever, 1985]. Point
defects may also result from radiation induced damage to the lattice. A radiation
induced defect is any non-equilibrium electronic or atomic species which exists in
the material after irradiation, but was not present beforehand. Atoms may also be
energetically displaced from their normal lattice sites by the energy absorbed from the
incident radiation. The interstital atom and its vacancy are radiation induced defects.
The most common radiation induced defect in alkali halides is the F centre (after the
German word for colour centre “Farbzentrum”). An F centre is a trapped electron
at a halogen ion vacancy which roughly resembles a hydrogen atom. Like a hydrogen
atom the F centre has discrete allowed energy and the absorption of photon energy can
raise the trapped electron from the ground state into an excited state. A sufficiently
energetic photon can remove the electron from the trap altogether [Horowitz, 1984].
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Conduction band edge

Fermi level
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Valence band edge

Figure 4.1: Representation of the process of charge trapping following energy absorption. Localised energy states above the Fermi level are empty of electrons at
equilibrium, whereas states below the Fermi level are full. After charge trapping a
metastable condition exists in which some states above the Fermi level are occupied
and some previoulsy occupied states are empty. Reproduced from [McKeever et al.,
1995].
At equilibrium (before irradiation), the localised electronic energy levels above the
Fermi level are unoccupied, as is the conduction band. Electrons occupying states
within the valence band do not have sufficient energy to overcome their potential
barriers. Irradiation of the material results in electronic excitation, producing electronhole pairs and excitons. These electronic entities have wave functions which are not
localised at any particular lattice site, and as a result, energy migration occurs after
absorption. Stabilisation of the absorbed energy therefore requires a mechanism for
localisation of these electronic entities at lattice sites. For free electrons and holes,
localisation occurs via the process of charge trapping in metastable states provided by
the localised energy levels created by defects, illustrated in Figure 4.1. Such defects
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with a trapped charge carrier of either sign are trapping centres (TCs). In this way, the
absorbed radiation energy is stored in the sample. Each charge may undergo several
trapping and detrapping cycles before being stabilised at a centre.
Excitons are short-lived electron-hole pairs which are bound by their Coulombic
field, but are able to migrate through the lattice before annihilation occurs. Localisation of these entities may occur before annihilation, however, the possibility of
recombination makes the configuration unstable. Electronic excitation, in the form
of an exciton, is transferred directly to the lattice, resulting in the formation of an
interstitial atom and a vacancy with a trapped electron. Recombination generally occurs rapidly at all but the lowest temperatures, but these defects can be stabilised by
impurities and other imperfections.
Since lattice disorder which exists in conditions of equilibrium enhances the energy storage in the material by providing localised trapping states or by stabilising
interstitial atoms and vacancies, it is not surprising that the most sensitive TL materials are those which are intentionally impure, eg., LiF:Mg,Ti, LiF:Mg,Cu,P, Al2 O3 :C,
CaSO4 :Dy and others. However, more defects does not necessarily mean more TL.
Non-radiative sites and competitive centres can decrease the thermoluminescence yield.

4.2.5

Energy Release: Thermoluminescence

Trapped charge carriers may remain trapped at crystal imperfection sites for long
periods of time at room temperature. Release of the charge carriers from the trapping
centres is stimulated by heating the sample. A certain fraction of the released charge
carriers may recombine with oppositely charged carriers accompanied by the emission
of light. This process is illustrated in Figure 4.2. Energy can also be released by
the recombination of vacancy-interstitial pairs. In both cases, electrons undergo deexcitation from metastable excited states to the ground state, restoring equilibrium.
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Conduction band edge
Shallow
trap

E
Active trap
Deep electron
trap

Fermi level

Deep hole trap
Valence band edge
Figure 4.2: Model of the thermally stimulated release of trapped electrons from localised states at energy Ec −E (Ec is the conduction band edge). The released electrons
may be retrapped or may recombine with trapped holes. If the recombination is radiative, the emission of a TL photon results. Radiative electron-hole recombination
occurs at deep hole traps. Reproduced from [McKeever et al., 1995].
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In Figure 4.2, it is assumed that the thermally liberated charges are electrons.
However, it is just as likely that holes are thermally liberated.
During heating, there are a number of processes that the liberated charges can
take part in. The processes of primary importance to TL were described by Horowitz
[1984] and are summarised below.
Radiationless recombination. A fraction of the charge carriers liberated during
the heating process may recombine without the emission of light in a process
known as radiationless recombination. The fraction of charges undergoing this
process varies between zero and unity and depends on factors including, but not
limited to, the type of crystal imperfections, temperature and irradiation history.
The sites at which radiationless recombination occur are known as competitive
centres (CCs).
Luminescent recombination. Charge carriers become trapped in one of the higher
excited states of the centre followed by a transition to the ground state with the
emission of light. Usually the transition energy is limited to a relatively narrow
region and the photons are restricted to a narrow wavelength region. Once the
charge carrier has entered the ground state electron-hole recombination occurs
almost instantaneously.
Transition-emission luminescence. The centre at which this process occurs does
not usually function as a trapping centre. The charge carrier is only momentarily
trapped in one of the excited states of the centre, and carries out a transition
to a lower excited state with the emission of a TL photon. When the charge
carrier is released it migrates through the conduction band of the crystal until
it undergoes recombination or is trapped in a more stable manner. Often a
charge carrier trapped at a luminescent centre (LC) is released thermally during
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read-out so that the centre may serve both as an emission centre and a trapping
centre.
Charge carriers liberated from traps into the conduction band may also be retrapped at defect sites, or fall back to the valence band where they may recombine either radiatively or non-radiatively. Direct radiative electron-hole recombination across
the band gap results in a photon with energy greater or equal to the energy gap, so
there is a high probability of self-absorption, however, this process is unlikely [Pilkuhn,
1976].
Recombination which involves excitation to delocalised bands is known as “delocalised” recombination, such as recombination in the conduction or valence bands. If
there is a strong spatial association between a trap and a recombination site, there can
be a transfer of charge between these sites via localised states, i.e., states which are
neither in the conduction or valence band. This results in “localised” or “geminate”
recombination. Geminate recombination is less subject to competitive processes than
delocalised recombination.

4.2.6

Thermoluminescence Dosimetry

The total quantity of light emitted during the heating stage is related to the absorbed
dose in the material, where dose is defined as the energy absorbed per unit mass
in the material. This characteristic allows for thermoluminescence dosimetry. The
heating process usually empties all the traps so in theory, the crystals may be reused
indefinitely. In practice, however, specific annealing procedures are often required
to restore the crystal to it’s “virgin” state. The TL efficiency is thus a function of
the irradiation and annealing history of the crystal. To maintain optimal precision,
recalibration may be required for reuse of the crystal.
Some common application areas are listed below.
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Personnel dosimetry monitoring the radiation dose to personnel during routine occupational exposure, e.g., reactor workers, clinical radiotherapy technicians and
personnel on nuclear powered vessels;
Environmental dosimetry monitoring radiation from the release of gaseous radionuclides from nuclear power stations;
Clinical dosimetry measuring the dose delivered to critical internal organs of a patient during clinical exposures;
High dose dosimetry monitoring high dose radiation (102 Gy - 106 Gy) in nuclear
reactors, or during food sterilisation and materials testing.
Materials used for dosimetry purposes are called thermoluminescent dosimeters, or
TLDs.

4.3
4.3.1

TL Instrumentation
TLD Reader

The heating, and hence thermoluminescence processes are performed within a TLD
reader, which measures the light output as a function of the sample temperature. A
TLD reader consists of a sample holder on which the TLD chip is placed and heated, an
optical system to focus the emitted light on the photocathode of the photomultiplier,
and an electronics system which converts the charge output from the photomultiplier
into a digitised signal proportional to the total charge. A schematic diagram illustrating the components of a TLD reader is shown in Figure 4.3. The TLD is heated from
ambient temperature to a temperature of a few hundred ℃, usually by a linear heating
ramp which can take from several seconds to several minutes to heat the sample to
the maximum required temperature.
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Figure 4.3: Schematic diagram of a TLD reader for glow curve read-out. Adapted
from Horowitz [1984].
The read-out procedure usually consists of three pre-programmed stages:
1. A linear ramp to an intermediate temperature to remove low temperature peaks.
This procedure is known as a low temperature, or post-irradiation anneal.
2. An additional heating stage in which the sample is raised in temperature to a
predetermined maximum temperature. In this stage, the TL signal intensity is
recorded as a function of temperature.
3. A post-read-out annealing stage at a constant temperature designed to remove
residual signals and to restore the TLD to its original pre-irradiation condition.
This step is also known as pre-irradiation annealing.
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Steps (1) and (3) can also occur in annealing ovens, which will be described further
in the following section.
The most common method of heating is controlled planchet heating. The planchet
is a thin platinum tray of low thermal capacity. Platinum is chosen due to its high light
reflecting properties, low impedance and low thermal inertia [Chen and McKeever,
1997]. The heating power is provided by a low voltage-high current transformer. The
planchet may be heated indirectly, but often, and in the case of the planchet used in
this study, the planchet acts as the heating element itself. The planchet is connected
across the secondary winding of the transformer, closing the circuit with approximately
10 mΩ of resistance. The planchet is assembled in a drawer which can be pulled
out/pushed in for TLD unloading and loading. The temperature of the planchet is
controlled by varying the generating voltage. A thermocouple may be used to give a
negative-feedback signal to the voltage control unit; however, good thermal contact
between the thermocouple junction and heater element is required to ensure reliable
heating. This can be achieved by welding the thermocouple to the planchet, which
makes the planchet less easily interchangeable. Simple mechanical contact between
the thermocouple and planchet gives unreliable thermal contact. This is overcome
by using an indirect heating method or infra-red sensors mounted underneath the
planchet in place of the thermocouples.
Figure 4.4 summarises the various stages of annealing, storage, irradiation and readout. The annealing treatment, which is described in detail in the following section, is
followed by cooling at some rate, which is denoted by α in Figure 4.4 [Bos et al., 1992].
Following annealing treatment, there is a stage of storage at a certain temperature and
irradiation to some absorbed dose level. A post-irradiation anneal may be applied to
remove the low temperature peaks which are subject to thermal fading. The readout procedure involves heating, which may be linear or non-linear, but is depicted in
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Figure 4.4 as linear with rate β. Linear heating is illustrated in Figure 4.5.

Figure 4.4: A schematic overview of the different stages in the process of thermoluminescence, including annealing, storage, irradiation and read-out [Bos et al., 1992].
Linear heating permits glow curve analysis where the light output is easily related
to time, allowing the various peaks to be associated with temperature. The linear
temperature ramp is often followed by an annealing plateau at constant temperature, of
which the height and duration can be set on the reader panel. Response measurements
can be achieved by selecting a distinct temperature or time interval for integration of
the TL signal. For large-scale routine measurements, non-linear and very rapid heating
is used as it is less time-consuming. This has the disadvantage that glow peaks tend
to merge into one another, making deconvolution of the glow curve into component
glow peaks difficult if not impossible.
The TL signal can be contaminated by non-radiation induced signals due to excitation of impurities at the surface layer resulting from oxidation (chemiluminescence) or
luminescence resulting from surface scratches or breaks (triboluminescence). Chemiluminescence is suppressed by heating the TLD within a flow of an inert gas, such as
nitrogen gas. Triboluminescence is minimised by avoiding damage to the surface of
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Figure 4.5: Linear heating. The temperature, or time interval, during which the light
output is measured can be varied. (I) temperature, (II) light output. Reproduced
from Oberhofer and Scharman [1981].
the TLDs, which can be achieved by handling TLDs with vacuum tweezers.
The purpose of the light detection system is to convert the emitted TL light into
an electrical signal which can be recorded. Lenses and/or mirrors are used to focus
the emitted light onto the photocathode. The light which reaches the photocathode is
then amplified using a photomultiplier tube (PMT). The PMT is chosen for optimal
cathode sensitivity, matching the wavelength of light emitted by the TLD being read
out. For example, LiF emits light in the blue-green region of the spectrum, so an S-11
bialkalide photocathode is convenient as it is sensitive in this region. A low sensitivity
to other wavelengths, including infra-red, is also preferred since at high temperatures
the planchet emits in the infra-red. Optical filters may also be applied to prevent
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infra-red radiation from reaching the visible light detector.

4.3.2

Annealing

As mentioned in Section 4.3.1, TLDs are subject to two annealing procedures, the
pre- and post-irradiation anneals. The pre-irradiation anneal is intended to restore
or standardise the TLD characteristics by erasing accumulated radiation damage and
dispersing the impurity ions to their original configurations [Horowitz, 1990]. A common annealing procedure of LiF:Mg,Ti is to heat the material to 400℃ for one hour
in an annealing oven. This annealing procedure was first suggested in the literature
by Cameron et al. [1964] and Zimmerman et al. [1966]. A lower temperature (80℃, 24
hours) pre-irradiation anneal is applied subsequent to the high temperature anneal and
is intended to eliminate or minimise the lower temperature peaks in order to minimise
post-irradiation fading (reduction of the TL signal due to the liberation of trapped
charge carriers at ambient temperatures). The purpose of the post-irradiation anneal
is similar to that of the low temperature pre-irradiation anneal: to remove the low
temperature peaks and hence minimise fading. The post-irradiation anneals are less
important if computerised glow curve deconvolution is used for the signal analysis.

4.4

Physical Properties of LiF:Mg,Ti and
LiF:Mg,Cu,P

Lithium fluoride is a common host material for thermoluminescent detectors. LiF
consists of two interpenetrating face-centred cubic lattices, one for Li+ and one for
F− ions as shown in Figure 4.6. Each Li+ ion located in the centre of a cube is
surrounded by six nearest F− ions and each F− ion is similarly surrounded by Li+
ions. The ions are closely packed with a lattice constant of 0.4 nm. Thermodynamic
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defects consist of Schottky defects (pairs of Li and F vacancies) and Frenkel defects
(Li+ or F− vacancy-interstitial pairs), with the latter only becoming important at high
temperatures [Horowitz, 2006a].

Figure 4.6: The crystal structure of LiF, showing the two interpenetrating FCC lattices, one for Li+ ions and one for F− ions [McKeever et al., 1995].
Dopants are introduced to create defects that form the trapping and luminescence centres. The dopants and their typical concentrations of both LiF:Mg,Ti and
LiF:Mg,Cu,P are given in Table 4.1.
Table 4.1: Ranges of dopant concentrations typically reported for LiF:Mg,Ti and
LiF:Mg,Cu,P [Bilski, 2002].
LiF:Mg,Ti
LiF:Mg,Cu,P
Mg 0.01
Mg 0.2%
Ti 10 - 15 ppm P 1 - 4%
Cu 0.02 - 0.05%
The defect structures of LiF:Mg,Ti and LiF:Mg,Cu,P will be detailed below.
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Defect Structures in LiF:Mg,Ti

In LiF:Mg,Ti, Mg2+ substitutes Li+ with charge neutrality being preserved by the
presence of excess Li+ vacancies. This results in impurity vacancy pairs (Mg-Livac ) or
dipoles which in turn form clusters to minimise the crystal’s free energy. These dipoles
and their clusters are considered to be the defects responsible for trapping centres. The
most important clusters are trimers which consist of three dipoles. Mg-Livac trimers
have been identified as the trapping complexes responsible for the main dosimetric peak
(peak 5) of LiF:Mg,Ti [McKeever and Horowitz, 1990]. High temperature annealing
and cooling following the heating of the material results in most of the Mg forming
trimers or Mg precipitates. These solid state reactions have been summarised by
Horowitz [2006a] as

Free Mg2+ + Li−
vac ⇐⇒ dipoles ⇐⇒ trimers ⇐⇒ precipitates

(4.1)

Equation 4.1 only describes the fundamental processes. Defect equilibria are actually considered more complex since more than one species of cluster exist – including
several species of trimer – and Ti and OH which can form complexes with the Mg
defects. Fast cooling after the high temperature pre-irradation anneal emphasises
products on the left and slow cooling emphasises the products on the right.
Ti is substituted for Li+ as Ti3+ or Ti4+ . Charge compensation takes place by
several methods, among them the formation of Ti4+ (O2− )3 and Ti(OH)n complexes
and formations of OH− ions which cluster with Mg to form Mg(OH)m complexes.
Such complexes reduce the TL emission from LiF:Mg,Ti probably by the formation
of centres which compete with the TL related centres. Thus, (OH)− plays a conflicting role, producing complexes for luminescence (Ti(OH)n ) and competing complexes
(Mg(OH)m ). The optimum concentrations of Mg and Ti for maximum TL sensitivity thus depend on the OH− concentration. The defect structures in LiF:Mg,Ti are
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illustrated in Figure 4.7

Figure 4.7: The crystal structure of LiF:Mg,Ti illustrating the Mg-Livac trimer responsible for peak 5. Li+ ions are represented by the purple circles and F− ions are
represented by the green circles.
Irradiation of LiF:Mg,Ti induces several radiation-induced centres, most of them
associated with the ones present in thermodynamic equilibrium.
The electron trapping centres (TCs) and hole trapping recombination luminescence centres (LCs) responsible for the major dosimetric glow peaks in LiF:Mg,Ti
are hypothesised to be spatially correlated, i.e., loosely coupled together by a longrange interaction into a TC/LC molecular complex. This concept is later discussed in
Section 4.5.3.

4.4.2

The Role of Impurities in LiF:Mg,Cu,P

The most fundamental similarity between LiF:Mg,Ti and LiF:Mg,Cu,P is that both
are based on LiF with Mg defects, however, the concentration of Mg in LiF:Mg,Cu,P is
usually about an order of magnitude higher than that in LiF:Mg,Ti [Bilski, 2002]. As
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discussed previously, the dipoles and clusters of dipoles formed by Mg2+ ions and Li+
vacancies are considered to be responsible for trapping centres. P, like Ti, is assumed
to act as a luminescence activator, but is also believed to be involved in the trapping
process [Bilski, 2002]. The role of Cu is less clear, but the most likely hypothesis is that
it plays an indirect role in mechanisms leading to TL emission. This role is certainly
connected with Mg, and the presence of Cu is perhaps necessary to prevent higherorder clustering of Mg-based defects at high concentrations of Mg. Waligorski et al.
[1993] found that the concentration of Cu affects the characteristic radiosensitivity to
dose of γ-rays.

4.5
4.5.1

TL Glow Curve Structure and Analysis
Kinetics of Thermoluminescence

Following ionising irradiation, a fraction of the released electrons and holes reach
metastable states, which can serve as trapping centres and/or luminescence recombination centres. Thermoluminescence in LiF:Mg,Ti is a very inefficient process; only
approximately 0.03–0.04% [Bos, 2001] of the absorbed energy from the radiation field
is converted to TL photons. The remaining energy goes to competitive processes both
in the irradiation and recombination stage. Upon heating, electrons and holes are
thermally released and have a certain probability of recombining with the opposite
charge carrier resulting in light emission. Thermoluminescence is an extremely complex process, for example, in LiF:Mg,Ti, there are over 12 glow peaks between room
temperature and 400℃, all corresponding to distinct trapping centres, and at least
five emission bands, corresponding to different luminescent transitions. All of these
TCs and LCs can and do compete for charge carriers in the irradiation, trapping
and recombination stages. The most simple kinetic model of thermoluminescence, the
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Randall-Wilkins Model, assumes that there is only a single defect, or trap, level within
the forbidden energy gap. A thermally stimulated electron from the trap is assumed to
have a negligible probability of becoming re-trapped and migrates to the luminescence
centre. Kinetic models which do not allow re-trapping are first-order kinetic models.
First order kinetic models are based on the following assumptions:
1. The electrons in the trap have a Maxwellian distribution of thermal energies;
hence, the probability p of an electron escaping from a trap of depth E at a
temperature T is given by the Arrhenius equation;



E
p = S exp −
kB T

(4.2)

2. Once electrons have been released from the trap into the conduction band, the
probability of retrapping is negligible, thus the rate of detrapping is given by



E
dn
= −nS exp −
dt
kB T

(4.3)

where n is the trap charge concentration. The n trapped charge carriers vibrate back and forth within the potential well with frequency S. The number of
trapped charge carriers multiplied by the probability of escape (Eq. 4.2) gives
the probability that a charge carrier will escape each time it approaches the
potential barrier.
3. All or a constant fraction of the released charges find their way to luminescent
recombination centres.
4. The lifetime of the electrons in the conduction band is short, i.e., there is no
accumulation of charge in the conduction band.
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5. The luminescence efficiency of the recombination centres is temperature independent.
6. The trap and recombination centre total concentrations are independent of temperature
Based on the above assumptions, the TL intensity, I(t), is proportional to the rate
of supply of electrons to the luminescent centres:


dn
E
I = −c
= cnS exp −
dt
kB T

(4.4)

where c is a constant.
If a linear heating rate, T = T0 + βT , is assumed, the trapped charge population
(solution of Eq. 4.4) is given by

 Z T 

 

S
E
E
exp −
exp −
dT
n = n0 exp −
kB T
β
kB T
0

(4.5)

where n0 is the number of charge carriers initially trapped. Equations 4.4 and 4.5 then
give

I = n0 S exp

E
kB T



 Z
exp −

T

T0


 
 
E
s
exp −
dT
β
kB T

(4.6)

For temperatures only slightly greater than T0 , the temperature dependence of I(T )
is dominated by the first exponential function of Equation 4.6 since it rapidly increases
with temperature whilst the second exponential function decreases with increasing
temperature. At higher temperatures, the second function decreases very rapidly,
and at a certain temperature, the behaviour of the two exponential functions cancels
out. The maximum intensity of the peak occurs at this point. The temperature at
which this occurs is referred to in the literature as Tmax or Tm . For temperatures
above Tmax , the decrease in the second exponential function is more rapid than the
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Figure 4.8: Formation of a thermoluminescence peak. T∗ denotes the temperature at
the peak maximum. Reproduced from [Aitken, 1985].
increase in the first and the product function decreases until the traps are completely
depopulated. This accounts for the end of the peak. Peaks based on first-order kinetics
are asymmetric as the decrease at temperatures above Tmax is faster than the increase
at low temperatures. This behaviour is depicted in Figure 4.8. Figure 4.9 exemplifies
the asymmetric nature of peaks based on first-order kinetics and illustrates how the
shape of the glow curve varies with the frequency factor, S. Changing the initial
concentration, n0 does not change the shape of the glow peak since varying n0 alters
the intensity at each temperature in the same proportion. A result of this is that Tmax
is independent of n0 . This is unique to first-order kinetics and is not true for other
kinetic possibilities. In-depth reviews of thermoluminescence kinetics have been given
by Horowitz et al. [1999b] and Chen and McKeever [1997].
To summarise, the plot of luminescence intensity (Equation 4.6) as a function of
temperature of the TL crystal being heated, or read-out temperature, gives rise to a
number of glow peaks which make up the thermoluminescence glow curve. Assuming
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Figure 4.9: TL peaks calculated using the Randall-Wilkins first order kinetic theory.
E is equal to 1.1 eV and S varies between 1010 s−1 and 1013 s−1 : (a) 1013 s−1 , (b) 1012 s−1 ,
(c) 1011 s−1 and (d) 1010 s−1 . Note the asymmetric shape of the glow peaks and the
increasing width and shift to higher temperaturs as S decreases [Horowitz and Yossian,
1995].
first-order kinetics, the glow curve is controlled purely by the release of charge carriers
from the trap and is not dependent on the properties of the luminescent centres. The
area under each curve is proportional to n0 , and hence is proportional to the absorbed
dose. For each kind of trap, the glow curve is characterised by the temperature of
maximum light emission, T , the activation energy, E and the frequency factor, S.

4.5.2

The LiF:Mg,Ti and LiF:Mg,Cu,P Glow Curves

The glow curves of LiF:Mg,Ti and LiF:Mg,Cu,P both consist of a number of overlapping glow peaks as shown in Figure 4.10.
The main peak of LiF:Mg,Ti, composite peak 5, consists of three overlapping glow
peaks: the main dosimetric peak 5 (at approximately 205-210◦ C), and two satellites,
peak 5a occurring approximately 12◦ C lower than peak 5 and peak 5b at approximately
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Figure 4.10: Glow curves of (a) LiF:Mg,Ti irradiated by 100 keV x-rays to a dose level
of 500 Gy [Livingstone et al., 2010] and (b) LiF:Mg,Cu,P irradiated by 60 Co γ-rays to
a dose level of 5000 Gy (reproduced from [Horowitz et al., 2012]).
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10◦ C higher when a heating rate of 1℃s−1 is employed. Composite peak 5 is followed by
a series of peaks numbered 6-13 which appear at higher temperatures up to 450◦ C and
are referred to as high temperature thermoluminescence (HTTL). The low temperature
shoulder of composite peak 5 is due to a peak labelled “peak 4” and is believed to
arise from a hole trapping centre. There are also several low temperature peaks in
the temperature range 50-150◦ C numbered 1-3 which are usually removed in the lowtemperature post-irradiation procedure as they are subject to fading. There are also
a number of peaks which occur below room temperature which may be observed if
the sample is irradiated at liquid nitrogen temperature and the thermoluminescence
emission is observed while the sample is heated and allowed to reach room temperature.
These low temperature peaks are numbered 0, -1, -2. -3, -4, etc. It should be noted
that the maximum temperature of the various glow peaks is strongly dependent on
the heating rate [Bos et al., 1992].
The main dosimetric peak of LiF:Mg,Cu,P, peak 4, occurs at approximately 210◦ C.
The rest of the glow curve consists of a low temperature part in the range of approximately 70-160◦ C (peaks 1, 2 and 3). Peaks 4 and 5 are possibly each composed of two
overlapping peaks.
The characteristics of the glow curves are dependent on factors such as the pre- and
post-irradiation annealing schemes, the radiation and annealing histories, the energy
and species of particles in the radiation field, the spectral wavelength over which the
data is recorded, the manufacturer and batch of the sample, as well as the heating and
cooling rates of the sample.

4.5.3

The Trapping Structure of Composite Peak 5 of LiF:Mg,Ti

Peak 5 of LiF:Mg,Ti has been an intensely studied peak due to its dosimetric importance. It was first unambiguously demonstrated to be composed of three peaks
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by Tm − Tstop glow curve studies following high ionisation density He ion irradiation
[Horowitz et al., 1999b]. Tm -Tstop analysis is a method of peak resolution which begins
by heating a previously irradiated sample at a linear rate to a temperature high enough
to read-out almost the entire glow curve. The sample is then cooled to room temperature and reheated at the same linear heating rate to record all the remaining glow
curve consisting of the residual intensity of the highest temperature glow peak. The
residual glow curve is then deconvolved with the required number of glow peaks. At
the beginning of the procedure (highest value of Tstop ) only one glow peak is required.
As Tstop is decreased more glow peaks are required. The deconvolution procedure of
the residual glow curve yields the maximum temperature of the glow peaks as well as
the activation energy associated with each glow peak. The entire process is repeated
on a newly irradiated sample using a slightly lower value of Tstop . A plot of Tm against
Tstop is recorded following deconvolution of all the residual glow curves which results in
a ‘staircase’ shaped pattern, as observed in Figure 4.11 where each region corresponds
to an individual peak. Information about the number of glow peaks, their maximum
temperature and activation energy is also obtained from this analysis. Figure 4.11
shows the results of Tm − Tstop analyses of LiF:Mg,Ti following γ and α-particle irradiation and reveals the presence of additional glow peaks following α-irradation. The
most interesting of these is peak 5a, sandwiched between peaks 4 and 5.
Horowitz and Yossian [1995] have shown that all the peaks of LiF:Mg,Ti, including
peak 5, can be described using first order kinetics, i.e., that thermally released charge
carriers migrate directly to recombination centres without any immediate retrapping.
Due to the very large number of different trapping centres, this may suggest that
the trapping centre/luminescence centre responsible for peak 5 is an aggregate, or
complex, so that migration following the thermal release of charge carriers occurs
within the confines of the complex. Horowitz et al. [1998] suggested a model where
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measurements related the 380 nm band to peak 2. It was noted earlier that peak 2 is
related to Mg-Livac dipoles, however, Taylor and Lilley [1982a] showed that peak 2 was
only indirectly related to dipoles as the TL signal could be seen to increase with decreasing concentration of the dipole concentration, which occurs as the amount of Mg
in precipitates is growing. This was interpreted [Taylor and Lilley, 1982b] as evidence
for the close spatial correlation between Mg-defects and Ti-defects. As previously discussed, Ti-defects have been associated with luminescence, so it is inferred that Mg is
associated with trapping. The aggregate responsible for peak 4 and composite peak 5
is the spatially correlated trapping centre/luminescence centre (TC/LC) complex.
The kinetic mechanisms of composite peak 5 include three different types of recombinations:
1. Direct geminate recombination between the locally trapped electron-hole pair.
2. The release of an electron from the electron-hole occupied complex into the
conduction band.
3. Release of an electron from an electron-only occupied complex.
The different recombination mechanisms within the spatially correlated TC/LC
complex have an important role in dose response linearity/supralinearity. Localised
recombination of a trapped electron-hole pair within a spatially correlated TC/LC
eliminates the conduction band from the recombination process and greatly reduces
the role of competitive mechanisms. Localised, or geminate, recombination is the process responsible for linear dose response, such as the low dose response of composite
peak 5. TL dose response is defined in Section 4.6.1. Peak 5a has a linear dose response resulting from geminate recombination of a locally trapped electron-hole pair.
Peak 5 results from recombination via electron diffusion in the conduction band following thermal release of a singly-trapped electron in the TC/LC structure [Weizmann
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et al., 1999] and peak 5b may arise from a singly-trapped electron thermally released
from a TC which is not spatially correlated with an LC. Peak 4 is speculated to arise
from a singly-trapped hole in the TC/LC structure, which is supported by a study
showing that peak 4, unlike peak 5, is not strongly repopulated via phototransferred
thermoluminescence [Delgado et al., 1993]. This hypothesis is supported by sensitisation studies [Horowitz et al., 1998] showing that the intensity of peak 4 decreases
with increasing dose, contrary to the behaviour of peak 5. A natural explanation for
this behaviour is that peak 4 is a hole-trap: as the dose increases, peak 5 competitors
(electron traps) fill and become less effective, leading to the increase in the intensity of
peak 5. However, the filled electron traps transform into hole traps due to the change
in the charge state and become effective competitors for peak 4, leading to a decreased
sensitivity of peak 4 as a function of dose.
Even further evidence for the trapping configurations postulated for peaks 4 and
5 was given by an optical bleaching study [Horowitz et al., 2002]. Illumination of an
LiF:Mg,Ti sample with 310 nm light causes peak 5 to decrease in intensity whilst the
intensity of peak 4 is simultaneously increased. The most likely explanation is that
electrons are optically ionised from the TC/LC complex occupied by an electron-hole
pair (associated with glow peak 5a), leaving behind a hole only in the TC/LC complex,
which is the trapping configuration responsible for peak 4.
The postulate that peak 5 arises from two possible trapping configurations is necessary to explain the dependence of the dose response supralinearity on ionisation
density. As indicated in Figure 4.11, peak 5a is not readily observed following γ irradiation as it is following α irradiation. This is due to its low intensity relative to
peak 5. Following α-irradiation, the trapping structure responsible for peak 5a is preferentially populated due to the higher ionisation density of α-particles compared to
γ-rays leading to an increased probability of simultaneous population of the spatially
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correlated LC/LC complex by an electron-hole pair.

4.5.4

High Temperature Thermoluminescence in LiF:Mg,Ti

The glow peaks appearing at temperatures above that of peak 5 of LiF:Mg,Ti are
usually referred to as high temperature thermoluminescence (HTTL). The main glow
peaks in the HTTL region are peaks 7 and 8, which appear at temperatures of approximately 280◦ C and 300-310◦ C respectively. The relative intensity of the HTTL depends
on a great number of factors, but the most important factor is ionisation density. The
intensity of the HTTL relative to peak 5 (referred to as the high temperature ratio,
HTR), is greatly increased at high ionisation density. This suggests a potential for use
in mixed-field radiation dosimetry, for example in complex space radiation fields and
on board aircraft where approximately half the dose arises from fast neutrons [Schoner
et al., 1999; Yasuda, 2001]. Various authors [Horiuchi and Sato, 1992; Pradhan et al.,
1985] attempted to use the HTR in mixed-field neutron-γ dosimetry. Some investigators have also suggested the use of peak 8 alone in the estimation of ionisation density
[Puchalska and Bilski, 2008]. However, peak 8 of LiF:Mg,Ti has been shown to behave
in an unpredictable manner [Datz et al., 2009; Livingstone et al., 2009].
At low levels of γ or electron dose which are commonly encountered in environmental and/or personnel dosimetry, the HTR is negligible (< 1%). However, in mixed
radiation fields with a neutron or heavy charged particle component of high ionisation
density, such as in clinical radiotherapy or in accident dosimetry, its presence cannot
be ignored, especially in applications such as clinical radiotherapy where high precision is of importance. Care is usually taken to correct for the supralinearity of peak 5,
which begins to occur at a dose level around 1 Gy. At this level of dose, the presence of
the HTTL in the glow curve may affect the dose response of the TL signal at the few
percent level if the HTTL is included. It is therefore likely that careful separation of
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peak 5 from the HTTL using deconvolution techniques would create a more stable and
universal peak 5 dose response. This becomes more important at higher dose levels
since the HTTL greatly increases at high ionisation density.

4.5.5

Computerised Glow Curve Deconvolution

Computerised glow curve deconvolution (CGCD) is a method of decomposing the
glow curve into its component glow peaks. Numerical methods for computing the
glow peaks are carried out by a variety of techniques for solving non-linear differential
equations. CGCD has a number of advantages over alternative methods of glow curve
analysis, including measurement of the peak height or integration of the TL signal
over a defined region of interest (ROI). At low doses, the peak height can suffer from
statistical fluctuations much greater than for an integrated TL signal, and in many
cases may also be influenced by neighbouring or overlapping glow peaks with different
dosimetric characteristics. Integration of the TL signal over an ROI alleviates statistical fluctuations suffered by peak height methods but is still susceptible to errors
resulting from the overlapping of several peaks. Additionally, this method is based
on a subjective choice of the temperature of the valley between two peaks which may
fluctuate between similar glow curves due to instrumental fluctuations. CGCD overcomes these issues and has the potential to deliver the greatest amount of information
out of all the available methods, however, it may not always be practical or necessary
in situations where precision and accuracy are not important requirements.
Deconvolution assumes that the glow curve is a simple sum of the individual and
independent glow peaks, which can only occur under first-order kinetics. For first
order kinetics, the glow curve is a non-linear function of the activation energy, E,
the temperature of the peak, Tmax , and the TL intensity, Imax . More complex models
require more parameters. An iterative procedure is used to determine the best fit of
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these parameters using a χ2 minimisation technique, which is started with an initial
estimate of the unknown parameters. Background subtraction is also important in
order to minimise the minimum measurable dose achievable. A requirement for successful deconvolution of complex glow curves consisting of a number of overlapping
glow peaks is not to allow the program to diverge. For n glow peaks, the number
of unknown parameters is 3n + 3 including a three-parameter background. Previous
knowledge or values obtained from auxiliary experiments should be used to fix as many
of the parameters as possible in order to avoid unphysical results.
Information about the number of peaks, the temperature of maximum intensity,
Tmax , and the activation energy can be deduced from Tm -Tstop measurements [Horowitz
et al., 1999b]. This procedure was described in Section 4.5.3. More accurate estimates
of the peak-shape parameters of peaks 4, 5a and 5 were obtained by Horowitz et al.
[2007] using optical and thermal bleaching to obtain nearly “single-peak” glow curves.
The deconvolution program used in this work was developed at Ben Gurion University of the Negev, Israel, and is based on glow peak shapes using first order kinetics.
It deserves mention that the appropriateness of peak shapes based on purely firstorder kinetics is somewhat problematic in a complex material with many overlapping
glow peaks such as LiF:Mg,Ti [Weizmann et al., 1998]. It is likely, however, that
this approximation does not significantly affect the results of the measurements of
f (D)max and Dmax for the various glow peaks which have associated errors of 20% due
to other factors. This is especially true for low-intensity glow peaks (5a, 5b, 6 and 7a)
sandwiched between their more intense neighbours.
The mathematic models used in computerised glow curve deconvolution are given
by Horowitz et al. [1999b]. This manuscript also outlines thermoluminescence models
based on higher order kinetics.
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Thermoluminescence Dose Response
Definition

The normalised TL dose response for the i th glow peak can be defined in the following
manner.

fi (D) =

Fi (D)/D
Fi (D∗ )/D∗

(4.7)

Here, Fi (D) is the TL intensity of the i th glow peak at dose D, and Fi (D∗ ) is the TL
intensity of the i th peak at a standard or low dose, preferably in the linear response
region (see Figure 4.12).

4.6.2

The Dose Response of LiF:Mg,Ti and LiF:Mg,Cu,P

LiF:Mg,Ti and LiF:Mg,Cu,P exhibit very different dose responses. The dose response
of LiF:Mg,Ti is linear-supralinear-sublinear, as shown in Figures 4.12 and 4.13, whereas
the dose response of LiF:Mg,Cu,P with standard dopant concentrations is linearsublinear, as shown in Figure 4.13.
For peak 5 of LiF:Mg,Ti, there is a strictly linear region of constant TL efficiency,
i.e., f (D) = 1 from the lowest measurable dose levels of approximately 10−6 Gy up to
a dose level of about 1 Gy. Above 1 Gy there is a supralinear region in which f (D)
reaches a maximum value of approximately 3-4 at dose levels in the range 200-400 Gy,
as shown in Figure 4.12. Supralinearity is defined as the region where f (D) > 1. Conversely, the sublinear region is where f (D) < 1. In contrast, LiF:Mg,Cu,P in standard
material does not exhibit supralinearity. The photon-induced TL dose response of the
main dosimetric peaks of LiF:Mg,Ti and LiF:Mg,Cu,P are shown in Figure 4.13.
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Figure 4.13: f (D) of composite peak 5 as a function of photon energy in LiF:Mg,Ti:
(a) 60 Co photons, (b) 50 kVp x-rays, (c) 20 kVp x-rays and (d) f (D) of peak 4 in
LiF:Mg,Cu,P following 60 Co irradiation [Horowitz and Stern, 1990].

4.6.3

The Dependence of Dose Response on Ionisation Density

There are a number of LiF:Mg,Ti TL phenomena that have been related to ionisation
density. These were discussed by Horowitz and Olko [2004] and are summarised below:
1. The linear-supralinear dose response.
2. The dependence of the supralinearity on photon energy with decreasing energy
(i.e. increasing ionisation density) resulting in decreasing supralinearity, shown
in Figure 4.13.
3. The reduced supralinearity for heavy charged particles and neutrons compared
to photons.
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4. An over-response of the relative TL response at photon energies below a few
hundred keV (measured at low dose levels in the linear region of dose response)
relative to the behaviour of mass-energy absorption coefficients as a function of
photon energy [Budd et al., 1979; Liang et al., 2011].
5. A reduced relative TL efficiency of heavy charged particles and neutrons.
A number of models have been developed with the aim of understanding the TL
mechanisms that result in the above mentioned phenomena. These include:
Extended Track Interaction Model [Horowitz et al., 2001a,b; Satinger et al., 2003]
for the calculation of low-energy HCP induced supralinearity.
Defect Interaction Model [McKeever, 1990; Mische and McKeever, 1989] for describing the dose response of isotropically ionising γ-rays and electrons.
Unified Interaction Model [Horowitz, 2001; Horowitz et al., 1998; Nail et al., 2002]
for the calculation of photon/electron-induced supralinearity.
Modified Track Structure Theory [Brandan et al., 2002; Horowitz et al., 2001a;
Kalef-Ezra and Horowitz, 1982] for the calculation of HCP relative TL efficiencies.
Microdosimetric one-hit and two-hit detector models for the calculation of photon energy response [Olko, 2002; Olko et al., 1999, 2002].
The Unified Interaction Model and Modified Track Structure Theory will be described in detail in the following chapters.

Chapter 5
The Unified Interaction Model of Dose
Response

5.1

The Unified Interaction Model

The Unified Interaction Model (UNIM) provides a comprehensive theoretical description of the TL dose response following photon/electron irradiation (low ionisation
density) and the TL fluence response following heavy charged particle (HCP) (high
ionisation density) irradiation. The UNIM postulates the presence of both localised
and delocalised recombination mechanisms which can be demonstrated to lead to the
linear then supralinear behaviour respectively. Prior to the development of the UNIM,
there existed no model which was capable of describing the phenomenon of the dependence of dose response supralinearity on ionisation density or photon energy.
The UNIM is based on radiation absorption and recombination stage mechanisms
and brings together the extended track interaction model for describing the dose response of heavy charged particles (HCPs) and the defect interaction model for describing the dose response of isotropically ionising γ-rays and electrons. The basic
premise of the UNIM is that the linear dose response at low dose arises from geminate
recombination in a localised entity. For γ-rays and electrons, this localised entity is
the coupled/spatially correlated TC and LC. The localised recombination process is
unaffected by conduction-band-mediated competitive processes. The dependence on
74
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dose of the delocalised conduction-band-mediated luminescence recombination gives
rise to the supralinearity. At higher dose levels, the average of the distance distribution
between unoccupied/active neighbouring TC/LC entities decreases, and the luminescence recombination efficiency increases due to the greater probability of charge carrier
migration between neighbouring TC/LC complexes without interception by the CCs.
Additionally, if during irradiation the CCs capture charge of the same sign as the TCs
and are not depopulated before peak 5 traps during glow curve heating (so called deep
traps), their “competitive efficiency” is decreased as the dose level increases since an
occupied CC no longer serves as an active CC for the charge carrier liberated by the
TC. For HCPs, the localised entity is the track of the HCP following irradiation. At
low levels of fluence, electrons escaping from the parent track cannot reach the neighbouring tracks due to the large distances involved and the active/unoccupied CCs in
the unirradiated region between the track’s migration between neighbouring localised
entities. This results in an increased TL efficiency (supralinearity).
In Section 4.5.3, postulates regarding the origin of peak 4 and composite peak 5
were discussed. To summarise, peak 5a arises from geminate recombination between a
locally trapped electron-hole in the TC/LC pair and peak 5 arises from the capture of
an electron only. Peak 5b may be generated by a TC which has captured an electron
and which is not at the other end of the distribution of coupling strengths, i.e., very
weakly or not coupled to an LC at all. Peak 4 on the other hand, is considered
to arise from the same basic TC/LC configuration which has captured a hole only.
Thus, composite peak 5 as well as peak 4 arises from the spatially correlated TC/LC
structure where the strength of the coupling, or distance, between the TC/LC pair
varies from the extreme of strong coupling (highly localised TC/LC) to very weak or
no coupling (independent TCs and LCs).
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Charge Trapping Nature of Defect Centres

Optical absorption (i.e., measurement of the optical density) reveals information concerning the charge trapping nature of the defect centres participating in thermoluminescence. The optical absorption dose response allows measurement of the dose filling
rates of the various centres involved in the radiation absorption stage, providing crucial information about the occupation probabilities of the various centres before the
heating/recombination process. Optical absorption studies by Horowitz et al. [1999a]
have shown that the number density of occupied centres can be obtained by:



n = N 1 − e−βD

(5.1)

where N is the total number density of unoccupied centres at zero dose, D is the dose,
and β is a dose filling constant. The dose filling constants, βT C , βLC and βCC , are
measures of the occupation probabilities of the trapping, luminescence and competitive
centres as a function of dose. The recombination stage competitor of peak 5, which is
an electron trap [Mahajna and Horowitz, 1997; Weizmann et al., 1999], is an empty
electron trap. The number density of active competitors is given by



NCC − nCC = NCC eβCC D

(5.2)

where NCC is the total number of competitive centres and nCC is the number density
of occupied competitive centres.

5.1.2

Mathematical Formulation of the UNIM

The different trapping configurations possible following irradiation are:
1. An electron and hole have been locally trapped with relative probability s,
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2. an electron only has been captured with relative probability (1-s),
3. a hole only has been captured with relative probability (1-s),
4. no electron or hole has been captured.
These trapping configurations are shown in Fig. 5.1.

Figure 5.1: A schematic representation of the UNIM applied to spatially correlated
TC/LC pairs following gamma irradiation. k is the fraction of electrons undergoing
geminate recombination and not subject to competitive processes. The circles labelled
C represent competitive unoccupied electron TCs in the regions between the TCs.
The large blue ovals represent the TC/LC pairs in the four possible configurations
following irradiation [Horowitz, 2006a].
If k is the fraction of electrons that have undergone geminate recombination, then
the fraction of trapped electrons which contribute to the linear region of the dose
response is represented by ks, where s is the fraction of TC/LC complexes which have
simultaneously captured an electron-hole pair. The contribution to the non-linear
(supralinear) region of the dose response is thus represented by the sum of (1 − s) and
(1−k)s, i.e., (1−ks). The behaviour of s with dose and irradiation energy is central to
the explanation of the ionisation density dependence of γ-ray induced supralinearity.
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Liberated charge carriers which are migrating in the conduction band to unoccupied
R

LCs are attenuated by e− λ , where R is the distance between the TC/LC pair and
nearest neighbours and λ is the mean free path of the electrons between the source
TC/LC and nearest neighbours, given by [(NCC − nCC )SCC ]−1 . SCC is the crosssection for capture of a charge carrier by a CC. If we define λ0 = (NCC SCC )−1 , then
from Equation 5.2

λ = λ0 eβCC D

(5.3)

The radius of the trapping TC/LC complex is denoted by r0 , and is also a measure
of the average distance over which geminate recombination may occur. g(rh , Ri ) is a
three-dimensional solid angle factor between two TC/LC pairs, given by

g(rh , R) ≈

SLC
πrh2
≈
2
4πR
4πR2

(5.4)

where SLC = πrh2 is the cross-section for capture of an electron by the LC. Ri is
the distance between neighbouring TC/LC pairs, and rh is the radius of the “holeoccupied” TC/LC pair.
Pi (nLC , Ri )dRi is the i th nearest-neighbour probability distribution function. The
first nearest-neighbour probability distribution function is


4
P1 dR = 4πnLC R dR 1 − πR3
3
2

nLC
(5.5)

where 4πR2 dR is the probability of finding one centre with the shell from R to R +dR,
and [1 − 43 πR3 ]nLC is the probability of all other centres falling outside R + dR. In the
limit nLC → ∞


4
3
P1 dR = 4πnLC R dRexp − πnLC R
3
2

(5.6)
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Similarly, the second and third nearest neighbour probability distribution functions
are


4
8π 2 2 5
3
n R dRexp − πnLC R
P2 dR =
3 LC
3

(5.7)



32π 3 3 8
4
3
P3 dR =
n R dRexp − πnLC R
27 LC
3

(5.8)

and

It is shown in Fig. 5.2 that the first and second nearest neighbour recombination
mechanisms contribute most significantly to the total dose response. The third nearest
neighbour contribution is negligible, therefore fourth and higher order nearest neighbour interactions are not considered as their contributions to the dose response are
insignificant.
The TL signal intensity (area under the glow peak), F(D) at dose D is given by:

F (D) = ksne + (1 − ks)ne

3 Z
X
i=1

Rmax

Ri

g(rh , R)e− λ Pi (nLC , Ri )dRi

(5.9)

r0



where ne is the number density of trapped electrons, given by Ne 1 − e−βT C D and
nLC is the number density of trapped holes.
Using Equation 4.7, the normalised dose response is thus given by:

#
"
3 Z
Ri
1 − ks X Rmax
D∗ ne (D)
f (D) =
1+
g(rh , Ri )e− λ Pi (nLC , Ri )dRi
Dne (D∗ )
ks i=1 r0

(5.10)

The integrals in Equation 5.9 and Equation 5.10 are evaluated between r0 , the radius
of the TC/LC pair, and a value of Rmax , which is typically a few thousand Å.
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Figure 5.2: Contributions of the first, second and third nearest neighbour probability
functions to the total dose response of (a) peak 5, (b) peak 7 and (c) peak 8 of
LiF:Mg,Ti irradiated with 100 keV x-rays.

5.2. Estimating the UNIM Parameters

5.2

81

Estimating the UNIM Parameters

Out of the eight parameters of the UNIM, five (βT C , βLC , βCC . ks and λ0 ) have been
previously measured with reasonable accuracy from optical absorption [Issa et al.,
2002], sensitisation [Issa et al., 2002; Mahajna and Horowitz, 1997] and heavy charged
particle [Gamboa-deBuen et al., 1998a] TL response studies. The value of r0 is chosen
to approximate the size of the Mg-Livac trimer-Ti(OH)n complex associated with peak
5 and nLC is chosen to be approximately consistent with the Ti dopant concentration
in TLD-100. SLC is largely unknown but was estimated by Horowitz [2001] by applying
the UNIM to the experimentally measured

60

Co dose response of composite peak 5 of

LiF:Mg,Ti. Using an initial value of 0.5×10−16 m2 based on the range 10−16 - 10−19 m2
reported for Coulomb attractive centres [Braunlich et al., 1979], good agreement with
experimental data was found for SLC = 9.6 × 10−16 m2 . The UNIM parameters used
by Biderman [2005] in the analysis of the

60

Co γ-irradiated LiF:Mg,Ti peak 5 dose

response is shown in Table 5.1.
Table 5.1: UNIM parameters for the
[Biderman, 2005].

60

Co γ-ray dose response of peak 5 of LiF:Mg,Ti

Parameter
βT C (10−3 Gy−1 )
βLC (10−3 Gy−1 )
βCC (10−3 Gy−1 )
ks
r0 (Å)
SLC (10−16 m2 )
λ0 (Å)
nLC (1022 m−3 )

Value
1.1 ± 0.1
3.5
1.0 ± 0.1
0.085
20
9.6
475
1.95
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UNIM Analysis of the LiF:Mg,Ti Dose Response

Previous applications of the UNIM demonstrated its capability to quantitatively describe several of the important characteristics of the TL mechanisms giving rise to the
supralinearity of composite peak 5 in LiF:Mg,Ti. Some of these are described in the
following sections.

5.3.1

Dependence of the Supralinearity on Ionisation Density

The characteristics of the dose response for composite peak 5 in LiF:Mg,Ti following
gamma/electron irradiation of average energy above 100 keV are as follows: Dc ≈ 2
Gy, where Dc is the dose-threshold for deviation from dose response linearity, and
f5 (D)max ≈ 3–4 at a dose level Dm ≈ 200–400 Gy [Horowitz, 2001]. Above this dose,
the TL efficiency begins to decrease due to complete filling of the TCs and LCs. Below
∼100 keV, f5 (D)max gradually decreases as the photon energy decreases, reaching a
value of approximately 1.2 for 5 keV electrons [Horowitz and Rosenkrantz, 1990], but
this value of f (D)max is considered relatively unreliable due to the lack of CGCD and
other issues in earlier investigations. The dependence of the supralinearity on ionisation density (gamma ray/electron energy) is explained in the UNIM as due to the
dependence on ionisation density of the relative number of geminate recombination
processes which are not subject to dose-dependent competition during the recombination/heating stage, and conduction band mediated recombination processes, which
are subject to competition during the recombination/heating stage. This arises due
to the increase of the relative number of simultaneous electron/hole occupied TC/LC
complexes following low energy irradiation.
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Dose Dependence of the Recombination Stage Competitive Centre

Competition during heating is believed to be one of the main underlying mechanisms
leading to the dose response supralinearity of glow peak 5 in LiF:Mg,Ti. This premise
is supported by many experimental measurements which demonstrated that all the
observable optical absorption (OA) bands associated with the filling of the various
TCs show a purely linear/saturating dose response. The search for an OA band which
might be associated with the recombination stage competitor led to a discussion over
the characteristics of the dose response properties of the recombination stage competitor required to promote supralinearity. It was suggested that the competitors must be
“totally removed/inactive” at high dose levels [Stoebe and Watanabe, 1975; Zimmerman, 1971] or that the competitor filling rate must be sublinear [Lakshmanan et al.,
1982] for supralinearity to be observed. Other general arguments were presented in
the framework of the kinetic models, which placed no restrictions on the dose response
characteristics of the competitor [Waligorski and Katz, 1980]. A UNIM analysis [Mahajna and Horowitz, 1997] demonstrated quantitatively that the peak 5 dose response
supralinearity can arise with essentially no restrictions on the dose response of the competitor by the appropriate choice of the ratio of the luminescent centre to competitive
centre capture cross-sections.

5.3.3

Dependence of Supralinearity on Recombination Temperature

The dependence of f (D) on recombination (sample) temperature during read-out is
important due to the implications on the relative role of absorption and recombination
mechanisms in TL supralinearity. It is also a subject of practical consequence since
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heating rate fluctuations may lead to loss in dosimetric precision. In LiF:Mg,Ti, the
temperature at maximum intensity (Tmax ) of peak 5 was measured at 195℃, 210℃ and
235℃ at heating rates of 0.2 Ks−1 , 2 Ks−1 and 10 Ks−1 respectively [Mische and
McKeever, 1989]. The maximum value of the supralinearity, f5 (D)max , at these heating
rates was determined to be 2.6, 2.8 and 4 respectively using the peak height of peak 5
as a measure of the TL signal intensity. UNIM analysis [Horowitz et al., 1999a] showed
that changes in the supralinearity as a function of recombination temperature can arise
due to a different dependence of the LC and CC charge carrier capture cross-sections
on temperature.

Chapter 6
Track Structure Theory Applied to
Relative Heavy Charged Particle TL
Efficiencies

6.1

Heavy Charged Particle Relative TL Efficiencies

The HCP relative TL efficiency, ηHCP,γ , is defined as the ratio of the TL signal following
HCP irradiation, IHCP , per unit energy (or per irradiated mass per unit dose, DHCP )
divided by the TL signal following photon or electron irradiation, Iγ per unit energy
(or irradiated mass per unit dose, Dγ ).
 

IHCP /(EHCP )tot
IHCP /DHCP
=
=
Iγ /Dγ
Iγ /Eγ


ηHCP,γ

(6.1)

(EHCP )tot and Eγ represent the total kinetic energy absorbed in the sample following
HCP and gamma/electron irradiation, respectively. In the case of low-energy HCPs
which are totally absorbed in the sample:

(EHCP )tot = nAEHCP

(6.2)

where n is the fluence (cm−2 ), A is the irradiated area of the sample (cm2 ) and EHCP is
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the particle energy. From Equations 6.1 and 6.2 it can be seen that the measurement
of ηHCP,γ does not require the calculation of the range of the HCP of the macroscopic
average dose, DHCP . The average macroscopic dose for a HCP-irradiated sample in
which the inter-track dose is zero and the intra-track dose ranges from MGy to zero
over radial distances of ∼100 nm is a flawed concept which is difficult, if not impossible,
to incorporate in any theoretical analysis.
In Track Structure Theory, ηHCP,γ is calculated via integration of f (D)D(r) over
the entire irradiated volume constituting the HCP track, where D(r) is the radial dose
distribution about the HCP track and f (D) is the normalised TL dose response of the
secondary electrons. In general, the TL efficiency (the TL signal intensity per unit
energy deposited in the material by the radiation field) for HCPs is lower than that for
photons and decreases with decreasing particle energy (increasing ionisation density
or LET).
The reduced HCP TL efficiencies are due to full population of the available TCs
and/or LCs at dose levels of several kGy near the centre, or core, of the HCP track,
resulting in ‘dose wastage’. These levels of dose in LiF:Mg,Ti occur at radial distances
of less than ∼10 nm. The fraction of populated TCs as a function of dose is given by
nTC
= (1 − exp [−βTC D])
NTC

(6.3)

where nTC is the density of occupied TCs, NTC is the density of available TCs at zero
dose and βTC is a measure of the occupation probability of the TCs. βTC ≈ 10−3 Gy−1
has been measured for LiF:Mg,Ti from the dose response of the 4 eV optical absorption band associated with composite peak 5 [Issa et al., 2001; McKeever, 1984]. Even
though ‘dose wastage’ leads to decreased TL efficiency, the filling of the CCs leads to a
compensating effect since the probability that a released electron will avoid an empty
(active) CC and reach an LC actually increases. Hence, there are two opposing pro-
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cesses occurring: reduced overall TL efficiency due to ‘dose wastage’ and increased TL
efficiency due to the de-activation, or filling, of the CCs. At greater radial distances,
∼10 nm < r <∼50 nm, depending on the distance of penetration of the HCP, the
lower dose levels create a microscopic pattern of populated TCs, LCs and CCs corresponding to the low-LET dose response supralinear region of increased TL efficiency in
LiF:Mg,Ti. In LiF:Mg,Cu,P, this radial region of increased efficiency is absent, leading
to much smaller values of ηHCP,γ .

6.2

Track Structure Theory

In HCP interactions with matter, the main mechanisms for energy loss by HCPs with
energies greater than ∼0.1 MeV/u are ionisation and excitation. The direct energy
transfer from the HCP takes place within less than a nanometer of the HCP path.
Similarly, the ejected electrons dissipate their kinetic energy mainly by excitations and
ionisations. The physical track of the HCP is thus determined by spatial distribution
of the primary localised events following the physical stage of the radiation action and
the subsequent localisation of secondary and higher order particles.
The microscopic distribution of the energy deposition in matter is different for
γ-rays and electrons compared with HCPs. The energy deposition by γ-rays and electrons is characterised by a spatially uniform low density sea of initially free electrons,
holes and excitons. Clusters of ionisations occur along the electron tracks, especially
at the ends of the tracks. The energy deposition by HCPs occurs in a very different manner, as illustrated in Figure 6.1. The immediate vicinity of an ion track is
characterised by a very high instantaneous density of electrons and holes combined
with the probability of fairly high energy secondary electrons (δ-rays) penetrating to
much larger radial distances from the HCP track. The mass and velocity of the HCP
determine the spatial extent of the electronic energy deposition about the HCP track
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Figure 6.1: Tracks of a typical (a) HCP and (b) electron [Horowitz, 2006a].
and the partitioning of the energy among the various models of the lattice energy
deposition, eg., ionisation, exciton and plasmon formation. The radial dose distribution, when averaged over many electron tracks, is radially symmetric about the HCP
path. On the macroscopic level, γ-rays and electrons often produce very different end
effects compared with HCPs. One of the purposes of track structure theory (TST) is
to describe the variation in the radiation end effect in terms of the differences in the
microscopic distribution of energy depositions in the two types of radiation. Thus, the
radial distribution of the absorbed dose imparted by the ejected electrons around the
path of the HCP determines the track structure. For dose rate independent systems,
the dose response function of the system to electrons or γ-rays is coupled with the
spatial distribution of the radial dose from secondary electrons to yield the response of
the system to HCPs. The major premise of TST is that the concentration of liberated
charge carriers, i.e., the radial dose (D(r)) surrounding the HCP track is the only
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parameter of the HCP track that governs the dependence of the relative TL properties on the type of HCP radiation. The possible effects of HCP-induced defects or
displacements due to nuclear interactions are ignored.
Following the calculation of D(r), the electron dose is related to TL intensity by
the normalised TL dose response function, f (D). Some applications of TST have
used values of f (D) generated by

60

Co γ-rays or high energy x-rays [Geiß et al.,

1998]. This approach does not take into account the mismatch between the secondary
electrons generated by low energy HCPs and γ-rays. For example, the maximum
energy transferred to an electron by a 5 MeV α particle is of the order of a few
keV compared to the hundreds of keV secondary electrons generated by Compton
scattering in the interaction of

60

Co γ-rays. This difference is especially important in

materials which exhibit supralinearity, such as LiF:Mg,Ti, due to the dependence of
the supralinearity on energy. Modified Track Structure Theory (MTST) [Kalef-Ezra
and Horowitz, 1982] emphasises the importance of matching the energy spectra of the
secondary electrons generated by the test photon/electron radiation used to generate
the f (D) and the HCPs. The importance of the radial distribution of electron spectra
has also been recognised in the MTST. In MTST, the relative HCP-γ efficiency, ηHCP,γ
is given by

ηHCP,γ = ηδ,γ ×

Wγ

R Rmax R rmax

fδ (D)D(r, z)2πdrdz
0
R rmax
R Rmax
D(r, z)2πdrdz
WHCP 0
0
0

where ηδ,γ is the relative TL response of the HCP secondary electrons to the

(6.4)
60

Co γ-

rays. The value of ηδ,γ is very close to unity and has been estimated by Kalef-Ezra and
Horowitz [1982] to be 0.97. Wγ and WHCP are the mean energies required to produce
an electron-hole pair by the γ and HCP radiation, 33.97 eV and 36.0 eV respectively.
D(r, Z) is the microscopic radial dose distribution around the HCP path, Rmax and
rmax are the maximum axial and radial penetration distances reached in the radiation
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absorption stage by the charge carriers emitted during the HCP slowing down and
fδ (D) is the experimentally measured TL dose response function of the reference test
radiation given by Equation 4.7.
The track volume can be divided into three regions. The “core” or “saturation
region” in which the TCs and LCs are fully occupied and the CCs are to a great degree
inactive, also due to their high occupation level. In this region there is great energy
wastage due to the full population of the TCs and LCs, the intrinsic TL efficiency
is high due to the inactivation of the CCs. At greater radial distances, the energy
wastage is less but the intrinsic efficiency is lower due to the greater fraction of the
CCs which remain active. In this region, the occupation patterns of the TCs, LCs and
CCs are similar to those observed in supralinearity following electron/γ irradiation.
At even greater distances corresponding to radial dose levels below ∼a few Gy, the TL
efficiency is in the linear domain.
Figure 6.2 illustrates the different track volume regions and the part of the dose
response to which they contribute. The core or saturation region is in the range 0 <
r < r1 and gives rise to the sublinear region at high doses. The onset of the sublinear
region, Dsub is the dose at which f (D) < 1. The penumbral region, r1 < r < r2 , gives
rise to doses in the supralinear region, Dsup < D < Dsub . Radial distances furthest
from the track core, r > r2 , which result in doses of only a couple of Gy give rise to
the linear region. The dose response is linear from the lowest measurable doses to the
onset of supralinearity at Dsup which is typically ∼1 Gy.

6.2.1

Calculation of Radial Dose Distributions

In LiF, as well as other solid state TL materials, the energy deposition arising from
HCPs of a few MeV/u is limited to approximately 1000 Å from the HCP path. Due
to these small dimensions, it has not been possible to directly experimentally measure
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Figure 6.2: Illustration of the three track volume regions and the part of the dose
response to which they contribute. The core or saturation region arises from the
sublinear part of the macroscopic dose response (measured by electron/photon irradiation) which occurs at very high levels of dose. At greater radial distances, known as
the penumbra, the TL efficiency is greatest - this is the supralinear part of the dose
response (measured by electron/photon irradiation). At even higher radial distances,
below a few Gy, the TL efficiency corresponds to unity (f (D) = 1), i.e., the linear part
of the dose response). The combined effect of these three regions of radial response
yields the average HCP TL efficiency.
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radial dose distributions in solids. Alternative methods of measuring D(r) include:
1. Experimental investigations in tissue-equivalent gases using appropriate density
corrections [Toburen et al., 1990; Varma et al., 1977, 1980; Wingate and Baum,
1976].
2. Analytical calculations in organic media, gas and water [Butts and Katz, 1967;
Chen and Kellerer, 1997; Faı̈n et al., 1974; Hansen and Olsen, 1984; Montret,
1980; Waligorski et al., 1987].
3. Monte Carlo calculations for water vapour correcting for density [Krämer, 1995;
Krämer and Kraft, 1994; Waligorski et al., 1986; Wilson and Paretzke, 1980] and
Monte Carlo calculations performed in LiF itself [Avila et al., 1996, 1999].
The calculation of D(r) in the condensed phase is not a trivial matter due to the
lack of accurate low-energy interaction cross-sections and other issues. For example,
in the energy range 100-200 keV/u, the mechanism of ion-matter interaction becomes
more complicated due to charge exchange processes (electron capture from the ion
and loss to the target atoms). Although the variation in the charge state of the
ion due to charge-exchange processes can be included in an approximation in both
the Bethe-Bloch (‘continuous energy loss model’) and dielectric theories, the energy
losses associated with these processes are very difficult to treat theoretically since
the validity of the Born approximation becomes questionable (the interaction can no
longer be considered ‘weak’). Thus, most theoretical estimates in the region of the
stopping power maximum are either empirical or assume that their contribution is
relatively small and can be neglected. Various analytical approximations [Chen and
Kellerer, 1997; Faı̈n et al., 1974] resulted in radial dose distributions, D(r) that vary
as r−2 , however, recent Monte Carlo calculations of charged particle track structure in
silicon based on improved dielectric response model and detailed secondary electron
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transport simulations [Akkerman and Barak, 2002; Emfietzoglou et al., 2004] reveal a
more complicated behaviour with D(r) varying more rapidly than r−2 .
Although radial dose distributions had been obtained previously by analytical calculations, Monte Carlo calculations in water vapour and experimental measurements
in tissue equivalent gas or water vapour correcting for density, these measurements did
not take into account the ordered crystal structure of LiF, thus excluding energy deposition events arising from collective interactions of valence band electrons. As a result
of these considerations, Monte Carlo calculations in the solid state have been employed
in subsequent investigations of HCP-induced thermoluminescence in LiF. Track segment Monte Carlo calculations of D(r) were carried out by Avila et al. [1996, 1999]
for low energy protons and α-particles in condensed phase LiF using the ion transport
Monte Carlo code TRIPOS [Chou and Ghoniem, 1987; Martin and Ghoniem, 1987].
More recent attempts at full-track Monte Carlo calculations in condensed phase LiF
were made using FLUKA [Mark et al., 2009, 2007] and Geant4. The Geant4 study
was conducted as part of the investigation presented in this thesis, and will be detailed
in a later chapter.

6.2.2

Track Segment Monte Carlo Calculations of Radial Dose
Distibutions for Low Energy Protons and Alpha Particles in Condensed Phase LiF

Avila et al. used TRIPOS to calculate the radial dose distributions of 4 MeV alpha
particles [1996] and 1.43 MeV protons [1999]. TRIPOS is a dynamic Monte Carlo
ion transport code which treats both surface and bulk ion transport problems and is
described in detail by Chou and Ghoniem [1987]. The extension to TRIPOS, TRIPOSE, models secondary electron generation and transport along ion tracks [Martin and
Ghoniem, 1987]. Electron transport is modelled using the Bethe-Bloch theory for elec-
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trons with kinetic energies above 10 keV. Below this energy, the Bethe-Bloch theory
is not accurate and better results are obtained by modelling electron transport using individual interaction mechanisms rather than a continuous energy-loss process.
The Monte Carlo calculations performed with TRIPOS and TRIPOS-E adopt several
approximations which may significantly affect D(r). The first of these is the cut-off
energy used in the calculations. The cut-off energy is a threshold for secondary electron generation. Energy transfers greater than the cut-off energy are seen as discrete
energy transfers to high energy secondary electrons which will travel a considerable
distance away from the ion path. Energy transfers less than the cut-off are treated
as continuous energy transfers close to the ion path. The cut-off energies employed in
the investigation of Avila et al. were 300 eV [1996] and 250 eV [1999]. For condensed
water, energy losses less than 250 eV represent a considerable fraction of the HCP’s
total energy loss (roughly 50% for the HCP energies considered herein). A second
assumption, which is inherent in the TRIPOS code, is that for HCP collisions with
atomic electrons, the momentum exchange is so small that the trajectory of ions is
not affected and is thus not considered.
The track segment Monte Carlo calculations of D(r) carried out by Avila et al.
[1996, 1999] for 4 MeV α-particles and 1.43 MeV protons are shown in Figures 6.3 and
6.4. A track segment corresponds to a very thin detector in which the HCP energy loss
is small. The results show that for increasing initial HCP energy, the energy density
has a smaller value near the ion track and a larger value far from it, showing that
projectiles with higher energy produce secondary electrons which transfer their energy
farther away radially.
Similar behaviour was observed for experimental data of 1, 2 and 3 MeV α-particles
in tissue-equivalent gas [Wingate and Baum, 1976]. In Figure 6.5, a track segment D(r)
of 1 MeV α-particles calculated by Avila et al. [1996] is compared with experimental
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Figure 6.3: Track segment TRIPOS Monte Carlo calculation of D(r) for 4 MeV αparticles [Avila et al., 1996].
data in tissue equivalent gas [Wingate and Baum, 1976] and to Monte Carlo calculations performed in water vapour by Paretzke [1987]. The Monte Carlo calculations of
D(r) in LiF have been compared to experimental measurements in tissue-equivalent
gas and Monte Carlo calculations in water vapour due to the lack of comparable information in solids. Calculations by Avila et al. [1996] show the largest dose values,
probably due to the combined effect of the difference in density and the contribution
from dielectric energy losses of the secondary electrons in LiF.
Figure 6.6 compares a track segment calculation for 4 MeV α-particles in LiF with
an analytical calculation performed in water vapour by Montret [1980] and density
corrected for LiF. The differences seen here and those noted for Figure 6.5 highlight
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Figure 6.4: Track segment TRIPOS Monte Carlo calculation of D(r) for 1.43 MeV
protons [Avila et al., 1999].
the importance of including solid-state effects in the calculations.

6.2. Track Structure Theory

97

Figure 6.5: Comparison of track segment calculation for 1 MeV α-particles in LiF
[Avila et al., 1996] with data in tissue-equivalent gas [Wingate and Baum, 1976] (solid
dots) and Monte Carlo calculations in water vapour [Paretzke, 1987]. Reproduced
from [Avila et al., 1996].
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Figure 6.6: The track segment radial dose distribution for 4 MeV α-particles in LiF.
The full curve was calculated using Monte Carlo by Avila et al. [1999] and the broken
curve was analytically calculated by Montret [1980] in water vapour, density corrected
for LiF. Reproduced from [Avila et al., 1999].
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Previous Experimental Measurements of ηHCP,γ

6.3.1

Measurements in LiF:Mg,Ti

Results of experimental measurements of alpha particle and proton relative TL efficiencies in LiF:Mg,Ti (TLD-100 and TLD-700) are shown in Table 6.1. Values vary
significantly with material type and sample thickness for HCPs of the same species and
similar energies. This suggests strong dependence of ηHCP,γ in LiF:Mg,Ti on material
properties.
Table 6.1: Experimental measurements of ηHCP,γ for peak 5 of LiF:Mg,Ti.
HCP/energy
α/0.73 MeV
α/2.5 MeV
α/3.0 MeV
α/4.2 MeV
α/5.3 MeV
α/5.57 MeV
α/5.7 MeV
α/7.3 MeV
α/7.5 MeV
p/0.7 MeV
p/1.42 MeV
p/1.5 MeV
p/2.94 MeV
p/3.0 MeV
p/3.0 MeV
p/3.0 MeV
p/3.3 MeV
p/4.0 MeV
p/4.37 MeV
p/5.2 MeV
p/5.8 MeV
p/6.3 MeV
p/10 MeV
12
C/7.34 MeV
12
C/10.58 MeV
14
N/4.83 MeV
14
N/9.95 MeV
16
O/ 6.02 MeV
16
O/12.95 MeV

ηHCP,γ
0.026
0.04
0.074
0.09
0.11
0.12
0.24
0.35
0.174
0.22
0.43
0.32
0.41
0.43
0.53
0.57
0.23
0.26
0.46
0.48
0.60
0.52
0.90
0.016
0.023
0.013
0.019
0.014
0.019

(0.003)
(0.01)
(0.002)
(0.02)
(0.01)
(0.02)
(0.05)
(0.07)
(0.005)
(0.02)
(0.04)
(0.09)
(0.03)
(0.05)
(0.05)
(0.02)
(0.02)
(0.08)
(0.04)
(0.06)
(0.20)
(0.06)
(0.20)
(0.003)
(0.005)
(0.003)
(0.004)
(0.003)
(0.004)

Material
TLD-100
TLD-700
TLD-100
TLD-700
TLD-100
TLD-100
TLD-700
TLD-700
TLD-100
TLD-100
TLD-100
TLD-100
TLD-100
TLD-100
TLD-100
TLD-100
TLD-700
TLD-700
TLD-100
TLD-700
TLD-700
TLD-700
TLD-700
TLD-100
TLD-100
TLD-100
TLD-100
TLD-100
TLD-100

Experimental details:
Reference
thickness/analysis
0.89 mm
[Ávila et al., 2006]
0.38 mm
[Geiß et al., 1998]
0.89 mm/peak area [Rodrı́guez-Villafuerte et al., 2000]
0.38 mm
[Geiß et al., 1998]
0.38 mm/peak area
[Gamboa-deBuen et al., 1998a]
0.89 mm
[Ávila et al., 2006]
0.38 mm
[Geiß et al., 1998]
0.38 mm
[Geiß et al., 1998]
0.89 mm/peak area [Rodrı́guez-Villafuerte et al., 2000]
0.38 mm/peak area
[Gamboa-deBuen et al., 1998a]
0.89 mm
[Ávila et al., 2006]
0.9 mm/peak area
[Aviles et al., 1998]
0.89 mm
[Ávila et al., 2006]
0.89 mm
[Avila et al., 2002]
0.9 mm/peak area
[Aviles et al., 1998]
1.00 mm
[Avila et al., 2002]
0.38 mm
[Geiß et al., 1998]
0.38 mm
[Geiß et al., 1998]
0.89 mm
[Ávila et al., 2006]
0.38 mm
[Geiß et al., 1998]
0.38 mm
[Geiß et al., 1998]
0.38 mm
[Geiß et al., 1998]
0.38 mm
[Geiß et al., 1998]
0.89 mm
[Ávila et al., 2006]
0.89 mm
[Ávila et al., 2006]
0.89 mm
[Ávila et al., 2006]
0.89 mm
[Ávila et al., 2006]
0.89 mm
[Ávila et al., 2006]
0.89 mm
[Ávila et al., 2006]
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Measurements in LiF:Mg,Cu,P

The results of experimental measurements of alpha particle and proton relative TL
efficiencies in LiF:Mg,Cu,P of ‘standard’ levels of doping are shown in Table 6.2. The
measurements of ηα,γ on chips yield values of ∼0.05 at 4–5 MeV except for the results by
Hubner et al. [1990], which are reported with very large uncertainties. This agreement
suggests that HCP-induced TL in LiF:Mg,Cu,P may be less subject to differences
due to material properties and variations in experimental protocols than LiF:Mg,Ti.
However, the significant difference between the two measurements of 0.038±0.007 [Olko
et al., 2006] and 0.060±0.006 [Bilski et al., 1994] carried out by the same group is
indicative of the problems involved in accurate measurements of ηα,γ . The rather low
value of 0.02 [Bilski et al., 1997] may be due to the use of of grains of powder which
are more susceptible to surface effects and possible ‘dead’ layers [Horowitz, 1981].
Table 6.2: Experimental measurements of ηHCP,γ in LiF:Mg,Cu,P.
HCP/energy
α/∼5 MeV
α/5 MeV
α/4 MeV
α/3 MeV
α/1.5 MeV
α/4 MeV
α/5 MeV
α/2.5 MeV
α/4 MeV
α/4 MeV
p/1.5 MeV
T/2.73 MeV
a

ηHCP,γ
0.038 (0.006)
0.060 (0.007)
0.050 (0.006)
0.043 (0.005)
0.034 (0.005)
0.065 (0.010)
0.063 (0.007)
0.035 (0.015)
∼0.09 (+ 0.03, -0.07)
∼0.02
0.15 (0.2)
0.155 (0.007)

Material
a

MCP-7
MCP-Na
MCP-Na
MCP-Na
MCP-Na
GR-200b
MCP-Na
TUDc
TUDc
CRLd
MCP-Na
MCP-Na

Experimental details:
thickness/analysis
0.6 mm/peak area
0.7 mm/peak area
0.7 mm/peak area
0.7 mm/peak area
0.7 mm/peak area
0.8 mm/peak areae
0.7 mm/peak area
–
–
98 µm/peak height
–
0.7 mm/peak area

Institute of Nuclear Physics, Krakow, Poland.
Radiation Detection Works, Beijing, China.
c
Technische Universitat Dresden: dopant concentrations unspecified.
d
Central Research Laboratory, Beijing, China.
e
Measured by computerised glow curve deconvolution.
b

Reference
Olko et al. [2006]
Bilski et al. [1994]
Bilski et al. [1994]
Bilski et al. [1994]
Bilski et al. [1994]
Horowitz and Stern [1990]
Bilski et al. [1997]
Hubner et al. [1990]
Hubner et al. [1990]
Pradhan and Bhatt [1989]
Bilski et al. [1997]
Bilski et al. [1997]

Chapter 7
Theoretical Interpretation of the 100 keV
X-ray Dose Response of LiF:Mg,Ti using
the Unified Interaction Model

7.1

Methods

7.1.1

Experimental Procedure

LiF:Mg,Ti (TLD-100) chips of size 3×3×0.89 mm3 (Batch S-4453) were irradiated at
the European Synchrotron Radiation Facility (ESRF) with 100 keV average energy
x-rays at dose levels from 1 to 50,000Gy. Four chips were irradiated at each dose level
to minimise statistical fluctuations and fluctuations due to any differences in material
properties. Differences in material properties were also minimised using TLD samples
from the same batch. The batch sensitivity was calibrated by irradiation of 10 chips
with

137

Cs γ rays (661 keV) at the Israel Secondary Standards Laboratory (ISSDL).

The ISSDL dosimetry has been calibrated via the Primary Standards Dosimetry Laboratory at PTB, Germany. The standard deviation of the composite peak 5 sensitivity
for the 10 chips was measured to be 6%, and this was assumed to be representative
of the entire batch. The 100 keV photon fluence was converted to dose in LiF. The
overall error in the value of dose is estimated at 5% (1 SD) and does not significantly
affect the best-fit parameters deduced from UNIM analysis of the dose response or

101

7.1. Methods

102

ensuing conclusions. Glow curve read-out was carried out on a Harshaw 3500 manual
reader at a heating rate of 1℃ s−1 from an initial temperature of 50℃ to a maximum
temperature of 375℃. After irradiation and prior to read-out, each TLD was subjected
to a post irradiation anneal (PIA) at 155℃/6s to remove the low temperature component of the glow curve and simplify the deconvolution procedure. The temperature
stability of the read-out procedure has been measured to be ± 1.75℃ by repeated
measurements of the maximum temperature of peak 5. Prior to irradiation, the chips
were subjected to a pre-irradiation anneal in air at 400℃ for one hour followed by a
rapid non-linear cool-down in 15 minutes to room temperature achieved by removing
the TLDs from the annealing oven. The read-out procedure was carried out in a flow
of high purity N2 gas following passage through a dehydrator.

7.1.2

Glow Curve Analysis

The glow curves of the four chips irradiated at each dose level were averaged and the
resultant glow curves were analysed using a computerised glow curve deconvolution
(CGCD) code developed at Ben-Gurion University of the Negev, Israel, based on
glow peak shapes using first-order kinetics. It was found that thirteen peaks were
necessary for the deconvolution procedure with an acceptable figure of merit (≤1%).
The parameters used in the analysis were based on those found by Horowitz et al. [2007]
for the deconvolution of composite peak 5 in LiF:Mg,Ti and are shown in Table 7.1.
The values of temperature and activation energy correspond to the peak shape
parameters Tmax and E respectively. The activation energy, E, was kept constant for
each of the glow peaks at all dose levels. The value of Tmax was allowed to vary by no
more than 1.75℃ (the experimentally measured uncertainty to one standard deviation
in the maximum temperature of peak 5). Peak 8, however, was an exception as the
peak was found to shift to higher temperatures at higher dose levels.
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Table 7.1: Parameters used in the CGCD analysis
Glow Peak
2
3
4
5a
5
5b
6
7a
7
8
9
10
11

7.1.3

Channel
40
64.5
76
84
91
100
109.5
118
127
138
152
165
181

Temperature (℃)
119
162
182
196
208
224
241
256
271.5
291
315.5
338
366.5

Activation Energy (eV)
1.1
1.15
1.9
2.3
2.15
2.25
2.1
2
2
2
2
1.8
1.8

UNIM Analysis of Dose Response

Using the area under the glow peak found from the deconvolution procedure, the dose
response of the major glow peaks of LiF:Mg,Ti irradiated by 100 keV average energy
x-rays was found using Equation 4.7, where DL in the linear dose response region was
equal to 1. UNIM fits to the experimentally measured f (D) were then found after
determining appropriate values for each of the parameters. Measurement of the eight
UNIM parameters was previously discussed in Section 5.2. Some, including βT C , βLC ,
βCC , ks and λ0 , were measured with reasonable accuracy using a range of experimental
techniques, whilst others have been estimated due to difficulties in measuring accurate
values. The values of all eight parameters as found by Biderman [2005] for the

60

Co

γ-ray dose response of peak 5 of LiF:Mg,Ti were given in Table 5.1. These values were
used as initial estimates for 100 keV x-ray dose reponse of LiF:Mg,Ti for glow peaks
of interest. The values of βCC , r0 , SLC , λ0 and nLC were all kept constant with those
found by Biderman [2005]. Implicit in keeping these values constant is the assumption
that the trapping centres associated with all of the glow peaks are all of the same
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dimensions, the same competing centres are active in the luminescence recombination
process and that the same concentration density of available luminescence centres is
present for all of the trapping centres. The remaining three parameters were varied in
order to obtain fits to the experimental dose response.
Figures 7.1 and 7.2 demonstrate the effect of the various parameters on f (D). As
observed in Figure 7.1, varying any of the dose filling constants will have an effect
on the value of f (D)max . Increasing βT C by two orders of magnitude results in a significant decrease in the value of f (D)max , whilst a similar increase in βLC results in
a significant increase in the value of f (D)max . The value of Dmax decreases in both
cases. Variations in βCC result in small changes in f (D)max , with f (D)max increasing
with increasing values of βCC . This result is important since it is the electrons undergoing delocalised recombination in the conduction band, which are more susceptible
to competitive processes than electrons undergoing recombination in spatially coupled
TC/LC complexes, that contribute to the supralinear region of the dose response.
Variations in βCC have no discernible effect on the value of Dmax .
The remaining parameters, ks, r0 , SLC , λ0 and nLC (shown in Figure 7.2) only
affect the value of f (D)max , and not the value of Dmax . It is important to note that
increasing the value of ks, which corresponds to an increasing contribution of geminate
recombination to the dose response, results in decreasing f (D)max . For ks = 1, the
supralinearity has disappeared altogether.
It is of significance that the only parameters that affect Dmax are the dose filling
constants of the TC and LC. The other parameters only have an effect on f (D)max .
This behaviour is significant because peaks 7 and 8 have a much higher Dmax (∼500 Gy
and ∼1000 Gy respectively compared to ∼300 Gy for peaks 4 and 5) which can be explained by varying the values of βT C and βLC . The different values of these parameters
strongly suggests that the TC/LC configurations giving rise to the peaks 7 and 8 are
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Figure 7.1: The effect on f (D) of varying the parameters (a) βT C , (b) βLC and (c)
βCC . All parameters have some effect on f (D)max . βT C and βLC also have an effect
on Dmax .
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Figure 7.2: The effect on f (D) of varying the parameters (a) ks, (b) r0 , (c) SLC , (d)
λ0 and (e) nLC . These parameters affect f (D)max only.
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different from those giving rise to composite peak 5. The observation that variations
in βCC and r0 have only a marginal effect on f (D) defends the assumption that these
parameters remain constant. The values of the UNIM parameters used in the analysis
of the 100 keV x-ray dose response of LiF:Mg,Ti are given later in Table 7.4.

7.2
7.2.1

Results
Glow Curve Analysis

As mentioned in Section 7.1.1, TLDs were irradiated using 100 keV average energy
x-rays to nine dose levels ranging between 1 Gy and 50,000 Gy. The glow curves at
each dose level, normalised to the height of peak 5 at 1 Gy, are shown in Figure 7.3.
7
1 Gy
10 Gy
100 Gy
300 Gy
500 Gy
1000 Gy
5000 Gy
10000 Gy
50000 Gy

Relative TL Intensity (a.u.)

6

5

4

3

2

1
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Figure 7.3: Glow curves of LiF:Mg,Ti irradiated with 100 keV average energy x-rays.
All glow curves have been averaged across four chips and normalised to the height of
peak 5 at 1 Gy.
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The deconvolved glow curves at each dose level are given in Figure 7.4.
The deconvolved glow curves demonstrate the greatly increased relative intensity
of the HTTL at high levels of dose (high ionisation density). The complexity of the
HTTL, composed of seven overlapping glow peaks, is also demonstrated. Since the
shape of each peak is determined by three parameters - peak temperature, intensity and
width, the total number of variable parameters used in the deconvolution procedure
can be quite large for the deconvolution of a glow curve. In this analysis, 12 glow
peaks were used in the deconvolution analysis of each glow curve, resulting in 36
variable parameters for each curve. For this reason, the peak shape parameters were
constrained wherever possible. The activation energies, which are related to peak
width, were kept fixed at all dose levels. An attempt was made to fix the peak
temperature at each dose level, but this proved to be impossible in the HTTL region.
The deconvolution analysis employed in this study assumes a peak shape based on
first-order kinetics. The variation in temperature of the peaks in the HTTL region
could be an indication of higher order kinetics.

7.2.2

100 keV Average Energy X-ray Dose Response of LiF:Mg,Ti

Following deconvolution analysis of the glow curves at each dose level, the dose response for peaks 4, 5, 5b, 7 and 8 of LiF:Mg,Ti irradiated by 100 keV average energy
x-rays was found. Peaks 5a, 6, 7a and 9 were excluded due to their very low intensity
at low dose levels prohibiting reliable measurements of the dose response normalised
to a dose level of 1 Gy. Theoretical fits to the experimental dose response curves were
calculated within the framework of the UNIM (Equation 5.10), using the parameters
in Table 5.1 as initial estimates. The parameters βCC , r0 , SLC , λ0 and NLC were
unchanged from those values and were kept constant across all peaks. Implicit in
keeping these parameters constant is the assumption that the trapping centres associ-
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Figure 7.4: Deconvolved glow curves at (a) 1 Gy, (b) 10 Gy, (c) 100 Gy and (d) 300 Gy.
Continued on next page.
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Figure 7.4: Continued from previous page. Deconvolved glow curves at (e) 500 Gy, (f)
1000 Gy, (g) 5000 Gy, (h) 10000 Gy and (i) 50000 Gy.
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ated with all of the glow peaks are all of the same approximate dimensions, the same
competing centres are active in the luminescence recombination process and that the
same concentration density of available luminescence centres is present for all of the
trapping centres. The assumption that βCC and r0 remain constant can be defended
by the observation (Figures 7.1c and 7.2b) that the values of these parameters have a
relatively marginal effect on the value of f (D)max .
The 100 keV average energy x-ray dose response, f (D) for peaks 4, 5, 5b, 7 and 8
of LiF:Mg,Ti and their corresponding UNIM fits are shown in Figure 7.5.
There are several observations concerning the behaviour of f (D) for the various
glow peaks which are of significance. Firstly, there is a clear trend to increasing values
of f (D)max as the glow peak temperature increases from a value of ∼3 for peaks 4 and
5 to a value of ∼9 and 30 for peaks 7 and 8 respectively. This is shown in Figure 7.6a.
In a signal analysis mode in which the TL signal is obtained by integration to a certain
maximum temperature (i.e., the TL signal is integrated over many glow peaks), the
values of f (D)max as shown in Figure 7.6b show the same, however somewhat reduced
trend. Similarly, there is a clear trend to higher values of Dmax as the glow peak
temperature increases, from ∼300 Gy for peaks 4 and 5, to ∼500 Gy for peak 7 and
∼1000 Gy for peak 8. Lastly, it is observed that the UNIM theoretical predictions overestimate the values of f (D) at dose levels above 5000 Gy. This is shown in Table 7.2.
This indicates the presence of radiation damage at very high dose levels which was
not accounted for in the UNIM formulation. The reduction in the TL signal due to
radiation damage is substantially greater for peaks 4 and 5 than for peaks 7 and 8.
These observations can be accounted for by variation of several UNIM parameters.
This will be discussed in Section 7.2.3.
Other observations worth noting are as follows. The relatively large uncertainty
in the values of f (D) of peak 5b are due to the relatively low intensity of the peak
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Figure 7.5: Experimental 100 keV average energy x-ray dose response of peaks 4, 5,
5b, 7 and 8 with their corresponding UNIM fits (solid line). The UNIM over-estimates
the dose response at high dose levels as it does not take into account the occurrence
of radiation damage at these doses.
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Figure 7.6: The maximum supralinearity as a function of (a) glow peak temperature
and (b) maximum read-out temperature.
Table 7.2: UNIM over-response at high dose levels: Ratio of UNIM fit to experimental
data
Dose (Gy)
5000
10000
50000

Peak 5
2.12 ± 0.12
4.44 ± 0.49
18.00 ± 3.60

Peak 7
Peak 8
0.87 ± 0.04 1.00 ± 0.34
0.91 ± 0.08 1.14 ± 0.39
1.97 ± 0.27 2.40 ± 0.82

and associated errors arising from deconvolution. The dose response of the main glow
peaks (4, 5, 7 and 8), however, have been measured with reasonable accuracy. The
value of f5 (D)max = 3.1±0.2 (1 SD) following 100 keV x-ray irradiation is slightly lower
than the value of 3.5±0.2 (1 SD) previously measured following

90

Sr/90 Y irradiation

[Horowitz, 2006b; Weizmann et al., 1998] and 3.6±0.3 measured using

60

Co γ-rays

[Massillon-JL et al., 2006]. The value of ks was increased to accomodate the increase
in f (D)max .
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Modelling the Effects of Radiation Damage on the TL
Dose Response

Previous applications of the Unified Interaction Model have not accounted for the
effects of radiation damage, which, as seen in Figure 7.5, were observed as experimentally measured values of f (D) lower than those predicted by the UNIM at high levels
of dose. In this work, radiation damage is modelled by assuming an exponentially dose
dependent removal of LCs, given by:

nRD
LC = nLC exp(−βRD D)

(7.1)

where βRD is a constant describing the radiation damage effect, e.g., a larger value of
βRD will indicate a more significant radiation damage effect. Optical absorption studies
on LiF:Mg,Ti have indicated that at high dose levels, the 4 eV optical absorption
band which is associated with the peak 5 TC is not reduced in intensity, indicating
that radiation damage to trapping centres is not occurring. The 5.45 eV optical
absorption band which is associated with the recombination stage competitor even
increases somewhat in intensity. Therefore the decreased TL can either be attributed
to alteration of the LCs, as has been assumed here, or decreased efficiency due to an
increase in the CCs.
The effect that varying βRD has on f (D) is shown in Figure 7.7.
Figure 7.8 demonstrates the improved theoretical fits at high levels of dose by
incorporating βRD to model the effects of radiation damage. The ratio of the UNIM
fit to the experimental dose response at dose levels of 5,000 Gy and above are shown
again in Table 7.3. The greater reduction in the TL signal due to radiation damage
observed for peaks 4 and 5 compared to peaks 7 and 8 requires a value of βRD for
peaks 4 and 5 which is 25 times greater than that required for peaks 7 and 8.
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Figure 7.7: The effect on f (D) of varying βRD .
Table 7.3: Comparison of theoretical values to experimental dose response with radiation damage modelling: Ratio of UNIM fit to experimental data
Dose (Gy)
5000
10000
50000

7.3

Peak 5
0.80 ± 0.05
1.11 ± 0.12
0.40 ± 0.08

Peak 7
0.80 ± 0.04
0.80 ± 0.07
1.08 ± 0.15

Peak 8
0.82 ± 0.28
0.79 ± 0.27
0.94 ± 0.32

Discussion on the UNIM Analysis of Dose Response

The following discussion will demonstrate how the experimental observations presented
in this chapter can be accounted for by variation of four of the nine UNIM parameters:
βT C , βLC , ks and βRD . This analysis should not be considered a proof, but rather a
presentation of a reasonable, if only partial, explanation. Other variants of these
explanations may also be possible within the framework of this nine-parameter model.
As previously mentioned, the parameters that were not allowed to vary were βLC , r0 ,
SLC , λ0 and NLC . The full set of parameters used in the UNIM analysis of the 100 keV
x-ray dose response of LiF:Mg,Ti is given in Table 7.4.
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Figure 7.8: Experimental 100 keV x-ray dose response of peaks 4, 5, 5b, 7 and 8 with
their corresponding UNIM fits (solid line) including radiation damage modelling. An
improved fit at high dose levels is observed.
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Table 7.4: UNIM parameters for the 100 keV x-ray dose response of LiF:Mg,Ti.
Parameter
βT C (10−3 Gy−1 )
βLC (10−3 Gy−1 )
βCC (10−3 Gy−1 )
βRD (10−3 Gy−1 )
ks
r0 (Å)
SLC (10−16 m2 )
λ0 (Å)
NLC (1022 m−3 )

7.3.1

Peak 4
1.1
9
0.1
0.5
0.14
20
9.6
475
1.95

Peak 5
1.1
9
0.1
0.5
0.11
20
9.6
475
1.95

Peak 5b
1.1
9
0.1
0.5
0.07
20
9.6
475
1.95

Peak 7
0.4
9
0.1
0.025
0.038
20
9.6
475
1.95

Peak 8
0.1
3
0.1
0.025
0.009
20
9.6
475
1.95

Behaviour of Dmax

As demonstrated in Figure 7.1, the observed shift of Dmax to higher values of dose
measured for peaks 7 and 8 must be due to a value of βT C lower than that employed
for peak 5. The broader shape of f (D) for peaks 7 and 8 could only be obtained by
decreasing the values of βLC , also shown in Figure 7.1, from those used for peak 5,
which then demanded even further increase in values of βT C . The different values of
βT C and βLC strongly suggest that the TC/LC configurations giving rise to the HTTL
mechanism are different from those giving rise to composite peak 5. This conclusion
is supported by the observation of HTTL of similar relative intensities in “optically
pure” LiF, in which no Mg or Ti has been intentionally added during the crystal growth
procedure [Weizmann et al., 1999]. Except for the association with Ti, relatively little
is known about the identity of the LCs giving rise to the TL. There is no doubt,
however, that other trace impurities at the parts per million level can take place in
the thermoluminescence mechanism [Horowitz, 1984].
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Behaviour of f (D)max

The increasing values of f (D)max , as shown in Figure 7.6a, can be interpreted as due
to increasing values of ks as a function of glow peak temperature. Although other
interpretations using other parameters or combinations of parameters are certainly
possible, interpreting the increasing values of f (D)max as due to decreasing geminate
recomination as a function of increasing glow peak temperature is physically reasonable
due to the possibly lower transition energies in geminate recombination compared to
those required for escape to the conduction band. The very low values of ks for
the HTTL are supported by experimental measurements of f (D)max which indicate
significant supralinearity at very low levels of dose (0.05 - 0.5 Gy) with no clearly
discernible linear region of dose response [Datz et al., 2009].

7.3.3

Behaviour of Peak 5a

The behaviour of the intensity of peak 5a as a function of dose also deserves some
discussion. If generated entirely by geminite recombination, it could be argued that
to a first approximation f5a (D) should have a linear/exponentially saturating dose
response. However, it is also possible that the probability of a combined electron-hole
population of the TC/LC spatially correlated pair responsible for peak 5a increases
with increasing dose (i.e., increase of ks) leading to supralinear behaviour of f5a (D).
The ratio of peak 5a to peak 5 as a function of dose is shown in Figure 7.9.
At low dose levels the relative intensity of peak 5a to 5 is approximately 0.1 and
is difficult to measure to a precision better than around 25% (1 SD). If the dose
response of peak 5a is linear then its intensity relative to peak 5 would decrease to 1.5
- 3% at dose levels of a few hundred Gy due to the supralinearity of peak 5. These
relative intensities are far beyond the resolution capability of current CGCD codes. It
follows that at low dose levels it is very difficult to measure f5a (D) with reasonable
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Figure 7.9: The ratio of peak 5a to peak 5 as a function of dose for LiF:Mg,Ti irradiated
by 100 keV average energy x-rays.
precision. It deserves mention, however, that at very high dose levels the ratio of
peak 5a to peak 5 increases, as is illustrated in Figure 7.9. This behaviour can be
interpreted as due to increasing values of ks at very high ionisation density. Increased
values of the relative intensity of peak 5a have been theoretically modelled in a track
structure approach [Horowitz et al., 2006] and have been observed experimentally in
a comprehensive study of the behaviour of composite peak 5 following irradiation by
heavy charged particles [Fuks et al., 2011].

Chapter 8
Theoretical Calculations of HCP TL
Relative Efficiencies in LiF:Mg,Ti and
LiF:Mg,Cu,P

8.1

Motivation

As discussed in Chapter 3, there are two major sources of error in the application of
track structure theory to heavy charged particle relative TL efficiencies in materials.
These are also the main motivating factors behind this research and are:
1. A lack of experimental f (D) data at the low photon energies required to match
the secondary electron spectra generated by heavy charged particles slowing
down.
2. The assumptions inherent in calculations of heavy charged particle radial dose
distributions.
Measurement of f (D) at low photon/electron energies is made difficult due to
surface effects and rapid attenuation in the material. In addition, the difficulty in accessing low-energy x-rays lead to the conclusion that extrapolation of available f (D)
measurements from the literature to low energies was necessary. As discussed in Chapter 3, f (D) measurements for peaks 5, 7 and 8 of LiF:Mg,Ti already existed for 8.1 keV
x-ray [Gamboa-deBuen et al., 1998b] and 1.25 MeV 60 Co γ-ray irradiation. The UNIM
120
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analysis of f (D) for 100 keV average energy x-rays provides values at an intermediate
energy to allow a more accurate extrapolation of f (D) to low photon energies, as does
a similar analysis performed in collaboration with [Datz et al., 2011] for 90 Sr/90 Y electrons of average energy 540 keV. The f (D)max values for peaks 5, 7 and 8 of LiF:Mg,Ti
at each of these energies are given in Figure 8.1.
1000

Peak 5
Peak 7
Peak 8

f(D)max

100

10

1
1

10

100
Energy (keV)

1000

10000

Figure 8.1: The dependence of f (D)max on photon energy for peaks 5, 7 and 8 of
LiF:Mg,Ti [Datz et al., 2011; Gamboa-deBuen et al., 1998b; Livingstone et al., 2010;
Massillon-JL et al., 2006].

8.2

Estimating f (D) for Low Energy Photons and
Electrons

The experimental measurements of f (D) at intermediate photon/electron energies
described in the previous section allowed the extrapolation of f (D) using the UNIM
to the low energies required by MTST. UNIM fits to experimental f (D) functions for
peaks 5, 7 and 8 of LiF:Mg,Ti at photon energies of 8.1 keV [Gamboa-deBuen et al.,
1998b], 100 keV [Livingstone et al., 2010] and 1.25 MeV [Massillon-JL et al., 2006]
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are shown in Figure 8.2. The parameters were kept consistent with those given in
Table 7.4, except for ks, the parameter describing geminate recombination, and βRD ,
the parameter describing radiation damage effects. The values of these parameters are
given in the figures.
Using the fits in Figure 8.2 as well as fits to

90

Sr/90 Y β-ray (average energy

∼540 keV) f (D) measurements by Datz et al. [2011], a relationship between f (D)max
and photon/electron energy was found for peaks 5, 7 and 8. This is shown in Figure 8.3. The relationship has been extrapolated to low energies in order to estimate
the value of f (D)max at low energies for which no experimental data exists.
Using this information, the UNIM can be used as a tool for estimating f (D) at
low energies. As shown in the previous chapter, the UNIM parameters which affect
f (D)max without affecting Dmax are ks, r0 , SLC , λ0 and nLC . Since all but ks are assumed to remain constant, an estimation of f (D) at any given energy may be obtained
by varying ks to match the extrapolated f (D)max value at that energy from Figure 8.3.
βRD is also allowed to vary in order to describe the different radiation damage effects
at different energies, whilst all other parameters remain consistent with those in Table 7.4.
The radial dose distributions calculated by Avila et al. [1996, 1999] for 4 MeV α
and 1.43 MeV protons have been chosen for use in the calculation of ηα,γ and ηp,γ
as they are the only data modelled in LiF and thus the only data incorporating solid
state effects. To determine the fδ (D) that best matches the secondary electron spectra
liberated by these particles slowing down in LiF, the value of f (D)max was determined
from Figure 8.3 and the value of ks varied in the UNIM until the required f (D)max
was achieved. The resulting f (D) was then used in calculations of ηHCP,γ .
The maximum energy of secondary electrons liberated by a HCP slowing down
can be theoretically calculated. From Kiefer and Straaten [1986], for non-relativistic
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Figure 8.2: UNIM fits to the experimentally measured f (D) functions for peaks (a)
5, (b) 7 and (c) 8 of LiF:Mg,Ti at photon energies of 8.1 keV [Gamboa-deBuen et al.,
1998b], 100 keV [Livingstone et al., 2010] and 1.25 MeV [Massillon-JL et al., 2006].
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Figure 8.3: The relationship between f (D)max and photon/electron energy based on
experimental measurements of f (D) for photons with energies of 8.1 keV [GamboadeBuen et al., 1998b], 100 keV [Livingstone et al., 2010], 540 keV [Datz et al., 2011]
and 1.25 MeV [Massillon-JL et al., 2006]. The relationship has been extrapolated to
low energies.
energies the maximum starting energy (0 ) of an electron liberated during the slowing
down of an ion is related to the ion’s kinetic energy (E) by:

m =

4AE(1 + E/2mi c2 )
(1 + A)2 + 2AE/mi c2

(8.1)

where A = me /mi with me and mi the electron and ion masses respectively. Since
mi  me , if E  mi c2 (non-relativistic), this can be approximated by:

m '

4me E
mi

(8.2)

From Equation 8.2, the maximum secondary electron energies from 4 MeV αparticles and 1.43 MeV protons is 2.2 keV and 3.11 keV respectively. The average
energy of the secondary electron spectrum is assumed to be half of the maximum,
giving 1.1 keV and 1.56 keV. The UNIM fits for these energies are shown in Figure 8.4.
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The ks and βRD values used to achieve the fits are also given in the figure.
2.5

2.5

2

2

Peak 8

Peak 8

ks = 0.182
βRD = 0

1.5

ks = 0.1735
βRD = 0

1.5

Peak 7

1

Peak 7
ks = 0.37
βRD = 0.1 x 10-3 Gy-1

f(D)

f(D)

ks = 0.395
βRD = 0.1 x 10-3 Gy-1

1

Peak 5

Peak 5

ks = 1
βRD = 0.1 x 10-3 Gy-1

ks = 1
βRD = 0.1 x 10-3 Gy-1

0.5

0.5

0

0
0.01

1

100

10000

1e+06

1e+08

Dose (Gy)

(a)

0.01

1

100

10000

1e+06

1e+08

Dose (Gy)

(b)

Figure 8.4: f (D) for peaks 5, 7 and 8 estimated by the UNIM for (a) 1.1 keV and (b)
1.56 keV photons/electrons. These energies correspond to the approximate average
energy of secondary electrons liberated by 4 MeV α-particles and 1.43 MeV protons
respectively in LiF.
The same process was carried out to estimate the average secondary electron energy in each track segment of the radial dose distributions of 4 MeV α-particles and
1.43 MeV protons (see Figures 6.3 and 6.4). Using the relationship in Figure 8.3, the
value of f (D)max was estimated for each average secondary electron energy. By varying ks to produce the required value of f (D)max , UNIM predictions of f (D) for each
electron energy were calculated. The values of f (D)max and ks for glow peaks 5, 7 and
8 in each track segment of 4 MeV α and 1.43 MeV proton radial dose distributions
are given in Tables 8.1 and 8.2 respectively.

8.3

MTST Calculations of ηα,γ and ηp,γ in LiF:Mg,Ti

Heavy charged particle relative TL efficiencies, ηHCP,γ , were calculated using Equation 6.4 with D(r) of 4 MeV α-particles and 1.43 MeV protons (shown in Figures 6.3
and 6.4) and the UNIM predicted f (D) functions of peaks 5, 7 and 8 corresponding
to the average secondary electron energy produced in each track segment of the radial
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Table 8.1: The maximum and average secondary electron energies generated by the
maximum HCP energy in each track segment of the 4 MeV α radial dose distribution.
The values of f (D)max determined from these energies as well as the ks values used to
achieve the required f (D)max values in the UNIM predictions of f (D).
HCP Energy (MeV)
4.0

3.5

Maximum δ-ray
Energy (keV)
2.2

1.92

Average δ-ray
Peak f (D)max
Energy (keV)
5
1.00
1.10
7
1.20
8
1.80

ks
1.00
0.50
0.25

0.96

5
7
8

1.00
1.15
1.75

1.00
0.55
0.26

1.00
1.10
1.70

1.00
0.60
0.27

3.0

1.65

0.82

5
7
8

2.9

1.59

0.80

5
7
8

1.00
1.10
1.70

1.00
0.60
0.27

1.00
1.00
1.20

1.00
1.00
0.50

1.00
1.00
1.00

1.00
1.00
1.00

2.2

1.21

0.60

5
7
8

1.5

0.82

0.41

5
7
8
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Table 8.2: The maximum and average secondary electron energies generated by the
maximum HCP energy in each track segment of the 1.43 MeV proton radial dose
distribution. The values of f (D)max determined from these energies as well as the ks
values used to achieve the required f (D)max values in the UNIM predictions of f (D).
HCP Energy (MeV)
1.43

1.30

1.18

Maximum δ-ray
Energy (keV)
3.11

2.83

2.57

Average δ-ray
Peak f (D)max
Energy (keV)
5
1.00
1.56
7
1.40
8
2.33

ks
1.00
0.37
0.1735

1.42

5
7
8

1.00
1.33
2.19

1.00
0.405
0.1885

1.29

5
7
8

1.00
1.28
2.06

1.00
0.435
0.205

1.00
1.22
1.91

1.00
0.48
0.228

1.05

2.29

1.15

5
7
8

0.90

1.96

0.98

5
7
8

1.00
1.15
1.75

1.00
0.55
0.258

1.00
1.00
1.36

1.00
1.00
0.39

0.73

1.59

0.80

5
7
8

0.54

1.18

0.59

5
7
8

1.00
1.00
1.29

1.00
1.00
0.43

0.32

5
7
8

1.00
1.00
1.00

1.00
1.00
1.00

0.29

0.63
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dose distribution. Efficiencies were calculated for the whole track and for the three
different track volume regions; the core, penumbra and linear regions. Table 8.3 gives
an example of the minimum and maximum radial distances of the track volume regions
and how they differ for different peaks and different HCP energies. This table also
demonstrates the dose contribution from the different track volume regions. It is observed that the core region contributes almost all of the dose. The results are shown in
Tables 8.4, 8.5 and 8.6. The three track volume regions were described in Section 6.2
and illustrated in Figure 6.2. To reiterate, the core region gives rise to the saturated
or sublinear dose response at high doses. The onset of the sublinear region, Dsub is
the dose at which f (D) < 1. The core region thus extends from the centre of the HCP
track where high dose deposition events occur out to a radial distance at which the
dose (measured from D(r)) corresponds to Dsub . The penumbral region gives rise to
doses in the supralinear region, i.e., f (D) > 1. The onset of supralinearity is defined
as Dsup , so the penumbral region is bounded by the radial distances which correspond
to Dsub and Dsup . A linear dose response region exists from the lowest measurable
doses to Dsup which is typically ∼1 Gy. The linear track volume region thus extends
from limit of the penumbral region to the largest radial distance from the HCP track.
Values of ηHCP,γ were calculated by integrating over the track volume region only in
the numerator of Equation 6.4, where the integration limits were the minimum and
maximum radial distances for each track volume region. The “whole” values given
were calculated by integrating over the entire D(r) for each segment. “The weighted
average” given at the end of each table is a weighted average over the entire track of
the values of ηHCP,γ found for the whole track volume region in each track segment.
It is observed that ηα,γ decreases with decreasing HCP energy, and increases with
glow peak temperature. The value of ηα,γ in the linear track volume region for each
track segment for all peaks is equal to 1. This result is expected since, by definition,
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Table 8.3: The radial range (given in terms of minimum and maximum radial distances) of the track volume regions for 3 and 4 MeV α-particles using f (D) of peak
5, 7 and 8 estimated for the average energy of the secondary electrons generated by
the HCP slowing down in LiF. Approximate values of the dose in each track volume
region were calculated by integrating D(r) over the corresponding radial range. The
total dose in each track segment is 6.1×106 Gy and 7.4×106 Gy for the 4 MeV and
3 MeV track segments respectively.
Particle/Energy

4 MeV α

3 MeV α

Average δ-ray
Peak
Energy (keV)

Region

Radial Range (Å )

Dose (Gy)

5

core
penumbra
linear

0 - 500
NA
500 - 1035

6.1×106 s
NA
1.4×103

7

core
penumbra
linear

0 - 200
200 - 700
700 - 1035

6.0×106
4.6×104
1.2×102

8

core
penumbra
linear

0 - 150
150 - 700
700 - 1035

6.0×106
9.0×104
1.2×102

5

core
penumbra
linear

0 - 400
NA
400 - 665

7.4×106
NA
2.8×102

7

core
penumbra
linear

0 - 200
200 - 500
500 - 665

7.4×106
1.7×104
3.5×101

8

core
penumbra
linear

0 - 150
150 - 500
500 - 665

7.4×106
4.8×104
3.6×101

1.1

0.82
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Table 8.4: Values of ηα,γ calculated using the peak 5 f (D) function estimated for
the average secondary electron energy in each track segment of the D(r) of 4 MeV
α-particles. Values have been calculated for the whole track as well as the different
track volume regions. f (D) functions were determined using the UNIM parameters in
Table 8.1.
HCP Energy (MeV)
4.0

Region
ηα,γ
whole
0.19
core
0.19
penumbra 1.00
linear
1.00

3.5

whole
0.16
core
0.16
penumbra 1.00
linear
1.00

3.0

whole
0.12
core
0.12
penumbra 1.00
linear
1.00

2.9

whole
0.08
core
0.08
penumbra 1.00
linear
1.00

2.2

whole
0.03
core
0.03
penumbra 1.00
linear
1.00

1.5

whole
0.02
core
0.02
penumbra 1.00
linear
1.00

Weighted average

0.07
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Table 8.5: Values of ηα,γ calculated using the peak 7 f (D) function estimated for
the average secondary electron energy in each track segment of the D(r) of 4 MeV
α-particles. Values have been calculated for the whole track as well as the different
track volume regions. f (D) functions were determined using the UNIM parameters in
Table 8.1.
HCP Energy (MeV)
4.0

Region
ηα,γ
whole
0.25
core
0.16
penumbra 1.14
linear
1.00

3.5

whole
0.20
core
0.14
penumbra 1.10
linear
1.00

3.0

whole
0.14
core
0.12
penumbra 1.08
linear
1.00

2.9

whole
0.09
core
0.08
penumbra 1.08
linear
1.00

2.2

whole
0.03
core
0.03
penumbra 1.00
linear
1.00

1.5

whole
0.02
core
0.02
penumbra 1.00
linear
1.00

Weighted average

0.09
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Table 8.6: Values of ηα,γ calculated using the peak 8 f (D) function estimated for
the average secondary electron energy in each track segment of the D(r) of 4 MeV
α-particles. Values have been calculated for the whole track as well as the different
track volume regions. f (D) functions were determined using the UNIM parameters in
Table 8.1.
HCP Energy (MeV)
4.0

Region
ηα,γ
whole
0.40
core
0.20
penumbra 1.54
linear
1.01

3.5

whole
0.33
core
0.19
penumbra 1.50
linear
1.01

3.0

whole
0.24
core
0.16
penumbra 1.50
linear
1.01

2.9

whole
0.16
core
0.10
penumbra 1.40
linear
1.00

2.2

whole
0.05
core
0.04
penumbra 1.06
linear
1.01

1.5

whole
0.02
core
0.02
penumbra 1.00
linear
1.00

Weighted average

0.14
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this region spans the radial distances for which the dose is within the linear dose
response region so in Equation 6.4, the numerator and denominator are always the
same. Interestingly, the values of ηα,γ in the penumbral regions for peak 5 are also
equal to 1 in every track segment. The average energy of secondary electrons generated
by 4 MeV α-particles was estimated to be ∼1 keV. The UNIM-predicted f (D) is linearsublinear, i.e., exhibits no supralinearity, and lower energies are predicted to result in
the same dose response. This means that the penumbral region is also linear for
each track segment, yielding the same result as the linear region. Peaks 7 and 8 do
exhibit supralinearity at 1 keV and ηα,γ at this energy is greater than 1. The value
of ηα,γ decreases with decreasing energy until it reaches 1 at an energy where the
supralinearity disappears. This occurs at an α energy of 2.2 MeV (0.6 keV average
secondary electron energy) for peak 7 and 1.5 MeV (0.4 keV average secondary electron
energy) for peak 8.
MTST calculations were also carried out using experimentally measured f (D) functions at photon energies of 1.25 MeV, 100 keV and 8.1 keV. This was done to illustrate
the importance of matching the dose response as closely as possible to the average energy of the secondary electron spectrum. The α radial dose distribution was extended
out to 4.95 MeV in order to compare calculated values of ηα,γ to the experimentally
measured values documented in the literature. The radial dose profile of 4.95 MeV He
ions in condensed phase LiF was given by Satinger et al. [2003] and was calculated using the Monte Carlo approach described in [Avila et al., 1996, 1999]. Calculations were
also carried out using the UNIM predicted f (D) functions for the approximate average
secondary electron energy produced by the HCP. The results are given in Tables 8.7,
8.8 and 8.9. The “track averaged” values are the weighted averages given in Tables 8.4,
8.5 and 8.6. These comparisons are also graphically represented in Figures 8.5 and 8.6
for 4.95 MeV α-particles and 1.43 MeV protons.
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Table 8.7: Values of ηα,γ calculated for 4 MeV α-particles using the f (D) of peaks 5,
7 and 8 for various photon energies to illustrate the importance of matching f (D) as
closely as possible to the secondary electron spectrum generated by HCPs.
Peak

Photon Energy (keV)
1250
100
8.1
2
Track averaged

f (D)max
3.7
3
1.6
1a

ks
0.087
0.110
0.285
1a

ηα,γ
0.21
0.18
0.12
0.09
0.07

7

1250
100
8.1
2
Track averaged

32
9
2
1.5a

0.011
0.038
0.125
0.28a

4.2
1.25
0.35
0.12
0.09

8

1250
100
8.1
2
Track averaged

220
30
6.9
2.5a

0.0014
0.009
0.055
0.13a

24.76
7.38
1.04
0.25
0.14

5

a

Estimated by extrapolation
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Table 8.8: Values of ηα,γ for 4.95 MeV α-particles calculated using the f (D) of peaks
5, 7 and 8 for various photon energies to illustrate the importance of matching f (D)
as closely as possible to the secondary electron spectrum generated by HCPs. Experimental values have been given for comparison.
Peak

Photon Energy (keV)
1250
100
8.1
2
1.4
Track averaged

f (D)max
3.7
3
1.6
1a
1a

ks
0.087
0.110
0.285
1a
1a

ηα,γ
0.32
0.27
0.18
0.13
0.11
0.105

7

1250
100
8.1
2
1.4
Track averaged

32
9
2
1.5a
1.2a

0.011
0.038
0.125
0.28a
0.33a

5.13
1.62
0.48
0.18
0.15
0.136

8

1250
100
8.1
2
1.4
Track averaged

220
30
6.9
2.5a
2.0a

0.0014
0.009
0.055
0.13a
0.15a

33.0
9.2
1.33
0.35
0.28
0.224

5

a

Experimental

0.12b

∼2c
∼1d

∼1d

Estimated by extrapolation
Rodrı́guez-Villafuerte et al. [2000]
c
Berger and Hajek [2008]
d
Estimated by comparison of glow peak intensities following β and αparticles irradiation
b
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Table 8.9: Values of ηp,γ for 1.43 MeV protons calculated using the f (D) of peaks 5,
7 and 8 for various photon energies to illustrate the importance of matching f (D) as
closely as possible to the secondary electron spectrum generated by HCPs. Experimental values have been given for comparison.
Peak

Photon Energy (keV)
1250
100
8.1
1.56
Track averaged

f (D)max
3.7
3
1.6
1a

ks
0.087
0.110
0.285
1a

η
Experimental
0.61
0.52
0.34
0.3b
0.20
0.20

7

1250
100
8.1
1.56
Track averaged

32
9
2
1.4a

0.011
0.038
0.125
0.37a

9.1
2.86
0.87
0.30
0.25

∼7c,d

8

1250
100
8.1
1.56
Track averaged

220
30
6.9
2.33a

0.0014
0.009
0.055
0.1735a

57.7
15.5
2.24
0.52
0.41

∼6c,d

5

a

Estimated by extrapolation
Aviles et al. [1998]
c
Aviles et al. [1999]
d
Estimated by comparison of glow peak intensities following β and αparticles irradiation
b
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Figure 8.5: Comparison of ηα,γ with experimental (Expt.) values for 4 MeV α-particles
calculated using the f (D) of peaks 5, 7 and 8 for various photon energies to illustrate
the importance of matching f (D) as closely as possible to the secondary electron
spectrum generated by HCPs.
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Figure 8.6: Comparison of ηp,γ with experimental (Expt.) values for 1.43 MeV protons
calculated using the f (D) of peaks 5, 7 and 8 for various photon energies to illustrate
the importance of matching f (D) as closely as possible to the secondary electron
spectrum generated by HCPs.
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A significant difference between the values of ηHCP,γ for the different photons energies is observed. The difference becomes greater for higher glow peak temperatures.
There are also discrepancies between the MTST calculated values and experimentally
measured values, particularly for ηp,γ . These discrepancies may be due, at least in part,
to uncertainties arising from the extrapolation of f (D) to very-low photon/electron
energies. Since it was not possible to perform experimental measurements of f (D) at
such low energies, measurements at accessible (higher) photon/electron energies using
a material whose dose response is not significantly dependent on ionisation density,
such as LiF:Mg,Cu,P, may reduce if not eliminate these uncertainties and discrepancies.

8.4

MTST Calculations of ηα,γ and ηp,γ in LiF:Mg,Cu,P

As discussed previously, the main experimental difficulty with the application of MTST
to LiF:Mg,Ti is the requirement that the photon energy used to measure f (D) creates a
secondary electron spectrum matched in energy as closely as possible to the secondary
electron spectrum created by the HCP slowing down. This requirement arises due
to the dependence of f (D) to photon/electron energy in LiF:Mg,Ti. The approach
adopted in this study was to extrapolate values of f (D) to low photon/electron energies
using the UNIM. Such an extrapolation introduces uncertainties in the conclusions
regarding the possible failure of MTST to accurately predict HCP relative efficiencies.
These uncertainites should by minimised, if not removed, by applying MTST to the
dose response of LiF:Mg,Cu,P since it’s photon dose response at normal levels of
doping does not appear to be significantly dependent on photon energy due to the
lack of supralinearity. This is the motivation for the following analysis, i.e., to test
the extent of the validity of the basic premise of track structure theories in a solidstate system in which the TL efficiency, f (D), measured by low-LET radiation is not
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significantly dependent on photon/electron energy.
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Figure 8.8: Normalised dose response, f(D)2 , of peak 4 of 60 Co irradiated LiF:Mg,Cu,P
[Horowitz et al., 2012].
α-particle energy (increasing LET) and this can be considered a partial success of the
theory. On the other hand, the calculated values consistently and significantly underestimate the measured relative TL efficiencies. The trend of ηα,γ with decreasing
energy is especially poorly predicted.
Table 8.10: Values of ηα,γ calculated for peak 4 of LiF:Mg,Cu,P.
HCP Energy (MeV)
4.95
4.00
3.50
3.00
2.20
1.50

η
f (D)1
0.0630
0.0450
0.0329
0.0204
0.0040
0.0012

f (D)2
0.1039
0.0756
0.0566
0.0367
0.0077
0.0027
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Table 8.11: Values of ηp,γ calculated for peak 4 of LiF:Mg,Cu,P.
HCP Energy (MeV)
1.43
1.30
1.18
1.05
0.90
0.73
0.54
0.29

η
f (D)1
0.1300
0.1087
0.1040
0.0869
0.0630
0.0393
0.0160
0.0047

f (D)2
0.1800
0.1540
0.1462
0.1264
0.0965
0.0950
0.0294
0.0097

Table 8.12: Energy weighted averages of ηα,γ and ηp,γ calculated for peak 4 of
LiF:Mg,Cu,P.

8.5

α

4.95
4.00
3.00
1.50

f (D)1
0.0230
0.0150
0.0070
0.0012

η
f (D)2 Experimental
0.0410
0.0600
0.0260
0.0500
0.0130
0.0430
0.0041
0.0340

p

1.43

0.0560

0.0870

Particle

Energy (MeV)

0.1500

Monte Carlo Calculation of Radial Dose Distribution

There are a number of assumptions inherent in any Monte Carlo calculation involving
heavy charged particle track structure. There are also limits to the validity of many
models used in Monte Carlo methods. The assumption that momentum transfers
between HCPs and electrons is so small that the trajectory of the ions is not affected,
as was made in the TRIPOS code utilised by Avila et al. [1996, 1999], is one that
deserves some attention and has been investigated as part of this work.
The freely available Monte Carlo simulation toolkit Geant4 [Geant4 Collaboration,
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2013] was chosen to perform this study. Geant4 version 9.3 was used as it was the
most up-to-date release available in 2010 when the study was conducted.
The TLD was modelled using a 3×3×0.89 mm3 box of LiF contained in a vacuum.
LiF is defined in the Geant4 Materials Database [Geant4 Collaboration, 2010] with a
density of 2.635 g/cm3 and ionisation energy of 94 eV. Particles were made incident
normal to the largest-area surface of the volume as shown in Figure 8.9.

0.89 mm

3.00 mm

HCP direction

3.00 mm

Figure 8.9: Illustration of the LiF TLD modelled in the Geant4 simulation showing
the direction of incident HCP particles.
Livermore Low Energy Electromagnetic Physics [Chauvie et al., 2004] models were
included in order to extend the validity range of particle interactions to lower energies
than those available in the standard Geant4 electromagnetic processes. There also exist
theoretical and semi-empirical physics processes and models, known as Geant4-DNA
physics processes [Chauvie et al., 2007], which have been adapted for track structure
simulations in liquid water at energies down to the eV scale. These processes allow
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for detailed modelling of the structure of elementary charge deposited and secondary
particle production in liquid water down to track lengths of the order of a few nanometers, making the Geant4-DNA physics processes useful for micro- and nanodosimetry
simulations. Unfortunately, the Geant4-DNA physics processes are currently based on
interaction cross-sections which are only valid in liquid water. In order to incorporate these processes in solid-state LiF, the appropriate cross-sections would need to be
calculated, which was beyond the realm of this project.
Track structure simulations were carried out using 4 MeV α-particles and 1.43 MeV
protons with the aim of comparing them to the radial dose distributions calculated
by Avila et al. [1996, 1999]. Figure 8.10 illustrates the energy deposition per HCP for
4 MeV α-particles and 1.43 MeV protons slowing down in LiF. The ranges agree with
those calculated using SRIM 2008 [Ziegler, 2013]. Figure 8.11 contains two-dimensional
maps of the energy deposition of each ion in LiF. The trajectories of both ion types
are observed to deflect which was not observed by Avila et al. [1996, 1999]. The radial
displacement of the primary particle increases as the penetration depth increases. This
effect is caused by the transfer of momentum between the primary particles and target
electrons, which was shown by increasing the production cut from 10 Å to 1012 Å (much
greater than the maximum range of secondary electrons generated by HCPs of a few
MeV slowing down) to eliminate the production of secondary electrons resulting in
straight ion trajectories. One of the assumptions made in the TRIPOS Monte Carlo
software is that such momentum transfers are negligible. The maximum deviation
from a straight trajectory at the end of the ion track is ±∼0.8 µm and ±∼0.3 µm
for 4 MeV α-particles and 1.43 MeV protons respectively. Whilst these distances are
small relative to the range of the ion, they are quite large relative to the range of
the secondary electrons liberated towards the end of the track. Thus, changes in the
ion trajectory due to momentum exchange have the potential to skew the radial dose
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Figure 8.10: The energy deposition per HCP as a function of depth in LiF calculated
using Geant4.9.3 for (a) 4 MeV α-particles and (b) 1.43 MeV protons.
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(a)

(b)

(c)

Figure 8.11: Two dimensional energy deposition maps of (a) 4 MeV He and (b, c)
1.43 MeV H ions slowing down in LiF. In (c), the production cut has been increased
from 10 Å to 1012 Å to prevent the generation of secondary electrons. The lack of
deflection here indicates that the bending seen in Figures (a) and (b) is due to the
momentum transfer between the incident particle and target electrons. In each figure
1000 primary particles were used and the density bar on the right hand side represents
the density of energy deposition.
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distribution more and more as the ion travels further in the material and should be
considered.
Unfortunately, due to the lack of cross-sections available for very low energy interactions in LiF, it was not possible to reliably carry out calculations of radial dose
distributions using Geant4. Incorporation of cross-sections for LiF was out of the scope
of this thesis.

Chapter 9
Summary and Conclusions
The dose response of the major glow peaks (peaks 4, 5, 5b, 7 and 8) of LiF:Mg,Ti was
measured following 100 keV x-ray irradiation to dose levels of 1 - 50,000 Gy and theoretically modelled within the framework of the Unified Interaction Model. It has been
concluded that the increasing values of f (D)max (supralinearity) with increasing glow
peak temperature is due to a decreasing role of geminate, or localised, recombination
with increasing temperature. The increasing values of Dmax with increasing glow peak
temperature can be explained by decreasing values of the trapping centre and luminescence centre dose filling constants, suggesting that the TC/LC configurations that are
responsible for the major peaks in the high temperature thermoluminescence region
(peaks 7 and 8) are different to those responsible for composite peak 5. The reduced
TL intensity resulting from radiation damage at high dose levels can be successfully
described by an exponentially dose-dependent reduction of available luminescence centres, although it is not clear why this effect is less for peaks 7 and 8 than for peak 5.
Also, the intensity of peak 5a relative to peak 5 was demonstrated to increase strongly
at high dose levels due to the preferential electron-hole population of the spatially
correlated TC/LC pair which gives rise to composite peak 5. The strong supralinearity of peaks in the high temperature thermoluminescence region suggests that they
should be excluded from dosimetry applications. The UNIM has been demonstrated
to provide a self-consistent and comprehensive description of the major glow peaks of
147
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LiF:Mg,Ti.
For a more complete investigation of the effects of ionisation density on the TL
dose response in LiF:Mg,Ti, measurements should ideally be extended to lower photon
energies (below 10 keV) in order to be able to calculate relative TL intensities following
irradiation with heavy charged particles. This requirement arises from the fact that
the electrons emitted via proton and α-particle irradiations (approximately 1 MeV/u)
are typically of the order of a few keV up to about 10 keV. Track structure theory
requires matching of the secondary electron spectrum created by the HCP slowing
down to photon test radiation. Unfortunately, due to a lack of availability of very low
energy photons (<10 eV), such measurements were not possible and estimates of the
dose response were made by extrapolating the available data to low energies.
MTST calculations of ηα,γ and ηp,γ in LiF:Mg,Ti and LiF:Mg,Cu,P differ significantly from experimentally measured values. However, uncertainties in the experimental measurements of ηHCP,γ , uncertainties in the measurement of f (D) and possible
uncertainties in the calculation of D(r) are significant. Calculations of D(r) especially
require additional attention due to the two approximations employed:
1. α-particle and proton energy losses below 250 eV, which present a significant
fraction of the total losses are assumed to be deposited locally
2. the energy loss model [Fitting and Reinhardt, 1985] used for electron transport
from ∼200 eV down to the simulation threshold of 50 eV uses dielectric theory
and the optical approximation wherein the dielectric function is assumed to be
independent of momentum, however, this is only a satisfactory approximation
for high-energy electrons.
Both of these approximations may affect D(r) over distances of tens of nm and
may significantly affect the level of dose in the first 10 nm from the track axis. The
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observation that the discrepancy between experimental measurements and MTST predictions in LiF:Mg,Cu,P increases with decreasing energy is consistent with the fact
that with decreasing ion energy the secondary electron spectrum is dominated more
and more by low-energy electrons and can be taken as evidence for the importance of
improving the low-energy electron transport in the calculations of D(r). In addition,
high-energy electrons generated from ion-atom ionisation collisions exhibit strong forward scattering compared with low-energy electrons, which are more isotropic. These
forward scattered electrons may contribute significantly to the radial dose in subsequent track segments of the ion track, which could result in the extension of the radial
dose of subsequent track segments (associated with lower ion energies) to larger radial distances. Hence, full-track Monte Carlo calculations are indicated. In addition,
nuclear collisions are increasingly important with decreasing ion energy, which could
be an additional factor in the observed discrepancy between theory and experiment
with decreasing α-particle energy. Another possibility leading to the discrepancies
between TST theory and experiment lies in the enhanced production of defects (primarily fluorine vacancies/F centres) following HCP irradiation which may influence
the TL mechanisms. This possibility is currently being investigated by Eliyahu et al.
[2012, 2013]. It may therefore be premature to arrive at a conclusion regarding the
validity of the basic premise of MTST, although the deviations between theory and
experiment appear substantial. Such a conclusion must await more careful and sophisticated calculations and/or measurements of the above quantities so as to reduce
and carefully assess the associated errors.

Part III
Solid-State Microdosimetry and its
Applications in Hadron Therapy
and Space Radiation Environments
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Chapter 10
Motivation
Microdosimetry is a tool for measuring the biological effects of radiation fields using measurements of the stochastic energy deposition events in a finite micron-sized
volume. Experimental microdosimetry has most commonly been performed using a
tissue-equivalent proportional counter, which takes advantage of the ability to simulate
a small volume using a cavity filled with a low pressure gas. Although tissue-equivalent
proportional counters have been applied successfully in microdosimetry of heavy ions
[Nikjoo et al., 2002], boron neutron capture and fast neutron therapies [Burmeister
et al., 2001] and for radiation protection applications [Dietze et al., 1984], they suffer
from a number of shortcomings including:
• Wall effects resulting from the density differences between the gas in the cavity
and the surrounding wall
• Using a large physical volume to simulate a small volume may lead to the superposition of multiple events which may not occur simultaneously in a smaller
volume
• Poor spatial resolution due to the large physical size, particularly for applications
where the lineal energy changes rapidly (e.g. Bragg peak) and high spatial
resolution is crucial
• Requirement of a high operating voltage
151
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• The inability to simulate an array of cells.
The development of silicon-on-insulator microdosimeter arrays has addressed the
shortcomings of the tissue-equivalent proportional counter. The first generation of SOI
microdosimeters have been applied in proton therapy [Bradley, 2000], boron neutron
capture and fast neutron therapies [Bradley, 2000; Bradley et al., 2001] and aviation and space radiation fields [Pisacane et al., 2011, 2006; Prokopovich et al., 2009]
with good agreement with equivalent measurements with tissue-equivalent proportional counters. However, the first generation suffered from charge sharing effects and
second generation microdosimeters were developed with isolated sensitive volumes to
eliminate charge sharing effects. Both first and second generation microdosimeters
have been tested in heavy ion fields relevant to heavy ion therapy and space radiation
fields.
For real-time applications in low dose-rate environments, such as in the monitoring
of spacecraft crew, a relatively large surface area is required to achieve reasonable
measurement statistics. The third generation microdosimeter was developed with an
increased sensitive surface area for this purpose. Characterisation and performance
testing of the third generation microdosimeters has been carried out using conventional
current-voltage and capacitance-voltage tests, α-spectroscopy and ion beam induced
charge collection studies.

Chapter 11
Microdosimetry

11.1

Introduction

Energy transfers between charged particles occurs via the processes of ionisation and
excitation. Ionisation is the process by which electrons are liberated by particle collisions with atoms or molecules, whereas excitation is a transfer of electrons to higher
energy levels in atoms or molecules. The energy is deposited in discrete packages which
are distributed non-uniformly throughout the irradiated volume. The effect of the radiation on the material depends not only on the macroscopic absorbed dose, defined
as the average energy deposited per unit mass, but the number of deposition events,
the amount of energy deposited in a single event and the spatial distribution of energy deposition events. Therefore, even for the same absorbed dose, different types of
radiation which result in a different number, magnitude and/or distribution of energy
deposition events may produce different effects. For biological materials this effect is
described by the radiobiological effectiveness (RBE). Microdosimetry was developed
with the aim of understanding these differences in radiation effects.
Microdosimetry is defined by Rossi and Zaider [1996] as the study of the spatial and
temporal distribution of absorbed energy in irradiated matter. Its principal application
is in the field of radiobiology but can also be extended to predicting the radiation effect
in other materials and structures, such as semiconductor electronics. Experimental
153

11.2. Microdosimetric Quantities

154

microdosimetry relies on the measurement of stochastic quantities such as specific
energy and lineal energy. These quantities describe the energy deposition events in
microscopic structures.

11.2

Microdosimetric Quantities

The specific energy, z, is given as the quotient of the energy, , imparted by ionising
radiation to matter by its mass, m.

z=


m

(11.1)

The units of specific energy is J kg−1 , or Gy.
The lineal energy, y, is the quotient of the energy imparted to the matter in a
volume of interest by a single energy deposition event,  by ¯l, where ¯l is the mean
chord length of the volume of interest:

y= ¯
l

(11.2)

Lineal energy is most commonly expressed with units keV/µm and is a stochastic
analogy of the linear energy transfer, LET. LET serves as an approximate description
of energy transfer by charged particles, but its use has some serious limitations which
are summarised below.
1. Particles with different charges and different velocities may have the same LET.
However, it is the particle velocity which determines the energy distribution of
secondary electrons which in turn is a major factor in the spatial distribution of
energy.
2. LET does not take into account the length of the track relative to a finite target
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volume.
3. LET does not consider the stochastic nature of energy loss along the track.
As a result of these factors, LET is an average over a large number of primary
interactions and cannot describe energy deposition in a small volume where the mean
number of interactions is of the order of one or less. Lineal energy overcomes these
limitations.
The mean chord length in a volume is the mean length of randomly oriented chords
in that volume. For a convex volume, the mean chord length is:
¯l = 4V
a

(11.3)

where a is the surface area of the volume. A summary of the mean chord length for
various shapes can be found in [Bradley, 2000].
Since lineal energy is a stochastic quantity, it is useful to consider its distribution
function. The value of the distribution function, F (y), is the probability that the lineal
energy is equal to or less than y. The probability density (also called the lineal energy
distribution), f (y), is the derivative of F (y) with respect to y:

f (y) =

dF (y)
dy

(11.4)

The lineal energy distribution is independent of the absorbed dose or dose rate. The
expectation value of the lineal energy distribution, also called the frequency weighted
mean lineal energy, is given by:
Z
ȳF =

yf (y) dy
0

ȳF is a non-stochastic quantity.

∞

(11.5)
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If D(y) is the fraction of absorbed dose delivered with lineal energy less than or
equal to y, the dose probability density, d(y), of y is the derivative of D(y) with respect
to y:
dD(y)
dy

d(y) =

(11.6)

This distribution is also independent of the absorbed dose or dose rate. The expectation value of d(y) is the dose weighted mean lineal energy and is given by:
∞

Z
ȳD =

yd(y) dy

(11.7)

0

ȳD is also a non-stochastic quantity. The relationship between d(y) and f (y) is:
y
f (y)
ȳF

d(y) =

(11.8)

So the dose weighted mean lineal energy may also be expressed as:
1
ȳD =
yF

∞

Z

y 2 f (y) dy

(11.9)

0

Experimental microdosimetric distributions are usually expressed as some function
of y. A common feature of most microdosimetric distributions is the fact that both
the lineal energy and its distribution span a large range of values. As a result of this,
linear representation is very rarely employed. In order to estimate directly from the
plot what fraction of events have lineal energy ranges in a given range of interest, a
yf (y) vs. log y representation may be used. This is based on the fact that:
Z

y2

Z

y2

f (y) dy =
y1

[yf (y)] d log y

(11.10)

y1

The area delimited by two values of y is proportional to the fractional number of
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events that have lineal energy in that range of y values. If it is the dose distribution
in y that is of interest, the representation yd(y) vs. log y may be used. The area
under this curve delimited by any two values of y is proportional to the dose delivered
by events with lineal energies in this range. This is the standard representation of a
microdosimetric spectrum.
Microdosimetric distributions are typically used to estimate radiation protection
quantities, such as the dose equivalent, H = DQ (Equation 2.1), where Q is given by:
Z

1
Q=
D

∞

q(y)yf (y)dy

(11.11)

0

The function q(y) describes the biological effectiveness per unit dose of an increment
y in lineal energy and has been previously defined by ICRU [1986]; Kellerer and Hahn
[1988] (see Equations 2.3 and 2.4 and note the change in notation from Q(y) to q(y)).
The dose equivalent is then
Z

∞

Q(y)D(y)dy

H=

(11.12)

0

If the linear-quadratic model of cell survival (Equation 2.8) is assumed, then the
RBE of higher LET to lower LET radiation is:
αL
RBE =
2βL DH

"s

#
2
4βL (αH DH + βH DH
)
1+
−1
αL2

(11.13)

where D is the absorbed dose, α and β are constants relating to cell kill from single
and multiple radiation events respectively, and the subscripts L and H denote low and
high LET respectively.
The microdosimetric quantity yD is an index of the biological effectiveness of the
spectrum when RBE is proportional to yD . This only applies at absorbed doses that
are so low that the quadratic term in Equation 11.13 can be neglected. A more
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appropriate index of the biological effectiveness is the empirical quantity y ∗ [Kellerer
and Rossi, 1972]:
R∞h
y ∗ = y02

0

i
2
1 − e−(y/y0 ) f (y)dy
R∞
yf (y)dy
0

(11.14)

where y0 is typically chosen to be 125 keV/µm. y ∗ takes into account saturation
due to excessive ionisation density of high lineal energy particles over and above the
requirements for cell death.

11.3

Experimental Microdosimetry

11.3.1

Introduction

Experimental microdosimetry requires a means of measuring the microdosimetric quantities defined in Section 11.2. An ideal detector for measuring these quantities should
meet the following critera:
1. The distribution of energy imparted should be measured for the material of
interest (usually tissue).
2. It should be capable of determining the distribution over a sufficiently large range
of volume sizes.
3. The entire range of the imparted energy should be measurable.
4. The signal from the detector should be proportional to the energy imparted.
5. The signal from the detector should be free from any fluctuations due to the
detector itself.
Such a detector doesn’t exist, and in practice, some approximations must be made.
Gas-filled detectors are commonly used in experimental microdosimetry. Such devices
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are able to simulate microscopic volumes of tissue of 1 g/cm3 using a much larger
cavity filled with tissue-equivalent gas of a much lower density.

11.3.2

Simulation of Small Volumes with Gas Cavities

The ICRU Report 36 on Microdosimetry [ICRU, 1983] states that in order to apply
this principle, it is necessary that the energy loss of charged particles traversing the
cavity is identical in the tissue sphere and the gas sphere for equivalent trajectories,
i.e.,

∆Et = (S/ρ)t ρt dt = (S/ρ)g ρg dg = ∆Eg

(11.15)

where ∆Et and ∆Eg are the mean energy losses from the charged particle in tissue
and gas, (S/ρ)t and (S/ρ)g are the mass stopping powers, ρt and ρg are the densities
and dt and dg are the diameters of the tissue and gas spheres, with dg = kgt dt . If the
atomic composition of tissue and gas are identical, and the mass stopping powers are
independent of the density, it follows that

ρg =

ρt
kgt

(11.16)

ρg =

1
kgt

(11.17)

and, assuming unit-density tissue,

Hence, the mean energy loss of charged particles is equal in both spheres if the
ratio of the density of the gas to the density of the tissue is chosen to be equal to the
ratio kgt of the diameters of the tissue sphere and the gas sphere. By enlarging the
diameter of the sphere by a factor of kgt and decreasing the gas density by the same
2
factor, the mass of the gas sphere is larger by kgt
, but so is the area cross-section and
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the number of traversing particles, so the absorbed dose is the same in both spheres.

11.3.3

Tissue Equivalent Proportional Counter

The tissue equivalent proportional counter (TEPC) conventionally applied in experimental microdosimetry is based on the principle of simulation of small volumes with
gas cavities. It usually has walls made of tissue-equivalent plastic and is filled with
a tissue-equivalent gas. Tissue equivalence requires that the interaction cross-sections
and mass collision stopping powers of charged particles are identical to those of tissue.
The standard wall material is A-150 (a mixture of polyethylene, nylon, carbon and
calcium fluoride) which is considered to be equivalent to muscle. For gas, homogeneity
with the wall is another important criteria in addition to its tissue-equivalence.
Several types of TEPC have been used in experimental microdosimetry. The shapes
of these are mostly spherical or cylindrical. Rossi counters with cavity dimaters ranging
from 6 mm to 20 cm have been used most commonly in microdosimetry. Cylindrical
counters are used primarily due to their relatively easier construction. For low-LET
radiation, it is required that the mean chord length in cylindrical and spherical TEPCs
is equal. For other radiation, cylindrical cavities in which the height is equal to the
diameter can be considered equivalent to spherical cavities of equal mean chord length.
TEPCs are operated at gas pressures ranging from a few hundred Pa to about
100 kPa. High purity gases are required and the device must be sufficiently vacuum
tight to avoid gas contamination. Contamination may result in changes to the gas
gain. The tissue-equivalent wall can alter the gas composition through out-gassing of
absorbed gases. This can be reduced by evacuating the counter to a pressure of about
10−1 Pa for a number of days or continuously flowing gas through the counter.
The proportional counter provides an electrical signal which is proportional to the
number of ion pairs resulting from an energy deposition event, linearly amplified in

11.3. Experimental Microdosimetry

161

magnitude by gas multiplication if a sufficiently high electrical field is applied between
the electrodes. The gas gain is defined as the mean number of electrons collected at the
centre wire per primary ion pair produced by the ionising particle. Gas multiplication
was explained in Chapter 2.
A significant shortcoming of the TEPC is that the simulation of microscopic tissue
volumes using low density gas in a large cavity can lead to distortions of the experimental microdosimetric distributions. “Wall effects” result from density differences
between the gas in the cavity and the surrounding wall, and occur even if the gas and
wall are of the same composition. Wall effects can be sub-categorised into four types,
which are described below and illustrated in Figure 11.1.
Delta-ray effect. A charged particle enters the cavity simultaneously with a δ-ray
(secondary electron). The distance between the two entry points may be large
enough that either the primary particle or the δ-ray, but not both, would enter
the actual microscopic region. The two particles do not interact in the same
microscopic volume. This effect is most important for high-energy, heavy charged
particles and high-energy electrons. The δ-ray effect also causes distortions for
indirect events, i.e., events in which a HCP passes outside the region of interest
but one or more of the secondary electrons generated by it enter it. Distortions
due to the δ-ray effect may introduce significant errors in ȳF but are of much
less consequence for ȳD .
Re-entry effect. An electron may re-enter a cavity after it has traversed it, due to
its non-linear track. The points of exit and re-entrance can be far enough apart
that this scenario would not occur in the actual microscopic region. The re-entry
effect only applies to electrons up to 1 MeV in energy because they are the only
particles with significant curvature of their tracks.
V-effect. In a non-elastic nuclear interaction several charged particles can be set in
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motion simultaneously. In a case where two nuclear fragments originate outside
the cavity and traverse it, the two entrance points may be far enough apart
that in the real case the corresponding fragments would not interact in the same
microscopic volume. This effect also includes cases where more than two nuclear
fragments are involved. The V-effect may lead to very large energy deposition
events and may therefore have a significant influence on ȳD .
Scattering effect. Uncharged primary particles may undergo interactions producing
charged particles which are close enough so that multiple charged particles may
enter the cavity. In the real case, the charged particle tracks may be far enough
apart that only one of them would enter the actual microscopic volume. The
scattering effect is important for neutrons and photons under the condition of
multiple scattering.
The four types of wall effect all lead to an increase in energy imparted by superposition of energy deposition events which would not occur simultaneously in a medium of
uniform density. These wall effects motivated the development of “wall-less” counters.
Two different approaches have been taken in attempts to develop the ideal wall-less
counter. The first approach uses electric field lines to define the collecting boundary.
This has the advantage that the boundary is truly wall-less except for the presence
of the field-shaping electrodes, but the collecting volume may be poorly defined due
to slight variations in the field at the boundary. The second approach makes use of a
material grid to delineate the boundary. By making the grid suitably fine, the amount
of solid at the boundary surface can be made small. The material of which the grid
is constructed depends on the radiation field to be investigated. Wire-defined boundaries are suitable for heavy ions, but are less acceptable for low-energy photons. A
counter having a grid boundary has the advantages of a well-defined collecting volume
of structural strength and ease of use. These features make this type of counter more
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Figure 11.1: Diagram illustrating the four types of wall effect in TEPCs. Note: The
meandering tracks represent electron traversal, straight lines are heavier particles and
dashed lines represent uncharged (neutron or photon) primary particles. High density
material is represented by grey shading. There are two diagrams for each type of wall
effect: the left indicates the behaviour in a walled TEPC and the right illustrates the
behaviour in an equivalent microscopic tissue target. In all cases the wall effect leads
to an increase in energy imparted by superposition of energy deposition events (left
diagrams) which would not occur simultaneously in a volume of uniform density (right
diagrams). Figure and caption reproduced from [Bradley, 2000].
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suitable for a semi-portable, general-use instrument. Its major disadvantage is the
inevitable introduction of some solid material into the collecting volume boundary,
but this can be minimised with careful matching of the counter construction with its
intended use.
A precaution necessary when using wall-less counters is that the counter into which
the counter is placed should not substantially disturb radiation equilibrium. This
would produce a different type of wall effect, significant for high-energy charged particles whose secondary electron ranges exceed the distance from detector to wall.
There are a number of shortcomings of TEPC which are not related to wall-effects
and are hence not overcome by using wall-less counters. These include poor spatial
resolution due to the large physical size of the counter, a high operating voltage and the
inability to simulate an array of cells. The development of solid-state microdosimeters
has attempted to address these issues whilst maintaining well-defined sensitive volumes
and a large enough surface area to achieve the event statistics required for online
monitoring [Bradley et al., 1998].

11.3.4

Solid-State Microdosimetry

Semiconductor devices are useful for radiation measurement due to the properties
created at a junction where p- and n-type semiconductors are brought into good thermodynamic contact. A space charge region, or depletion region exists due to a very
low mobile carrier density and acts like a high resistivity parallel plate ionisation
chamber. The high electric field in this region causes separation of electron-hole pairs
formed by ionisation. The charge migrates to electrodes via drift and is collected.
Charge collection characteristics may be improved by applying a reverse bias to the
p-n junction.
A number of approaches to experimental microdosimetry based on silicon detec-
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tor technology have been made. Such detectors include the ∆E − E monolithic telescope and the Medipix and Timepix detectors developed by the Medipix Collaboration
[Medipix Collaboration]. The ∆E − E monolithic telescope consists of a 1.8 µm thick
pixelated ∆E stage with 1 mm2 area. The small thickness of the ∆E stage allows it
to act a microdosimeter. The thick 5000 µm E stage of the detector is useful for full
energy detection of the charged particle and tissue equivalence corrections [Agosteo
et al., 2006, 2011]. Medipix and Timepix detectors are pixelated semiconductor detectors with a pixel size of 55×55 µm2 . Medipix and Timepix allow online registration
of single ions by studying the charge collection process in neighbouring pixels determined by the radial track structure of the ion and the electric field distribution in the
detector [Opalka et al., 2012; Pinsky et al., 2011].
The most straight forward approach to solid state microdosimetry was realised in
silicon-on-insulator (SOI) diode arrays. Chapters 13 and 15 are devoted to experimental microdosimeters based on SOI technology.

Chapter 12
Semiconductor Detector Characterisation
Techniques
The concept of semiconductor diodes as radiation detectors was introduced in Chapter 2. The potential advantages of solid-state microdosimeters over the traditional
tissue-equivalent proportional counter were also discussed in Chapter 11. Prior to
comparing previous and current solid-state microdosimeter devices, it is important to
discuss some key characterisation techniques which are used in assessing their function
and performance.

12.1

Electrical Characteristics

12.1.1

Current-Voltage Characteristics

It is well known that a diode readily conducts current under forward bias conditions
and conducts very little under reverse bias. In fact, this property is characteristic of
a diode and testing how a diode radiation detector conducts current under both bias
conditions is a useful tool for the following:
• confirming that the device functions as a diode
• determining the leakage current at a given applied voltage
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• determining a safe (below breakdown) operating voltage
• monitoring radiation damage
Leakage current is the current that is produced even in the absence of ionising
radiation due to the finite conductivity of the diode. Random fluctuations in the
leakage current are a significant source of noise in some applications, therefore it is
desirable that the leakage current is very small.
The leakage current also influences the energy resolution as well as the true bias
applied to the junction. The bias voltage is always applied through a large-value series
resistor for signal isolation. The true bias applied across the diode is reduced from that
of the voltage source by the product of the leakage current and the series resistance.
If the leakage current is large enough, the drop across the resistor can diminish the
actual voltage applied to the detector.
The majority of experiments carried out in this investigation used the AMPTEK
A250 charge sensitive preamplifier and PC250 test board. The PC250 circuit is shown
in Figure 12.1.
The bias is applied through the series resistors R4 and R7, which for the applications described in this thesis have values of 1 MΩ and 10 MΩ respectively.
From Ohm’s Law, the actual voltage drop across the detector is found by:

Vdet = I × Rdet

(12.1)

where Rdet is the resistance across the detector, which is given by the bias voltage
divided by the detector leakage current:

Rdet =
Since I =

Vbias
Rtotal

Vbias
Ileakage

(12.2)

and Rtotal = Rseries + Rdet combining Equations 12.1 and 12.2 gives

12.1. Electrical Characteristics

168

Figure 12.1: PC250 test board circuit [AMPTEK, 2010]. The values of resistors R4
and R7 were 1 MΩ and 10 MΩ respectively.

Vbias
× Rdet
(Rseries + Rdet )
V
Vbias
 × bias
=
Vbias
Ileakage
Rseries + Ileakage

Vdet =

=

(Vbias )2
Ileakage Rseries + Vbias

(12.3)

From Equation 12.3, it is clear that for a large leakage current, the actual voltage
across the detector will be smaller than the applied voltage. The relationship between
the leakage current and the actual bias voltage applied across the detector is shown
in Figure 12.2 for applied bias’ of magnitude 6 V and 10 V. These bias voltages have
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Figure 12.2: The relationship between leakage current and actual voltage across the
detector for applied bias’ of magnitude 6 V and 10 V applied through an 11 MΩ series
resistor.
been used in various investigations described in this thesis.
The voltage drop across the detector is observed to be the same as the applied
voltage for leakage currents up to 10 nA. Above 1 µA, the voltage drop across the
detector decreases rapidly. For the investigations and applications discussed herein, a
leakage current below 10 nA is required.

12.1.2

Capacitance-Voltage Characteristics

Capacitance-voltage testing of diode detectors is another technique used to assess the
electrical characteristics which affect the performance of the device. For a charge Q
sent to the charge-sensitive pre-amplifier, the input voltage to the pre-amplifier is given
by [Spieler, 2005]:

V = Q/C

(12.4)
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where C is the input capacitance given by the sum of the detector capacitance and
amplifier capacitance. The input signal thus decreases with increasing input capacitance, and the signal-to-noise ratio is dependent on the detector capacitance. A lower
detector capacitance is desirable.
In addition, the pulse rise time increases with increasing detector capacitance. A
fast rise time and thus low detector capacitance is often required.
The capacitance of a detector decreases with increasing bias voltage as the depletion region grows thicker. A small detector capacitance is thus promoted by using the
largest possible applied voltage up to the point that the detector becomes fully depleted [Knoll, 2000]. When the detector is fully depleted, the capacitance will remain
constant. Capacitance-voltage testing can thus be used to confirm that the detector
is operating at full-depletion.

12.2

Charge Collection Characteristics

12.2.1

Alpha Spectroscopy

Spectroscopy is a useful tool for determining if the diode is functioning as a good radiation detector. The response of a radiation detector should ideally be proportional
to the energy deposited in the device. For thick detectors where the particles stop
inside the detector, the peak response should be proportional to the energy of the
incident particle. Microdosimeters are thin and the range of incident particles is typically longer than the thickness of the device. The energy that will be deposited in the
device is governed by the linear energy transfer (keV/µm). Discrepancies between the
energy that is deposited in the material and the energy measured using the detector
and spectroscopy system may indicate flaws in the device or incorrect use. For example, incomplete charge collection will result if the bias applied to the detector is not
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high enough to prevent recombination of radiation induced electron-hole pairs.

12.2.2

Ion Beam Induced Charge Collection

Ion Beam Induced Charge (IBIC) collection is a method whereby a focused beam of
monoenergetic heavy ions is raster scanned across the sample. Charge collection from
the device is measured using a spectroscopy system in coincidence with the x and y
coordinates of the beam position for each energy deposition event. This information,
once calibrated for energy deposition, can be used to create median energy maps.
A median energy map is a spatially resolved image, where each pixel contains the
median measured energy deposition values recorded for that pixel. Median energy
maps are useful for observing features or structures with anomolous charge collection
characteristics.
The requirement of a highly focused ion beam means that IBIC studies must be
carried out at accelerator facilities. All IBIC studies carried out as a part of the
current investigation were performed at the Australian Nuclear Science and Technology
Organisation (ANSTO) using the high energy heavy ion microprobe. The microprobe
is situated on a beam line of the Australian National Tandem for Applied RESearch
(ANTARES) accelerator. ANTARES is a 10 MV tandem van de Graaf accelerator.
The first stage of the accelerator is the ion source, which, for the experiments
performed was either the α-tross or cesium sputter ion source. The α-tross is used to
produce α-particles or protons. A He or H gas is ionised by a radio frequency field
and positive ions from the plasma are extracted from the source and pass through
a rubidium source where the ions undergo charge exchange and become negatively
charged. The negatively charged ions are accelerated to keV energies. The beam is
steered and focused using magnets and lenses respectively. Beam profile monitors are
used to optimise the beam symmetry. The cesium sputter source produces a wide
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range of elements from solid targets. A cathode containing the desired ion species is
bombarded with cesium ions with energies in the order of keV. Subsequent sputter
interactions produce negatively charged secondary ions which are ejected from the
surface of the cathode and pre-accelerated to keV energies. The beam is steered and
focused using electrostatic steering plates and lenses respectively. The beam current
is measured using a Faraday cup.
Once the keV energy beam is focused the ions are accelerated by the van de Graaf
accelerator in two stages. The negative ions are accelerated to the positively charged
terminal where they pass through a stripping gas which removes some or all of the
electrons. The then positively charged ions are accelerated away from the terminal.
The energy of the ions is dependent on the terminal voltage and the charge state, i.e.,

Eion = V (q + 1)e

(12.5)

where e is electronic charge.
The beam is then focused using an electrostatic quadrupole lens. Electrostatic
deflection plates allow for adjustment of any misalignment of the beam. Energy and
charge state of the beam are selected using an analysing magnet, which also steers it
to the entrance of the microprobe beam line.
The microprobe is used for fine focus of the beam for microanalysis applications.
It is located close to the high energy end of the accelerator to reduce the number of
beam optical instruments required between the accelerator and the microprobe. The
total length of the microprobe from the object slits to the centre of the target chamber
is 7 m. A schematic diagram of the microprobe is shown in Figure 12.3.
The ion beam enters the microprobe through a set of pre-slits (adjustable 4-jaw
apertures), which limit the beam current impinging on the object slits. The object
slits immediately follow the pre-slits and are decoupled from the beamline to prevent
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Figure 12.3: Schematic of the heavy ion microprobe beam line [Siegele et al., 1999].
vibrations. The Faraday cup and beam viewer located after the object slits are used
to optimise and align the beam. A second set of Faraday cup and viewer are located in
front of the collimating slits are used to fine tune the beam. The collimating apertures,
beam scanning system, quadrupole triplet and the target chamber are all mechanically
isolated from the rest of the beamline to prevent vibrations. The target chamber is
evacuated by a turbo-molecular pump which is also mechanically isolated from the
target chamber. The beam scanning system scans ion beams with a maximum scan
area of 300×300 µm2 . The target chamber is equipped with a video camera and
an x − y − z manipulator for target alignment. A Faraday cup on the shaft of the
manipulator allows accurate target current measurement.
In addition to IBIC, the heavy ion microprobe is used for other ion beam analysis
applications such as elastic recoil detection analysis (ERDA), Rutherford backscattering (RBS), particle-induced x-ray emission (PIXE) and nuclear recoil analysis (NRA).

12.3

Device Structure and Composition

12.3.1

Scanning Electron Microscopy

As its name suggests, a scanning electron microscope (SEM) uses electrons to produce
an image of the sample under investigation. The usefulness of electrons in optics
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stems from their charge. Because they are charged particles, they may be accelerated,
deflected and focussed using electrostatic or electromagnetic fields. This means they
can be used in optics in a similar manner to photons, however, electron optical systems
typically have a greater resolution and depth of field than photon optical systems
[Hayat, 1974].
An SEM image is produced by signals which are generated by the interaction of a
focused electron beam with a sample as the beam is scanned across its surface. Images can reveal information about the sample including external morphology, chemical
composition and the crystalline structure and orientation of the materials present in
the sample.
The primary component of an SEM is the electron gun which provides a beam of
electrons with a range of energies. The electron beam is accelerated past a number
of lenses which focus the beam into essentially a small-diameter probe. The focused
electron beam is raster scanned across the sample using deflection coils. The various components of an SEM and comparisons with optical and transmission electron
microscopes are illustrated in Figure 12.4.
The interaction of the primary electron beam with the sample results in a range
of products [JEOL; Swapp, 2012]. The most interesting products from a materials
characterisation point of view are described below.
Secondary electrons used to produce SEM images
Diffracted backscattered electrons used to determine crystal structure and orientations of minerals
Characteristic x-rays used for elemental analysis via a technique called energydispersive x-ray spectroscopy (EDS)
Secondary electrons are emitted as a result of inelastic scattering events near the
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Figure 12.4: Components of an SEM and comparison with optical and transmission
electron microscope (TEM) systems [JEOL].
surface of the material. These are typically much lower in energy than the energy
of the incident electron beam. Secondary electrons are detected for each position in
the scanned area by an electron detector, typically a scintillator, and an image is
created based on the intensity of the secondary electrons detected. Electron emission
is affected by factors such primary electron energy, angle of the sample or features
relative to the electron beam as well as the atomic number of the material(s). The
resulting image is monochromatic and differences in contrast correspond to different
materials or different planes. An example of an SEM image is shown in Figure 12.5.
Because secondary electrons only have very small ranges, only features on or very
near the surface of the sample which is facing the electron beam can be imaged.
For imaging of structures below the surface, the sample must be cut and polished to
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Figure 12.5: An SEM image of a circuit board [JEOL].
produce a cross-section.
EDS is often coupled with SEM and makes use of x-ray spectroscopy to determine
the abundance of specific elements in the sample. Element composition maps can be
created with this information. The x-rays are produced when electron interactions in
the sample result in excitation of electrons in discrete atomic orbitals, or shells. When
the excited electrons return to lower energy states, the excess energy is emitted in
the form of x-rays, whose energy is characteristic of the material in which they were
generated.
SEM and EDS images provide information that is useful for confirming the structure and elemental composition of solid-state microdosimeters. This technique allows
any fabrication errors or physical damage to be identified.

Chapter 13
Silicon-on-Insulator Microdosimetry
This chapter will give an overview of the history and development of silicon-oninsulator microdosimeters and their applications.

13.1

Silicon-on-Insulator Technology

Silicon-on-Insulator (SOI) refers to any technology in which a thin layer of single crystal
silicon is formed over an insulating layer with the objective of fabricating electronic
devices in the silicon layer. Some advantages of SOI over bulk silicon technologies
include:
• electrical isolation between the silicon layer and the substrate
• reduced parasitic capacitance
• increased radiation hardness
SOI devices are less prone to single event effects from heavy ion strikes than bulk
silicon devices. In a bulk Si transistor, charge generated by the incident ions is collected from the substrate below the device. The insulating buried oxide layer in SOI
devices is designed to limit the thickness of the active layer by preventing collection of
charge generated in the substrate material. This design allows the creation of sensitive
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volumes of a well defined depth. This feature, along with the ability to fabricate electronic devices in thin silicon layers, makes SOI technology useful for producing solid
state microdosimeters.

13.2

First Generation SOI Microdosimeters

The first generation of SOI microdosimeters consists of arrays of rectangular parallelepiped sensitive volumes, or cells, fabricated on bonded p-type SOI wafers by Fujitsu
Research Laboratories Ltd. Each wafer has a thickness of 2, 5 or 10 µm. Each of the
square p-n junctions is either 10×10 µm2 or 100×100 µm2 . Adjacent cells are separated by 30 µm in both lateral directions. Sensitive volumes utilise a reverse biased
n+ junction and a p+ common ohmic contact. A schematic diagram of the device is
given in Figure 13.1. The n+ and p+ silicon layers with depths of 0.2 and 0.5 µm were
constructed by arsenic and boron implantations at 30 keV and 5×1015 cm−2 . Each
device is packaged in a 28 pin dual-inline (DIL) ceramic carrier.

Figure 13.1: Left: A schematic of an SOI microdosimeter unit cell (dashed square).
The dotted lines represent the positions of the profile cuts on the right. Right: A profile
cut through the central n+ region of the unit cell (top) and a profile cut through the
shared p+ contacts of the unit cell (bottom). Figure from [Prokopovich, 2010].
Each device consists of four diode array structures. Each array varies in size and
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number of diodes as shown in Table 13.1. All diodes in a given array are connected in
parallel.
Table 13.1: Summary of SOI microdosimeter diode and array dimensions [Bradley,
2000; Prokopovich, 2010].
Array
A1
A2
A3
A4

Junction Size Cell Size
(µm)
(µm)
100×100
120×120
100×100
120×120
10×10
30×30
10×10
30×30

Total Junction
Area (mm2 )
150 (30×5)
1.5
50 (10×5)
0.5
14400 (120×120)
14.4
4800 (40×120)
0.48
Array Size

Total Diode
Area (mm2 )
2.16
0.6
43.2
4.40

Arrays 1 and 2 are unsuitable for experimental microdosimetry due to the large
100×100 µm2 p-n junctions compared to the SOI thickness. The large cells would
result in very large energy depositions from oblique charged particle strikes. Array 3
is also unsuitable as its large area produces a large capacitance resulting in a noise
level equivalent to a lineal energy of 10 keV/µm [Prokopovich, 2010]. Low LET events
would thus not be measurable using this array. Array 4 of either 5 or 10 µm thick
SOI has previously been used in experimental microdosimetry. The applications and
findings of these devices will be described in the following sections.

13.2.1

Charge Collection Characteristics

Ion Beam Induced Charge (IBIC) collection experiments were carried out by Bradley
et al. [1998] with H, H2 and He ion beams using the NEC 5U Pelletron Accelerator at
the Microanalytical Research Centre, University of Melbourne, Australia. An image
showing the spatial charge collection information from 2 MeV He ion irradiation is
given in Figure 13.2. Significant charge sharing is observed between adjacent cells
due to lateral charge diffusion. Charge diffusion occurs due to the long (61 µm)
diffusion length compared to the cell dimensions. A 100% charge collection efficiency
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Figure 13.2: IBIC image of SOI array 4 irradiated by 2 MeV He ions. Black corresponds
to the lowest charge collection amplitude and white corresponds to the highest. The
top two rows show the image following median filtering of the bottom 12 cells. Figure
from [Bradley, 2000].
was determined with only a slight decrease in the collection efficiency away from the
junction.

13.2.2

Application to Boron Neutron Capture Therapy

Boron neutron capture therapy (BNCT) involves thermal neutron irradiation of a
tumour site that has been sensitised to thermal neutrons by injection of tumour specific
10

B compounds. The capture of thermal neutrons by

nuclear fission process:

10

B results in the following
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+ 42 He

Q = 2790 keV

+ 42 He + γ

Q = 2310 keV

(13.1)

The He and Li reaction products are high-LET particles with ranges of 4.1 and
7.7 µm respectively. The energy deposition is highly localised and depends strongly on
the spatial deposition of the

10

B nuclei. In addition to the dose due to boron neutron

capture, other dose components may include:
• protons as recoil products from the interaction of fast and epithermal neutrons
with H nuclei
• protons as a product of

14

N neutron capture

• γ-rays from H neutron capture
Microdosimetry provides techniques for separating the various LET components
and measuring the dose due to boron neutron capture, total dose, beam quality and
dose enhancement factors. Separation of LET components is important due to differences in the biological effectiveness of the components.
Microdosimetry experiments were carried out by Bradley et al. [2001] using the
clinical BNCT facility at the Kyoto University Research Reactor (KUR) to determine
the device response to mixed thermal and epithermal neutron environments. The internal boron-doped p+ region of the microdosimeters was used as a thermal neutron
detector and microdosimetric spectra and thermal neutron meaurements were simultaneously recorded. The microdosimeters used were the 2 and 5 µm devices with array
4 selected. Devices of these thicknesses were selected for best LET or particle type
discrimination given the short range of the BNCT ion products. Devices were reverse
biased at 10V.
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Measurements were acquired with a cylindrical water head phantom positioned in
the beam so that its longitudinal axis was aligned with the central axis of the beam.
The microdosimeter, housed in a probe assembly (described in [Bradley, 2000]), was
positioned to intercept the central axis of the beam and moved along the central axis
using a remote controlled actuator system. Measurements were taken at distances
ranging between 10 and 100 cm from the face of the water phantom to determine the
thermal neutron flux depth distribution. Microdosimetric spectra were also compared
to determine the relative contributions from radiation components such recoil protons
from elastic fast neutron scattering.
Neutron flux measurements were found to be in very good agreement with gold
foil measurements by Kobayashi et al. [1999], demonstrating the feasibility of using
the silicon microdosimeter for simultaneous thermal neutron flux measurements and
microdosimetry at a high spatial resolution.
The energy spectra at various depths in the water phantom for mixed and epithermal neutron fields are shown in Figures 13.3 and 13.4 respectively. The spectra
were normalised so that the integral counts >450 keV, corresponding to thermal neutron events, are equal to unity. This highlights the contribution from fast protons
with energies less than 200 keV and demonstrates the utility of the microdosimeter
in analysing the various dose components of the radiation. The relative ratio of fast
proton events to thermal neutron events at various depths in the water phantom is
shown in Figure 13.5.
In a comparison of the 2 and 5 µm thick SOI devices, the 5 µm SOI devices was
found to be capable of measuring a lower lineal energy due to its larger signal to noise
ratio. However, smaller SOIs have the advantage of higher sensitivity to particle LET
rather than total energy.
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13.2.3

Application to Fast Neutron Therapy

Like high LET particles, fast neutrons offer therapeutic advantages in treating locally
advanced or “radioresistant” tumours at certain sites. The potential for neutrons
lies with the generation of high LET secondary particles by neutron interactions.
The densely ionising protons, α-particles and heavy ion recoil products produced by
neutron interactions are capable of causing a significant number of DNA double strand
breaks, which may be lethal to the cell. Another benefit of neutrons is a low oxygen
enhancement ratio, which means that neutrons have a greater tendency to cause cell
death through direct interactions than photons which cause most damage through
generation of free radicals, thus requiring presence of oxygen in the tumour. The RBE
of neutrons usually used for therapy is 2 - 5 [Gueulette et al., 1998].
First generation SOI microdosimeters were used by Bradley et al. [2001] in a neutron radiation therapy beam at Harper Hospital, Detroit. Array 4 was once again
chosen in devices of thickness 2 and 10 µm. Microdosimetric measurements were performed along the central axis of the beam within a water phantom at depths of 2.5 cm
and 10 cm. A lateral measurement was also performed at a depth of 10 cm and at a
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position 7 cm away from the central axis. Results were compared to measurements
taken under similar conditions using a commercial spherical proportional counter with
an internal diameter of 12.7 mm and a 2.54 mm thick A-150 tissue equivalent wall
[Kota and Maughan, 1996]. The counter was filled with a propane-based TE gas at a
pressure of 8.8 kPa to simulate a unit density tissue volume of 2 µm diameter.
Microdosimetric dose distribution measurements along the central axis of the beam
are shown in Figure 13.6. The prominent proton component is marked by a peak at
around 10-15 keV/µm. Above 130 keV/µm lineal energy, the proportional counter
spectrum is composed of contributions from α-particles and heavy ion recoils. The
spectra at different depths are very similar which suggests that the change in the
neutron energy spectrum and RBE along the central axis is minimal. Differences
observed in the spectra were discussed in detail by Bradley [2000]. Possible causes
include a greater variance in mean chord length in the SOI microdosimeter which leads
to the potential for very high lineal energy events, as well as greater contributions
from γ-rays and particles which stop in the sensitive volume due to the relatively
large sensitive volume in 10 µm thick SOI microdosimeters which both have the effect
of lowering the measured lineal energy. Although the SOI microdosimeter spectrum
differs from the proportional gas counter, Bradley et al. [2001] concluded that the SOI
microdosimeter is still useful for characterising relative spatial variations in radiation
quality.
A similar comparison was made for the lateral measurements at a depth of 10 cm
and 7 cm from the central axis and is shown in Figure 13.7. Lateral measurements
show a significantly increased γ component, enhanced proton edge, a slight increase
in the lineal energy of the recoil proton peak and a significant decrease in the lineal
energy in the heavy ion component. Spectral changes in the off-axis measurements
reflect the decrease in the primary neutron fluence and an increase in the lower-energy
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Figure 13.6: Lineal energy dose distribution measured along the 10 µm SOI silicon
microdosimeter and proportional gas counter (2 µm simulated diameter) at two depths
along the central axis of the fast neutron beam [Bradley et al., 2001].

Figure 13.7: Lineal energy dose distribution measured using the 10 µm SOI silicon
microdosimeter and proportional gas counter at 7 cm off-axis from the centre of the
fast neutron beam and 10 cm depth [Bradley et al., 2001].
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scattered neutron fluence in the beam penumbra. In the penumbral region where
spectral characteristics vary rapidly, the small physical size and high spatial resolution
of the SOI microdosimeter was said to offer advantages over the gas proportional
counter with a physical diameter of approximately 1.5 cm.

13.2.4

Application to Proton Therapy

Charged particles such as protons are used in therapy due to their superior dose
deposition profile compared to photons and electrons. The dose deposition profile
of a monoenergetic proton beam features a low entrance dose with almost all of the
energy deposited in the Bragg peak towards the end of the particle track. This highly
localised dose deposition makes protons useful for targeting deep seated tumours and
minimising the dose to surrounding organs. A spread-out Bragg peak created by
superimposing a number of Bragg peaks of protons with different energies and ranges
can be used to cover the target volume. Clinical proton therapy beams have an RBE
of 1.0 - 1.1, and spread-out Bragg peaks an average value of 1.2 (ranging from 0.9 2.1) [Paganetti et al., 2002].
Proton therapy is often used in the treatment of tumours with the following characteristics [Cosset et al., 1995]:
• low metastatic tendency
• not able to be surgically removed
• require high doses (typically >70 Gy) for cure
• close proximity to critical or radiosensitive organs
Bradley [2000] explained the disadvantages associated with microdosimetry of proton therapy beams using proportional counters. The most significant is the inability
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to achieve millimeter resolution due to the large physical size (typically 1-2 cm) of
proportional counters. This affects the precision of measurements of lineal energy and
RBE in the Bragg peak. In addition, the large size may create problems with pileup
effects due to simultaneous multiple events. The micron-scale resolution and small
collection area of the SOI microdosimeter make it a strong candidate for proton beam
microdosimetry.
Experiments with the first generation SOI microdosimeter were carried out at the
Proton Medical Research Centre (PMRC) at the University of Tsukuba, Japan using
a 200 MeV proton beam and at the Northeastern Proton Therapy Centre (NPTC),
Boston, USA using a proton beam with a maximum energy of 230 MeV.
Microdosimetric spectra as a function of depth in a Lucite phantom for a 200 MeV
proton beam are shown in Figure 13.8. The spectra shift to higher lineal energies with
increasing depth, as expected.
Microdosimetric spectra as a function of depth in a water phantom for a ∼192 MeV
proton beam are shown in Figure 13.9. A different probe assembly was used in these
measurements to reduce electronic noise. At depths less than 20 cm, the large dose
contribution from low lineal energy events is due to significant high energy proton and
γ contributions with LET <2 keV/µm. As the Bragg peak is approached the LET of
the protons rises as seen by the increase in the mean lineal energy and the shift of the
spectra to higher lineal energies. A steep decline is observed in the microdosimetric
spectra around 74 keV/µm. Dose contributions are evident at lineal energies above
the maximum proton LET due to nuclear reaction products such as α-particles and
heavy ion recoils. However, the relative number of such events is much smaller than
the proton events hence the step change above the maximum proton LET. Scattered
protons, which are not normally incident on the device also contribute to the microdosimetric spectra above 74 keV/µm. As the maximum range of protons is exceeded,
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Figure 13.8: Microdosimetric spectra of 200 MeV proton beam (PMRC-Tsukuba) at
various depths in a Lucite phantom. Range of proton is approximately 18 cm [Bradley,
2000].
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Figure 13.9: Microdosimetric spectra of 191.6 MeV proton beam at various depths in
a water phantom. Range of proton is approximately 23.7 cm [Bradley, 2000].
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the spectrum is comprised totally of neutron reaction products including recoil protons, α-particles and heavy ion recoils. The neutron reaction products tend to have a
large proportion of dose at higher lineal energies.
The microdosimetric spectra obtained from the SOI microdosimeter agree with
observations using a proportional counter by Coukatron et al. [1997]. The experimental
results also agreed well with simulated spectra calculated using SRIM and PRISM.
However, comparisons with the simulated spectra show that the noise cut-off of the
experimental spectra is not low enough to adequately measure spectra below a depth
of 20 cm. It was decided that this is not a significant deficiency as the microdosimetric
characteristics of the beam are not as clinically important at these depths.

13.2.5

Application to Aviation and Space Dosimetry

Radiation presents a risk to passengers and/or crew in aviation and space flights.
Galactic cosmic rays (GCR) consist of neutrons and high energy charged particles
such as protons, α-particles and heavier ions [Pisacane et al., 2006]. GCR interactions
with the earth’s atmosphere result in a steady shower of secondary particles which
builds up to a maximum intensity at around 60,000 feet and still causes signifcant
dose rates at commercial aviation altitudes [Hands and Dyer, 2009]. This section will
describe previous applications of SOI microdosimetry to aviation and space radiation
fields.
Prokopovich et al. [2009] performed a comparison of the SOI microdosimeter to a
HAWK TEPC at the CERN-EU High Energy Reference Field (CERF) facility. CERF
is used in the calibration of neutron dosimeters for aviation and high energy physics
applications. The radiation field at CERF is generated via the interaction of a mixed
positive hadron beam with a thick copper target and subsequent energy moderation
and particle cascades of the secondary particles through concrete [Mitaroff and Silari,
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2002]. A comparison of the microdosimetric spectra measured using the SOI microdosimeter and the HAWK TEPC is shown in Figure 13.10. The 10 µm-thick device
was used for this study.
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Figure 13.10: Comparison of the microdosimetric spectra as obtained with the SOI
microdosimeter and HAWK TEPC [Prokopovich, 2010].
The TEPC/SOI microdosimeter comparison shows a reasonable agreement between
the two measurements, with all spectral features reproduced. The SOI microdosimeter
measurements were observed to be limited at both high and low lineal energies. The
lower limit is due to the noise threshold (∼1 keV/µm) of the SOI microdosimeter.
The upper limit was determined by the gain setting of the microdosimeter electronics.
The relatively large uncertainty in the SOI measurements is a result of low statistics
associated with the small sensitive volume. Due to the large physical size of the TEPC,
errors in the TEPC measurements were assumed to be significantly smaller than the
for the SOI measurements.
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The SOI microdosimeter has also been tested in quasi-monoenergetic neutron
beams relevant to aviation radiation environments at Uppsala University by Prokopovich
et al. [2011]. Two neutron beams with nominal mean quasi-monoenergetic peak energies of 46.5±1.1 MeV and 174.35±2.45 MeV were used. The 10 µm-thick SOI microdosimeter was chosen and the array used was larger than that for the measurements at
the CERF facility. This results in a higher noise threshold of 3.5 keV/µm. Microdosimetric spectra are shown in Figures 13.11 and 13.12. Measurements in Figure 13.12
were obtained with a low-density polyethylene (LDPE) converter placed over the surface of the device to produce proton recoils from the neutron field.
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Figure 13.11: Microdosimetric spectra measured using the bare (no LDPE converter)
microdosimeter irradiated with 46.5 MeV and 174.35 MeV neutrons [Prokopovich,
2010].
It was observed that for measurements without the LDPE converter, the contribution to energy depositions was mostly from recoil silicon. The recoil silicon component
was larger for the 46.5 MeV beam as the silicon elastic recoil cross-section reaches
a maximum close to this energy and decreases with increasing energy [Prokopovich,
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2010].
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Figure 13.12: Microdosimetric spectra measured using the microdosimeter covered
with 0.5 mm LDPE converter irradiated with 46.5 MeV and 174.35 MeV neutrons
[Prokopovich, 2010].
For measurements with the LDPE converter, a recoil proton component was observed at lineal energies below approximately 100 keV/µm. Increasing the thickness
of the converter was found to increase the contribution from recoil protons.
The results obtained in this study show that silicon microdosimetry is suitable for
high energy neutron dominated fields.
Lastly, a project with the aim of obtaining real time microdosimetric measurements
using a range of detectors including the SOI microdosimeter in low-earth orbit as a
payload on the MidSTAR-1 spacecraft (Midshipman Space Technology Application
Research) [Pisacane et al., 2011, 2006] has been proposed. An early prototype of
the system was successfully used to characterise beams of protons and heavier ions
including carbon, oxygen, silicon, titanium and iron at NSRL/BNL and later launched
on the MidSTAR-1 spacecraft in 2007 [Pisacane et al., 2011]. Unfortunately, noise from
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the spacecraft power system was unsatisfactory and saturated the low lineal energy
region of the instrument so radiation events were difficult to observe.

13.2.6

Summary

To summarise, the first generation SOI microdosimeter has been characterised in terms
of charge collection properties and tested for applications in boron neutron capture
therapy, fast neutron therapy, proton therapy and aviation/space radiation dosimetry.
Measurements have been shown to be in good agreement with equivalent measurements
using tissue equivalent proportional counters where measurements existed. The high
spatial resolution due to the small thickness of the device and the lower susceptibility to
pile-up resulting from simultaneous multiple events due to the relatively small surface
area of the device have shown to be advantageous in the above-mentioned applications.
However, limitations exist due to charge sharing between adjacent sensitive volumes via
lateral charge diffusion, which adversely affects the definition of the sensitive volume,
and a relatively high noise threshold which limits microdosimetric measurements at
low lineal energies.

13.3

Second Generation

Second generation SOI microdosimeters were designed with the aim of eliminating
or reducing the limitations found in the first generation devices. To prevent lateral
charge diffusion between adjacent sensitive volumes, sensitive volumes were isolated
either physically or electrically from one another, as will be described in the following
sections.
A common feature of all second generation SOI microdosimeters is a cylindrical
sensitive volume instead of the rectangular parallelepiped sensitive volume of first
generation devices. A cylinder is known to provide a better approximation to the
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ideal geometry of the sphere whilst still providing a realistic geometry for successful
fabrication [Bradley et al., 2001]. A cylindrical geometry reduces the chord length
variance throughout the sensitive volume and supports a radial electric field. A radial
electric field facilitates the collection of all deposited charge via drift allowing for
a near 100% charge collection efficiency across the entire sensitive volume [Ziebell
et al., 2008b]. A schematic diagram of a cylindrical sensitive volume illustrating a 1/r
electrical field distribution is shown in Figure 13.13.

Figure 13.13: A schematic showing the electric field distribution in a cylindrical SOI
microdosimeter diode [Ziebell et al., 2008b].
All second generation microdosimeters were fabricated on a p-type SOI wafer and
doped with phosphorus and boron to produce co-axial p-i-n diode structures. Devices
were fabricated at the Semiconductor Nanofabrication Facility (SNF) at the University
of New South Wales, Australia.
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MESA: Three-Dimensional Sensitive Volumes

Mesa SOI microdosimeters [Lim et al., 2009] were fabricated so that each sensitive
volume was part of a raised mesa structure on top of the buried oxide insulating layer
in order to physically isolate adjacent sensitive volumes and prohibit charge diffusion
between them. Two kinds of structures were designed and fabricated on wafers with
an SOI layer of thickness 2 µm; one with a radial width of 2 µm and another with a
radial width of 10 µm. Schematic diagrams of the top-down view and cross-section of
the mesa SOI microdosimeter are shown in Figures 13.14 and 13.15 respectively. In
addition to single diode structures, arrays of 900 individual diodes (with width 2 µm)
were designed and fabricated. The 900 cells were connected in two parallel odd-even
arrays such that every single diode, or sensitive volume, is surrounded by four identical
sensitive volumes, as shown in Figure 13.16. The dual channel read-out was designed
to give the device (a) the ability to correctly record the amount of energy an oblique
charged particle deposits in individual adjacent sensitive volumes and (b) the potential
to differentiate between particles with the same LET but different track structure and
thus different radiobiological effects. Differentiation between particles may be achieved
via coincidence measurements of the equidistant neighbouring sensitive volumes as the
range of the detected secondary electrons may be correlated with different particles.
This is possible since particles of different species with the same LET will have different
secondary electron track structures. The total size of the array is ∼2.5 mm×2.5 mm
with the total area of the sensitive volume estimated to be 45,000 µm2 .

13.3.1.1

Electrical Characterisation

The electrical properties of mesa diode structures and arrays were determined via conventional current-voltage (IV) and capacitance-voltage (CV) testing. Typical reverse
currents and capacitance values at an operating bias of 9 V were found to be 2-3 pA
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Figure 13.15: Schematic cross-section of the mesa SOI microdosimeter with thickness
2 µm and radial widths of 2 µm and 10 µm.
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Figure 13.16: A schematic of the design of the array of sensitive volumes. Notice that
each individual sensitive volume is surrounded by four identical sensitive volumes all
connected to a separate charge sensitive preamplifier [Ziebell et al., 2008b].
and 25 pF respectively [Ziebell et al., 2008b].

13.3.1.2

Charge Collection Characteristics

Charge collection characteristics of mesa devices were determined by Ziebell et al.
[2008b] via an IBIC study performed using the Australian Nuclear Science and Technology Organisation’s (ANSTO) heavy ion microprobe [Siegele et al., 1999] with 3 MeV
and 5.5 MeV He ions. From the response of the microdosimeter to 3 MeV He ions
with an LET of 196 keV/µm [NIST], it was estimated that the device actually has a
thickness of 1.6 µm. A comparison of the energy spectra for each ion recorded using
a 2 µm width sensitive volume is shown in Figure 13.17. The corresponding median
energy maps are shown in Figure 13.18.
The comparison of energy deposition spectra in response to 3 MeV and 5.5 MeV
He ions showed a 97±6 keV difference in energy deposited by the two ions. This agrees
with theoretical calculations considering the different LET and assuming a thickness
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Figure 13.17: A comparison of the two spectra produced by a 2 µm radial width
sensitive volume in response to a beam of 3 MeV He ions and a beam of 5.5 MeV
He ions respectively. There is a 97±6 keV difference in the amount of energy each
beam deposited within the sensitive volume, which is in agreement with the 96 keV
difference expected given the LET of the two different beams assuming a thickness of
1.6 µm [Ziebell et al., 2008b].
of 1.6 µm, confirming that the signal produced by the device is directly related to the
LET of the incident ion as desired.
The median energy maps illustrated an annular region of high charge collection
(orange pixels), which spatially correlates to the high resistivity p−− region of the
sensitive volume. In this region all deposited charge is expected to be collected under
drift due to the presence of a strong electric field, which was confirmed by this study.
Uniform thickness is implied by the uniformity of the charge collected. Regions of
low charge collection (blue pixels) in the centre and outer circumference correspond
to the n+ and p+ doped regions of the sensitive volume respectively. High doping
concentrations in these regions do not allow penetration of the electric field and the
statistically insignificant amount of charge collection in these regions is due to recombination and charge diffusion in the absence of an applied electric field. No real events
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(b)

Figure 13.18: An IBIC median energy map comparison of (a) an independently readout grounded 2 µm radial width sensitive volume in response to a beam of 3 MeV He
ions and (b) an identical grounded sensitive volume in response to a beam of 5.5 MeV
He ions. The geometrical response of the sensitive volume is consistent in both cases.
In response to the 5.5 MeV ions there is a reduction in the amount of energy collected
from each ion strike in accordance with the lower LET of the ions [Ziebell et al., 2008b].

Figure 13.19: An IBIC median energy map of a section of the 10 V reverse biased
array. The four connected diodes can be seen to act as independent well-defined sites
of full charge collection [Ziebell et al., 2008b].

13.3. Second Generation

202

were observed outside the mesa structure.
Figure 13.19 shows a median energy map of four individual sensitive volumes from
two adjacent biased rows. Each of the sensitive volumes was observed to act as an independent, well defined site with complete charge collection and no cross-talk between
adjacent sensitive volumes. This observation illustrates the feasibility of producing a
full array of independent cylindrical sensitive volumes.
Although it is not evident in Figure 13.19, it was found that mesa arrays suffered
a low yield of functioning individual sensitive volumes as continuity of the aluminium
track over the raised structure was not always maintained, highlighting the limitations
in evaporating aluminium tracks onto raised structures [Ziebell et al., 2008a].

13.3.2

Planar SOI Microdosimeter Arrays

Due to the low yield resulting from difficulties in evaporating aluminium tracks on
a raised surface, further SOI concepts were based on planar processing techniques
incorporating a guard ring structure to electrically isolate adjacent sensitive volumes
and prevent cross-talk between them.
Numerous designs of planar SOI microdosimeters were developed. The first of
these consists of arrays of 2500 planar cylindrical p-i-n diode sensitive volumes on
either 2 or 10 µm thick high resistivity (>10 kΩ·cm) bonded p-type SOI [Lai et al.,
2009]. Surrounding each sensitive volume is a concentric n+ guard ring within the
same plane, allowing for evaporation of aluminium tracks onto a flat surface. The
diode and outer guard ring structures were created by diffusing high concentrations
(1020 cm−3 ) of phosphorus and boron into the silicon wafer to a depth of 2 µm. Two
guard ring concepts were tested; the “guard ring everywhere (GRE)”, which surrounds
the sensitive volume and fills all the space between adjacent sensitive volumes, and
“defined guard ring (DGR)”, which is annular and of fixed width. Schematic diagrams
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of device cross-sections and surface of the sensitive volume are given in Figures 13.20
and 13.21.
The 2500 sensitive volumes are evenly distributed along 50 rows. The maximum
total surface area is 125,000 µm2 . The concept of a dual read-out system for alternate
rows of sensitive volumes was maintained in this design. The device thus has the
potential to differentiate between particles that possess the same unrestricted LET
but produce different electron track structures. Unlike the mesa arrays, there is no
offset between adjacent rows of sensitive volumes, so each individual sensitive volume
is surrounded by six identical sensitive volumes connected in parallel to a separate
read-out channel as shown in Figure 13.22. The aluminium tracks serve to facilitate
electrical connection between alternate rows of guard rings, corresponding alternate
rows of p+ grounds and n+ central regions group in 10 lots of 5 alternate rows as
illustrated in Figure 13.23. The central n+ regions of the individual sensitive volumes
were grouped in this way to allow isolation of sensitive volumes, or rows of sensitive
volumes with irregular charge collection.
Electrical characterisation was performed by Ziebell et al. [2008a] using conventional IV and CV testing under vacuum for 250 sensitive volumes connected in parallel
(the minimum number of internally connected sensitive volumes). The reverse current
was found to be much higher for devices with a defined annular guard ring than those
with guard ring everywhere. Capacitance was found to be approximately constant
across all devices. The results for a reverse bias of 10 V are given in Table 13.2.
Table 13.2: Typical current and capacitance of each device at a reverse bias of 10 V.
Device
2 µm GRE
2 µm DGR
10 µm GRE
10 µm DGR

Current (nA)
0.01±0.002
1±0.2
0.5±0.01
1±0.2

Capacitance (pF)
20±0.2
20±0.2
18±0.2
20±0.2
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Figure 13.21: Schematic top view of planar SOI microdosimeter with (a)
guard ring
5
everywhere and (b) defined annular guard ring. SiO2 overlayer and aluminium tracks
have been omitted. Colours of the features correspond to those in Figure 13.20. All
dimensions are given in µm.
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Figure 13.22: A schematic of the design of the array of sensitive volumes. Notice
that each individual sensitive volume is surrounded by six identical sensitive volumes
connected in parallel to a separate read-out channel [Ziebell et al., 2008a].
Attempts at measuring IV for both guard rings found that even at a reverse bias of
<1 V, the dark current approached the order of µA and did not display typical diode
charactersitics. It was concluded that electrical contact to the guard ring structure(s)
was not properly maintained due to fabrication errors.
IBIC studies concluded that the sensitive volume is well-defined with only a small
region of incomplete charge collection at the edges, which confirms the sensitive volume
is suitably isolated from the rest of the device without the need for a raised mesa
structure and despite the inability to control the guard ring structure.
Another device with a very similar design, but with a larger total surface area was
also fabricated. This device has 3600 individual sensitive volumes evenly distributed
along 60 rows giving it a maximum total sensitive surface area of 800,000 µm2 , which
is 12% larger than the array of 2500 sensitive volumes. This device was fabricated
using a 10 µm thick p-type bonded SOI wafer and included a guard ring everywhere
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Bond Pad

EVEN Positive

Figure 13.23: A section of an array illustrating the grouping of the central n+ regions
of 5 alternate rows of sensitive volumes to a single read-out channel. The “even” rows
are shown here in blue, and the corresponding “odd” rows in red. The green tracks are
connected to ground and the purple tracks connect the guard ring to its own read-out
channel.
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structure. The GRE was chosen due to the lower reverse current of devices with this
type of guard ring compared to those with a defined annular guard ring. Hence, the
cross-section of this device is the same as that in Figure 13.20c and the surface identical
to Figure 13.21a. Similar to the smaller array, the n+ regions of 5 alternate rows are
connected in parallel to a single read-out channel. There are 12 lots of 5 rows, meaning
the device is separated into 12 sections of 300 sensitive volumes which can be read out
independently or externally connected in parallel for combined read-out.
The typical reverse current of sections displaying diode characteristics was found
to be 1.6±0.2 nA and the capacitance ∼12 pF at a reverse bias of 10 V [Livingstone
et al., 2013].
As with previous versions, an IBIC study was carried out to determine the charge
collection characteristics of the device. A beam of 5.5 MeV He ions with an LET of
135 keV/µm in silicon was used for this study. Functioning sections, which were defined
as having a reverse current <10 nA at a reverse bias of 10 V, were externally connected
in parallel for single read-out. Median energy maps of a single sensitive volume and
a larger portion of the array are shown in Figures 13.24 and 13.25 respectively. A
region of 100% charge collection (orange-yellow pixels) was observed, equivalent to an
energy of ∼1400 keV which agrees with the expected energy deposition of 5.5 MeV
He ions in 10 µm of silicon. In this region, charge is collected solely under drift. A
region of incomplete charge collection (red pixels) is observed around the full charge
collection region, corresponding to diffusion charge collection. The sensitive volume is
observed to be well-defined with no charge-sharing between adjacent sensitive volumes.
However, it is clear that 100% functioning sensitive volume yield was not achieved,
as the median energy map in Figure 13.25 shows sensitive volumes with little to no
charge collection. Since the cells in each row are connected in series, failure of a single
sensitive volume may result in failure of an entire row or even section.
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Figure 13.24: An IBIC median energy map showing the response of a single sensitive
volume biased at 10 V to 5.5 MeV He ions.
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Figure 13.25: A IBIC median energy map of charge collected from a portion of the
array irradiated by 5.5 MeV He ions illustrating the compromised yield due-to nonfunctioning sensitive volumes. Non-functioning sensitive volumes are represented by
dark regions of lower or no charge collection.

Chapter 14
Microdosimetry for Heavy Ion Fields
Microdosimetry is a useful tool for estimating the biological effects of heavy ion radiation. It has important applications for radiation protection in heavy ion therapy and
in the space radiation environment. A high spatial resolution is required to measure
the rapidly changing lineal energy in the Bragg peak region and lineal energy deposition distal to the Bragg peak due to neutrons and ion fragments. The 10 µm thickness
of SOI microdosimeters meets this requirement. First and second generation SOI microdosimeters have been tested in heavy ion fields at two heavy ion therapy facilities:
the Heavy Ion Medical Accelerator at Chiba (HIMAC) at the National Institute of
Radiological Sciences (NIRS) in Japan, and the Heidelberg Ion Therapy Centre (HIT)
located at the University of Heidelberg in Germany. The aim of this study was to
measure lineal energy spectra of mixed heavy ion fields relevant to heavy ion therapy
and space radiation environments.

14.1

Heavy Ion Therapy

Heavy ion therapy is a high-precision radiotherapy technique involving the use of heavy
ions such as 4 He and 12 C to treat tumours. Heavy ions are specified as any ion heavier
than He. As compared with conventional radiotherapy treatments, heavy ion therapy
has the following advantages [Kraft, 2007]:
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• Higher tumour dose and improved sparing of normal tissue
• More precise concentration of the dose in the target volume with steeper gradients to the normal tissue
• Higher RBE for tumours which are radio-resistant during conventional therapy
The primary rationale behind heavy ion therapy is the very localised dose deposition, the Bragg peak, and rapid dose fall-off after the Bragg peak. This is a significant
advantage over conventional photon radiotherapy, where the dose decreases exponentially after an initial maximum located a few centimeters under the skin. Heavy ions
also offer advantages over proton therapy, such as a higher peak-to-entrance dose ratio
and less lateral scattering due to their mass, allowing for millimeter precision at the
target. Heavy ions therefore offer improved dose-conformation compared to photon
and proton radiotherapy with better sparing of normal tissues close to the target.
Heavy ions also exhibit a rapid increase in LET in the Bragg peak compared to the
entrance volume. Additionally, the oxygen enhancement ratio (OER) is decreased for
heavy ions relative to photons, so there exists a higher probability of cell kill by direct
radiation action instead of relying on the presence of oxygen to produce free radicals,
which is the primary killing mechanism of photon radiation.
The biggest disadvantage of heavy ions is the possibility of ion fragmentation beyond the Bragg peak. This becomes more important for heavier ions, and is one reason
why ions heavier than carbon are typically not used in radiotherapy applications. A
comparison of the depth-dose distributions of photons, neutrons and charged particles
is shown in Figure 14.1.
Carbon ions are ideal for the treatment of deep-seated and radio-resistant tumours
due to their high peak-to-entrance dose ratio. Uniquely, carbon beams also allow for
the monitoring of particle delivery since as the particles slow down, positron emitting

14.2. Space Radiation Environment

212

Figure 14.1: Distribution of depth versus dose for various types of radiation in tissue
[National Institute of Radiological Sciences (NIRS)].
isotopes such as 10 C and 11 C which can be detected using positron emission tomography
[Kraft, 2007].

14.2

Space Radiation Environment

Exposure to space radiation is a significant barrier to manned space exploration due to
the presence of high-energy HCPs. A graphical representation of the HCPs that constitute the space radiation field is shown in Figure 14.2. This radiation field is highly
penetrating and interacts with spacecraft walls producing a secondary radiation field
comprised of high LET charged particles and neutrons. The primary and secondary
fields pose a high risk to spacecraft crew.
The most important health risks to spacecraft crew from ionising radiation as identified by the NASA Space Radiation Program Element [2012] include carcinogenesis,
central nervous system effects and degenerative tissue effects.
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Figure 14.2: The flux as a function of energy of heavy ions found in space calculated
using CREME96 [Mendenhall and Weller, 2012; Tylka et al., 1997; Weller et al., 2010].
In addition to the risks to spacecraft crew, the interaction of the primary and
secondary radiation fields in semiconductor electronics results in ionising energy losses
(IEL) and non-ionising energy losses (NIEL) which may produce single event effects
(SEEs) and degradation of the characteristics of the semiconductor device. Such effects
may result in failure of microelectronics with potentially catastrophic consequences for
the spacecraft.

14.3

Experiment at HIMAC

14.3.1

Facility

The Heavy Ion Medical Accelerator in Chiba (HIMAC) at the National Institute of
Radiological Sciences (NIRS) in Japan is a heavy ion two-synchrotron facility dedicated to medical use such as cancer therapy [Sato et al., 1995]. Ion species available
at HIMAC range from He to Ar, but the facility primarily performs carbon ion radio-
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therapy.
The HIMAC accelerator complex consists of three ion sources, a 4 MeV/u linac
cascade as an injector to the two synchrotron rings with a maximum energy of 400
MeV/u [Takada, 2010] and a beam transport system consisting of vertical and horizontal beam lines which deliver the beam from the two synchrotron rings to three
treatment rooms and experimental irradiation rooms. Therapeutic beams are extracted from the synchrotron and formed by passive scattering and collimating after
wobbling. The wobbling method is used to laterally spread the spot beam that is
extracted from the synchrotron. The spot beam is wobbled by a pair of laminate
dipole magnets placed in tandem with their field directions orthogonal to one another
[Torikoshi et al., 2007]. By varying the amplitudes of the magnetic fields, the spot
beam takes a circular path around the original beam axis. After wobbling the beam
is scattered, causing it to diverge transversely, resulting in a field which has a uniform
dose distribution at the isocentre. A polymethyl methacrylate (PMMA) range shifter
is used for adjusting the residual range of the heavy ions in the patient. The range can
be adjusted in steps of 0.5 mm by selecting various thicknesses of PMMA. For heavy
ion radiation therapy, a spread out Bragg peak (SOBP) can be achieved using the aluminium bar-ridge filter. As the monoenergetic charged particle penetrates bar-ridges
of varying thicknesses, the particle loses energy proportional to the thickness of the
bar-ridge. The superposition of beams with varying energies (and LETs) results in a
SOBP. A SOBP was not used in this particular study. A multileaf collimator (MLC)
defines laterally the radiation field for each patient. A compensator, or bolus, can be
mounted on the housing of the multileaf collimator for shaping the distal part of the
radiation field.
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Methods

The 10 µm thick first generation and 10 µm thick planar second generation devices were
chosen for this study. Devices of this thickness were chosen for reduced noise and to
be able to measure lower lineal energies. Both first and second generation devices were
used to compare the developing technology with established technology. To increase
the total sensitive surface area, two second generation devices with relatively high
yields of functioning cells were connected in parallel. The first generation detector has
a sensitive area of 4.4 mm2 and the two second generation microdosimeter detectors
have a total sensitive area of 0.87 mm2 .
The devices and their associated electronics were housed in (0.87 ± 0.03) mm
thick aluminium probes which act as Faraday cages. Figure 14.3 shows the two second
generation devices mounted in the aluminium probe. The two probes, one containing
the first generation microdosimeter and the other containing the two second generation
microdosimeters were placed side by side in a purpose-built PMMA probe holder for
simultaneous irradiation and reproducible placement in the centre of the radiation
field, as shown in Figure 14.4.

Figure 14.3: Second generation microdosimeter devices mounted in aluminium probe.
The electronics housed within the aluminium probes include an AMPTEK A250
pre-amplifier and field effect transistor (FET). A bias voltage of 10 V was applied
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Figure 14.4: The two aluminium microdosimeter probes in the PMMA probe holder.
to the SOI devices in each probe independently using specially designed, low-noise
battery power supplies. Power to the preamplifier (±6 V) was applied using a similar
battery power supply. The data acquisition system included a CREMAT shaping amplifier and an AMPTEK Pocket Multi-Channel Analyzer (MCA) using the AMPTEK
ADMCA software. All results were obtained using a 5 minute live-time acquisition.
This acquisition time was used in order to achieve adequate statistics with the beam
tuned to avoid pile-up.
Energy calibration factors were obtained using a calibrated pulse generator. The
pulse generator was calibrated prior to the experiment using the response of a 300 µm
thick planar silicon PIN diode to a sealed source of

241

Am.

Both types of microdosimeters were used to study broad beams of 150 MeV/u 4 He
and 400 MeV/u

12

C ions. These ions are typical of those used in heavy ion radiother-

apy and those found in the space radiation environment. The microdosimeters were
placed along the central axis of the beam. Slabs of PMMA, as shown in Figure 14.5,
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Figure 14.5: The phantom consisting of slabs of PMMA with varying thicknesses which
could be remotely moved in and out of the beam line.
with varying thicknesses were remotely moved into the beam line in order to obtain
microdosimetric measurements at varying depths in PMMA. The configuration of the
beam line meant that the microdosimeter probes could not be placed directly against
the rear side of the phantom as the experiment had been designed. Instead, a gap of
∼20 cm separated the PMMA phantom and microdosimeter probes. This set-up allowed for separation of the neutron and ion fragment components so that the neutron
component alone could be studied. A schematic diagram of the experimental set-up
is shown in Figure 14.6.
The 400 MeV/u

12

C and 150 MeV/u 4 He Bragg curves, supplied by staff at HI-

MAC, are shown in Figure 14.7. The small thickness of the microdosimeters allowed
measurement of the rapidly changing lineal energy with high spatial precision.
The MCA spectra were converted to lineal energy spectra by dividing the energy
bins by the mean chord length. A mean chord length of 10µm was assumed due to
normal incidence of the ions on the surface of the microdosimeter. The lineal energy in
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Figure 14.6: A schematic diagram illustrating the experimental set-up for the studies
at HIMAC.
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Figure 14.7: The
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C and 4 He Bragg curves provided by accelerator staff at HIMAC.
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silicon was scaled to the lineal energy in tissue using the tissue equivalence conversion
factor, ζ = 0.63 Bradley et al. [2001].

14.3.3

Results

Microdosimetric spectra, y vs. yd(y), of 150 MeV/u 4 He and 400 MeV/u

12

C ions

measured along the beam axis by both generations of SOI microdosimeter are compared in Figures 14.8 and 14.9 respectively. The spectra were measured for different
thicknesses of PMMA placed in front of the detectors. Values of yF , yD amd y ∗ as
a function of PMMA thickness are shown in Figures 14.10 and 14.11. The PMMA
thicknesses labelled A–D correspond to the microdosimetric spectra labelled A–D.
At position A, the contribution is from low-LET primary particles only. At positions B and C the microdosimetric spectra are determined mainly by the primary
particles also, though the lineal energy increases as the particles are slowed in increasing thicknesses of PMMA. On the Bragg peak (position C), there may also be a
contribution from low-LET neutrons. Beyond the distal edge of the Bragg peak (position D), the spectra are determined primarily by neutrons and possibly long-range
protons produced by nuclear recoil, particularly for

12

C which might account for the

increased dose contribution distal to the Bragg peak. Fragment ions are commonly
seen beyond the Bragg peak of 12 C, however due to the large gap between the PMMA
and detectors they were not observed in these measurements due to energy losses in
air. It is critical to be able to measure dose contributions from such components as in a
patient the Bragg peak could be in close spatial proximity to critical or radiosensitive
organs.
For the measurements on and near the peak, the microdosimetric spectra obtained
using the second generation device peaked at slightly higher values of lineal energy
than the second generation microdosimeters for both ion beams. The cause of this is
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Figure 14.8: Microdosimetric spectra corrected for tissue equivalence measured using
various thicknesses of PMMA for 150 MeV/u 4 He ions obtained by (a) 1st generation SOI microdosimeter and (b) 2nd generation planar SOI microdosimeters. The
thickness of the PMMA increases from A–D. Positions A–D correspond to those in
Figure 14.10.
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Figure 14.9: Microdosimetric spectra corrected for tissue equivalence measured using
various thicknesses of PMMA for 400 MeV/u 12 C ions obtained by (a) 1st generation SOI microdosimeter and (b) 2nd generation planar SOI microdosimeters. The
thickness of the PMMA increases from A–D. Positions A–D correspond to those in
Figure 14.11.
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Figure 14.10: yF , yD and y ∗ corrected for tissue equivalence as a function of PMMA
depth for 150 MeV/u 4 He ions measured by (a) 1st generation SOI microdosimeter
and (b) 2nd generation planar SOI microdosimeters.
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Figure 14.11: yF , yD and y ∗ corrected for tissue equivalence as a function of PMMA
depth for 400 MeV/u 12 C ions measured by (a) 1st generation SOI microdosimeter
and (b) 2nd generation planar SOI microdosimeters.
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most likely the difference in the mean chord lengths due to the different geometries
of the SVs (rectangular parallelepiped vs. cylindrical for first and second generation
respectively). This is not as important for small thicknesses of PMMA as the beam
undergoes less scattering and the ions are incident normal to the surface of the devices.
Other possibilities may be differences in gain due to the capacitance of the devices.
The cause of the discrepancies may be confirmed via simulations, however, a detailed
simulation study was outside the scope of this thesis.
The ability of both microdosimeters to measure the rapidly changing lineal energy
on the Bragg peak is an indication of the high-spatial resolution that has been achieved.

14.4

Experiment at HIT

14.4.1

Facility

Heidelberg Ion Therapy Centre (HIT) is a university hospital-based centre dedicated
to heavy ion therapy. Available ion species range from proton to oxygen [Combs et al.,
2010] and are delivered by a linac-synchrotron combination with a diameter of 20 m.
The centre is equipped with three treatment rooms: two with horizontal beamlines
and the other with a carbon ion gantry. The gantry rotates around the patient,
allowing for superior dose distributions. It is built with 670 t of steel with a length of
25 m and diameter of 13 m. Rooms are also equipped with fluoroscopic and orthogonal
x-ray imaging systems for treatment position verification.
In contrast to HIMAC, HIT uses active beam delivery. The radiation volume is
virtually divided into voxel points which are raster scanned with a focussed particle
pencil beam. This is achieved through deflection using horizontal and vertical magnets,
as well as adaptation of the beam energy.
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Methods

The microdosimeters used in the study at HIT were the same as those used in the
HIMAC study, connected in exactly the same configuration inside the same aluminium
probes and using the same read-out electronics. The probes were once again positioned
in the beamline using the PMMA probe holder as shown in Figure 14.12.

Figure 14.12: The two aluminium microdosimeter positioned in the PMMA phantom.
In this particular study, the microdosimeters were used to study fields from two
12

C treatment plans:
1. 5×5×5 cm3 cubic irradiation using a spread out Bragg peak
• Energy range from 125.25 MeV/u to 202.95 MeV/u in 18 energy steps or
slices (4.32 MeV/u steps in energy)
• Pencil beam profile of 6.7 mm FWHM in diameter
2. Brain tumour treatment plan
• Energy range from 142.09 MeV/u to 266.08 MeV/u for brain treatment
Images from the coronal, sagittal and transverse planes indicating the relative

intensity of the brain treatment field are shown in Figure 14.13.
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(a)

(b)

(c)

Figure 14.13: Images of the brain treatment field indicating relative beam intensity:
(a) coronal plane, (b) sagittal plane and (c) transverse plane. Lower energy is indicated
by blue-green and higher energy is indicated by yellow-red.
Both treatment plans were calibrated for dose in water using 1.2 cm diameter
ionisation chambers in a water phantom. A modular PMMA phantom was used to
adjust the position of the Bragg peak relative to the SOI microdosimeter. The density
of the PMMA phantom was 1.17 g/cm3 , and the range of 12 C ions in the phantom was
∼85.74% of the range in water.
Out-of-field measurements were performed at positions distal to the Bragg peak in
order to investigate the contribution from the nuclear fragments, neutrons and other
secondary radiation types. For the 5×5×5 cm3 SOBP, lateral out-of-field measure-
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ments were also taken from the edge of the cubic SOBP to a distance of 23 mm from
the edge of the SOBP. A 90◦ rotation of the microdosimeter will give an indication of
the direction and thus the origin of the secondary radiation dose components.

14.4.3

Results

Measurements of yF , yD and y ∗ as a function of depth in the PMMA phantom for the
5×5×5 cm3

12

C SOBP treatment plan are shown in Figure 14.14. The lineal energy

spectra at the depths marked A–E are shown in Figure 14.15. Measurements are
shown for the first generation microdosimeter due to its superior signal-to-noise ratio.
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Figure 14.14: yF , yD and y ∗ as a function of PMMA depth for the 5×5×5 cm3
SOBP measured by the first generation SOI microdosimeter.

12

C

The high resolution of the SOI microdosimeter has allowed investigation of radiobiological features that have not previously been observed with TEPC or cell experiments. The measurements revealed a significant increase in the dose weighted mean
lineal energy corresponding to the very distal edge of the SOBP (position C).
At the entrance (positions A and B), the primary contribution is from the primary
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Figure 14.15: Microdosimetric spectra measured using various thicknesses of PMMA
for the 5×5×5 cm3 12 C SOBP obtained by the first generation SOI microdosimeter.
The thickness of the PMMA increases from (a)–(e). The depth of measurement for
Figures (a)–(e) correspond to the positions labelled A–E in Figure 14.14.
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C ions. The lineal energy is observed to increase along the SOBP. At the very distal

part of the SOBP (position C), contribution from the fragments originating within
the SOBP is observed. A high-LET peak associated with low energy

12

C ions and a

low-LET peak related to the fast neutron component are well separated. Downstream
of the SOBP (positions D and E), a continuum resulting from the neutron component
is observed with a small peak from ion fragments. The neutron component is still
a major contributor to the lineal energy deposition spectrum at a depth of 5 mm
beyond the distal edge of the SOBP. This has very important consequences for the
SOBP treatment of tumours that are very close to critical organs.
Microdosimetric spectra from measurements taken lateral to the SOBP are shown
in Figure 14.16. Measurements were taken at the edge of the SOBP and at distances of
3 mm and 23 mm laterally from the edge of the SOBP. Rotation of the microdosimeter 90◦ will give an indication of the direction and origin of the secondary radiation
produced.
Measurements lateral to the SOBP show that the majority of the lateral low energy neutron components originate from inside the treatment volume. By rotating the
microdosimeter the side profile of the sensitive volumes becomes almost negligible and
the SOI microdosimeter becomes more sensitive to interactions from particles originating upstream of the beam. The lineal energy deposition spectra at different positions
and orientations indicate that the majority of secondary particles are produced within
the SOBP volume.
Measurements of yF , yD and y ∗ as a function of depth in the PMMA phantom for
the

12

C brain treatment plan are shown in Figure 14.17.

The SOI microdosimeter is able to measure the lineal energy at various points
along the intricate dose plan and illustrates the complicated dose profile.
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Figure 14.16: Microdosimetric spectra obtained by the first generation microdosimeter
positioned at various positions lateral to the SOBP: (a) on the edge of the SOBP, (b)
on the edge of the SOBP but rotated 90◦ , (c) 3 mm from the edge of the SOBP and
(d) 23 mm from the edge of the SOBP.
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Figure 14.17: yF , yD and y ∗ as a function of PMMA depth for the 12 C brain treatment
plan measured by the first generation SOI microdosimeter.

Chapter 15
Characterisation of the Third Generation
Large Area Microdosimeter
The third generation of microdosimeter has a large area (4.52×3.60 mm2 ) designed
to increase the sensitive surface area and overcome the low yields suffered by the
second generation. This is important for real-time applications in low dose rate environments, such as in the radiation monitoring of spacecraft crew. The devices were
designed by the Centre for Medical Radiation Physics at the University of Wollongong and fabricated at the SPA-BIT microelectronics foundry in Ukraine. In addition
to SOI technology, epitaxial technology was utilised in the fabrication of large area
microdosimeters. The aim of electrical and charge-collection characterisation of third
generation microdosimeters is to assess their function and performance and compare
to previous generations of SOI microdosimeter devices.

15.1

Device Fabrication

15.1.1

nSOI Large Area Microdosimeters

Third generation large area SOI microdosimeters were fabricated on 10 µm n-type
SOI wafers with a resistivity of 3 kΩ·cm bonded to a high resistivity n-type silicon
substrate. They are referred to as nSOI microdosimeters to distinguish them from
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previous generations of p-type microdosimeters. The p-i-n junctions were created
via implantation of phosphorus and boron ions. A guard ring structure was also
incorporated to reduce charge collection from outside the sensitive volume resulting
from diffusion and capacitive coupling.
Devices were fabricated with four different sensitive volume configurations varying
in shape and width: rectangular parallelepiped (RPP) with core implanted regions
with widths of 6 µm or 10 µm, and cylindrical core implanted regions with diameters
of 6 µm and 10 µm. Individual cells are separated by distances of 30 µm or 40 µm
for 6 µm and 10 µm core widths respectively. A phosphorus silicate glass passivation
layer was deposited on the surface of the arrays. A schematic diagram showing the
topology of a single sensitive volume, or cell, is shown in Figure 15.1.
Veto Electrode

Core Electrode

Veto Electrode

Al Contacts

p+

n+

p+

n+

p+

10 µm
SiO2 Insulating Layer

n-Si substrate

Figure 15.1: Single cell topology of third generation nSOI microdosimeters,not including the glass passivation layer.
The four different sensitive volume configurations are summarised below and shown
in Figure 15.2:
MD-S10 Rectangular parallelepiped (S is for square) geometry with core implanted
region of 10 µm width.
MD-S6 Rectangular parallelepiped (S is for square) geometry with core implanted
region of 6 µm width.
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(b)

(c)

Figure 15.2: Microdosimeter sensitive volume configurations as viewed from the top:
(a) MD-S6 and MD-S10, (b) MD-C10 and (c) MD-C6.
MD-C10 Cylindrical geometry with core implanted region of 10 µm diameter.
MD-C6 Rhom-cylindrical geometry with core implanted region of 6 µm diameter.
This geometry was adopted to allow room for the aluminium contacts.
A segmented approach, as illustrated in Figure 15.3, has been used for capacitance
reduction in the large area device with the aim of improving signal to noise ratio.
Segments may be read out individually or in parallel. Within each segment, alternate
rows are connected in parallel to separate read-out channels: one for even rows and one
for odd rows, leading to 10 individual channels that may be read out in parallel. The
even and odd rows are read out independently to avoid events in adjacent sensitive
volumes being read as a single event. This allows reduced spacing between adjacent
cells, leading to increased statistics without compromising the performance of the
device.
The dimensions and number of cells in each array are given in Tables 15.1 and
15.2 for devices with core implanted p+ regions of 10 µm and 6 µm respectively. For
devices with 10 µm core implanted p+ regions there is a total of 6,160 individual
sensitive volumes, and for devices with 6 µm core implanted p+ regions there is a total
of 11,656 individual sensitive volumes.
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(a)

(b)

Figure 15.3: Photographs of a third generation microdosimeter chip. The separation
of the total area into five independent arrays is highlighted in (a), whilst (b) shows a
close-up of the surface of the chip. Note that there is a gap in the middle of array 3
(sensitive volumes on either side are electrically connected).
Table 15.1: Dimensions and number of cells in each array for devices with 10 µm
implanted core p+ regions.
Array Number
1
2
3
4
5
Total

Number of Cells
1155
1155
2310
770
770
6160

Dimensions (µm2 )
1440×1370
1440×1370
2905×890
1408×1328
1408×1328
4600×4520

Devices are housed in 20-pin dual inline ceramic packages.

15.1.2

Epitaxial Large Area Microdosimeters

Epitaxial devices, further referred to as epi microdosimeters, were fabricated by the
same manufacturer as the nSOI devices using exactly the same masks. There are
hence four different sensitive volume configurations in arrays of the same size. The
most significant difference between nSOI and epi microdosimeters is the wafer that
they are fabricated on. Epi devices are fabricated on a 7 µm thick layer of n-type
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Table 15.2: Dimensions and number of cells in each array for devices with 6 µm
implanted core p+ regions.
Array Number
1
2
3
4
5
Total

Number of Cells
2068
2068
3760
1880
1880
11656

Dimensions (µm2 )
1418×1327
1418×1327
2905×890
1414×1204
1414×1204
4600×4520

silicon of resistivity 100 Ω·cm which has been epitaxially grown on a low resistivity
(0.01 Ω·cm) silicon substrate. Epitaxial crystal growth is a method of depositing a
mono-crystalline film on a mono-crystalline substrate. The deposited film takes on an
identical lattice structure and orientation to those of the substrate.
The only other difference between epi and nSOI microdosimeters is that epi microdosimeters incorporate an aluminium contact on the back of the substrate. This
allows the substrate to be biased and aims to produce a more uniform electric field
which extends downwards into the device rather than laterally. A schematic diagram
illustrating the single cell topology of an epi microdosimeter is shown in Figure 15.4.
Veto Electrode

Core Electrode

Veto Electrode

Al Contacts

p+

n+

p+

n+

p+

7 µm

n-Si substrate

Figure 15.4: Single cell topology of third generation epi microdosimeters. Note the lack
of a buried oxide layer and the back aluminium contact allowing bias to the substrate.
A summary of the important properties of nSOI and epi devices is given in Table 15.3.
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Table 15.3: A summary of the key properties of nSOI and epi microdosimeters. Information was provided by the wafer manufacturers.
nSOI

epi

Active Layer:
Dopant
Thickness
Resistivity

P
10±0.5 µm
>3000 Ω·cm

P
7 µm
100 Ω·cm

Buried Thermal Oxide:
Thickness

2 µm ±5%

Nil

Handle Wafer:
Dopant
Resistivity
Thickness

P
Sb
>3000 Ω·cm ∼0.01 Ω·cm
480±15 µm
400 µm

15.2

Electrical Characteristics

15.2.1

Current-Voltage Characteristics

The IV characteristics of each device were measured using a Keithley 6517A electrometer under automated control by Metrics Software (V2.1). The measurements were
performed with the device in a light-tight chamber at room temperature. The reverse
current is extremely sensitive to temperature but since the primary aim of the IV
measurements was to identify functioning devices it was not deemed necessary to control the temperature during measurements. The compliance on the electrometer was
set to 10 µA in order to avoid high currents that could potentially cause permanent
damage to the microdosimeters. The reverse current was measured from -10 V to 0 V
in 0.1 V steps with a 3 s delay between measurements to allow the current to stabilise.
An example of the reverse IV characteristics for an nSOI MD-S10 device is shown in
Figure 15.5.
The voltage chosen to operate the detectors in reverse bias was -6 V. The majority of functioning arrays were found to have stable, low reverse currents at this
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Figure 15.5: Reverse IV characteristics of an nSOI microdosimeter MD-S10: (a) showing full range of currents over the measured voltage range and (b) zoomed in over the
current range -0.5 nA to 0 nA. The key represents the number of the array and the
set of rows (even or odd) read-out. Arrays “1 even” and “2 odd” have been excluded
because they exhibited current breakdown at low voltage.
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Table 15.4: Reverse current of nSOI and epi microdosimeters at an applied bias of
-6 V.
Wafer
nSOI

epi

Design Reverse Current at -6 V (nA)
MD-S10
-0.15±0.05
MD-S6
-0.50±0.30
MD-C10
µA currents
MD-C6
-0.30±0.15
MD-S10
MD-S6
MD-C10
MD-C6

-0.15±0.10
-0.5±0.5
µA currents
-0.02±0.01

voltage. Table 15.4 gives the reverse current values for different microdosimeters at
the operating voltage of -6 V.
Due to the low leakage current and relatively low noise/uncertainty of MD-S10
devices, this design was favoured over others. No reverse current value is supplied for
MD-C10 devices because the measured current was in the µA range, and as discussed
in Section 12.1.1, microdosimeters are required to have a leakage current <10 nA at
the operating voltage to ensure that the actual voltage drop across the detector is the
same as the applied bias.

15.2.2

Capacitance-Voltage Characteristics

The CV characteristics of devices were measured using a Boonton 7200 capacitance
bridge under automated control by in-house software created in LabView. Measurements were performed under the same conditions as the IV measurements. The CV
curve for an nSOI MD-S10 microdosimeter is shown in Figure 15.6. The capacitance
decreases as the applied voltage increases and the depletion width increases. It becomes constant which confirms that the detector is operating under full depletion at
the operating voltage of -6 V.
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Figure 15.6: CV characteristics of an nSOI MD-S10 microdosimeter. The curve shown
is from the read-out of array 1.
Typical values of capacitance of nSOI and epi microdosimeters are shown in Table 15.5.
Table 15.5: Typical capacitance of nSOI and epi microdosimeters at 0 V and -6 V
applied bias.
Sensitive Volume Design
MD-S10
MD-S6
MD-C10
MD-C6

Capacitance (pF)
0V
-6 V
25±1
20±1
38±3
30±2
80±10
50±10
25±1
22±1

The lowest capacitance was observed in nSOI and epi MD-S10 microdosimeters.
These devices are expected to have a better signal-to-noise ratio than the different
sensitive volume configurations with higher capacitance.
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15.3

Charge Collection Characteristics

15.3.1

Alpha Spectroscopy

Alpha spectroscopy using a sealed source of

241

Am was carried out at ANSTO’s De-

tector Lab in order to investigate the charge collection characteristics of nSOI and epi
microdosimeters. The measurements were taken in a vacuum and the spectroscopy
system included the following: AMPTEK A250 charge sensitive preamplifier (using
the AMPTEK PC250 test board), Canberra AFT Research Amplifier Model 2025 with
1 µs shaping time for pulse shaping and an AMPTEK “Pocket MCA 8000A” multichannel analyser. The data was acquired using the AMPTEK MCA8000A software.
The vacuum chamber and spectroscopy system are shown in Figures 15.7 and 15.8.
Energy calibration was carried out using an Ortec Precision Pulse Generator which
was calibrated to the response of a Hamamtsu silicon PIN diode to 241 Am α-particles.
The thickness of the PIN diode is 300 µm, which exceeds the range of the 5.486 MeV
241

Am α-particles so full energy deposition occurs.
Power to the preamplifier and bias to the microdosimeter were applied using sep-

arate battery operated power supplies to avoid noise from the mains power supply.
Bias to the PIN diode was applied using an Ortec 710 Quad Bias Supply.
Spectra were obtained with a bias of -6 V applied independently to the microdosimeter sensitive volume and guard ring electrodes. Tests were also carried out with
the guard ring at floating potential to evaluate the function of the guard ring. For
nSOI microdosimeters, the n+ electrode was grounded, whilst for epi microdosimeters the back contact was grounded with either the n+ electrode also grounded or at
floating potential.
The spectrum obtained by a single array of an nSOI MD-S10 microdosimeter is
shown in Figure 15.9. The reponse with and without bias applied to the guard ring is
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(a)

(b)

Figure 15.7: (a) The vacumm chamber and vacuum pump used for α-spectroscopy
measurements and (b) the interior of the vacuum chamber illustrating the test board
used.
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Figure 15.8: The α-spectroscopy system used in this study. The vacuum chamber is
shown on the left. The NIM modules in the centre include the shaping amplifier, pulse
generator and high voltage power supply (for biasing PIN diode). The oscilloscope
on the right was used to observe signals from the detector, preamplifier and shaping
amplifier. Not shown in the image is the multi-channel analyser and computer for data
acquisition.
compared. It is observed that when no bias is applied to the guard ring, the frequency
of diffusion charge events from ion strikes outside the sensitive volume increases. There
also appears to be an additional high energy peak at ∼5 MeV. More importantly, the
observed maximum energy deposition of ∼3800 keV (-6 V bias applied to guard ring)
is much higher than the expected maximum energy deposition. From SRIM 2008
[Ziegler, 2013], the LET of 5.486 MeV α-particles in silicon is ∼135 kev/µm. This
corresponds to a maximum energy deposition of ∼1350 keV in 10 µm thick silicon.
Hence, the observed maximum energy deposition is almost three times higher than
the expected maximum. This phenomenon will be discussed in later chapters and is
referred to as the enhanced energy response.
Similar spectra obtained by an epi MD-S10 microdosimeter are shown in Figures 15.10 and 15.11. Unlike the nSOI microdosimeter, there is no difference in the
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Figure 15.9: 241 Am spectra obtained from a single array of an nSOI MD-S10 microdosimeter: (a) a bias of -6 V has been applied independently to both the sensitive
volume and guard ring electrodes and (b) a bias of -6 V has been applied to the
sensitive volume electrode whilst the guard ring electrode has been left at floating potential. The frequency of diffusion events has increased and an additional peak occurs
at 5 MeV.
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spectra when there is no bias voltage applied to the guard ring. This is perhaps due to
geometrical differences in the applied electric field. There is also no difference between
spectra if the n+ electrode has been grounded or left at floating potential.
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Figure 15.10: 241 Am spectra obtained from a single array of an epi MD-S10 microdosimeter. A bias of -6 V has been applied independently to both the sensitive volume
and guard ring electrodes and the n+ electrode has been left at floating potential.
Comparisons of the response from nSOI and epi microdosimeters with different
sensitive volume configurations are shown in a later section.
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Figure 15.11: 241 Am spectra obtained from a single array of an epi MD-S10 microdosimeter: (a) a bias of -6 V has been applied independently to both the sensitive
volume and guard ring electrodes and (b) a bias of -6 V has been applied to the
sensitive volume electrode whilst the guard ring electrode has been left at floating potential. The n+ electrode has been grounded. No difference between the two spectra
is observed. There is also no difference observed between grounding the n+ electrode
or leaving it at floating potential.
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Ion Beam Induced Charge Collection

The charge collection characteristics of nSOI and epi microdosimeters were studied
using the ion beam induced charge collection (IBIC) technique. The IBIC study was
performed using ANSTO’s heavy ion microprobe. The IBIC technique and facility
were both discussed in Section 12.2.2.
For this study, a monoenergetic beams of 2 MeV H ions 5.5 MeV He ions and
20 MeV 12C ions were raster scanned across the sensitive area of the microdosimeter
device. The LETs and ranges of these particles in silicon are listed in Table 15.6.
Charge collection was measured using AMPTEK A-250 pre-amplifiers and PC250 test
boards on separate read-out channels: one for the sensitive volume and the other to the
guard ring structure. This allowed independent biasing and read-out of both sensitive
volume and guard ring. The dual channel IBIC stick, on which the pre-amplifier circuit
boards and microdosimeter were mounted, was fixed in the microprobe target chamber
as shown in Figures 15.12 and 15.13. The spectroscopy system also included the
following Nuclear Instrumentation Modules (NIM): Canberra AFT Research Amplifier
Model 2025 with 1 µs shaping time for pulse shaping and a Canberra 8701 analog to
digital converter (ADC). The charge (∆E) was measured in coincidence with the x
and y coordinates of the beam position for each energy deposition event. Data triplets
of x, y, ∆E were stored in a list mode file. This information was used to produce MCA
spectra as well as spatially resolved images of the median amount of energy deposited
in the device (median energy map). Energy calibration factors were obtained using a
calibrated Ortec Precision Pulse Generator. The pulse generator was calibrated using
the response of a 300 µm thick planar silicon PIN diode to a sealed source of

241

Am.

Spatial calibration of the median energy maps was performed using the response
of a scanning transmission ion microscopy (STIM) detector, which consists of a grid
with 1000 lines per inch. This corresponds to a pitch of 25.4 µm. An IBIC image of
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Figure 15.12: Dual channel IBIC stick mounted in the microprobe target chamber
with microdosimeter sensitive volumes and guard ring connected to separate read-out
channels.

Figure 15.13: Beam-facing side of the dual channel IBIC stick showing the sensitive
surface of the microdosimeter facing the beam nozzle.
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Table 15.6: LET and range in silicon of ions used in IBIC studies of charge collection
in third generation microdosimeters.
Ion Energy (MeV)
C
20
4
He
5.5
2
H
2
12

LET in Si (keV/µm)
886.8
133.4
26.09

Range in Si (µm)
19.88
28.02
47.69

the STIM detector is shown in Figure 15.14.

Energy

d110207r2301−s1.aevt: medE

Figure 15.14: IBIC median energy map of the STIM detector during irradiation with
2 MeV H ions. The detector has not been calibrated for energy so the colour bar
represents arbitrary units for energy, increasing in the direction of the arrow shown.
The pitch is 25.4 µm.
Using the STIM image, pixels can be calibrated to units of distance, e.g., µm. The
scan sizes used to obtain both the STIM image and the median energy map to be
calibrated must also be known and the size of each pixel multiplied by the ratio of the
STIM scan size to the scan size of the image to be calibrated.
As stated earlier, the main aim of the third generation microdosimeters was to
achieve a larger sensitive surface area and a higher yield than second generation mi-
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Figure 15.15: IBIC median energy map illustrating the response of a section of array
3 of an nSOI MD-S6 microdosimeter to 2 MeV H ions. A functioning device yield of
100% is demonstrated. Note that the band of no charge collection near the middle of
the figure corresponds to a gap in array 3 as shown in Figure 15.3.
crodosimeters. Figure 15.15 is a median energy map illustrating the response of an
nSOI MD-S6 microdosimeter to 2 MeV H ions scanned over a section of array three.
It is observed that there is a 100% yield of functioning devices in the scan area.
This response was found to be typical of all arrays and devices. Comparing this to the
yield of second generation planar microdosimeters in Figure 13.25, it can be concluded
that the aim of creating a microdosimeter array with a larger sensitive surface area
and improved functioning device yield has been achieved.
The response of individual sensitive volumes can be observed by reducing the scan
size. The median energy maps illustrating individual MD-S10, MD-S6, MD-C10 and
MD-C6 nSOI sensitive volumes in Figure 15.16 were obtained in this way.
The median energy map of MD-S10 in Figure 15.16a illustrates a well-defined
sensitive volume with no charge sharing between adjacent cells, which are spaced
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Figure 15.16: IBIC median energy maps illustrating the response of nSOI microdosimeters to 2 MeV H ions: (a) MD-S10, (b) MD-S6, (c) MD-C10 and (d) MD-C6. Note
the elongation of MD-C6 due to the rhom-circular geometry required to allow room
for the aluminium contacts.
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40 µm apart. However, it is also observed that the charge collection is not limited to
the core p+ electrode of the sensitive volume, which is approximately represented by
the region of dark yellow pixels. It also includes a region of slightly reduced charge
collection corresponding to H ions striking outside the sensitive volume in the space
between the p+ core and the n+ ohmic electrode which creates charge that diffuses into
the electric field region underneath the core electrode. As shown in the histogram of
charge collection from the same nSOI MD-S10 microdosimeter in Figure 15.17, these
events have a high frequency with respect to the number of events in the maximum
energy peak. Such events compromise the definition of the sensitive volume. The
diffusion mechanism and its influence on the definition of the sensitive volume has
been studied in detail and will be discussed in Chapter 16.
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Figure 15.17: The response of an nSOI MD-S10 microdosimeter to 2 MeV He ions.
Returning to the analysis of the median energy maps of individual sensitive volumes, it is observed that regions of reduced charge collection surrounding the region
under the p+ core electrode are also present in MD-S6, MD-C10 and MD-C6 devices.
In MD-C10 devices this region of reduced charge collection extends to adjacent sensi-
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tive volumes, which significantly compromises the definition of the sensitive volume.
Elongation of the charge collection region in MD-C6 is observed due to the rhomcircular geometry required to allow room for the aluminium contacts. MD-S10 is
observed to have the best sensitive volume definition. From the electrical characteristics this device also had the lowest leakage current and capacitance, so it was favoured
for further studies.
The energy spectra corresponding to the median energy maps in Figure 15.16 are
shown in Figure 15.18.
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Figure 15.18: The energy spectra obtained by nSOI microdosimeters during irradiation
with 2 MeV H ions.
The response of individual nSOI microdosimeter sensitive volumes is observed to
vary depending on the sensitive volume configuration. From Figure 15.18 it is observed
that the energy deposition spectra are vastly different amongst nSOI devices. The
energy deposition recorded for the MD-C10 device is much larger than the energy
deposition recorded in any of the other devices. The reason for this is unclear. It
was also observed in MD-C10 devices that charge collection occurs from underneath
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bonding pads. The charge collection from underneath a bonding pad is much higher
than the charge collection from the sensitive volume as particles lose energy travelling
through the aluminium and thus have a higher LET. The response of the nSOI MDS10 microdosimeter to 2 MeV H ions was shown in Figure 15.17. The peak occurs at
approximately 260 keV, which agrees with the expected maximum energy deposition
of 2 MeV H ions with an LET of 26 keV/µm in 10 µm of Si. Apart from the anomalous
response of the nSOI MD-C10 microdosimeter, the enhanced energy response was not
observed.
An enhanced energy response was however observed in IBIC studies using 5.5 MeV
He ions and 20 MeV

12

C ions. The energy deposition spectra of an nSOI MD-S10

microdosimeter to 5.5 MeV He ions and 20 MeV

12

C ions are shown in Figures 15.19

and 15.20 respectively. The theoretical maximum energy deposition for each ion was
found by simulating dE/dx in silicon using TRIM and integrating over the first 10 µm.
This is more accurate than simply multiplying the LET by the SOI thickness as it takes
into account the changing LET as the particle continuously slows down in the material.
A comparison of the observed maximum energy with the expected maximum energy
is given in Table 15.7.
Table 15.7: Comparison of the expected and observed maximum energy deposition for
each ion in an nSOI MD-S10 microdosimeter. The values in brackets correspond to the
excess energy measured as a percentage of the expected maximum energy deposition.
Ion & Energy (MeV)
20 MeV 12 C
5.5 MeV 4 He
2 MeV 2 H

Expected Energy Deposition
in 10 µm of Silicon (keV)
9590
1450
270

Observed Energy Deposition
keV
14000 (56%)
3000 (113%)
260 (Nil)

There are several possibilities that may result in the enhanced energy response
observed, including:
1. The SOI layer is thicker than 10 µm
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Figure 15.19: The response of an nSOI MD-S10 microdosimeter to 5.5 MeV He ions.
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Figure 15.20: The response of an nSOI MD-S10 microdosimeter to 20 MeV
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C ions.
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2. Despite the SiO2 buried insulating layer there is charge being collected from the
substrate for higher LET particles.
If the SOI layer is thicker than 10 µm, it should be possible to estimate the thickness from the observed energy deposition and particle LET. However, no correlation
between particle LET and the quantity of excess charge collected by the microdosimeter exists. It is thus unlikely that the enhanced energy response is an indication of a
thicker SOI layer. The enhanced energy phenomenon in nSOI microdosimeters will be
discussed further in Chapter 16.
The effect of changing the bias to the sensitive volume and/or guard ring was
studied. Figure 15.21 illustrates the effect of changing the bias on both the sensitive
volume and the guard ring (same applied bias to each) and Figure 15.22 illustrates
the effect of changing the bias on the guard ring whilst maintaining an applied bias
of -6 V to the sensitive volume. Increasing the magnitude of the applied bias on
both the sensitive volume and guard ring simultaneously has very little effect on the
charge collection. However, as the magnitude of the bias voltage applied to the guard
ring decreases relative to that of the sensitive volume, the spectrum shifts to higher
energies. The energy is higher than the expected maximum energy deposition. The
charge collection by the sensitive volume is thus highly dependent on the bias applied
to the guard ring and indicates that the mechanism responsible for the enhanced
energy response by devices irradiated by 5.5 MeV He and 20 MeV

12

C ions is also

active during 2 MeV H irradiation but is suppressed by the action of the guard ring.
When the magnitude of the bias voltage applied to the guard ring increases relative
to the sensitive volume, the spectrum shifts to a lower energy.
The response of an individual sensitive volume of an epi MD-S10 microdosimeter is
shown in Figure 15.23. During the scan it became clear that the epi devices were highly
susceptible to radiation damage, so the small scan sizes that are required to observe
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Figure 15.21: The effect of increasing the magnitude of the applied bias to both the
sensitive volume and guard ring of an nSOI MD-S10 microdosimeter simultaneously.
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Figure 15.22: The effect of changing the magnitude of the bias voltage applied to the
guard ring of an nSOI MD-S10 microdosimeter whilst maintaining a constant applied
bias to the sensitive volume.
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Figure 15.23: (a) Median energy map and (b) histogram of charge collection from an
epi MD-S10 microdosimeter. Poor scan times are a result of the short scan time that
was used due to the occurrence of radiation damage to the device.
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the response of an individual sensitive volume were avoided in further measurements.
A very short scan time was used in the investigation of the response of a single MDS10 sensitive volume to prevent significant damage to the microdosimeter. This is the
reason for the poor event statistics observed in Figure 15.23.
Despite this, a well-defined sensitive volume is observed. However, an anomalous
response due to diffusion charge collection and enhanced energy are still apparent. The
LET of 5.5 MeV He ions in silicon is 135 keV/µm, leading to an expected maximum
energy deposition of ∼950 keV in 7 µm of silicon. The peak, which is at ∼1800 keV is
significantly higher than this. The enhanced energy response in epi microdosimeters
is thought to be due to the resistivity of the substrate not being low enough to allow
fast recombination of charge carriers liberated in the substrate. Charge carriers are
hence able to migrate into the active layer and contribute to the charge collected at
the core electrode. This effectively increases the thickness of the active layer of the
device.
A qualitative analysis of radiation damage in epi devices using an epi MD-C10
microdosimeter is shown in Figure 15.24. This was performed by scanning the ion
beam once over a small area (∼80×80 µm2 ) before stopping the scan and repeating
5 more times using the same scan size and detector position. The shift of the peak
to a lower energy for each scan is indicative of radiation damage occurring to the
microdosimeter with each pass of the scanning ion beam.
Due to the extremely high susceptibility of epi microdosimeters to radiation damage, all epi microdosimeters were excluded from further investigations as the rapid
shift of the peak to lower energies would affect the results. The focus of further investigations was instead the diffusion charge collection and anomalous energy response of
nSOI microdosimeters.
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Figure 15.24: Energy spectra from first and subsequent single sweeps of the scanning
He ion beam. The shift of the peak to lower energies with each scan is indicative of
radiation damage.

Chapter 16
Investigation of the Anomalous Response
of nSOI Microdosimeters
The response of the nSOI and epi microdosimeters to charged particle irradiation
yielded two surprising anomalies:
1. The collection of diffusion charge created by ions striking outside the sensitive
volume.
2. Enhanced energy measured from 5.5 MeV He and 20 MeV

12

C ion irradiation.

Although microdosimeters of both nSOI and epi types exhibited these phenomena, only the nSOI microdosimeters were studied in further detail due to the high
susceptibility of epi microdosimeters to radiation damage. The aim of the following
studies was to investigate and understand the charge collection mechanisms in third
generation nSOI microdosimeters.

16.1

Diffusion Charge Collection in nSOI Microdosimeters

A shortcoming of high resistivity nSOI planar pixelated detectors such as the nSOI
large area microdosimeter is capacitance-resistive charge sharing between adjacent
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sensitive volumes and diffusion charge collection from events occurring outside the
sensitive volume. As previously noted, charge sharing and diffusion charge collection
compromise the definition of the sensitive volume.
A common approach used for limiting the collection of charge to a defined sensitive
volume is a guard ring structure. This is the approach adopted in the design of the
third generation microdosimeters. A guard ring is created by a p-n electrode of the
same polarity and operated under the same bias conditions as the p-n junction of the
sensitive volume. The aim of the guard ring is to reduce lateral diffusion of charge
into the sensitive volume. This approach works well in vertical p-n junctions with the
ohmic electrode of the p-n junction on the rear side of the wafer. In most radiation
detectors the guard ring is small in area compared to the area of the sensitive volume.
However, in planar SOI microdosimeter devices the ohmic electrode of the guard ring
is on the same side of the wafer as the sensitive volume and the size of the sensitive
volume is comparable to or smaller than the spacing between the electrodes of the
guard ring and sensitive volume. This diminishes the effect of the guard ring and
allows a relatively higher proportion of charge to be collected from outside the area
covered by the core electrode. Additionally, an array with a high density of sensitive
volumes leads to strong capacitive coupling.
It has previously been demonstrated [Rosenfeld et al., 1992] in an n-type 3 kΩ·cm
silicon strip detector with 50 µm pitch that the charge sharing effect can be used for
determining the position of charge deposition events between adjacent strips with micron resolution using coincidence analysis of the collected charge amplitudes or timing
in adjacent strips. In this study, a coincidence analysis has been carried out to investigate diffusion charge collection in nSOI microdosimeters. The guard ring structure
was used to exclude particles which were incident outside the sensitive volume, which
are indicated by events associated with a charge deficit in the sensitive volume in
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coincidence with a signal in the guard ring. When used for this purpose, the guard
ring will be referred to as a veto electrode. A qualitative investigation of the charge
collection geometry was also performed.

16.1.1

Coincidence Analysis of Diffusion Charge

An IBIC study was performed at ANSTO to understand the charge collection in the
sensitive volume and veto electrode in coincidence and anti-coincidence modes [Livingstone et al., 2012]. The study was carried out using the nSOI MD-S10 microdosimeter
and monoenergetic beams of 5.5 MeV He ions and 20 MeV

12

C ions. The core junc-

tion and veto electrode were independently biased to the same voltage (-6 V) and
read out simultaneously using separate amplifiers. The circuit used for gating the veto
electrode signal with the sensitive volume signal is illustrated in Figure 16.1. The
amplified signal from the sensitive volume was sent to a delay amplifier, single channel
analyser (SCA) and MCA in parallel. The amplified signal from the veto electrode
was sent to an SCA and MCA in parallel. The SCAs were used to gate the signals:
the lower threshold was set above the noise level to minimise false coincidences, and
the upper threshold set to maximum. The signals from the two SCAs were sent to
a coincidence module with coincidence and anti-coincidence modes. In coincidence
mode, all coincident pulses between the thresholds set on the SCA units resulted in a
logic pulse that was sent to a linear gate. In anti-coincidence mode, a logic pulse was
sent to the linear gate for all signals arriving at the coincidence module that were not
coincident with signals from the other channel. The delay time on the delay amplifier
was set to a time such that the delayed signal from the core junction arrived at the
linear gate at the same time as logic pulses from the coincidence module. The logic
pulses were thus used as a tool to enable (coincidence) or suppress (anti-coincidence)
events from the core junction that were coincident with events in the veto electrode.
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Channel 2 (outer)

Fine gain = 1.198
Fine gain = 1.198

Coarse gain = 50
Coarse gain = 50

ADCs
Station 1
Station 3
Station 4

coincidence pulse (delayed pulse from Channel 1
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Circuit block diagram
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(output)
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Linear Gate
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Figure 16.1: Block diagram representing the circuit used to gate the veto electrode
signal with the sensitive volume signal. Coincidence pulses were used to suppress
events from the core junction that were coincident with events in the veto electrode.
A comparison of the different responses of the nSOI microdosimeter to 5.5 MeV He
ions in normal and anti-coincidence charge collection modes is shown in Figure 16.2.
It is observed that the reduced energy events outside the main peak in the MCA
spectrum have almost been eliminated. It is important to note that the peak has
maintained its Gaussian shape. The corresponding mean energy maps in Figure 16.3
illustrate that the events contributing to the well defined energy peak in the MCA
spectrum correspond to ion strikes in the p+ core region of the sensitive volume where
the electric is strong and charge sharing with the veto electrode is absent. The reduced
energy events associated with diffusion and charge sharing are associated with regions
outside the core which produce a charge signal above the noise threshold in the veto
electrode. Signals from the veto electrode were used for suppressing these events in
the MCA spectrum. Reduced statistics of full energy events is due to the small area
of the core region in comparison to the area from which the reduced charge energy
events originate. The width of the effective sensitive volume has been reduced from
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Figure 16.2: Comparison of energy spectra from an nSOI MD-S10 microdosimeter
with and without gating the DAQ signal with the signal from the veto electrode. The
results were recorded simultaneously during irradiation with 5.5 MeV He ions.
∼20 µm to ∼8µm. The smaller size better corresponds to the width of the p+ core
region where the electric field is assumed to be strongest. The size can be varied by
changing the discriminator thresholds and coincidence timing. The enhanced energy
response has not been affected by the suppression of diffusion charge events.
The same observations were made for an nSOI MD-S10 microdosimeter irradiated
with 20 MeV

12

C ions, shown in Figure 16.4. Once again, the width of the effective

sensitive volume has been reduced from ∼20 µm to ∼8µm.

16.1.2

Sensitive Volume Geometry Study

To better understand the geometry of the charge collection region in nSOI microdosimeters their response to ions at a range of incident angles in normal and anticoincidence charge collection modes was studied. These investigations were carried
out in conjunction with the previously described IBIC studies using monoenergetic
beams of 5.5 MeV He ions and 20 MeV

12

C ions. The angular response was obtained
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Figure 16.3: Median energy maps illustrating the response of an nSOI MD-S10 microdosimeter to 5.5 MeV He ions: (a) the response without any discrimination and
(b) the response after suppression of events shared between the core region and veto
electrode.
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Figure 16.4: Median energy maps illustrating the response of an nSOI MD-S10 microdosimeter to 20 MeV 12 C ions: (a) the response without any discrimination and
(b) the response after suppression of events shared between the core region and veto
electrode.
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by varying the incident angle of the ions relative to the normal surface of the detector.
The method used in the coincidence analysis was outlined in Section 16.1.1.
A Geant4 Monte Carlo study was also performed to simulate the angular ion
response to compare with experimental results. This study was carried out using
Geant4.9.6.p01 and a simplified model of the single cell topology shown in Figure 16.5.
Diffusion charge collection was also modelled using a simplified one-dimensional equation derived by Bradley [2000]:

Qc = Q0 exp(−x/L)

(16.1)

where Qc is the charge collected by the sensitive volume via diffusion processes from
the charge Q0 generated at a distance x from the edge of the sensitive volume. L is the
diffusion length. Since the charge generated is proportional to the energy deposited
by the ionisation event,

Ediffusion = E(x) exp(−x/L)

(16.2)

As the exact diffusion length is unknown, its value was varied in the simulation
to investigate the effect of diffusion length on diffusion charge collection. The aim
was to qualitatively determine the effect of charge diffusion on the measured energy
distribution. It was not possible to determine the actual diffusion length of the nSOI
microdosimeter using this method.
Median energy maps obtained from the nSOI microdosimeter during irradiation
by 20 MeV

12

C ions at angles of 0◦ , 20◦ , 40◦ and 60◦ relative to normal are shown in

Figure 16.6. Despite the rectangular parallelepiped geometry of the sensitive volumes,
at normal incidence, the shape of the charge collection regions appears circular, indicating a cylindrical electric field region. At oblique angles of incidence, elongation of
the charge collection regions is observed. The elongation also indicates a cylindrical
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Figure 16.5: Simplified model of the single cell topology of an nSOI microdosimeter
used for the detector geometry in the Geant4 study. Both rectangular parallelepiped
and cylindrical sensitive volume geometries were modelled.
geometry. The corresponding spectra, as well as similar spectra obtained during irradiation with 5.5 MeV He ions are shown in Figures 16.7 and 16.8. With increasing
angle, the peak energy increases due to the increasing mean chord length. The shape
of the peak also broadens due to the greater variation in the distribution of chord
lengths. Similar spectra were obtained from Geant4 calculations for 20 MeV

12

C ions

using both rectangular parallelepiped and cylindrical geometries. These are shown in
Figures 16.9 and 16.10.
A qualitative comparison of the experimental angular response to the Geant4 simulated response indicates that despite the rectangular parallelepiped geometry of the
nSOI MD-S10 microdosimeter, the cylindrical model yields results that are closer to
the experimental spectra. This agrees with previous observations that the sensitive
volume actually has a cylindrical geometry. The shoulder on the high energy side of
the main peak at large angles of incidence is due to ions stopping in the sensitive volume due to the increased chord length. Variations in the simulated angular response
spectra for different geometries results from slight variations in the mean chord length
of each for oblique incident ion angles.
The effect of diffusion charge collection was modelled using Equation 16.2 for
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Figure 16.6: Median energy maps from an nSOI MD-S10 microdosimeter irradiated
by 20 MeV 12 C ions at angles of (a) 0◦ , (b) 20◦ , (c) 40◦ and (d) 60◦ relative to normal.
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Figure 16.7: Angular response of an nSOI MD-S10 microdosimeter to 20 MeV 12 C ions:
(a) standard IBIC and (b) IBIC with suppression of shared events (anti-coincidence).
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Figure 16.8: Angular response of an nSOI MD-S10 microdosimeter to 5.5 MeV He ions:
(a) standard IBIC and (b) IBIC with suppression of shared events (anti-coincidence).
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Figure 16.9: Geant4 simulated response of the simplified rectangular parallelepiped
nSOI model to 20 MeV 12 C ions incident at different angles relative to normal.
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Figure 16.10: Geant4 simulated response of the simplified cylindrical nSOI model to
20 MeV 12 C ions incident at different angles relative to normal.
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C ions, 5.5 MeV He ions and 2 MeV H ions and diffusion lengths of 50 µm,

100 µm and 300 µm. The results are shown in Figure 16.11. The addition of diffusion
charge collection is found to contribute to both the low and high energy tails of the
main peak. This is in agreement with the experimental observation that diffusion
charge collection contributes significantly to the low energy tail of the maximum energy deposition peak. For increasing diffusion lengths the peak becomes narrower as
the distribution of energy collected is not as great due to the term x/L becoming less
important as the diffusion length increases (for L >> x). The collection of diffusion
charge does not account for the experimentally observed enhanced energy response.
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Figure 16.11: Geant4 simulated response of the simplified nSOI model incorporating
diffusion charge collection from (a) 20 MeV 12 C ions, (b) 5.5 MeV He ions and (c)
2 MeV H ions at normal incidence. The diffusion charge contributes to the low energy
tail, and to an extent, the high energy tail of the maximum energy deposition peak.
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Anomalous Energy Response of nSOI Devices

Charge collection investigations including α-spectroscopy and IBIC imaging of nSOI
microdosimeters indicated an enhanced energy response to 5.5 MeV He and 20 MeV
12

C ions. Although the purpose of the buried oxide insulating layer is to limit the

depletion region and hence the collection of charge to the active layer, anomalous
charge collection has previously been observed in other SOI devices.
Dodd et al. [2001] found that for SOI SRAMs with a buried oxide layer of 200 nm
thickness at a depth of 250 nm in silicon, experimental single event upset (SEU) crosssections were higher than simulated cross-sections due to anomalous charge collection
from the substrate through the buried oxide layer. For bulk silicon devices, the two
measurements were in agreement. The theory proposed by Dodd et al. [2001] is that
a temporary conductive pipe between the substrate and top silicon layer is induced
by an ion strike which would allow the transfer of charge between the two layers.
This process was described by Sexton et al. [1998] as a formation of a conductive pipe
through the oxide layer due to a high density electron-hole plasma along the ion track
and a subsequent discharge of energy stored along this pipe. Campbell and Knudson
[1982], however, had previously found that it is unlikely that such a conducting pipe
would exist for long enough to be responsible for significant charge transport.
Other authors [Musseau et al., 1991; Xapsos et al., 1987] suggest that charge collection from the substrate is due to a capacitive discharge or a displacement current.
Vizkelethy et al. [2003] interpreted it as follows: when an ion travels through the oxide
layer into the substrate, a funnel is formed, pushing the depletion region of the active
layer into the substrate and thus decreasing the potential at the interface. The parasitic capacitance of the oxide layer induces a displacement current in the active layer.
As the charge diffuses out of the funnel, the funnel collapses and the potential at the
interface is restored. However, observations of charge collection from the substrate
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have only occurred when the substrate was in depletion mode.
The enhanced energy response observed in nSOI microdosimeters differs slightly
from the previous observations of enhanced energy in SOI devices described above.
Firstly, the oxide layer is significantly thicker at 2 µm. Also, no bias was applied to the
substrate of nSOI microdosimeters so the substrate was not in depletion mode. Despite
this, investigations to determine the possibility of the enhanced energy response being
due to the theory by Vizkelethy et al. [2003] were carried out. Other investigations
were also carried out in an attempt to determine other possible causes or to try and
minimise the effect. These are described in the following sections.

16.2.1

Alpha Spectroscopy with

148

Gd

To determine the plausibility of the enhanced energy response being a result of a
displacement current induced by the parasitic capacitance of the buried oxide layer
as described above, α-spectroscopy was performed with ions with an energy such that
their range is less than the thickness of the SOI layer. The decay of

148

Gd produces

3.628 MeV α-particles, with a range such that the particles will stop in the SOI layer
before reaching the substrate. Due to energy losses in the oxide overlayer, the expected
maximum energy deposition by 3.628 MeV α-particles in 10 µm of silicon is 2200 keV.
The spectral response of an nSOI MD-C6 microdosimeter to 3.628 MeV α-particles,
shown in Figure 16.12, is in agreement with this value.
It is important to note that the small peak observed at ∼2500 keV is due to
energy deposition by particles which have travelled through the aluminium contacts
and thicker oxide overlayer that exist at the edges of the core implanted region of
each sensitive volume. Energy losses in these layers result in an increased LET and
hence increased energy deposition in the SOI layer. This higher energy peak is narrow
relative to the peak at 2200 keV because the surface area of the aluminium and thicker
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Figure 16.12: The spectral response of an nSOI MD-C6 microdosimeter to 3.628 MeV
α-particles from a sealed source of 148 Gd. The small peak observed at ∼2500 keV
is due to energy deposition by particles which have travelled through the aluminium
contacts and thicker oxide overlayer that exist at the edges of the core implanted region
of each sensitive volume.
oxide layer is much smaller than the surface area of the rest of the device. This effect
was not observed during irradiation with 5.486 MeV

241

Am α-particles due to their

much larger range of the particles meaning that the response is not as sensitive to
small variations in the thickness of the material.
Although not proof, this result is an indication that a displacement current is
contributing to the enhanced energy response observed in nSOI microdosimeters, since
particles that do not travel through the oxide layer and into the substrate do not result
in an enhanced energy response.

16.2.2

γ-Irradiation of Devices

Musseau et al. [1991] suggested that the enhanced energy response should be reduced
by irradiation of the device to high dose levels to cause damage to the substrate which
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will result in fast recombination of liberated charge carriers. A number of nSOI devices were irradiated with either 10 kGy or 50 kGy
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Co γ-rays at ANSTO’s GAmma

Technology Research Irradiator (GATRI) facility. A further IBIC study revealed no
difference in the charge collection characteristics of the devices after irradiation. Despite not being able to eliminate the excess energy deposition measured by nSOI
devices, this study has demonstrated the radiation hardness of nSOI microdosimeters.
It was proposed that kGy γ-rays do not cause damage significant enough to result in
faster recombination of liberated charge carriers in the substrate, and that the devices
should be irradiated with high energy neutrons in an effort to achieve this aim. However, a lack of access to a facility meeting the requirements meant that this study has
not yet been performed.

16.2.3

SEM Imaging of nSOI Microdosimeters

Scanning electron microscopy (SEM) was performed on third generation nSOI and
epi microdosimeters to image cross-sections in order to confirm the structure and
elemental composition of the devices. This study was carried out using the facilities
at the University of Wollongong’s Electron Microscopy Centre (EMC). The principles
behind SEM were discussed in Section 12.3.1. As it was necessary to perform crosssectioning of the devices, this technique was destructive and was only performed after
all non-destructive tests yielded inconclusive results.
Cross-sectioning was achieved by cutting the sample with a diamond saw followed
by argon ion milling. SEM and energy-dispersive x-ray spectroscopy (EDS) images of
the nSOI cross-section are shown in Figure 16.13. According to information provided
by the wafer manufacturer, a 2 µm thick layer of SiO2 should be observed at a depth
of 10 µm from the surface of the device. This is expected to be observed as a band
with a high concentration of oxygen in the EDS images.

Figure 16.13: SEM and EDS images of an nSOI MD-S10 microdosimeter. The image labelled “IMG1” is the SEM image.
EDS images are named according to the element represented in the image (i.e., O for oxygen). Note that “K” in all the EDS
images means that the characteristic x-rays used in the elemental analysis were from K-shell electron transitions.
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The most immediate observation from the SEM and EDS images of the nSOI
microdosimeter is that the oxygen-rich band indicating a presence of SiO2 expected at
a depth of 10 µm is absent. The image was taken over an area which measures a depth
of 39 µm. Instead of the 2 µm thick layer expected, a relatively high concentration of
oxygen is observed in the top 26 µm of the device. A lower concentration of silicon is
also observed in this region.
Apart from this anomaly, the results are as expected. The aluminium tracks can
be seen on the surface of the microdosimeter. It is important to note that there is
a high concentration of aluminium in the background from the aluminium sample
holder. A high concentration of oxygen, carbon and phosphorus is observed on top
of the aluminium tracks due to the phosphorus silicate glass passivation layer on the
surface of the microdosimeter.
SEM and EDS analysis of a spare wafer that had not been used in the fabrication
of microdosimeter arrays was also carried. No SiO2 layer was found on either side of
the wafer.
For comparison, similar images obtained from an epi microdosimeter are shown in
Figure 16.14.
There are no surprising results from the SEM and EDS images of the epi microdosimeter. There is also no region of higher oxygen concentration observed in the epi
images.
As a control, and to ensure that the procedure is sensitive enough to observe the
SiO2 insulating layer, a second generation planar 50×50 SOI microdosimeter array was
also imaged. This device has previously been shown to have good charge collection
characteristics and an energy response in agreement with that estimated from particle
LET values in silicon. The second generation SOI SEM and EDS images are shown
in Figure 16.15.

Figure 16.14: SEM and EDS images of an epi microdosimeter. The image labelled “IMG1” is the SEM image. EDS images
are named according to the element represented in the image (i.e., O for oxygen). Note that “K” in all the EDS images
means that the characteristic x-rays used in the elemental analysis were from K-shell electron transitions.
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Figure 16.15: SEM and EDS images of a second generation planar 50×50 SOI microdosimeter array. The image labelled
“IMG1” is the SEM image. EDS images are named according to the element represented in the image (i.e., O for oxygen).
Note that “K” in all the EDS images means that the characteristic x-rays used in the elemental analysis were from K-shell
electron transitions.
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In the second generation SOI images, the SiO2 insulating layer is clearly observed
at a depth of 9.6±0.2 µm with a thickness of 1.9±0.2 µm, as expected. It is thus
reasonable to conclude that SEM and EDS are suitable techniques for locating and
measuring compounds containing oxygen, such as SiO2 and that an insulating layer is
simply not present in the nSOI microdosimeters.
The higher concentration of oxygen present in the top 26 µm of the nSOI microdosimeter is perhaps indicative of diffusion of the SiO2 molecules through the active
silicon layer and silicon subtrate. This could only occur if the various layers were
bonded at extremely high temperatures.
This result certainly gives an explanation for the enhanced energy response of nSOI
microdosimeters, however, one might still question why full energy deposition is not
observed. A potential reason is that the electric field does not extend as far into the
silicon as the various particles penetrate, so that charge carriers liberated outside the
electric field or in regions of weak electric field contribute to the signal via the diffusion
mechanism rather than drift, and many may undergo recombination before they reach
the electrode and contribute to the measured signal.

Chapter 17
The Future of SOI Microdosimetry
To address the issues faced by the third generation of SOI microdosimeters due to
charge sharing effects, a new prototype of SOI microdosimeter has been designed with
almost free-standing three-dimensional sensitive volumes, referred to as “mushrooms”
[Tran et al., 2013].
The device is fabricated on a p-type SOI wafer and consists of three-dimensional
cubic or cylindrical sensitive volumes. The cubic sensitive volume has dimensions of
10×10×10 µm3 whilst the cylindrical sensitive volume has a diameter of 10 µm and
a height of 10 µm. The sensitive volumes are separated by 40 µm to avoid charge
sharing. Two designs, shown in Figure 17.1, were simulated using Geant4:
1. Cubic/cylindrical sensitive volumes with a guard ring electrode embedded in
silicon
2. Cubic/cylindrical sensitive volumes embedded in PMMA with the substrate
etched and substituted with PMMA to achieve tissue equivalency.
Preliminary simulations with neutrons have yielded promising results in terms of
charge collection, with the sensitive volumes embedded in PMMA demonstrating better matching to tissue equivalent spherical sensitive volumes. The improved design
shows the potential to be a significant step forward in the development of SOI microdosimeters for applications in radiation protection.
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Figure 17.1: Geometry of three-dimensional microdosimeters: (left) sensitive volumes
embedded in silicon and fabricated on a silicon substrate, (right) sensitive volumes
embedded in PMMA with the silicon substrate etched away and replaced with PMMA
[Tran et al., 2013].

Chapter 18
Summary and Conclusions
First and second generation silicon-on-insulator microdosimeters have been applied in
heavy ion therapy fields. Devices were tested in 150 MeV/u 4 He and 400 MeV/u

12

C

fields at HIMAC, Japan and using two 12 C treatment plans at HIT, Germany. The high
spatial resolution of both microdosimeter types was demonstrated as they were able
to measure the rapidly changing lineal energy in the Bragg peak. Contributions from
secondary particles, particularly neutrons, were also measured. Differences observed
in the lineal energy spectra measured by first and second generation microdosimeters
have been attributed to slight differences in the mean chord lengths and chord length
distributions due to the different sensitive volume geometries.
For the HIT measurements, the microdosimeters were able to accurately reproduce
the intricate dose plan and verify the complicated dose profile. Out-of-field measurements with the microdosimeters positioned lateral to the heavy ion field showed that
the majority of secondary radiation originates inside the treatment volume upstream
of the beam.
The third generation microdosimeter, developed using silicon-on-insulator and epitaxial technologies, is the latest development in silicon microdosimetry and was developed with the aim of increasing the sensitive surface area and yield of sensitive volumes.
Using the IBIC technique, the device has demonstrated 100% yield of sensitive volumes, which is an improvement over its predecessors. Charge collection characteristics
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of both designs showed the occurrence of charge collection between the sensitive volume
and guard ring structure, leading to a high frequency of events with a charge deficit.
These events contribute to the low energy tail of the maximum energy deposition peak.
This effect was also observed in a simulation involving a simple one-dimensional model
of diffusion charge collection. The guard ring was shown to be capable of vetoing such
events using coincidence analysis. However, this is a tool which is useful only for characterisation and not in experimental microdosimetry, as the definition of the sensitive
volume is still not properly understood.
The response of nSOI and epi microdosimeters to 5.5 MeV He and/or 20 MeV
12

C ion irradiation revealed anomalous charge collection, with the maximum energy

deposition peaking much higher than the values estimated from particle LET and
device thickness. This result led to two postulates: that a displacement current is
contributing to the signal from the sensitive volume, or that the active layer is thicker
than the value quoted by wafer manufacturers. For epi devices, it is likely that the
resistivity of the substrate is too high to allow liberated charge carriers to recombine
quick enough to prevent them from contributing to the signal. Thus, a lower resistivity
substrate should be used for future devices. Further charge collection studies carried
out on nSOI devices yielded inconclusive results but did not rule out the possibility of
a displacement current as the mechanism for the observed enhanced energy response.
Irradiation of the devices with high doses of γ-radiation with the aim to reduce the
enhanced energy response were not successful. A scanning electron microscopy and
energy dispersive x-ray spectroscopy study on nSOI devices to measure the thickness
of the active layer yielded a surprising result with no buried SiO2 insulating layer detected. To gauge the sensitivity of the technique for this purpose, a second generation
SOI microdosimeter with good charge collection characteristics (maximum energy deposition peaks at the energy expected from particle LET) was also imaged. In the
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second generation device, the SiO2 layer is clearly observed at a depth of 9.6±0.2 µm
with a thickness of 1.9±0.2 µm, as expected. Imaging of both sides of the wafer used
in the fabrication of the nSOI microdosimeters also found no buried SiO2 layer. It is
concluded that it is likely an error occurred during the bonding of the wafer: either
the SiO2 layer was never bonded to the substrate, or during bonding the SiO2 diffused
through the substrate and active silicon layer. The latter postulate is supported by the
observation of a relatively high concentration of oxygen observed in the top ∼26 µm
of the device in the EDS images. This explains the enhanced energy response though
it is unclear as to why full charge collection is not observed due to the absence of an
insulating layer to limit the thickness of the active layer.
IBIC imaging of epi microdosimeters with 5.5 MeV He ions indicated that these
devices are highly susceptible to radiation damage. Rapid degradation of the signal
was observed over short scan times, which excludes them from experimental microdosimetry and indeed further charge collection studies as the degradation of the signal
affects the accuracy of the result and short scan times result in very low statistics.
Future SOI microdosimeters will include designs where the silicon surrounding
adjacent sensitive volumes is etched away and filled with PMMA to physically isolate
the sensitive volumes. The PMMA filler will allow a planar surface to easily deposit the
aluminium tracks, and it is also closer to the composition of tissue for the generation
of secondary particles.
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