We aim to determine the effect of image restoration (deblurring) on the ability to acquire moving objects detected automatically from long-distance thermal video signals. This is done by first restoring the videos using a blind-deconvolution method developed recently, and then examining its effect on the geometrical features of automatically detected moving objects. Results show that for modern (low-noise and highresolution) thermal imaging devices, the geometrical features obtained from the restored videos better resemble the true properties of the objects. These results correspond to a previous study, which demonstrated that image restoration can significantly improve the ability of human observers to acquire moving objects from long-range thermal videos.
Introduction
In the last few years, visual surveillance has become an active research area in computer vision, especially due to the growing importance of visual surveillance for security applications. Visual surveillance is a general framework that groups a number of different computer vision tasks aiming to detect, track, and classify (recognize) moving objects of interest from image sequences, and on the next level to understand and describe the behavior of these objects [1, 2] . The ultimate goal in designing a smart visual surveillance system is to minimize the need for a human observer to monitor and analyze the visual data. However, this task is more difficult for remotely sensed videos, captured by high-resolution imagers, since they are likely to be degraded by the atmosphere. The degradation sources that include turbulence and aerosols mainly cause blur in still images [3] [4] [5] [6] [7] [8] . In video sequences spatiotemporal-varying distortions caused by turbulence also become meaningful [8] . Both degradation sources may reduce the ability to acquire moving objects automatically in long-range imaging for two main reasons:
(1) The objects in the video frames are distorted (blurred). Therefore, important details of the moving objects may be unavailable for higher-level image processing operations such as automatic target recognition (ATR), which aims to automatically categorize targets into one of a set of classes (such as human, human group, vehicles, animals, etc.).
(2) The time-varying image shifts caused by the turbulence induce additional movements in the scene (temporal clutter), which may increase the false alarm (false detection) rate.
Many computer vision tasks employ a preprocessing stage that changes the raw input video into a better format that can improve the performance of subsequent steps [9] . Examples of common preprocessing operations are noise reduction filtering [9] , histogram modification for target contrast enhancement [10] , and optical flow techniques for motion compensation (registration of frames) [9, 11] . However, previous preprocessing operations for automatic target acquisition did not consider the atmospheric blur in each video frame in long-range imaging.
This research aims mainly to determine whether restoration (deblurring) of video sequences degraded by the atmosphere can improve the ability to acquire moving objects automatically. In particular, we examine if the geometrical properties of the automatically detected moving objects in the restored videos better resemble the true properties of the objects. Image restoration may damage automatic object acquisition capabilities because it usually increases the higher frequencies, and thus it magnifies noise and turbulence random movement effects. Previous research indicated that image restoration can significantly improve the ability of observers to acquire moving objects (averages of 20 percentage-point improvement in detection, and 24 percentage-point improvement in recognition) [12] .
For this goal, thermal video clips, which contain moving objects (distance of a few kilometers away), were recorded. The frames of these clips were restored, and then automatic detection and tracking of moving objects were preformed on both the restored and the nonrestored video clips, to ascertain the effect of image restoration. The motion detection stage distinguishes moving objects from the background, while the tracking stage utilizes extracted object features (such as area and center of mass) together with a correspondence matching scheme to track objects from frame to frame [1, 2] . The output produced by the tracking stage supports and enhances the motion detection results by eliminating false detections due to background movements, such as those caused by turbulence. The blurring (atmospheric-dominated) modulation transfer function (MTF) required for the restoration filtering process was obtained for each clip using an efficient recently developed blind-restoration method that extracts the MTF via automatic best step-edge detection [13] . The blur resulting from the motion of the moving objects themselves was neglected, because their low velocity in the image plane caused insignificant blur. Restoration effects were also examined with simulated video clips to allow an evaluation of the results using "groundtruth" moving objects and a known atmospheric MTF.
In Section 2 we present the blind-restoration procedure employed here to improve the atmospherically degraded video sequences. Section 3 describes the process employed for automatic detection and tracking of the moving objects. Section 4 compares the performances of automatic detection and tracking of the moving objects applied to both simulated and real video sequences before and after restoration. Conclusions are in Section 5.
Restoration of the Atmospherically Degraded Video Sequences
We briefly describe a recently developed method for blind-restoration of atmospherically degraded images. The full details of this method, as well as comparison with other methods, can be found in [13] .
An image degraded by the atmosphere is frequently modeled as a convolution between the original (unblurred) image and the atmospheric point spread function (PSF). If the PSF is known, simple deconvolution techniques can be employed in order to restore the image [3, 14] . The advantages of these digital techniques are their simplicity, low cost, and practicality of application. However, the main difficulty is the need for a reliable knowledge of the PSF. The reason for this difficulty is that, in most practical remote sensing situations, the PSF is not known a priori. Usually the only available information is the recorded image itself. An image deconvolution process in this case is called blind-deconvolution or blind restoration.
There has been extensive work on blinddeconvolution over the past 20 years, including survey articles [15, 16] . Existing blind-deconvolution methods usually use iterative procedures to estimate the blur extent. They often formulate parametric models for both the image and the blur, and in each step the image and the blur parameters are estimated and used in the next iteration. An isotropic two-dimensional (2D) Gaussian function is often used to approximate the atmospheric PSF [17] [18] [19] . A shortcoming of these methods is the requirement for a good initial guess of the PSF. The resulting accuracy of the estimated PSF (and consequently the quality of the restored images) depends mainly on the accuracy of this initial guess. Also, the algorithm speed of convergence depends on this guess. On the other hand the blind-restoration method that was used here is not iterative. It assumes an isotropic PSF but does not require a known parametric form of it. The method is based on estimating the PSF directly from the image itself, via automatic best (as close as possible to an ideal) step-edge detection, and then using this information for the restoration of the atmospherically degraded images [13] . A good stepedge may exist in cases such as imaging of urban or semiurban areas, which are common in applications such as visual surveillance and reconnaissance. The criteria for a good step-edge include the straightness and length of the edge, its strength, and the homogeneity of the step on both sides of the edge. The algorithm includes several stages, in which the number of possible solutions narrows considerably as the algorithm advances [13] . In the first stage, the algorithm includes an edge detection operation, which reduces the number of examined pixels by an order of magnitude since only the detected edge pixels are examined in the next stage. Then, the straightness and the length of detected edges are evaluated. The evaluation is performed in two phases. In the first phase, these properties are evaluated for small (3 ϫ 3 pixel) regions around each edge pixel, and in the second, the evaluation is extended for larger edge lengths. In the small-scale evaluation the angle between the adjacent neighbors (in a 3 ϫ 3 pixel area) of each edge pixel is calculated. Then each pixel gets a score, according to the calculated angle (a higher score for a larger angle), which represents the straightness in a local sense. Accordingly, pixels with only one or zero neighbors are assigned the value of 1, while pixels with two neighbors and angles of 45°, 90°, 135°, and 180°between them are assigned the values of 2, 3, 4 and 5, respectively. Edge pixels with more than two neighbors (eight-pixel connectivity), which characterize junctions and corners, are removed. Closed-loop edge chains are treated as periodic chains, thus all pixels have two adjacent neighbors. In the large-scale evaluation the weighting code (score) of the small-scale length and straightness is arranged sequentially as vectors, and then these vectors are low-pass filtered (smoothed) to obtain larger scale (averaged) information about the straightness of the chain of pixels. Higher values in the low-pass filtered code indicate a higher length and straightness of the chain of pixels. The best edges (those with the highest scores) obtained in this stage are then evaluated for having the properties of homogeneous areas from both sides of the edge and high contrast, which characterize a step edge. This is done by taking a 2D square region in the blurred image, surrounding the center pixel of the edge, and evaluating the product of the variance and the inverse of the kurtosis in that region [13] ,
where is the mean of the values x in the square region, and E represents the mean value operation. A higher value of this product indicates a better step edge, and therefore the pixel that scored the highest value (of this product) is appointed as the center of the best step edge. The best 2D step edge obtained in this stage is composed of a certain number of rows and columns. In order to find the edge spread function (ESF), which describes the response of an imaging system to an ideal step edge, selecting a single row is enough; however, it is better to select several rows, averaging them (to reduce noise), and then taking the monotonic gradient area in the average step edge vector. The derivative of the estimated ESF is the estimated line spread function (LSF), which describes the response of an imaging system to a line. Assuming isotropic atmospheric blurring statistics, the LSF would be a good approximation of the cross section of the atmospheric PSF (in any direction) whose Fourier transform magnitude is the MTF. The MTF can then be used via Wiener filtering [3, 14] to restore the atmospherically degraded image. Accordingly, the restored image fˆ͑m, n͒ is the inverse Fourier transform, ᑣ
Ϫ1
, of the multiplication of the Fourier transform of the degraded image, G͑u, ͒, with the Wiener filter [3, 13, 14] :
where
In Eq. (3), u and are the spatial frequency coordinates, H͑u, ͒ is the MTF, and ␥ is the relation between the spectra of the noise and the original image. Usually this relation is not known, and ␥ is assumed to be a constant proportional to the inverse of the signal-to-noise ratio (SNR).
Since the average atmospheric blur (MTF) does not change significantly during short video clips (each lasted about 3 s in our case) [3] [4] [5] [6] [7] , the MTF required for the restoration filtering was estimated here once for each degraded video sequence from its first image. The estimated MTF was then used to restore the whole image set in the video clip, according to Eq. (2).
Detection and Tracking of Moving Objects
Detection and tracking of moving objects represent two fundamental consecutive steps in automatic video-based surveillance systems, where the goal is to provide intelligent recognition capabilities by analyzing target behavior [1, 2] . Target detection aims at distinguishing foreground objects from the stationary background [1, 2, 9] . To achieve this, we used the common methodology of "background subtraction," which is based on subtracting each frame from a computed background, followed by a thresholding operation [9] . This procedure was applied to both the degraded and restored (deblurred) videos. The output of the motion detection stage is a binary foreground pixel map at every frame, which is further processed for object localization and tracking. The tracking objective is to establish correspondence between the extracted objects features (spatial position and size in our case) of consecutive frames over time to form persistent object trajectories [1,2,20 -22] . This allows one to correct for situations where the motion detection algorithm finds movements which are not to be considered because they are due to background elements. Such a situation (considerable background movements) exists in long-distance acquired images as a result of the atmospheric turbulence.
Presented next is a detailed description of the methods used here for moving object detection, tracking, and turbulence random movement effects handling.
A. Detection of Moving Objects
The first step in most of the visual surveillance systems is detecting foreground (i.e., moving) objects [1, 2, 9] . This creates both a focus of attention for higher processing levels such as tracking, classification, and behavior understanding, and reduces computation time considerably since only pixels belonging to the foreground objects need to be dealt with. A common technique for detection of moving objects (motion segmentation) is background subtraction [9] . It attempts to detect moving regions by subtracting the current image pixel from a pixel of a reference image (background). The pixels where the following difference is above a threshold are classified as foreground: (4) where I t ͑x, y͒ and B t ͑x, y͒ are the pixel intensity and its background estimate (respectively) at spatial location ͑x, y͒ and time t, and THRESH_MOTION is a predefined threshold. The background is estimated in our case by evaluating a pixelwise median filter with L frames [9, 20] . Other techniques for background subtraction and modeling (such as the nonparametric model [23, 24] ) may be employed, but they have higher computational cost while not producing significantly better results in our experiments.
After creating a foreground pixel map, some postprocessing operations such as morphological closing and opening can be performed in order to reduce the noisiness in the image and enhance the detected regions [2, 9] . Then, the foreground pixels are grouped into connected regions (blobs), using eight-pixel connectivity, and features are extracted from them. These features, which are object area and center of mass (in our case), are employed in the next stage of object tracking.
B. Object Tracking
Tracking detected objects frame by frame in video sequences is a crucial part of smart surveillance systems since it extracts cohesive temporal information about objects, and thus enables higher-level behavior analysis stages. Techniques for object tracking are numerous. Two strategies can be distinguished [1,2,20 -22] : one uses correspondence to match objects between successive frames, and the other performs explicit tracking using a position prediction strategy or motion estimation. The tracking process implemented in this study belongs to the first category since it is relatively simple, and yet, common and effective [2, 25] .
The first stage in the object tracking algorithm implemented here is matching the moving objects ͑O t s͒ detected in the current frame I t (using the motion detection stage of Subsection 3.A) to the new objects ͑O tϩ1 s͒ detected in the next frame I tϩ1 . For this goal, we first check for each current object O t p , whether it is close to a new object O tϩ1 i in the new object list (of the next frame). The criterion for closeness is defined as the distance between the center of mass points of these two objects (O t p and O tϩ1 i ) being smaller than a predefined threshold. This check is inspired by the assumption that the displacement of an object between consecutive frames should not be too large. In other words, the two objects with center of mass points c t p and c tϩ1 i are close to each other if
where Dist is defined as the Euclidean distance [2] between two points, and THRESH_CM is a predefined threshold. Since every two objects that are close to each other within a threshold are not necessarily a successful match, in the next stage we check a criterion of size similarity of the objects. This check is motivated by the assumption that objects do not grow or shrink much between consecutive frames. Thus, two objects are classified as similar if they further satisfy , respectively, and THRESH_SIZE is a predefined threshold (equal to or larger than one).
The examined object may correspond to more than one new object (and vice versa) under the above two terms. Hence, when a correspondence is found out, it is compared to the previously found correspondence (if it exists). The comparison is made on the basis of distances between centers of masses, and the corresponding object is updated to be the one with the shorter distance to the examined object.
It may also happen that the motion detection algorithm fuses two or more moving objects very close to each other into the same region (object merging), or divides a single moving object into several parts (object splitting). The problem of object merging is dealt with in the following way. We check whether there exists an object in the new object list that contains within its bounding box the center of mass of two or more moving objects from the current object list (that at least one of them is not matched with this new moving object). If so, we match those objects to the new object if their weighted mean center of masses and total size resemble it according to Eqs. (5) and (6) . Object splitting is dealt with similarly, but the single object is in the current list, while the multiple objects are in the new list.
Handling Turbulence-Induced Background Motion Effects
In order to separate the real moving objects from false detections due to atmospheric turbulence, characteristics of a particular potential moving target over a longer period of time are built. This is because background movements, such as those caused by turbulence, are usually very transient and unstable, and therefore it is unlikely that they will be consistent long enough [21, 24] . Consequently, eliminating them in our system was done by deleting, from the updated object list, the moving objects which cannot be tracked for at least N successive frames. Seldom, these background movements may still be tracked, and thus another property of turbulence, which is zero-mean random oscillations [8] , is used to distinguish them from the real moving objects. In particular, moving objects with a small mean displacement (smaller than a predefined threshold, THRESH_TURB) over successive N frames were also deleted from the list of candidate motion regions.
Results
The proposed algorithm was implemented for both simulated and real atmospherically degraded video sequences which contain moving objects. In the ex- [26] . The purpose of the simulation is to enable a comparative evaluation of the results given the original ground-truth moving objects and the true atmospheric MTF.
A. Simulated Atmospherically Degraded Videos
We now describe a set of experiments that were carried out to compare the performance of the proposed algorithm under various imaging conditions. In particular, we determine the situations in which restoration (deblurring) of video sequences degraded by the atmosphere can significantly improve the ability to acquire moving objects automatically. Toward this goal we created simulated atmospherically degraded videos as described in [27] , and implanted moving targets in them using the procedure described in [23] . This process can be summarized as follows:
1. Define an original ground-truth image. In the example here we used the image shown in Fig. 1(a) , which contains 640 ϫ 480 pixels.
2. Partition the original image into blocks (in this work we used 40 ϫ 40 pixels block size).
3. Assign a block motion to each block, where the motion vector is randomly selected from a zero mean Gaussian distribution. This simulates the spatialvarying image shifts caused by atmospheric turbulence.
4. Implant a target in the image from stage 3 by adding (or subtracting) a constant value to each pixel that the target should occlude [23] .
5. Repeat stages 3 and 4 for each of the L frames in the video sequence (L ϭ 50 in our case), where the target is shifted sequentially. This results in a video sequence, which contains spatiotemporal varying shifts caused by turbulence as well as the moving target.
6. Blur each frame of the video sequence from stage 5 by convolving it with a 2D isotropic Gaussian function, which approximates an atmospheric PSF [17] [18] [19] .
7. Add a zero-mean white Gaussian noise to each frame of the video sequence from stage 6.
The main advantage of this simulation is the ability to control the imaging conditions such as the degrees of atmospheric blur and noise in the video sequences. It also allows an evaluation of our algorithm given the original ground-truth moving objects and the true PSF. Accordingly, in our experiments, four video sequences which represent different imaging conditions were created. Each video sequence contains a different amount of atmospheric blur and noise, such that the first video contains low noise and high blur; the second, high noise and high blur; the third, low noise and low blur; and the fourth, high noise and low blur. The term "low noise" here indicates video sequences with about 40 dB SNR in each frame, while "high noise" refers to 20 dB SNR. Similarly, "low blur" refers to video sequences blurred by a 2D Gaussian function with a standard deviation of 1 (in stage 6 of the simulation above), while "high blur" denotes blurring by a 2D Gaussian function with a standard deviation of 2.5. These noise and blur values were selected since they cover a wide realistic range of distortions as shown in many studies [17, 18, 27, 28] . The moving targets that were added separately to each of the four video sequences (according to stage 4 of the simulation above) are a human and a car as shown in the binary masks of Figs. 1(b) and 1(c) , respectively. This is because such object types are usually the most common and important objects in video surveillance applications [1,2,20 -22,29] . The target speeds were set to 1 pixel͞ frame for the case of the human target and 2 pixels͞ frame for the car target.
In the next stage, the degraded video sequences (with the moving targets) were restored using the blind-restoration procedure described in Section 2 [with ␥ ϭ 0.001 and ␥ ϭ 0.1 in Eq. (3) for the low and high noise situations, respectively]. Figure 2 presents sample frames from each degraded and restored video sequence for the case where the human target is embedded within them. Degraded frames are shown at the left side of the figure, while the corresponding restored frames are shown at its right side. The moving object (human holding a thin pole) is marked in those frames by a circle. Then the detection and tracking algorithm described in Section 3 was applied to each degraded and restored video sequence. The background was estimated once for each video sequence by evaluating a pixel-wise (temporal) median filter with 50 frames. Connected regions (blobs) that are smaller than ten pixels were removed (for noise suppression). The values of the parameters used in the tracking stage (described in Subsection 3.B) are presented in Table 1 .
In order to have a quantitative evaluation of the results, we used two common retrieval measurements, recall and precision, to quantify how well each extracted target in the degraded and restored video sequences matches its ground-truth [shown in Figs.  1(b) and 1(c) ]. The recall and precision are defined in our context as follows [9] :
Recall ϭ Foreground pixels correctly identified Foreground pixels in the ground-truth ,
Precision ϭ Foreground pixels correctly identified Foreground pixels detected .
Recall and precision values are both within the range between 0 and 1. When applied to an entire sequence, the recall and precision values reported here are the averages over all the measured frames. Typically, there is a trade-off between recall and precision.
Recall usually increases with the number of true (ground-truth) foreground pixels detected, which in turn may lead to a decrease in precision (which relates to the number of false detections). A good acquisition algorithm should attain high recall values as possible without sacrificing precision. Since in our experiments the tracking stage (Subsection 3.B) successfully removed all false detections due to atmospheric turbulence and noise, the precision value can be very useful to assess the restoration effect on the object recognition (or identification) capabilities. This is because, when an object is blurred, its finer details are smeared away and its size increases, such that, typically pixels which do not belong to its original (ground-truth) shape will also be detected (resulting in a decrease in the value of the precision). Therefore, a higher precision value indicates a better restoration.
For a fair comparison of all the cases we measured the average precision values of the extracted targets in each video under a constant average recall value (0.99 in our implementation). This was done by varying the threshold THRESH_MOTION [Eq. (4)] in each case until the required average recall value was achieved [9] . Table 2 presents the average precision values obtained for the human target in the degraded and restored videos sampled in Fig. 2 , while Table 3 shows the same but for the car target.
For comparison, we repeated the above experiment with the true PSF (instead of the estimated PSF). The results are shown in the third column of Tables 2  and 3 , respectively. This enables one to evaluate restoration effects on acquisition capabilities without confining the results to a specific blindrestoration technique. This is because the quality of the restored images depends mainly on the accuracy of the PSF [3, 7, 8, 13, 19, 28] , and thus the use of the figure, while the corresponding restored frames are shown at its right side. Each row represents different imaging conditions as described in Subsection 4.A. Specifically, the first row represents low noise and high blur situation; the second, high noise and blur; the third, low noise and blur; and the fourth, high noise and low blur. The moving object (a human holding a thin pole in this case) is marked by a circle.
true PSF in the restoration presents the largest improvement that we can expect using blind-restoration techniques. Another comparison was performed by repeating the experiment described above with another commonly used foreground detection algorithm, because any acquisition algorithm is greatly dependent on the detection stage [1, 2] . The examined motion detection algorithm is the nonparametric model, which estimates the probability of observing pixel intensity values based on a sample of intensity values for each pixel [23, 24] . This algorithm was chosen for two main reasons. First, previous research has shown that this method usually gives better results than the common mixture of Gaussian method for background estimation and foreground detection [23] . Second, other research compared many common detection algorithms and has found that the mixture of Gaussians gives the best results, while the median filter (which is our selected method as described in Subsection 3.A) is very close behind [9] . Tables 2 and  3 present the corresponding results obtained using the nonparametric model for the human and car targets, respectively. From the results, summarized in Tables 2 and 3 , the following conclusions can be deduced.
1. Image restoration can significantly improve automatic acquisition capabilities at low noise levels and high atmospheric blurs. However, as the noise increases the improvement becomes much more limited. This is because image restoration generally sharpens (deblurs) the image by increasing its higher frequencies, and thus the noise is also magnified. It means that there is a trade-off between image sharpening (deblurring) and noise suppression. For the same reason, the results obtained in our case after restoration of the higher blurred videos are poorer than the results obtained after restoring the lower blurred videos.
2. The amount of improvement resulting from image restoration was less dominant for the car target relative to the human target. This can be explained by the fact that a car has a less complex shape than a human [21] , and thus contains less high frequencies. Consequently, the blur affects it less, as can be noted from the quite high precision values in the distorted videos (relative to the values of the human target). Practically, this means that one can expect significant improvement in automatic acquisition capabilities using blind-restoration techniques for tasks such as identification between various objects in the subclass of human (for instance, discriminate between human, human group, human with a rifleresembled object, and bicycle rider) and less improvement for the same task with vehicles.
3. The results obtained in the restored videos using the true PSF are very close to those obtained with a PSF that was estimated according to the algorithm described in Section 2. This demonstrates the high quality of the selected blind-restoration technique. However any other blind-restoration technique can be used as well.
4. Using the nonparametric model for background estimation instead of the median filter (Subsection 3.A) produced slightly better results for the human target, and similar results for the car target. Actually, conclusions 1-3 above also apply for this method, but its computational complexity is much larger.
B. Real Atmospherically Degraded Videos
In this experiment, real degraded videos were captured by a staring thermal camera. The videos were taken in urban and semiurban areas. The line of sight was horizontal, over path lengths of several kilometers (around three), and an average elevation of 15 m Fig. 1(b) Fig. 1(c) above ground. The camera field of view was 0.76°h orizontal by 0.57°vertical. Each video sequence contained 100 frames of 640 ϫ 480 pixels, at a frequency of 30 Hz (frames per second). The SNR of each frame in the sequence was around 30 dB. Figure 3 presents sample frames from each recorded and restored video sequence. Recorded frames are shown at the left side of the figure, while the corresponding restored frames are shown at its right side. The moving objects are numbered and marked in those frames by circles. A description of each of them is presented in Table 4 . The restored videos were created by using the blind-restoration procedure described in Section 2 [with ␥ ϭ 0.01 in Eq. (3)]. An example of a step edge, selected in the video sequence whose sample frame is shown in Fig. 3(g) , and the MTF extracted from it, are presented in Fig. 4 . In particular, Fig. 4(a) shows the pixel that is the center of the best identified step edge region (marked by a circle). This step edge is shown enlarged in Fig. 4(b) . Figures 4(c) and 4(d) present, respectively, the corresponding estimated ESF and MTF. This MTF was used to restore the video sequence whose sample frame is shown in Fig. 3(g) . The fully restored versus degraded videos are available on the web [30] . Figure 5 presents the results of applying the motion detection algorithm (Subsection 3.A) to the restored and nonrestored videos sampled in Fig. 3 . In these binary foreground pixel maps, white indicates foreground pixels (moving objects) that satisfy Eq. (4), while black indicates background pixels. The background was estimated once for each video sequence by evaluating a pixelwise (temporal) median filter with 100 frames. For a fair comparison the threshold THRESH_MOTION was adjusted for each video such that the average detection rate (percentage of image pixels that passed the threshold) was ϳ2% as suggested previously [23] . The binary foreground pixel maps are shown after removing con- Fig. 3 . Sample frames taken from four pairs of real-degraded and restored video sequences. Recorded frames are shown at the left side of the figure, while the corresponding restored frames are shown at its right side. The moving objects (described in Table 4 ) are numbered and marked by circles. The restored versus the degraded videos are available on the web [30] . Man on a roof nected regions (blobs) smaller than ten pixels (for noise removal). The full binary motion-detection videos of the restored versus degraded videos are available on the web [30] . From the results presented in Fig. 5 it can be noted that, although the motion detection algorithm detected the moving objects, which are marked by circles in Fig. 3 , false detections along high contrast edges still exist. These detections mainly result from the spatiotemporal random motion in the videos caused by the atmospheric turbulence. Figure 6 shows the results of applying the tracking algorithm (described in Subsection 3.B) to the binary video signals sampled in Fig. 5 . The values of the parameters used to create these results are presented in Table 1 . The corresponding binary videos are available on the web [30] . From the results it can be noted that after the tracking stage all the false detections were suppressed, while the "real" moving objects remained. Moreover, it can be seen that the shapes of the extracted objects appear clearer in the restored frames compared to the blurred frames. In Fig. 6(b) it is much easier to note that the moving object is a bicycle rider, compared to Fig. 6(a) . In Fig. 6(d) it can be seen that the moving object is a person carrying a thin pole, where in the corresponding blurred frame of Fig. 6 (c) it is very hard to make such a diagnosis. In Fig. 6 (f) it is much clearer that the moving objects are a dog and a human, compared to Fig. 6(e) . At the last example, a walking man (with a thin pole) on the roof of a building can be distinguished much better in Fig. 6 (h) Table 1 . The restored versus the degraded binary videos are also available on the web [30] .
compared to the same object in Fig. 6(g) . These results illustrate that there is clearly a substantial amount of detail to be uncovered from restoration of long-range video sequences acquired by modern (lownoise and high-resolution) imaging devices. A known measure that gives a quantitative evaluation of the recognition capabilities of an object is the dispersedness of the object [2, 21] :
where perimeter is the object's contour length and area is the number of pixels contained within the object boundaries. This measure gets higher values for geometrically complex object shapes, and lower values for simpler (rounded) shapes. Therefore, this measure can be very useful to assess the restoration effect on the object recognition capabilities since, when an object is blurred (as a result of the atmospheric path, here), its finer details are smeared away, and it becomes more geometrically round and smooth. A good restoration should recover the finer object details. Hence, we computed the dispersedness of each object marked in Fig. 3 for both image versions (restored and nonrestored). Table 5 presents the dispersedness values for each of the moving objects. It can be seen that the dispersedness values are significantly higher in the case of the restored frames. The only exception is the slight increase in the case of the dog (moving object number three), which does not correspond to the visual inspection results indicating a significant improvement in the shape of it in the restored frame [ Fig. 6 (f) versus Fig. 6(e) ]. This mismatch occurs due to the noisy artifacts along the contour of this object in the blurred frame, which increase significantly the contour length, and therefore, the dispersedness value. Therefore, many ATR systems usually extract more parameters (geometrical features) from the target, and then compare them to each member of a very large training set ground truth, looking for the training element most similar to the examined target [1, 2, 29, 31, 32] . One common parameter is the occupancy, which is defined as the target area divided by the area of its bounding box [29, 31] . This parameter can be useful for the case of the dog. In particular, it can help discriminate between a dog and a small vehicle since vehicles, being almost rectangular, tend to occupy most of their bounding boxes [31] , while dogs fill their bounding boxes less. Indeed, by visually inspecting the blurred frame of Fig. 6 (e) it is difficult to discriminate between the dog and a small vehicle, compared to the restored frame of Fig. 6(f) . This fact is reflected in the occupancy value of this object (moving object number three) which is 0.65 before restoration and 0.5 after. Thus, although the dispersedness did not reveal the improvement in the shape of this specific object in the restored frame, the occupancy did. Nevertheless, the average improvement (increase) obtained for the five objects using only the dispersedness parameter is still very high (ϳ28%).
Moreover, it is important to note that blurring (atmospheric blur in our case) causes loss of detail, which is therefore unavailable for ATR applications and visual inspection by humans. Therefore, even a well-selected ATR system will not discriminate between them. Actually, in many ATR systems it is desired to discriminate between various objects in the subclass of human [32] , such as human, human group (two or more humans walking closely together), bicycle rider, and human with a rifle-resembled object. Such objects appear in our examples as presented in the sample frames of Fig. 6 . However, while it is quite easy to discriminate between these object types in the restored frames (with visual inspection), it is much harder to make such a discrimination in the blurred frames. It means that the improvement obtained here using image restoration may be even larger than those reflected in the dispersedness or occupancy values, when an ATR system is used. The fully restored versus degraded videos, which are available on the web, confirm these advantages of image restoration [30] .
Conclusions
The effect of restoration (deblurring) on the ability to acquire moving objects automatically from thermal video clips was examined here for long-distance video sequences degraded by the atmospheric path. The video comparisons (recorded versus restored) appear on a website [30] . The results indicate that in low noise situations, a successful image restoration as a preprocessing step may improve significantly subsequent computer vision tasks such as target recognition. In the image restoration stage we employed a recently developed blinddeconvolution method, with relatively low computational load [13] . The significant improvement in the geometrical features of the automatically detected targets obtained here after restoration correspond to results obtained in a previous research, which demonstrated that image restoration can significantly improve the ability of observers to recognize moving objects in long-range thermal video sequences (an average of 20 percentage-point improvement in detection, and 24 percentage-point improvement in recognition) [12] . This emphasizes the benefit of image restoration as a basic tool for improv- ing high target acquisition levels (such as recognition) for both the human visual system and the computerized applications.
