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Abstract: In this paper, a statistical model for panel data with unobservable grouped factor structures
which are correlated with the regressors and the group membership can be unknown. The factor
loadings are assumed to be in different subspaces and the subspace clustering for factor loadings are
considered. A method called least squares subspace clustering estimate (LSSC) is proposed to estimate
the model parameters by minimizing the least-square criterion and to perform the subspace clustering
simultaneously. The consistency of the proposed subspace clustering is proved and the asymptotic
properties of the estimation procedure are studied under certain conditions. A Monte Carlo simulation
study is used to illustrate the advantages of the proposed method. Further considerations for the situa-
tions that the number of subspaces for factors, the dimension of factors and the dimension of subspaces
are unknown are also discussed. For illustrative purposes, the proposed method is applied to study the
linkage between income and democracy across countries while subspace patterns of unobserved factors
and factor loadings are allowed.
Key words and phrases: Bias, Cross-sectional, Least squares estimation, Mean square error, Monte
Carlo simulation.
1. Introduction
Panel data, also known as longitudinal data, contain multi-dimensional observations
obtained over multiple periods for a sample of individuals. There is evidence to show that
unobservable heterogeneity among different individuals in multiple dimensions exists in panel
data and hence, suitable statistical models are needed. Among the models for panel data,
error component model is a commonly accepted model. The error component model contains
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an effect part and an error part, where the effect part can be individual effect or time effect,
or both of them. Wallace and Hussain (1969) and Amemiya (1971) studied an additive
model for panel data with both individual effect and time effect. For the additive model,
one can make use of the within-group and the between-group transformations to eliminate
the unobservable effects, then estimate the model parameters.
Recently, the additive convention on individual and time effects is extended to allow
for additional interactive effects, where the unobserved time factors can have heterogeneous
impacts on the individuals (Pesaran, 2006; Bai, 2009; Ahn et al., 2013; Moon et al., 2015).
In those additive models, the unobservables exhibit a factor structure and the covariates may
correlate with the factors. The interactive effects can capture the unobserved information,
and the additive model is a special case of the general interactive fixed effects model. The
interactive fixed-effects model uses the interactive effects that combined individual effects
and time effects to reveal the different effects of the common factors. Panel data model with
interactive effects is also widely studied in the literature, for example, Hsiao et al. (2012),
Gobillon and Magnac (2016) and Shi and Lee (2017).
In practice, researchers are usually not only interested in inferring the regression co-
efficients, but they are also interested in inferring the unobserved heterogeneity. Nickel
(1981) showed that the estimates of common parameters are suffered from the problem of
incidental-parameter-induced bias, especially for short panels, and they are suffered from
the inaccuracy in estimating the fixed-effects because of the number of parameters in the
standard fixed-effects model is the same as the number of individuals. Therefore, in order to
study the individual heterogeneity, the number of parameters in the panel data model needs
to be reduced. At present, the most absorbing methodology is modeling the heterogeneity
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by the grouped patterns, i.e., individuals in the same group are assumed to have the same
effect, which is called group effect. In this way, group effects can reflect the individual het-
erogeneity, for example, Liu et al. (2012), Blume et al. (2011) and Bonhomme and Manresa
(2015) studied the linear panel data models with time-varying grouped heterogeneity by
using the K-means clustering algorithm. Bonhomme and Manresa (2015) developed the
”grouped fixed-effects” (GFE) estimation method to estimate the model parameters and de-
rived the statistical properties of the GFE estimators when the sample sizes of cross-section
(N) and length of the time series (T ) are large. Ando and Bai (2016) studied the panel
data models with unobserved group factor structures. Ando and Bai (2016) estimated the
model parameters by minimizing the sum of least-squared errors with a shrinkage penalty
and proved the consistency and asymptotic normality of the estimators under large N and
large T . Su et al. (2016) proposed the C-Lasso method to estimate the parameters in het-
erogeneous linear panel data models, where the slope parameters are heterogeneous across
groups but homogeneous within a group with unknown group membership.
In this paper, we characterize the unobserved effects as ηit = f
′
tλi, where f t and λi
are r × 1 dimensional vectors and λi i = 1, · · · , N live in some low-dimensional subspaces.
In this case, if we cluster the individual effects by the K-means clustering algorithm which
uses distance as the grouping criterion, some useful information will be lost because of the
K-means clustering algorithm deals with ball-shaped (spherical Gaussian) clusters, i.e., it
focuses on full space clustering (more details will be provided in Section 3). However, in
nowadays practical applications, a data object often has multiple attributes and many of
which may be irrelevant. These factors can make it challenging to locate clusters that span
the entire data space. For example, consider a health informatics application where patient
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records contain extensive attributes describing personal information, numerous symptoms,
conditions, and family history. For some diseases, such as bird flu, the age and job attributes
of the patients may vary dramatically with a wide range of values. Therefore, it can be
challenging to find such a cluster within the entire data space. In these cases, traditional
clustering method such as the K-means algorithm is known to generate results that may not
be meaningful.
In order to solve such a problem, subspace or projected clustering techniques are con-
sidered. Here, we consider the subspace clustering and parameter estimation simultaneously
for panel data in this paper. A method called least squares subspace clustering (LSSC) is
proposed to simultaneously estimate the model parameters and cluster the individual effects
by using the least-squares criterion with the subspace clustering principle. In the cluster-
ing of individual effects, we treat each individual effect as a vector in a high-dimensional
space and then cluster these vectors into some low-dimensional subspaces. The advantage
of the proposed method is that the grouping is not done according to the distance between
points, but according to limiting the data points to a specific subspace, which can avoid
the problem of mismatching the data points by Euclidean distance. Terada (2014) showed
that subspace clustering is a more general clustering method which includes the conventional
K-means clustering method as a special case. Subspace clustering has been widely applied
in unsupervised learning, image segmentation, gene expression analysis, disease detection,
and customer segmentation. For example, for disease detection in newborns, various tests
(e.g., blood test and heart rate test) are performed on the newborns and the level of those
factors are measured. Each newborn is associated with a vector containing the values of the
factors and one can further construct a newborn-factor level matrix, where each row contains
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the factor levels of a different newborn. Pediatricians want to cluster groups of newborns
based on the disease the newborns suffer from. Usually, each disease causes a correlation be-
tween a specific set of factors, which implies that points corresponding to newborns suffering
from a given disease lie on a lower-dimensional subspace (Kriegel et al., 2009). Therefore,
the clustering of newborns based on their specific disease together with the identification of
the relevant factors associated with each disease can be modeled as a subspace clustering
problem.
This paper is organized as follows. In Section 2, we describe the grouped panel data
model with interactive effects and some constraint conditions. In Section 3, we discuss
the computational issues of the grouped panel data model and propose an algorithm for
estimating the model parameters and subspace clustering simultaneously. In Section 4, we
derive the consistency of the subspace clustering and study the asymptotic properties of the
estimators. In Section 5, a Monte Carlo simulation study with different settings is used to
illustrate the performance of the proposed method and to compare with the GFE estimation
method and the method proposed in Bai (2009). In Section 6, we discuss some further
considerations when the number of subspaces for factors, the dimension of factors and the
dimension of subspaces are unknown. For illustrative purposes, the proposed approach is
applied to study the relationship between income and democracy in Section 7. Finally, some
concluding remarks are provided in Section 8.
2. Model Description
Let k be the number of subspaces which is unknown but fixed, andG = {g1, g2, . . . , gN} be the
grouping of the cross-sectional units into the k subspaces, where the subspace membership
variable gi = j denotes the i-th unit belongs to the j-th subspace with gi ∈ {1, 2, . . . , k}.
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We further let Nj be the number of cross-sectional units within the j-th subspace and the
total number of units is N =
∑k
j=1Nj. We consider the following panel data model with
subspace factor structure
yit = x
′
itβ + f
′
gi,t
λgi,i + εi,t, i = 1, 2, . . . , N, t = 1, 2, . . . , T, (2.1)
where yit is the respond variable of the i-th unit observed at time t, xit is a p× 1 observable
vector, β is a p × 1 unknown regression coefficient vector. λgi,i = (λ1gi,i, . . . , λrgi,i)
′
is a
r× 1 factor loading vector that represents the unobserved unit/individual effect for the i-th
individual. f gi,t is a r × 1 vector of unobservable subspace-specific pervasive factors that
affect the units only in gi-th subspace, and εi,t is the unit specific error.
In this paper, we assume that all the factor loadings or individual effects are inside a
r-dimensional space, which contains some low-dimensional subspaces and these subspaces
contain all the individual effects λi, i = 1, 2, . . . , N . The mathematical notation can be
expressed as λi:gi=j ⊂ Sj and
k⋃
j=1
Sj ⊂ Rr, where Sj is the j-th subspace. The covariate
xit can be correlated to λgi,i alone or to f gi,t alone, or it can be correlated to both λgi,i
and f gi,t simultaneously. Here, xit can be a nonlinear function of λgi,i and f gi,t. Stacking
the observations over t, we have F = (f 1, f 2, . . . , fT ). Furthermore, if we let F j be the
vector of factors for the j-th subspace, then we have F j = (f gi=j,1, f gi=j,2, . . . , f gi=j,T )
′
.
Similarly, Λj = (λj,1,λj,2, · · · ,λj,Nj)′ . Here, we also consider the constraints F
′
jF j/T =
Ir(j = 1, 2, . . . , k), Λ
′
jΛj(j = 1, 2, . . . , k) being diagonal for the issue of identifiability as
described in Bai (2009), Ando and Bai (2016) and Stock and Watson (2002). Here, we
aim to estimate the parameters β, Λj, F j, j = 1, 2, . . . , k for each subspace, identify the
subspace membership G = {g1, g2, . . . , gN} and the bases B1, . . . , Bk of the orthogonal spaces
of S1, . . . , Sk (denoted as S
⊥
1 , . . . , S
⊥
k ) simultaneously.
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3. Parameter Estimation and Clustering
In this section, we propose a method for the estimation of model parameters and subspace
clustering simultaneously. The proposed method is a natural generalization and combination
of both the least-squares estimation method and the K-means clustering algorithm. The K-
means algorithm clusters data from around cluster centers to the clustered data in a union of
subspaces and estimates the cluster centers by minimizing the sum of squared distances from
the data points to their nearest cluster centers. However, as discussed in the introduction,
in many practical applications, it may not be meaningful to cluster completely unrelated
attributes in a single space. As a result, the K-means clustering algorithm is not likely to
thoroughly describe the group membership of the individuals.
Most of the existing statistical methods are based on the K-means and least-squares
method to cluster and estimate simultaneously. For example, Bonhomme and Manresa
(2015) proposed to estimate the model parameters using a grouped fixed-effects (GFE)
estimator that minimizes a least-squares criterion for all possible groupings of the cross-
sectional units. They also used some advanced algorithms in the clustering literature to
speed up the computation. Ando and Bai (2016) proposed a method to estimate the model
parameters by minimizing the sum of least-squared errors with a shrinkage penalty while
the group membership of each unit and the number of groups are unknown. For the penalty
term, Ando and Bai (2016) used the smoothly clipped absolute deviation (SCAD) penalty
to identify the significant components of the regression coefficients. Ando and Bai (2016)
considered that the factor loadings are random variables with a common distribution in the
same group, and different groups can have a different number of factor loadings.
It is important to note that Ando and Bai (2016) assumed that the unobservable group-
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specific factors only affect the units in their group. This means that the sum of the number of
factors of different groups is equal to the total number of factors. In this paper, the proposed
model and method allow different groups to share common factors, and different groups of
factors can be related. This structure can well capture the spatial structure of individual
effects and reflect the cluster structure in real data. We assume the individual effects or
factor loadings are in a high-dimensional space and the factor loadings are embedded in
different low-dimension subspaces, and those low-dimension subspaces can be viewed as the
centers of clusters, then we can cluster the factor loadings by projecting them to the closest
subspace. Therefore, we expect that the proposed model and method can be applied to a
more general data structure and provide more accurate estimation and clustering compared
to the least-squares method and the K-means clustering algorithm.
3.1 Estimation Procedure
For a given number of subspaces k, the objective function is
Q(β,F 1, . . . ,F k,Λ1, . . . ,Λk, B1, . . . , Bk, G)
=
k∑
j=1
∑
i:gi=j
||yi − x
′
iβ − F giλgi,i||2. (3.1)
The estimator of the vector of model parameters
{βˆ, Fˆ 1, . . . , Fˆ k, Λˆ1, . . . , Λˆk, Bˆ1, . . . , Bˆk, Gˆ} is defined as
(βˆ, Fˆ 1, . . . , Fˆ k, Λˆ1, . . . , Λˆk, Bˆ1, . . . , Bˆk, Gˆ)
= argmin
β,F gi ,λgi,i∈span{Bgi}⊥,span{Bgi}⊥⊆Rr
Q(β,F 1, . . . ,F k,Λ1, . . . ,Λk, B1, . . . , Bk, G)
(3.2)
subject to the constraints F
′
jF j/T = Ir(j = 1, . . . , k),Λ
′
jΛj(j = 1, . . . , k) being diago-
nal, where Λ
′
j = (λj,1, . . . ,λj,Nj) is the r × Nj factor loading matrix (j = 1, . . . , k) for
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the subspace-specific factors and they live in k different subspaces embedding in the r-
dimensional space. In Eq. (3.2), the span{Bj}⊥ is the orthogonal subspace of span{Bj},
and span{Bj} represents the subspace spanned by the basis Bj . These constraints and
assumptions are needed to ensure the model is identifiable. Here, we aim to develop the
estimation of model parameters and cluster the λi ∈ Rr, i = 1, 2, . . . , N into the k different
subspaces simultaneously. Different from the existing classification methods, we approach
this challenging problem from a subspace clustering point-of-view. The major idea is to
divide the space Rr into several subspaces and project λi (i = 1, 2, . . . , N) into the nearest
subspace for the classification.
The constrained minimization of the objective function in Eq. (3.1) can be obtained by
the following iterative procedure:
Step 1. Given the value of β, we define
y∗i = yi − xiβ = Fλi + εi,
which is a pure factor model.We can readily obtain Λˆ
′
= (λˆ1, . . . , λˆN).
Step 2. Given Λˆ
′
= (λˆ1, . . . , λˆN ), using the subspace clustering method, we can obtain the
bases B1, . . . , Bk of the orthogonal spaces of S1, . . . , Sk (denoted as S
⊥
1 , . . . , S
⊥
k ) and
gˆi = arg min
j=1,...,k
||BTj λˆi||, i = 1, 2, . . . , N. (3.3)
Step 3. Given βˆ and gˆi, i = 1, 2, . . . , N , we can obtain the estimators of F ,Λ in each subspace
by using the method similar to Step 1. These estimates are denoted as Fˆ 1, . . . , Fˆ k and
Λˆ1, . . . , Λˆk.
Step 4. Given Λˆ1, . . . , Λˆk, Fˆ 1, . . . , Fˆ k and gˆi, i = 1 . . . , N , we can define
yi − F
′
gi
λgi,i = x
′
iβ + εi, i = 1, . . . , N,
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then the least squares estimator of β (denote as βˆ) can be obtained.
Step 5. Repeat Step 1 – Step 4 until convergence occurs.
3.2 Subspace Clustering for Factor Loadings
In this section, we present the procedure of the subspace segmenting for λi, i = 1, . . . , N . We
assume that λi ∈ Rr, i = 1, . . . , N is inside the k different subspaces, and the dimension of
these subspaces are d1, d2, . . . , dk, 0 < dj < r, j = 1, 2, . . . , k. For the subspace Sj ⊂ Rr with
dimension dj, select a basis Bj = [bj1, . . . , bj,r−dj ] ∈ Rr×(r−dj) for its orthogonal complement
S⊥j . Using this representation, we can obtain the following equation for each subspace:
Sj = {λ ∈ Rr : BTj λ = 0} =
λ ∈ Rr :
r−dj∧
m=1
(bTjmλ = 0)
 . (3.4)
Since λ ∈ Rr belongs to ∪kj=1Sj if and only if it satisfies (λ ∈ S1) ∨ . . . ∨ (λ ∈ Sk). This is
equivalent to
k∨
j=1
(λ ∈ Sj)⇔
k∨
j=1
r−dj∧
m=1
(bTjmλ = 0)⇔
∧
σ
k∨
j=1
(bTjσ(j)λ = 0), (3.5)
where the notation
∧
and
∨
represent “and” and “or”, respectively, and σ is a particular
choice of the normal vector bjσ(j) from each basis Bj . The right-hand side in Eq. (3.5)
is obtained by exchanging the “and” and “or” using De Morgan’s laws. Since each of the∏k
j=1(r − dj) equations in Eq. (3.4) is in the form
k∨
j=1
(bTjσ(j)λ = 0)⇔
k∏
j=1
(bTjσ(j)λ = 0)⇔ pkσ(λ) = 0, (3.6)
i.e., a homogeneous polynomial of degree k in r variables, we can write each polynomial in
the following form
pk(λ) =
k∏
j=1
(bTj λ) = c
T
k vk(λ) = 0, (3.7)
10
where bj ∈ Rr is a normal vector to the j-th subspace and ck is the polynomial coefficient
pk(λ) = c
T
k vk(λ) =
∑
ck1,k2,...,krλ
k1
1 λ
k2
2 . . . λ
kr
r = 0, (3.8)
where 0 ≤ ks ≤ k, for s = 1, 2, . . . , r and
∑r
s=1 ks = k. Here, vk : R
r → RMk(r) is the Veronese
map of degree k Fischler and Bolles (1981) which is also known as the polynomial embedding
in machine learning defined as vk : [λ1, . . . , λr]
T 7→ [. . . ,λI , . . .]T with I being chosen in the
degree-lexicographic order, where λI = λk11 λ
k2
2 . . . λ
kr
r and the dimension Mk(r) = C
r−1
k+r−1.
Since the above polynomial equations can be satisfied by all the λi, i = 1, 2, . . . , N , we
can then use λ to get all the subspaces. Although these polynomial equations are nonlinear
in each point λ, these polynomials are actually linear in the vector of coefficient ck. Indeed,
since each polynomial pk(λ) = c
T
k vk(λ) must be satisfied by every data points, we can obtain
cTk vk(λi) = 0 for all i = 1, 2, . . . , N . Let Ik be the space of coefficient vector ck of all the
homogeneous polynomial that vanish on the k subspaces, then the coefficient vectors of the
factorizable polynomial defined in Eq. (3.6) span a (possibly proper) subspace in Ik as
spanσ{pkσ} ⊆ Ik. As every vector ck in Ik represents a polynomial that vanishes on all the
data points (on the subspaces), the vector must satisfy the system of linear equations
cTk Vk(r) = c
T
k [vk(λ1), . . . , vk(λN)] = 0¯
T , (3.9)
where Vk(r) ∈ RMk(r)×N is called the embedded data matrix. Then, we have the relationship
Ik ⊆ null(Vk(r)).
Remark 1: The zero set of each vanishing polynomial pki, i = 1, 2, . . . , N is just a surface
in Rr, therefore, the derivative of pki at a point yi ∈ Sj , Dpki, gives a vector normal to the
surface. Since a union of subspaces is locally flat, i.e., in a neighborhood of yi the surface is
merely the surface Sj, then the derivative at yi lies in the orthogonal complement S
⊥
j of Sj .
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By evaluating the derivatives of all the polynomials in Ik at the same point yi, we obtain a
set of normal vectors that span the orthogonal complement of Sj .
Following the results in Vidal et al. (2005, Theorem 3), we can obtain a set of polynomial
pk(λ) with coefficients equal to the eigenvectors in the null space of Vk(r). Evaluate Dpk(λ)
at each point, we get a set of vectors normal to the subspace that the points lie in. The
generalized principal component analysis method (Vidal et al., 2005, 2016) relies on good
and reliable samples per subspace to segment the dataset. In the presence of noise, the
sample may not be reliable. For each sample, we assume that the sample could be obtained
from all the candidate co-dimension classes, and the sample is voted by the dominate vectors
of Dpk(λ) as a basis. Finally, the base associated with the highest vote will be used as the
normal vectors perpendicular to the subspaces as suggested by Yang et al. (2005).
After obtaining the orthogonal bases of those subspaces, we can assign λi to the subspace
j∗, where
j∗ = arg min
j=1,...,k
||BTj λi||. (3.10)
Based on the above theoretical developments, pseudo-code for the clustering algorithm
is provide in Algorithm 1 in the Supplementary Materials Section S1. In Algorithm 1, the
initial value of the parameter β, denoted as β(0), can be obtained by ignoring the subspace-
specific factor structure. Note that the proposed algorithm do not require the initial values
of the group membership gi, factors and factor loadings, which is different from the algorithm
proposed in Ando and Bai (2016).
4. Asymptotic Properties
In this section, we characterize the asymptotic properties of the estimators as N and T tend
to infinity. We also prove that under some conditions, the estimated clustering converges to
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the corresponding true subspaces. In particular, we follow the method in Pollard (1981) to
establish the consistency of subspace clustering.
4.1 Consistency of clustering procedure
The proposed clustering procedure prescribes a criterion for partitioning a set of points into
k subspaces. To divide the factor loadings λ1, . . . ,λN in R
r, we first choose k (k is fixed)
cluster subspaces S1, S2, . . . , Sk with dimensions d1, d2, . . . , dk, respectively, that minimize
WN =
1
N
N∑
i=1
min
1≤j≤k
φ(∆(λi, Sj)), (4.1)
where λ1, . . . ,λN can be viewed as N vectors of the sample points and ∆(λi, Sj) is the
angle between the vector λi and the subspace Sj which is a value in [0, π/2]. Let ||λi|| = 1
and bj1, . . . , bjm be an orthonormal basis of Sj and θ be the angle between λi and Sj ,
then sin(θ) = ||λi −
∑m
ℓ=1 bjℓ(b
T
jℓλi)|| =
√
1−∑mℓ=1(bTjℓλi)2. Thus, clustering by angles is
equivalent to clustering by projecting the λi to the nearest subspace. Here, the function
φ must satisfy some regularity conditions that φ is continuous and nondecreasing, with
φ(0) = 0. For any subspaces x and y, ∆(x,y) ∈ [0, π/2], therefore, φ(∆(x,y)) must be in
a compact set.
Since max
1≤i≤N
||λˆi − λi|| = op(1), we can show that the empirical distribution function
converge uniformly to the true distribution function by the strong law of large numbers and
the Glivenko-Cantelli theorem, i.e.,
lim
N→∞
sup
x∈Rr
|PˆN(x)− P (x)| = 0,
where PˆN(x) =
1
N
N∑
i=1
I
{
ˆλi≤x}
, with IA = 1 if A is true and 0 otherwise, is the empirical
distribution function and P (x) is the true distribution function. Therefore, clustering for
the estimate λˆi obtained by our proposed method is equivalent to clustering for the true
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value λi (i = 1, 2, . . . , N). The criterion minimizes the within cluster sum of angle deviations
because φ(∆(λ, S)) is an increasing function of the angle deviation which can be used in
defining a within cluster sum of angle deviations.
We assume that {λ1, . . . ,λN} is a sample of independent observations on some proba-
bility distribution P . Here, we consider the empirical measure
W (S, PˆN) =
∫
min
S∈S
φ(∆(λi, S))PˆN(dλ), (4.2)
where S is a set of subspaces. For a fixed set of subspaces S, we can obtain
W (S, PˆN) a.s.−−→W (S, P ) =
∫
min
S∈S
φ(∆(λi, S))P (dλ), (4.3)
where λ1, . . . ,λN are the N vectors of the sample points which can be clustered by minimiz-
ing the within cluster sum of angle deviations. Let SN be the set of subspaces that minimizes
W (·, PˆN) (i.e., the set of optimal clustered subspaces based on the samples) and S¯ be the
set of subspaces that minimizes W (·, P ). Provided that S¯ can be uniquely determined, it is
expected that SN should lie close to S¯.
For a probability measure Q on Rr and a finite set of subspaces S of Rr, we define
Φ(S, Q) =
∫
min
S∈S
φ(∆(λ, S))Q(λ) (4.4)
and
mk(Q) = inf{Φ(S, Q) : S contains k or fewer subspaces; and d1, d2, . . . , dk are known}.(4.5)
For a given value of k, the set of optimal clustered subspaces based on the samples SN =
SN (k) is chosen to satisfy Φ(SN , PˆN) = mk(PˆN) and the set of optimal population clustered
subspaces S¯ = S¯(k) is chosen to satisfy Φ(S¯ , P ) = mk(P ).
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To define the distance measures, we have the following assumption:
Assumption A. Suppose that
∫
φ(||x||)P (dx) < ∞ and that mj(P ) > mk(P ) for j =
1, · · · , k − 1.
Our aim here is to prove a consistency result for the cluster subspaces that SN a.s.−−→ S¯. To
show that SN a.s.−−→ S¯, we first consider the subspace distance defined in Wang et al. (2006):
Definition 1. The symmetric distance between m-dimensional subspace U to n-dimensional
subspace V is defined as
D(U ,V ) = max( ~D(U ,V ), ~D(V ,U)) =
√√√√ m∑
i=1
D2(ui,V )
=
√√√√max(m,n)− m∑
i=1
n∑
j=1
(v
′
jui)
2, (4.6)
where (u1, . . . ,um) and (v1, . . . , vn) are the bases of U and V respectively. Note that this
subspace distance satisfies the triangle inequality
D(U ,V ) ≤ D(U ,W ) +D(W ,V ).
Remark 2: The angle used in Eq. (4.1),
∆(U ,V ) =
√√√√min(m,n)− m∑
i=1
n∑
j=1
(v
′
jui)
2,
is different from the distance defined in Definition 1 for measuring the subspaces distance.
In fact, the angle ∆(·, ·) is to project the low subspace onto the high-dimensional subspace,
while the distance D(·, ·) is to project the high-dimensional subspace onto the low subspace.
In order to avoid different dimension subspaces being treated as the same subspace, using
D(·, ·) to characterize the difference between two subspaces is more appropriate. For ex-
ample, consider a two-dimensional plane and a line which is parallel to the this plane as
two subspaces, if we use the distance ∆(·, ·) to characterize the difference between the two
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subspaces, it is likely to get the result that these two subspaces are treated as the same
subspace because the angel between these two subspaces is 0. However, using the distance
D(·, ·) can avoid this problem. Here, we further define a distance measure similar to the
Hasudroff distance:
Definition 2. Let X and Y be two non-empty compact subsets that contain multiple
subspaces. We define their Hausdorff distance DH(X ,Y) by
DH(X ,Y) = max{sup
x∈X
inf
y∈Y
D(x, y), sup
y∈Y
inf
x∈X
D(x, y)}, (4.7)
where x ∈ X is a subspace rather than a point, and the D(·, ·) is the distance between two
subspaces defined in Definition 1.
By Definition 2, we have DH(X ,Y) < δ if and only if every subspace of X is within
the distance δ of at least one of the subspaces of Y , and vice versa. Suppose X contains
exactly k distinct subspaces, and that δ is chosen to be a value less than half of the minimum
distance between the subspaces of X . Then, if Y is any set of k or fewer subspaces for which
DH(X ,Y) < δ, the Y must contain exactly k distinct subspaces. Therefore, the almost sure
convergence of XN in the above sense of distance could be translated into the almost sure
convergence of subspaces with a suitable labeling. By definition, for any two subspaces S1
and S2, if D(S1, S2) < δ, then ∆(S1, S2) < δ. We will provide the following theorem for the
consistency of clustering procedure. Since the conclusion of the theorem is in terms of almost
sure convergence, there might be aberrant null sets of subspaces S’s for which the convergence
does not hold. In order to estimate the parameters in the model presented in Eq. (2.1) and
to prove the consistency of the estimators, following from Bonhomme and Manresa (2015)
and Ando and Bai (2016), we add the following assumption, Assumption B, that each group
must have a certain proportion individuals. This assumption also guarantees the uniqueness
16
because it excludes the null set situation.
Assumption B. All units are divided into a finite number of subspaces k, each of them
containing Nj units such that 0 < a < Nj/N < a¯ < 1.
Theorem 1 Suppose Assumptions A and B hold and for each j = 1, 2, . . . , k there exists
an unique set of subspaces S¯(j) that satisfies Φ(S¯(j), P ) = mj(P ), then, SN a.s.−−→ S¯(k), and
Φ(SN , PN) a.s.−−→ mk(P ).
4.2 Consistency of the estimators
In this subsection, we discuss the asymptotic properties of the proposed estimators. Re-
call that the proposed estimates can be obtained by minimizing the objective function de-
fined in Eq. (3.1) subject to the constraints gi = arg min
j∈{1,...,k}
||BTj λi||,F
′
jF j/T = Ir(j =
1, . . . , k),Λ
′
jΛj(j = 1, . . . , k) being diagonal. While the consistency of the subspace cluster-
ing procedure has been discussed in Section 4.1, we have the following theorems (Theorems
2, 3 and 4) to show the property of the estimators when T and N are large. To show the
property of the estimators, the following assumptions, Assumptions C, D and E, are needed
as presented in Bai (2009) and Ando and Bai (2016):
Assumption C.
(i) The group-specific pervasive factors satisfy E||f j,t||4 <∞ j = 1, · · · , k. Furthermore,
T−1
∑T
t=1 f j,tf
′
j,t
p−→ Ir, as T →∞. f j,t and f k,t j 6= k can be correlated.
(ii) The group-specific pervasive factor loadings satisfy E||λj,i||4 < ∞ and N−1j ||Λ
′
jΛj →
ΣΛj || → 0 as Nj → ∞, where ΣΛj is an r × r positive definite matrix, j = 1, · · · , k.
We also assume that ||λj,i|| > 0.
17
(iii) For given values of i and j, f
′
j,tλj,i is a strongly mixing process with mixing coefficients
that satisfy r(t) ≤ exp(−a1tb1) with tail probability P (|f ′j,tλj,i| > z) ≤ exp{1 −
(z/b2)
a2}, where a1, a2, b1 and b2 are positive constants.
Assumption D: Error terms
(i) E(εit) = 0 for all i and t.
(ii) E(εitεjs) = τij,ts, |τij,ts| ≤ τij for all (t, s) and |τij,ts| ≤ ηts for all (i, j) such that
1
N
N∑
i,j=1
τij ≤M, 1
T
T∑
t,s=1
ηts ≤ M, 1
NT
∑
i,j,t,s=1
|τij,ts| ≤M.
The largest eigenvalue of Ωi = E(εiε
′
i)(T × T ) is bounded uniformly in i and T .
(iii) For every (s, t), E[|N−1/2∑Ni=1(εisεit −E[εisεit])4|] ≤M .
(iv) T−2N−1
∑
t,s,u,v
∑
i,j |cov(εitεis, εjuεjv)| ≤ M and
T−1N−2
∑
t,s
∑
i,j,m,n |cov(εitεjt, εmsεns)| ≤M .
(v) For all i, εit is a strongly mixing process with mixing coefficients that satisfying r(t) ≤
exp(−a1tb1) with tail probability P (|εit| > z) ≤ exp{1− (z/b2)a2}, where a1, a2, b1 and
b2 are positive constants.
(vi) εit is independent of xjs,λj,i, and f j,s for all i, j, t and s.
Assumption E.
(i) Define Dj =
1
NT
∑
i:gi=j
x
′
iMˆjxi, Ej = diag{Ej1, · · · , Ejk}, Lj = (L′j1, · · · , L′jk)′ ,
where Ej,ℓ =
1
NT
∑
i:gi=j,g0i=ℓ
(λ0ℓ,iλ
0′
ℓ,i ⊗ IT ),
L
′
j,ℓ =
1
NT
∑
i:g0i=j,gi=ℓ
(λ0j,i ⊗ MˆℓXi)′ , Mˆj = 1T FˆjBˆjBˆTj Fˆ Tj with g0i denoting the true mem-
bership, λ0ℓ,i the true factor loadings. Let A = {(Fj, Bj) : F ′jFj/T = Ir, BTj Bj =
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Ir−dj , j = 1, · · · , k}. The smallest eigenvalue of the matrix
k∑
j=1
(Dj − L′jE−j Lj)
is greater than a positive constant c for all {(F 1, B1) · · · , (F k, Bk)} ∈ A and for all
groups with a positive fraction of membership for each group (Assumption B), where
E−j is a generalized inverse of Ej .
(ii) max1≤i≤N T
−1||xi||2 = Op(Nα) with α < 1/8. We also assume N/T 2 → 0.
Theorem 2 Suppose that Assumptions A–E hold, as N → ∞ and T → ∞, the following
statements hold:
(i) ||βˆ − β0|| = op(1),
(ii) ||P ˆF j − PF 0j || = op(1), j = 1, . . . , k.
Theorem 3 Consistency of the estimator of group membership: Suppose that Assumptions
A–E hold, then for all τ > 0 and T,N →∞, we have
P
(
sup
i∈{1,··· ,N}
∣∣∣gˆi(βˆ, Fˆ , Λˆ, Bˆ1, · · · , Bˆk)− g0i ∣∣∣
)
= o(1) + o(N/T τ ).
To show the asymptotic normality of the proposed estimators, we need the following
assumption:
Assumption F. For the positive definite matrix J0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k)
1√
NT
k∑
j=1
∑
ℓ:g0
ℓ
=j
Zj,i(F
0
j , B
0
j )
′
εi →d N(0, J0(F 01 , · · · , F 0k ;B01 , · · · , B0k))
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where J0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k) is the probability limit of
J(F 01 , · · · , F 0k ;B01 , · · · , B0k)
=
1√
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j
∑
m:g0m=ℓ
Zj,i(F
0
j , B
0
j )
′
E[εiε
′
m]Zℓ,m(F
0
j , B
0
j )
with Zj,i(F
0
j , B
0
j ) = x
′
iM
0
j − 1Nj
∑
ℓ:g0
ℓ
=j
cj,ℓix
′
iM
0
j , where
cj,ℓi = λ
0
j,ℓ(Λ
0′
j Λ
0
j/Nj)
−1λ0j,i.
The notation J0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k) does not mean that the value depends on the
sample (F 01 , · · · , F 0k ;B01 , · · · , B0k), but rather the limit is taken under the true factors. For
simplicity, the notation J0 is used in place of J0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k).
Theorem 4 Asymptotic normality: Suppose that Assumptions A–E hold and T/N → ρ > 0,
then
√
NT (βˆ − β0)→d N(v0, Vβ(F 01, · · · ,F 0k, B01 , · · · , B0k)),
where v0 is the probability limit of
v =
√
T
N
k∑
j=1
D(F 01 , · · · , F 0k , B01 , · · · , B0k)−1ηj
+
√
T
N
k∑
j=1
D(F 01 , · · · , F 0k , B01 , · · · , B0k)−1ζj
with
ηj = − 1
Nj
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
,
(xi − Vj,i)′F 0j
T
(
F 0
′
j F
0
j
T
)−1(
Λ0
′
j Λ
0
j
Nj
)−1λg0
ℓ
,ℓ(
ε
′
iεℓ
T
),
ζj =
k∑
j=1
1
NjT
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
x
′
iM
0
j ΩkF
0
j (F
0′
j F
0
j /T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i,
D(F 01 , · · · , F 0k ;B01 , · · · , B0k)
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iM
0
j xi −
1
NT
k∑
j=1
[
1
Nj
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
x
′
iM
0
j xℓcj,ℓi]
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and
Vβ(F
0
1 , · · · , F 0k ;B01 , · · · , B0k)
= D0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k)−1J0(F 01 , · · · , F 0k ;B01 , · · · , B0k)D0(F 01 , · · · , F 0k ;B01 , · · · , B0k)−1
where D0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k) is the probability limit of
D(F 01 , · · · , F 0k ;B01 , · · · , B0k) and J0(F 01 , · · · , F 0k ;B01 , · · · , B0k) is defined in Assumption F and
Vj,i = N
−1
j
∑
ℓ:g0
ℓ
=j
cj,ℓixℓxi, and M
0
j =
1
T
F 0j B
0
jB
0T
j F
0T
j .
5. Monte Carlo Simulation Studies
In this section, Monte Carlo simulation studies with different settings are used to illustrate
the proposed methodologies and to study the finite sample properties of the proposed meth-
ods. We assume that λi (i = 1, 2, . . . , N) comes from different subspaces with dimension
d1, d2, . . . dk and λi can follow different probability distributions over different subspaces.
Furthermore, λi, i = 1, 2, . . . , N , can have moderate noise. The simulation results are based
on 100 simulations. We consider four different settings, namely Settings 1–4, in the Monte
Carlo simulation studies. For the sake of saving space, we only describe Setting 1 and present
the simulation results for Setting 1 here and the other settings and simulation results are
presented in the Supplement Materials Section S6 and S7, respectively.
5.1 Setting 1 and Related Simulation Results
We consider the situation that there are three different subspaces in the R3 space with
known dimensions d1, d2 and d3, i.e., k = 3 and r = 3. The bases of the three subspaces with
dimensions d1, d2 and d3 are represented as B1, B2 and B3, respectively. Let Nℓ1×ℓ2(µ, σ
2) be
a ℓ1 × ℓ2 matrix whose elements are random variables that are independent and identically
distributed as normal with mean µ and variance σ2. Under this setting, we generate the
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panel data yit in the j-th subspace (j = 1, 2, 3; i = 1, 2, . . . , Nj ; t = 1, 2, . . . , T ) based on the
panel data model in Eq. (2.1) with N1 = N2 = N3 = N = 100, T = 6 and the following
scheme:
• λi ∼ Nr×1(1, 1) with random noise from a normal distribution with mean 0 and variance
0.1, i.e., Λj = NNj×dj (1, 1)B
′
j +NNj×r(0, 0.1), j = 1, 2, 3;
• p = 2 with β = (β1, β2)′ = (1, 2)′;
• the covariate X is a T ×N × p array with
X ··1 = µ1 + c1FΛ
′ + τΛ′ + η1,
X ··2 = µ2 + c2FΛ
′ + τΛ′ + η2,
where X ··1 and X ··2 are T × N matrices, µ1,µ2 are T × N constant matrices, and
c1, c2 are constants;
• FΛ = (F 1ΛT1 ,F 2ΛT2 ,F 3ΛT3 ), where F 1,F 2,F 3 are T×r matrices that satisfy F
′
jF j/T =
Ir, j = 1, 2, 3;
• η1 ∼ NT×N(0, 1) and η2 ∼ NT×N(0, 1);
• τ is a T × r matrix of all the elements that are 1;
• the random error εi,t i.i.d∼ N(0, 0.5), i = 1, 2, . . . , N, t = 1, 2, . . . , T .
In the simulation study, we compare the performance of the proposed least-squares sub-
space clustering estimation method (LSSC) with the
grouped fixed-effects (GFE) method (Bonhomme and Manresa, 2015) and the estimation
method proposed by Bai (2009) (BAI) in terms of the biases and the root mean squared
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errors (RMSEs). The simulated biases and RMSEs of the estimates obtained from the GFE,
BAI and LSSC estimation methods for the setting considered in this subsection are presented
in Table 1. From Table 1, we observe that our proposed LSSC method has advantages over
the other two methods considered here in terms of biases and RMSEs. It is noteworthy that
although the theoretical proofs of the asymptotic properties require the time T to be large,
the simulation results show that the proposed method performs well even when T is small.
To compare the performance of the clustering methods, we present the simulated average
misclassification rates of the clustering methods based on GFE and the proposed LSSC in
Table 2. From Table 2, we can see that the simulated misclassified rates of the LSSC method
are lower than the corresponding misclassified rates of the GFE method.
To verify the consistency of the proposed LSSC method, in addition to N1 = N2 = N3 =
N = 100, we consider different sample sizes N = 50, 200, 300 and 500 in order to study the
effect of the sample size on the biases and RMSEs. We also consider different T = 5, 10,
30, 50, 100 to study the effect of the time period on the biases and RMSEs of parameter β.
The results are presented in Table 3 and Table 4. From Table 3 and 4, we can see that the
biases and RMSEs of the LSSC estimators decrease as the sample size N or time period T
increases, which agrees with the results in Section 4.2.
6. Model Selection and Possible Extensions
In the previous sections, we assume that the number of subspaces and the dimension of
subspaces are known. In this section, we extend the procedure to a general setting where the
dimension of factors is unknown and discuss the issues where the number of the subspaces
for factors and the dimension of these subspaces is unknown.
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6.1 Determine the number of subspaces for factors
One of the critical aspects of cluster analysis is to determine the number of subspaces em-
pirically. For experimental data, however, there is no real “true” number of subspaces, but
only a choice of the suitable value of k which can provide stable and replicable results with a
good fit to the data. In fact, the problem of estimating the subspaces number is a challeng-
ing model selection problem. Here, we are not intended to give a detailed review of all the
existing methods for obtaining the number of subspaces for factor, but we aim to provide a
feasible solution based on the work by Liu et al. (2013).
Liu et al. (2013) proposed a novel objective function named low-rank representation
(LRR), which seeks the lowest rank representation among all the candidates that can repre-
sent the samples as linear combinations of the bases in a given dictionary. The computational
procedure of LRR is to solve a nuclear norm regularized problem (Fazel, 2002), which is a
convex optimization problem that can be solved in polynomial time. The estimate of the
number of subspaces can be obtained as (Liu et al., 2013)
kˆ = N − int
[
N∑
i=1
fτ (σi)
]
, (6.1)
where τ is a cut-off threshold, σi denotes a singular value of the normalized Laplacian matrix
of the affinity matrix of data, int[a] is the nearest integer of a real number a and fτ is a
summation function which counts different values regarding that σi < τ defined as fτ (σ) = 1
if σ ≥ τ and fτ (σ) = log2(1 + σ
2
τ2
) if σ < τ , where 0 < τ < 1 is a parameter. Specifically, we
can use the following steps to obtain the number of subspaces:
Step 1. Use the method of Bai (2009) to obtain an initial estimate βˆ;
Step 2. Obtain the interactive effects and idiosyncratic error, i.e., Y −Xβˆ = FΛ + ε;
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Step 3. Let S = FΛ+ ε, for S we can compute the affinity matrix W by using Algorithm 2 in
Liu et al. (2013);
Step 4. Compute the Laplacian matrix L = I−D− 12WD− 12 , whereD = diag(∑j[W ]1j , . . . ,∑j [W ]nj);
Step 5. Obtain the number of subspaces, kˆ, by Eq. (6.1).
To verify the performance of this algorithm in obtaining the number of subspaces, we
assume that the number of subspaces is unknown in Setting 2 and apply the above steps
to obtain the number of subspaces based on each simulated data sets. We find that the
algorithm can correctly obtain kˆ = 4 for all the simulated data sets. For future research,
evaluating the performance of the algorithm for obtaining the number of subspaces under
different settings (e.g., different sample sizes, different number of subspaces, etc.) is of
interest.
6.2 Determine the dimension of factors and the dimension of subspaces
Determination of the dimension of ambient space (factors) is an interesting research topic.
The dimension of factors can be specified based on the particular practical problem using
professional theoretical knowledge. When professional theoretical knowledge is not avail-
able, Bai and Ng (2002), Ando and Bai (2016) and Bai and Ng (2017) developed different
methods to determine the number of factors. It is an important problem to compare these
methods under different settings.
When the dimensions of the subspaces are unknown, determining the dimension for each
subspace is still an open and challenging problem. In fact, it is unlikely that one model can
fit any panel data perfectly. The form of the appropriate model often depends on the class
of models of interest as well as the prior information available about the model. Although
there are no satisfactory solution to determine the dimensions of subspaces in general, we
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provide a way similar to Kanatani (2002), Yang et al. (2005) and Vidal et al. (2016) for
optimal model selection. The solution of the optimal model selection can be expressed as
Z∗ = arg min
A:Zˆ⊂A
SSR(Zˆ) + cσˆ2
1
N
[
n∑
i=1
di(r − di) +
n∑
i=1
Nidi
]
, SSR(Zˆ) < τ, (6.2)
where SSR(Zˆ) represents the mean squared errors under the subspaces set Zˆ (i.e., a measure
of the data fidelity), τ is the error tolerance, r is the dimension of ambient space (i.e.,
the number of factors), di is the dimension of the i-th subspace and Ni is the number of
individuals in i-th subspace, σˆ is the estimated variance and c is the adjustment parameter.
Note that the second term in Eq. (6.2), cσˆ2 [
∑n
i=1 di(r − di) +
∑n
i=1Nidi] /N measure the
model complexity under the subspaces set Zˆ.
To examine the proposed method for model selection, we simulated different models with
number of factors r = 3 and 5 and then obtain the solution of the optimal model selection
in Eq. (6.2) with adjusted parameter c = 0.05 and different values of error tolerance τ .
The simulated rates of identifying the correct model (based on 1000 simulations for each
setting) are presented in Tables 5 and 6 for r = 3 and 5, respectively. From the simulation
results in Tables 5 and 6, the proposed method perform reasonably well in most cases. In
practice, the dimension of subspaces is usually unknown. Thus, we propose to use Eq. (6.2)
to determine the dimension of subspaces and then apply Algorithm 1 to estimate the model
parameters. To evaluate the performance of the proposed LSSC method when the dimension
of subspaces is unknown, we simulate the biases and RMSEs of the GFE, BAI and LSSC
(with the dimension of subspaces determined by Eq. (6.2)) estimation methods under Setting
1. The simulation results are presented in Table 14 in the Supplementary Materials Section
S8. From the simulation results in Table 14, we can see that the proposed LSSC method
still outperforms the existing methods in terms of biases and RMSEs when the subspace
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dimension is unknown.
7. Real Data Application
In this section, we illustrate the proposed methodologies by using the real data provided
by Bonhomme and Manresa (2015) and studying the linkage between income growth and
democracy across different countries. Following Bonhomme and Manresa (2015), we use the
linear dynamic model to identify the group membership and the linkage between income
growth and democracy across countries, i.e.,
democracyit = θ1democracyi(t−1) + θ2logGDPpci(t−1) + λgi,if gi,t + vit,
where democracyit is the the democracy index (measured by the Freedom House indicator
with values in between 0 (the lowest) and 1 (the highest)) for the i-th country at time period
t, GDPpcit is the GDP per capita of the i-th country at time period t, and λgi,i and f gi,t
are the unobservable grouped factor loadings and factors, respectively. Here, the dependent
variable is the country’s democracy index and the explanatory variables are the first-order
lagged democracy index and the income of a country measured by the logarithm of GDP
per capita.
The data set contains a balanced panel of 90 countries and 7 periods at a five-year
interval over 1970–2000. First, using the information criteria suggested in Bai and Ng (2002)
to estimate the number of factors, we obtain that the dimension of factor space is r = 5.
Then, the number of subspaces is estimated as k = 3 based on Eq. (6.1). The results are
consistent with those presented in Su et al. (2016). Next, we use the criterion in Eq. (6.2)
to select the optimal model, and the results show that the optimal model should have the
dimension is d1 = d2 = d3 = 4. Finally, we use the proposed Algorithm 1 to obtain the
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parameter estimates as (θˆ1, θˆ2) = (0.8330, 0.3540), which implies the effect of income on
democracy is positive. In order to visualize the group membership obtained by our proposed
method, we put these grouped countries on a world map in Figure 1 where the countries
in the same group are put in the same color. The detailed lists of grouped countries are
presented in the Supplementary Materials Section S8.
Figure 1: Subspaces clustering for 90 countries
8. Concluding Remarks
In this paper, we considered a panel data model that allows the covariates and the unobserv-
able latent variables to be correlated and the relationship between group membership and
observed covariates is left unrestricted. We proposed a subspace clustering for factor loadings
of the panel data model that captures the grouped unobserved heterogeneity. The common
regression parameters, grouped unobservable factor structure and group membership can be
estimated simultaneously. The asymptotic results showed that the subspace clustering and
estimators are consistent. The Monte Carlo simulation results showed that the proposed
methodologies outperform the existing methods under different settings. Under the model
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considered in this paper, we investigated a method to obtain the number of subspaces when
the number of subspaces is unknown. We also discussed some possible future research di-
rections in determining the subspace dimension and factor dimension when these values are
unknown. These issues are under investigation and we hope to report the results in a future
paper.
Supplementary Material
Section S1: Algorithm 1; Section S2: Proof of Theorem 1; Section S3: Proof of Theorem 2;
Section S4: Proof of Theorem 3; Section S5: Proof of Theorem 4; Section S6: Additional
Settings in the Monte Carlo Simulation Studies (Settings 2, 3 and 4); Section S7: Additional
Simulation Results for Settings 2, 3 and 4; Section S8: Lists of Grouped Countries for the
Real Data Example in Section 7.
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Table 1: Simulated biases and root mean squared errors (RMSEs) of the GFE, BAI and
LSSC estimation methods for Setting 1
GFE BAI LSSC
Dimension of subspaces Bias RMSE Bias RMSE Bias RMSE
d1 = d2 = d3 = 1 β1 0.1271 0.1304 0.0067 0.0121 0.0010 0.0035
β2 0.1255 0.1295 0.0066 0.0116 0.0011 0.0035
d1 = d2 = d3 = 2 β1 0.2042 0.2082 0.2821 0.3141 0.0225 0.0518
β2 0.2042 0.2084 0.2819 0.3120 0.0218 0.0503
d1 = d2 = 2, d3 = 1 β1 0.1530 0.1580 0.1871 0.2258 0.0084 0.0765
β2 0.1571 0.1620 0.1884 0.2269 0.0111 0.0740
d1 = 2, d2 = d3 = 1 β1 0.1770 0.1793 0.0898 0.1272 0.0034 0.0144
β2 0.1786 0.1810 0.0906 0.1262 0.0036 0.0149
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Table 2: Simulated average misclassified rate of the GFE and LSSC clustering methods for
Setting 1
Dimension of subspaces GFE LSSC
d1 = d2 = d3 = 1 0.2982 0.0660
d1 = d2 = d3 = 2 0.2713 0.0908
d1 = d2 = 2, d3 = 1 0.3428 0.1511
d1 = 2, d2 = d3 = 1 0.3314 0.1416
Table 3: Simulated biases and root mean squared errors (RMSEs) of the LSSC estimator
with d1 = 2, d2 = 2, d3 = 2 in Setting 1 with different sample sizes N1 = N2 = N3 = N
β1 β2
Sample size (N) Bias RMSE Bias RMSE
50 0.0701 0.0691 0.0304 0.0304
100 0.0525 0.0524 0.0225 0.0227
200 0.0525 0.0537 0.0214 0.0212
300 0.0378 0.0381 0.0167 0.0169
500 0.0018 0.0021 0.0008 0.0011
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Table 4: Simulated biases and root mean squared errors (RMSEs) of the LSSC estimator
with d1 = 2, d2 = 2, d3 = 2 in Setting 1 with different time period T and same sample sizes
N1 = N2 = N3 = N
β1 β2
Sample size (T ) Bias RMSE Bias RMSE
5 0.0019 0.0049 0.0018 0.0045
10 0.0004 0.0023 0.0008 0.0020
30 0.0004 0.0010 0.0004 0.0012
50 0.0003 0.0008 0.0002 0.0008
100 0.0001 0.0006 0.0003 0.0005
Table 5: Simulated rates of identifying the correct model r = 3 using Eq. (6.2) with different
error tolerances τ and adjusted parameter c = 0.05 (∗ represents no model is selected because
of the error tolerance cannot be reached)
Model τ = 0.020 τ = 0.015 τ = 0.012 τ = 0.009
Three lines 98.0% 98.0% 98.0% 98.0%
Two lines one planes 73.0% 73.0% 90.1% 100.0%
One line two planes 69.5% 91.7% 100.0% ∗
Three planes 92.3% ∗ ∗ ∗
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Table 6: Simulated rates of identifying the correct model r = 5 using Eq. (6.2) with different
error tolerances τ and adjusted parameter c = 0.05
Model τ = 0.015 τ = 0.012 τ = 0.009 τ = 0.007
Four lines 99.0% 100.0% 100.0% 100.0%
Three lines one plane 62.0% 63.3% 78.1% 89.5%
Four planes 62.0% 80.4% 96.4% 100.0%
36
Supplementary Materials
S1. Algorithm 1
Algorithm 1 Subspace clustering for panel data
1: Input:
The number of subspaces k.
The dimension of subspaces {d1, . . . , dk}.
Initialize the unknown parameters β(0).
2: repeat
3: given β, update λi, i = 1, . . . , N .
4: given λi, i = 1, . . . , N , update the bases of the orthogonal subspaces of S1, · · · , Sk,
B1, . . . , Bk.
5: given orthogonal subspace bases B1, . . . , Bk and λi, i = 1, . . . , N , update gi, i =
1, . . . , N as the optimal assignment for each specific factor loading as gi =
arg min
j∈{1,...,k}
||BTj λi||
6: given β, gi, update F 1, . . . ,F k,Λ1, . . . ,Λk.
7: given gi,F 1, . . . ,F k,Λ1, . . . ,Λk, update β.
8: until β converges.
9: Output:
β,Λ1, . . . ,Λk,F 1, . . . ,F k, B1, . . . , Bk, gi, i = 1, . . . , N .
1
S2. Proof of Theorem 1
When sample size N is large enough, there must be a compact space set X that contains
all the SN . This is because the number of basis of subspace SN is finite and the real
space is compact and hence we can always find a lager space that contains all the sub-
spaces and the set X is compact. Furthermore, we can make X large enough to contain
S¯ which makes the function Φ(·, P ) achieves its unique minimum on S¯. Therefore, for a
large enough N , it suffices to search for SN amongst the class of sets Ek = {S ⊆ X :
S contains k or fewer subspaces with dimensions d1, . . . , dk}. Obviously,
SN ⊆ Ek, S¯ ⊆ Ek.
To prove Theorem 1, we separate the proof into the following three steps:
Step 1: We need to prove the continuity of Φ(·, P ). If A,B ∈ Ek and DH(A,B) < δ, then to
each subspace b ∈ B there exist a subspace b(a) ∈ A such that ∆(b, a(b)) ≤ D(b, a(b)) < δ.
We need to show that
Φ(A, P )− Φ(B, P ) =
∫
min
a∈A
φ(∆(x, a))−min
b∈B
φ(∆(x, b))P (dx)
≤
∫
max
b∈B
[φ(∆(x, a(b)))− φ(∆(x, b))]P (dx)
≤
∫
max
b∈B
[φ(∆(x, b) + ∆(b, a(b)))− φ(∆(x, b))]P (dx)
≤
∫
max
b∈B
[φ(∆(x, b) + δ)− φ(∆(x, b))]P (dx) δ→0−−→ 0.
The following lemma of triangle inequality will be used to prove the continuity of Φ(·, P ).
Lemma 1. For any subspaces b and a(b), if D(b, a(b)) < δ and δ → 0, then for any vector
x, we have the triangle inequality
∆(x, a(b)) ≤ ∆(x, b) + ∆(b, a(b)).
Proof of the continuity of Φ(·, P ): Assume that dim(b) = ℓ and
2
dim(a(b)) = m, when D(b, a(b)) < δ and δ is small, we have ∆(b, a(b)) = D(b, a(b)), then
the dimension of the two subspaces b and a(b) are equal, i.e., m = ℓ. For D(x, a(b)), we have
the following inequalities for each vector x (Wang et al., 2006):
D2(x, a(b)) ≤ D2(x, b) +D2(b, a(b)) ≤ [D(x, b) +D(b, a(b))]2,
D2(x, a(b)) = m−
m∑
i=1
[xTa(b)i]
2 ≤ ℓ−
ℓ∑
i=1
(xT bi)
2 +D(b, a(b))2,
where a(b)1, . . . , a(b)m are the basis of subspace a(b), similarly, b1, . . . , bℓ are the basis of
subspace b.
When δ is small, we have m = ℓ and D(b, a(b))2 = ∆(b, a(b))2. Thus, when δ → 0, we
have
1−
m∑
i=1
(xTa(b)i)
2 ≤ 1−
m∑
i=1
(xT bi)
2 +∆(b, a(b))2
∆(x, a(b))2 ≤ ∆(x, b)2 +∆(b, a(b))2
and
∆(x, a(b)) ≤ ∆(x, b) + ∆(b, a(b)).
Step 2: We need to prove the uniform strong law of large number (SLLN):
sup
g∈G
∣∣∣∣∫ gdPN − ∫ gdP ∣∣∣∣ a.s.−→ 0, (S.1)
where G denote the family of P -integral function of the form gA(x) = mina∈A φ(∆(x, a)) and
A ranges over all subspaces of Ek containing k or fewer subspaces with dimensions d1, . . . , dk.
A sufficient condition for Eq. (S.1) to hold is that for all ε > 0, there exists a finite class
Gε of function such that g ∈ G and g˚, g¯ ∈ Gε such that g˚ ≤ g ≤ g¯ and
∫
(g¯− g˚)dP < ε. Thus,
we have
∫
gdPN −
∫
gdP ≤
∫
g¯dPN −
∫
g˚dP
=
∫
g¯dPN −
∫
g¯dP +
∫
g¯dP −
∫
g˚dP
≤
∫
(g¯ − g˚)dP +
∣∣∣∣∫ g¯dPN − ∫ g¯dP ∣∣∣∣
and
∫
gdPN −
∫
gdP ≥
∫
g˚dPN −
∫
g¯dP
=
∫
g˚dPN −
∫
g˚dP +
∫
g˚dP −
∫
g¯dP
≥ −
∫
(g¯ − g˚)dP −
∣∣∣∣∫ g˚dPN − ∫ g˚dP ∣∣∣∣ .
Hence, we can obtain the upper bound of
∣∣∫ gdPN − ∫ gdP ∣∣ as∣∣∣∣∫ gdPN − ∫ gdP ∣∣∣∣ ≤ ∫ (g¯ − g˚)dP +max{∣∣∣∣∫ g¯dPN − ∫ g¯dP ∣∣∣∣ , ∣∣∣∣∫ g˚PN − ∫ g˚dP ∣∣∣∣} .
In order to find a suitable Gε, let Dδ be a finite subset of X such that for each subspace
A of X, there is at least one subspace A
′
of Dδ satisfying D(A,A
′
) < δ. Let Ek,δ = {A ∈
Ek,A ⊆ Dδ}. Given A = {a1, a2 . . . , ak} ∈ Ek, there exist an A′ = {a′1, a′2 . . . , a′k} ∈ Ek,δ
satisfying DH(A,A′) < δ-just choose a′i ∈ Dδ with D(a, a′) < δ, for each i. Corresponding
to gA ∈ G , take
g¯A = min
a∈A′
φ(∆(x, a) + δ)
and
g˚A = min
a∈A′
φ(∆(x, a)− δ),
where A′ ranges over Ek,δ. Since φ(r) = 0 for r < 0, φ(·) is a nondecreasing function and
∆(x, a
′
i)− δ ≤ ∆(x, ai) ≤ ∆(x, a
′
i) + δ
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for each i and x ∈ Rs, we can obtain g˚A ≤ gA ≤ g¯A. Therefore,∫
(g¯ − g˚)dP ≤
∫ k∑
i=1
[φ(∆(x, ai) + δ)− φ(∆(x, ai)− δ)]dP (dx)
≤ k sup
x∈Rs
sup
a∈A
[φ(∆(x, ai) + δ)− φ(∆(x, ai)− δ)]
δ→0−−→ ε.
This completes the proof of Eq. (S.1).
Step 3: From the continuity of Φ(A, P ),A ⊆ Ek, we have a minimization property on Ek
whereas given any neighborhood N of A¯(k), there exist an η > 0 (depending on N ) such
that
Φ(A, P ) ≥ Φ(A¯(k), P ) + η
for any A ∈ Ek \ N .
From Step 2, we have the uniform SLLN
sup
A∈Ek
|Φ(A, PN)− Φ(A, P )| a.s.−−→ 0.
Therefore, in order to show that AN is eventually inside the neighborhood N , it is sufficient
to check
Φ(AN , P ) < Φ(A¯(k), P ) + η.
From the following inequality
Φ(AN , PN) ≤ Φ(A¯(k), PN),
we can obtain
Φ(AN , PN)− Φ(AN , P ) a.s.−−→ 0,
Φ(A¯(k), PN)− Φ(A¯(k), P ) a.s.−−→ 0.
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Thus, we have
Φ(AN , P ) < Φ(A¯(k), P ) + η.
Similarly, for n large enough, we have
Φ(AN , PN) = inf{Φ(A, PN) : A ∈ Ek} a.s.−−→ inf{Φ(A, P ) : A ∈ Ek} = mk(P ),
which give the results in Theorem 1.
S3. Proof of Theorem 2
The proof can be followed from Bai (2009) and Ando and Bai (2016). Detailed proof is as
follows.
In the process of proving Theorem 2, we use the following facts: T−1||Xi||2 = T−1
T∑
t=1
||xit||2 =
Op(1), or T
−1/2||Xi|| = Op(1). Average over i, we have (TN)−1
N∑
i=1
||Xi||2 = Op(1). Similarly,
T−1/2||Fj|| = Op(1), T−1/2||X ′iFj || = Op(1), and so forth.
Let G = {g1, · · · , gN} be an arbitrarily given grouping of the N cross-sectional units
(gi ∈ {1, 2, · · · , k}) and Nj be the number of cross-sectional units within the j-th group (j =
1, 2, · · · , k) withN = N1+N2+· · ·+Nk. The estimator {βˆ, Fˆ1, . . . , Fˆk, Λˆ1, . . . , Λˆk, Bˆ1, . . . , Bˆk, Gˆ}
is defined as the minimizer of the function
LNT = arg min
{j=1,··· ,k}
1
NT 2
N∑
i=1
(yi − xiβˆ)T FˆgiBˆgiBˆTgiFˆ Tgi (yi − xiβˆ)
subject to the constraints F
′
jFj/T = Ir, (j = 1, · · · , k), and Λ′jΛj(j = 1, · · · , k) being diago-
nal.
We first show that βˆ is consistent for β0. Without loss of generality, we assume β0 = 0 for
notational simplicity and we concentrate out the factor loadings through Λj =W
′
jFj(F
′
jFj)
−1 =
W
′
jFj/T , where Wj = (wj,1, · · · , wj,Nj) such that wj,i = yi − xiβ for gi = j. Note that the
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set of estimates {βˆ, Fˆ1, . . . , Fˆk, Λˆ1, . . . , Λˆk, Bˆ1, . . . , Bˆk, Gˆ} that jointly minimizes the objective
function LNT , and the set of estimates {βˆ, Fˆ 1, . . . , Fˆ k, Bˆ1, . . . , Bˆk, Gˆ} that jointly minimizes
the following concentrated and centered objective function:
UNT (β, F1, · · · , Fk, B1, · · · , Bk, G)
=
1
NT 2
N∑
i=1
(yi − xiβˆ)′FˆgiBˆgiBˆ
′
gi
Fˆ
′
gi
(yi − xiβˆ)− 1
NT 2
N∑
i=1
ε
′
iF
0
g0i
B0g0i
B0
′
g0i
F 0
′
g0i
εi
=
1
NT
[
N∑
i=1
(yi − xiβˆ)′Mˆgi(yi − xiβˆ)]−
1
NT
N∑
i=1
ε
′
iM
0
g0i
εi,
where Mˆgi =
1
T
FˆgiBˆgiBˆ
′
gi
Fˆ
′
gi
,M0
g0i
= 1
T
F 0
g0i
B0
g0i
B0
′
g0i
F 0
′
g0i
are the same. The term 1
NT
N∑
i=1
ε
′
iM
0
g0i
εi
is for the purpose of centering and it does not depend on the unknown parameters.
Note that the true data generating process is yi = F
0
g0i
λ0
g0i ,i
+ εi (xiβ
0 = 0), the objective
function UNT (β, F1, · · · , Fk, B1, · · · , Bk, G) can be expressed as
UNT (β, F1, · · · , Fk, B1, · · · , Bk, G)
= β
′
(
1
NT
N∑
i=1
x
′
iMˆgixi)β +
1
NT
N∑
i=1
λ0
′
g0i ,i
F 0
′
g0i
MˆgiF
0
g0i
λ0g0i ,i
+ 2β
′
[
1
NT
N∑
i=1
x
′
iMˆgiF
0
g0i
λ0g0i ,i
] + 2β
′
[
1
NT
N∑
i=1
x
′
iMˆgiεi]
+ 2
1
NT
N∑
i=1
λ0
′
g0i ,i
F 0
′
g0i
Mˆgiεi +
1
NT
N∑
i=1
ε
′
i(Mˆgi −M0g0i )εi.
The fourth to sixth terms are bounded uniformly over the parameter space. For the
fourth term, our aim is to prove
sup
G∈G,FG∈FG ,Bj∈Rr
|| 1
NT
N∑
i=1
x
′
iMˆgiεi|| = Op(T−1/4) +Op(N−1/4).
Proof related to the fourth term: First note that T−1||Fgi||2 = r if gi = j, then T−1/2||Fgi|| =
7
√
r. In addition, T−1||x′iFgi|| ≤ r1/2T−1/2||xi|| = Op(1)
|| 1
NT
N∑
i=1
x
′
iMˆgiεi|| = ||
1
NT
N∑
i=1
x
′
i
1
T
FˆgiBˆgiBˆ
′
gi
Fˆ
′
gi
εi||
≤ 1
N
N∑
i=1
|| 1
T
x
′
iFˆgi|| · ||BˆgiBˆ
′
gi
|| · || 1
T
Fˆ
′
gi
εi||(
assume that sup
gi∈{1,··· ,k}
||BˆgiBˆ
′
gi
|| = Op(1)
)
≤ 1
N
N∑
i=1
|| 1
T
x
′
iFˆgi|| · ||
1
T
Fˆ
′
gi
εi|| · Op(1)
≤ √r( 1
N
N∑
i=1
|| 1√
T
x
′
i||2)1/2(
1
N
N∑
i=1
|| 1
T
Fˆ
′
gi
εi||2)1/2
Next,
1
N
N∑
i=1
|| 1
T
Fˆ
′
gi
εi||2
=
1
N
N∑
i=1
||
k∑
j=1
I(gi = j)
1
T
Fˆ
′
jεi||2 ≤
1
N
N∑
i=1
k∑
j=1
|| 1
T
Fˆ
′
jεi||2
≤ k sup
F
N∑
i=1
|| 1
T
Fˆ
′
jεi||2
where the supremum with respect to F is taken over F such that F
′
F/T = Ir. The latter
shown to be Op(N
−1/2)+Op(N
−1/2) by Bai (2009). Taking the squared-root gives the desired
results. The proofs for the remaining two claims are similar. This completes the proof related
to the fourth term.
Thus, we have
UNT (β, F1, · · · , Fk, B1, · · · , Bk, G)
= U˜NT (β, F1, · · · , Fk, B1, · · · , Bk, G) +Op(T−1/4) +Op(N−1/4)
(S.2)
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uniformly over the parameter space, where
U˜NT (β, F1, · · · , Fk, B1, · · · , Bk, G) = β ′( 1
NT
N∑
i=1
x
′
iMˆgixi)β
+
1
NT
N∑
i=1
λ0
′
g0i ,i
F 0
′
g0i
MˆgiF
0
g0i
λ0g0i ,i
+2β
′
[
1
NT
N∑
i=1
x
′
iMˆgiF
0
g0i
λ0g0i ,i
]
=
k∑
j=1
[β
′
Djβ + ξ
′
jEjξj + 2β
′
L
′
jξj].
(S.3)
We prove the results in Eqs. (S.8) and (S.3) in the following.
Proof of the results in Eqs. (S.8) and (S.3):
1
NT
N∑
i=1
X
′
iMˆgiXi =
1
NT
k∑
j=1
∑
i:gi=j
X
′
iMˆgiXi =
k∑
j=1
(
1
NT
∑
i:gi=j
X
′
iMˆgiXi) =
k∑
j=1
Dj
We have tr(AB) = [vec(A
′
)]
′
vec(B); vec(AXB) = (B
′ ⊗ A)vec(X); vec(AX) = (I ⊗
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A)vec(X); vec(XB) = (B
′ ⊗ A)vec(X). Hence, we can obtain
1
NT
N∑
i=1
λ0
′
g0
i
,iF
0′
g0
i
MˆgiF
0
g0
i
λ0g0
i
,i
=
1
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
tr(λ0j,iλ
0′
j,iF
0′
j MˆℓF
0
j )
=
1
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0
i
=j,gi=ℓ
tr(MˆℓF
0
j λ
0
j,iλ
0′
j,iF
0′
j Mˆℓ)
=
1
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
[vec(MˆℓF
0
j )
′
]
′
vec(λ0j,iλ
0′
j,iF
0′
j Mˆℓ)
=
1
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
[vec(MˆℓF
0
j )
′
]
′
(IT ⊗ λ0j,iλ0
′
j,i)vec(F
0′
j Mˆℓ)
=
1
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
[vec(F 0
′
j Mˆℓ)]
′
(IT ⊗ λ0j,iλ0
′
j,i)vec(F
0′
j Mˆℓ)
let ξj,k = vec(F
0′
j Mˆℓ)
=
1
NT
k∑
j=1
k∑
ℓ=1
ξ
′
j,ℓ[
∑
i:g0i=j,gi=ℓ
(IT ⊗ λ0j,iλ0
′
j,i)]ξj,ℓ
=
k∑
j=1
k∑
ℓ=1
ξ
′
j,ℓ[
1
NT
∑
i:g0i=j,gi=ℓ
(IT ⊗ λ0j,iλ0
′
j,i)]ξj,ℓ
let Ej,ℓ =
1
NT
∑
i:g0i=j,gi=ℓ
(IT ⊗ λ0j,iλ0
′
j,i)
=
k∑
j=1
(ξ
′
j,1, · · · , ξ
′
j,S)diag(Ej,1, · · · , Ej,S)(ξ
′
j,1, · · · , ξ
′
j,S)
′
=
k∑
j=1
ξ
′
jEjξj .
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2NT
k∑
j=1
∑
i:g0i=j
λ
′
g0
i
,iF
0′
g0
i
MˆgiXiβ
=
2
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
β
′
X
′
iMˆℓF
0
j λj,i
=
2
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
tr(λj,iβ
′
X
′
iMˆℓF
0
j )
=
2
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
[vec(λj,iβ
′
X
′
iMˆℓ)
′
]
′
vec(MˆℓF
0
j )
where [vec(λ0j,iβ
′ · 1 ·X ′iMˆℓ)
′
]
′
= (λ0
′
j,i ⊗ β
′
X
′
iMˆℓ)
′
=
2
NT
k∑
j=1
k∑
ℓ=1
∑
i:g0i=j,gi=ℓ
(λ0
′
j,i ⊗ MˆℓXiβ)
′
vec(MˆℓF
0
j )
= 2
k∑
j=1
(L
′
j,1, · · · , L
′
j,S)β(ξ
′
ℓ,1, · · · , ξ
′
ℓ,S)
let L
′
j,ℓ =
1
NT
∑
i:g0
i
=j,gi=ℓ
(λ0j,i ⊗ MˆℓXi)
′
= 2
k∑
j=1
k∑
ℓ=1
β
′
Lj,ℓξℓ,j
= 2
k∑
j=1
β
′
Ljξℓ.
This completes the proof of the results in Eqs. (S.8) and (S.3).
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Completing the square of U˜NT (β, F1, · · · , Fk, B1, · · · , Bk, G), we have
U˜NT =
k∑
j=1
[β
′
Djβ + ξ
′
jEjξj − 2β
′
L
′
jξj]
= β
′
k∑
j=1
Djβ +
k∑
j=1
ξ
′
jEjξj − 2β
′
k∑
j=1
L
′
jξj
= β
′
k∑
j=1
Djβ +
k∑
j=1
ξ
′
jEjξj − β
′
k∑
j=1
L
′
jξj − β
′
k∑
j=1
L
′
jξj
= β
′
k∑
j=1
Djβ +
k∑
j=1
(ξ
′
jEj − β
′
L
′
j)ξj − β
′
k∑
j=1
L
′
jξj
= β
′
k∑
j=1
Djβ +
k∑
j=1
(ξ
′
j − β
′
L
′
jE
−1
j )Ejξj − β
′
k∑
j=1
L
′
jξj
= β
′
k∑
j=1
Djβ +
k∑
j=1
(ξ
′
j − β
′
L
′
jE
−1
j )Ejξj
−
k∑
j=1
(ξ
′
j − β
′
L
′
jE
−1
j )L
′
jβ − β
′
k∑
j=1
L
′
jE
−1
j Ljβ
= β
′
k∑
j=1
Djβ +
k∑
j=1
(ξ
′
j − β
′
L
′
jE
−1
j )(Ejξj − L
′
jβ)− β
′
k∑
j=1
L
′
jE
−1
j Ljβ
= β
′
k∑
j=1
Djβ +
k∑
j=1
(ξ
′
j − β
′
L
′
jE
−1
j )Ej(ξj −E−1j L
′
jβ)− β
′
k∑
j=1
L
′
jE
−1
j Ljβ
= β
′
[
k∑
j=1
Dj −
k∑
j=1
L
′
jE
−1
j Lj ]β +
k∑
j=1
(ξ
′
j − β
′
L
′
jE
−1
j )Ej(ξj −E−1j L
′
jβ)
(S.4)
By Assumption E, the matrix
k∑
j=1
Dj −
k∑
j=1
L
′
jE
−1
j Lj is positive definite. Also Ej is semi-
positive definite, so U˜NT (β, F1, · · · , Fk, B1, · · · , Bk, G) ≥ 0 for all (β, F1, · · · , Fk, B1, · · · , Bk, G).
Further note that
U˜NT (β
0, F 01 , · · · , F 0k , B01 , · · · , B0k, G0) = 0. This can be obtained from Eq. (S.3) by replacing
β by β0 = 0 and M0j F
0
j λ
0
j,i = 0 for gi = g
0
i = j (j = 1, 2, · · · , k). Note that we use the
notation β0 = 0, otherwise, β should be replaced by β − β0.
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Evaluate Eq. (S.2) at (β0, F 01 , · · · , F 0k , B01 , · · · , B0k, G0), and note that
U˜NT (β
0, F 01 , · · · , F 0k , B01 , · · · , B0k, G0) = 0
Op(T
−1/4) +Op(N
−1/4) = UNT (β
0, F 01 , · · · , F 0k , B01 , · · · , B0k, G0)
≥ UNT (βˆ, Fˆ1, · · · , Fˆk, Bˆ1, · · · , Bˆk, Gˆ)
= U˜NT (βˆ, Fˆ1, · · · , Fˆk, Bˆ1, · · · , Bˆk, Gˆ)
+Op(T
−1/4) +Op(N
−1/4)
The last equation follows from evaluating Eq. (S.2) at
(βˆ, Fˆ1, · · · , Fˆk, Bˆ1, · · · , Bˆk, Gˆ). Combined with
U˜NT (βˆ, Fˆ1, · · · , Fˆk, Bˆ1, · · · , Bˆk, Gˆ) ≥ 0, we have
U˜NT (βˆ, Fˆ1, · · · , Fˆk, Bˆ1, · · · , Bˆk, Gˆ) = Op(T−1/4) +Op(N−1/4). (S.5)
Because the two terms in U˜NT (see Eq. (S.4)) are both non-negative, each term must be
Op(T
−1/4) +Op(N
−1/4). Thus, with the notation β0=0, we have
||βˆ − β0||2 = Op(T−1/4) +Op(N−1/4)
which implies that βˆ is consistent for β0. As discussed in Bai (2009), we cannot deduce that
Fˆj is consistent for F
0
j Hj because of the number of elements of F
0
j goes to infinity, so the
usual consistency is not well defined. However, because ||βˆ− β0|| = Op(T−1/8) +Op(N−1/8),
the expressions in equation (S.3) together with (S.5) imply that
1
NT
k∑
j=1
∑
i:gˆi=j
λ0
′
g0i ,i
F 0
′
g0i
MˆjF
0
g0i
λ0g0i ,i
= Op(T
−1/4) +Op(N
−1/4). (S.6)
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We can rewrite Eq. (S.6) as the trace of the following matrix:
1
NT
k∑
j=1
∑
i:gˆi=j
tr(F 0
′
g0
i
MˆjF
0
g0
i
λ0g0
i
,iλ
0′
g0
i
,i)
= tr
{
(
1
T
F 01 Mˆ1F
0
1 )(
1
N
N∑
i=1
Igˆi=1λ
0
1,iλ
0′
1,i) + · · ·+ (
1
T
F 01 MˆkF
0
1 )(
1
N
N∑
i=1
Igˆi=kλ
0
1,iλ
0′
1,i)
+ (
1
T
F 02 Mˆ1F
0
2 )(
1
N
N∑
i=1
Igˆi=1λ
0
2,iλ
0′
2,i) + · · ·+ (
1
T
F 02 MˆkF
0
2 )(
1
N
N∑
i=1
Igˆi=kλ
0
2,iλ
0′
2,i)
...
+ (
1
T
F 0k Mˆ1F
0
k )(
1
N
N∑
i=1
Igˆi=1λ
0
k,iλ
0′
k,i) + · · ·+ (
1
T
F 0k MˆkF
0
k )(
1
N
N∑
i=1
Igˆi=kλ
0
k,iλ
0′
k,i)
}
The first line involves distributing the true group 1 individuals over k different estimated
groups, the second line involves distributing true group 2 individuals into k estimated groups,
and so on. The trace of each term is non-negative and the sum of the traces is bounded by
Op(T
−1/4) +Op(N
−1/4).
For ease of exposition and to be concrete, consider the case of k = 3:
(
1
T
F 01 Mˆ1F
0
1 )A11 + (
1
T
F 01 Mˆ2F
0
1 )A12 + (
1
T
F 01 Mˆ3F
0
1 )A13
+ (
1
T
F 02 Mˆ1F
0
2 )A21 + (
1
T
F 02 Mˆ2F
0
2 )A22 + (
1
T
F 02 Mˆ3F
0
2 )A23
+ (
1
T
F 03 Mˆ1F
0
3 )A31 + (
1
T
F 03 Mˆ2F
0
3 )A32 + (
1
T
F 03 Mˆ3F
0
3 )A33,
where Aℓh =
1
N
N∑
i=1
I(gˆi = h)λ
0
ℓ,iλ
0′
ℓ,i, h, ℓ = 1, · · · , k. The earlier argument shows that
tr([
1
T
F 0ℓ MˆhF
0
ℓ ]Aℓh) = Op(T
−1/4) +Op(N
−1/4), ℓ, h = 1, · · · , k.
Let A denote the matrix A = (Aij). In the following discussion, the first row of A refers to
A1j , (j = 1, 2, 3), and the first column of A refers to Ai1, (i = 1, 2, 3), etc. Each row sum
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of the Aij matrices converges to a positive definite matrix by assumption. For example,
A11+A12+A13 =
1
N
Λ0
′
1 Λ
0
1, where Λ
0
1 is the factor loading matrix associated with true group
1 individuals, each column sum of these matrices also converges to a positive definite matrix.
For instance, the first estimated group contains the fraction of individuals 1
N
N∑
i=1
I(gˆi = 1)→
c1 > 0. This implies that
A11 + A21 + A31
=
(
1
N
N∑
i=1
Igˆi=1λ
0
1,iλ
0′
1,i
)
+
(
1
N
N∑
i=1
Igˆi=1λ
0
2,iλ
0′
2,i
)
+
(
1
N
N∑
i=1
Igˆi=1λ
0
3,iλ
0′
3,i
)
→ Ψ1 > 0.
Note that the limit is not required to exist, but the lim infN being positive is sufficient. For
simplicity, we assume that the limit exists. From A11 + A21 + A31 → Ψ1 > 0, one of the
three matrices will have a non-zero limit. Suppose the first matrix A11 has a non-zero limit,
so that A11 → A011 > 0, then from tr([ 1T F 0
′
1 Mˆ1F
0
1 ]A11) = Op(T
−1/4) +Op(N
−1/4), we have
Op(T
−1/4) +Op(N
−1/4)
=
1
NT
N∑
i=1
I(gˆi = 1)λ
0′
1,iF
0′
1 Mˆ1F
0
1 λ
0
1,i
=
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1Bˆ1Bˆ
T
1
1
T
Fˆ T1 F
0
1 λ
0
1,i
Since HjBˆj converge to B
0
j and λ
0′
j,iB
0
j = 0, where Hj is the rotation matrix; F
0′
j F
0
j /T = I,
then we can obtain
Op(T
−1/4) +Op(N
−1/4)
=
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1H1B
0
1B
0′
1 H
0′
1
1
T
Fˆ T1 F
0
1 λ
0
1,i,
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because of
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1Bˆ1Bˆ
T
1
1
T
Fˆ T1 F
0
1 λ
0
1,i
=
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1(Bˆ1 −H−11 B01)(Bˆ1 −H−11 B01)T
1
T
Fˆ T1 F
0
1 λ
0
1,i
+ 2
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1Bˆ1B
0′
1 H
−1′
1
1
T
Fˆ T1 F
0
1 λ
0
1,i
− 1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1H
−1
1 B
0
1B
0′
1 H
−1′
1
1
T
Fˆ T1 F
0
1 λ
0
1,i
= op(1) + 2
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1Bˆ1B
0′
1 H
−1′
1
1
T
Fˆ T1 F
0
1 λ
0
1,i
− 1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1H
−1
1 B
0
1B
0′
1 H
−1′
1
1
T
Fˆ T1 F
0
1 λ
0
1,i
(because of the first term converges to 0 as
HjBˆj converge to B
0
j for some notational matrix)
= op(1) + 2
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1Bˆ1B
0′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 01 )
1√
T
F 01 λ
0
1,i
+2
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1Bˆ1B
0′
1
1
T
F 0
′
1 F
0
1 λ
0
1,i
− 1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1H
−1
1 B
0
1B
0′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
+
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1H
−1
1 B
0
1B
0′
1
1√
T
F 0
′
1
1√
T
F 01 λ
0
1,i
= 2
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1Bˆ1B
0′
1
1√
T
(H−1
′
1 Fˆ
T
1 − F 01 )
1√
T
F 01 λ
0
1,i
− 1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1H
−1
1 B
0
1B
0′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
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=
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 Fˆ1[Bˆ1 + (Bˆ1 −H−11 B01)]B0
′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
=
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 (Fˆ1 − F 0H1)[Bˆ1 + op(1)]B0
′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
+
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 F
0H1[Bˆ1 + op(1)]B
0′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
=
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 (Fˆ1 − F 0H1)[Bˆ1 + op(1)]B0
′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
+
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 F
0H1[Bˆ1 −H−11 B01 +H−11 B01 + op(1)]B0
′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
=
1
N
N∑
i=1
I(gˆi = 1)λ
0′
1,i
1
T
F 0
′
1 (Fˆ1 − F 0H1)[Bˆ1 + op(1)]B0
′
1
1√
T
(H−1
′
1 Fˆ
′
1 − F 0
′
1 )
1√
T
F 01 λ
0
1,i
= Op(T
−1/4) +Op(N
−1/4).
This implies that 1
T
||F 01 − Fˆ1H−11 ||2 = Op(T−1/4) +Op(N−1/4) for some rotation matrix H1.
If A11 is assumed to have a non-zero limit, then the limits of A21 and A31 must be zero,
otherwise the same reasoning implies that Fˆ1 will also be consistent for F
0
2 and F
0
3 . This is
impossible since the limit is unique.
The preceding argument assumes A11 has a non-zero limit. In the case that A21 has
a non-zero limit, then Fˆ1 is consistent for F
0
2 (and in this case, A11 and A31 will have a
zero limit because the limit of Fˆ1 is unique). But this is just a matter of relabeling (a
permutation), hene, without loss of generality, we assume the limit of A11 is non-zero, so
that the limits of A21 and A31 are zero.
Next, we consider the second column of the A matrices. Given that A11 has non-zero
limit, we argue that either A22 or A32 has a non-zero limit. We show this by a contradiction
argument. If not, suppose that both A22 and A32 have zero limit. Then, A23 will have
a non-zero limit because the row sum for the second row has a non-zero limit (as argued
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earlier, each row sum has a positive definite limiting matrix). Similarly, A33 will also have a
non-zero limit because the row sum for the third row has a non-zero limit (we already know
A31 and A32 have zero limit). This implies that (
1
T
F 03 Mˆ3F
0
3 )A33 = Op(T
−1/4) + Op(N
−1/4)
and ( 1
T
F 02 Mˆ3F
0
2 )A23 = Op(T
−1/4) + Op(N
−1/4). This further implies that Fˆ3 is consistent
for both F 02 and F
0
3 . This is a contradiction since the limit is unique. Therefore, without
loss of generality, we assume A22 has a non-zero limit. Then, we have (
1
T
F 02 Mˆ2F
0
2 )A22 =
Op(T
−1/4) +Op(N
−1/4), or equivalently,
1
T
||F 02 − Fˆ2H−12 ||2 = Op(T−1/4) +Op(N−1/4)
for some notational matrix H2. Since each column can only have a single matrix to possess
a non-zero limit, this implies that A12 and A32 have zero limit.
Next, we consider the third column (or the third row) of the Amatrices. Since we already
obtain that A31 and A32 in the third row have zero limit, then A33 must have a non-zero
limit. This implies that
1
T
||F 03 − Fˆ3H−13 ||2 = Op(T−1/4) +Op(N−1/4)
for some H3. Again, each column can only have a single matrix with a non-zero limit by the
uniqueness of a limit so that the limits of A13 and A23 are zero.
The preceding analysis shows that there is a permutation σ(·) of {1, 2, 3}with σ({1, 2, 3}) =
{σ(1), σ(2), σ(3)} such that for each j we have 1
T
||Fˆσ(j)−F 0j Hj||2 = Op(T−1/4) +Op(N−1/4).
Using the same argument, in the general case, we can show that for each j ∈ {1, 2, · · · , k}
there is a permutation of {σ(1), · · · , σ(k)} such that
1
T
||Fˆσ(j) − F 0j Hj||2 = Op(T−1/4) +Op(N−1/4).
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This result is similar to that of Bonhomme and Manresa (2015). By simple relabeling of the
elements of σ(j), we take σ(j) = j so that
1
T
||F 0j − FˆjH−1j ||2 = Op(T−1/4) +Op(N−1/4), j = 1, · · · , k (S.7)
This complete the proof of Theorem 2.
S4. Proof of Theorem 3
The proof can be followed from Bai (2009) and Ando and Bai (2016). Detailed proof is as
follows.
The proof of Theorem 3 can be followed from Ando and Bai (2016). The details are
provided in the Supplementaty Materials Section S4.
Since λˆgi,i =
1
T
Fˆ Tgi (yi − xiβˆ), the objective function is
gˆi = arg min
{j=1,··· ,k}
λˆTi BˆjBˆ
T
j λˆi
= arg min
{j=1,··· ,k}
1
T 2
(yi − xiβˆ)T FˆgiBˆjBˆTj Fˆ Tgi (yi − xiβˆ), (S.8)
where Bˆj is the basis of the orthogonal space of Sj and the dimension is r × (r − dj), dj is
the dimension of subspace Sj.
Using yi = xiβ
0 + F 0
g0i
λ0
g0i ,i
+ εi, we have
1
T 2
(yi − xiβˆ)T FˆgiBˆjBˆTj Fˆ Tgi (yi − xiβˆ)
=
1
T 2
[xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi]
T FˆgiBˆjBˆ
T
j Fˆ
T
gi
[xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi]
=
1
T
[xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi]
TM0j [xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi]
+
1
T
[xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi]
T (Mˆj −M0j )[xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi],
(S.9)
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where Mˆj =
1
T
FˆjBˆjBˆ
T
j Fˆ
T
j ,M
0
j =
1
T
F 0j B
0
jB
0T
j F
0T
j .
For the second term in Eq. (S.9), we have
1
T
[xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi]
T (Mˆj −M0j )[xi(β0 − βˆ) + F 0g0i λ
0
g0i ,i
+ εi]
=
1
T
(β0 − βˆ)TxTi Mˆjxi(β0 − βˆ) +
1
T
(β0 − βˆ)TxTi M0j xi(β0 − βˆ)
+
2
T
λ0
′
g0i ,i
F 0
′
g0i
Mˆjxi(β0 − βˆ) + 2
T
λ0
′
g0i ,i
F 0
′
g0i
M0j xi(β0 − βˆ)
+
2
T
(β0 − βˆ)TxTi Mˆjεi +
2
T
(β0 − βˆ)TxTi M0j εi
+
1
T
λ0
′
g0i ,i
F 0
′
g0i
(M0j − Mˆj)F 0g0i λ
0
g0i ,i
+
+
2
T
λ0
′
g0i ,i
F 0
′
g0i
(M0j − Mˆj)εi +
1
T
ε
′
i(M
0
j − Mˆj)εi
= I1i + I2i + · · ·+ I9i. (S.10)
For the term I1i in Eq. (S.10), our aim is to show
max
i∈{1,··· ,N}
1
T
(β0 − βˆ)TxTi Mˆjxi(β0 − βˆ) = op(1).
Proof of the result related to I1i in Eq. (S.10):
First, we have
max
i∈{1,··· ,N}
1
T
(β0 − βˆ)TxTi Mˆjxi(β0 − βˆ),
since ||xTi Mˆjxi|| ≤ ||xi||2 · ||Mˆj|| and ||Mˆj|| = || 1T FˆjBˆjBˆTj Fˆ Tj || = Op(1). Since BˆTj Bˆj = Ir−dj ,
easy to know Mˆ ′j · Mˆj = Mˆj. Then, we have ||xTi Mˆjxi|| ≤ ||xi||2Op(1) and
max
i∈{1,··· ,N}
1
T
(β0 − βˆ)TxTi Mˆjxi(β0 − βˆ)
≤ ||β0 − βˆ||2 · 1
T
max
i∈{1,··· ,N}
||xi||2Op(1)
= op(1).
This completes the proof of the of the result related to I1i.
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For the term I3i in Eq. (S.10), our aim is to show
max
i∈{1,··· ,N}
1
T
λ0
′
g0i ,i
F 0
′
g0i
Mˆjxi(β0 − βˆ) = op(1)
Proof of the of the result related to I3i in Eq. (S.10):
max
i∈{1,··· ,N}
1
T
λ0
′
g0i ,i
F 0
′
g0i
Mˆjxi(β0 − βˆ)
≤ ||β0 − βˆ||( 1
T 2
max
i
||λ0′g0i ,iF
0′
g0i
Mˆjxi||2)1/2
≤ ||β0 − βˆ||( 1
T
||F 0g0i ||
2)1/2(
1
T
max
i
||xi||2)1/2(max
i
||λ0g0i ,i||
2)1/2||Mˆj||
= op(1)
Similarly, for the term I5i in Eq. (S.10), we can show that
max
i∈{1,2,··· ,N}
1
T
(β0 − βˆ)TxTi Mˆjεi = op(1)
The first six terms in Eq. (S.10) are op(1) uniformly in i. For the remaining terms in
Eq. (S.10), since we have prove that ||P ˆF j − PF 0j || = op(1) and HjBˆj −→ B
0
j , where Hj is
the rotation matrix, which implies that T−1||Fˆj − F 0j Hj ||2 = op(1) and ||Bˆj − H−1j B0j || =
op(1), j = 1, · · · , k. Therefore, we can readily obtain ||Mˆj −M0j | = op(1).
Thus, the second term of Eq. (S.9) is op(1). For the first term in Eq. (S.9), it involves
β0 − βˆ which is also op(1) uniformly in i. We have
1
T
[xi(β0 − βˆ) + F 0g0
i
λ0g0
i
,i + εi]
TM0j [xi(β0 − βˆ) + F 0g0
i
λ0g0
i
,i + εi]
=
1
T
[F 0g0i
λ0g0i ,i
+ εi]
TM0j [F
0
g0i
λ0g0i ,i
+ εi] + op(1).
When g0i = j, the Eq. (S.11) becomes
1
T
[F 0j λ
0
j,i + εi]
TM0j [F
0
j λ
0
j,i + εi]; Because of λ
0′
j,iB
0
j = 0,
we have λ0
′
j,iF
0′
j F
0
j B
0
j = 0, it follows that
1
T
(F 0j λ
0
j,i)
′
M0j F
0
j λ
0
j,i = 0 and
1
T
(F 0j λ
0
j,i)
′
M0j εi = 0.
Then, we have 1
T
[F 0j λ
0
j,i + εi]
TM0j [F
0
j λ
0
j,i + εi] =
1
T
εTi M
0
g0i
εi. When g
0
i 6= j, it reduces to
1
T
[F 0
g0i
λ0
g0i ,i
+ εi]
TM0j [F
0
g0i
λ0
g0i ,i
+ εi].
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In the following, we aim to show that
Aij = { 1
T
[F 0g0
i
λ0g0
i
,i + εi]
TM0j [F
0
g0
i
λ0g0
i
,i + εi] <
1
T
εTi M
0
g0
i
εi + op(1)},
and P (Aij) = op(T
−τ ).
Proof of the result for Aij and P (Aij):
First, for any small δ > 0 and η > 0, P (|op(1)| > δ) ≤ η. Second,
P
(
max
i∈{1,2,··· ,N}
| 1
T
εTi M
0
j εi −
1
T
εTi M
0
g0i
εi| > δ
)
≤ P
(
max
i∈{1,2,··· ,N}
| 1
T
εTi M
0
j εi| >
δ
2
)
+ P
(
max
i∈{1,2,··· ,N}
| 1
T
εTi M
0
g0i
εi| > δ
2
)
< η
Thus,
P (Aij) ≤ 2η + P
(
1
T
(F 0g0i
λ0g0i ,i
)
′
M0j F
0
g0i
λ0g0i ,i
+
1
T
(F 0g0i
λ0g0i ,i
)
′
M0j εi < 2δ
)
For j 6= g0i , the minimum eigenvalue of 1T F 0
′
g0
i
M0j F
0
g0
i
= 1
T
F 0
′
g0
i
( 1
T
F 0j B
0
jB
0′
j F
0′
j )F
0
g0
i
is positive.
Hence, for individuals with ||λ0j,i||2 > a > 0, we have
1
T
(F 0g0i
λ0g0i ,i
)
′
M0j F
0
g0i
λ0g0i ,i
=
1
T
λ0
′
g0i ,i
F 0
′
g0i
(
1
T
F 0j B
0
jB
0′
j F
0′
j )F
0
g0i
λ0g0i ,i
≥ ca > 0,
for some c>0, and
P (Aij) ≤ 2η + P
(
1
T
(F 0g0i
λ0g0i ,i
)
′
M0j εi < −ca+ δ
)
.
By choosing δ < ca/2, we have
P (Aij) ≤ 2η + P
(
1
T
(F 0g0i
λ0g0i ,i
)
′
M0j εi < −ca/2
)
= 2η +O(T−τ).
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For any given τ > 0, g0i 6= j. The last equality follows from the assumption about the tail
probability of εi and the arguments in Bonhomme and Manresa (2015). In summary, we
have g0i 6= j and P (Aij) ≤ 2η + O(T−τ). Since the number of groups is finite, this implies
that
P (gˆi 6= g0i ) ≤ 2kη +O(T−τ),
where the right hand side is uniform in i. It follows that the average over i is also bounded
by the above, i.e.,
1
N
N∑
i=1
P (gˆi 6= g0i ) ≤ o(1) +O(T−τ).
We can further show that
P ( sup
i∈{1,2,··· ,N}
I(gˆi 6= g0i ) > 0) = O(1) +NO(T−τ).
Let us define
A∗ij = I(Aij),
Dij = I(
1
T
(F 0g0i
λ0g0i ,i
)
′
M0j F
0
g0i
λ0g0i ,i
+
1
T
(F 0g0i
λ0g0i ,i
)
′
M0j εi < 2δ),
Cij = I(| 1
T
εTi M
0
j εi −
1
T
εTi M
0
g0i
εi|+ |op(1)| > 2δ),
then, A∗ij ≤ Dij + Cij and
sup
i∈{1,2,··· ,N}
A∗ij = sup
i∈{1,2,··· ,N}
Dij + sup
i∈{1,2,··· ,N}
Cij .
Given the assumption of tail probability for εi, sup
i∈{1,2,··· ,N}
Cij = op(1), and 0 ≤ Cij ≤ 1 is
bounded, by the dominated convergence theorem, we have
E
[
sup
i∈{1,2,··· ,N}
Cij
]
= o(1).
23
For j 6= g0i , we have
E
[
sup
i∈{1,2,··· ,N}
Dij
]
≤ NE[Dij ] = NO(T−τ ).
In summary,
P
(
sup
i∈{1,2,··· ,N},j 6=g0i
I(Aij)
)
= o(1) +NO(T−τ),
which implies
P
(
sup
i∈{1,2,··· ,N}
I(gˆi 6= g0i ) > 0
)
= o(1) +NO(T−τ).
This completes the proof of Theorem 3.
S5. Proof of Theorem 4
The proof can be followed from Bai (2009) and Ando and Bai (2016). Detailed proof is as
follows.
By Theorem 3, P (supi |gˆi − g0i | > 0) = o(1) when N/T τ → 0. This implies that
P (gˆ1 = g
0
1, gˆ2 = g
0
2, · · · , gˆN = g0N) → 1. In order to prove Theorem 4, it is sufficient to
assume that the group membership is known. We first investigate the convergence rate for
the estimated factor Fˆj under the true group membership.
Since we have  1
NjT
∑
i:g0i=j
(yi − xiβ˜)(yi − xiβ˜)′
 F˜j = F˜jVj,NT
and yi = xiβ
0 + F 0
g0i
λ0
g0i ,i
+ εi, we can obtain
F˜jVj,NT =
1
NjT
∑
i:g0i=j
xi(β
0 − β˜)(β0 − β˜)′x′iF˜j +
1
NjT
∑
i:g0i=j
xi(β
0 − β˜)λ0g0
i
,iF
0′
j F˜j
+
1
NjT
∑
i:g0i=j
xi(β
0 − β˜)ε′iF˜j +
1
NjT
∑
i:g0i=j
F 0j λ
0
g0i ,i
(β0 − β˜)′x′iF˜j
+
1
NjT
∑
i:g0i=j
εi(β
0 − β˜)′x′iF˜j +
1
NjT
∑
i:g0i=j
F 0j λ
0
g0i ,i
ε
′
iF˜j +
1
NjT
∑
i:g0i=j
εiλ
0′
g0i ,i
F 0
′
j F˜j
+
1
NjT
∑
i:g0i=j
εiε
′
iF˜j +
1
NjT
∑
i:g0i=j
F 0j λ
0
g0i ,i
λ0
′
g0i ,i
F 0
′
j F˜j
= Ij1 + · · ·+ Ij9
Multiplying (F 0j Fˆj/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1 on both sides of the formula and using the results of
Bai (2009, Equation (43)) and Assumption E, we have
T−1/2||F˜jVj,NT (F 0′j F˜j/T )−1(Λ0
′
j Λ
0
j/Nj)
−1 − F 0j || = Op(||β˜ − β0||) +Op(1/min{
√
N,
√
T}),
which implies
T−1/2||F˜j − F 0j Hj || = Op(||β˜ − β0||) +Op(1/min{
√
N,
√
T}),
where H−1j = Vj,NT (F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1. Here, we used the property that Vj,NT is
invertible (see, for example, Bai, 2009).
We consider the estimator where group membership is fixed to its population G0, in the
view of Theorem 2. We denote the parameter estimate of the true parameter β0 as β˜. An
alternative expression of the solution of regression coefficients of β0 is
β˜ =
 k∑
j=1
∑
i:g0i=j
x
′
iMˆjxi
−1 k∑
j=1
∑
i:g0i=j
x
′
iMˆjyi,
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where Mˆj =
1
T
FˆjBˆjBˆ
T
j Fˆ
T
j . Note that yi = xiβ
0 + F 0
g0i
λ0
g0i ,i
+ εi, we have k∑
j=1
∑
i:g0i=j
x
′
iMˆjxi
−1 k∑
j=1
∑
i:g0i=j
x
′
iMˆjyi
=
 k∑
j=1
∑
i:g0i=j
x
′
iMˆjxi
−1 k∑
j=1
∑
i:g0i=j
x
′
iMˆj(xiβ
0 + F 0g0i
λ0g0i ,i
+ εi)
= β0 +
 k∑
j=1
∑
i:g0i=j
x
′
iMˆjxi
−1 k∑
j=1
∑
i:g0i=j
x
′
iMˆjF
0
g0i
λ0g0i ,i
+
 k∑
j=1
∑
i:g0i=j
x
′
iMˆjxi
−1 k∑
j=1
∑
i:g0i=j
x
′
iMˆjεi.
Hence,
1
NT
(
k∑
j=1
∑
i:g0i=j
x
′
iMˆjxi)(β˜ − β0)
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjF
0
g0
i
λ0g0
i
,i +
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjεi,
and MˆjF
0
j λ
0
j,i = Mˆj(F
0
j − FˆjH−1j )λ0j,i, where MˆjFˆjH−1j λ0j,i = 1T FˆjBˆjBˆTj Fˆ Tj FˆjH−1j λ0j,i =
1
T
FˆjBˆj(H
−1
j B
0
j )
TH−1j λ
0
j,i = op(1) (Bai, 2009, Lemma A.7).
We can obtain F 0j − FˆjH−1j = −[Ij1 + · · ·+ Ij8 ](F 0′j F˜j/T )−1(Λ0′j Λ0j/Nj)−1 and
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjF
0
g0i
λ0g0i ,i
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj(F
0
j − FˆjH−1j )λ0j,i
= − 1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj [I
j
1 + · · ·+ Ij8 ](F 0
′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i.
(S.11)
Each of the components on the right hand side of Eq. (S.11) can be evaluated as follows.
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For the term involving Ij1 ,
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjI
j
1(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj
 1
NjT
∑
i:g0i=j
xi(β
0 − β˜)(β0 − β˜)′x′iF˜j
 (F 0′j F˜j/T )−1(Λ0′j Λ0j/Nj)−1λ0j,i
= Op(1)× (β˜ − β0)2
= op(1)× (β˜ − β0).
Then, we have
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjI
j
2(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0
i
=j
x
′
iMˆj [
1
NjT
∑
ℓ:g0
ℓ
=j
xℓ(β
0 − β˜)λ0g0
ℓ
,ℓF
0′
j F˜j](F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
T
k∑
j=1
Nj
N
[
1
Nj
1
Nj
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
x
′
iMˆjxℓλ
0
j,ℓ(Λ
0′
j Λ
0
j/Nj)
−1λ0j,i](β
0 − β˜) = J2.
The third and the fourth terms can be evaluated as
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjI
j
3(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj [
1
NjT
∑
ℓ:g0
ℓ
=j
xℓ(β
0 − β˜)ε′ℓF˜j](F 0
′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
= op(1)× (β˜ − β0),
and
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjI
j
4(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj [
1
NjT
∑
i:g0i=j
F 0j λ
0
g0i ,i
(β0 − β˜)′x′iF˜j ](F 0
′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
= op(1)× (β˜ − β0),
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respectively. The last equation holds because MˆjF
0
j λ
0
j,i = Mˆj(F
0
j − FˆjH−1j )λ0j,i and ||F 0j −
FˆjH
−1
j || = op(1).
The fifth and the sixth terms can be obtained as
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjI
j
5(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
= op(1)× (β˜ − β0),
and
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjI
j
6(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0
i
=j
x
′
iMˆj [
1
NjT
∑
i:g0
i
=j
F 0j λ
0
g0i ,i
ε
′
iF˜j ](F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj [
1
NjT
∑
i:g0i=j
(F 0j − FˆjH−1j )λ0g0i ,iε
′
iF˜j ](F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i,
respectively. Using the results from Bai (2009), we have
1
NjT
∑
i:g0i=j
λ0g0i ,i
ε
′
iF˜j
=
1
NjT
∑
i:g0i=j
λ0g0i ,i
ε
′
iF
0
j Hj +
1
NjT
∑
i:g0i=j
λ0g0i ,i
ε
′
i(Fˆj − F 0j Hj)
= Op(
1√
NjT
) +Op(
1
N
) +N−1/2Op(
1
min{N, T})
and
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj(Fˆj − F 0j Hj)(F 0j Fˆj/T )−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
= Op(β˜ − β0) +Op
(
1
min{N, T}
)
,
which can be derived Bai (2009, Lemma A3 and Lemma A4). Then, the sixth term can be
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expressed as
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjI
j
6(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
[
Op(
1√
NjT
) +Op(
1
N
) +N−1/2Op(
1
min{N, T})
]
×
[
Op(β˜ − β0) +Op( 1
min{N, T})
]
= op(β˜ − β0) +Op
(
1√
NT
)
+
1
N
Op
(
1
min{N, T}
)
+
1
N1/2
Op
(
1
min{N2, T 2}
)
.
Next, we have
1
NT
k∑
j=1
∑
i:g0
i
=j
x
′
iMˆjI
j
7(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj
 1
NjT
∑
ℓ:g0
ℓ
=j
εℓλ
0′
g0
ℓ
,ℓF
0′
j F˜j
 (F 0′j F˜j/T )−1(Λ0′j Λ0j/Nj)−1λ0j,i
=
k∑
j=1
Nj
N
× 1
N2j T
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
λ0
′
j,ℓ(Λ
0′
j Λ
0
j/Nj)
−1λ0j,ix
′
iMˆjεℓ = J7.
Define E[εkε
′
k] = Ωk, we have
1
NT
k∑
j=1
∑
i:g0
i
=j
x
′
iMˆjI
j
8(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆj
 1
NjT
∑
ℓ:g0
ℓ
=j
εℓε
′
ℓF˜j
 (F 0′j F˜j/T )−1(Λ0′j Λ0j/Nj)−1λ0j,i
=
k∑
j=1
Nj
N
1
N2j T
2
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
x
′
iMˆj(εℓε
′
ℓ − Ωk)F˜j(F 0
′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
+
k∑
j=1
Nj
N
1
N2j T
2
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
x
′
iMˆjΩkF˜j(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
=
k∑
j=1
Nj
N
1
N2j T
2
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
x
′
iMˆjΩkF˜j(F
0′
j F˜j/T )
−1(Λ0
′
j Λ
0
j/Nj)
−1λ0j,i
+op(1)× Op
(
||β˜ − β0||2
)
+
1√
NT
Op
(
1
min{N1/2, T 1/2}
)
+
1√
N
Op
(
1
min{N, T}
)
= ANT + op
(
||β˜ − β0||2
)
+
1√
NT
Op
(
1
min{N1/2, T 1/2}
)
+
1√
N
Op
(
1
min{N, T}
)
,
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which follows from Bai (2009). Then, we have
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjF
0
g0i
λ0g0i ,i
= J2 + J7 + ANT + op(β˜ − β) +N−1/2Op
(
1
min{N, T}
)
+Op
(
1√
NT
)
,
and
1
NT
(
k∑
j=1
∑
i:g0
i
=j
x
′
iMˆjxi + op(1))(β˜ − β0)− J2
=
1
NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjεi + J7 + ANT + op(β˜ − β) +N−1/2Op
(
1
min{N, T}
)
+Op
(
1√
NT
)
.
 1NT
k∑
j=1
∑
i:g0i=j
x
′
iMˆjxi −
1
T
k∑
j=1
Nj
N
 1
Nj
1
Nj
∑
i:g0i=j
∑
ℓ:g0
ℓ
=j
x
′
iMˆjxℓcj,ℓi
+ op(1)
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Then, we have
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This leads to the limit of covariance matrix of
√
NT (β˜ − β0) as
Vβ(F
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where D0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k) is the probability limit of D(F 01 , · · · , F 0k ;B01 , · · · , B0k) and
J0(F
0
1 , · · · , F 0k ;B01 , · · · , B0k) is defined in Assumption F.
By the preceding asymptotic representation and Assumption F, we have
√
NT (β˜ − β0)→ N(v0, Vβ(F 01 , · · · , F 0k ;B01 , · · · , B0k)),
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where v0 is the probability limit of
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This completes the proof of Theorem 4.
S6. Additional Settings in the Monte Carlo Simulation Studies (Settings 2, 3
and 4)
S6.1. Setting 2
In Setting 1 presented in Section 5, we assume that λi, i = 1, 2, . . . , N , have the same prob-
ability distribution in different subspaces. Here, we consider a more general situation that
different subspaces follow different probability distributions. In this setting, we consider the
situation that there are four subspaces in the R5 space (i.e., r = 5 and k = 4) and the dimen-
sions of the four subspaces are known and fixed as d1, d2, d3 and d4. We denote the bases
of the four subspaces with dimensions d1, d2, d3 and d4 as B1, B2, B3 and B4, respectively.
Similar to the notation Nℓ1×ℓ2(µ, σ
2) for random matrix with normally distributed elements,
we let Uℓ1×ℓ2 be a ℓ1 × ℓ2 matrix whose elements are random variables that are independent
and identically distributed as uniform in (a, b). We modified the followings in the generation
of Λ1, Λ2, Λ3, Λ4:
Λ1 = NN1×d1(1, 1)B
′
1 +NN1×r(0, 0.1),
Λ2 = NN2×d2(2, 1)B
′
2 +NN2×r(0, 0.1),
Λ3 = UN3×d3(−1, 1)B′3 +NN3×r(0, 0.1),
Λ4 = UN4×d4(−1.5, 0.5)B′4 +NN4×r(0, 0.1),
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and consider the following three different settings:
2(a) Different number of covariates: N1 = N2 = N3 = N4 = N = 100, T = 6, p = 5 with
β = (1, 2, 3, 4, 5)′
2(b) Different number of time points: N1 = N2 = N3 = N4 = N = 100, T = 100, p = 2
with β = (1, 2)′
2(c) Different number of factors: r = 10 with other setting as 2(b).
The covariatesX is generated using the scheme presented in Setting 1. The simulated biases
and RMSEs of the GFE, BAI and LSSC estimation methods for settings 2(a), 2(b) and 2(c)
are presented in Tables 7, 8 and 9, respectively.
From Tables 7 – 9, we observe that except for the case with d1 = 1, d2 = d3 = d4 = 2
in setting 2(a), the LSSC method outperform the GFE and BAI methods in terms of biases
and RMSEs. For the case with d1 = 1, d2 = d3 = d4 = 2 in setting 2(a), the BAI estimation
method is the best among the three methods considered here.
The simulated average misclassification rates of the clustering methods based on GFE
and the proposed LSSC for Settings 2(a), 2(b) and 2(c) are presented in Table 10. From
Table 10, once again, we observe that the simulated misclassified rates of the LSSC method
are lower than the corresponding misclassified rates of the GFE method in all the three
settings.
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S6.2. Setting 3
In this setting, we consider a panel data model with lagged dependent variables. Specifically,
we consider the model
yit = ρyi,t−1 + xit,1β1 + xit,2β2 + λgi,iFgi,t + εi,t, (S.12)
where t = 2, 3, . . . , T ; i = 1, 2, . . . , N , and the parameters are (β1, β2, ρ).
The values of the covariates, the factor loadings and the subspace-specific factors, xit,1,
xit,2, λgi,i and F gi,t are generated from the schemes as described in Setting 1 and εi,t is
independent and identically distributed N(0, 0.5). In order to describe different persistence
of the dynamic panel, we consider different value of the lagged dependent parameter ρ
= 0.30, 0.50, 0.70 and 0.90. We study the performance of the proposed method for the
model in Eq. (S.12) which contains three different subspaces with d1 = d2 = d3 = 2 with
N1 = N2 = N3 = 100, T = 6. The simulated biases and RMSEs of the estimators based
on GFE, BAI and our proposed LSSC methods are presented in Table 11. To verify the
consistency, Table 12 presents the simulated biases and RMSEs of the estimators based on
our proposed LSSC method as the sample size increasing. The simulation results presented
in Tables 11 and 12 show that the proposed LSSC method works well for the case with lagged
dependent variables.
S6.3. Setting 4
To further illustrate the advantages of our approach, in this setting, we consider the case
that the subspaces are perpendicular to each other. Suppose there are three vertical planes
in the R3 space, i.e., d1 = d2 = d3 = 2, k = 3 and r = 3, and the bases of the three subspaces
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are B1, B2 and B3 and λi ∼ Nr×1(1, 1) without random noise, i.e.,
Λj = NNj×dj (1, 1)B
′
j, j = 1, 2, 3,
where the factor loadings are in the subspaces without errors. Other settings are the same
as setting 1. It is worth noting that the settings considered here can be commonly found in
some practical applications in image representation and gene expression data. The simulated
biases and RMSEs of the GFE, BAI and LSSC estimation methods are presented in Table
13.
From Table 13, we can observe that the proposed LSSC method outperforms the GFE
and BAI methods in terms of RMSEs when the subspaces are perpendicular to each other.
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S7. Additional Simulation Results for Settings 2, 3 and 4
Table 7: Simulated biases and root mean squared errors (RMSEs) of the GFE, BAI and
LSSC estimation methods for Setting 2(a)
GFE BAI LSSC
Dimension of subspaces Bias RMSE Bias RMSE Bias RMSE
d1 = d2 = d3 = d4 = 1 β1 0.0695 0.0780 0.0185 0.0252 0.0042 0.0104
β2 0.0611 0.0719 0.0163 0.0245 0.0055 0.0104
β3 0.0711 0.0826 0.0173 0.0232 0.0041 0.0083
β4 0.0684 0.0784 0.0181 0.0241 0.0052 0.0101
β5 0.0663 0.0742 0.0173 0.0243 0.0048 0.0097
d1 = d2 = d3 = 1, d4 = 2 β1 0.0469 0.0597 0.0167 0.0233 0.0060 0.0111
β2 0.0423 0.0571 0.0176 0.0243 0.0061 0.0117
β3 0.0347 0.0473 0.0172 0.0236 0.0054 0.0107
β4 0.0500 0.0657 0.0167 0.0242 0.0060 0.0115
β5 0.0500 0.0632 0.0154 0.0212 0.0062 0.0108
d1 = d2 = 1, d3 = d4 = 2 β1 0.0617 0.0723 0.0263 0.0374 0.0338 0.0739
β2 0.0621 0.0772 0.0257 0.0371 0.0325 0.0709
β3 0.0578 0.0688 0.0226 0.0360 0.0261 0.0714
β4 0.0569 0.0693 0.0236 0.0358 0.0287 0.0734
β5 0.0610 0.0731 0.0277 0.0371 0.0295 0.0751
d1 = 1, d2 = d3 = d4 = 2 β1 0.0708 0.0869 0.0406 0.0580 0.0511 0.2106
β2 0.0691 0.0869 0.0405 0.0572 0.0459 0.1961
β3 0.0844 0.1033 0.0428 0.0603 0.0416 0.1943
β4 0.0773 0.0932 0.0441 0.0600 0.0441 0.2184
β5 0.0856 0.1018 0.0416 0.0586 0.0485 0.2128
d1 = d2 = d3 = d4 = 2 β1 0.0637 0.0847 0.0596 0.0812 0.0104 0.0175
β2 0.0799 0.1004 0.0607 0.0801 0.0095 0.0206
β3 0.0717 0.0962 0.0606 0.0801 0.0111 0.0280
β4 0.0753 0.0958 0.0594 0.0807 0.0098 0.0231
β5 0.0585 0.0829 0.0584 0.0748 0.0081 0.0252
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Table 8: Simulated biases and root mean squared errors (RMSEs) of the GFE, BAI and
LSSC estimation methods for Setting 2(b)
GFE BAI LSSC
Dimension of subspaces Bias RMSE Bias RMSE Bias RMSE
d1 = d2 = d3 = d4 = 1 β1 0.0438 0.0439 0.0088 0.0089 0.0005 0.0007
β2 0.0429 0.0430 0.0087 0.0088 0.0006 0.0008
d1 = d2 = d3 = 1, d4 = 2 β1 0.0385 0.0387 0.0094 0.0094 0.0025 0.0025
β2 0.0365 0.0366 0.0095 0.0096 0.0026 0.0027
d1 = d2 = 1, d3 = d4 = 2 β1 0.0329 0.0331 0.0242 0.0251 0.0051 0.0052
β2 0.0317 0.0319 0.0241 0.0250 0.0051 0.0052
d1 = 1, d2 = d3 = d4 = 2 β1 0.0355 0.0357 0.0434 0.0450 0.0014 0.1297
β2 0.0336 0.0338 0.0437 0.0453 0.0001 0.1284
d1 = d2 = d3 = d4 = 2 β1 0.0466 0.0467 0.0533 0.0578 0.0025 0.0030
β2 0.0453 0.0455 0.0529 0.0572 0.0027 0.0032
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Table 9: Simulated biases and root mean squared errors (RMSEs) of the GFE, BAI and
LSSC estimation methods for Setting 2(c)
GFE BAI LSSC
Dimension of subspaces Bias RMSE Bias RMSE Bias RMSE
d1 = d2 = d3 = d4 = 1 β1 0.0340 0.0342 0.0165 0.0166 0.0021 0.0023
β2 0.0325 0.0327 0.0164 0.0166 0.0020 0.0022
d1 = d2 = d3 = 1, d4 = 2 β1 0.0364 0.0367 0.0182 0.0183 0.0058 0.0061
β2 0.0348 0.0349 0.0181 0.0182 0.0059 0.0062
d1 = d2 = 1, d3 = d4 = 2 β1 0.0291 0.0293 0.0183 0.0184 0.0021 0.0023
β2 0.0273 0.0276 0.0185 0.0187 0.0020 0.0022
d1 = 1, d2 = d3 = d4 = 2 β1 0.0450 0.0454 0.0193 0.0194 0.0058 0.0061
β2 0.0425 0.0428 0.0193 0.0194 0.0059 0.0062
d1 = d2 = d3 = d4 = 2 β1 0.0428 0.0433 0.0217 0.0217 0.0061 0.0066
β2 0.0398 0.0403 0.0215 0.0216 0.0059 0.0064
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Table 10: Simulated average misclassified rate of the GFE and LSSC clustering methods for
Settings 2(a), 2(b) and 2(c)
Setting 2(a) Setting 2(b) Setting 2(c)
Dimension of subspaces GFE LSSC GFE LSSC GFE LSSC
d1 = d2 = d3 = d4 = 1 0.6005 0.1281 0.4804 0.0177 0.4189 0.0267
d1 = d2 = d3 = 1, d4 = 2 0.5104 0.2741 0.3824 0.1315 0.4215 0.2070
d1 = d2 = 1, d3 = d4 = 2 0.5589 0.3174 0.3738 0.2287 0.3348 0.2372
d1 = 1, d2 = d3 = d4 = 2 0.5624 0.3843 0.3367 0.2179 0.4031 0.2193
d1 = d2 = d3 = d4 = 2 0.5160 0.2149 0.3279 0.0972 0.3492 0.2338
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Table 11: Simulated biases and root mean squared errors (RMSEs) of the GFE, BAI and
LSSC estimation methods for Setting 3 with β = (1, 2) for different values of ρ
GFE BAI LSSC
Bias RMSE Bias RMSE Bias RMSE
β1 0.1205 0.1237 0.2599 0.2826 0.0158 0.0323
β2 0.1171 0.1204 0.2507 0.2758 0.0167 0.0324
ρ = 0.3 -0.0174 0.0210 -0.0453 0.0795 -0.0012 0.0171
β1 0.1235 0.1277 0.2291 0.2527 0.0167 0.0316
β2 0.1166 0.1198 0.2231 0.2472 0.0179 0.0310
ρ = 0.5 -0.0159 0.0198 -0.0477 0.0834 -0.0027 0.0108
β1 0.1205 0.1246 0.2548 0.2749 0.0163 0.0304
β2 0.1245 0.1294 0.2451 0.2667 0.0166 0.0315
ρ = 0.7 -0.0094 0.0146 -0.0492 0.0726 -0.0016 0.0090
β1 0.1342 0.1388 0.2440 0.2627 0.0155 0.0312
β2 0.1299 0.1337 0.2332 0.2538 0.0156 0.0303
ρ = 0.9 -0.0157 0.0185 0.0507 0.0804 -0.0015 0.0088
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Table 12: Simulated biases and root mean squared errors (RMSEs) of the LSSC estimation
method for Setting 3 with β = (1, 2) for different sample sizes N1 = N2 = N3 = N
β1 β2 ρ
N Bias RMSE Bias RMSE Bias RMSE
20 0.1063 0.6192 0.009 0.9326 -0.1412 0.9974
30 0.0341 0.1738 0.0133 0.2787 -0.0279 0.2972
40 0.0009 0.1441 -0.0122 0.2007 -0.0379 0.2142
50 0.0025 0.068 -0.0094 0.1206 -0.0253 0.1467
100 0.0003 0.0495 -0.0016 0.0707 -0.0037 0.0958
Table 13: Simulated biases and root mean squared errors (RMSEs) of the GFE, BAI and
LSSC estimation methods for Setting 4
GFE BAI LSSC
Bias RMSE Bias RMSE Bias RMSE
β1 0.1790 0.1830 0.2276 0.2731 0.0272 0.0690
β2 0.1737 0.1784 0.2275 0.2762 0.0289 0.0763
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Table 14: Simulated biases and root mean squared errors (RMSEs) of the GFE, BAI and
LSSC estimation methods when the dimension of subspaces is unknown. The parameters
are β = (1, 2) and N1 = N2 = N3 = 100, T = 10, r = 3. The data generating process is
the same as Setting 1. Rate in the table represents the percentage of identifying the correct
model. The results are based on 100 simulations for each setting.
GFE BAI LSSC
Dimension of subspaces Bias RMSE Bias RMSE Bias RMSE Rate
d1 = d2 = d3 = 1 β1 0.1263 0.1271 0.0055 0.0067 0.0010 0.0023 92%
β2 0.1281 0.1290 0.0059 0.0073 0.0002 0.0019
d1 = d2 = d3 = 2 β1 0.1516 0.1538 0.3111 0.3321 0.0032 0.0054 93%
β2 0.1530 0.1548 0.3182 0.3406 0.0041 0.0059
d1 = d2 = 2, d3 = 1 β1 0.1171 0.1192 0.1958 0.2243 0.0024 0.0055 71%
β2 0.1184 0.1205 0.1951 0.2236 0.0026 0.0061
d1 = 2, d2 = d3 = 1 β1 0.1396 0.1338 0.0826 0.1021 0.0018 0.0033 67%
β2 0.1410 0.1353 0.0848 0.1054 0.0016 0.0033
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S8. Lists of Grouped Countries for the Real Data Example in Section 7
• Group 1 (45 countries): Argentina, Australia, Bangladesh, Burkina Faso, Burundi,
Cameroon, Canada, Chile, Congo, Costa Rica, Denmark, Dominican Rep., Ecuador,
El Salvador, France, Gambia, Ghana, Guatemala, Honduras, Iran, Israel, Italy, Ja-
maica, Jordan, Kenya, Luxembourg, Malawi, Malaysia, Morocco, Nepal, New Zealand,
Nicaragua, Nigeria, Norway, Paraguay, Peru, Philippines, Romania, Spain, Sweden,
Togo, Trinidad and Tobago, United States, Venezuela, Zambia.
• Group 2 (24 countries): Algeria, Belgium, Bolivia, Brazil, China, Colombia, Egypt,
Finland, Greece, Indonesia, Ireland, Japan, Korea, Lesotho, Mali, Netherlands, Niger,
Portugal, Rwanda, South Africa, Sri Lanka, Tunisia, United Kingdom, Uruguay.
• Group 3 (21 countries): Austria, Barbados, Benin, Chad, Gabon, Guinea, Hungary,
Iceland, India, Madagascar, Mauritius, Mexico, Panama, Senegal, Switzerland, Syria,
Tanzania, Thailand, Turkey, Uganda, Zimbabwe.
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