We perform a uniform, systematic X-ray spectroscopic analysis of a sample of 38 galaxy clusters with three different Chandra calibrations. The temperatures change systematically between calibrations. Cluster temperatures change on average by roughly ∼ 6% for the smallest changes and roughly ∼ 13% for the more extreme changes between calibrations. We explore the effects of the Chandra calibration on cluster spectral properties and the implications on Sunyaev-Zel'dovich effect (SZE) and X-ray determinations of the Hubble constant. The Hubble parameter changes by +10% and −13% between the current calibration and two previous Chandra calibrations, indicating that changes in the cluster temperature basically explain the entire change in H 0 . Although this work focuses on the difference in spectral properties and resultant Hubble parameters between the calibrations, it is intriguing to note that the newer calibrations favor a lower value of the Hubble constant, H 0 ∼ 60 km s −1 Mpc −1 , typical of results from SZE/X-ray distances. Both galaxy clusters themselves and the details of the instruments must be known precisely to enable reliable precision cosmology with clusters, which will be feasible with combined efforts from ongoing observations and planned missions and observatories covering a wide range of wavelengths. Subject headings: cosmic background radiation -cosmology: observations -distance scale -X-rays:
), X-ray (eROSITA; e.g., Predehl et al. 2007 Predehl et al. , 2006 , and weak-lensing (Pan-STARRS, HSC, LSST, etc.; e.g., Kaiser 2004; Miyazaki et al. 2006; Ivezic et al. 2008) promise to provide unprecedented statistical samples of galaxy clusters that will enable precision cosmology with galaxy clusters. Therefore it is important to consider possible systematics inherent to using clusters as tools of cosmology.
Traditionally SZE/X-ray estimates of the Hubble parameter tend to be low (for details see, e.g., Birkinshaw 1999; Carlstrom et al. 2002) , with a few exceptions (e.g., Mason et al. 2001 ). However, a recent study of 38 galaxy clusters using data from Chandra and the OVRO/BIMA SZE imaging project find H 0 ∼ 74 km s −1 Mpc −1 , consistent with other probes, such as the Hubble Space Telescope (HST) H 0 key project (Freedman et al. 2001) , supernova results (e.g., Hicken et al. 2009) , and recent CMB primary anisotropy results (e.g., Komatsu et al. 2009 Komatsu et al. , 2010 . Previous work using the same SZE data but ROSAT and ASCA X-ray data for 18 galaxy clusters find H 0 ∼ 60 km s −1 Mpc −1 (Reese et al. 2002, hereafter R02) . We explore the effects of the Chandra calibration on cluster X-ray spectral properties and their subsequent effects on the inferred H 0 , through an X-ray spectral analysis of Chandra archival data of SZE clusters. We perform a uniform, systematic spectroscopic X-ray analysis of 38 galaxy clusters, comparing the effects of three different Chandra calibrations on galaxy cluster properties. The clusters are chosen from a sample used for SZE/X-ray distance measurements (Bonamente et al. 2006, hereafter B06) , facilitating the exploration of how the effects of the calibration affect the inferred Hubble parameter.
B06 find much less model dependence than one might naively expect for determinations of H 0 from SZE/X-ray determined distances and therefore we focus on the simplest case, the isothermal β-model (Cavaliere & Fusco-Femiano 1976 , 1978 . In addition, a simple isothermal model will make it easier to isolate the effects of the different Chandra calibrations on individual spectral properties, such as cluster gas temperature, T e , and the X-ray cooling function, Λ, and how these differences propagate into cosmological parameter determinations. Because H 0 ∝ T 2 e /Λ(T e ), the Hubble constant provides a good test case for tracking the effects of cluster temperature on cosmological parameters.
The rest of the paper is organized as follows. We begin with a short pedagogical discussion on modeling of the X-ray emission from galaxy clusters in Section 2 with particular attention to its potential systematic uncertainties. Chandra data reduction and spectroscopic analysis for the three Chandra calibrations are discussed in Section 3. Implications for the Hubble constant are explored in Section 4 and more general implications are discussed in Section 5. Chandra calibrations 3.1.0, 4.1.4, and 4.2.2 are considered and are referred to more simply as 3.1, 4.1, and 4.2. Throughout this paper, all uncertainties are at 68% confidence and we adopt a flat, Λ-dominated cosmology with Ω m = 0.27 and Ω Λ = 0.73 consistent with recent Wilkinson Microwave Anisotropy Probe (WMAP) results (Komatsu et al. 2010 (Komatsu et al. , 2009 . As is the convention the Hubble constant is sometimes expressed as h, defined as H 0 = 100 h km s −1 Mpc −1 .
MODELING X-RAY SURFACE BRIGHTNESS OF GALAXY CLUSTERS FOR ESTIMATING THE HUBBLE CONSTANT 2.1. Theoretical modeling
We start with a pedagogical discussion of X-ray emission from galaxy clusters in order to elucidate important details relevant to this work and differences within the literature. We denote the X-ray emissivity [erg s −1 cm −3 keV −1 ] at the source as
where L X is X-ray luminosity, E is photon energy, V is volume, T = T e is the cluster temperature, Z is metallicity relative to solar, n e is the electron density, and we use the index "source" for clarity to indicate variables defined at the source position (with redshift z). The function λ(E source ; T source , Z source ) [erg s −1 cm 3 keV −1 ] depends on the temperature T source and the metal abundance Z source of the source, and is given by the theoretical model. Consider X-ray photons isotropically emitted from the source of physical size ∆x∆y∆ℓ (with ℓ chosen to be along the line of sight of the observer at z = 0) with energy range E source ∼ E source + ∆E source for a time interval ∆t source . Then the total number of the photons is given by
The ideal observer (with perfect efficiency) receives the same number of photons from the solid angle of the source ∆Ω obs ≡ ∆θ x ∆θ y = ∆x∆y/d 2 A for a time interval ∆t obs with energy range E obs ∼ E obs + ∆E obs , where those variables with index "obs" are defined at the observer's frame, and d A is the angular diameter distance to the source. If we denote the "differential" surface brightness of the source as
then the number of photons in the observer's frame is given by N obs X = 4πd 
where d com is the comoving distance to the source at redshift z. Since the number of photons in both frames is invariant, N 
where we use E source = (1 + z)E obs , ∆t source = ∆t obs /(1 + z), and
If the profile along the line of sight is properly taken into account, ∆ℓ in the above equation will be replaced by the integration along the line of sight:
Then the surface brightness of the source, S theory X
[erg s −1 cm −2 arcmin −2 ], defined at the observer's frame is given by
where the cooling function Λ theory (T source ) [erg s −1 cm 3 ] is given by
Note that Λ theory (T source ) indeed depends on Z source as well, but we do not write it explicitly for simplicity of notation.
2.2. From observed photon counts to surface brightness In real observations, we have to take account of the overall response function of the detector and the telescope, whose effect is expressed by the energy-dependent effective area A(E obs ) [ . In addition to covering different energy ranges, ROSAT and Chandra treat exposure maps differently, which leads to different treatments of the "cooling function". Therefore one must be careful when comparing emissivity and surface brightness results even in cgs units. Of course, a "count" in different observatories corresponds to different energy photons, on average, so "detector" unit results most often can not be compared directly either. Choosing E fid = 1 keV in B06 is effectively arbitrary but does roughly correspond to where Chandra is most sensitive and corresponds to the energy at which the exposure maps used in their analysis were computed. We follow suit and adopt E fid = 1 keV for a more straight-forward comparison.
Finally the effective cooling function depends on Z source and z in addition to T source , but we write it as Λ eff (T source ) for simplicity. Equations (9) and (10) are now combined to give
Comparing this equation with Equation (7), we find that if we define the quantity:
then we obtain
Again it should be noted that S obs
is not directly related to the surface brightness S theory X , but this notation follows that used in the literature.
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In any case, if the effective cooling function is independent of the line-of-sight integral of Equation (13), such as in the isothermal case considered here, we can estimate the density squared integrated along the line of sight as
Even though S obs X and Λ eff (T source ) are not the direct observational counterparts of S theory X and Λ theory (T source ), respectively, their ratio may be used to estimate the left-hand-side in the above equation.
2.3. Breakdown of factors important for determining H 0 with different calibrations As discussed previously, the X-ray emission is
Since the observed SZE temperature decrement is proportional to the pressure integrated along the line-of-sight,
the angular diameter distance, d A , can be estimated by taking advantage of the different dependencies on n e . The frequency dependence of the SZE, f (ν,Te) , also depends on temperature when relativistic effects are considered (e.g., Itoh et al. 1998; Challinor & Lasenby 1998) . Eliminating n e in favor of ∆ℓ yields
Therefore the estimated Hubble constant should be proportional to
where we assume that the values of ∆T SZE and N obs X are not affected by the change of the calibration. Details on the calculation of distances from the analysis of X-ray and SZE data can be found elsewhere (e.g., Birkinshaw et al. 1991; Birkinshaw 1999; Reese et al. 2002) . The dependence of f (ν,Tsource) on T e is weak and we neglect it in the rest of this section, although we do include it in the distance and Hubble constant calculations from the data (Section 4).
Thus the ratio of the estimates of H 0 from two different calibrations, 1 and 2, is finally written as
Equation (19) can be rewritten in a form useful in understanding the error budget of the estimate of H 0
where Λ eff 2 (T 1 ) is the effective cooling function using the temperature from observation 1 but the effective area corresponding to observation 2. Because it enters the H 0 calculation squared, the effects of the calibration on T e will have the greatest impact. For instance, a ∼ 10% change in T e would result in a ∼ 20% change in the derived Hubble parameter.
The product of the third and fourth factors indicates the effect of the different effective areas evaluated at the same temperature (and same abundance). More specifically it is given by
The above factors may change the inferred Hubble parameter by several percent (see Figure 1 in Section 3.2).
3. SPECTROSCOPIC TEMPERATURE OF SZE CLUSTERS WITH Chandra We determine the spectroscopic temperature of all 38 clusters used in the B06 analysis with three different versions of the calibration database and corresponding ciao versions: calibration versions 3.1.0, 4.1.4, and 4.2.2 with ciao versions 3.4, 4.1.2, and 4.2. These calibrations will be referred to as 3.1, 4.1, and 4.2 hereafter.
The most significant change between the 3.1 and 4.1 calibrations is the updated high-resolution mirror assembly (HRMA) effective area in version 4.1. A new effective area model was developed after revisiting the ground calibration data and ray-trace model, prompted, in large part, by differences in inferred temperatures of massive galaxy clusters between Chandra and XMM-Newton. The newer effective area at low energy (E < 5 keV) is 10% lower than that of the older calibration.
1 The main change in calibration version 4.2 is the AXAF CCD imaging spectrometer (ACIS) contamination model.
2 Based on external calibration source (ECS) measurements, separate ACIS-I and ACIS-S models were developed. An offset was added to normal exponential evolution of the contamination model for ACIS-S, 3 while there is no such offset applied for ACIS-I. We note that there are a lot of other minor changes between 4.1 and earlier versions, and between 4.1 and 4.2. These more minor changes also have the potential to affect changes in the estimated cluster temperatures but to a much lesser extent than the changes outlined above.
Data Reduction
All available archival Chandra data for the 38 galaxy clusters in our sample are used in the analysis. This includes all data used in B06 as well as observations available at the time but not included and new observations since that time that are in the public archive. There are 87 observations among the 38 galaxy clusters, not including two observations of A0267 that have 1 ks of observation time that were not used. The data are summarized in Table 3 . Cluster position, redshift, H I column density (Dickey & Lockman 1990) , observation identification number, ACIS configuration (ACIS-I or ACIS-S), and livetime (effective integration time) are shown. Redshift references may be found in B06.
The data are reduced with each of the three different versions of the calibration database 3.4, 4.1, and 4.2. The data are processed starting with the level 1 events data, removing the cosmic ray afterglow correction, and generating a new bad pixel file that accounts for hot pixels and cosmic ray afterglows. Using the newly generated bad pixel file, the charge transfer inefficiency correction, time-dependent gain adjustment, and other standard corrections are applied to the data. The data are filtered for ASCA grades 0, 2, 3, 4, 6 and status=0 events and the good time interval data provided with the observations are applied. Periods of high background count rate are excised using an iterative procedure involving creating light curves in background regions with 259 s bins (following the ACIS "Blank-Sky" Background File reduction), and excising time intervals that are in excess of 3 σ (=rms) from the mean background count rate. This sigma clipping procedure is iterated until all remaining data lie within 3 σ of the mean. The final events list is limited to energies 0.7-7.0 keV to exclude the low-and high-energy data that are more strongly affected by calibration uncertainties.
Lightcurve filtering is performed on background regions chosen for each observation. Three circular regions, masking out any intervening point sources, are used as the background regions. Investigation of deep blank-sky exposures shows that front-illuminated (FI) and back-illuminated (BI) chips have different responses (Bonamente et al. 2004 ). In particular, the BI chips are basically constant over the chip but there is a gradient in the FI chips that depends on the distance from the readout nodes. For observations taken in the ACIS-S configuration, the cluster observation falls on a BI chip. In these cases, background regions are chosen at the periphery of the BI chip, away from the cluster emission. For observations taken in the ACIS-I configuration, there are four main FI chips. The cluster falls on one of those chips (I3). Background regions are chosen from the three remaining chips (I0, I1, and I2), one region for each chip, using locations at the same distance from the readout nodes as the cluster.
To facilitate point source detection, images and exposure maps are constructed. Images are created by binning the data by a factor of 4, resulting in a pixel size of 1 ′′ .97. Exposure maps are constructed for each observation at an energy of 1 keV. For clusters with multiple data sets, the observation with the longest exposure time is used for point source detection. A wavelet based source detector is used to find and generate a list of potential point sources. The list is examined by eye, removing bogus or suspect detections, and then used as the basis for our point source mask.
Spectra are extracted from the cluster using a region that encompasses 95% of the galaxy cluster counts, accounting for point sources that fall within the region of interest. The same wavelet based source detection algorithm as for point source detection is used to find the cluster by having it search for large scales (compared to the point-spread function (PSF)) and determine the initial extraction region. The center of the ellipse returned by the source detector is adopted as the center of the extraction region and the semimajor and semiminor axes of the ellipse are combined in quadrature and its square root used as the radius for the circular extraction region. Background subtracted counts are then computed in annuli out to the initial extraction radius and the region encompassing 95% of the cluster counts is adopted as the final extraction radius. This provides a formulaic method of constructing spectral extraction regions.
Calibration version 4.1 is used to construct background and spectral extraction regions that are then used for the other two reductions. This provides a uniform reduction and systematic analysis procedure that isolated the effects of the calibration. Using these regions, spectra are extracted and responses computed for each observation. Multiple observations for a given cluster each have spectra and response files that are then simultaneously fit to a thermal spectrum.
Spectral Analysis
Following Bonamente et al. (2006 Bonamente et al. ( , 2004 , XSPEC (Arnaud 1996; Dorman & Arnaud 2001 ) is used to model the intracluster medium (ICM) with a Raymond−Smith spectrum (Raymond & Smith 1977) accounting for galactic extinction, with solar abundances of Feldman (1992) , and cross sections of Balucinska-Church & McCammon (1992) with an updated He cross section (Yan et al. 1998 ). The analysis uses data in the 0.7-7.0 keV energy range. We use the "cstat" statistic in XSPEC, essentially the so-called Cash-statistic (Cash 1979) , to properly account for low count spectral bins. Using the χ 2 statistic in such cases will result in biased spectral parameters. We perform a Markov Chain Monte Carlo (MCMC) analysis, allowing us to compute proper uncertainties on the X-ray cooling function, Λ eff , which also enters the distance calculation and is derived from the spectral parameters from the MCMC chain.
A simultaneous fit is performed to all data sets of a given cluster. Responses for each individual cluster observation may be quite different even for the same cluster. In particular, the FI and BI ACIS chips show considerably different responses. Therefore, for clusters with multiple observations, each individual observation is modeled independently, using their individual response and background spectra. Normalizations of the model are allowed to vary for each data set while the temperature and abundance are linked between the different data sets. Redshift and column density are held fixed, adopting the Dickey & Lockman (1990) N H values (See Table 3 ).
Markov chains are run for 100,000 iterations. We drop the initial 5000 iterations for the burn-in period but the results are insensitive to that choice. The X-ray cooling function, Λ eff , is computed at each step in the Markov chain, enabling the folding of uncertainties of the spectral parameters to the computed Λ eff . Best-fit parameters and confidence intervals are computed from the cumulative distribution with 50%, 16%, and 84% probability, corresponding to the median and 68% confidence interval. The resultant probability distribution functions for each fit and derived parameter of each cluster are visually inspected. Convergence and mixing are checked with the Geweke Z-statistic (Geweke 1992) .
For clusters with multiple observations, a weighted average effective area as a function of energy is used to compute the X-ray cooling function. The weighted average effective area, A avg (E), is the average effective area weighted by the livetime (effective integration time) of each observation, A avg (E) = ( A i (E) * t i )/ t i , where A i (E) is the effective area of observation i, t i is the livetime of observation i, and the sum is over the number of observations for that cluster. The weighted average effective area is used to compute Λ eff at each step in the Markov chain and determine the best-fit value and 68% confidence interval. , where x is either 3.1 (red) or 4.1 (blue). In addition to the changes seen between 1 and 2 keV in both ACIS-I and ACIS-S observations, ACIS-S observations also exhibit appreciable differences between the 3.1 and 4.1/4.2 calibrations in the 2−5 keV range. The vertical dotted lines mark the 0.7-7.0 keV energy range used in this analysis.
Spectral Results
The newest calibration version, 4.2, will be used as the baseline for comparison with the other two calibrations throughout the analysis. We define the mean ratio of parameter P between calibrations as
where i denotes the value for each individual cluster, x refers to 3.1 or 4.1, and N cl is the number of clusters used in the calculation.
Examples of the differences in the effective area for the different calibrations are shown in Figure 1 for both ACIS-I (CL0016+1609; top) and ACIS-S (MS1054.5-0321; bottom) observations of galaxy clusters. Shown are the effective areas (left) and fractional residuals from the 4.2 calibration (right) for the 3.1 (red), 4.1 (blue), and 4.2 (black) calibration versions. The vertical dotted lines denote the 0.7-7.0 keV energy range used in this analysis. Residuals are defined as ∆A/A 4.2 = (A x − A 4.2 )/A 4.2 , where x refers to 3.1 or 4.1. The same definition of residual applies to the other cluster properties with A replaced by the parameter of interest. The resulting temperatures follow the same trends as the normalization of the effective areas (T e ∝ A(E)).
The results from the Markov chain analysis are summarized in Table 4 for all three calibration versions. The basic trend is as expected from the calibration notes and the effective area curves, T e . A2163 appears in the table twice. Following the methodology outlined above results in what seems like unrealistically high temperatures, 16 − 20 keV between the calibrations. In addition, the combination of its formally small uncertainties and it being very far from the mean inferred Hubble parameter (due to its high T e ) causes undue influence on the resultant Hubble parameter (see Section 4). This cluster is among a handful of clusters that are known to have H I column densities that are significantly different from the Dickey & Lockman (1990) values (e.g., Govoni et al. 2004) . When adopting the updated column density of 18.7 × 10 20 cm −2 (Govoni et al. 2004 ) instead of the Dickey & Lockman (1990) value of 12.1 × 10 20 cm −2 the temperatures and other parameters change significantly because the column density strongly affects the lower energy part of the spectrum. The updated temperatures are in the range 10 − 14 keV, placing A2163 more in line with previous results and closer to the mean Hubble constant from the other clusters, lessening the impact from this single cluster. As an aside, also note that a newer H I column density study yields an even lower value of 10.9 × 10 20 cm −2 (Kalberla et al. 2005) . Choosing an updated H I column density destroys our uniform, systematic study by treating one cluster special. It is tempting to throw out this cluster to keep the uniformity. We therefore present results for both the Dickey & Lockman (1990) and Govoni et al. (2004) N H values and also explore the effects of removing A2163 from the sample. Initially A2163 has a large impact on the final H 0 value. However, once the new value of N H is adopted, A2163 basically has no effect on the results. Table 4 shows the results for both column density values. The figures show results for only the adopted updated N H value and a star is used to denote A2163 to distinguish it from the other clusters. R02 adopted N H values from spectral fits where available (five clusters), used the value from the Bell Labs H I survey (Stark et al. 1992 ) as adopted in a detailed analysis for that one cluster (Donahue et al. 1999) , and adopted the DL values (Dickey & Lockman 1990) for the remaining clusters. In particular, the adopted value for A2163 is N H = 16.5 × 10 20 cm −2 (Elbaz et al. 1995) . A quick spectral fit to the Chandra data including N H as a free parameter suggests N H ∼ 16 × 10 20 cm −2 . Further investigation is beyond the scope of this work. We are concerned with the overall differences between calibrations more so than the values of the individual derived quantities for a particular cluster. Figure 2 shows the comparison of the temperatures from the version 3.1 (red) and 4.1 (blue) calibration versus that of the 4.2 calibration (left) along with the fractional residuals compared to the 4.2 calibration results (right). Also plotted are the ASCA results (green) for the 17 overlapping clusters used for SZE/X-ray distances using the same SZE data as B06 but using ROSAT and ASCA data (R02). The dotted line shows the one-to-one correspondence. There is a clear division between the 3.1 and 4.1 results on either side of the equality line, with 3.1 falling above the relation and 4.1 falling below, clearly seen in the residuals. A2163 results are shown with stars.
The mean ratios between temperatures are 
where the above uncertainty is simply the rms in the ratio. The changes between the two older calibrations and the newest are roughly the same order (∼ 6%) but in different directions. Therefore, the average change in temperatures between the 3.1 and 4.1 calibrations is of order ∼ 12%, which would produce a ∼ 24% difference in the inferred Hubble Effective cooling function determinations using calibration versions 3.1 (red) and 4.1 (blue) are compared against emissivities using the new 4.2 calibration results. The dotted black line shows the equality relation. Error bars show 68% confidence statistical uncertainties and the A2163 results are denoted by stars. Points are slightly offset along the x-axis in both cases in order to make it easier to distinguish between the different calibrations.
The mean ratios comparing against the B06 results are 
Therefore it is likely that there is a small (∼ 5%) overall systematic between the spectral analysis of B06 and this work. Given the various decisions on background regions, spectral extraction regions, and so forth, this is reasonable agreement. This analysis removes those uncertainties between analyses by performing the same systematic analysis on the same data for three different Chandra calibration versions. We focus on the differences between the calibrations rather than the values themselves. The mean ratios of the temperatures as well as other parameters considered here are summarized in Table 1 . The abundances from the spectral fits (left) and the fractional residuals with the 4.2 results (right) are plotted in Figure 3 . Again calibration versions 3.1 (red) and 4.1 (blue) are plotted against the 4.2 calibration and the dotted line shows equality. Also shown are the ASCA abundances adopted in R02 . There is no clear trend in the Chandra results as is the case for the temperatures. There is a mild offset between the Chandra and ASCA metallicities. The ASCA results are compiled from the literature and the data are not uniformly analyzed, the abundances used for the analyses often differing. The abundances do change the effective cooling functions, Λ eff . However, the effects of metallicity on Λ eff are small, typically on the order of ∼ 1% and 5% even for changing the abundance by factors of 2 or 3.
Derived effective cooling functions from the spectral analysis (left) and corresponding fractional residuals from the 4.2 calibration (right) are illustrated in Figure 4 . Results for calibration versions 3.1 (red) and 4.1 (blue) are shown against that of version 4.2. The equality relation is also shown. There is a clear trend for Λ eff to be greater in 3.1 and 4.1 compared to the 4.2 results but as shown by the residuals, it is a small effect, < 4% for 3.1 and < 2% for the 4.1 results.
The abundance of metals does not directly enter the distance calculation. However, it indirectly enters through the Xray cooling function, Λ eff . The X-ray temperature also indirectly enters the calculation through relativistic corrections to the frequency dependence of the SZE, f (ν,Te) , where ν is the frequency of the observations (see Section 4). Mean ratios and rms's for the temperature, abundance, X-ray cooling function, SZE frequency function including relativistic corrections , the effective area at 1 keV, and angular diameter distance (see Section 4) are summarized in Table 1 .
IMPLICATIONS TO THE ESTIMATE OF H 0
Direct angular diameter distances, d A , from a combined SZE and X-ray analysis are straight forward to compute, in theory, (see, for example Birkinshaw et al. 1991; Reese et al. 2002; Bonamente et al. 2006) , particularly for the simple isothermal β-model. The actual observations and parameter extraction from the data are not as straight forward. We concern ourselves here with only the components of the distance calculation that involve X-ray spectral properties or are derived from them. SZE/X-ray derived distances have the following dependence on X-ray spectral properties
where T e is the electron temperature, Λ eff is the effective X-ray cooling function (see Section 2.2), and f (ν,Te) is the spectral dependence of the SZE at frequency, ν, including relativistic corrections, which depend on T e (e.g., Itoh et al. 1998; Challinor & Lasenby 1998) , S X is the X-ray surface brightness that depends on the effective area that changes between the calibrations, A(E) is the effective area of the observatory, and we have used the fact that S X ∝ N X /A(E fid ), where N X is the number of observed counts and is constant. Since the exposure maps are all computed at 1 keV, S X simply changes by the ratio of effective areas at E fid = 1 keV. It is not immediately obvious how the spectral results will affect the final Hubble constant due to the complexity of the dependencies on spectral parameters. However, it is clear that a ∼ 10% change in T e will have an appreciable effect on the distances and therefore on the inferred Hubble constant. Cluster spatial properties from β-model fits (B06) are adopted for the distance calculation. X-ray spectral properties from this analysis for the three calibrations are combined with the adopted cluster spatial properties in order to compute distances to each galaxy cluster. We estimate the uncertainty on d A by backing out the X-ray spectral variable uncertainty from the published uncertainty and including the new Chandra calibration spectral result uncertainties assuming everything adds in quadrature. Namely we compute the uncertainty in d A by
where x refers to one of the three calibrations of this work and B06 refers to the published values (B06). The average of the positive and negative uncertainties is used for the uncertainty. This method preserves, as best we can, the correlations among the parameters. In particular, r c and β from the β-model are strongly correlated (for an example in this context see Reese et al. 2000) . However, the spectral results are independent of the β-model. Therefore we can preserve this correlation through uncertainty propagation with this method. The temperature uncertainty comes with a factor of 2 because the angular diameter distance is inversely proportional to temperature squared,
e . We include the additional sources of statistical uncertainty, ∼ 19%, from Table 3 of B06 by adding in quadrature to the uncertainties computed from Equation (26). These total statistical uncertainties are then used for the H 0 calculation and are summarized in Table 4 , which shows the derived angular diameter distances with 68% statistical uncertainties.
The Hubble constant is computed by performing a χ 2 fit to the cluster distances using the theoretical angular diameter distance relation for a flat, Λ-dominated universe with Ω Λ = 0.73 and Ω m = 0.27 consistent with the WMAP results (Komatsu et al. 2010 (Komatsu et al. , 2009 ). The resulting angular diameter distances for the full sample and updated N H for A2163 yield
where the uncertainties are statistical only at 68% confidence with χ 2 = 40.6, 34.4, 38.8 for 37 degrees of freedom for the 3.1, 4.1, and 4.2 calibrations respectively. Solely from the changing calibration, taking the 4.2 calibration as the baseline, H Table 1 ).
In Figure 5 , we plot the angular diameter distances (top) and corresponding Hubble constants (bottom) determined using the results from the 3.1 (red), 4.1 (blue), and 4.2 (black) calibrations for each cluster. In both cases, the right panels show the fractional residuals from the 4.2 calibration results. Results from R02 are also plotted for comparison and denoted as ASCA (green). The best-fit theoretical angular diameter distance relations (top) and corresponding Hubble constants (bottom) are also shown. Angular diameter distances are also summarized in Table 4 for each of the calibrations. Uncertainties are 68% confidence and include both the uncertainty from the fit and the additional sources of statistical uncertainty from Table 3 of B06 . In general, the distances follow the trends expected from the temperatures, namely, d
A , indicating that the temperature changes dominate the changes in distances. Hubble parameters are computed from the determined angular diameter distances using χ 2 for the original N H = 12.1×10 20 cm −2 for A2163, the updated A2163 N H , and excluding A2163 from the fit for each of the three calibrations. The results are compiled in Table 2 , where the uncertainties are 68% confidence statistical uncertainties and the number in parentheses is the χ 2 at the best-fit value. Hubble parameters are computed from χ 2 fits for the 17 clusters that overlap in the R02 sample, becoming 16 clusters when A2163 is excluded. A simple average is also computed for each case by first converting the d A for each cluster into a Hubble parameter and then averaging. Finally, a χ 2 fit is done for the published values of B06 and R02 both including and excluding A2163. Table 2 summarizes the full set of Hubble parameter estimates. The beginning of each section marks the H 0 estimation method (χ 2 or average) followed by the number of clusters used in each calculation. The last two sections are the results of performing χ 2 fits both including and not including A2163 using the published distances from B06 and R02. In the case of R02, the first entry includes the entire sample of 18 clusters although only 17 of which overlap with the B06 sample. A fit of just those 17 appears in the second column and then the results without A2163 in the third column.
Using the means of the ratios of the X-ray spectral parameters with respect to the calibration version 4.2 results (Table 1) 
DISCUSSION
We perform a uniform, systematic spectral analysis of 38 galaxy clusters using three different Chandra calibrations and find significant differences in the inferred spectral properties of galaxy clusters between the calibrations. Using the newest calibration, 4.2, as the baseline to which to compare, the temperatures change ∼ 6% on average in the 3.1 and 4.1 calibrations, but in opposite directions. In particular, the temperature changes between the extreme cases (3.1 and 4.1) show a ∼ 13% difference in T e , on average. These results are consistent with an analysis of 10 galaxy clusters that found the 4.1 calibration results yield ∼ 10% lower temperatures than the 3.1 calibration (Gaetz 2009 ). The differences in spectral properties of galaxy clusters between the calibrations may have profound implications on inferred cosmological parameters from galaxy cluster studies.
Using the simple isothermal β-model as a vehicle we explore the ramifications of the effects of the Chandra calibration on a particular cosmological application, distances to galaxy clusters from a combined analysis of SZE and X-ray data. Because H 0 ∝ T 2 e , changes in cluster temperatures have a potentially large impact on the inferred Hubble parameter. The 3.1, 4.1, and 4.2 calibrations imply Hubble constants of 70.0, 55.4, and 63.7 km s −1 Mpc −1 using the updated column density for A2163 results. The results remain essentially unchanged when removing A2163 from the sample to preserve the uniformity of the analysis to the last detail. Simply from the effects of the Chandra calibration, the 3.1 results yield a 10% higher H 0 than the most recent 4.2 calibration and the 4.1 results yield a 13% lower H 0 than the 4.2 calibration results. This is in rough agreement with what the mean ratios of temperatures would predict, 13% and 14% effects for the 3.1 and 4.1 calibrations, respectively. This strongly suggests that, although there are a number of quantities that change with the spectral results, the change in T e is, by far, the most important when considering SZE/X-ray derived distance based estimates of the Hubble parameter. In the most extreme case, comparing the 3.1 to the 4.1 results, there is a ∼ 24% change in the Hubble parameter due to the change in Chandra calibration.
Although the isothermal assumption is over-simplistic, it is sufficient to study the effects of the new calibration on SZE/X-ray derived distances. B06 showed that the Hubble parameter estimates from SZE/X-ray distances do not depend as strongly on the model as one might naively believe. In particular, the isothermal β-model yields results consistent with the more sophisticated hydrostatic equilibrium model and an isothermal β-model with the central regions of the X-ray data removed that they considered. This simple isothermal β-model also facilitates isolating the effects that the different spectral parameters have on the distances and therefore on the Hubble constant.
SZE/X-ray distances tend to favor a Note. -DL is the Dickey & Lockman (1990) H I survey. The first row of each section describes the type of H 0 calculation (χ 2 or average) followed by the number of clusters used in the fit for each of the three cases considered. The numbers in parentheses are the χ 2 value at the best fit. The last two sections are fits to the published B06 and R02 distances. For R02, the first column is the full sample of R02, the second column include the 17 overlapping clusters with this work, and the third column then also excludes A2163 from the χ 2 fit. Reese et al. 2002 ) with a few exceptions (e.g., Bonamente et al. 2006; Mason et al. 2001) . This is in contrast to other probes that favor H 0 ∼ 70 km s −1 Mpc −1 , such as the HST H 0 key project (Freedman et al. 2001) , recent supernova results (e.g., Hicken et al. 2009 ), and recent WMAP results (Komatsu et al. 2009 (Komatsu et al. , 2010 . Potential systematics in SZE/X-ray derived estimates of H 0 are still formidable (see for example, Birkinshaw et al. 1991; Hughes & Birkinshaw 1998; Reese et al. 2002; Bonamente et al. 2006) , making the results consistent within the uncertainties. It is still curious that SZE/X-ray distances tend to favor a lower Hubble constant.
One possible explanation of this bias in H 0 from SZE/X-ray determined distances to galaxy clusters is the combined effects from the degree of inhomogeneity and the multi-temperature structure of the ICM (Kawahara et al. 2008a ). The bias vanishes in the limit of an isothermal and homogeneous ICM, an idealized and unrealistic limit. The presence of inhomogeneity in the cluster gas is suggested by a detailed study of the nearby galaxy cluster A3667 (Kawahara et al. 2008b) , which finds 30%−40% rms density fluctuations in that cluster. In addition, 20% rms temperature fluctuations have been seen in Hydra A (Simionescu et al. 2009 ). The theoretical underpinning of the inhomogeneity model was boosted because the nearby galaxy cluster A3667 exhibits the expected lognormal signature (Kawahara et al. 2008b) .
This model implies that the bias in the Hubble constant can be decomposed into three factors
where χ σ , χ T (T ew ), and χ T (T spec )/χ T (T ew ) represent the systematic errors due to the presence of ICM gas inhomogeneities, non-isothermality, and the difference between the spectroscopic (T spec ), and emission-weighted (T ew ) temperatures. Numerical values for each of the above bias factors, of course, depend crucially on the degree of inhomogeneities and the temperature structure of the ICM. However, simulated clusters suggest that these biases are roughly (10 − 30)% overestimate, (0 − 20)% underestimate, and (10 − 20)% underestimate, respectively, resulting in an overall (10 − 20)% underestimate in the Hubble parameter. For analytic expressions and further details, see Kawahara et al. (2008a) . We note that the above result is consistent with the many studies of the statistical and systematic uncertainties in Hubble constant determinations from SZE/X-ray distances (e.g., Inagaki et al. 1995; Kobayashi et al. 1996; Yoshikawa et al. 1998; Hughes & Birkinshaw 1998; Sulkanen 1999; Wang & Fan 2006 ) that find only small biases if any at all. All of these studies use an emission-weighted temperature for the simulated clusters. This corresponds to neglecting the third factor in Equation (30), and thus leading to no substantial bias because the first and second factors coincidentally compensate each other. Mazzotta et al. (2004) are the first to point out clearly that the spectroscopic temperature, T spec , is systematically lower than the emission-weighted temperature, T ew (see also Mathiesen & Evrard 2001; Rasia et al. 2005) , so that the third factor in Equation (30) is essential (Kawahara et al. 2007 (Kawahara et al. , 2008a .
This bias can theoretically be accounted for with more realistic models of the ICM. For example, once the variance of the ICM inhomogeneity is known, a fit to even a simplistic model for the temperature profile largely avoids the bias in H 0 from SZE/X-ray distances (Kawahara et al. 2008a) . Progress on this front will require a multi-wavelength approach combining recent SZE experiments, deep X-ray observations, and weak lensing measurements.
The large potential systematics in SZE/X-ray derived distances and inferred Hubble constant means that the various results are consistent with each other and other probes of H 0 (for detail of the systematics, see, e.g., Reese et al. 2002; Bonamente et al. 2006) . Here, we took a detailed look at one of those systematics, the effect of the Chandra calibration on cluster temperatures. There have been very little work on including calibration uncertainties in X-ray analysis. However, a Monte Carlo approach to incorporate calibration uncertainty for parameter estimation from Chandra ACIS-S observations has been developed (Drake et al. 2006) . Better methods of incorporating uncertainties, especially systematics such as instrumental calibration, will need to be developed.
There are alternative methods to X-ray spectroscopy for determining galaxy cluster temperatures. Theoretical studies of non-parametric deprojection methods of SZE and X-ray imaging data on both idealized and simulated clusters suggest that cluster temperature profiles may be accurately reconstructed without X-ray spectroscopy (Yoshikawa & Suto 1999; Puchwein & Bartelmann 2006; Ameglio et al. 2007 ). Both parametric and non-parametric methods applied to actual SZE and X-ray data also show broad agreement with temperature profiles derived from X-ray spectroscopy (Kitayama et al. 2004; Nord et al. 2009; Mroczkowski et al. 2009 ). Cluster temperatures may also be inferred from SZE data only if one assumes the value for the gas mass fraction of the cluster Joy et al. 2001) . Because these methods use only X-ray imaging data, they do not require the longer exposure times necessary for spectroscopic T e measurements. In addition, these alternative temperature measurements may, in theory, alleviate some of the dependence of derived cosmological parameters on the Chandra calibration. However, most methods currently have large uncertainties on the cluster temperature and are complicated by the fact that they still depend on the Chandra (or other X-ray observatory) calibration through the effective area for both exposure maps and the cooling function calculation.
The determination of galaxy cluster temperatures is particularly important because it is widely used to infer the gravitational mass of clusters. Potential systematics on cluster temperatures will have a strong impact on cosmological parameters when using clusters as probes of cosmology. In particular, temperature systematics will strongly affect the normalization of the matter power spectrum, σ 8 , through the cluster temperature−halo mass relation in conjunction with cluster abundances (e.g., Rasia et al. 2005; Shimizu et al. 2006) .
Analysis of observations of galaxy clusters does have the potential to provide insight into cosmology and has been successful in the past, favoring low Ω M long before hints of a cosmological constant appeared (e.g., White et al. 1993) . Surveys of galaxy clusters have the tantalizing appeal that they probe the growth of structure, one of the few probes to do so, and have the potential to constrain tightly the equation of state of the dark energy (e.g., Bartlett & Silk 1994; Holder et al. 2000; Haiman et al. 2001; Majumdar & Mohr 2004 ). However, in order to realize that potential, both galaxy clusters themselves and the details of the instruments must be understood precisely which will be feasible with combined efforts from ongoing observations and planned missions and observatories covering a wide range of wavelengths. b Both values are considered because A2163 is known to have an N H significantly different from Dickey & Lockman (1990) . b Using N H = 12.1 × 10 20 cm −2 .
c Using N H = 18.7 × 10 20 cm −2 .
