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Развитие моделей, методов и технологий эффективного использования больших 
массивов накопленных, вновь появляющихся структурированных и слабоструктурированных 
данных является одной из центральных задач информатики. Наиболее перспективными 
в области обработки данных являются разделы искусственного интеллекта, называемые 
машинным обучением (Machine Learning) и интеллектуальным анализом данных  
(Data Mining) [1, 2]. 
В настоящее время Machine Learning ассоциируется с индуктивным обучением, 
фактически представляющим собой обучение по прецедентам. В результате обучения строится 
алгоритм, приближающий неизвестную целевую зависимость для объектов как обучающей 
выборки, так и всего исходного множества [3, 4]. Методы и средства интеллектуального 
анализа данных подразумевают обнаружение ранее неизвестных, практически полезных 
и доступных интерпретации закономерностей, которые необходимы для принятия решений 
в прикладных задачах [5, 6]. 
Определяющим этапом машинного обучения и интеллектуального анализа данных 
является обучение по прецедентам, реализуемое на основе анализа содержимого обучающей 
выборки. Однако если в Machine Learning процесс обучения направлен на построение 
алгоритма, то в Data Mining такой подход будет являться методологической ошибкой, 
поскольку искомый алгоритм представляет собой «черный ящик», который практически 
не поддается интерпретации. 
В статье для интеллектуального анализа данных обучение по прецедентам предложено 
реализовать в рамках поиска признаковых подпространств – пространств решений, 
в которых классы не пересекаются. Описан оригинальный метод, который базируется 
на исследовании свойств сочетаний признаков, выявлении и использовании пространств 
решений для автоматического построения классификаторов. 
Метод выявления пространств решений 
Машинное обучение – раздел искусственного интеллекта, нацеленный на изучение 
алгоритмов, способных обучаться. Обучение основано на анализе частных эмпирических 
данных, задаваемых прецедентами, и на практике оно выполняется в рамках решения задачи 
классификации. 
Постановка задачи классификации следующая. 
Пусть X – множество описаний объектов, Y – множество номеров (наименований) 
классов. Существует неизвестная целевая зависимость y*: X → Y, значения которой известны 
только на объектах конечной обучающей выборки Xm = {(x1,y1),…,(xm,ym)}. Требуется построить 
алгоритм a: X → Y, который приближал бы эту целевую зависимость для любого объекта 
из исходного множества X [7]. 
Традиционный подход к решению задачи предусматривает следующую 
последовательность действий. Вначале выбирается некоторая модель алгоритмов 
A = {a: X → Y}; вводится функция потерь L(y,y’) – измерение отклонения алгоритма (y = a(x)) 




( , ) ( ( ), ( ))
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i ii
Q a X L a x y x
m 
  – величина средней ошибки алгоритма a на объектах выборки 
Xm. Затем в модели A строится алгоритм, обеспечивающий минимальное значение средней 
ошибки на всей выборке Xm, argmin ( , )m
a A
a Q a X

 . 
С практической точки зрения слабыми местами такого подхода, в частности, являются 
следующие: 
1) проблема выбора модели алгоритмов, функции потерь и функционала качества 
относится к разряду нетривиальных. Причем реально такой выбор выполняется в ручном 
режиме; 
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2) результатом решения задачи является алгоритм, но интерпретируемых знаний 
(в аспекте интеллектуального анализа данных) извлечь не получается. 
Интеллектуальный анализ данных представляет собой процесс обнаружения 
в наблюдаемых эмпирических данных ранее неизвестных, практически полезных и доступных 
интерпретации знаний, необходимых для принятия обоснованных решений [8]. Фактическим 
результатом такого процесса будут являться, во-первых, выявленные знания, обладающие 
указанными выше свойствами, и, во-вторых, алгоритмы принятия обоснованных решений, 
которые строятся на основе выявленных знаний. 
Процедура обнаружения знаний представляет собой «обучение с учителем» 
и реализуется путем решения задачи в следующей постановке. 
Пусть X – множество описаний, Y – множество допустимых ответов. Существует 
неизвестная целевая зависимость – отображение y*: X → Y, значения которой известны 
на объектах обучающей выборки Xm = {(x1,y1),…,(xm,ym)}. Требуется найти признаковые 
подпространства – пространства решений, в которых классы не пересекаются [9]. 
Предположим, что имеются множество описаний объектов X, множество допустимых 
ответов Y, обучающая выборка Xm = {(x1,y1),…,(xm,ym)}, сформированная на основе словаря 
признаков F = {f1,…,fn}. Обозначим через V = {v1,…,vq} множество всех непустых 
подмножеств, образованных всевозможными сочетаниями признаков из F. Очевидно, 







    подмножеств. 
Выявление среди множества V = {v1,…,vq} признаковых подпространств – пространств 
решений, в которых образы классов, построенные на объектах обучающей выборки, 
не пересекаются, предлагается провести следующим образом: 
выбираем очередное сочетание vi (где  1 ,i q ) и на основе всех его признаков определяем 
соответствующее признаковое подпространство; 
в этом признаковом подпространстве строим образы классов и проводим оценку 
их взаимного размещения; 
сочетание признаков vi включаем в результирующее множество V
* только в том случае, 
когда образы классов не пересекаются. 
В результате анализа всех элементов V = {v1,…,vq} будет построено множество 
V* = {v1
*,…,vt
*}, где 0 ≤ t ≤ q. Если множество V* оказывается пустым, то необходимо 
сформировать новый вариант априорного словаря признаков и искать решение в рамках 
этого словаря. 
Для каждого отдельного подмножества признаков vi
*
  V* формулируем ранее 
неизвестную и выявленную эмпирическим путем закономерность: «в пространстве признаков 
подмножества vi
* классы не пересекаются». Отметим, что в рамках конкретной прикладной 
задачи каждое сочетание признаков vi
* из V* может быть проинтерпретировано, а значит, 
и все выявленные закономерности могут быть проинтерпретированы. 
Каждое сочетание признаков vi
*
  V* определяет пространство решений, 
в котором классы не пересекаются, т. е. для паттернов классов внутри таких пространств 
подтверждается гипотеза компактности, а потому построение классификаторов (алгоритмов 
классификации) принципиальных затруднений не вызывает. 
Построение классификатора на основе пространств решений 
Пусть X – множество описаний объектов, Y = {y1,…,yk} – алфавит классов, 
F = {f1,…,fn}– словарь признаков, где признаком является результат измерения некоторой 
характеристики объекта. 
Признак представляет собой отображение f: X → Df, где Df – множество допустимых 
значений признака. Вектор (f1(x),…,fn(x)) – описание объекта x  X =Df1 × Dfn. Совокупность 
признаковых описаний всех объектов образует обучающую выборку Xm = (x1,…,xm), которая 
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представляет собой матрицу Z =
1 1
1
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  размерности m×n. 
Обозначим через i
m
iZ  матрицу размерности mi x n, образованную на основе всех 
объектов i-го класса (mi – количество объектов i-го класса, i = 1, k , k – количество классов, 







), а через V = {v1,…,vq} множество всевозможных 







   . 
Алгоритм поиска пространств решений должен предусматривать выполнение 
последовательности следующих трех шагов: 
Шаг 1. Берем очередное сочетание признаков vi  V (где i = 1, q ). 
Шаг 2. В матрицах l
m
lZ  (где l = 1, k ) исключаем все столбцы с данными 




WW ,...,11 . 
Шаг 3. Проверяем выполнение условия 
1
( ) , : 1,ji
k mm
i ji
W W i j j k

    . 
Если условие выполняется, то сочетание vi включаем в множество V* и переходим 
к шагу 1, а иначе просто возвращаемся к шагу 1. 
Результатом работы алгоритма является множество V* = {v1
*,…,vt
*}, где 0 ≤ t ≤ q. 
Если это множество оказывается непустым, то переходим к построению классификатора, 
а иначе необходимо перейти к формированию нового варианта априорного словаря признаков 
и далее искать решение в рамках этого словаря. 
Классификатор будет представлять собой алгоритм, предусматривающий выполнение 
следующей последовательности шагов: 
Шаг 1. Из непустого множества V *= {v1
*,…,vt
*} последовательно, начиная с i = 1, 
выбираем сочетание признаков vi
*. 
Шаг 2. В матрицах l
m
lZ  (где l = 1, k ) исключаем все столбцы с данными о признаках, 
не входящих в сочетание vi
*, и получаем матрицы 1 **
1 ,...,
kmm
kW W . 
Шаг 3. В признаковом пространстве, сформированном на основе vi
*, строим кластерные 
структуры 
1 , ... ,
i iv v
kC C  [10]. 
Шаг 4. Если i < t, то переходим к шагу 1, а иначе – к следующему. 
Шаг 5. Берем классифицируемый объект. 
Шаг 6. Последовательно, начиная с i = 1,  выбираем очередное сочетание признаков 
vi
* и в рамках соответствующего признакового пространства находим и присваиваем di 
либо номер кластерной структуры из множества 
1 , ... ,
i iv v
kC C , в которую попал объект, 
либо присваиваем di ноль, если объект не попал ни в одну из кластерных структур. Итогом 
выполнения этого шага будет di – номер класса, к которому был отнесен классифицируемый 
объект. 
Шаг 7. Если i < t, то переходим к шагу 1, а иначе – к следующему. 
Шаг 8. Из сформированного в результате выполнения шагов 6 и 7 множества 
D = {d1,…,dt} по правилу большинства голосов находим номер класса y
* (где 0 ≤ y* ≤ k) 
классифицируемого объекта. 
Отметим, что если y* = 0, то это означает, что классифицируемый объект не является 
представителем ни одного из заявленных классов, и говорят, что он относится к джокер-классу.  
Применение метода для решения задачи классификации 
В настоящее время машинное обучение и интеллектуальный анализ данных относятся 
к числу наиболее перспективных подразделов искусственного интеллекта, связанных 
с изучением методов построения алгоритмов, обладающих способностью обучаться. 
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Решаемые методами Machine Learning и Data Mining задачи принято разделять 
на описательные и предсказательные. Целью описательных задач является выявление 
и наглядное представление ранее неизвестных скрытых внутри данных закономерностей, 
например, проблема поиска паттернов. В предсказательных задачах центральным моментом 
является проблема поиска ответа на вопрос о возможности предсказания закономерностей 
на основе данных, которые появятся позже. Ярким примером в данном случае являются задачи 
классификации. 
В отличие от классического подхода для решения задачи классификации предлагается 
воспользоваться описанным выше методом выявления пространств решений. Сначала 
на основе данных обучающей выборки фактически решить описательную задачу, т. е. отыскать 
пространства решений, в которых паттерны классов не пересекаются. А затем построение 
классификатора реализовать на основе выявленных пространств решений. 
Отличительной чертой предложенного метода решения задачи классификации является 
возможность автоматической классификации, когда на вход подаются данные обучающей 
выборки и без всяких внешних вмешательств на выходе формируется результат классификации 
исследуемого объекта. 
Заключение 
В статье предложен метод классификации, который базируется на исследовании 
и использовании свойств сочетаний признаков исходного словаря. На основе анализа данных 
обучающей выборки выявляются пространства решений, в которых классы не пересекаются. 
Показано, что на основе свойств этих пространств удается не только выявлять скрытые 
закономерности и проводить их интерпретацию в терминах предметной области, 
но и проводить автоматическое построение классификаторов. 
Описаны метод выявления пространств решений, алгоритм поиска таких пространств 
и алгоритм автоматического построения классификаторов. Показана возможность 
использования разработанных метода и алгоритмов для решения задач классификации. 
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