Abstract. In this paper, we introduce a novel hypergraph reduction algorithm, and we evaluate it in an innovative method for joint segmentation and classification of satellite image content. It operates in 3 steps. First, we compute an Image Neighborhood Hypergraph representation (INH). Second, we reduce the INH model and we exploit a morphism from INH to Reduced INH (RINH) to generate superpixels. Then, we perform a superpixels supervised classification according to their features. Our approach is very fast and can deal with great sized images. Its reliability has been tested on several satellite images with comparison to single pixelwise classification.
Introduction
Graph/Hypergraph based methods have played an important role in Computer Vision and Pattern Recognition due to their ability to represent relational patterns [14] . In many situations the graph representation is incomplete, as only binary relations between nodes can be represented through graph edges. An extension is provided by hypergraphs, where each edge is a subset of the set of nodes [4] . Hence higher-order relations between nodes can be directly modeled in a hypergraph, by the means of hyperedges. A large body of theoretical work on hypergraphs has been published [4] . However, not many applications in the field of satellite image analysis and pattern recognition involving hypergraphs have been reported. Refs. [1, 6] list a number of applications of hypergraphs in low and high levels of image processing, [2] lists a number of solutions using hypergraph in partitioning large masses of data, in VLSI design [9] , parallel scientific computing, software engineering, database design, and [15] describes a 3-D object recognition system using hypergraphs. In general, all contributions using hypergraph are focused on hypergraph representation and/or the use of hypergraph properties. The drawbacks of most of these approaches are twofold: the loss of information and the computational complexity resulting respectively on how a hypergraph representation is computed (due to the hypergraph-to-graph conversion) and how the hypergraph properties are exploited (without a reduction step). We notice in particular that not much attention has been payed to the problem of reduction of hypergraphs. Having introduced a hypergraph theory in comptuer vision domain, we have clearly identified a new strategy for supervised satellite image segmentation. In this paper, we consider the two problems cited above, and we propose a new strategy for supervised joint segmentation and classification of satellite image content. The basic idea of the proposed algorithm can be described as follows: we first build a hypergraph representation of a digital image. Then, we reduce this representation using a new hypergraph reduction algorithm. Next, we exploit a morphism from the original hypergraph to the reduced one to estimate image structure through dense region segmentation, which provides superpixels. Finally, we perform supervised classification of each superpixel according to its features. The latter step is performed by the Support Vector Machine (SVM) learning classifier [3] . The organization of this paper is as follows: in section 2, the new hypergraph reduction algorithm is introduced. The supervised image classification framework is illustrated in section 3. The experimental results concerning a set of satellite images demonstrating the validity of our proposed approach appear in section 4. Finally, conclusions and perspectives are given in section 5.
Hypergraph Reduction and Properties
A hypergraph on a finite set V is a family (e i ) i∈I , I = {1, 2, . . . , l}, (l ≥ 1) of non-empty subsets of V called hyperedges with: i∈I e i = V , we will denote it by: H = (V ; (e i ) i∈I ). A simple hypergraph is a hypergraph H = (V ; E = (e i ) i∈I ) such that: e i ⊂ e j =⇒ i = j. A hypergraph is without repeated hyperedge if the family (e i ) i∈I is a set. In the sequel, we will consider that any hypergraph is without repeated hyperedge. Let H 1 = (V 1 ; E 1 ) and H 2 = (V 2 ; E 2 ) be two hypergraphs. A map f from V 1 to V 2 is a morphism or homorphism if it verifies the following properties:
Numerous approaches have been adopted for hypergraph reduction [9, 2] . However, many of these algorithms do not take advantage of the hypergraph properties. After hypergraph-to-graph conversion, they exploit only graph algorithms. The full proposed hypergraph reduction algorithm is described in Algorithms 1,2, for a hypergraph H = (V, E) where E is ordered. The basic idea of the proposed algorithm can be summarized as follows : we first compute the set of intersecting hyperedges W of H. 
The covering of the set of intersecting hyperedges; Proof. We can build a graph Γ in the following way: (1) the set of vertices is RV .
(2) Let w ei , w ej ∈ RV , we put an edge between w ei and w ej iff
It is easy to see that the complexity of our algorithm is in O(m 2 ).
Because E is ordered B is. This order will be called Reduction Algorithm Order, (RAO). This one is linear:
Proposition 2. Let H = (V ; E) and RH = (RV ; RE) be its reduction, then there is a morphism from H to RH.
Proof. Let h be defined by:
Because B is linearly ordered and H is without repeated hyperedge h is a map. There is a bijection g from B onto RV , consequently f = g • h is a map from V to RV . Let e i ∈ E and x j ∈ e i ; hence f ( 
Application: Joint Segmentation and Superpixels Classification
In the current section we will discuss possible use of hypergraph reduction algorithm in image analysis domain and more particularly in a supervised image content classification. The proposed application can be summarized as follows: (i) from image we compute the INH representation,(ii) we reduce the INH representation and we obtain the RINH hypergraph, (iii) we generate a set of superpixels from RINH using Proposition 2, (iv) generate a set of features for each superpixel and classify them using a SVM framework.
-From Image to INH model. The image will be represented by
To each satellite image I we associate a hypergraph called Image Neighborhood Hypergraph (INH) [13] :
-Superpixelization. Numerous approaches have been adopted for superpixels generation [12, 7, 8, 10] . Our hypergraph reduction algorithm is applied to the resulting INH. The algorithm can be further applied to the so-obtained reduced hypergraph (RINH), and so on. The iterations are stopped when the ratio between the size of two successive coarser hypergraphs, i.e.
|H|
|RH| , falls under a fixed real value, that we refer as the reduction factor r.
In order to get a proper over-segmentation of the image, each pixel must be assigned to a single superpixel. However, the vertices in RINH represents a sets of hyperedges of the original hypergraph. So a pixel v of the original image can be shared by multiple vertices of the RINH. Each element of RV is a superpixel. Thanks to the morphism described in Proposition 2, we can associate to each v a single superpixel w ei ∈ RV . We can remark that the morphism f construct in Proposition 2 is not a surjection. Hence, only a subset S of RV is used to represent the set of superpixels.
-Supervised Classification. Given a set S = {w e1 , . . . , w en } of superpixels, we can associate to each w ei a feature vector F(w ei ). We consider the problem of satellite image content classification as a machine learning problem: we suppose that the labels of some of the superpixels of S are known, i.e. they have been previously hand-labeled. The objective is then to predict the labels of the remaining superpixels with the information provided by the handlabeled superpixels features, leading to a supervised content classification. For this purpose, a SVM classifier [3] has been trained by the feature vectors of the hand-labeled superpixels, and the remaining superpixels are considered as the test set. 
Experimental Results
We shall present a set of experiments in order to assess the performance of our hypergraph reduction algorithm and joint segmentation and pixelwise classification approach. All of the experiments take place under a machine with the following characteristics: Intel Xeon 2.67 GHz, 4 GB RAM, and all reported run-times are displayed in seconds. In all of our experiments, the RAO is naturally given by the order of the building of the hyperedges (the same as the browsing order of the image pixels. The hypergraph reduction algorithm is compared to other hypergraph and graph based coarsening algorithms [9] according to the total number of iterations of the algorithms, the computation time and the Sum of External Degrees(SED), as defined in [13] . Low values of SED indicate that the quality of the partitioning is good for a given hypergraph, and so that in our case the reduction algorithm has accurately maintained the properties of the original hypergraph The table 1 presents the average values of the resulting number k of vertices in the reduced hypergraph, the number of iterations, the elapsed time and the SED value for each of the five considered approaches. The number k of resulting vertices is directly controlled by the α parameter, where lower values indicate a sparser INH representation, and then a bigger k after some iterations. In order to obtain a comparable k over all the reductions of a same SINH, the reduction factor r has been fixed to 1.2 for FC and proposed approach, and 1.05 for the other algorithms. From these results, we can see that the proposed reduction algorithm preserves well the hypergraph structure, since it displays the lowest average SED value. In addition, our algorithm is at least about 2 times faster than the other approaches, as it needs a lower number of iterations to sufficiently reduce the hypergraph. We now compare the reliability of the image superpixels generation derived from our hypergraph reduction algorithm. A set of 10 images from the Berkeley Segmentation Database (BSDB) [11] has been used. The performance of the superpixels approaches are evaluated according to the under-segmentation error and boundary recall [10] compared to ground truth segmentations available in the BSDB. Figure 1 displays the under-segmentation error and boundary recall as a function of the superpixels density for three considered algorithm: proposed, efficient graph-based (EGB) algorithm [7] 2 , and multiscale NCut framework [5] 3 . All of these algorithms have been parametrized to get comparable numbers of superpixels. These results shows that our approach outperforms EGB algorithm in terms of under-segmentation error (since we produce superpixels of roughly regular size), and the NCut framework in terms of boundary recall. This last result highlights particularly the advantages of a hypergraph-based representation, since the NCut method finds quasi-optimal solutions of a graph-based partitioning problem. In addition, our algorithm becomes better when the number of superpixels increase, because lower values of α have been used in this case, and consequently more details of the image have been captured in the hypergraph model. In terms of computation time, our algorithm takes in general between 2 and 3 seconds to generate the superpixels (less than 2 seconds for EGB), and outperforms the NCut framework, since the last takes between 3 and 25 minutes (it depends of the number of superpixels) for images of size 321 × 481 pixels. Figure 2 presents the results of supervised classification using the proposed framework. Classification objective has been set to 5 classes (see fig. 2 .b where a few pixel samples have been hand-labeled). Results from fig. 2 .c have been obtained with the SVM classification of the superpixels displayed in fig. 2 .a. The feature vector of each superpixel consists of the normalized RGB histogram computed over the superpixel patch. Fig. 2 .d presents the result of a simple pixelwise SVM classification, where the feature vector of each pixel is also a normalized RGB histogram, computed over a 5 × 5 window around the pixel. Standard parameters of the libSVM package 4 have been used in our experiments. These results show that we get approximatively the same classification with a pixelwise and a superpixelwise classification. All the pixels in a same superpixel share a color homogeneity, so it is relevant to classify this set of pixels as a same entity. We should observe that without superpixelization, the framework is more prone to misclassifications (in particular with the class "Field" for example), because superpixels allow us to compute features over homogeneous patches, reducing the misclassification errors. Furthermore, it drastically reduces the amount of data to consider (from 640000 pixels to only 7965 superpixels in our example), and then makes the SVM classificer more computationally efficient: for a classification of all the pixels, the total time is up to 110 seconds in our experiments and depends highly on the feature vectors dimensionality. As a comparison, a superpixels classification takes less than 0.01 seconds when a superpixel map is available. In addition, the superpixels generation takes in general less than 5 seconds, and can be operated as a preprocessing step only once. Finally, we should observe that some of the classes are ambiguous (particularly the class "Buildings" for instance), due to the use of only color features.
Conclusions and Perspectives
In this paper, we proposed a hypergraph reduction algorithm and we evaluate it in a supervised superpixelwise image classification. The effectiveness of the proposed method was demonstrated with experimental results using various generic and satellite images. Our approach is an open system and several solutions can be made to improve the proposed framework such as reducing the hypergraph H(V, E) without imposing E to be ordered. In future work, we will add more information in superpixels and more particularly neighborhood information, as well as other visual features like shape or texture information.
