Abstract-The linear algebra framework for MR-DTI introduced in the companion manuscript is expanded to a normed space structure. The issues originating from the inclusion of imaging gradients into the MR-DTI model to obtain a fuller description are tackled by the optimization theory. A sample independent, geometric objective function based on matrix norms is defined. A parametrization of feasible diffusion gradient sets is presented so that the optimization can be carried out by making sure that the coefficient matrix for the estimation equations has full rank. The experiments are carried with the optimal gradient schemes. There are significant improvements in terms of model matching error and the lowering of the difference between eigenvalues calculated with or without the imaging gradients.
I. INTRODUCTION
In the companion paper [1] analytic expressions for different components for the estimation of the diffusion matrix, D (represented by d ∈ IR 6 ) in MR-DTI, are given as functions of the diffusion gradient sets, g, and imaging gradients:
Here V I , is for imaging gradients, V D . = b V g for diffusion gradients and V C(g) represents the cross terms.
In this manuscript, an optimization problem in the diffusion gradient space is tackled to decouple the effects of the imaging and diffusion gradients. This is accomplished in a geometric and sample independent setup.
II. DEFINITION OF THE OPTIMIZATION PROBLEM

A. Main Objective
The objective is to minimize the difference between the eigenvalues estimated with and without the incorporation of the imaging gradients. The main idea originates from seeing (1) as a matrix perturbation of
Theorem 1 ( [2] ): Let A ∈ IR m×m be nonsingular and let A = A + E be a perturbation of A. For p ∈ IR m let A d = p and let · be an operator norm. If there is a vectord such thatÃd = p, then
The theorem provides in (2) an upper bound on the relative error between the entries of the diffusion matrices obtained from Vd = p and V D d = p. The bound is
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The appropriate norm to adopt for Theorem 1 is the Frobenius norm because for a symmetric matrix D with its representation d ∈ IR 6 , there is a relationship with the eigenvalues:
(4) The compatible operator Frobenius norm is given by
with r σ as the spectral radius of the matrix and
where I 3 is 3 × 3 identity matrix. The Frobenius norm possesses also this important property:
The equations (3), (4) and Theorem 2 can be combined to put a bound on the relative error of eigenvalues:
The optimization algorithms will search for diffusion gradients that will minimize the right hand side of (6) in order to obtain schemes that are insensitive to neglecting the imaging gradients from the estimation process. It is a geometric search for schemes that are optimally 'bloomed', 'stretched' and 'oriented' with respect to the fixed imaging gradient vectors. Note that the left hand side of the inequality (6) is unknown before the measurements and the right hand side is solely determined by the gradient directions, magnitudes and time course, thus is completely independent of measurement values. Since the expression on the right hand side does not depend on the diffusion matrix (thus neither to its eigenvalues nor to its eigenvectors), it is also completely detached from the properties of the diffusion at any given location. This is an extremely sound choice for an objective function which does not have the sample dependence (tissue properties, orientation, location in the sample etc.) of the existing optimization criterions in the literature [3] , [4] , [5] , [6] , [7] . 2P 32 P 33 2P 31 P 33 P 11 P 21 P 12 P 22 P 13 P 23 P 12 P 21 + P 11 P 22 P 13 P 22 + P 12 P 23 P 13 P 21 + P 11 P 23 P 21 P 31 P 22 P 32 P 23 P 33 P 22 P 31 + P 21 P 32 P 23 P 32 + P 22 P 33 P 23 P 31 + P 21 P 33 P 11 P 31 P 12 P 32 P 13 P 33 P 12 P 31 + P 11 P 32 P 13 P 32 + P 12 P 33 P 13 P 31 + P 11 P 33
The advantage of the formulation that separates the timings and strengths of the gradients (e.g. V D = b V g ) in [1] becomes now clear. When the gradient pulses are approximated by boxcar functions, b defined in [1] (different than the definition used in the literature) is a factor for the timing of the gradient pulses and is independent of their strength. The optimization problem, including the constraints, can be posed and carried on the diffusion gradient sets without involving their timings.
B. Parametrization of the Feasible Search Space
Regardless how the estimation is done, with or without the incorporation of the imaging gradients, the set of diffusion gradients g has to have the corresponding V g , i.e. V D , full rank [8] . This is also in line with the conditions of Theorem 1. In addition, the full version of Theorem 1 in [2] 
is small then the sum of all three matrices, V, will also be nonsingular.
Therefore the main constraint for the optimization problem is to guarantee the full rank condition. A parametrization is necessary to describe the set of admissible diffusion gradient vectors. It can be shown that when the set of diffusion gradient vectors
For m = 6, M is a function of P given in (7) with the property that det(M ) = (det(P )) 4 . This implies that det(Vḡ) = det(V g ) (det(P )) 4 . In conclusion, Vḡ will be nonsingular if and only if P is, thus P is the parameter that describes the feasible gradient schemes.
The origin set, g, acts like a 'pivot' and new admissible schemes are discovered by changing P. Since P must be nonsingular, it has a polar decomposition, P = U Q, where U is an orthogonal matrix ('angle') and Q is a positive definite matrix ('magnitude') [9] . In turn Q can be parametrized by q ∈ IR 6 using Cholesky decomposition:
and the orthogonal part of the parametrization is confined to the set of rotation matrices using the Euler angles
Unfortunately, it is not possible to cover all the feasible diffusion gradient sets starting from a single good one. There are gradient schemes such that g = g P does not hold, therefore the parametrization is limited only to the congruence class of the pivot. For example, the following sets of gradients:
are not obtainable from one another. Although M = V
−1 g
Vg exists, there is no P that provides M as in (7) . In consequence, there is no way to find a global minimizer starting from a given pivot scheme using a linear parametrization.
C. Hardware Constraints
Intuitively, if V D has large entries, the effects of V I and V C will be reduced. Clearly, without the implementation of the constraints reflecting the hardware limits, the solution of the minimization problems tends towards stronger diffusion gradients to make V D dominant. The main hardware constraint is the upper limit for the strength of the diffusion gradients, G max , imposed either by the user or by the system. The constraint, which is incorporated in the objective function below (10), guarantees that the limit is not violated.
D. Objective Function
At the heart of each optimization problem lays the choice of an adequate objective function. The analysis of the previous sections provided a foundation for minimizing the estimation differences. In addition to those, the perturbation of the measurements (e.g. due to noise) are handled by adding the Rnorm condition number of V D to the objective for increasing the robustness. The objective function is
The last portion is the hardware constraint that confines the diffusion gradients to a cube. The choice of the weights is accomplished heuristically by trial and error. The search is performed over the parameter variables, (ψ, θ, φ, q) ∈ Ω×IR 6 , that are the arguments of the matrix function P (ψ, θ, φ, q) as in Section II-B.
III. EXPERIMENTAL RESULTS
The experimental setup is exactly the same as in [1] . Each of the diffusion gradient schemes given in [1] with six vectors were taken as the pivot set g in the objective function (10) above and standard Matlab R Optimization Toolbox R (Mathworks, Natick, MA USA) routine fmincon was used.
The initial condition supplied to the numerical routines plays a crucial role in the convergence of the algorithm. For each pivot, several initial conditions obtained by changing Euler angles in the multiples of π 4 rad, equivalent to rotating the pivots, were evaluated. After the algorithm converged for each case, the best of the optimal solutions was picked up. The 'magnitude' of the pivot was left untouched having in mind from Section II-D that the optimization routines will easily deal with the strengths of the gradients. For Muthupallai, Downhill Simplex Minimization (DSM), Dual Gradient and Tetrahedral the initial condition (0, 0, 0) has resulted in the best cost. Table I summarizes the costs at different stages of the procedure. The first row gives the optimal values after the algorithm is run and the last two rows are for the initial condition and the pivot cost values. The scheme Jones6 has the lowest cost, followed by Dual Gradient, Muthupallai and DSM. The center symmetric counterpart of the six optimal gradient vectors is added to the gradient scheme to follow NoCroT protocol and experiments were carried out on the isotropic phantom of [1] . Table II shows that the difference between the eigenvalues obtained by incorporating all the imaging gradients and neglecting them goes down in the optimal schemes with the exception of Dual Gradient scheme. This proves that the optimization goal has been reached.
Although not directly addressed by the objective function, it is important to see how the performance of the estimation reported in [1] has changed. Table III represents estimation  results for the eigenvalues and model matching error as   TABLE II  DIFFERENCE BETWEEN THE EIGENVALUES The ratios of the number of pixels with negative eigenvalues to the total number of pixels 0.0302 (n roi = 2022). This is much lower than the ones reported for the original Tetrahedron scheme. Note that the negative eigenvalues have completely disappeared from the optimized Cond6 scheme. These observations demonstrate that robustness has improved significantly. F A is the mean of the pixel fractional anisotropy index [10] , which should be close to zero because the sample is uniform and isotropic. For the inclusion of the imaging gradients, i.e. V, optimized schemes show significant improvements compared to the non-optimal schemes given in [1] : they are consistently lower. However, for NoCroT and V D most of the schemes worsen slightly. F A increases for Dual Gradient scheme and decreases for Icosahedron noticeably, there is a slight increase for DSM and Muthupallai but Jones6 barely changes. As in [1] , F A is the lowest when all the imaging gradients are neglected from the calculations (row 3).
The standard deviation of fractional anisotropy do not change drastically between the three methods but the values from V D and NoCroT are much closer than the ones between V D and NoCroT as also observed in [1] . The standard deviation for the optimal schemes increases slightly for all three methods compared to non-optimal ones i.e. there is a decrease in precision after optimization. In brief, although F A values show improved results for the inclusion of all gradients, their performance for the remaining methods is worst than the nonoptimal schemes. λ i (10 −5 cm 2 /s) are the mean eigenvalues. Overall, the eigenvalues obtained from the optimal schemes are larger. The precision is better for most of the optimal versions, specifically for DSM, Muthupallai and Icosahedron. For the rest, it is slightly worst or unchanged. Their precision follows a similar pattern as in the regular schemes: it is the best for NoCroT and the worst for V consistently. Very similar to non-optimal schemes, V D estimates larger eigenvalues. For optimized schemes, it can not be asserted that NoCroT is a better choice for the precision of the eigenvalues since the performance fluctuates between the schemes.
χ, the mean of the pixel residuals [1] , is the most impor- tant criterion since it measures the adequacy of the model matching. The addition of the R-norm condition number to the objective function assisted in the significant reduction of the model matching error in the optimal schemes. Despite that, it should be noted that the model matching error for V, that theoretically encompasses all the effects of the gradients, is still larger compared to the less 'correct' models.
IV. CONCLUSION
By expanding the linear algebraic framework of [1] to a normed vector space, a sample independent, robust and geometric optimization problem encompassing the hardware limitations and guaranteeing the feasibility of the diffusion gradient vectors was defined. The program succeeded in finding optimal diffusion gradient schemes that reduced the difference between eigenvalues obtained from the full incorporation and full exclusion of the imaging gradients in MR-DTI estimation, thus making the latter justifiable even under the conditions where the imaging gradients have high values. More importantly, the data obtained using the optimal schemes fit the DTI model much better than the non-optimal schemes.
When the results of the estimation is analyzed, however, there is a slight increase in the fractional anisotropy for the optimal schemes in general. One would expect that with better model matching the fractional anisotropy should get closer to zero for an isotropic sample. Considering the fact that all the experiments (with non-optimal and optimal schemes) were carried consecutively i.e. under the same conditions, this issue must be addressed by investigating new strategies for gradient schemes based on the data obtained with large number of diffusion gradients.
After the investigation of the effects of all gradients on the eigenvalues, the natural next step is the investigation of the eigenvectors which is essential for fiber tracking. The choice of an objective function that will be independent of sample properties (e.g. fiber orientation) is a significant challenge.
The linear parametrization of the feasible set of diffusion gradient schemes results in a disconnected description so the optimal solutions are limited to the congruence classes. The proof of the fact that the feasible set is a connected manifold is beyond the scope of this manuscript. If this can be shown then a nonlinear parametrization will provide the possibility of finding a global optimizer.
