We consider the slow-fading two-user multiple-input single-output (MISO) interference channel (IC), where the receivers treat the interference as additive Gaussian noise. We study the rate points that can be achieved, allowing a non-zero outage probability. The points which meet the outage probability specification constitute a so-called outage rate region. There exist several definitions of the outage rate regions for the IC, as for the broadcast and the multiple-access channels. We give four definitions for the outage region of the MISO IC. The definitions differ on whether the rates are declared in outage jointly or individually and whether there is instantaneous or statistical channel state information (CSI) at the transmitters. For the statistical CSI scenario, we discuss how to find the outage probabilities in closed form. We provide interpretations of the definitions and compare the corresponding regions via analytical and numerical results.
cochannel; hence, they interfere with each other. We assume that the channels are flat and slow fading. The latter means that the coherence time of the channels is longer than the codeword length. We assume that TX i encodes data at rate R i . If the channels are in fading states that cannot support this rate, the decoding error probability cannot be arbitrarily small and the link is in outage [2, Ch. 5] . The fundamental question raised is which rates can be achieved for given specifications on the outage probabilities of the links, i.e. how to define the outage rate region?
Previous work on the MISO IC rate regions has focused on scenarios without the possibility of allowing the links to be in outage; specifically, on the achievable instantaneous and ergodic rate regions. In [3] , the authors characterized the transmit strategies, which yield operating points on the outer boundary of the instantaneous rate region. This refers to the scenario that the TXs have instantaneous channel state information (CSI), i.e. they perfectly know the realizations of the channel vectors. In [4] , the characterization in [3] was extended to the ergodic rate region. There, the TXs have statistical CSI, i.e, they assume that the channels are zero-mean complex Gaussian random variables with known covariance matrices. The ergodic rate is a long-term achievable rate, averaged over the time-varying channel and requires coding across an infinite number of channel realizations. However, for some applications (e.g. real-time), we cannot tolerate these coding delays. If we accept that the transmission is in outage during severe fading, then we can achieve higher rates when the channel conditions are good. For some applications, e.g. voice or video communications, we can tolerate some data loss without appreciably degrading the call quality.
The outage probability for a single-user multi-antenna link with statistical CSI was studied in [5] . For the scenario of spatially white channel vectors and very low signal-to-noise ratio (SNR), it was shown that it is optimal for the TX to use only some of its antennas. Also, a scheme was proposed to find locally-optimal power allocations when the channel vectors are correlated.
In multi-user systems, such as those modeled via the IC, broadcast channel (BC), and multipleaccess channel (MAC), one can consider individual or common outage. By individual outage we refer to the event that a specific user is unable to communicate with its desired rate. For this scenario, there is an outage probability specification for each link. That is, one link might be declared in outage when others support their desired rates. Common outage is declared if the rate of at least one link cannot be supported (see, e.g. [6] for the MAC). Therefore, the common outage probability is specified for the entire multi-user system. Common outage might be of interest in applications where the transmitted information is useful only when all RXs can obtain it simultaneously [7] , e.g., multicast channels [8] .
All studies so far of the outage rate regions have been restricted to the single-antenna BC and MAC [6] , [7] , [9] , [10] . The outage capacity regions for the BC were studied in [7] for the case of instantaneous CSI and bounded time-averaged total transmit power. First, outage regions were determined for superposition coding (with and without successive decoding) and time division (TD). Superposition coding implies simultaneous and cochannel transmissions, whereas TD means that transmissions are separated in time. Second, outage capacity regions were determined for both individual and common outage probability specifications. It was shown that the outage capacity regions are implicitly obtained from the outage probability regions for a given rate vector. For different spectrum sharing methods and given rate points, power allocations that bound the outage probabilities were found.
Outage capacity regions for the MAC were studied in [6] , again for instantaneous CSI.
Given a required rate and an average power constraint, a successive decoding strategy and an optimal power allocation policy for achieving points on the boundary were determined. Both common and individual outage were discussed. In [10] , outage capacity regions were studied for a cognitive radio network that constitutes a MAC operating on the same spectrum with an existing primary network. Under an interference power constraint together with the individual transmit power constraint of each user, the outage capacity regions for the cognitive MAC were defined for individual and common outage specifications. The optimal power allocation strategies that achieve the boundary points of the regions were derived by maximizing the usage (i.e. nonoutage) probability for given rate vectors. The case of statistical TX CSI, with channels modeled as i.i.d. zero-mean Gaussian with unit variance, was treated in [9] .
Up to our knowledge, there are no published results on definitions and characterizations of the outage rate regions for the IC. However, various methods have been proposed to find specific operating points and the enabling transmission schemes. For example, in [11] , the optimal power allocations were found, given transmission rates and outage probability specifications. Also, in [12] , for given rates, the outage probabilities were minimized taking into account the cost of power consumption. The results of [11] were derived under the assumption of statistical CSI at the TXs with channels modeled as zero-mean Gaussian with general variance. The same channel model was considered in [13] , where it was assumed that the RXs can decode interference and rate splitting was used. The asymptotic behavior of the outage probability in the interferencelimited regime was studied. Upper and lower bounds on the exponent of the outage probability for the IC were derived. The two-user SISO IC with mixed channel knowledge was studied in [12] , where it was assumed that each TX has perfect knowledge of the direct channel and statistical knowledge of the forward crosstalk channel. The power and rate allocation problem was considered based on the throughput accounting for the outage event. The proposed algorithms were based on either Bayesian games or optimization. In [14] , the results in [1] were used to solve the weighted sum-rate maximization under outage constraints for the MISO IC. It was assumed that the TXs have statistical CSI and the problem was solved via a convex optimization approach.
A. Contributions and Organization
In this paper, we propose a two-fold generalization of the outage rate regions definitions for multiuser systems. Not only we consider the IC, which is a generalization of the BC and MAC, but we do so for multi-antenna transmitters. In Section II, we describe the system model. Our contributions are organized as follows:
• In Sections III-A and III-B, we consider the statistical CSI case and propose definitions for the common and individual outage rate regions, respectively. We discuss the interpretations of the regions. Compared to [1] , we extend the single-stream transmission scheme to multistream.
• In Section III-C, we show how the outage probability can be obtained in closed-form.
• In Sections IV-A and IV-B, we consider the instantaneous CSI case and propose definitions for the common and individual outage rate regions, respectively. We discuss the interpretations of the regions. Compared to [1] , we propose a definition for the individual outage region.
• In Section V, we give a numerical example and observe a number of relations between the regions. We formalize and prove these relations.
Finally, in Section VI, we summarize the conclusions of this study.
B. Notation
Boldface uppercase letters, e.g. X, denote matrices while boldface lowercase letters, e.g. x, denote column vectors. {·} H denotes the Hermitian (complex conjugate) transpose of a vector or matrix. trace{X} and rank{X} denote the trace and rank of a matrix X, respectively.
diag{x}, is the diagonal matrix, whose diagonal elements are the elements in a vector x. E{·} is the expectation operator. By X 0 we mean that X is a positive semi-definite matrix.
We say that a tall matrix U is semi-unitary if U H U = I and U U H = I, where I is the identity matrix of appropriate dimension. The Euclidean norm of a vector x is denoted x . By x ∼ CN (0, Q) we say that x is a zero-mean complex-symmetric Gaussian random vector with covariance matrix Q. We define the index set I {(1, 2), (2, 1)}.
II. SYSTEM MODEL
We consider the two-user MISO IC, where the receivers treat the interference as additive Gaussian noise, the transmit power is bounded, the channels experience slow fading and a nonzero probability of outage is allowed. We assume that each TX employs n antenna elements.
. The matched-filtered symbol-sampled complex baseband data received by RX i is modeled as
where e i is i.i.d. zero-mean Gaussian noise with variance σ 2 i . The conjugated 1 channel vector h ij ∈ C n between TX i and RX j is modeled as h ij ∼ CN (0, Q ij ). We assume that the channel vectors {h ij } 2 i,j=1 are statistically independent. Due to regulatory and hardware constraints, the transmit power is constrained. Without loss of generality we set this bound to
Hence, the set of feasible transmit covariance matrices W Ψ consists of all positive semi-definite 1 We incorporate conjugation in definition to simplify subsequent notation.
n × n matrices whose trace is at most one, i.e.
The transmit covariance matrix Ψ i can potentially be of any rank{Ψ i } ≤ n. The optimal choice of number N i of transmitted streams depends on the CSI available at TX i . For instantaneous CSI, single-stream transmission, i.e. N i = 1, is optimal [15] and this means that Ψ i is rank-one. However, for statistical CSI, multi-stream transmission, i.e. N i ≥ 1, is in general optimal [16] . In principle, the number of transmitted streams may be any positive integer. Without loss of generality, we can assume that N i ≤ n. If we have more than n streams, then stream n+1 must be a linear combination of streams 1, . . . , n. Hence, equivalently to transmitting stream n + 1, streams 1, . . . , n could be modified. The notation of the rate expression differs somewhat between the multi-stream and single-stream scenarios; therefore, we present them separately.
A. Multi-Stream Transmission
In this section, we illustrate how the symbol vector
, is then scaled by a factor √ p i,l and a unit-norm beam-shaping vector u i,l . We assume that the vectors u i,1 , . . . , u i,N i are orthogonal. This scheme is depicted in Fig. 1 . We define w i,l √ p i,l u i,l to be the effective beamforming vector of stream l of TX i . Summing up the parallel weighted streams, we get the transmitted vector
where
The power constraint (2) can be rewritten as
Assuming that RX i treats the signal from TX j as additive noise, the achievable rate, in bits per channel use, of link i as a function of the channel vectors and transmit covariance matrices is given by
The rate in (7) is achieved when RX i uses multiuser detection to decode the streams intended for it and treats the interfering streams (from TX j ) as noise. It is further assumed that TX i performs an appropriate rate and power allocation over the streams s i,1 , . . . , s i,N i . In order to illustrate this point, we sum up interference and noise into a new variable z i h H ji x j + e i and get
We can interpret (8) as the received signal in a MAC of N i TXs, each transmitting a single stream, where s i,l is the symbol from TX l and α i,l is the gain of the channel between TX l and the receiver. By performing multiuser detection, we can achieve the sum-capacity [2, Ch. 6]
B. Single-Stream Transmission
When single-stream transmission is used, the transmitted symbol vector can be written as
. In this case, the power constraint (6) reads
Hence, we get the feasible set of beamforming vectors
Then, the maximum achievable rate of link i in bits per channel use, (7), can be written as
III. OUTAGE RATE REGIONS FOR STATISTICAL CSI
In this section, we assume that the TXs have statistical CSI; hence, they can only adapt their transmit covariance matrices to the statistical distributions of the channels. When a TX chooses a rate, it continues transmitting with this rate as if the RX is able to correctly decode it, no matter if the communication is actually in outage or not. Under these assumptions, we would like to find the outage rate region, which consists of all the rate pairs that can be achieved given common or individual outage specifications.
We determine the outage rate region in two steps. Given a pair of transmit covariance matrices, the rates in (7) are functions of the random channels; hence, they are random variables. Using these transmit covariance matrices, we find the set of rate points which are achievable for a specific outage probability specification. It is apparent that each choice of transmit covariance matrices yields a different rate region, that we denote R Ψ . Second, we define the outage rate region as the union of all these regions R Ψ . In the following, we consider the cases of common and individual outage probabilities, in Sections III-A and III-B, respectively.
A. Common Outage Rate Region for Statistical CSI
We denote by R com stat (ǫ) the sought common outage rate region for statistical CSI, where ǫ > 0 is the common outage probability specification. We say that a rate point (r 1 , r 2 ) is in R com stat (ǫ) if there exists a pair of transmit covariance matrices (Ψ 1 , Ψ 2 ), such that r 1 and r 2 are achieved with probability at least 1 − ǫ. That is, the chance is at least 1 − ǫ that the channels are in fading states which enable the links to operate simultaneously at rates r 1 and r 2 . In this case, an outage is declared when either (or both) RX(s) cannot correctly decode the received data.
Let us assume a specific choice of transmit covariance matrices (Ψ 1 , Ψ 2 ). Then, using these matrices, the common usage (i.e. non-outage) probability of rate point (r 1 , r 2 ) is
With this specific (Ψ 1 , Ψ 2 ), a common outage rate region is achieved, consisting of the rate points that have common usage probability at least 1 − ǫ, i.e.
Considering all possible choices for (Ψ 1 , Ψ 2 ), the overall common outage rate region for statistical CSI is the union of the regions in (14) .
Definition 1.
Let ǫ > 0 denote the common outage probability specification. The common outage rate region for statistical CSI is the set of rate points (r 1 , r 2 ) that can be achieved with probability at least 1 − ǫ, using a pair of feasible transmit covariance matrices (Ψ 1 , Ψ 2 ), i.e.
B. Individual Outage Rate Region for Statistical CSI
We denote by R ind stat (ǫ 1 , ǫ 2 ) the sought individual outage rate region for statistical CSI, where ǫ 1 > 0 and ǫ 2 > 0 are the individual outage probability specifications for links 1 and 2, respectively. A rate point (r 1 , r 2 ) is in R ind stat (ǫ 1 , ǫ 2 ), if there exists a pair of transmit covariance matrices such that r 1 and r 2 are achieved with probabilities at least 1−ǫ 1 and 1−ǫ 2 , respectively.
Let us denote the individual usage probability of link i, for a specific rate value r i and pair of transmit covariance matrices (Ψ 1 , Ψ 2 ), as
With this specific (Ψ 1 , Ψ 2 ), an individual outage rate region is achieved, consisting of the rate points that have individual usage probabilities at least 1 − ǫ i ,
Considering all possible choices for (Ψ 1 , Ψ 2 ), the overall individual outage rate region for statistical CSI is the union of the regions in (17) . Note that the region R ind Ψ defined in (17) has a rectangular shape. Its north-east corner is the point (r 1 , r 2 ) where the usage probabilities in (17) are exactly 1 − ǫ 1 and 1 − ǫ 2 . On the contrary, the common outage rate region R com Ψ defined in (14) is not rectangular.
June 29, 2011 DRAFT Definition 2. Let ǫ 1 > 0 and ǫ 2 > 0 denote the individual outage probability specifications. The individual outage rate region for statistical CSI is the set of rate points (r 1 , r 2 ) such that r 1 and r 2 are achieved with probabilities at least 1 − ǫ 1 and 1 − ǫ 2 , respectively, using a pair of feasible transmit covariance matrices (Ψ 1 , Ψ 2 ), i.e.
C. Usage Probabilities for Statistical CSI
In this section, we discuss how to to find the usage probabilities in closed-form. We begin by showing that the common usage probability is equal to the product of the individual ones.
We see from (7) that, for a specific (Ψ 1 , Ψ 2 ), the rates of links 1 and 2 depend on different pairs of channel vectors. Since the channel vectors are independent, the rates are independent too. Hence, the events intersected in the probability term of (13) are independent and we can use (16) to rewrite (13) as a product of the individual usage probabilities, i.e,
Note that (19) holds for any distribution of the channels, provided they are independent.
Due to (19) , we can focus on the individual usage probability for link i. We use (7) and exploit the knowledge of channels' distributions to elaborate (16) as
In (20), we defined γ i 2 r i − 1 to be the signal-to-interference-plus-noise ratio (SINR) that yields, due to (7), rate r i . In Appendix A, we explain how one can derive the closed-form expression of (20) . Using that result, we can write (20) as
where λ ji,k is the kth eigenvalue of Q 1/2
The result in (21) holds under the assumption that the non-zero eigenvalues of the matrices of the form Q 1/2 ΨQ 1/2 are distinct. The derivation of (21) capitalizes on the fact that the random variables of the form h H Ψh are hypoexponentially distributed. For the single-stream transmission case, (21) can be written as
The quadratic terms of the form w H Qw are the mean of the random variables of the form h H Ψh. For single-stream beamforming, we write this as h H ww H h, which is exponentially distributed with mean w H Qw.
IV. OUTAGE RATE REGION FOR INSTANTANEOUS CSI
In this section, we assume that the TXs have instantaneous CSI so that they can adapt their beamforming vectors to the current fading state. Based on this, we provide two definitions for the outage rate region of the two-user MISO IC with instantaneous CSI. We consider the cases of common and individual outage probabilities, in Sections IV-A and IV-B, respectively.
We again follow a two-step approach, but now we first consider a given realization of the channels; thus, the rates in (12) are functions only of the beamforming vectors. Then, for this realization, we define the region R h consisting of the rate points that can be achieved using all possible pairs of beamforming vectors, i.e.
The instantaneous rate region of (24) has been the topic of many previous studies; see, e.g. [3] and references therein. We denote the maximum rate for link i as
This is the rate that corresponds to the point where the outer boundary of R h meets the ith rate June 29, 2011 DRAFT axis. It is achieved when TX i uses the maximum-ratio beamforming vector, i.e. w i = h ii / h ii , and TX j creates no interference to RX i , either by not transmitting or by transmitting into the nullspace of h ji ; see, e.g. [3] .
A. Common Outage Rate Region for Instantaneous CSI
We denote by R com inst (ǫ) the sought common outage rate region for instantaneous CSI. We say that a rate point (r 1 , r 2 ) is in R com inst (ǫ), if the chance is at least 1 − ǫ, that the fading state is such that operation at this rate point is possible. Here, being able to operate means that we can find a pair of feasible beamforming vectors that yields the rate point in question.
Contrary to in Section III, we define the usage probabilities for instantaneous CSI taking into account all feasible pairs of beamforming vectors. It is apparent that each fading state yields a different achievable instantaneous rate region R h , defined in (24). Since R h is a function of the random channels, it may be seen as a random variable. Drawing an arbitrary realization of R h , the common usage probability of a rate point (r 1 , r 2 ) is the probability that this point lies within this realization, i.e.
Definition 3. Let ǫ > 0 denote the common outage probability specification. The common outage rate region for instantaneous CSI is the set of all rate points (r 1 , r 2 ) that can be achieved with probability at least 1 − ǫ, using a pair of feasible beamforming vectors (w 1 , w 2 ), i.e.
B. Individual Outage Rate Region for Instantaneous CSI
We denote by R ind inst (ǫ 1 , ǫ 2 ) the sought individual outage rate region for instantaneous CSI. At first glance, one might be misled to give the following straightforward definition for the individual rate region: "A point (r 1 , r 2 ) is in the region, if there is a chance of at least 1 − ǫ 1 that channels are in a fading state such that r 1 ≤ S 1 , and there is a chance of at least 1 − ǫ 2 that r 2 ≤ S 2 ." This definition results in a rectangular region, whose north-east corner point is given by Pr{r i ≤ S i } = 1 − ǫ i , i = 1, 2. This definition is flawed because it does not take into June 29, 2011 DRAFT account the coupling of the links and looks at them as being parallel rather than constituting an interference channel.
Contrary to in Section III, we assume that when the rate of one link cannot be achieved, the corresponding TX is turned off. This is now possible due to the availability of instantaneous CSI at the TXs. In such an occasion, the other link experiences an interference-free environment and hence has increased chances of achieving its rate. In this context, the problem of interest is to determine how probable it is to achieve r 1 and r 2 , i.e. how to define the individual usage probabilities for instantaneous CSI.
In the following, we focus on a given rate pair (r 1 , r 2 ) and a realization of the region R h .
We need to determine whether the rates r 1 and r 2 are achievable. It can be either that none of them is achievable, or both of them are achievable, or only one of them is achievable. In order to formalize the answer, we introduce the flowchart in Fig. 2 
In order to elaborate the usage probabilities, we express the probabilities of the cases A-D as
Pr{B} Pr{(r 1 , r 2 ) ∈ R h }, (31)
Note that in (30), (32), and (33), the equalities are true since the random variables S 1 and S 2 are independent. This is due to (25) and the assumption that the channels h 11 and h 22 are independent. The probabilities of the form Pr{r i ≤ S i (h ii )} can be computed in closed form, based on the results in Appendix A. This is because they can be rewritten, due to (25), as
i } and h ii 2 is hypoexponentially distributed. The probability Pr{(r 1 , r 2 ) ∈ R h } can be numerically approximated by drawing a large number of regions R h and counting how many times the point (r 1 , r 2 ) lies in them. In the following, we express (34) with respect to Pr{r i ≤ S i } and Pr{(r 1 , r 2 ) ∈ R h }. We note that if a point lies in R h , then it also lies in the rectangle rate region with north-east point (S 1 , S 2 ). Hence, we can write
While traversing the flowchart, if we happen to be in D, then we will terminate in either D 1 or D 2 , depending on the outcome of the coin. The coin outcome depends on the bias that we define as t Pr{heads}. So, the probability of case D 1 and D 2 is Pr{D 1 } t Pr{D} and (36)
It is apparent that, by construction, the cases A, B, C 1 , C 2 , D 1 , and D 2 , to which the flowchart terminates, are mutually exclusive. Using (30)- (33) and (35)- (37), one can easily verify that their probabilities sum up to one.
The usage probability of link 1 in (28) is expressed, due to (31), (32), (35), (36), and (37), as
As mentioned in the beginning of this section, it is flawed to consider the usage probability of link 1 being equal to Pr{r 1 ≤ S 1 }. This would only hold if links 1 and 2 were parallel. Due to the coupling, the usage probability is actually lower by, as seen in (39), the probability that TX 2 is on, when either one of r 1 and r 2 can be achieved. By the same token, the usage probability of link 2 in (29) is expressed, due to (31), (33), (35), (36), and (37), as
Using the usage probabilities in (38) and (40), we can formalize the definition of the individual outage rate region for instantaneous CSI. Note that the expressions of the usage probabilities depend on the coin bias t. By increasing the value of t, link 1 is prioritized over link 2. So, if Then, the individual outage rate region for instantaneous CSI is the set of all rate points (r 1 , r 2 ) that yield usage probabilities for links 1 and 2, defined in (38) and (40), at least 1 − ǫ 1 and 1 − ǫ 2 , respectively. Considering all possible values for the coin bias t ∈ [0, 1], it is
(42)
C. Computing the Outage Rate Regions for Instantaneous CSI
Here, we sketch a method to determine numerically whether a rate point (r 1 , r 2 ) is within an outage rate region for instantaneous CSI. The core ingredient of the method is the approximate calculation of the usage probabilities as sums of frequencies of occurrence for the cases B-D.
We draw a large number of channel realizations. For each of them, we use the flowchart in Fig. 2 to determine which of the mutually exclusive cases occurs. For each of the cases, we have a counter that we increase according to the termination of the flowchart. We normalize the counters with the total number of trials to approximately obtain Pr{B}, Pr{C 1 }, Pr{C 2 }, and
Pr{D}. Obviously, the accuracy of the approximation increases with the number of realizations.
We use (36) and (37) to obtain Pr{D 1 } and Pr{D 2 }, respectively, as functions of t. Then, due to (26), the common usage probability is given by Pr{B} and comparing it with the common outage specification, we determine whether the rate point is in the common outage rate region.
The individual usage probabilities are given by the sums in (28) and (29). If there exists a t ∈ [0, 1] that meets the individual outage specifications, we determine that the rate point is in the individual outage rate region.
We now illustrate with the anecdotal example in Fig. 3 the approximation of (28) and (29) by the frequencies of occurrence for the cases B-D. For three different channel realizations, we plot the respective instantaneous rate regions, R Table I . For point a, the flowchart of Fig. 2 terminates at B for all three trial regions. Hence, the common and individual usage probabilities of a are equal to 1. For point b, the flowchart terminates at B in the first and third trial and at C 2 in the second trial.
Therefore, the common usage probability of b is 2/3 and the individual ones are 2/3 and 1 for link 1 and 2, respectively. For point c and either of R 
V. COMPARISON OF REGIONS
In this section we compare the outage rate regions of Definitions 1-4. In Fig. 4 , we depict the four regions for a set of randomly drawn full-rank channel covariance matrices. In the example, both TXs have n = 5 antennas and employ single-stream beamforming, even for the scenario of statistical CSI. The noise variance is σ 2 i = 0.5 for both RXs and the outage specifications are set to ǫ = ǫ 1 = ǫ 2 = 0.1. First, we discuss the methods we used to generate the regions in Fig.   4 . Second, we make some observations from the graphical comparison of the regions. Third, we formalize these observations on the relations between the regions into two propositions.
We use exhaustive-search methods to generate the regions in Fig. 4 . For statistical CSI we draw beamforming vectors randomly. For each pair of beamforming vectors, we determine the rate points that meet the outage specifications using (23). Then, we find the boundary via a brute-force search of the north-eastern rate points. For instantaneous CSI, we make a grid of rate points. Then, for each rate point, we use the method sketched in Section IV-C to determine whether the rate pair is in the outage rate region or not. We use the closed-form method in [17] to compute the outer boundary of the instantaneous rate region R h for each channel realization.
In the anecdotal example of Fig. 4 , we see that the individual outage regions are larger than the common outage regions. Also, the instantaneous CSI regions are larger than the corresponding statistical CSI regions. As stated in the following propositions, these relations are true in general. 
Proof of Prop. 1a): Due to Definition 1, for any rate point (r 1 , r 2 ) ∈ R com stat (ǫ), there is a pair of transmit covariance matrices (Ψ 1 , Ψ 2 ) such that
This implies that 
Proof of Prop. 2a):
If (r 1 , r 2 ) ∈ R com stat (ǫ), then there is a pair of transmit covariance matrices (Ψ 1 , Ψ 2 ) such that the common usage probability of (r 1 , r 2 ) is at least 1 − ǫ. So, the probability is at least 1 − ǫ that we get channel realizations for which there exists a pair (Ψ 1 , Ψ 2 ) yielding the rate pair (r 1 , r 2 ). Hence, we have (r 1 , r 2 ) ∈ R com inst (ǫ). Proof of Prop. 2b): First, we simplify notation by using
For all pairs of transmit covariance matrices (Ψ 1 , Ψ 2 ), we note that
since S i is the maximum rate we can achieve for a given realization of the channels.
, for a rate point (r 1 , r 2 ) and a pair of transmit covariance matrices (Ψ 1 , Ψ 2 ). Hence, (r 1 , r 2 ) ∈ R ind stat (ǫ 1 , ǫ 2 ). We note that
since Pr{r 1 ≤ R 1 |r 1 > S 1 } = 0. Also, we can write (38) as
For r 2 , we have expressions similar to (44) and (45).
We have to show that there exists a t
Comparing (44) and (45), we see that they have the factor Pr{r 1 ≤ S 1 } in common. So, we show that there exists a t ∈ [0, 1] such that
Pr{r 2 ≤ R 2 |r 2 ≤ S 2 } ≤ 1 − t Pr{r 1 ≤ S 1 } 1 − Pr{(r 1 , r 2 ) ∈ R h } Pr{r 1 ≤ S 1 } Pr{r 2 ≤ S 2 } .
In order to simplify notation, we define α i Pr{r i ≤ R i |r i ≤ S i }, β i Pr{r i ≤ S i }, i = 1, 2, and η 1 − Pr{(r 1 , r 2 ) ∈ R h }/(Pr{r 1 ≤ S 1 } Pr{r 2 ≤ S 2 }). Now, we write (46) and (47) as
Since α i ≤ 1, we have t U ≥ 0 and t L ≤ 1. So, there exists a feasible t if we can verify that t L ≤ t U . From (48) we have
From the definitions of β 1 , β 2 , and η, we have β 1 β 2 η = β 1 β 2 − Pr{(r 1 , r 2 ) ∈ R h }. Also, we know that α i β i = 1 − ǫ i . Hence, we write (49) as β 1 β 2 ≤ Pr{(r 1 , r 2 ) ∈ R h } + β 1 + β 2 + ǫ 1 + ǫ 2 − 2.
From (19) and Definition 1 we note that since (r 1 , r 2 ) ∈ R ind stat (ǫ 1 , ǫ 2 ) implies (r 1 , r 2 ) ∈ R com stat (ǫ 1 + ǫ 2 − ǫ 1 ǫ 2 ). Using Proposition 2 a), we know that (r 1 , r 2 ) ∈ R com inst (ǫ 1 + ǫ 2 − ǫ 1 ǫ 2 ). Hence, Pr{(r 1 , r 2 ) ∈ R h } ≥ 1 − ǫ 1 − ǫ 2 + ǫ 1 ǫ 2 . Therefore, it is sufficient to prove that 
