Modellbasierte Lokalisation und Verfolgung für sichtsystemgestützte Regelungen [online] by Mueller, Thomas
Modellbasierte Lokalisation und Verfolgung
f

ur sichtsystemgest

utzte Regelungen
Zur Erlangung des akademischen Grades eines
Doktors der Ingenieurwissenschaften
von der Fakult

at f

ur Informatik
der Universit

at Karlsruhe (TH)
genehmigte
Dissertation
von
Thomas M

uller
aus
Walldorf bei Heidelberg
Tag der m

undlichen Pr

ufung:
8. Februar 2001
Erster Gutachter: Prof. Dr. H.-H. Nagel
Zweiter Gutachter: Prof. Dr. H. Prautzsch
2
Danksagung
An erster Stelle danke ich nat

urlich Herrn Prof. Dr. H.-H. Nagel f

ur die auerordent-
lich engagierte Betreuung meiner Arbeit, f

ur all seine Bem

uhungen sowie die guten
Ratschl

age. Von ihm habe ich nicht nur viel

uber wissenschaftliches Arbeiten gelernt.
Ganz besonderen Dank m

ochte ich Herrn Prof. Dr. H. Prautzsch aussprechen f

ur die

Ubernahme des Korreferats trotz enger zeitlicher Rahmenbedingungen. Dank seiner
freundlichen Unterst

utzung gelang es mir, die Abhandlung z

ugig fertigzustellen und
bereits im Wintersemester 2000/2001 zu promovieren. Herzlichen Dank.
F

ur das angenehme kollegiale und freundschaftliche Verh

altnis bedanke ich mich sehr
herzlich bei meinen Kollegen Dr. Holger Leuck, Dr. Ralf Gerber, Ferit Kececi, Alexan-
der Bachem, Klaus Fleischer, Markus Middendorf und Dr. Clemens Ballarin sowie bei
meinen ehemaligen Kollegen Dr. Michael Haag, Dr. Frank Heimes, Dr. Klaus M

uck,
Angela Gehrke und Dr. Karl Sch

afer. Allen m

ochte ich meinen Dank aussprechen f

ur
die Unterst

utzung moralischer oder technischer Art sowie f

ur jegliche wissenschaftliche
Anregungen. Besonderer Dank geht dabei an Dr. Holger Leuck f

ur seine freundliche
Unterst

utzung sowie f

ur die wissenschaftlichen und nicht wissenschaftlichen Diskussio-
nen. Besonders danken m

ochte ich auch Dr. Michael Haag, der mir anfangs den Einstieg
in die Forschungst

atigkeit deutlich erleichterte.
Bedanken m

ochte ich mich bei Dr. Volker Gengenbach f

ur seine Hilfe bei einigen schein-
bar un

uberwindlichen programm- oder ger

atetechnischen Schwierigkeiten. Ferner danke
ich Dr. Stefan Wachter f

ur die

Uberlassung seines Programmsystems zur Personenver-
folgung und f

ur die Einweisungen dazu.
Besonderen Dank m

ochte ich Frau Ulla Dietrich aussprechen f

ur all die freundlichen
Worte und Taten, die Licht in den manchmal dunklen Alltag brachten.
Ganz besonders herzlich danke ich vor allem meinen Eltern, meiner Schwester, meinem
Bruder und meinen Freunden, die mir halfen, die manchmal schwere Zeit zu

uberstehen,
die mir Mut machten und mich mit Rat und Tat unterst

utzten.
i
ii
Kurzfassung
Der Sehsinn des Menschen bildet ein m

achtiges Hilfsmittel zur Erfassung, Beobachtung
und Interpretation seiner Umgebung und damit eine wichtige Grundlage zur Interakti-
on mit der Umwelt. So ist es nicht verwunderlich, da mit einer oder mehreren Kame-
ras ausgestattete Sichtsysteme in vielen Einsatzbereichen ebenfalls eine { mit anderen
Sensoren oft unerreichte { zentrale und damit auch besonders zukunftstr

achtige Rolle
spielen.
In der vorliegenden Arbeit wird anhand zweier bewut sehr unterschiedlich gew

ahlter
Teilbereiche das Feld modellbasierter Sichtsysteme n

aher untersucht. Bei dem einen
handelt es sich um die rechnergest

utzte Erkennung der Bewegungen von Personen.
Der zweite Bereich besch

aftigt sich mit einer sichtsystemgest

utzten Roboterregelung
f

ur eine komponentenweise Demontage des Motorraums von Altfahrzeugen, die im
Gegensatz zu einer automatischen Montage wesentlich auf Sichtsysteme angewiesen
ist. Die Verschiedenartigkeit der beiden Teilbereiche erm

oglicht dabei, die einzelnen
relevanten Aspekte modellbasierter Sichtsysteme durch Betrachtung des jeweils daf

ur
g

unstigeren Bereichs besonders gut herauszuarbeiten, und bedeutet gleichzeitig eine
breite Abdeckung des Feldes modellbasierter Sichtsysteme.
Ziel der vorliegenden Arbeit ist eine signikante Verbesserung hinsichtlich der in Theo-
rie und Praxis relevanten Aspekte, wie z.B. Automatisierbarkeit, Robustheit, Genau-
igkeit, Flexibilit

at, Ausf

uhrungsgeschwindigkeit, Zuverl

assigkeit und Analysierbarkeit.
Dies bedeutet zum einen die Entwicklung neuer Verfahren und zum anderen die Analyse
und Verbesserung zahlreicher Einufaktoren. Letzteres zeigt sich beispielsweise insbe-
sondere bei der Steigerung der Robustheit als unumg

anglich. Beide Vorgehensweisen
werden in der vorliegenden Arbeit behandelt und zu allen genannten Aspekten signi-
kante Fortschritte erzielt. Dazu z

ahlen insbesondere die Erweiterung der Demontage um
eine automatische, Realwelt-taugliche, mono- oder multiokulare Objektlokalisation zur
Initialisierung des zugrundeliegenden Verfolgungsprozesses, die nun echtzeitf

ahige und
hinreichend robuste Roboterregelung, eine bildfolgenunabh

angige Wahl der Parameter
bei der Personenverfolgung sowie der Einsatz eines iterativ erweiterten Kalmanlters
unter Verwendung einer Levenberg-Marquardt{Optimierung bei der Personenverfol-
gung (anstatt eines erweiterten Kalmanlters mit Gau-Newton{Optimierung).
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Kapitel 1
Einleitung
Zweifellos bildet der Sehsinn des Menschen ein m

achtiges Hilfsmittel zur Erfassung,
Beobachtung und Interpretation seiner Umgebung und damit eine wichtige Grundlage
zur Interaktion mit der Umwelt. Will man k

unstliche Systeme realisieren, die mensch-
liche F

ahigkeiten auf Interpretations- oder Interaktionsebene nachempnden, gilt na-
turgem

a Entsprechendes. So ist leicht nachzuvollziehen, da mit einer oder mehreren
Kameras ausgestattete Sichtsysteme in vielen Einsatzbereichen eine { mit anderen
Sensoren oft unerreichte { zentrale und damit auch besonders zukunftstr

achtige Rolle
spielen.
Aufgrund der Wichtigkeit solcher Systeme wird in der vorliegenden Arbeit das Feldmo-
dellbasierter Sichtsysteme n

aher untersucht. Die Nutzung von Objektmodellen { etwa
in Form dreidimensionaler CAD- oder Volumenmodelle { erweist sich bei Sichtsystemen
als besonders g

unstig, da dies in geeigneter und kompakter Form die zu beobachten-
den Objekte zu beschreiben vermag und so R

uckschl

usse auf die Verh

altnisse in der
3D-Szene erlaubt (im Gegensatz zu Verfahren, die im 2D-Bildbereich arbeiten und
charakteristischerweise lediglich Aussagen

uber die Verh

altnisse im Kamerabild treen
k

onnen).
Die Untersuchungen innerhalb des Bet

atigungsfeldes erfolgen anhand zweier bewut
sehr unterschiedlich gew

ahlter Teilbereiche. Dies erm

oglicht es, die einzelnen relevanten
Aspekte modellbasierter Sichtsysteme durch Betrachtung des jeweils daf

ur g

unstigeren
Bereichs besonders gut herauszuarbeiten. Gleichzeitig wird durch die unterschiedlichen
Zielsetzungen eine breite Abdeckung innerhalb des Feldes modellbasierter Sichtsysteme
erreicht. Bei beiden Teilbereichen kann auf einem bereits bestehenden Programmsystem
aufgebaut werden, das aktuelle Standards erf

ullt. Dies erleichtert bei den Untersuchun-
gen eine Ankn

upfung an den Stand der Forschung.
Bei dem einen Teilbereich handelt es sich um die rechnergest

utzte Erkennung der Bewe-
gungen von Personen. Hierbei mu die prinzipiell unvorhersehbare Bewegung mehrerer
K

orperteile in st

andig wechselnden Situationen unter Ber

ucksichtigung gegenseitiger
partieller oder totaler Verdeckungen erkannt werden. Zentrales Problem ist die Weiter-
1
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entwicklung zu einem hinreichend robusten Verfahren, das die durchgef

uhrten Perso-
nenbewegungen trotz der Komplexit

at der zu l

osenden Aufgabe zuverl

assig erkennen
kann. Hierbei ist es sinnvoll, Geschwindigkeitsaspekte demgegen

uber zur

uckzustellen,
solange kein hinreichender Grad an Robustheit erreicht worden ist.
Der zweite Bereich besch

aftigt sich mit einer sichtsystemgest

utzten Roboterregelung
f

ur eine komponentenweise Demontage des Motorraums von Altfahrzeugen. W

ahrend
die automatische Montage von Fahrzeugen in einer Fabrik meist ohne Sichtsensorik
mittels Vorgabe von festen Roboterzielpositionen bewerkstelligt werden kann, kommt
eine komponentenorientierte Demontage von Altfahrzeugen nicht ohne Kameras aus,
da im allgemeinen viele unterschiedliche Fahrzeugmodelle und -typen (m

oglichst oh-
ne rechnerinterne Repr

asentation jedes einzelnen Typs), sowie Spezialkonstruktionen,
Umbauten und Unfallwagen behandelt werden m

ussen. Das bedeutet, da ein solches
Demontagesystem in der Lage sein mu, Komponenten unerwarteter Lage, Gr

oe oder
Form zu handhaben.
Im Vergleich zur Personenverfolgung m

ussen bei diesem System nur wenige Parame-
ter zur Verfolgung weniger Objekte aus dem Bildmaterial gesch

atzt werden (da starre
K

orper verfolgt werden und zur Regelung eines Werkzeugs bereits eine Verfolgung
von nur zwei Objekten (Werkzeug und Werkst

uck) ausreicht). Die Objektbewegung
wird zudem haupts

achlich vom Demontagesystem selbst bewirkt, was die Ver

ande-
rungen im aufgenommenen Bildmaterial bis zu einem bestimmten Grad vorherseh-
bar macht. Die Komplexit

at der zu l

osenden Aufgabe entsteht auf diesem Teilge-
biet haupts

achlich durch die Verschiedenartigkeit der Objekte innerhalb komplexer
Realwelt-Szenen und durch die ben

otigten Anforderungen an die Demontageaktionen.
Zudem stehen besonders auch Echtzeitaspekte im Vordergrund. Da aber robuste Al-
gorithmen zur Bew

altigung der Aufgabenkomplexit

at im Allgemeinen zeitaufwendig
sind, mu oft ein Kompromi gefunden werden zwischen der Robustheit auf der einen
Seite und der Ausf

uhrungsgeschwindigkeit auf der anderen Seite.
W

ahrend also bei der Personenverfolgung die Robustheit ungeachtet der dazu ben

otig-
ten Rechenzeit zu steigern ist, mu bei der Demontage die Robustheit m

oglichst ohne
Rechenzeitverluste bzw. die Geschwindigkeit m

oglichst ohne Robustheitsverluste ver-
bessert werden. Dieser Punkt ist bei der

Ubertragung von Ergebnissen von einem Be-
reich auf den anderen zu beachten.

Ublicherweise ist der Einsatz eines Sichtsystems mit einer Absicht verkn

upft, die man
damit verfolgen will. Daher lautet der Titel der vorliegenden Arbeit
"
Modellbasierte
Lokalisation und Verfolgung f

ur sichtsystemgest

utzte Regelungen\. Meist ist mit der
Bildauswertung { wie bei der sichtsystemgest

utzten Demontage { auch die Regelung
von Aktuatoren verbunden. Weniger oensichtlich ist dies bei der Personenverfolgung.
Selbst wenn in Zukunft lediglich ein Text generiert werden sollte, welcher die Perso-
nenbewegungen beschreibt, so ergibt sich eine Regelung der bildgebenden Kamera aus
folgendem Grund. Da sich die Personen bewegen, sollten sie w

ahrenddessen stets von
der Kamera erfat werden k

onnen. Installiert man die Kamera hinreichend weit ent-
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fernt von der zu erfassenden Person, ergibt sich in der Regel ein kleines Personenabbild
im auszuwertenden Bildmaterial. Dann ist allerdings zu erwarten, da die Bewegun-
gen nicht zuverl

assig und genau genug erfat werden k

onnen. Es ist daher sinnvoll,
die verwendete Kamera in einem geringeren Abstand zu installieren und der verfolg-
ten Person programmgeregelt nachzuf

uhren. Das dokumentierte Verfahren liefert alle
programmtechnischen Voraussetzungen, um eine solche Regelung einfach umsetzen zu
k

onnen.
1.1 Personenverfolgung
Das in der vorliegenden Arbeit bei der Personenverfolgung eingesetzte System geht
zur

uck auf [Wachter 97], siehe auch [Wachter & Nagel 99]. Das realisierte Programm-
system erm

oglicht die Verfolgung, d.h. die Erfassung der Bewegungen von Personen
in Bildfolgen realer Szenen

uber die Zeit hinweg. Dazu werden weder besondere Be-
wegungsmuster der Personen vorausgesetzt (insbesondere wird absichtlich kein Modell

uber den Gehvorgang eines Menschen eingesetzt) noch zu stark vereinfachende Be-
dingungen an die Kleidung oder den Hintergrund gestellt. Angestrebt wird somit die
Entwicklung eines sehr exiblen Verfahrens zur Operation in Realwelt-Szenen. Dies
stellt allerdings sehr hohe Anforderungen an die eingesetzten Algorithmen. [Wachter
97], [Wachter & Nagel 99] gelingt es, diesen Anforderungen soweit gerecht zu werden,
da mehrere Personen in realen Szenen

uber mehrere hundert Bilder hinweg bis auf
einige Robustheitsschw

achen verfolgt werden k

onnen.
Das System operiert im 3D-Szenenbereich. Zur Modellierung der K

orperteile wer-
den elliptische Kegelst

umpfe eingesetzt und

uber Koordinatensystemtransformationen
bez

uglich der zugeh

origen lokalen Koordinatensysteme zu einem Personenmodell ent-
sprechender Topologie verkn

upft. Die Freiheitsgrade bei den Transformationen bezeich-
nen entweder personenspezische Gr

oen (z.B. Arm- oder Beinl

angen) oder aus dem
Bildmaterial zu sch

atzende Freiheitsgrade (wie beispielsweise die Beugewinkel der Knie
oder der Ellenbogengelenke). Erstere k

onnen anhand der Person (bisher) manuell be-
stimmt werden. Letztere m

ussen f

ur jedes ausgewertete Bild samt der zeitlichen Ab-
leitungen (Geschwindigkeiten) aus dem Bildmaterial gesch

atzt werden. Zur Sch

atzung
dieser insgesamt (je nach Anwendungsfall) bis zu 26 Freiheitsgrade wird ein geeigneter
erweiterter Kalman-Filter eingesetzt zur Fortschreibung der Werte

uber die Bildfol-
ge hinweg. Die Bewertung einer Sch

atzung trit ein dabei zu minimierendes G

ute-
ma, die Minimierung erfolgt mittels des Gau-Newton{Algorithmus. Dieses G

utema
mit in geeigneter Form die Abweichung zwischen dem ins Kamerabild projizierten
Umri des Personenmodells und den zugeh

origen Bilddaten, wobei sowohl Kanten-
information als auch Fl

acheninformation des Bildes verwendet wird. Die Projektion
des Personenmodellumrisses ins auszuwertende Kamerabild kann dabei aufgrund einer
physikalisch-mathematischen Modellierung der Abbildungseigenschaften der verwende-
ten Kamera berechnet werden. Zur Visualisierung der G

ute der Modellanpassung zu
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einem Zeitpunkt der Verfolgung werden

ublicherweise die zugrundeliegenden Bilddaten
dargestellt und die zur Anpassung geh

orige Projektion des Umrisses in Form weisser
Linien

uberlagert.
Zur Stabilisierung der Verfolgung ist ein Mechanismus eingebaut, der es erm

oglicht,
die gesch

atzten Freiheitsgradwerte w

ahrend der Modellanpassung zu beschr

anken. Da-
zu k

onnen Extremwerte f

ur die zu sch

atzenden Freiheitsgrade festgelegt werden. Die
Extremwerte k

onnen die anatomischen Beschr

ankungen der Gelenke des zu verfolgen-
den Objektes repr

asentieren. Sie k

onnen aber auch allgemeiner so gew

ahlt werden, da
sich m

oglichst gute Modellanpassungen ergeben. Falls das Programm einen bez

uglich
dieser Werte zu groen oder zu kleinen Gelenkwinkel berechnet, wird dieser auf den
entsprechenden Extremwert und die zugeh

orige

Anderungsgeschwindigkeit auf Null
gesetzt. Dieser Mechanismus wird in der vorliegenden Arbeit mit Freiheitsgradwerte-
beschr

ankung bezeichnet.
In [Wachter 97] werden ausf

uhrlich die erhaltenen Verfolgungsergebnisse anhand von
sechs Personenbildfolgen dokumentiert. Zu jeder der Bildfolgen wird bisher eine eigene
Parametrisierung der Verfolgung verwendet. Abbildung 1.1 verschat einen

Uberblick

uber die Verfolgungen. Die im oberen Teil der Abbildung dargestellten Bildfolgen zei-
gen gehende Personen vor Realwelthintergr

unden, bei der unten links dargestellten
Teilabbildung vollf

uhrt die Person gymnastische Bewegungen und bei der unten rechts
gezeigten Bildfolge wird eine Signalisierungsszene mit den Armen simuliert. Trotz der
erzielten Resultate ergeben sich bei den Verfolgungen an einigen Stellen Schwachpunk-
te, auf die in [Wachter 97] nicht n

aher eingegangen werden konnte
1
und die es in der
vorliegenden Arbeit zu verbessern gilt. Um auf die zum gegenw

artigen Stand erzielten
Ergebnisse Bezug nehmen zu k

onnen, werden die Verfolgungsergebnisse nach [Wach-
ter 97] in der vorliegenden Arbeit Referenzversuche genannt. Die Bezeichnungen der
Bildfolgen sind der Bildunterschrift von Abbildung 1.1 zu entnehmen.
1.2 Sichtsystemgest

utzte Demontage
Bei der sichtsystemgest

utzten automatischen Demontage des Motorraums von Alt-
fahrzeugen kann auf dem in [Tonko 97] entwickelten Verfahren aufgebaut werden. Als
Versuchsumgebung steht eine Roboterzelle zur Verf

ugung, die mit zwei Robotern ausge-
stattet ist. Zwischen den Robotern bendet sich als Versuchsobjekt ein Altfahrzeug mit
abgenommener Motorhaube, siehe Abbildung 1.2. Der eine Roboter tr

agt eine Stereo-
kameraanordnung zur Aufnahme des ben

otigten Bildmaterials. Mit ihm k

onnen geeig-
nete Beobachtungspositionen angefahren oder bestimmte Relativbewegungen zwischen
Objekt und Kamera realisiert werden. Der werkzeugtragende Roboter (kurz Werk-
zeugroboter) kann { wie in der Abbildung dargestellt { einen Greifer tragen oder auch
1
In [Wachter 97] stand die Entwicklung eines funktionierenden Verfahrens im Vordergrund. An eine
zeitaufwendige Analyse und Verbesserung der einzelnen Schwachstellen war zum damaligen Zeitpunkt
(noch) nicht zu denken.
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Abbildung 1.1: Referenzversuche: Verfolgung bei den sechs Bildfolgen nach [Wach-
ter 97]. Bildfolgennamen und Halbbildzeitpunkte zur Bilderreihe oben, v.l.n.r.: l rot
(Halbbild 91), alinde (Halbbild 67), frankm (Halbb. 148) und hof 191096 (Halbb.
129). Unten: sl 191096 (Halbbild 47) (links) sowie g braun (Halbbild 100) (rechts).
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Abbildung 1.2: Versuchsumgebung Roboterzelle. Man kann den Beobachtungsroboter
auf der linken Seite erkennen und den werkzeugtragenden Roboter im hinteren rechten
Teil des Bildes.
mit anderen Werkzeugen ausgestattet werden, wie z.B. einem elektrischen Schrauber
zum L

osen von (nicht zu festen) Schraubverbindungen. Der Blick in den Motorraum
l

at die Herausforderungen an das zu entwickelnde Regelungssystem erahnen.
Als Steuerrechner diente seit [Tonko 97] die sogenannte GIGAmachine, ein Multipro-
zessorsystem aus mehreren Sparc 10 Prozessoren zu maximal 75MHz . Zur genaueren
Erl

auterung siehe [Tonko 97].
In [Gengenbach 94] speziell entwickelte Ger

ate, genannt MiniVISTAs,

ubernehmen
den Bildeinzug von den Kameras und die

Ubertragung an den Steuerrechner sowie
die Echtzeit{Extraktion der bei der Verfolgung ben

otigten Kantenelemente. Diese An-
ordnung liefert mit einem Takt von unter 40ms Halbbilder inklusive der zugeh

origen
Kantenelementbilder und erm

oglicht so

uberhaupt erst, in den Bereich einer Echtzeitre-
gelung kommen zu k

onnen, da die Berechnung der Kantenelementbilder per Programm
sehr rechenaufwendig ist. Das Kantenelementbild beinhaltet diejenigen Pixel im Bild,
die als Bildkantenelemente identiziert worden sind (d.h. deren Gradientenbetrag

uber
einer fest vorgegebenen Schwelle liegt und deren Gradientenbetrag in Gradientenrich-
tung ein Maximum annimmt) samt der dort jeweils bestehenden Gradientenrichtung.
Abbildung 1.3 zeigt zur Illustration ein Beispiel.
Zur Verfolgung der Objekte werden diese mittels polyedrischer CAD-Modelle repr

asen-
tiert und Rundungen polyedrisch approximiert. Die Objekte k

onnen monokular oder
binokular verfolgt werden.

Ahnlich wie bei der Personenverfolgung dient auch hier die
Projektion des Modells in die Bildebene der Berechnung einer zu minimierenden Anpas-
sungsg

ute sowie der Beurteilung der berechneten Modellanpassung. Anders als bei der
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Abbildung 1.3: Kantenelementbild (unten) zu einer Aufnahme der Autobatterie (oben).
Die Gradientenrichtungen der Kantenelemente sind in den jeweils gesetzten Pixeln
kodiert. Aus Zeitgr

unden werden bei der Verfolgung stets Halbbilder, keine Vollbilder
verwendet.
Personenverfolgung werden aus Zeitgr

unden ausschlielich Kanteninformationen, kei-
ne Fl

acheninformationen zur Anpassung genutzt. Der Lagebestimmung von Objekten
dient ein erweiterter Kalman-Filter mit Gau-Newton{Minimierung der G

utefunktion.
Da die Lage eines Objektes im Raum durch 6 Parameter deniert ist (drei Trans-
lationen und drei Rotationen) m

ussen je Objekt 6 Freiheitsgradwerte

uber die Zeit
hinweg fortgeschrieben werden. Die Initialisierung der Verfolgung geschieht in [Tonko
97] manuell.
Das in [Tonko 97] entwickelte System ist in der Lage, die Batterie oder den Luftlter
bei sich bewegenden Kameras mono- oder binokular zu verfolgen. Zur Illustration sind
in Abbildung 1.4 die monokulare Verfolgung der Autobatterie samt der im Anpassungs-
proze verwendeten Kantenelemente gezeigt und in Abbildung 1.5 die Stereoverfolgung
des Luftlters. Als Demontagebeispiel dient die sichtsystemgest

utzte Entnahme der
(von den Halterungen bereits befreiten) Autobatterie aus dem Motorraum, vgl. Abb.
1.6. Zur Regelung des Greifers an die korrekte Greifposition wird simultan sowohl die
Batterie als auch der Greifer binokular verfolgt. W

ahrend des gesamten Prozesses wer-
den aus der Relativlage der beiden Objekte zueinander entsprechende Stellbefehle f

ur
den Werkzeugroboter generiert. Auf diese Weise wird weder eine externe Kamerakali-
brierung noch eine Roboterkalibrierung ben

otigt (welche oft mit nicht vernachl

assig-
baren Fehlern behaftet sind), und eventuelle Ungenauigkeiten werden w

ahrend der
Regelung automatisch ausgeglichen.
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Abbildung 1.4: Monokulare Verfolgung der Autobatterie zum Halbbildzeitpunkt 3
(oben). Der untere Teil zeigt das zugeh

orige Kantenelementbild. Die im Anpassungs-
proze verwendeten Kantenelemente wurden gegen

uber den nicht verwendeten schwarz
hervorgehoben.
Abbildung 1.5: Stereoverfolgung des Luftlters: Projektion des Modells ins linke Ka-
merabild (oben) bzw. ins rechte (unten).
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Abbildung 1.6: Regelung des Greifers an die korrekte Greifposition (links) und Ent-
nahme der Batterie aus dem Motorraum (rechts).
Mit dem eben umrissenen System konnte gezeigt werden, da es prinzipiell m

oglich ist,
geeignete Regelungen f

ur den Motorraum zu realisieren. Damit liegt eine Basis vor f

ur
die hier folgenden Betrachtungen.
1.3 Ziel der vorliegenden Arbeit
Ziel der vorliegenden Arbeit ist eine signikante Verbesserung hinsichtlich der in Theo-
rie und Praxis relevanten Aspekte, wie z.B. Automatisierbarkeit, Robustheit, Genau-
igkeit, Flexibilit

at, Ausf

uhrungsgeschwindigkeit, Zuverl

assigkeit und Analysierbarkeit.
Diese Aspekte treten in nat

urlicher Weise bei beiden Teilbereichen w

ahrend der Wei-
terentwicklung mit unterschiedlicher Gewichtung unter unterschiedlichen Rahmenbe-
dingungen auf. Dieser Sachverhalt erm

oglicht besonders gut die Darstellung der bei
modellbasierten Sichtsystemen relevanten Aspekte und die zu deren Verbesserung not-
wendigen Manahmen. Gleichzeitig wird aufgrund der Verschiedenartigkeit der beiden
Teilbereiche eine breite Abdeckung des Feldes modellbasierter Sichtsysteme erzielt.
Die Verbesserung des Systems hinsichtlich oben genannter Bewertungsaspekte erfor-
dert auf der einen Seite die Entwicklung neuer Verfahren. Auf der anderen Seite ist
aber auch eine Analyse und Verbesserung zahlreicher Einufaktoren unumg

anglich,
wie sich zum Beispiel insbesondere bei der Steigerung der Robustheit zeigt. Es ergeben
sich somit zwei M

oglichkeiten des Fortschritts. Beide werden in der vorliegenden Arbeit
behandelt und jeweils signikante Fortschritte im Hinblick auf die genannten Bewer-
tungsaspekte dokumentiert. Obgleich die Verbesserung zahlreicher Einufaktoren in
einigen F

allen mit zum Teil sehr einfachen Manahmen bewerkstelligt werden kann,
ist deren Gesamtwirkung auf das System kaum zu untersch

atzen und daher von groer
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Bedeutung f

ur die Verbesserung des Systems.
Die Kapitel 3 und 4 dokumentieren die konkret auf den beiden Teilgebieten erzielten
Ergebnisse und wie die zugrundeliegenden Bewertungsaspekte im Rahmen der Weiter-
entwicklung des Systems in nat

urlicher Art und Weise entstehen. Dabei wird verdeut-
licht, welche Ebenen der Entwicklung zum Tragen kommen k

onnen. Zur Vertiefung
der bei komplexen Systemen w

ahrend der Entwicklung auftretenden Faktoren bzw.
M

oglichkeiten sei auf den sehr interessanten Artikel [Rechtin 97] hingewiesen.
Zur Vervollst

andigung der Untersuchungen werden neben den erzielten Fortschritten
auch die noch bestehenden Restschwierigkeiten aufgezeigt, f

ur die noch keine L

osung
gefunden werden konnte. Diesbez

uglich bereits gewonnene Erkenntnisse m

ogen als
Grundlage f

ur zuk

unftige Verbesserungen dienen.
Kapitel 2
Literatur

uberblick
2.1 Erkennung und Lokalisation
Die anschlieende Diskussion der Literatur zur Erkennung und Lokalisation von Objek-
ten aus 2D-Einzelaufnahmen soll dem Leser erm

oglichen, einen

Uberblick

uber die auf
diesem Sektor entwickelten Verfahren und deren prinzipielle Unterschiede zu erlangen.
Dazu ist als erstes die in der Literatur und auch im Folgenden verwendete Terminologie
zu kl

aren. Konkret sind folgende drei Begrie gegeneinander abzugrenzen:
 Mit dem Begri der Detektion bezeichnet man die algorithmische Feststellung,
da (irgend) ein Objekt in der vorhandenen Aufnahme sichtbar (geworden) ist.
Ein dazu herangezogenes Verfahren erkennt nicht notwendigerweise, um welches
Objekt oder um welchen Objekttypen es sich tats

achlich handelt. Um dies zu ver-
anschaulichen, sei an einen Algorithmus gedacht, der in einer Bildfolge den Aus-
schnitt eines Bildes und den gleichen Ausschnitt einer Referenzaufnahme vonein-
ander subtrahiert und durch Vergleich des Dierenzbetrages mit einer geeigneten
Schwelle feststellen kann, ob an dieser Stelle etwas im Bild aufgetaucht ist oder
nicht.
 Erkennung bezeichnet die Identikation einer Auswahl von Bildstrukturen als
Abbild eines bestimmten Objektes einer Datenbasis. Es wird also festgestellt,
welches Objekt im Bild sichtbar ist.
 Der Begri der Lokalisation bezeichnet schlielich die Berechnung der Lage und
Orientierung eines Objektes in Bild bzw. Szene aus den vorhandenen Bildstruk-
turen.
Gem

a der Begrisbildung sind die genannten Aufgaben zur Lokalisation von Ob-
jekten sequentiell in der dargestellten Reihenfolge durchzuf

uhren. Tats

achlich h

angen
diese drei Begrie jedoch je nach eingesetztem Verfahren unterschiedlich stark zusam-
men. Viele Verfahren l

osen beispielsweise die Aufgabe der Erkennung und Lokalisation
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untrennbar voneinander in einem Algorithmus. Es gibt aber auch Verfahren, welche
beispielsweise eine Erkennung realisieren und erst nach Durchf

uhrung einer nachge-
schalteten Verarbeitung der dabei anfallenden Daten eine Lokalisation bewerkstelligen.
Wie die Autoren in [Bebis et al. 98] feststellen, ist die Objekterkennung eine schwierige
Angelegenheit: `Recognizing 3D objects from 2D images is one of the most challenging
problems in computer vision'. Dies spiegelt sich darin wider, da mittlerweile viele
Ans

atze von zum Teil sehr unterschiedlicher Natur entwickelt und weiterentwickelt
wurden. Und immer noch scheint kein Ende dieser Entwicklung in Sicht zu sein. Die
bis 1989 ver

oentlichten Verfahren werden abgedeckt in dem empfehlenswerten Buch
[Grimson 90]. Darin ndet sich neben der Denition der sich stellenden Aufgabe und
zahlreichen Illustrationen anhand anschaulicher Beispiele eine systematische Zusam-
menstellung der bis 1989 bekannten Ans

atze und der sich stellenden Teilprobleme. Es
werden unter anderem behandelt: modellbasierte Ans

atze, Zuordnung zwischen Bild-
und Modellmerkmalen, Suchmethoden im Raum m

oglicher Objektlagen sowie Suchme-
thoden im Raum m

oglicher Zuordnungen, Verfahren zur Reduzierung der Komplexit

at
oder der Dimensionalit

at des Suchraumes, Abtastmethoden, Verfahren mittels (gene-
ralisierter) Hough-Transformation und die Hypothesenverikation. [Wheeler & Ikeuchi
95] geben eine ausf

uhrliche

Ubersicht

uber die bis einschlielich 1994 ver

oentlich-
ten Verfahren. F

ur Arbeiten vor 1995 sei daher auf diese

Ubersicht verwiesen. Als
Erg

anzung ist die Literatur

ubersicht in [Olson 99] zu erw

ahnen, in der einige wichtige
Verfahren neueren wie auch

alteren Datums (wie z.B. die in der Fachwelt oft zitierte
Methode `RANSAC') angesprochen werden. Aufgrund der durch die genannten Zusam-
menfassungen erreichte Abdeckung bis (mindestens) 1994 konzentriert sich die folgende
Literaturrecherche auf Artikel seit 1995, wobei durch neuere Artikel

uberholte Arbeiten
nicht mit aufgenommen sind.
Da die meisten wichtigen Arbeiten auf dem Gebiet der Bildauswertung in der (meist)
j

ahrlich erscheinenden

Ubersicht von A. Rosenfeld in der wissenschaftlichen Zeitschrift
`Computer Vision and Image Understanding' zitiert werden, bilden die dort ber

uck-
sichtigten Zeitschriften und Konferenzb

ande die Hauptgrundlage des hier durchsuchten
Literaturbestandes. Ber

ucksichtigt wurde ferner der Bestand in den Bibliotheken der
Universit

at Karlsruhe sowie die im Internet zug

anglichen Arbeiten.
Im Folgenden wurde ein Versuch unternommen, die F

ulle an unterschiedlichen Artikeln
zur Objekterkennung bzw. -lokalisation zu klassizieren und die einzelnen Ans

atze zu
umreien. Bei der Klassikation wurde dabei keine disjunkte Einteilung angestrebt,
sondern eine zur

ubersichtlichen Darstellung m

oglichst geeignete. Mischformen zeigen,
da die Grenzen zwischen den gew

ahlten Klassen ieend sein k

onnen.
Da naturgem

a verschiedene Verfahren i.A. unterschiedliche St

arken und Schw

achen
aufweisen, wurden zu den einzelnen Artikeln die aufgef

uhrten Testbeispiele genannt.
Solche Beispiele vermitteln meist einen guten Eindruck von den St

arken und Schwer-
punkten, dem Einsatzgebiet bzw. der Realwelttauglichkeit der Verfahren.
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2.1.1 Merkmalsbasierte Verfahren
Merkmalsbasierte Verfahren beruhen auf der Extraktion von markanten Merkmalen in
Modell und Bild sowie einer geeigneten Zuordnung zwischen den Modell- und Bild-
merkmalen. Mit Hilfe der Bild-Modell{Zuordnung, die im Bildbereich oder einem ge-
eigneten Transformationsraum durchgef

uhrt wird, kann auf das Vorhandensein eines
bestimmten Objekts im Bild oder auf dessen Lage geschlossen werden. Die verwendeten
Merkmale k

onnen z.B. Punkte, Linien, Eckstrukturen, Ellipsen oder von allgemeinerer,
evtl. geeignet transformierter Art sein. Typischerweise werden die berechneten Lage-
hypothesen anschlieend einem Verikationsschritt unterzogen. Aufgrund der Funkti-
onsweise solcher Verfahren ergeben sich direkt die zu l

osenden zentralen Probleme der
merkmalsbasierten Objekterkennung bzw. -lokalisation:
 Auswahl von Merkmalen sowie
 deren zuverl

assige Extraktion aus Bildern,
 Problem der Merkmalszuordnungen und die damit verbundene kombinatorische
Vielfalt (Problem der Komplexit

at bei der Zuordnung),
 Generierung zuverl

assiger, m

oglichst genauer Lagehypothesen; insbesondere die
Behandlung von Ausreiern (d.h. Fehlzuordnungen) spielt hierbei eine wichtige
Rolle,
 Realisierung der Verikation.
Diese Punkte spiegeln sich direkt in den Storichtungen der meisten Verfahren wider.
So besch

aftigen sich die meisten der im folgenden zitierten Artikel mit der L

osung die-
ser Teilprobleme und der diesbez

uglichen Verbesserung oder Optimierung bestehender
Verfahren. [Yang & Cohen 99] fat einige wichtige Storichtungen merkmalsbasierter
Verfahren mittels entsprechender Literaturzitate zusammen.
[Gengenbach et al. 96] verwenden f

ur die Lokalisation polygonaler K

orper einen klas-
sischen merkmalsbasierten Ansatz [Porill et al. 88] zur Generierung und Verikation
hypothetischer Objektlagen. Als Merkmale werden sowohl Modellecken als auch Mo-
dellkreise bzw. Bildecken und Bildellipsen sowie bei der Verikation auch geradlinige
Kanten verwendet. Die Autoren nutzen eine trinokulare Kameraanordnung, um aus den
2D-Bildinformationen m

oglichst zuverl

assige und eindeutige 3D-Rekonstruktionen zu
erhalten und so die Komplexit

at des Zuordnungsproblems eingrenzen sowie Fehlzuord-
nungen m

oglichst ausschlieen zu k

onnen. Als Testbeispiel dient ein aus zwei Quadern
unterschiedlicher Gr

oe zusammengesetzter K

orper vor homogenem Hintergrund.
Der in [Cass 98] vorgestellte Ansatz basiert auf einer Projektion geometrischer Zwangs-
bedingungen, die bei der Zuordnung geometrischer Merkmale in Bild und Modell beste-
hen, in einen geeigneten Transformationsraum. Die Analyse der Zwangsbedingungen in
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diesem Transformationsraum erlaubt es, ein Zuordnungsverfahren anzugeben, welches
alle m

oglichen Zuordnungen zwischen Modell- und Bildmerkmalen mit polynomialem
Zeitaufwand ndet. Getestet wird das Verfahren anhand eines aus zwei Buchst

utzen
zusammengeklebten Objektes in freier Lage vor homogenem Hintergrund.
[Chang & Tsai 99] stellen einen grundlegenden, auf Bildkantenmerkmalen basieren-
den Ansatz vor, der mit statistischen Tests der gewonnenen Lagehypothesen arbeitet.
Dazu werden zwei Testfunktionen deniert. Mit der ersten kann ung

unstiges Bildma-
terial noch vor der eigentlichen Lagesch

atzung erkannt werden. Mit der zweiten wird
entschieden, ob die gesch

atzte Lage genau genug berechnet werden konnte. Als Test-
beispiele dienen der Zauberw

urfel (auch bekannt als `Rubik's Cube') und ein Drucker
vor homogenem Hintergrund.
[Yang & Cohen 99] wenden sich nicht der Lagebestimmung dreidimensionaler Objekte
im Raum zu, sondern lokalisieren eine zweidimensionale Bildschablone, in der schwache
perspektivische Transformationen der Schablone auftreten d

urfen, im Abbild einer Sze-
ne. Solche perspektivische Transformationen werden mittels aner Transformationen
approximiert. Die Bildschablonen k

onnen beispielsweise Aufkleber auf 3D-Objekten
oder Ober

achenteile repr

asentieren und so indirekt eine 3D-Lokalisation erm

oglichen.
Den Kern des vorgestellten Verfahrens bildet die Berechnung und Nutzung lokaler af-
ner Invarianten. Deren Berechnung baut auf der Extraktion von Punktmerkmalen im
Bildbereich und anschlieender Bestimmung der konvexen H

ulle auf. Durch Betrach-
tung konsekutiver Eckpunkte der konvexen H

ulle und der daraus konstruierten Teil-
dreiecke werden die anen Invarianten bestimmt. Da diese anen Invarianten lokal
konstruiert werden, k

onnen partielle Verdeckungen der Objekte direkt ber

ucksichtigt
werden. Die anen Invarianten werden zur Berechnung von Zuordnungen zwischen
den Knoten der konvexen H

ullen von Testbild und Schablone genutzt, um die ane
Transformation zwischen Testbild und Schablone r

uckg

angig machen zu k

onnen. Das
eigentliche Erkennungs- bzw. Lokalisationsproblem l

ost ein polynomialer Algorithmus
zur Zuordnung der Punktmerkmale in Testbild und Schablone. Als Testbeispiel dient
zum einen der Schriftzug auf einer Coladose (`Gotta have it. Pepsi'), der in mehreren
Realweltszenen lokalisiert wird. Zum anderen wird aber auch ein Haus in mehreren
Bildern lokalisiert, die verschiedene Ansichten des betrachteten Hauses zeigen.
Der in [Lowe 99] vorgestellte Ansatz basiert ebenfalls auf lokalen Invarianten. Die
extrahierten speziellen Merkmale sind invariant gegen

uber Skalierung, Translation so-
wie Rotation und teilweise invariant gegen

uber Beleuchtungs

anderungen sowie anen
bzw. 3D Projektionen. Die Merkmale weisen laut Autor

ahnliche Eigenschaften auf
wie die grundlegenden, zur Objekterkennung genutzten Neuronen der Hirnrinde bei
Primaten. Durch die Verwendung von speziellen Bildschl

usseln k

onnen lokale geome-
trische Deformationen eingefangen werden, indem verwischte Gradientenbilder in meh-
reren Orientierungs- und Skalierungsstufen repr

asentiert werden. Die Schl

ussel dienen
der Bestimmung von m

oglichen Kandidaten f

ur eine Objektanpassung. Diese werden
in einem abschlieenden Verikationsschritt mittels einer geeigneten Bewertungsfunk-
tion gepr

uft. Die im Artikel angegebenen Testbeispiele

uberzeugen durch ihre hohe
2.1. ERKENNUNG UND LOKALISATION 15
Komplexit

at: unter zum Teil gravierenden partiellen Verdeckungen werden beschrifte-
te Verpackungsschachteln, ein Sportschuh, ein Telefon sowie ein Teddyb

ar vor hoch-
komplexem Realwelthintergrund lokalisiert. Abschlieend demonstriert der Autor die
Stabilit

at der Bildschl

ussel bei Beleuchtungs

anderung. Es sollte erw

ahnt werden, da
das Verfahren eine Parallele zu den betrachtungswinkelbasierten Verfahren aufweist.
Die Abh

angigkeit vom Betrachtungswinkel ist allerdings wesentlich geringer als bei den
in Abschnitt 2.1.8 behandelten Verfahren.
Auch [Weiss & Ray 98] arbeiten mit Invarianten. Unter einigen Annahmen zur Model-
lierung der Objekte nden die Autoren mehrere Invarianten bez

uglich der Projektion
von 3D nach 2D, welche die Grundlage des vorgestellten Ansatzes bilden. Die Annah-
men zur Modellierung k

onnen dabei ein spezielles Modell oder eine Klasse von Modellen
betreen. Beide F

alle werden behandelt. Durch eine Behandlung des Zuordnungspro-
blems zwischen Modell- und Bildmerkmalen gelingt es den Autoren, Gel

ande-PKW
trotz schwachem Kontrast und z.T. starken Schattenbildungen auf einer Wiese mit
einfacher Textur zu lokalisieren.
[Das & Bhanu 98] stellen sich der Aufgabe, Flugzeuge unter Realweltbedingungen
zu detektieren, zu erkennen und zu lokalisieren. Wie die Testbeispiele zeigen, ist die
gestellte Aufgabe aufgrund der Form mancher Flugzeuge, wegen hochkomplexem Hin-
tergrund, Schattenwurf sowie z.T. schwachem Kontrast sehr komplex. Um die Aufgabe
zu l

osen, verwenden die Autoren eine hierarchisch organisierte Datenbasis aus Objekt-
modellen und stellen einen Algorithmus vor, den sie in drei Teile untergliedern. Den
ersten Teil bildet ein Verfahren zur qualitativen Objekterkennung unter Verwendung
einer modellbasierten, symbolischen Merkmalsextraktion. Der zweite Teil f

uhrt eine
verfeinerte Anpassung und eine spezischere Klassikation durch, indem verfeinerte
Merkmale verwendet werden. Dabei werden Eingabedaten aus dem ersten und drit-
ten Teil verwendet. Der dritte Teil extrahiert Basismerkmale, gewichtet diese geeignet
anhand ihrer Wichtigkeit und beeinut damit die beiden anderen Teile. Die Funkti-
onst

uchtigkeit des beschriebenen Algorithmus wird anhand vieler Flugzeugtypen unter
z.T. schwierigsten Bedingungen belegt. Die Realwelttauglichkeit des Verfahrens wird
damit eindrucksvoll unter Beweis gestellt.
[Rosin 99] widmet sich der Tatsache, da die auf der L

osung der kleinsten Quadrate
basierenden Standardmethoden zur Berechnung des Zuordnungsproblems sehr emp-
ndlich auf Ausreier in Form von Fehlzuordnungen reagieren. Der Autor setzt zur
Robustheitssteigerung an diesem Punkt an und stellt einen sich auf Punktzuordnungen
st

utzenden Ansatz vor, welcher mit dem kleinsten Median der Quadrate arbeitet. Der
vorgestellte Algorithmus l

auft mit linearem Aufwand in der Anzahl der Punktmerk-
male und liefert bis zu einem Anteil von 50% Ausreiern robuste Lagesch

atzungen. Die
Robustheit des Verfahrens wird anhand zweier Arten von St

orungen in den Eingabeda-
ten getestet: zum einen unter geringer Gauscher St

orung aller Daten und zum zweiten
unter massiver St

orung weniger Eingabedaten. Als Testobjekt bei der Lagebestimmung
dient ein einfaches polyedrisches Werkst

uck vor einfach strukturiertem Hintergrund.
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[Han et al. 99] wenden sich dem zentralen Zuordnungsproblem bei der merkmalsbasier-
ten Objekterkennung zu. Die Autoren pr

asentieren einen Algorithmus f

ur die Zuord-
nung zwischen den 3D Modell- und den 2D Bildmerkmalen, der im Gegensatz zu den
herk

ommlichen Ans

atzen auf einer Merkmalsmenge variabler Kardinalit

at operiert und
nicht ein einzelnes lokales Merkmal oder eine xe Merkmalskardinalit

at voraussetzt. Als
Ma f

ur die

Ahnlichkeit zwischen Merkmalsmengen dient die Hausdor-Distanz
1
(vgl.
[Huttenlocher et al. 93]) mit expliziten Zuordnungen, die von den Autoren geeignet er-
weitert wird, um die Probleme im Zusammenhang mit im Bild nicht vorhandenen oder
stark von der Erwartung abweichenden Merkmalen l

osen zu k

onnen. Nach der Generie-
rung der Lagehypothesen erfolgt - wie

ublich - ein Verikationsschritt. Als Testobjekte
dienen den Autoren partiell verdeckte Polyeder in komplexer Umgebung.
[H

ausler & Ritter 99] bestimmen die sechs Lage- und Orientierungsfreiheitsgrade eines
zu lokalisierenden starren Objekts, indem zun

achst aus dem Bildmaterial Punktmerk-
male extrahiert und aggregiert werden. Anschlieend wird jede dieser so gewonnenen
Aggregationen mit einer internen Datenbasis aus entsprechenden Merkmalsrepr

asenta-
tionen der 3D Objekte verglichen. Jedes Bildmerkmal kann auf diese Weise auf einen
Teilraum m

oglicher L

osungen f

ur die Lageparameter abgebildet werden. Mittels einer
Hough-Tabelle k

onnen die so gewonnenen Lagehypothesen akkumuliert und durch ei-
ne Suche nach dem Maximum in der Tabelle die Objektlage berechnet werden. Durch
die Verwendung der Hough-Tabelle werden automatisch partielle Verdeckungen der
Objekte toleriert. Mit dem vorgestellten Verfahren werden aus Quadern und Kegeln
unterschiedlicher Gr

oe zusammengesetzte mechanische Bauteile sowie eine Beethoven-
B

uste, d.h. eine Freiformskulptur, vor homogenem Hintergrund lokalisiert.
In

ahnlicher Weise wie der vorangehend behandelte Artikel bildet [Jurie 98b] m

ogli-
che Anpassungen zwischen Bild- und Modellmerkmalen auf Teilr

aume eines geeigneten
Oberraumes ab. Der Autor verwendet daf

ur bestimmte Volumina in einem Transfor-
mationsraum, von denen anschlieend zur L

osung der Lokalisationsaufgabe dasjenige
bestimmt wird, welchem die gr

ote Anzahl an Korrespondenzen zwischen Bild- und
Modellmerkmalen zugeordnet worden sind. Mit dem beschriebenen Verfahren wird ei-
ne Computermaus vor komplexem Hintergrund lokalisiert und unter z.T. signikanten
partiellen Verdeckungen (bei alleiniger Verwendung der Lokalisation) erfolgreich

uber
die Zeit hinweg verfolgt.
[Mirmehdi et al. 99] stellen Strategien vor zur ezienten Kombination von Hypothesen-
generierung und Verikation, indem sie beide Teile in eine Kontrollschleife einbinden.
Die Autoren verbessern die klassischen Bildauswertungstechniken, indem sie Kontroll-
mechanismen auf drei unterschiedlichen Ebenen der Analyse angeben. In der Schleife
werden bestimmte Mengen an Merkmalen aus dem Bild extrahiert, um die Anzahl
1
Die (gerichtete) Hausdor-Distanz zwischen zwei Mengen A und B ist deniert als
h(A;B) := max
a2A
min
b2B
jja  bjj ;
wobei jj  jj eine beliebige Norm wie z.B. die euklidische Norm bezeichnet.
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an zu verizierenden Lagehypothesen zu reduzieren. Die durch die Schleife realisierte
R

uckkopplung erlaubt dabei eine sukzessive Verbesserung anhand der Verikation der
Merkmalsmengen, soda die Objekte sogar in sehr verrauschtem Datenmaterial loka-
lisiert werden k

onnen. Wenn zu einem lokalisierten Objekt zus

atzliche Informationen
aus dem Bild extrahiert werden sollen, erlaubt der vorgestellte Mechanismus eine Kon-
zentration der Suche auf die fehlenden Informationen. Der konkret von den Autoren
umgesetzte Algorithmus lokalisiert auch partiell verdeckte Objekte in einer rotations-
und skalierungsunabh

angigen Weise. Als Testbeispiele werden einfache Quader in einer
Kl

otzchenwelt, eine partiell verdeckte, beschriftete Schachtel sowie verschiedene, von
einem Flugzeug aus aufgenommene Straenbr

ucken in Realweltszenen lokalisiert.
In [Jurie 98a] und [Jurie 99] wendet sich der Autor dem neben dem Zuordnungspro-
blem zweiten zentralen Problem der merkmalsbasierten Erkennung zu: der Verikation
der Lagehypothesen. Er stellt fest, da dieser Schritt besonders bei komplexen Sze-
nen bzw. verrauschten Eingabedaten ein schwieriges Problem darstellt, da die gene-
rierten Hypothesen oft zu ungenauen Anpassungen zwischen Modell(projektion) und
Objektabbild f

uhren. Unter Zugrundelegung eines Gauschen Modells f

ur den Feh-
ler in den Eingabedaten stellt der Autor einen robusten Verikationsalgorithmus vor,
der solche ungenauen Anpassungen ber

ucksichtigt bzw. korrigieren kann, und der bei
2D und 3D Erkennungsaufgaben eingesetzt werden kann. Die Korrektur der ungenau-
en Anpassungen geschieht dabei durch sukzessive Unterteilung des Raumes m

oglicher
Objektlagen und Bewertung der Teilr

aume, bis der verbleibende Teilraum hinreichend
geschrumpft ist. Der Algorithmus wird u.a. zur 2D-Lokalisation eines Spielzeugpferdes,
eines Spielzeugautos, einer Diskette und einer Computermaus sowie zur 3D-Lokalisation
der Computermaus vor komplexem Hintergrund demonstriert, wobei zum Teil partielle
Verdeckungen auftreten. Die hierbei eingesetzte 3D-Lokalisation funktioniert betrach-
tungswinkelbasiert (vgl. Abschnitt 2.1.8).
[Lu et al. 00] weisen auf eine prinzipielle Schw

ache bei den nach Ansicht der Auto-
ren besten merkmalsbasierten Verfahren hin. Zur Lagesch

atzung aus Punktmerkmalen
des Bildbereichs verwenden diese Verfahren iterative Optimierungsmethoden, deren
Konvergenz im Allgemeinen nicht bewiesen werden kann oder welche die Orthonor-
malit

atseigenschaft der zu bestimmenden Rotationsmatrizen nicht zufriedenstellend
ber

ucksichtigen. Um diese Schw

ache zu beseitigen, stellen die Autoren einen iterativen
Algorithmus zur Lagesch

atzung aus Punktmerkmalen vor, welcher auf der Minimierung
eines speziellen Fehlermaes basiert und direkt orthonormale Matrizen f

ur die Rotation
liefert. Die Autoren betonen, da der Algorithmus global konvergiert, ezient arbeitet,
mindestens so genaue Ergebnisse berechnet wie die betrachteten Referenzverfahren und
diese hinsichtlich der Robustheit gegen

uber Ausreiern sogar

ubertrit.
[Joseph 99] greift die bei der merkmalsbasierten Objekterkennung oft eingesetzten
ersch

opfenden Algorithmen zur Bestimmung der Zuordnungen zwischen den Modell-
und Bildmerkmalen auf. Da diese Algorithmen zuverl

assig funktionieren, jedoch sehr
rechenzeitintensiv sind, wird der Rechenaufwand genauer analysiert und kann in Spe-
zialf

allen deutlich reduziert werden.
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Abschlieend sei auf eine interessante, umfassende Abhandlung [Alter & Jacobs 98]

uber die Fehlerpropagierung bei der merkmalsbasierten Lokalisation hingewiesen. Es
wird dargestellt, wie unvermeidliche Fehler in den Eingabedaten sich auf die gefundenen
Objektlagen niederschlagen. Dies verdeutlicht abschlieend nochmals den zentralen
Problemkreis bei der merkmalsbasierten Lokalisation und l

at einzelne Storichtungen
obiger Artikel noch klarer werden (vgl. insbesondere [Jurie 98a] und [Jurie 99]).
2.1.2 Freiformkurvenbasierte Verfahren
Die in diesem Abschnitt vorgestellten Verfahren zur Objekterkennung und -lokalisation
basieren auf der Analyse des durch Freiformkurven bestimmten Objektumrisses der be-
trachteten Objekte im Bild.
[Paulik & Wang 98] l

osen das Problem, verschiedene Flugzeuge am Boden und in der
Luft anhand ihres Umries erkennen bzw. lokalisieren zu k

onnen, indem sie die im Bild
extrahierten, krummlinigen Objektumrisse einer Vektor-Wavelet{Analyse unterziehen.
Darauf aufbauend entwickeln die Autoren eine 3D-Lokalisation, deren zugrundeliegen-
der Modellierungsteil invariant ist gegen

uber Skalierung, Verschiebung, Rotation und
dem Startpunkt der Umrilinie. Es versteht sich fast von selbst, da der Ansatz die
Ber

ucksichtigung des Betrachtungswinkels erfordert (vgl. Abschnitt 2.1.8). Das Verfah-
ren wird angewandt zur Lokalisation von acht verschiedenen Flugzeugen in verschie-
denen Lagen am Boden und in der Luft. Die Lokalisation verl

auft bei einer Testda-
tenmenge von

uber 700 Flugzeugbildern je nach Versuchsreihe in 91,5% bis 96,8% der
L

aufe erfolgreich.
Das in [Vijayakumar et al. 98] vorgestellte Verfahren zur Erkennung dreidimensionaler
Objekte anhand ihrer glatten, gekr

ummten Silhouette im Bild basiert auf einer betrach-
tungswinkelunabh

angigen Beziehung zwischen der Objektgeometrie und bestimmten
Bildmerkmalen unter schwacher perspektivischer Projektion. Die Bildmerkmale selbst
sind betrachtungswinkelabh

angig. Konkret bildet die Menge aller zweimalig die Ob-
jektsilhouette ber

uhrenden Tangenten zusammen mit allen Konturpunkten gleicher
Tangentialrichtung die Projektion einer eindimensionalen Menge von Ober

achenpunk-
ten. Dabei liegt jeder dieser Ober

achenpunkte auf der Objektkontur, welche letzt-
endlich von einer durch f

unf Parameter beschriebenen Familie von Betrachtungswin-
keln abh

angt. Die so gewonnenen Bildmerkmale bilden damit eine einparametrische
Familie von

Aquivalenzklassen. Es wird gezeigt, da jede dieser Klassen durch eine
Menge numerischer Attribute charakterisiert werden kann, die

uber der korrespondie-
renden 5-dimensionalen Menge von Betrachtungswinkeln konstant bleibt. Auf diese
Weise k

onnen die zu erkennenden Objekte durch Umrikurven beschrieben werden,
die in hochdimensionalen R

aumen eingebettet sind. Die Modellierung geschieht ohne
Kenntnis der Transformation zwischen Objekt und Kamera durch Aufnahme des Ob-
jekts mittels der Kamera. Das bedeutet insbesondere, da keine implizite oder explizite
3D Formenrekonstruktion zum Einsatz kommt. Zur Elimination potentieller falscher
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Anpassungen werden quantitative und qualitative Verikationsprozeduren eingesetzt.
Unter Anwesenheit von z.T. mehreren Objekten im Bild werden eine Stockente unter
verschiedenen Betrachtungswinkeln sowie eine Vase bzw. ein rotationssymmetrisches
Teil einer Inneneinrichtung (vor homogenem Hintergrund) lokalisiert.
2.1.3 Freiform

achenbasierte Verfahren
Tats

achlich kann man auch Verfahren konstruieren, welche eine Erkennung und Lokali-
sation von 3D-Freiformk

orpern mittels der Anpassung von Freiformmodellen erm

ogli-
chen, wie die Arbeit [Johnson & Hebert 99] zeigt. Zur Realisierung der Aufgabe f

uhren
die Autoren eine geeignete Repr

asentation der Objektmodelle ein (engl.: `spin images'),
welche aus polygonalen, Fl

achennormalen-behafteten Ober

achennetzen berechnet wer-
den kann und an jedem Netzknoten die Dichte der Fl

achenpunkte abh

angig von den
Ober

achennormalen beschreibt. Auf diese Weise gelingt es den Autoren, die Anpas-
sung von Freiform

achen durch die Anpassung von Punktmengen zu realisieren. Die
Autoren lokalisieren mit dem vorgestellten Ansatz viele verschiedene, z.T. partiell ver-
deckte Freiformobjekte, wie z.B. eine Gummiente, andere Spielzeugtiere und -fahrzeuge
oder diverse Rohrst

ucke in hochkomplexen Szenen.
Dieser Artikel bildet

ubrigens eine interessante Br

ucke zwischen den Disziplinen Bil-
derzeugung und Bildauswertung. Eine ausf

uhrliche Er

orterung zu diesem Thema ndet
sich in [Lengyel 98].
2.1.4

Uberf

uhrung von Punktmengen ineinander
Die in diesem Abschnitt beschriebenen Verfahren bilden eine spezielle Untermenge der
merkmalsbasierten Verfahren. Sie realisieren eine spezielle

Uberf

uhrung zweier Punkt-
mengen aufeinander . Dabei steht die eine Punktmenge z.B. f

ur extrahierte Silhouetten-
punkte oder geeignete Innenpunkte eines Objektes im Bild, die andere f

ur ein Modell
der erwarteten Beobachtungen. Die Besonderheit gegen

uber den in Abschnitt 2.1.1 be-
handelten merkmalsbasierten Verfahren liegt darin, da hierbei die Modell-Punktmenge
eine kanonische Repr

asentation des Objektes sein darf. Das Hauptaugenmerk liegt auf
der besonderen Transformation der Punktmengen.
Die Hauptidee des in [Sclaro & Pentland 95] beschriebenen Verfahrens beruht auf der
Beschreibung der Objekte mittels generalisierter Symmetrien, die durch die Eigenwerte
zugeh

origer niter Elementmodelle deniert werden. Die resultierende modale Beschrei-
bung kann zur Objekterkennung und -kategorisierung verwendet werden. Dabei wird
die

Ahnlichkeit zweier Objekte durch den Betrag einer modalen Deformationsenergie
ausgedr

uckt, die zur

Uberf

uhrung der beiden Objekte ineinander ben

otigt wird. Das
Verfahren kann auf Datenmengen beliebiger Dimensionalit

at angewandt werden. Unter
den Testbeispielen nden sich sowohl auf Objektkonturpunkten als auch auf Punkt-
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merkmalen basierende Zuordnungs- und Erkennungsexperimente. Als Testobjekte die-
nen menschliche H

ande, Werkzeuge wie H

ammer und Schraubenschl

ussel, Flugzeuge
sowie Personenkraftwagen vor homogenem Hintergrund. Es ist zu erw

ahnen, da die
demonstrierten Erkennungsaufgaben zweidimensionaler Natur sind.
In

ahnlicher Weise werden auch in [Gold et al. 98] Punktmengen ineinander

uberf

uhrt.
Der vorgestellte Algorithmus arbeitet mit deterministischem Abk

uhlen zur Optimie-
rung geeigneter G

utefunktionen und speziellen Techniken, die im Rahmen der Neu-
ronalen Netze und der statistischen Physik entwickelt wurden. Als Eingabe k

onnen
verrauschte 2D oder 3D Punktmengen verwendet werden, die von unterschiedlicher
Kardinalit

at sein k

onnen und nicht-starren, d.h. verformenden Transformationen un-
terworfen sein d

urfen. Die Testbeispiele zur Erkennung von handgeschriebenen Zeichen
demonstrieren die Funktionsweise und Robustheit des vorgestellten Verfahrens.

Ahn-
lich wie bei dem zuvor beschriebenen Ansatz [Sclaro & Pentland 95] ist damit die
Erkennung von Objekten anhand der Konturpunkte bzw. Punktmerkmale leicht denk-
bar.
2.1.5 Gebietsbasierte Verfahren, Schablonenanpassung
Die in diesem Abschnitt behandelten Verfahren basieren auf der Anpassung zweidimen-
sionaler Schablonen an die zugeh

origen Bildgebiete oder an die entsprechenden Gebiete
geeigneter Merkmalsbilder. Aufgrund der Funktionsweise liegt die St

arke solcher Ver-
fahren ohne weitere Manahmen in der Lokalisation zweidimensionaler Objekte bzw.
Objektabbilder, vgl. [Sim et al. 99] und [Basri & Jacobs 99].
[Sim et al. 99] verwenden als Merkmalsbilder bzw. f

ur die Schablonen Kantenele-
mentbilder. Als Abstandsma zwischen zwei Kantenelementbildern dienen sowohl die
Hausdor-Distanz als auch zwei ihrer Derivate. In einer Computersimulation werden
die drei Abstandsmae anhand synthetischer und realer Daten miteinander verglichen.
Als zu lokalisierendes Testobjekt dient ein PKW auf einer Landstrae vor realem, kom-
plexem Szenenhintergrund.
[Basri & Jacobs 99] beschr

anken sich auf die Erkennung und Lokalisation planarer
Objekte unter projektiven Transformationen, wobei partielle Verdeckungen zugelassen
sind. Die Modellierung der Objekte erfolgt durch eine geeignete Zerlegung in konve-
xe Teilgebiete. Die Lokalisationsaufgabe besteht darin, eine Transformation zu nden,
welche die konvexen Gebiete des modellierten Objekts auf die zugeh

origen Gebiete im
Testbild

uberf

uhrt. Es wird gezeigt, da drei sichtbare Gebiete zur eindeutigen Bestim-
mung der gesuchten Transformation gen

ugen und f

ur eine groe Klasse an Objekten
sogar bereits zwei sichtbare Gebiete gen

ugen. Dies erm

oglicht insbesondere die robu-
ste Behandlung von Verdeckungen. Mit dem vorgestellten Verfahren lokalisieren die
Autoren ein Gem

alde von Kandinsky in mehreren Aufnahmen vor einfach gestaltetem
Hintergrund.
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[Ratan et al. 98], [Ratan et al. 00] verwenden zur Detektion, Erkennung und Lokali-
sation von Objekten eine zweidimensionale Schablone, die sie geeigneten Abbildungen
unterwerfen und mit dem Bild zur Deckung bringen. Die Autoren reduzieren die Lo-
kalisation auf ein eindimensionales Unterproblem in Form einer mittels dynamischer
Programmierung realisierten Suche nach der besten Anpassung zwischen Bild und Scha-
blone. Schablone und Bild werden dabei nicht { wie bei der Schablonenanpassung meist

ublich { pixelweise subtrahiert. Stattdessen verwenden die Autoren Felder von Inten-
sit

atsmustern, die sie nach einer Grauwertnormalisierung durch Grobabtastung und
Grobquantisierung gewinnen. Das vorgestellte Verfahren ist so ausgelegt, da auch
bis zu 5 Freiheitsgrade von 3D-Objekten erfat werden k

onnen. Die Autoren wenden
das Verfahren in der Gesichtererkennung an und lokalisieren Personenkraftwagen in
Realwelt-Aufnahmen.
Der Artikel [Worthington & Hancock 00] mag in der vorliegenden Literaturvorstellung
als Vertreter der gebietsbasierten Verfahren zur Erkennung von 3D-Freiformobjekten
anhand derer Schattierungsverteilung dienen. Solche Verfahren sind in der Literatur
auch unter dem K

urzel `Form aus Schattierung' (engl.: shape-from-shading) bekannt.
Zur Objekterkennung extrahieren die Autoren Regionen uniformer Fl

achentopographie
und verwenden diese zur Erkennung der entsprechenden Objekte in Testbildern. Zur
Realisierung werden spezielle Repr

asentationen maximaler Fl

achenst

ucke verwendet,
die bestimmte Unabh

angigkeiten gegen

uber dem Betrachtungswinkel aufweisen. Der
vorgestellte Erkennungsproze basiert auf der Betrachtung der Ober

achennormalen.
Als Testobjekte dienen z.B. eine Gummiente, eine Tasse oder ein Sparschwein vor
homogenem Hintergrund.
2.1.6 Indizierungsbasierte Verfahren
Indizierungs-basierte Erkennungsverfahren arbeiten in der Regel mit speziellen Stra-
tegien zur Durchnummerierung von im Bild extrahierten, geradlinigen oder nicht ge-
radlinigen Kanten dreidimensionaler Objekte. Dies bildet die Grundlage zur Erfassung
und Repr

asentation der Topologie der Objektkanten bzw. der Objektform. Durch einen
Vergleich der aus einem Bild berechneten Daten mit geeigneten, rechnerinternen Ob-
jektrepr

asentationen kann das Vorhandensein der Objekte gepr

uft bzw. auf die Lage
der Objekte im Raum geschlossen werden. Meist werden bei solchen Verfahren poly-
edrische Objekte verwendet.
In [Horaud & Sossa 95] ndet man einen guten

Uberblick

uber die Entwicklungshi-
storie solcher Verfahren sowie einen klassischen Ansatz zur indizierungsbasierten Ob-
jekterkennung unter Verwendung von Streuspeicher-Tabellen zur Beschleunigung. Die
Autoren benutzen gewichtete Graphen zur Bildkanten- sowie Objektkodierung und re-
duzieren die 3D-Erkennungsaufgabe auf graphentheoretische Enthaltenseinsrelationen.
Sie machen darauf aufmerksam, da der Ansatz keine Zuordnungen zwischen Bild- und
Objektmerkmalen ben

otigt und es insbesondere erlaubt, ezient die im Bild enthalte-
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nen Objekte mit den entsprechenden Kandidaten aus einer groen Objektdatenbasis
identizieren zu k

onnen. Die Ergebnisse werden ausf

uhrlich anhand mehrerer polyedri-
scher Objekte vor homogenem Hintergrund demonstriert.
[Bebis et al. 98] bem

angeln an den bekannten indizierungsbasierten Verfahren, da sie
zum Aufbau der verwendeten Streuspeicher-Tabelle entweder eine groe Anzahl an Re-
ferenzansichten oder 3D-Modelle der Objekte ben

otigen. Daher schlagen die Autoren
einen Ansatz vor, der zum Aufbau der Streuspeicher-Tabelle bestimmte algebraische
Funktionen der Objektansichten verwendet. Dadurch kann die Tabelle nach Angaben
der Autoren einfach aufgebaut werden, es werden keine

Ahnlichkeiten zwischen neuen
Objektansichten und den Referenzansichten ben

otigt, der Ansatz ist zudem allgemei-
ner gehalten und besser erweiterbar als vorherige Ans

atze. Das Verfahren wird einge-
setzt zur Lokalisation eines Tesarollers, eines Hefters sowie einer Computermaus ohne
erw

ahnenswerte partielle Verdeckungen vor einem sehr einfachen Hintergrund.
[Beis & Lowe 99] betonen bei dem von ihnen vorgestellten Ansatz, da das Verfahren
nicht { wie bei den meisten Ans

atzen in der Literatur { auf der Verwendung bestimm-
ter invarianter Merkmale basiert. Dies erlaubt nach Ansicht der Autoren eine deutlich
reichhaltigere Menge an im Erkennungsproze ber

ucksichtigten Formen. Zudem wird
anstatt der

ublichen Streuspeicher-Tabelle eine Baumstruktur verwendet, wodurch der
Erkennungsproze in hochdimensionalen R

aumen (wie sie oft bei groen Modelldaten-
basen verwendet werden) besonders ezient gestaltet werden kann. Die Ezienz des
Verfahrens wird dabei haupts

achlich durch eine modizierte Baumsuche realisiert, die
vergleichbar ist mit einer Suche nach dem n

achsten Nachbarn. Solche Nachbarn werden
zu Wahrscheinlichkeitssch

atzungen herangezogen, die eine geeignete Sortierung der zu
verizierenden Lagehypothesen und so eine betr

achtliche Aufwandsreduzierung erlau-
ben. Die Autoren verwenden als Lokalisationsbeispiele einen Hefter, eine Art Schachtel,
und eine W

ascheklammer und arbeiten mit partiellen Verdeckungen sowie komplexen
Hintergr

unden.
W

ahrend die oben behandelten Ans

atze auf geradlinigen Objektkanten basieren, wen-
den [Chen & Stockman 98] die Indizierung sogar zur modellbasierten Erkennung und
Lokalisation von dreidimensionalen Freiform-Objekten an. Dazu untergliedern die Au-
toren die Erkennungsaufgabe in drei Teile: ein Modellierungsteil, ein Anpassungsteil
und die eigentliche Indizierung. Der angesprochene Modellierungsteil generiert zu ver-
schiedenen Betrachtungswinkeln die f

ur die Erkennungsaufgabe notwendigen Aspekte
der Objektkontur, vgl. Abschnitt 2.1.8. Der Anpassungsteil richtet die zu einer in-
itial vorgegebenen, ungef

ahren Objektlage geh

orige Modellkontur nach den im Bild
beobachteten Kantenstrukturen aus, indem eine geeignete Bewertungsfunktion iterativ
minimiert wird. Der zentrale Teil der Indizierung generiert Hypothesen, die sowohl den
Objektkandidaten als auch die im Anpassungsteil ben

otigte ungef

ahre Objektlage sowie
die Skalierung beinhalten. Zur Beschleunigung des Verfahrens werden die Hypothesen
anhand von Auftrittswahrscheinlichkeiten sortiert, die aus a-priori Kenntnissen gewon-
nen worden sind. Um das Indizierungsverfahren auf die auftretenden Freiformkonturen
anwenden zu k

onnen, werden die Konturen zuvor geeignet in Einzelteile zerlegt. Die
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Autoren verwenden 20 dreidimensionale und 80 zweidimensionale Testobjekte, die sie
in einer insgesamt 658 Modellaspekte umfassenden Datenbasis repr

asentieren. Die ab-
gedruckten Testbeispiele, wie z.B. eine nicht polyedrische Fahrzeugkarosserie, verschie-
dene Tiere sowie ein Telefonh

orer,

uberzeugen zum einen durch den Realit

atsbezug
der Formen. Zum anderen weisen einige Beispiele das Verfahren als robust gegen

uber
z.T. signikanten partiellen Verdeckungen aus; statistische Untersuchungen wurden
beigef

ugt. Die Autoren sprechen sogar von einer hohen Unempndlichkeit des Verfah-
rens gegen

uber einem komplexen Hintergrund, was allerdings durch keine Abbildungen
belegt wird.
2.1.7 Verfahren mittels Hough-Transformation
Einigen Erkennungs- und Lokalisationsverfahren in der Fachliteratur liegt die Hough-
Transformation oder eine ihrer Generalisierungen zugrunde. Ein im Hinblick auf die
zu l

osende Aufgabe herausragender Vorteil dieser Transformationen besteht darin, da
geometrische Primitive im zu bearbeitenden Eingabebild im Ergebnisraum, dem so-
genannten Parameterraum, auf einfache, charakteristische Strukturen, wie beispiels-
weise einzelne Punkte fallen. Diese Strukturen k

onnen besonders gut f

ur die zu er-
ledigende Erkennungs- oder Lokalisationsaufgabe verwendet werden. Zur genaueren
Funktionsweise der Hough-Transformation sei auf [Kassim et al. 99] verwiesen. Dort
ndet sich eine empfehlenswerte Zusammenstellung einiger g

angiger generalisierter
Hough-Transformationen samt einem ausf

uhrlichen Vergleich. Da die Berechnung der
Hough-Transformation insbesondere bei komplexen Anwendungen sehr zeitaufwendig
sein kann, geben [Kiryati et al. 00] zwei M

oglichkeiten zur Beschleunigung an. Die ei-
ne kombiniert die Hough-Transformation mit einer zufallsgesteuerten Datenabtastung,
und die andere verwendet einen probabilistischen Ansatz. Aufgrund der Funktionsweise
der Hough-Transformation liegt die St

arke Hough-basierter Verfahren in der Regel in
der 2D-Erkennung bzw. -lokalisation, siehe unten. Durch entsprechende Erweiterungen
sind jedoch auch 3D-Lokalisationen realisierbar, wie z.B. [Silberberg et al. 84] zeigt.
Allerdings mu hier vorausgesetzt werden, da die Objektgr

oe im Bild bekannt ist.
Mittels iterativer Anwendung des vorgestellten Hough-Verfahrens k

onnen die verblei-
benden 5 Parameter zur Sch

atzung der Objektlage bestimmt werden.
[Guil et al. 99] stellen einen als typisch zu bezeichnenden Ansatz zur Hough-basierten
Detektion zweidimensionaler Objekte vor. Die generalisierte Hough-Transformation
wird verwendet, um eine vorgegebene Schablone im Bild wiederzunden. Das vorge-
stellte Lokalisationsverfahren berechnet dabei sowohl Position und Orientierung der
Schablone im Bild als auch deren Skalierung. Als Testobjekte werden ein Dreieck, ein
Strichm

annchen sowie eine Spitzzange vor nicht-trivialem Hintergrund verwendet.
[Chau & Siu 99] entwickeln eine neue Variante einer generalisierten Hough-Transforma-
tion zur Verbesserung von Detektionsgenauigkeit und Rechenzeit. Die Autoren berech-
nen einen sog. charakteristischen Winkel, den sie zur Generierung der Hough-Tabelle
24 KAPITEL 2. LITERATUR

UBERBLICK
verwenden, um Beschaenheit und Zugriseigenschaften der Tabelle zu optimieren. Als
Testbeispiele werden zweidimensionale, sich zum Teil hochgradig

uberdeckende Objek-
te verwendet, deren R

ander haupts

achlich aus linien- oder kreisf

ormigen Segmenten
bestehen.
Um neben zweidimensionalen Objekten auch perspektivisch transformierte 2D-Objekte
erkennen und lokalisieren zu k

onnen, erweitern [Lo & Tsai 97] die generalisierte Hough-
Transformation so, da sie invariant gegen

uber perspektivischen Transformationen der
Objekte wird. Die vorgestellte Hough-Transformation basiert auf einer perspektivi-
schen Referenztabelle. Diese wird aufgebaut, indem auf die vorgegebene Schablone zu
allen Beobachtungspositionen der Kamera perspektivische Transformationen und da-
zu inverse Abbildungen angewandt werden. Das Verfahren weist damit eine deutliche
Parallele auf zu den betrachtungswinkelbasierten Verfahren aus Abschnitt 2.1.8. Kan-
didaten f

ur das zu erkennende Objekt ergeben sich durch Schwellwertvergleich mit den
Spitzen in der Hough-Tabelle (bzgl. der perspektivischen Abbildungen). Der Kandidat,
der nach Anwendung der entsprechenden inversen perspektivischen Transformation zu
der besten Anpassung zwischen Modell und Bildobjekt f

uhrt, liefert schlielich das Er-
gebnis samt der gesuchten perspektivischen Transformation. Als Testbeispiele werden
von den Autoren nicht verdeckte Spielzeugugzeuge, Schl

ussel und beschriftete Telefon-
oder Kreditkarten vor homogenem Hintergrund verwendet.
[Olson 99] unterscheidet zwischen zwei Klassen von Verfahren zur Modellanpassung
und -extraktion (zu denen bekanntlich auch die Verfahren zur Detektion, Erkennung
und Lokalisation von Objekten geh

oren). Die eine Klasse wird von den hier behan-
delten Hough-basierten Verfahren gebildet. Die zweite Klasse fat Olson unter dem
Begri Generiere-und-Teste{Verfahren zusammen. Er bemerkt, da beiden Klassen
prinzipielle Probleme inh

arent sind: W

ahrend die Generiere-und-Teste{Verfahren be-
sonders Empndlichkeiten gegen

uber St

orungen der Eingabedaten aufweisen, sind die
Hauptprobleme der Hough-basierten Verfahren bei komplexen Anwendungen die hohen
Rechenzeit- und Speicheranforderungen sowie die H

augkeit falscher Alarme. Olson be-
schreibt daher ein allgemeines Verfahren zur Kombination beider Verfahrensweisen, die
nach seinen Angaben beiden Ans

atzen

uberlegen ist. Er gibt abschlieend ein Verfah-
ren zur Objekterkennung an und wendet dieses auf das Bild eines Hefters in einer
Realwelt-Szene (Hintergrund nicht komplex) an.
2.1.8 Betrachtungswinkelbasierte Verfahren
Wie der Name schon sagt, beruht die betrachtungswinkelbasierte Objekterkennung
(engl.: view based recognition) auf dem vom Betrachtungswinkel abh

angigen Erschei-
nungsbild der zu erkennenden Objekte. Oftmals verlangen solche Verfahren daher bei
der Erkennung und Lokalisation dreidimensionaler Objekte die Verwendung von Da-
tenbasen, welche f

ur alle Gitterpunkte einer geeigneten Rasterung des Raumes aller
zu erkennenden Orientierungen bzw. Positionen eines betreenden Objektes einen ent-
sprechenden Repr

asentanten enthalten. [Vel & Aeberhard 00] geben einen interessanten
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Literatur

uberblick

uber die unterschiedlichen Storichtungen betrachtungswinkelba-
sierter Verfahren.
[Borotschnig et al. 00] arbeiten bei zwei Freiheitsgraden je Objekt mit 540 unterschied-
lichen Betrachtungspositionen zu je 40 aufgenommenen, leicht unterschiedlichen Ob-
jektrepr

asentanten. Der Ansatz verwendet als betrachtungswinkelbasierte Objektre-
pr

asentation den sogenannten parametrischen Eigenraum (siehe [Murase & Nayar 95],
[Borotschnig et al. 00]) und erweitert diesen durch die Verwendung von Wahrscheinlich-
keitsverteilungen. Dies erm

oglicht es, die den Eingabebildern inh

arenten Variationen
verschiedener Art einzufangen. Eine

uber die reine Erkennungsaufgabe hinausgehende
Objektlokalisation wird bewerkstelligt durch die Generierung k

unstlicher Lernbeispiele
mittels Interpolation im Eigenraum. Als Testbeispiele verwenden die Autoren Spiel-
zeugautos und -tiere vor homogenem Hintergrund.
[Winkeler et al. 99] beschr

anken sich auf einen rotatorischen Freiheitsgrad und verwen-
den bei den Testbeispielen 120 Betrachtungswinkel je Objekt, d.h. eine Rasterung des
Orientierungsraumes von 3

. Das vorgestellte System w

ahlt w

ahrend der Konstruktion
der Eigenraumbasis unter den Objektansichten automatisch eine repr

asentative Unter-
menge aus. Zur Objektlokalisation mu die Kamera systemgesteuert bewegt werden.
Als Testbeispiele dienen nicht-triviale Objekte (z.B. Flasche, Ventilator, Gl

uhbirne,
Basketball) vor homogenem Hintergrund, wobei unterschiedliche Beleuchtungssitua-
tionen ber

ucksichtigt werden.
[Huttenlocher et al. 99] arbeiten ebenfalls mit dem parametrischen Eigenraum. Die
Autoren bemerken, da die bekannten betrachtungswinkelbasierten Verfahren zwar bei
einer Reihe von Erkennungsaufgaben erfolgreich eingesetzt werden k

onnen, da aber
die Verfahren deutliche Schw

achen zeigen, wenn die zu erkennenden Objekte parti-
ell verdeckt sind oder vor einem komplexen Hintergrund erscheinen. Sie entwickeln
ein gegen

uber diesen Schw

achen tolerantes Verfahren, indem sie die Eigenraumtechnik
mit der generalisierten Hausdor-Distanz [Huttenlocher et al. 93] kombinieren. Das
Verfahren wird angewandt auf Merkmalsbilder, im Beispiel auf ein Kantenbild. Als
Testbeispiel dient eine partiell verdeckte, beschriftete Medikamentenschachtel in einer
Realweltszene.
[Hall et al 00] wenden sich ebenfalls der L

osung der Schwierigkeiten bei partiell ver-
deckten Objekten vor komplexem Hintergrund zu. Das vorgestellte Verfahren basiert
auf der Abbildung lokaler Gegebenheiten des betrachtungswinkelabh

angigen Erschei-
nungsbildes auf funktionale Fl

achen in einem geeigneten Deskriptorraum. Ein Objekt
wird so f

ur jeden Betrachtungswinkel durch eine Menge solcher Fl

achen repr

asentiert.
Der Erkennungsproze ist dann

aquivalent zu einer Suche nach korrespondierenden
Deskriptor

achen in einer Datenbasis, deren Fl

achen zur Beschleunigung strukturell
geordnet wurden. Die gefundene Fl

ache enth

alt mitgespeicherte Informationen

uber
das Objekt sowie dessen Position und Orientierung und liefert so direkt alle zur Er-
kennung und Lokalisation notwendigen Daten. Das Verfahren operiert auf Farbbildern
und wird eingesetzt f

ur viele verschiedene, sich teilweise

uberdeckende Schreibtischu-
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tensilien (Papier, Hefter, Tesaroller, Kugelschreiber, Geodreieck, Spitzer, Radiergum-
mi, Schere) auf einem Schreibtisch im Hinblick auf das Ziel, solche Objekte und deren
Zusammenspiel zur Mensch-Maschine{Interaktion benutzen zu k

onnen.
[Vel & Aeberhard 00] erweitern ein betrachtungswinkelbasiertes Erkennungsverfahren,
das auf der Klassikation von geeignet im zweidimensionalen Objektabbild plazierten
Linien basiert. Die Autoren sprechen von hohen Generalisierungsraten bei der Objekt-
erkennung und k

onnen durch diese Eigenschaft die bei betrachtungswinkelbasierten
Erkennungsverfahren zumeist hohen Trainings- und Erkennungszeiten reduzieren. Als
Testobjekte fungieren u.a. ein B

ugeleisen, ein Tastentelefon oder eine Teekanne vor
homogenem Hintergrund.
Eine Br

ucke zwischen betrachtungswinkelbasierten und auf Neuronalen Netzen basie-
renden Verfahren (vgl. Abschnitt 2.1.10) schlagen [Yang et al. 00], indem sie einen
betrachtungswinkelbasierten Lernalgorithmus f

ur ein aus linearen Einheiten aufgebau-
tes, sp

arliches Neuronales Netz angeben, das in der Eingabeschicht einfache Relatio-
nen realisiert. Als Eingabe des Neuronalen Netzes dienen grauwertbasierte und grau-
wertkantenbasierte Repr

asentationen. Als Testobjekte dienen viele verschiedene Ob-
jekte, wie z.B. Spielzeugautos, Spielzeugtiere, Gef

ae, Schachteln usw. vor homogenem
Hintergrund.
2.1.9 Probabilistische Verfahren
Statistische und wahrscheinlichkeitstheoretische Grundlagen, insbesondere die
Bayes'sche Regel
2
bilden die Basis der im Folgenden behandelten Verfahren. Die Bay-
es'sche Regel stellt dabei die grundlegende Beziehung her zwischen gesuchten Wahr-
scheinlichkeiten und einfacher bestimmbaren bzw. zu lernenden Verteilungen.
In [Sullivan et al. 00] bildet ein Ansatz der Schablonenanpassung die Grundlage zur
Objektlokalisation: Die Lokalisation eines Objektes wird mit der Suche nach einer
Transformation gleichgesetzt, die eine vorgegebene Schablone in das Objektabbild in
der untersuchten Aufnahme

uberf

uhrt. Die zul

assigen Transformationen d

urfen dabei
nicht nur ane Abbildungen sondern auch diverse Verzerrungen umfassen. Zur Be-
rechnung der passenden Transformation modellieren die Autoren die Transformationen
wahrscheinlichkeitstheoretisch und berechnen mit Hilfe der Bayes'schen Regel die zu-
geh

orige a-posteriori Verteilung aus entsprechenden a-priori Wahrscheinlichkeiten. Das
Hauptproblem des Verfahrens besteht folglich in der Bestimmung geeigneter statisti-
scher Modelle f

ur das a-priori Wissen bez

uglich Vorder- und Hintergrund. Die Autoren
konzentrieren sich in der Arbeit vor allem auf das wesentlich schwierigere Vordergrund-
modell, wobei auch Beleuchtungsvariationen ber

uchsichtigt werden. Das vorgestellte
Verfahren wird angewandt zur Lokalisation und Verfolgung von Gesichtern oder einer
Hand vor hochgradig komplexem Hintergrund. Ferner werden verschiedene Objekte,
2
p(Ajx) =
p(xjA)p(A)
p(x)
:
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wie beispielsweise eine Vase oder eine Geige in Realwelt-Szenerien erfolgreich lokali-
siert. Die angegebenen Beispiele beeindrucken vor allem aufgrund der Komplexit

at des
jeweils verwendeten, zum Teil sogar texturierten Hintergrundes. Zudem sind bei eini-
gen Testbeispielen auf den zu lokalisierenden Objekten starke Schatten zu beobachten,
was auf eine deutliche Robustheit des Verfahrens gegen

uber Beleuchtungsvariationen
hindeutet. Eine Tauglichkeit des Verfahrens zur Lokalisation frei im Raum bewegter
dreidimensionaler Objekte kann den Testbeispielen allerdings nicht entnommen werden.
Die St

arke des Verfahrens scheint daher in der Lokalisation zweidimensionaler Objekte
bzw. Objektansichten zu liegen. In einer

ahnlichen, am gleichen Institut entstandenen
und ebenfalls sehr interessanten Arbeit [Sullivan et al. 99] wenden sich die Autoren
sogar starken Verdeckungen einer zu lokalisierenden Hand vor hochgradig komplexem
Hintergrund sowie der Fug

angerverfolgung zu. Besonders eindrucksvoll ist die Lo-
kalisation und Verfolgung eines energisch vom Wind bewegten Blattes eines Baumes
inmitten weiterer Bl

atter.
[Olson 98] bemerkt, da die Hausdor-Distanz bei Anwendungen der Bildauswertung
zwar eine beliebte und m

achtige Basis darstellt, da jedoch in diesen Anwendungen kei-
ne probabilistischen Modelle zum Einsatz kommen. Dadurch sei insbesondere die for-
male Behandlung von a-priori Wissen sowie die Ber

ucksichtigung von Unsicherheiten in
den verwendeten Merkmalen drastisch eingeschr

ankt. Zur Beseitigung dieser Nachteile
stellt Olson eine probabilistische Formulierung des Anpassungsproblems vor, welche
mit der Sch

atzung der maximalen Mutmalichkeit arbeitet und eine Generalisierung
der Hausdor-basierten Anpassung darstellt. Darauf aufbauend gelingt es dem Autor,
eine eziente Objektlokalisation zu realisieren, indem er eine hierarchische Suchstra-
tegie auf den (diskretisierten) Raum m

oglicher Modellpositionen anwendet [Olson 98],
[Olson 00]. Bei dieser Suche werden sukzessive Teilr

aume des Suchraumes in geeigneter
Weise bewertet und gem

a ihrer Bewertung entweder verworfen, oder sie werden un-
terteilt und die entstandenen Teilr

aume werden anschlieend weiter untersucht. Olson
w

ahlt bewut kein iteratives, lokales Suchverfahren. Er weist darauf hin, da die ange-
sprochene Suchstrategie eine globale Suche durchf

uhrt und als Ergebnis die tats

achlich
beste Modellposition ndet. Das entwickelte Verfahren wird auf die Selbstlokalisation
(d.h. Standortbestimmung) eines mobilen Roboters im Gel

ande des Planeten Mars
angewandt.
[Wheeler & Ikeuchi 95] nutzen a-priori Wissen, um die Anzahl an zu testenden Lage-
hypothesen bei einer merkmalsbasierten Objekterkennung bzw. -lokalisation zu verrin-
gern (vgl. Abschnitt 2.1.1). Dazu schr

anken die Autoren mittels statistischer Methoden
unter Verwendung von Markovfeldern (engl. Markov Random Fields) die hypothetisch
m

oglichen Zuordnungen zwischen Modell- und Bildmerkmalen ein. Das vorgestellte Lo-
kalisationsverfahren funktioniert nach Angabe der Autoren trotz partieller Verdeckung
der Objekte oder eines signikanten Fehlers in der initialen Lagesch

atzung zuverl

assig.
Als Testbeispiele werden relativ einfache, polyedrische Teile sowie ein Hefter und ein
Tesaroller vor mehr oder weniger komplexem Hintergrund verwendet.
[Boykov & Huttenlocher 99] wenden sich ebenfalls der merkmalsbasierten Objekter-
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kennung unter Verwendung von Markovfeldern und MAP-Sch

atzungen (Maximum A-
posteriori Sch

atzungen) zu. Boykov und Huttenlocher geben eziente L

osungen an
f

ur ein breites Spektrum an a-priori Wissen, das die Abh

angigkeiten zwischen ein-
zelnen Objektmerkmalen explizit modelliert. Dadurch k

onnen insbesondere aufgrund
partieller

Uberdeckungen nicht zugeordnete Merkmale ad

aquat behandelt werden. Als
Schwerpunkt stellen die Autoren ein approximatives Anpassungsverfahren vor, das die

ortliche Korrelation benachbarter Objektmerkmale ber

ucksichtigt. Abschlieend be-
legen die Autoren die Zuverl

assigkeit ihres mit der Hausdor-Distanz kombinierten
Verfahrens bei hochgradig komplexem Hintergrund und partiellen Verdeckungen bis
zu 40%. Leider wird als Testobjekt lediglich eine sehr einfache, geschlossene Strich-
zeichnung verwendet.
Ein v

ollig anderer Weg wird in [Herbin 98] beschritten. Der Autor pr

asentiert eine
generalisierte, probabilistische Version eines Konzeptes, welches auf Aspektgraphen
basiert. Solche Ansichtsgraphen werden

ublicherweise verwendet, um die Variation ei-
ner Objektansicht w

ahrend einer

Anderung der Beobachtungsposition oder einer

Ande-
rung der Sensorparameter zu repr

asentieren. Die Erkennung dreidimensionaler Objekte
wird in Operationen auf Markov-Ketten

uberf

uhrt. Das Verfahren wird angewandt zur
3D-Erkennung ziviler und milit

arischer Flugzeuge vor homogenem Hintergrund. Die
theoretisch erwartete sowie die in der Praxis tats

achlich erzielte Erfolgsrate werden
ausf

uhrlich behandelt und mit entsprechenden Graken illustriert.
2.1.10 Neuronale Netze verwendende Verfahren
Die in diesem Abschnitt zitierten Arbeiten demonstrieren, wie unterschiedlich Neuro-
nale Netze zur L

osung der Erkennungs- bzw. Lokalisationsaufgabe eingesetzt werden
k

onnen.
[Toth & Culverhouse 99] verwenden bestimmte Grobkodierungen von Merkmalsinfor-
mationen auf mehreren Au

osungsstufen. Klassische Methoden der Merkmalsextrakti-
on werden verbunden mit den Vorz

ugen der Wavelet-Transformation und die Vorteile
der mit mehreren Kan

alen und Au

osungen arbeitenden Architektur erkl

art. Zur Ob-
jektkategorisierung werden die extrahierten Merkmale einem mehrschichtigen Neurona-
len Netz eingespeist, dessen Parameter mit Fehlerr

uckpropagierung bestimmt werden.
Das System wird anhand von 2D-Ansichten verschiedener Prismen und Kegel unter-
schiedlicher Grund

achentopologie vor homogenem Hintergrund ohne Ber

ucksichtigung
partieller Verdeckungen getestet. Auerdem wird das Verfahren zur Erkennung dreier
Fischlarvenarten vor homogenem Hintergrund eingesetzt, d.h. zur Erkennung nicht-
starrer Objekte.
[Ya~nez-Suarez & Azimi-Sadjadi 99] schlagen mit dem vorgestellten Verfahren eine
Br

ucke zwischen den Hough-basierten Erkennungsverfahren aus Abschnitt 2.1.7 und
den auf Neuronalen Netzen basierenden, indem sie die Ausgabe der Hough-Transfor-
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mation als Eingabe eines Neuronalen Netzes verwenden. Zun

achst werden dazu die
Konturen der Objektabbilder durch Polygone approximiert und in den Hough-Raum
transformiert. Anschlieend generiert ein spezielles Neuronales Netz Ballungen kolli-
nearer oder paralleler Kanten, welche abschlieend als Basis zur Identikation der evtl.
partiell verdeckten Objekte dienen. Im aufgef

uhrten Anwendungsbeispiel werden St

abe
in komplexen Szenen lokalisiert.
2.1.11 Sonstige Verfahren
[Lee et al. 99] stellen einen Ansatz zur Erkennung dreidimensionaler Objekte vor, der
auf der Verwendung von Superquadriken basiert. Dazu werden die zu erkennenden
Teile mittels einer Menge volumetrischer Primitive in Form von Superquadriken und
deren Zusammenhangsstruktur beschrieben. Auerdem werden in der Modelldaten-
basis Ober

acheninformationen wie Fl

achentyp sowie die Zusammenhangsstruktur der
Ober

achenteile mit abgelegt. Der vorgestellte Erkennungsalgorithmus wird erfolgreich
zur Erkennung und Lokalisation von Werkst

ucken beliebiger Lage eingesetzt. Die abge-
bildeten Werst

ucke sind meist aus zwei bis drei quader-, zylinder- oder kugelf

ormigen
Teilen zusammengesetzt.
Auf der Analyse und Interpretation von Strichzeichnungen basiert ein Ansatz von Wang
[Wang 99], der auf aus Grauwertbildern extrahierte Kantenelementbilder angewandt
werden kann. Der vorgestellte strukturelle Ansatz verwendet Methoden zur Darstellung
von Objektansichten mittels geeigneter Linearkombinationen aus zuvor gespeicherten
Ansichten. Objekte werden identiziert, indem spezielle Schablonen aus zweidimensio-
nalen Bildmodellen konstruiert werden. Das Verfahren eignet sich zur Repr

asentation,
Visualisierung sowie Interpretation von Strichzeichnungen als 3D-Objekte und insbe-
sondere zur Erkennung und Lokalisation von dreidimensionalen, mehrgliedrigen, aus
polyedrischen Teilen bestehenden Objekten. Als Testbeispiele dienen u.a. verschiedene
Schachteln mit unterschiedlichen

Onungswinkeln der Deckel, ein aus mehreren Poly-
edern und einem Zylinder zusammengesetzter, mehrgliedriger Panzer sowie eine Schere
unter verschiedenen

Onungswinkeln. St

orkanten durch komplexe Hintergrundstruk-
turen, partielle Verdeckungen o.

a. werden nicht behandelt.
In [Batlle et al. 00] geht es um die Zusammenstellung und Klassikation diverser Ver-
fahren aus der Literatur zur Objekterkennung und Segmentation in Farbbildern, die
im Freien aufgenommen wurden. Die Autoren unterscheiden zwischen `bottom-up'{,
`top-down'{ und hybriden Ans

atzen. Die angegebenen Beispiele basieren gr

otenteils
auf Segmentierungsans

atzen und beziehen sich auf die Erkennung von Objekten in
Landschaftsbildern bewohnter oder nicht bewohnter Gegenden bzw. in Straenszenen.
Mit diesem Artikel soll die Sparte farbbasierter Verfahren angesprochen werden, die
hier ansonsten nicht n

aher erl

autert werden soll.
Es sei erw

ahnt, da theoretisch nat

urlich auch Verfahren zur externen Kamerakalibrie-
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rung zur Lokalisation von Objekten eingesetzt werden k

onnen, schlielich spielt es keine
Rolle, ob die Lage des Objektes zur Kamera oder die Lage der Kamera bez

uglich des
Objektes berechnet wird. Dazu m

ussen die verwendeten Merkmale alle vom zu lokalisie-
renden Objekt stammen und den Voraussetzungen der Kalibrieralgorithmen gen

ugen.
Hauptschwierigkeiten sind dabei nat

urlich die Extraktion der richtigen Merkmale aus
dem Bild sowie die Ber

ucksichtigung komplexer Szenen und partieller Verdeckungen.
2.1.12 Zusammenfassung und Diskussion
Die in den vorhergehenden Abschnitten angesprochenen Artikel zeigen, wie breitgef

ach-
ert die Ans

atze zur Objekterkennung und -lokalisation sind. Die angef

uhrten Litera-
turzitate stellen eine Vielzahl unterschiedlicher Verfahrensweisen mit unterschiedlichen
Schwerpunkten vor und l

osen viele unterschiedliche Teilprobleme. Viele der vorgestell-
ten Verfahren wurden nicht bei komplexen Realwelt-Hintergr

unden oder partiellen Ver-
deckungen getestet und weisen hier Schwachstellen auf. Abgesehen davon k

onnen aus
der prinzipiellen Funktionsweise folgende Verfahrens-inh

arente St

arken bzw. Schw

achen
abgeleitet werden:
Merkmalsbasierte und indizierungsbasierte Verfahren: Problematisch bleiben
fehlerhafte oder mehrdeutige Zuordnungen in komplexen Szenen. Ferner besteht
eine Abh

angigkeit der Lokalisation von der G

ute der Bildmerkmale sowie insbe-
sondere der Modellmerkmale.
Freiformkurven- bzw. freiform

achenbasierte Verfahren: Die St

arke liegt na-
t

urlich in der Erkennung bzw. Lokalisation frei geformter 3D-Objekte in einer
Szene.

Uberf

uhrung von Punktmengen ineinander: Ein groer Vorteil besteht in der
Verwendbarkeit generischer Modelle zur Lokalisation unterschiedlich ausgepr

ag-
ter Vertreter denierter Objektklassen. Besonders schwerwiegende Probleme stel-
len sich allerdings durch komplexe Realwelt-Hintergr

unde und Verdeckungen.
Gebietsbasierte Verfahren, Schablonenanpassung: Diese eignen sich besonders
gut zur Lokalisation zweidimensionaler (evtl. komplexer) Objekte oder Objektan-
sichten. Eine robuste 3D-Lokalisation von Objekten in komplexen Szenen bleibt
dagegen problematisch.
Verfahren mittels Hough-Transformation: Hough-basierte Verfahren eignen sich
vorwiegend zur Lokalisation von 2D-Objekten und sind in der Regel unempndli-
cher gegen

uber Rauschein

ussen, schlecht ausgepr

agten Bildmerkmalen und Aus-
reiern als viele andere Verfahren. Als Nachteil ist allerdings zu erw

ahnen, da
einige Hough-basierte Verfahren bei komplexen Anwendungen hohe Rechenzeit-
und Speicheranforderungen aufweisen. Ferner ist die H

augkeit falscher Alarme
ein prinzipielles Problem, besonders bei der Erkennung und Lokalisation von 3D-
Objekten in komplexen Realweltszenen.
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Betrachtungswinkelbasierte Verfahren: Die St

arke gegen

uber den meisten ande-
ren Ans

atzen liegt darin, da insbesondere auch komplexe Objekte (bei denen
z.B. Kantenrepr

asentationen schwierig sind) behandelt werden k

onnen. M

ogli-
cherweise kann allerdings die Datenbasis schwer alle m

oglichen Variationen wie
Beleuchtungs

anderungen, Schattenwurf u.a. in Realweltbildern einfangen.
Probabilistische Verfahren: Als wohl wichtigster Vorteil ist die eziente Lokali-
sation zu nennen, die selbst unter Realwelt-Bedingungen in den meisten F

allen
funktioniert. Allerdings ist damit zu rechnen, da bzgl. des verwendeten a-priori
Wissens `ungew

ohnliche', aber dennoch zutreende Objektlagen existieren, die
nicht erkannt werden.
Neuronale Netze verwendende Verfahren: Das prinzipielle Problem bei Neuro-
nalen Netzen ist, da man nicht wei, ob tats

achlich das Gew

unschte gelernt
wurde. Im Fehlerfall kann man das Problem nur schwer analysieren und selten
lokal beheben.
Es ist zu bemerken, da die Literatur nur

auerst sp

arlich Verfahren anbietet, die
mit Abtastverfahren im Szenenraum arbeiten, obwohl solche Verfahren relativ nahe-
liegend erscheinen. Dies d

urfte vor allem auf Ezienzaspekte zur

uckzuf

uhren sein, da
die Rechenzeit exponentiell von der Gr

oe des Suchraumes bzw. der Abtastgenauigkeit
abh

angt. An dieser Stelle sei auf die Literaturstellen [Olson 98] bzw. [Olson 00] aus
Abschnitt 2.1.9 verwiesen, bei welchen der Autor bewut eine hierarchisch ersch

opfen-
de Suche im Szenenraum einsetzt. Einen

ahnlichen Ansatz verwendet Jurie in [Jurie
98a] und [Jurie 99] in kleinen Parameterr

aumen zur Realisierung eines robusten, lage-
korrigierenden Verikationsalgorithmus, vgl. Abschnitt 2.1.1.
2.2 Personenverfolgung
[Kakadiaris & Metaxas 00] geben eine sehr ausf

uhrliche Zusammenfassung der verschie-
denen Verfahren zur Personenverfolgung aus der Literatur bis 1999 an. Da dem kaum
etwas hinzuzuf

ugen ist, sei f

ur Verfahren bis 1999 auf die dortige Literatur

ubersicht
verwiesen. Lediglich folgende Arbeiten sind an dieser Stelle zu erg

anzen.
[Kakadiaris & Metaxas 00] stellen einen modellbasierten Ansatz zur 3D-Verfolgung von
Personen vor, der rein Bildkontur-basiert arbeitet. Zur Vermeidung von Mehrdeutig-
keiten bei der Lagesch

atzung, wie sie bei Verwendung von nur einer Kamera entstehen,
verwenden die Autoren eine trinokulare Kameraanordnung mit drei paarweise orthogo-
nalen Betrachtungsrichtungen. Als Personenmodell wird eine deformierbare Repr

asen-
tation gew

ahlt und w

ahrend der Anpassung so ver

andert, da sich eine m

oglichst gute
Anpassung an die Silhouette der Person in den drei Aufnahmen ergibt. M

ogliche Ver-
deckungen der K

orperteile w

ahrend der Bewegung werden explizit ber

ucksichtigt. Das
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Verfahren wird zur Verfolgung des Oberk

orpers, des Kopfes sowie der Arme einer Per-
son eingesetzt. Laut den Autoren steht aus theoretischer Sicht einer Verfolgung des
gesamten K

orpers nichts im Weg.
Zur Erkennung von Handzeichen und Gesten stellen [Huang et al. 00] ein geeignetes
Modell vor zur Beschreibung der auftretenden Formen sowie deren Ver

anderlichkeit

uber die Zeit hinweg. Das Modell wird aufgebaut mit Hilfe eines Algorithmus zum Ler-
nen geeigneter Muster aus Trainingsbildfolgen. Dadurch k

onnen in einer Testbildfolge
nur Bewegungen erkannt werden, zu denen eine

ahnliche, entsprechende Repr

asentation
in der Modellierung existiert.

Uberg

ange zwischen den repr

asentierten Formen werden
mittels eines verdeckten Markovmodells beschrieben. Das Verfahren wird eingesetzt
zur Erkennung zahlreicher Handzeichen unter Verwendung komplexer Hintergr

unde.
[Sidenbladh et al. 00a], [Sidenbladh et al. 00b] verwenden aus Kegelst

umpfen und Ku-
geln zusammengesetzte 3D-Personenmodelle und projizieren die Silhouette zur (mono-
kularen) Verfolgung in die Bildebene. Die Anpassung erfolgt hierbei mit Hilfe probabi-
listischer Methoden zur Ber

ucksichtigung auftretender Eekte im Grauwertbild sowie
zur Bewegungsmodellierung. Eine Sch

atzung des Optischen Flusses wird einbezogen.
Das Verfahren wird zur Verfolgung von gehenden Personen in Realweltszenen sowie
zur Verfolgung von Armbewegungen eingesetzt.
Durch Vergleich der hier bzw. in [Kakadiaris & Metaxas 00] zitierten Ans

atze mit
[Wachter 97] ndet man schnell einige Parallelen zwischen Personenmodellierung, Funk-
tionsweise sowie den erhaltenen Resultaten. Dies spricht daf

ur, da die in der vorlie-
genden Dissertation durchgef

uhrten Untersuchungen zur Personenverfolgung dem ak-
tuellen Stand der Forschung entsprechen.
2.3 Verfolgung/Regelung
Da in [Tonko 97] die wichtigsten Artikel vor 1998 bereits behandelt wurden, sei bez

uglich
Arbeiten dieser Zeit auf die dortige Literaturbearbeitung verwiesen. Zur Behandlung
der Artikel seit 1998 dienen die gleichen Literaturquellen wie bei der Recherche zur
Erkennung und Lokalisation bzw. wie bei der Personenverfolgung (Rosenfeld, Biblio-
theken, Internet).
[Drummond & Cipolla 00] stellen ein echtzeitf

ahiges Verfahren zur Verfolgung mehrerer
oder mehrgliedriger Objekte in Bildfolgen vor. Dabei k

onnen eine oder mehrere Kame-
ras verwendet werden. Zur Ber

ucksichtigung der dabei auftretenden Beschr

ankungen
wird eine allgemeine Methode vorgestellt, welche die geometrischen Zusammenh

ange
zwischen Objekten beschreibt, z.B. wenn Objekte

uber Scharniere zusammenh

angen
oder

uber eine gemeinsame Grund

ache miteinander verbunden sind. Mit dem vor-
gestellten Ansatz wird ein Objekt verfolgt, das aus drei miteinander

uber Scharniere
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verbundenen, quadratischen Platten besteht. Zudem wird das in Abschnitt 4.4.3 be-
handelte Schisteil verfolgt.
[Marchand et al. 99] beschreiben einen echtzeitf

ahigen Ansatz zur Verfolgung poly-
edrisch modellierter Objekte. Die Lagesch

atzung geschieht durch Anpassung des ins
Bild projizierten Modells an das Gradientenbetragsbild, indem eine nicht-lineare, von
drei Lageparametern abh

angende G

utefunktion iterativ minimiert wird. Das Verfahren
wird zur Verfolgung eines Quaders sowie einer Schraubenmutter in Realweltszenen vor
z.T. komplexem Hintergrund eingesetzt.
Das in [Black & Jepson 98] vorgestellte Verfahren eignet sich zur Verfolgung starrer
wie auch mehrgliedriger Objekte und basiert auf einer betrachtungswinkelabh

angigen
Repr

asentation der zu verfolgenden Objekte (vgl. Abschnitt 2.1.8). Um das zu errei-
chen, wird die Eigenraum-Technik sowie ein Verfahren zur Sch

atzung des Optischen
Flusses geeignet erweitert. Die Eigenraumtheorie wird im Sinne der Robustheit geeig-
net modiziert. Bei der Sch

atzung des Optischen Flusses mu sowohl die Objektansicht
als auch die ane Transformation zwischen Eigenraum und Bild ber

ucksichtigt wer-
den. Das Verfahren wird zur Verfolgung einer von einem Menschen im Raum bewegten
Coladose sowie zur Erkennung von Handzeichen eingesetzt.
[Hsu & Aquino 99] entwickeln ein Verfahren zur robusten, monokularen Regelung bei
station

arer Kamera, das mit ungenauen Roboter- und Kameraparametern auskommt.
Dazu wird ein adaptives Verfolgungsverfahren vorgestellt sowie ein adaptives Rege-
lungssystem, welches die nichtlineare Dynamik der Anordnung ber

ucksichtigt.
Mit

ahnlicher Zielsetzung wie [Hsu & Aquino 99] realisieren [Zergeroglu et al. 99a], [Zer-
geroglu et al. 99b] eine robuste, sichtsystemgest

utzte Regelung, welche den Einu von
Unsicherheiten aufgrund der Roboterdynamik oder einer ungenauen Kamerakalibrie-
rung kompensiert. Das Verfahren kann sowohl bei Systemen mit station

arer Kamera
eingesetzt werden als auch bei Kamera-in-Hand{Kongurationen.
[Benameur & Belanger 98] setzen eine sichtsystemgest

utzte Regelung ein, um ein sich
bewegendes Obekt zu greifen. Die Autoren pr

asentieren ein daf

ur geeignetes adaptives
Regelungsschema, welches auf der Minimierung einer G

utefunktion basiert.
[Cretual et al. 98] extrahieren Bewegungsinformationen zur Sch

atzung der Lage eines
komplexen Objekts im Bildbereich. Auf der Grundlage der berechneten Daten wird
die auf einer Schwenk-Neige{Einheit montierte Kamera dem Objekt nachgef

uhrt, um
sicherzustellen, da das beobachtete Objekt stets in der Mitte des Bildes zu sehen
ist und sich insbesondere nicht aus dem Bild bewegt. Das Verfahren wird bei der
Verfolgung einer Person eingesetzt.
[Ruf & Horaud 00] stellen einen Ansatz zur binokularen Regelung eines Roboters vor,
der v

ollig im projektiven Raum formuliert ist. Metrische Modelle werden nicht ver-
wendet. Stattdessen kommen projektive Modelle sowohl bei dem Stereokamerasystem
als auch bei der Roboterkinematik zum Einsatz. Einige Probleme, die oft bei der Ver-
wendung metrischer Modelle auftreten (z.B. lokale Minima, divergierende Regelung),
werden durch diesen Ansatz von vorneherein vermieden.
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[Yeasin & Chaudhuri 00] stellen eine Methode zur Programmierung eines Roboters vor,
bei dem die zu erledigende Aufgabe von einem Menschen mehrmals vor einem Stereoka-
merasystem vorgef

uhrt wird. Die dabei eingesetzte Kalman-Filter{basierte Verfolgung
sch

atzt die Position farbiger Aufkleber auf den Fingern und den Handgelenken des
Menschen

uber die Zeit hinweg. Aus den Verfolgungsdaten wird die Trajektorie f

ur
den Endeektor des eingesetzten Roboters ermittelt. Um Singularit

aten zu vermeiden
und eine optimale Pfadgenerierung zu erzielen, werden die durchzuf

uhrenden Aktionen
mehrmals

uber den Sichtsensor eingegeben (Verwendung eines Trajektorienb

undels).
[Lee & Bailey-Van Kuren 00] beschreiben ein Modell zur automatischen Demontage
gebrauchter G

uter, das Benutzerinteraktionen sowie Rahmenbedingungen des zu de-
montierenden Objektes ber

ucksichtigt. Das Modell stellt die wesentlichen Hilfsmittel
zur Verf

ugung, um die jeweils n

achste zu demontierende Komponente unter Ber

ucksich-
tigung des Objektbauplans ezient zu bestimmen. Das Modell wird in einer Simulation
unter Verwendung eines realen Objekts und visueller Eingabedaten getestet.
Zusammenfassend f

allt im Bezug auf die hier anstehenden Fragestellungen vor allem
auf, da einige Verfolgungen in Echtzeit funktionieren. Um bei der in vorliegender
Arbeit behandelten Regelung in Sachen Geschwindigkeit den Anschlu an den aktuellen
Stand der Wissenschaft nicht zu verlieren, erscheint eine Beschleunigung der Verfolgung
sinnvoll (vgl. Abschnitt 4.5.1).
Der Artikel [Cretual et al. 98] ist insbesondere in Bezug auf die Bemerkung ab Seite 2
von Interesse. [Lee & Bailey-Van Kuren 00] k

onnte sich im Hinblick auf die zuk

unftig
geplante Demontage vieler Teile des Motorraumes als sehr hilfreich erweisen. Aufgrund
der Zielsetzungen und Schwerpunkte bei der hier untersuchten Demontage von Alt-
fahrzeugen im Vergleich zu oben zitierten Verfahren ergibt sich zun

achst keine Veran-
lassung, eine gegen

uber der Literatur veraltete Funktionsweise des hier untersuchten
Regelungssystems anzunehmen.
2.4 Bewertungsaspekte
[Grimson 90] deniert die Robustheit einer Erkennung bzw. Lokalisation als das Ver-
halten, da sich die Anpassungsg

ute nur z

ogerlich vermindert bei einer Zunahme von
St

orungen in den Eingabedaten, bei einer Abnahme der relevanten Daten (= Bild-
merkmale, die zum Objekt geh

oren) und bei einer Zunahme von irrelevanten Daten.
F

ur eine hohe Flexibilit

at mu das Verfahren unter m

oglichst vielen unterschiedlichen
Umst

anden der Robustheitsdenition gen

ugen. Insbesondere mu ein in Realweltszenen
einsetzbares Verfahren auch korrekt arbeiten bei partiellen Verdeckungen, bei Anwe-
senheit von St

ordaten aufgrund komplexer Umgebungen oder bei nur sp

arlich vorhan-
denen relevanten Daten. Auerdem geh

ort nach Meinung des Autors zur Flexibilit

at
auch, da ein Verfahren mit m

oglichst vielen Arten von Sensoren kompatibel ist (z.B.
Radar, taktile oder bildgebende Sensoren).
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[Chhabra & Phillips 98] unterscheiden 1:1{, 1 :n{ sowie n :1{Zuordnungen zwischen den
Ergebnissen eines Erkennungsverfahrens und der Grundwahrheit. Sie ber

ucksichtigen
auerdem die Anzahl falscher Alarme sowie nicht erkannter Treer. Zur Bewertung von
Anpassungsergebnissen wird mittels dieser Werte eine Fehlerrate, eine Rate falscher
Alarme sowie eine Detektionsrate deniert, welche wiederum zu einem Ma f

ur die
Gesamtkosten verrechnet werden.
[Wiedemann et al. 98] bewerten die Extraktion von Straenmarkierungen mit einigen
denierten Qualit

atskriterien. Dazu wird jeweils ein Ma zwischen 0 und 1 f

ur die
Komplettheit, die Korrektheit sowie die Qualit

at eingef

uhrt. Ferner wird eine Formel
zur Berechnung der Redundanz (Zahlenwerte aus IR) angegeben sowie ein Ma f

ur die
Anzahl an Datenl

ucken pro Kilometer und die mittlere L

uckenl

ange.
[Heimes 00] beschreibt die Entwicklung eines Systems zur automatischen, sichtsystem-
gest

utzten F

uhrung eines Fahrzeugs in Straenverkehrsszenen. Der Autor st

ot bei der
Realisierung auf einige Bewertungsaspekte und bietet praktikable L

osungen an. Die
Zuverl

assigkeit des Regelungsmechanismus ist bei einem solchen System nat

urlich von
besonderer Bedeutung. Aber auch der Geschwindigkeitsaspekt ist entscheidend f

ur die
zuverl

assige F

uhrung des Fahrzeuges. Die Verringerung der Zykluszeit des Bildauswer-
tungsprozesses auf einen Wert unterhalb der Bildeinzugszeit erm

oglicht die Auswer-
tung eines jeden von den Kameras gelieferten Bildes (Echtzeitauswertung) und tr

agt
entscheidend zur Robustheit der Regelung sowie zur Sicherheit des Systems bei. Durch
eine Verbesserung der Latenzzeit wird unmittelbar die Reaktionsf

ahigkeit des Systems
auf sich

andernde Rahmenbedingungen erh

oht, was im Hinblick auf den Sicherheitsas-
pekt von besonderer Bedeutung ist. Zur Beschleunigung des entwickelten Verfolgungs-
prozesses wird eine Verteilung auf mehrere Rechner realisiert. Beispielsweise erfolgt die
Darstellung der Ergebnisse auf einem anderen Rechner als die Berechnung der Verfol-
gungsergebnisse.
[Li et al. 98] bewerten bzw. vergleichen die vorgestellten Lokalisationsverfahren anhand
dreier G

utekriterien: an der Robustheit bzgl. einer Variation in den Ausgangsbedingun-
gen, der Genauigkeit der berechneten Ergebnisse sowie der Ezienz der Verfahren.
Die Robustheit der Verfahren wird verglichen, indem unterschiedliche Teilmengen der
relevanten Eingabedaten ausgew

ahlt und den Algorithmen eingegeben werden. Die An-
passungsgenauigkeit ist deniert als das Tupel aus rotatorischem und translatorischem
Fehler bei der Lagesch

atzung. Zur Bestimmung der Ezienz wird einfach die Lokali-
sationszeit gemessen.
Bei einigen Artikeln der Literatur wird eine mehr oder weniger intuitiv zug

angliche
Verdeutlichung der erzielten Robustheit angestrebt. Beispielsweise begr

undet [Rosin
99] die Robustheit des vorgestellten Lokalisationsverfahrens anhand der Resistenz ge-
gen

uber bis zu knapp 50% Ausreiern in den Eingabedaten. Zum Nachweis der Ro-
bustheit des vorgestellten Verfolgungsverfahrens w

ahlen [Marchand et al. 99] einige als
besonders schwierig erachtete Situationen bei der Verfolgung von Schraubenmuttern in
Realwelt-Szenen aus.
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Die in [Chhabra & Phillips 98] und [Wiedemann et al. 98] vorgestellten G

utekriterien
umfassen zwar viele Details m

oglicher Fehlanpassungen, sind aber im Hinblick auf die
hier anstehenden Untersuchungen nicht geeignet, da sie ohne Grundwahrheit kaum au-
tomatisch aus dem Bildmaterial zu bestimmen sind. Die

ubrigen Artikel geben wichtige
Impulse bez

uglich der hier anstehenden Denition von Genauigkeit und Robustheit so-
wie hinsichtlich Zuverl

assigkeit, Flexibilit

at und Sicherheit eines Systems. Aufgrund
der Funktionsweise der sichtsystemgest

utzten Fahrzeugf

uhrung [Heimes 00] im Ver-
gleich zu der automatischen Demontage ergeben sich in nat

urlicher Weise Parallelen
hinsichtlich der Echtzeitf

ahigkeit und dem Bezug zur Zyklus- bzw. Latenzzeit sowie
der Auswirkungen auf den Sicherheitsaspekt. Insbesondere dient auf beiden Gebieten
die Bildeinzugszeit als kritische Schwelle f

ur die Zykluszeit der Bildauswertung (vgl.
Abschnitt 4.5.1).
Kapitel 3
Personenverfolgung
Wie in Kapitel 1 bereits angesprochen wurde, zeigt sich der in [Wachter 97] bzw. [Wach-
ter & Nagel 99] dokumentierte Stand der Personenverfolgung prinzipiell einsetzbar. Nun
geht es in erster Linie darum, das Systems so weit zu verbessern, da man von einem
in der Praxis tats

achlich anwendbaren Verfahren sprechen kann. Robustheitsfragen
und Flexibilit

atsfragen haben daher h

ochste Priorit

at. Demgegen

uber treten zum ge-
genw

artigen Entwicklungsstand Aspekte hinsichtlich der Ausf

uhrungsgeschwindigkeit
oder gar einer Echtzeitf

ahigkeit weit zur

uck. Auch die Schaung einer M

oglichkeit,
die Verfolgung automatisch initialisieren zu k

onnen, mu an dieser Stelle aufgrund der
Wichtigkeit der noch nicht hinreichend erreichten und damit als Erstes zu erzielenden
Robustheit zur

ucktreten.
Der Schwerpunkt liegt also auf der Entwicklung eines exiblen und robusten Verfah-
rens ungeachtet der daf

ur ben

otigten Rechenzeit (zumindest solange diese vern

unftige
Forschungen zul

at). Folglich ergeben sich f

ur die Weiterentwicklung des Verfahrens
folgende zwei Schwerpunkte:
 Zum einen m

ussen die einzelnen Verfolgungsschwierigkeiten analysiert und redu-
ziert werden, um die Zuverl

assigkeit und Robustheit des Verfahrens zu steigern.
 Zum zweiten ist anstatt der in Abschnitt 1.1 beschriebenen bildfolgenabh

angigen
Parametrisierung eine bildfolgenunabh

angige zu verwenden. Dies ist besonders
wichtig, um das Verfahren allgemein auf unterschiedliches Bildmaterial anwenden
zu k

onnen. Auerdem erleichtert dieser Punkt den Vergleich von Ergebnissen bei
unterschiedichen Bildfolgen und erm

oglicht damit konkrete Schlufolgerungen auf
eventuelle Schwachstellen oder Fehlerursachen.
Beim zweiten Punkt ist a-priori damit zu rechnen, da sich im Mittel bzgl. der Testbei-
spiele eine deutliche Verschlechterung der Verfolgung ergibt, schlielich ist anzunehmen,
da die von S. Wachter eingef

uhrte Parametrisierung aus Kapitel 1 durch geeignete Op-
timierung der Verfolgungsresultate entstanden ist. Eine anschlieende Bearbeitung des
ersten Punktes w

urde dadurch erschwert. Zudem sind nach Abarbeitung des ersten
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Punktes bessere Resultate bei Punkt 2 zu erwarten als bei alleiniger Durchf

uhrung des
zweiten Punktes. Daher wird zuerst der erste Punkt in Angri genommen (Abschnitt
3.1). Anschlieend erfolgt in Abschnitt 3.2 die Realisierung der bildfolgenunabh

angigen
Parametrisierung.
Die Verwendung geeigneter Terminologie sowie die Bildung neuer Begrie stellt in der
Forschung das grundlegende Werkzeug f

ur Argumentations- und Entwicklungsprozesse
verschiedener Art bereit. Zuerst wird daher in Bezug auf obige Punkte die geeignete
Terminologie deniert (Abschnitt 3.1). In

ahnlicher Weise ist es sinnvoll, auch dem zu-
grundeliegenden Programmsystem einen aussagekr

aftigen Namen zu geben, schlielich
sind die Untersuchungen damit durchzuf

uhren. Da das der Personenverfolgung zugrun-
deliegende Programmsystem noch keinen Namen hat, wird es Xtaro getauft (
"
tracking
of articulated objects in image sequences\, eine Applikation unter X). Der Name betont
die F

ahigkeit des Systems, insbesondere mehrgliedrige Objekte verfolgen zu k

onnen.
3.1 Genauigkeit und Robustheit
Will man die Robustheit eines Verfolgungsverfahrens verbessern, so mu man nat

urlich
zun

achst festlegen, nach welchen Mast

aben man dies tun will. Folglich wird ein G

ute-
kriterium f

ur die Verfolgung in Form einer Denition der Robustheit ben

otigt. Zur
Beurteilung der Anpassungsgenauigkeit ist zudem eine Denition einer solchen er-
forderlich. Damit k

onnen direkt die vorhandenen Verfolgungsschwierigkeiten identi-
ziert werden. Nach einer geeigneten Modikation des Verfahrens kann anschlieend
das gleiche G

utekriterium dazu genutzt werden, um die Auswirkung der durchgef

uhr-
ten Modikation auf die Verfolgungsergebnisse zu bewerten. Insbesondere erm

oglicht
das eingef

uhrte G

utekriterium in nat

urlicher Weise einen Vergleich zwischen mehre-
ren Verfahrensversionen oder Parametrisierungen und bildet so die Grundlage f

ur eine
schrittweise, systematische Verbesserung des Systems.
Nach einer Denition von Genauigkeit und Robustheit folgt im Anschlu die systema-
tische Bearbeitung der einzelnen Problemf

alle. Als Vorgehensweise hat sich dabei als
sinnvoll erwiesen, die sich jeweils am st

arksten zeigenden Verfolgungsprobleme bzw.
Schwachstellen zuerst zu behandeln, da diese den besten N

ahrboden f

ur eine erfolgrei-
che Analyse der zugrundeliegenden Ursache liefern. Wie sich herausstellen wird, sind
die Problemursachen z.T. sehr unterschiedlicher Natur. Dies l

at die M

oglichkeit einer
einzelnen umfassenden Verfahrensmodikation zur Verbesserung vieler Schwachstellen
unwahrscheinlich werden und macht mehrere Modikationen erforderlich.
3.1.1 Denition von Genauigkeit und Robustheit
Die Genauigkeit einer Modellanpassung ist bestimmt durch den maximal auftretenden
Anpassungsfehler , welcher in dieser Arbeit mit  ( 2 IR
0
) bezeichnet wird. Das
Maximum des Anpassungsfehlers kann sowohl f

ur einen Objektteil als auch f

ur das
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ganze Objekt in einer Aufnahme oder einer ganzen Bildfolge bestimmt werden. Man
kann somit von der Anpassungsgenauigkeit eines oder mehrerer Objektteile oder des
ganzen betrachteten Objekts sprechen und dies beziehen auf eine Aufnahme oder ei-
ne Bildfolge. Eine Anpassung bzgl. eines Bildes oder einer Bildfolge kann als genau
oder gut bezeichnet werden, wenn der maximale Anpassungsfehler  unter einer zuvor
vorgegebenen Schwelle 
S
liegt. Ist die Grundwahrheit { d.h. die tats

achliche Lage
des beobachteten Objekts in der realen Szene { bekannt, so ist dabei die Abweichung
zwischen der aus dem Bild extrahierten Lagesch

atzung und der Grundwahrheit in der
Szene geeignet zu bestimmen. Bei fehlender Grundwahrheit { und dies wird meist der
Fall sein, da die Grundwahrheit

ublicherweise schwer zu ermitteln ist { kann die maxi-
male Abweichung zwischen dem ins Bild r

uckprojizierten Modell und den zugeh

origen
Bilddaten im Bildbereich ermittelt werden.
Es ergibt sich direkt folgende Unterscheidung.
 Die Anpassung zwischen projiziertem Modell und den Bilddaten ist im Bildbe-
reich genau (bez

uglich eines vorgegebenen 
S
).
 Die tats

achliche Lage im Raum ist genau (also gut bez

uglich der Grundwahrheit
und einer vorgegebenen Genauigkeitsschwelle).
Diese beiden Bewertungen einer Anpassung sind voneinander abzugrenzen. Nat

urlich
wird zweitere Bewertung letztendlich angestrebt. Wenn das eingesetzte Bildauswer-
tungsverfahren Sinn machen soll, mu die Erf

ullung des ersten Punktes als Vorbe-
dingung des zweiten angesehen werden. Ohne Kenntnis der Grundwahrheit ist die
Erf

ullung des ersten Punktes das Maximum dessen, was man tun kann. Tats

achlich
wird sich sp

ater in der vorliegenden Arbeit zeigen, da in der Erf

ullung des ersten
Punkts zun

achst die eigentlichen Schwierigkeiten liegen. Es macht daher wenig Sinn,
den zweiten Punkt anzugehen, bevor der erste zufriedenstellend gel

ost ist. Im Falle
einer Anpassung, die Punkt eins aber nicht Punkt zwei gen

ugt, sind die verwendeten
Kalibrierungen zwischen Szene und Welt, d.h. insbesondere die interne und externe
Kamerakalibrierung, oder Modellierungsungenauigkeiten zu

uberpr

ufen und zu verbes-
sern. Die Argumentation dieses Paragraphen

ubertr

agt sich direkt auch auf die weiter
unten denierte Robustheit einer Anpassung.
Nat

urlich stellt sich bei fehlender Grundwahrheit die Frage, inwieweit  im Bildbe-
reich automatisch vom eingesetzten Bildauswertungsrechner bestimmbar ist. Um einen
entsprechenden Algorithmus zu kreieren, m

ute man zu jedem Kantenelement im Bild
zuverl

assig berechnen k

onnen, ob es zum Objekt geh

ort oder nicht, welcher projizierten
Bildkante und welcher Stelle darauf es zuzuordnen ist. Dies sind aber genau die bei der
Verfolgung noch ungel

osten Fragestellungen. Wenn man sie bei der Bewertung der An-
passungsg

ute bereits hinreichend berechnen k

onnte, so h

atte man daraus auch gleich
einen genau (bzgl. eines kleinen 
S
) funktionierenden Verfolgungsalgorithmus bauen
k

onnen. Solange kein hinreichend funktionierendes Verfolgungsverfahren existiert, ist
kein Automatismus zur Berechnung von  sinnvoll, d.h.  sollte manuell bestimmt
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werden.
1
Die Robustheit einer Modellanpassung h

angt ab von der Anpassungsgenauigkeit und
den vom Bildmaterial gestellten Anforderungen, mit denen der Lokalisations- bzw. Ver-
folgungsmechanismus fertig wird. Ein Verfahren ist als umso robuster nachgewiesen,
je kleiner der Anpassungsfehler  bzgl. der Bilddatenmenge und je umfangreicher,
komplexer und verschiedenartiger diese Datenmenge ist. Mit Verschiedenartigkeit sind
dabei unterschiedliche Objekte, Hintergr

unde und Kongurationen in verschiedenen
Bildern oder Bildfolgen gemeint. Unter Komplexit

at der Testdatenmenge fallen z.B. die
Ausgepr

agtheit der Objektkanten im Bild, die Beschaenheit der Umgebung, d.h. der
St

orkanten und sonstiger st

orender Bildstrukturen, die St

arke auftretender Verdeckun-
gen, der Bildkontrast, vorhandene Schlagschatten und Helligkeitsschwankungen, die
Geschwindigkeit sich bewegender Objekte oder die St

arke des Rauschens im Bildma-
terial. Wenn das betrachtete Lokalisations- bzw. Verfolgungsverfahren f

ur eine Menge
an Bildern oder Bildsequenzen Modellanpassungen liefert, die mindestens genau sind
bez

uglich eines Wertes , so heit das Verfahren f

ur diese Testdaten robust bez

uglich
 oder kurz -robust .

Ahnlich wie bei der Anpassungsgenauigkeit kann auch hier eine
Schwelle 
S
vorgegeben werden, bis zu der man eine Anpassung als robust bezeichnen
m

ochte. Wenn das Verfahren f

ur das Testmaterial -robust ist und   
S
gilt, so
heit das Verfahren (bzgl. der Testdatenmenge) auch kurz robust .
Ein Lokalisations- oder Verfolgungsverfahren, dessen Ergebnisse empndlich von der
Parametrisierung abh

angen, wird bei hinreichend breit gew

ahltem Testmaterial in der
Praxis kaum robust zum Laufen zu bringen sein. Daher spielt im Hinblick auf Ro-
bustheitsfragen auch die Abh

angigkeit der Verfolgungsg

ute von Ver

anderungen in der
Parametrisierung eine Rolle.
 wird in dieser Arbeit stets in Bildpixeln angegeben. Bei der Festlegung von  ist
die Au

osung des Bildmaterials zu ber

ucksichtigen und ggf. auch die Gr

oe des pro-
jizierten Modells im Bild. Durch einen Wert  < 1 wird ausgedr

uckt, wie genau
oder ungenau bzw. wie robust die durchgef

uhrte Objektverfolgung nach Beurteilung
durch einen menschlichen Betrachter vollzogen wird. Mit  = 1 kann man dagegen
zum Ausdruck bringen, da ein Objektteil in der Modellprojektion an v

ollig falsche
Bildstrukturen angepat wird und von einer Korrelation mit den zum Objektteil kor-
rekterweise geh

orenden Bildelementen nicht zu reden ist. Tritt w

ahrend einer Bildfolge
zu einem Objektteil der

Ubergang von  <1 nach  =1 auf, so spricht man auch:
`das Objektteil wird verloren'. Bei der Personenverfolgung gelte eine Verfolgung als ro-
bust bzw. genau, wenn   
S
:= 3 Pixel.
1
Dies belegen auch Experimente zur Verfolgung bei der sichtsystemgest

utzten automatischen De-
montage, bei denen es nicht gelang, brauchbare Werte f

ur  automatisch aus dem Bildmaterial abzu-
leiten.
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3.1.2 Chaotischer Schwingungseekt
Wie bereits zu Anfang dieses Unterkapitels erw

ahnt, ist es sinnvoll, die am deutlichsten
ausgepr

agten Verfolgungsprobleme zuerst anzugehen. Der sich am st

arksten zeigende
Anpassungsfehler ndet sich zum gegebenen Stand der Entwicklung bei einem Versuch
zur Bildfolge alinde. Ohne auf Anhieb erkennbaren Grund bewegt sich das gesamte
projizierte Modell im Bild ab Halbbild 330 in nur 4 Halbbildern gegen

uber den pas-
senden Bilddaten zun

achst ein St

uck nach rechts und dann ein groes St

uck (die halbe
Breite der Person) nach links. Abbildung 3.1 verdeutlicht diesen Eekt.
Zur Analyse der zugrundeliegenden Ursache sind in Abbildung 3.2 die pr

adizierte Po-
sition der Person in x-Richtung (bzgl. des gew

ahlten Weltkoordinatensystems) und die
pr

adizierte Geschwindigkeit in x-Richtung der Verfolgung

uber der Zeit aufgetragen.
Man kann erkennen, wie die Position nach einem ungef

ahr konstanten Verlauf schnell
stark abf

allt. Damit einher geht ein { ebenfalls nach etwa konstantem Verlauf { oszillie-
rendes Verhalten der zugeh

origen Geschwindigkeit, bei der sich die Amplitude in kurzer
Zeit stark vergr

oert. Aufgrund der sich dadurch ergebenden hohen Geschwindigkeiten
mu die Personenverfolgung schlielich scheitern.
Die Ursache f

ur das Problem kann zun

achst wie folgt eingegrenzt werden. Abbildung
3.1 zeigt die pr

adizierten Zust

ande zu den Zeitpunkten 330 bis 333. Betrachtet man die
aktualisierten Zust

ande, so kann man erkennen, da diese zu den Zeitpunkten 330 bis
332 im Gegensatz zu den pr

adizierten zu guten Anpassungen bez

uglich der Bilddaten
geh

oren. Erst bei Halbbild 333 ergeben sich gravierende Abweichungen der aktualisier-
ten Modellanpassung. Dies l

at sich wie folgt interpretieren: Die Ungenauigkeiten bei
der Pr

adiktion k

onnen im Aktualisierungsschritt bis zum Zeitpunkt 332 ausgeglichen
werden, da die Abweichungen zu den Bildkanten noch nicht zu gro sind. Bei Halb-
bild 333 liegt dagegen der Startwert f

ur die Aktualisierung auerhalb des Fangbereichs
des Minimierungsprozesses. Folglich kann als Grund f

ur das Scheitern des Verfolgungs-
prozesses die Anpassung an die Bilddaten ausgeschlossen werden. Das Problem mu
daher bei der Pr

adiktion liegen oder bei der Berechnung der Kovarianzmatrizen. Der
Programmteil, der die Pr

adiktion in Xtaro erledigt, wird gepr

uft. Da hier kein Fehler
gefunden wird, ist die Berechnung der Kovarianzmatrizen zu pr

ufen.
In Xtaro werden Modelle zweiter Ordnung bei der Freiheitsgradmodellierung einge-
setzt, d.h. zu jedem zu sch

atzenden Wert wird auch seine zeitliche

Anderung mit-
gesch

atzt ([Wachter 97], S. 53/54). Der Systemzustand  besteht demnach aus einem
Vektor u, der die Positionen und Gelenkwinkel enth

alt, und einem Vektor v, in wel-
chem deren

Anderungen enthalten sind. Die Kovarianzmatrix P l

at sich daher in vier
Teile
P =
0
@
P
uu
P
uv
P
vu
P
vv
1
A
(3.1)
aufteilen mit 
T
P = (u
T
v
T
)P

u
v

= u
T
P
uu
u+ u
T
P
uv
v + v
T
P
vu
u + v
T
P
vv
v.
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Abbildung 3.1: Modellanpassungen zu einer Verfolgung zu alinde zu den Zeitpunk-
ten 330 (links oben), 331 (rechts oben), 332 (links unten), und 333 (rechts unten).
Dargestellt ist jeweils das tiefpagelterte Bild mit dem angepaten Modell.
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Abbildung 3.2: Pr

adizierte Position der Person in x-Richtung (links) und Geschwindig-
keit in x-Richtung (rechts) bei der Verfolgung zu alinde f

ur den Zeitraum zwischen
Halbbild 250 und dem Bildfolgenende. Die Einheit der Ordinatenwerte ist m bzw. m=s.
Gem

a S. 52 in [Wachter 97] berechnet sich die pr

adizierte Kovarianzmatrix
^
P
 
k
zum
Zeitpunkt k aus der aktualisierten Matrix P :=
^
P
+
k 1
wie folgt (t = t
k
  t
k 1
):
^
P
 
k
= 
k 1
P
T
k 1
+  Q 
T
=
0
@
I tI
0 I
1
A
0
@
P
uu
P
uv
P
vu
P
vv
1
A
0
@
I 0
tI I
1
A
+  Q 
T
=
0
@
P
uu
+tP
uv
+tP
vu
+t
2
P
vv
P
uv
+tP
vv
P
vu
+tP
vv
P
vv
1
A
+  Q 
T
: (3.2)
Dabei beschreibt die Transitionsmatrix 
k 1
den

Ubergang von Zeitpunkt t
k 1
nach
t
k
und  Q 
T
die durch das Prozerauschen (normalverteilt, Spektraldichte Q) hinzu-
kommende Unsicherheit.
In Xtaro werden intern nur die Matrizen P
uu
, P
uv
und P
vv
gespeichert. Eine Kova-
rianzmatrix P hat im Programm stets die Gestalt
P =
0
@
P
uu
P
uv
P
T
uv
P
vv
1
A
; (3.3)
d.h. es wird angenommen, da stets P
vu
= P
T
uv
erf

ullt ist. In Xtaro wird nicht die
Matrix
^
P
 
k
gem

a (3.2) berechnet, sondern stattdessen die Matrix

P
 
k
:=
0
@
P
uu
+tP
uv
+tP
T
uv
+t
2
P
vv
P
uv
+tP
vv
(P
uv
+tP
vv
)
T
P
vv
1
A
+  Q 
T
: (3.4)
Es ist zu

uberpr

ufen, ob diese Berechnung richtig ist, d.h. ob

P
 
k
=
^
P
 
k
gilt. Dies
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Halbbild jjP
uu
  P
T
uu
jj jjP
vv
  P
T
vv
jj
30 0,000 0,000
150 0,000 0,000
220 0,000 0,000
250 0,000 0,000
270 0,000 0,000
310 0,000 0,000
318 0,000 0,042
320 0,000 0,258
322 0,001 1,334
324 0,003 7,846
326 0,019 48,147
328 0,117 291,520
330 0,674 1684,800
332 3,037 7593,090
Tabelle 3.1: Abweichungen der Matrizen P
uu
und P
vv
von ihren Transponierten bei der
Verfolgung zu alinde zu einigen Halbbildzeitpunkten. Angegeben sind die Abweichun-
gen der Teilmatrizen von P =

P
 
k
.
ist dann der Fall, wenn P
vv
= P
T
vv
gilt. Wenn auch P
uu
= P
T
uu
gilt, so bedeutet das,
da P = P
T
ist (und das sollte bei Kovarianzmatrizen immer gelten). In diesem Fall
gilt
^
P
 
k
=

P
 
k
=
1
2
(

P
 
k
+ (

P
 
k
)
T
). In Tabelle 3.1 sind die tats

achlichen Abweichungen
der Matrizen P
uu
und P
vv
von ihren Transponierten zu einigen Halbbildzeitpunkten
aufgef

uhrt. Aus der Tabelle kann man entnehmen, da P = P
T
318 Halbbilder lang
hinreichend genau gilt. Ab Halbbildzeitpunkt 320 steigen die Abweichungen zwischen
P und P
T
exponentiell an. Diese Fehler setzen deutlich fr

uher ein als bei der x-Position
oder bei der Geschwindigkeit in x-Richtung, vgl. Abb. 3.2. Damit ist der Ausl

oser der
Fehlanpassung zur Verfolgung mittels alinde gefunden. Den Gleichungen (3.2) bzw.
(3.4) kann entnommen werden, wie sich ein Fehler in der Matrix P
vv
auf die Matrizen
P
uv
und P
uu
fortpanzt. Tabelle 3.1 zeigt deutlich, wie sich dies im konkreten Versuch
auswirkt. Eine Asymmetrie in der Kovarianzmatrix kann sich oenbar sehr schnell
verst

arken.
Nachdem der Ausl

oser f

ur das Versagen des Verfolgungsprozesses gefunden ist, mu nun
gekl

art werden, wie eine Asymmetrie der Kovarianzmatrizen zustande kommen kann.
Im Pr

adiktionsschritt (3.2) bzw. (3.4) kann h

ochstens die begrenzte rechnerinterne Be-
rechnungsgenauigkeit f

ur Gleitpunktzahlen die Symmetrie der Kovarianzmatrix st

oren,
was zu vernachl

assigen ist. Folglich mu es am Aktualisierungsschritt liegen, siehe Glei-
chungen (3.21) und (3.22) in [Wachter 97]. Bei Betrachtung der beiden Gleichungen
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f

allt sofort die Matrixinvertierung auf. Sie wird in Xtaro mittels des Gau-Algorithmus
mit Spaltenpivotsuche durchgef

uhrt. Die Verteilung unvermeidbarer Berechnungsunge-
nauigkeiten ist folglich i.A. asymmetrisch. Zudem ist bei dem Verfahren bekannt, da
insbesondere bei groen Matrizen signikante Berechnungsungenauigkeiten auftreten
k

onnen. Um die damit gefundene Fehlerquelle weitgehend auszuschlieen, soll die Rou-
tine f

ur die Matrixinvertierung ersetzt werden durch eine m

oglichst genaue Routine.
Nach eingehender Betrachtung einiger Literaturstellen ([Boehm & Prautzsch 93], [En-
geln-M

ullges & Reutter 90], [Press et al. 92], [Teubner 96]) und einer Implementation
des Gesamtschrittverfahrens (vgl. [Teubner 96], Abschnitt 7.2.2), das sich aber als sehr
langsam herausstellt, f

allt die Wahl auf das Verfahren nach [Boehm & Prautzsch 93].
Eine n n-Matrix A kann invertiert werden, indem die n linearen Gleichungssysteme
Ax
i
= e
i
, i = 1; : : : ; n, gel

ost werden. Hierbei bezeichnet e
i
den i-ten Einheitsvektor.
Zur L

osung der linearen Gleichungssysteme wird die Methode der konjugierten Gra-
dienten verwendet (vgl. [Boehm & Prautzsch 93], S. 34-37). Das Verfahren berechnet
lineare Gleichungssysteme iterativ. Um m

oglicht genaue Ergebnisse zu erhalten, wird
die Genauigkeit und damit die Iterationstiefe entsprechend hoch eingestellt. Die Per-
sonenverfolgung dauert bei Verwendung dises Verfahrens insgesamt ca. 50% l

anger als
beim Gau-Algorithmus mit Spaltenpivotsuche. Zudem treten auch bei diesem Verfah-
ren Ungenauigkeiten in der Symmetrie der sich ergebenden Kovarianzmatrizen auf. Die
M

oglichkeit eines sich aufschaukelnden Schwingungsverhaltens besteht also theoretisch
weiter. Zur L

osung des Problems wird eine Zwangssymmetrisierung eingef

uhrt, d.h. an-
statt einer berechneten Inversen P wird
1
2
(P+P
T
) verwendet. Dies kann sowohl bei der
urspr

unglichen Invertierroutine mit Gau-Algorithmus als auch mit der Methode der
konjugierten Gradienten eingesetzt werden. Versuche zeigen, da das Problem in bei-
den F

allen gel

ost ist. Die dabei erzielten Verfolgungsergebnisse sind in beiden F

allen
gleich. Daher wird von nun an aus Geschwindigkeitsgr

unden der Gau-Algorithmus
mit Spaltenpivotsuche verwendet und mit der Zwangssymmetrisierung kombiniert ein-
gesetzt.
Zusammenfassend kann man festhalten, da der Verfolgungsproze bei der Personen-
verfolgung als rekursives System die M

oglichkeit ungew

unschter Schwingungseekte
in sich birgt, bei dem sich unvermeidbare Rechenungenauigkeiten zu makroskopischen
Eekten aufschaukeln k

onnen. Am gegebenen Beispiel konnte das detailliert belegt
werden. Da dies kein Einzelfall ist, belegt eine (im Rahmen anderer Untersuchungen
entsprechend parametrisierte) Verfolgung zu hof 191096, bei der ein

ahnlicher Eekt
zu beobachten ist. Ab Halbbild 188 entfernt sich ohne Zwangssymmetrisierung auch
hier das gesamte projizierte Modell drastisch von den zugeh

origen Bilddaten des unter-
suchten Fug

angers. Wie Tabelle 3.2 zeigt, tritt bei diesem Versuch der gleiche Eekt
auf wie oben. Auch hier l

ost die Zwangssymmetrisierung das Problem.
46 KAPITEL 3. PERSONENVERFOLGUNG
Halbbild 160 161 168 178 181 184 186 187 188
jj
^
P
 
k
  (
^
P
 
k
)
T
jj 0 10
 6
1,3  10
 5
0,15 2,34 37,2 233 581 1436
Tabelle 3.2: Fehler in der Symmetrie der Kovarianzmatrizen
^
P
 
k
zu einigen Halbbild-
zeitpunkten bei einer Verfolgung zu hof 191096.
3.1.3 Einsatz eines iterativ erweiterten Kalmanlters unter
Verwendung einer Levenberg-Marquardt{Optimierung
Als gravierendstes Problem bei der Personenverfolgung zeigt sich nach Beseitigung des
chaotischen Schwingungseektes die bei einigen Verfolgungen auftretende unzureichen-
de Anpassung des aktualisierten Modells an die Bilddaten. In einigen F

allen macht die
Anpassung der Arme oder Beine Schwierigkeiten, wenn der pr

adizierte Modellarm bzw.
das pr

adizierte Modellbein zum Bildteil mehrere Pixel Abstand hat. Zudem nden sich
zahlreiche F

alle ungenauer Anpassungen. Diese Probleme k

onnten darauf hindeuten,
da der Minimierungsproze im Aktualisierungsschritt nicht so funktioniert, wie er
sollte, d.h. der Fangbereich zu klein ist oder lokale Minima der G

utefunktion erreicht
werden. Um eine bestm

ogliche Anpassung sicherzustellen, wird der beste ermittelbare
Algorithmus hierf

ur im folgenden eingesetzt.
Bei dem bisher in Xtaro eingesetzten erweiterten Kalman-Filter (EKF) wird im Aktua-
lisierungsschritt das Gau-Newton{Verfahren zur Minimierung der verwendeten G

ute-
funktion verwendet (vgl. [Wachter 97], [Wachter & Nagel 99]). Abstiegsrichtung und
Schrittweite werden durch Nullsetzen der Taylorreihe der Ableitung der G

utefunktion
bestimmt
r (x+ s) = r (x) +r
2
 (x)s +O(jjr
3
 (x)jj  jjsjj
2
)
!
= 0
nach einer Vern

achl

assigung der h

oheren Glieder:
s =  (r
2
 (x))
 1
r (x) : (3.5)
Die Optimierung des Aktualisierungsschrittes l

at sich durch den Einsatz eines itera-
tiv erweiterten Kalman-Filters (IEKF) verbessern. Bei diesem wird nicht nur in einer
einmalig festgelegten Richtung ein Schritt in Richtung auf das Optimum zur

uckge-
legt, sondern iterativ in mehreren Schritten bez

uglich der dabei ermittelten g

unstig-
sten Richtungen s. In jeder Iteration ist auch hier eine Optimierung der Bewertung
mittels Gleichung (3.5) durchzuf

uhren. An der Gleichung kann man unmittelbar die
Hauptschw

ache des Gau-Newton{Verfahrens verdeutlichen: es ist die zweite Ablei-
tung der G

utefunktion zu invertieren. Sollte rang(r
2
 (x)) = 0 auftreten, w

urde man
dies ja noch direkt aufgrund einer Division durch Null an der vorzeitigen Terminierung
der Verfolgung bemerken. Wesentlich kritischer ist aber der Fall einer schlecht kondi-
tionierten Matrix r
2
 (x). In diesem Fall wird durch die Invertierung die ermittelte
Abstiegsrichtung und damit die Minimierung fehlerhaft, was eine schlechte Anpassung
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erwarten l

at, deren Ursache anhand der Anpassungsergebnisse nicht unmittelbar er-
schlossen werden kann. Um diese M

oglichkeit auszuschlieen, wird daher der iterativ
erweiterte Kalman-Filter mit der Levenberg-Marquardt{Optimierung kombiniert. Vor
der Invertierung von r
2
 (x) wird bei der Berechnung von s ein Term addiert, welcher
die gute Konditionierung der Matrix sicherstellt. Die Optimierung realisiert eine Linear-
kombination von dem Gau-Newton{Verfahren und dem Gradientenabstiegsverfahren,
vgl. [Press et al. 92]. Bei guter Konditionierung von r
2
 (x) wird das schnell konver-
gierende Gau-Newton{Verfahren ausgef

uhrt und bei schlechter Konditionierung das
langsam konvergierende, aber daf

ur stabile Gradientenabstiegsverfahren.
Nach eingehender Betrachtung einiger Literaturstellen ([Gelb et al. 74], [Grewal/An-
drews 93], [Daniilidis 92], [Koller 92], [Bar-Shalom & Fortmann 88]), wird der iterative
erweiterte Kalmanlter wie folgt implementiert:
Algorithmus Iterierter erweiterter Kalmanfilter unter Verwendung des
Levenberg-Marquardt-Verfahrens zur Minimierung der Gute  
Eingabe:
pradizierter Zustandsvektor
^
x
 
,
Kovarianzmatrix P
 
(geht ein bei der Berechnung von r
2
  und r )

0
:= 10
 6
 := 10

max
= 10
9
k
max
:= 20
^
x
+
:=
^
x
 
c :=  (
^
x
+
) /*  (x) =  
^
x
 
(x) */
g := r (
^
x
+
) /* Gradient von   */
H := r
2
 (
^
x
+
) /* approximierte Hessematrix von   */
k := 0
iteriere
 := 
0
iteriere
s :=  (H + I)
 1
g /* Abstiegsrichtung (I = Einheitsmatrix) */
x

:=
^
x
+
+ s
 :=  (x

)  c
wenn   0
 :=   
sonst /* Verringerung von   */
^
x
+
:= x

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c :=  (
^
x
+
)
g := r (
^
x
+
)
H := r
2
 (
^
x
+
)
bis  < 0 oder  > 
max
k := k + 1
bis (  0 und  > 
max
) oder k > k
max
P
+
:= H
 1
/* vgl. [Wachter 97], Seite 57 */
Ausgabe: Minimum
^
x
+
von   (aktualisierter Zustandsvektor) und aktuali-
sierte Kovarianzmatrix P
+
.
Es sei darauf hingewiesen, da in der Schleife sichergestellt ist, da die G

utefunktion
auf jeden Fall verringert wird. Zudem wurde darauf Wert gelegt, die Terminierung des
Verfahrens so weit wie m

oglich sicherzustellen und P
+
konform zu
^
x
+
, d.h. konform
zum Kalman-Filter zu halten (bei der bisherigen Gau-Newton{Minimierung wurde P
+
unabh

angig davon bestimmt, wie weit bei der Minimierung tats

achlich in Abstiegsrich-
tung gelaufen wurde). Der Parameter k
max
kann

uber ein Men

u in Xtaro eingestellt
werden, der oben im Algorithmus angegebene Wert hat sich allerdings bei der Ver-
folgung in zahlreichen Versuchen bew

ahrt. Die genauen Werte 
0
,  und 
max
sollten
auf das Verfahren einen h

ochstens unerheblichen Einu haben, vgl. oben genannte
Literaturstellen.
In [Wachter 97] wird auf Seite 78 erw

ahnt, da der Rang der berechneten approxi-
mierten Hessematrix H beim Minimum der G

utefunktion   Null sein kann. Im Verlauf
der Minimumsuche mittels des dargestellten Algorithmus k

onnte folglich eine zuneh-
mende Verschlechterung der Kondition von H auftreten. Der dargestellte Algorithmus
f

angt zwar einige der damit verbundenen Probleme ab, jedoch ist zur Bestimmung der
aktualisierten Kovarianzmatrix P
+
die Inverse von H zu berechnen. Dadurch w

urde
sich eine schlechte Konditionierung in falschen Werten in P
+
und damit einer St

orung
der Verfolgung

auern. Daher ist es wichtig, zumindest exemplarisch das zeitliche Ver-
halten der G

ute der Matrizen H zu studieren. Eine Untersuchung der auftretenden
Konditionszahlen ist folglich sinnvoll. Aus diesem Grund sind in Abbildung 3.3 die
kleinsten Eigenwerte und die Konditionszahlen f

ur alle berechneten approximierten
Hessematrizen zu einer Verfolgung mittels einer Bildfolge (hof 191096) dargestellt.
Die ganzzahligen Abszissenwerte repr

asentieren die Halbbildnummern. Die zu einer
Halbbildnummer berechneten (mehreren) Werte sind jeweils ab dem entsprechenden
ganzzahligen Abszissenwert aufgetragen. Man kann erkennen, da sich die Kondition
der berechneten Matrizen h

ochstens unwesentlich w

ahrend des Minimierungsprozesses
verschlechtert. Die M

oglichkeit, da der Rang von H beim Minimum von   Null werden
kann, tritt oenbar bei der gegebenen Bildfolge nicht auf. Bei den anderen Bildfolgen
ergibt sich kein Hinweis auf ein anderes Verhalten.
Von dem eingef

uhrten IEKF unter Verwendung der Levenberg-Marquardt{Optimierung
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Abbildung 3.3: Kleinste Eigenwerte (links) und Konditionszahlen (rechts) der in den
Aktualisierungsschritten zu einer Verfolgung mittels hof 191096 auftretenden appro-
ximierten Hessematrizen. Die Werte zu einer Halbbildnummer sind jeweils ab dem
entsprechenden Abszissenwert aufgetragen.
wird erwartet, da sich die Verfolgungsergebnisse im Mittel verbessern im Vergleich
zu vorher. Zur

Uberpr

ufung dieser Hypothese wird die Verfolgung anhand der zur
Verf

ugung stehenden sechs Bildfolgen unter Verwendung des IEKF mit der neuen Mi-
nimierung durchgef

uhrt und die Ergebnisse den entsprechenden Versuchen mit EKF
und Gau-Newton{Verfahren (Referenzversuche) gegen

ubergestellt. Tabelle 3.3 fat die
Unterschiede zusammen. Als Beispiel f

ur solch einen Unterschied ist in Abbildung 3.4
der Unterschied in der Anpassung des rechten Beines bei sl 191096 zum Halbbildzeit-
punkt 209 dargestellt. Man kann an der Position des ins Bild projizierten Modells des
rechten Unterschenkels erkennen, wie sich der linke Fu im Bild beim Referenzversuch
st

arker auf die Fehlanpassung auswirkt als bei Versuch 6.
Es lassen sich beim Vergleich der Versuche 1 bis 6 mit den Referenzversuchen im we-
sentlichen zwei Klassen erkennen, in deren Zusammenhang signikante Unterschiede bei
der Modellanpassung auftreten. Zum einen treten h

aug unterschiedliche Modellanpas-
sungen eines Unterschenkels oder eines Beins auf im Zusammenhang mit Verdeckungen
durch das jeweils andere Bein, vgl. Abb. 3.4. Zum anderen schaukeln sich ungenaue
Anpassungen in einigen F

allen zu gr

oeren Ungenauigkeiten auf, w

ahrend in anderen
Versuchen eine

ahnliche, ebenfalls ungenaue Anpassung wieder korrigiert werden kann.
Den auftretenden Anpassungen von Modellteilen an den Hintergrund gehen beispiels-
weise stets ungenaue Anpassungen an die zugeh

origen Bildteile voraus. Das eigentliche
Problem liegt hier also prim

ar bei der ungenauen Anpassung und erst sekund

ar bei der
anschlieend auftretenden Anpassung an den Hintergrund.
In Tabelle 3.4 werden die Unterschiede der Versuche 1 bis 6 im Vergleich zu den Re-
ferenzversuchen kurz zusammengestellt. Im oberen Teil der Tabelle ndet man die
Unterschiede, die im Zusammenhang mit Beinverdeckungen stehen (oben genannte er-
ste Klasse), im unteren Teil alle

ubrigen Unterschiede (obige zweite Klasse). Wie man
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Vers. Bildfolge Bemerkungen
1 l rot Zwischen den Halbbildern 44 und 73 sowie zwischen 97 und
127 ergeben sich bessere Anpassungen des rechten Armes
und im Zeitraum 333 bis 378 schlechtere Anpassungen des
rechten Armes als im Referenzversuch. Ab Halbbild 365 und
ab 397 erfolgen schlechtere Anpassungen des linken Unter-
schenkels jeweils aufgrund einer Verdeckung des linken Beins
durch das rechte.
2 alinde Ab 248 wird das rechte Bein schlechter angepat als im
Referenzversuch. Aufgrund von Anpassungen des hinteren
R

uckenteils an den Hintergrund kommt es zwischen 268
und 298 zu einer schlechteren Anpassung des Rumpfes und
des Beckens als im Referenzversuch. Zwischen 313 und 348
werden geringf

ugig bessere Anpassungen des Beckens, des
R

uckens und des rechten Oberschenkels beobachtet als im
Referenzversuch.
3 frankm Nach einer Verdeckung des linken Beins durch das rechte
erfolgen jeweils in den Halbbildzeitr

aumen 68 bis 117 und
154 bis 175 bessere Anpassungen des linken Unterschen-
kels und in den Zeitr

aumen 128 bis 152 und 214 bis 315
schlechtere Anpassungen des linken Unterschenkels als im
Referenzversuch.
4 g braun In den Zeitr

aumen 10 bis 58, 162 bis 237 sowie 330 bis 367
erfolgen bessere Anpassungen des linken Armes als im Refe-
renzversuch. Zwischen 344 und 416 wird der Rumpf und der
Kopf besser angepat und zwischen 413 und 494 wird die
linke Schulter besser erfat.
5 hof 191096 Zwischen 12 und 28 erfolgen schlechtere Anpassungen des lin-
ken Unterschenkels als im Referenzversuch. Als sich der rech-
te Bildunterschenkel unter schwachem Kontrast zum Hin-
tergrund aus der Verdeckung des linken Beins bewegt, wer-
den zwischen 76 und 107 bessere Anpassungen des rechten
Beins beobachtet als in Referenzversuch. Im Zeitraum 303
bis 326 erfolgen schlechtere Anpassungen des Rumpfes und
des Beckens.
6 sl 191096 Im Vergleich zum Referenzversuch ergeben sich zwischen 208
und 215 bessere Anpassungen des rechten Beins (linkes Bild-
bein hat weniger Einu auf die Anpassung des rechten Mo-
dellbeins). Zwischen 319 und 338 erfolgen bessere Anpas-
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Vers. Bildfolge Bemerkungen
sungen des rechten Beins und ab 345 schlechtere als im Re-
ferenzversuch.
Tabelle 3.3: Versuche 1 bis 6 zur Minimierung von   mittels des iterierten erweiterten
Kalmanlters unter Verwendung der Levenberg-Marquardt{Minimierung. Unterschiede
zu den Referenzversuchen: Zwangssymmetrisierungen, Minimierungsverfahren.
Abbildung 3.4: Modellanpassungen des Referenzversuchs (links) und bei Versuch 6
(rechts) zum Halbbildzeitpunkt 209. Dargestellt ist jeweils das tiefpagelterte Bild
mit dem pr

adizierten Modell.
erkennen kann, ergeben sich bei den Versuchen 1 bis 6 f

ur beide Klassen mehr Verbesse-
rungen gegen

uber den Referenzversuchen als Verschlechterungen. Insgesamt z

ahlt man
13 Verbesserungen und nur 10 Verschlechterungen im Vergleich zur Referenz. Folglich
ist der iterativ erweiterte Kalmanlter mit Levenberg-Marquardt{Optimierung als f

ur
die Verfolgung geeigneter nachgewiesen als das urspr

ungliche Verfahren.
Man kann abschlieend folgendes zusammenfassen:
 Keines der beiden verwendeten Minimierungsverfahren liefert ausschlielich bes-
sere Ergebnisse als das andere.
 Bei beiden Verfahren treten ungenaue bzw. schlechte Anpassungen auf.
 W

ahrend eine ungenaue Anpassung in einigen F

allen zu immer schlechteren Re-
sultaten f

uhrt, kann eine geringf

ugig abweichende Ausgangssituation in anderen
Versuchen zu guten Ergebnissen f

uhren.
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Situation, Modellteil
frankm, 68-117, linker Unterschenkel besser
frankm, 154-175, linker Unterschenkel besser
hof 191096, 76-107, rechtes Bein besser
sl 191096, 208-215, rechtes Bein besser
l rot, ab Hb. 365, linker Unterschenkel schlechter
l rot, ab Hb. 397, linker Unterschenkel schlechter
frankm, 128-152, linker Unterschenkel schlechter
frankm, 214-315, linker Unterschenkel schlechter
l rot, 44-73, rechter Arm besser
l rot, 97-127, rechter Arm besser
alinde, 313-348, Rumpf und Becken besser
g braun, 10-58, linker Arm besser
g braun, 162-237, linker Arm besser
g braun, 330-367, linker Arm besser
g braun, 344-416, Rumpf und Kopf besser
g braun, 413-494, linke Schulter besser
sl 191096, 319-338, rechtes Bein besser
l rot, 333-378, rechter Arm schlechter
alinde, ab Hb. 248, rechtes Bein schlechter
alinde, 268-298, Rumpf schlechter
hof 191096, 12-28, linker Unterschenkel schlechter
hof 191096, 303-326, Rumpf u. Becken schlechter
sl 191096, ab Hb. 345, rechtes Bein schlechter
Tabelle 3.4: Zusammenstellung aller wesentlichen Unterschiede der Ergebnisse der Ver-
suche 1 bis 6 im Vergleich zu den Referenzversuchen. Im oberen Teil der Tabelle sind
die Unterschiede im Zusammenhang mit Beinverdeckungen aufgef

uhrt, im unteren Teil
alle

ubrigen Unterschiede.
Folglich h

angen die verbleibenden Verfolgungsprobleme nicht vom verwendeten Opti-
mierungsverfahren ab. Es mu daher weitere Ursachen f

ur Robustheitsm

angel geben.
3.1.4 Freiheitsgradwertebeschr

ankungen
Der nach dem gegebenen Stand der Dinge st

arkste Anpassungsfehler ndet sich bei
der Verfolgung zu frankm bei Halbbild 282. W

ahrend bei Halbbild 281 die Anpassung
des linken Beins genau durchgef

uhrt wird, tritt ein Halbbild sp

ater pl

otzlich ein starkes
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Abbildung 3.5: Modellanpassungen bei frankm zu den Halbbildzeitpunkten 281 (links)
und 282 (rechts). Das linke Modellbein bewegt sich pl

otzlich unerwartet r

uckw

arts trotz
fortgesetzter Vorw

artsbewegung des linken Bildbeins. Dargestellt sind die tiefpagel-
terten Halbbilder mit dem angepaten Modell.
Zur

uckzucken des Modellbeins trotz fortgesetzter Vorw

artsbewegung des Bildbeins auf,
siehe Abbildung 3.5.
Zwar

ahnelt der auftretende Eekt dem in Abschnitt 3.1.2 beschriebenen, die Ursache
ist jedoch eine andere, denn der Symmetriefehler jj
^
P
 
k
  (
^
P
 
k
)
T
jj von
^
P
 
k
ist w

ahrend
der ganzen Verfolgung 0.
Bei genauerer Analyse der von Xtaro durchgef

uhrten Modellanpassung ndet sich
die folgende Ursache des Problems. Die in Abschnitt 1.1 angesprochene m

ogliche Be-
schr

ankung von Freiheitsgraden wird bei dieser Verfolgung f

ur den Beugewinkel des lin-
ken Knies verwendet. Die Extremwerte f

ur diesen Winkel sind eingestellt auf  0,15 rad
und 2,5 rad .
2
Bei der Pr

adiktion von Halbbild 280 auf 281 ergibt es sich nun, da der
Beugewinkel des linken Knies zu  0,1502 rad berechnet wird. Die Winkelgeschwindig-
keit wird bestimmt zu  7,3619 rad=s, siehe auch den oberen Teil von Tabelle 3.5. Der
Wert  0,1502 rad f

ur den Beugewinkel wird als zu klein erkannt und auf  0,15 rad ge-
setzt (unerhebliche

Anderung des Wertes). Gleichzeitig wird die Beugegeschwindigkeit
von  7,3619 rad=s auf 0 rad=s gesetzt, wodurch sich f

ur die aktualisierte Geschwin-
digkeit zum Zeitpunkt 281 schlielich der Wert 2,1303 rad=s ergibt, was etwa gleich
der Korrektur der Geschwindigkeit ist, die sich ohne die Winkelbeschr

ankung erge-
ben h

atte. Ohne die Freiheitsgradr

ucksetzung bei Halbbild 280 h

atte sich bei Halb-
2
Mit rad sei der Winkel im Bogenma bezeichnet.
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Halbbild 280 281 282
Berechnungsschritt Pr

ad. Akt. Pr

ad. Akt. Pr

ad. Akt.
Beugen linkes Knie (rad) -0,0104 -0,0030 -0,1500 -0,1068 -0,0642 -0,0479
Beugegeschw. (rad/s) -7,8208 -7,3619 0,0000 2,1303 2,1303 2,8435
Halbbild 280 281 282
Berechnungsschritt Pr

ad. Akt. Pr

ad. Akt. Pr

ad. Akt.
Beugen linkes Knie (rad) -0,0104 -0,0030 -0,1502 -0,1075 -0,2126 -0,1588
Beugegeschw. (rad/s) -7,8208 -7,3619 -7,3619 -5,2549 -5,2549 -2,6575
Tabelle 3.5: Beugewinkel des linken Knies und dessen Winkelgeschwindigkeit bei
frankm, wenn die Beschr

ankung des Winkels ab Halbbild 280 eingeschaltet (oben) bzw.
abgeschaltet ist (unten). Dargestellt sind die Werte f

ur die Pr

adiktions- (abgek

urzt mit
Pr

ad.) und Aktualisierungsschritte (Akt.) zu den Halbbildzeitpunkten 280 bis 282.
bild 281 der aktualisierte Wert  5,2549 rad=s ergeben (gleich  7,3619 rad=s plus der
Korrektur), vgl. unteren Teil der Tabelle 3.5. Dieser Wert kann als N

aherung f

ur die
tats

achliche

Anderung des Beugewinkels des linken Bildknies angesehen werden, da die
Verfolgung bei Halbbild 282 robust bleibt, wenn die Beschr

ankung bei Halbbild 280
nicht stattndet. Die Dierenz zwischen gesch

atzter und tats

achlicher Winkelgeschwin-
digkeit ist damit zum einen relativ gro und zum anderen haben die Werte unterschied-
liche Vorzeichen. W

ahrend sich der Bildunterschenkel vorw

artsbewegt, bewirkt folglich
die Pr

adiktion auf Halbbild 282 eine auallende, signikante R

uckw

artsbewegung des
Modellunterschenkels.
Dies zeigt, da die Beschr

ankung der Freiheitsgradwerte grunds

atzlich auch zu Instabi-
lit

aten bei der Objektverfolgung f

uhren kann. Im vorliegenden Fall kann das Problem
beseitigt werden, indem gezielt die Beschr

ankung f

ur den Beugewinkel des linken Knie-
gelenkes bei Halbbild 280 ausgeschaltet wird. Wenn die Beschr

ankung dieses Winkels
f

ur die gesamte Bildfolge abgeschaltet wird, so wird erwartungsgem

a eintreten, da
die gewonnene Stabilisierung der Verfolgung an anderen Stellen wegf

allt, schlielich
wurde die Beschr

ankung dieses Wertes gezielt zur Stabilisierung eingef

uhrt.
Zur Behebung des Problems wird untersucht, ob durch Ver

andern des Extremwer-
tes  0,15 rad f

ur den Beugewinkel des linken Knies eine Verbesserung erzielt werden
kann. Zwischen Halbbild 38 und 41 erfolgen Beschr

ankungen des Knie-Freiheitsgrades.
Diese erfolgen, weil der pr

adizierte Beugewinkel die Werte  0,1675 rad ,  0,1650 rad ,
 0,2196 rad bzw.  0,1715 rad annimmt. Zu den zugeh

origen Zeitpunkten bewegt sich
der Bildunterschenkel mit kleiner Geschwindigkeit, weshalb sich hier das obige Pro-
blem nicht ergibt. Wird der Extremwert gr

oer als  0,1650 rad gew

ahlt, so sollten sich
ab Halbbild 38 h

ochstens kleine Ver

anderungen ergeben. Wird der Wert auch kleiner
als  0,1502 rad gew

ahlt, so bleibt die Beschr

ankung bei Halbbild 280 aus. Dann sollte
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Vers. Extremwert Bemerkungen
7  0,1576 rad Das im Text genannte Problem bei Halbbild
282 tritt nicht mehr auf, da der Beugewin-
kel des linken Knies bei 281 v

ollig anders ein-
gesch

atzt wird als im Referenzversuch (Grund:
Abweichungen ab Halbbild 38).
8  0,1503 rad Im Gegensatz zum Referenzversuch wird das
linke Bein bei Halbbild 92 verloren, obwohl
der verwendete Extremwert nur 0,0003 rad von
dem aus dem Referenzversuch abweicht.
Tabelle 3.6: Versuche 7 und 8 zu frankm unter Verwendung der angegebenen Extrem-
werte anstatt  0,15 rad f

ur den Beugewinkel des linken Knies.
aber eine Beschr

ankung bei Halbbild 282 stattnden, vgl. Tabelle 3.5 (unterer Teil).
Der Wert  0,1576 rad liegt zwischen den genannten Werten. Mit ihm soll untersucht
werden, ob sich ab Halbbild 282 Instabilit

aten ergeben (Versuch 7). Tabelle 3.6 fat
im oberen Teil die Unterschiede der beobachteten Ergebnisse im Vergleich zum Refe-
renzversuch zusammen.
Aufgrund der Tatsache, da in Versuch 7 ab Halbbild 38 bei den durchgef

uhrten Be-
schr

ankungen der Beugewinkel auf einen anderen Wert gesetzt wird als im Referenz-
versuch, ergeben sich ab Halbbild 38 Modellanpassungen, die vom Referenzversuch
zun

achst geringf

ugig abweichen. Im weiteren Verlauf ergeben sich teilweise etwas gr

oe-
re Abweichungen, die Personenverfolgung bleibt jedoch bei beiden Versuchen

ahnlich
genau. Es sei angemerkt, da die Beschr

ankungen des betrachteten Freiheitsgrades in
Versuch 7 zu den Halbbildzeitpunkten 38, 39, 107 und 163 und nicht wie im Referenz-
versuch zu den Zeitpunkten 38, 39, 40 und 41 stattnden. Bei Halbbild 281 f

uhren die
Abweichungen schlielich dazu, da sich in Versuch 7 das Problem des Referenzver-
suchs gar nicht mehr stellt, denn der Beugewinkel des linken Knies wird v

ollig anders
eingesch

atzt, wie im oberen Teil von Abbildung 3.6 verdeutlicht wird. Daf

ur stellt sich
ein anderes Verfolgungsproblem bez

uglich des betrachteten Beins. Soll das verhindert
werden, kann versucht werden, den Extremwert f

ur den Beugewinkel so zu w

ahlen,
da ab Halbbild 38 m

oglichst geringe Abweichungen zum Referenzversuch produziert
werden. Gleichzeitig soll aber bei Halbbild 280 keine Beschr

ankung stattnden. Es ist
also der Extremwert  0,1503 rad zu w

ahlen. In Versuch 8 wird die Modellanpassung
f

ur diesen Wert durchgef

uhrt. In Tabelle 3.6 ist das Verfolgungsergebnis aufgef

uhrt.
Obwohl die Verfolgung f

ur die Werte  0,1500 rad und  0,1576 rad vor Halbbild 281
robust bleibt (Referenzversuch und Versuch 7), ergibt sich in Versuch 8 f

ur den Wert
 0,1503 rad dazwischen verbl

uenderweise eine besonders deutliche Fehlanpassung bei
der Verfolgung des linken Beines: Ab Halbbild 92 bleibt das linke Modellbein am rech-
ten Bildbein h

angen, w

ahrend das rechte Bein das linke verdeckt. Das linke Bein wird
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Abbildung 3.6: Modellanpassungen des Referenzversuchs (oben links) sowie bei Versuch
7 (oben rechts) und 8 (unten) bei frankm zum Halbbildzeitpunkt 281. In Versuch 7
ergibt sich das Problem des Referenzversuchs nicht mehr. In Versuch 8 wird das linke
Bein verloren, obwohl der verwendete Extremwert nur 0,0003 rad von dem aus dem
Referenzversuch abweicht. Dargestellt sind jeweils die tiefpagelterten Halbbilder mit
dem angepaten (pr

adizierten) Modell.
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Abbildung 3.7: Pr

adizierter Winkel f

ur die Beugung des linken Knies (links) und die
zugeh

orige (pr

adizierte) Winkelgeschwindigkeit (rechts) im Referenzversuch (oben) und
in Versuch 8 (unten) zu frankm. Dargestellt ist der Zeitraum zwischen den Halbbildern
0 und 100. Die Einheit der Ordinatenwerte ist rad bzw. rad=s.
im weiteren Verlauf verloren, so da es bei Halbbild 281 der Person `hinterher ge-
schleift' wird, vgl. Abb. 3.6. In Versuch 8 nden die Beschr

ankungen des betrachteten
Freiheitsgrades wie auch im Referenzversuch zu den Zeitpunkten 38, 39, 40, 41 statt.
Erst nachdem das linke Bein verloren wurde, erfolgen weitere Beschr

ankungen. Zur
Illustration der zeitlichen Entwicklung des Beugewinkels des linken Knies sowie der
zugeh

origen Winkelgeschwindigkeit sind in Abbildung 3.7 zum Referenzversuch bzw.
zu Versuch 8 die entsprechenden Werte zwischen den Halbbildern 0 und 100

uber der
Zeit aufgetragen.
Zusammenfassend zu den bisherigen Untersuchungen zu den Freiheitsgradwertebe-
schr

ankungen ist folgendes festzuhalten:
 Durch die Verwendung der Freiheitsgradwertebeschr

ankungen nach [Wachter 97]
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k

onnen signikante St

orungen der Verfolgung auftreten.
 Auf die Freiheitsgradwertebeschr

ankungen kann allerdings nach dem gegenw

arti-
gen Stand nicht verzichtet werden, schlielich wurden die Beschr

ankungen von
S. Wachter gezielt zur Stabilisierung der Verfolgung eingef

uhrt.
 Die Versuche zeigen, da die Verfolgung ausgesprochen empndlich vom gew

ahlen
Extremwert der Freiheitsgradr

ucksetzung abh

angt. Es ist keinesfalls sicherge-
stellt, da sich ein

ahnliches Verfolgungsverhalten ergibt, wenn man eine Frei-
heitsgradr

ucksetzung geringf

ugig

andert. Ein Verfahren, das so empndlich von
den Steuerparametern abh

angt, wird bei hinreichend breit gew

ahltem Testmate-
rial in der Praxis kaum robust sein.
Folglich ergeben sich unmittelbar zwei M

oglichkeiten zum weiteren Vorgehen:
 Es ist zu untersuchen, ob die Freiheitsgradwertebeschr

ankungen durch eine Mo-
dikation so verbessert werden k

onnen, da die genannten Schwierigkeiten aus-
bleiben oder zumindest gemildert werden.
 Wenn damit nicht die gew

unschten Ergebnisse erzielt werden k

onnen, kann nur
die Verbesserung des grundlegenden Verfolgungsalgorithmus (mit oder ohne Frei-
heitsgradwertebeschr

ankungen) zum Ziel f

uhren.
Zum ersten Punkt kann festgestellt werden, da das eingangs dokumentierte Verfol-
gungsproblem dadurch entstanden ist, da auer dem Gelenkwinkel selbst auch die
gesch

atzte Winkelgeschwindigkeit zur

uckgesetzt wurde. L

at man die R

ucksetzung der
Winkelgeschwindigkeit weg, so wird erwartet, da sich bei einer Beschr

ankung w

ahrend
der Vorw

artsschwingphase eines richtig verfolgten Beins (Referenzversuch zu frankm,
Halbbild 280) keine Probleme ergeben. Bendet sich das richtig verfolgte Bein vor
einem Umkehrpunkt der Bewegung (Referenzversuch zu frankm ab Halbbild 38), so
d

urfte sich auch hier kein Problem ergeben, denn der Aktualisierungsschritt sorgt f

ur
die betragliche Reduzierung der Geschwindigkeit, d.h. eine R

ucksetzung der Geschwin-
digkeit auf 0 rad=s sollte

uber

ussig sein. Findet eine R

ucksetzung statt, wenn ein
Objektteil bereits verloren wurde, so d

urfte diese im Allgemeinen h

ochstens zuf

allig
ein Wiedereinfangen des Teils zur Folge haben. Voraussichtlich ergeben sich also keine
Probleme, wenn die Geschwindigkeitsr

ucksetzung unterbleibt.
Um die tats

achlichen Auswirkungen zu

uberpr

ufen, werden in den Versuchen 9 bis 14
die Versuche 1 bis 6 wiederholt ohne R

ucksetzung der Geschwindigkeitsr

ucksetzung.
Tabelle 3.7 fat die auftretenden Unterschiede zusammen. Man z

ahlt insgesamt 22
F

alle, bei denen in den Versuchen 9 bis 14 schlechtere Anpassungen auftreten und nur
7 F

alle besserer Anpassungen als in den Versuchen 1 bis 6. Daraus mu gefolgert wer-
den, da im Falle eingesetzter Freiheitsgradwertebeschr

ankungen die R

ucksetzung der
Geschwindigkeit zur Robustheit der Verfolgung beitr

agt.
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9 l rot Zwischen 248 und 265 sowie zwischen 427 und 447 ergeben
sich im Vergleich zu Versuch 1 schlechtere Anpassungen des
linken Unterschenkels nach einer Verdeckung durch den rech-
ten Unterschenkel und zwischen 384 und 561 schlechtere An-
passungen der rechten Schulter und des rechten Oberarmes.
10 alinde Im Vergleich zu Versuch 2 erfolgen zwischen 107 und 128
schlechtere Anpassungen des rechten Unterschenkels und
zwischen 170 und 190 tritt eine schlechtere Einsch

atzung der
Lage des Beckens auf. Zwischen 218 und 245 erfolgen wesent-
lich schlechtere Anpassungen des Beckens und des R

uckens
als in Versuch 2. Ab 248 ergeben sich bessere Anpassungen
des rechten Beins und ab 268 schlechtere. In den Zeitr

aumen
146 bis 184, 243 bis 271 und 294 bis 324 erfolgen schlechtere
Anpassungen des linken Oberarmes.
11 frankm In den Zeitr

aumen 94 bis 127, 93 bis 117 sowie 155 bis
184 treten schlechtere Anpassungen und zwischen 128 und
152 bessere Anpassungen des linken Unterschenkels auf als
in Versuch 3. Aufgrund von Freiheitsgradwertebeschr

ankun-
gen des rechten Kniewinkels erfolgen zwischen 253 und 255
bessere Anpassungen des rechten Unterschenkels und in den
Zeitr

aumen 256 bis 291 und 313 bis 408 schlechtere Anpas-
sungen des rechten Unterschenkels. Zwischen 323 und 355
wird der rechte Arm schlechter angepat als in Versuch 12.
12 g braun Verfolgung

ahnlich wie in Versuch 4.
13 hof 191096 Im Gegensatz zu Versuch 68 wird der rechte Unterschenkel
ab Halbbild 76 nicht verloren. Der in Versuch 68 ab 162 auf-
tretende Verlust der Bildperson tritt nicht auf. Nach einer
Verdeckung pat zwischen 288 und 297 das linke Modell-
bein schlechter zum Bildbein als in Versuch 5, zwischen 302
und 319 erfolgt im Vergleich zu Versuch 5 eine bessere An-
passung des Rumpfes und Beckens, zwischen 374 und 391
wird das rechte Bein schlechter angepat (nach Verdeckung)
und zwischen 446 und 457 ergibt sich eine schlechtere An-
passung des rechten Unterschenkels oenbar aufgrund einer
Beschr

ankung des Kniegelenk-Freiheitsgrades.
14 sl 191096 Im Vergleich zu Versuch 6 werden zwischen 194 und 199
sowie zwischen 208 und 215 schlechtere und zwischen 203
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und 206 bessere Anpassungen des rechten Beins beobachtet.
Ab 340 bleibt der linke Arm im Gegensatz zu Versuch 6
stehen, als der Bildarm beginnt, sich zu bewegen.
Tabelle 3.7: Wiederholung der Versuche 1 bis 6 ohne Geschwindigkeitsr

ucksetzung bei
den Freiheitsgradwertebeschr

ankungen.
Zusammenfassend ist Folgendes zu bemerken.
 Es wurde nachgewiesen, da die G

ute der Verfolgung sehr empndlich (zu emp-
ndlich im Bezug auf Robustheitsfragen) von den Werten bei den Freiheitsgrad-
wertebeschr

ankungen abh

angt. Insbesondere treten zu starke

Anderungen der
Verfolgungsg

ute bei kleinen

Anderungen der Werte auf.
 Durch die Freiheitsgradwertebeschr

ankungen treten signikante Verfolgungsde-
zite auf. Gleichzeitig stabilisieren sie die Verfolgung an anderer Stelle deutlich.
 Die Modikation der Freiheitsgradwertebeschr

ankungen f

uhrte nicht zum Ziel.
Daraus folgt, da das Hauptproblem bei der Verfolgung nicht in Bezug auf die Freiheits-
gradwertebeschr

ankungen zu suchen ist, sondern an anderer Stelle. Die haupts

achli-
che Schwachstelle ist noch zu identizieren. W

unschenswert w

are ein Verfolgungs-
verfahren, welches so robust funktioniert, da auf Freiheitsgradwertebeschr

ankungen
m

oglichst ganz verzichtet werden kann. Falls in Zukunft dennoch die Freiheitsgradwer-
tebeschr

ankungen weiter ben

otigt werden sollten, ist als Ausblick und Anregung f

ur die
Zukunft zu beachten, da die Freiheitsgradwertebeschr

ankungen nicht Kalman-Filter{
konform integriert sind. Im Verlauf der Verfolgung werden direkt die Sch

atzgr

oen
massiv manipuliert. Ein solcher Eingri mu den sensibel auf St

orungen reagierenden
(vgl. Abschnitt 3.1.2!) rekursiven Kalman-Filter{Proze signikant negativ beeinus-
sen. Der Artikel [Geeter et al. 97] gibt hierzu m

oglicherweise eine wichtige Hilfestellung.
Dieser Themenkomplex soll an dieser Stelle nicht bearbeitet werden, da nach obiger
Schlufolgerung die Hauptschw

ache bei der Personenverfolgung an anderer Stelle zu
suchen ist.
3.1.5 Zusammenfassung und Ausblick
Die vorausgehenden Abschnitte belegen einen deutlichen Fortschritt hinsichtlich der
Robustheit bei der Personenverfolgung und zeigen gleichzeitig, wie vielschichtig und
m

uhselig der Proze der Robustheitssteigerung ist. Schritt f

ur Schritt m

ussen die
Schwachstellen lokalisiert, analysiert und verbessert werden. Aufgrund der bisherigen
Untersuchungen lassen sich einige verbleibende grunds

atzliche Schw

achen feststellen.
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Diese sollen nun kurz umrissen werden, denn { auch wenn unmittelbar hier keine L

osun-
gen angeboten werden k

onnen { so bildet nat

urlich die Erkenntnis der Schwachstellen
oftmals den ersten Schritt zur L

osung. Folgendes mag daher als Ausblick f

ur weitere
Forschungen dienen.
Das Optimierungsverfahren im Aktualisierungsschritt konnte deutlich verbessert wer-
den. Diesbez

uglich zu beachten bleibt, da es sich nach wie vor um ein lokal operie-
rendes Verfahren handelt. Es besteht folglich prinzipiell die M

oglichkeit, ein lokales
Minimum anstatt des gew

unschten globalen zu erhalten (vorausgesetzt, die G

utefunk-
tion entspricht den Anforderungen, d.h. die Minima der G

utefunktion repr

asentieren
tats

achlich korrekte Lagesch

atzungen).
Die Abschnitte 3.1.2 und 3.1.4 zeigen deutlich, wie empndlich die Verfolgung auf
St

orungen reagiert, d.h. korrekte Anpassungen werden in der G

utefunktion (noch)
nicht deutlich genug gegen

uber Fehlanpassungen abgegrenzt. Insbesondere der Ver-
gr

oerung des Fangbereichs im Bild kommt hier groe Bedeutung zu. In Abbildung 3.6
sind jeweils die pr

adizierten Modelle eingezeichnet. Betrachtet man z.B. das aktuali-
sierte Modell von Versuch 7 zum Halbbildzeitpunkt 281, so weicht dieses kaum ab vom
pr

adizierten, siehe Abbildung 3.6 oben rechts. Vom Aktualisierungsschritt sollte man
aber erwarten k

onnen, da er eine Abweichung zwischen Modellbein und Bildbein, wie
in der Abbildung dargestellt, korrigieren kann. Dies ist ein besonders wichtiger Punkt.
Eine Vergr

oerung des Fangbereichs d

urfte sich auch in vielen anderen Problemf

allen
stabilisierend auswirken. Beispielsweise geht dem Verlust eines Personenteils eine un-
genaue Anpassung voraus.
Insgesamt lassen sich im wesentlichen folgende Hauptklassen verbleibender Anpas-
sungsschwierigkeiten ausmachen.
 Die erste Klasse umfat Ph

anomene wie das im vorausgehenden Paragraphen an-
gesprochene, bei denen ungenaue Anpassungen direkt auf einen zu kleinen Fang-
bereich im Bild durch den Aktualisierungsschritt zur

uckgef

uhrt werden k

onnen
(vgl. Abb. 3.6 oben rechts).
 Auerdem treten gelegentlich Eekte auf wie der in Abbildung 3.8 dargestell-
te, bei denen der Apertureekt die korrekte Sch

atzung von L

angsbewegungen
bestimmter Objektteile verhindert.
 Viele Anpassungsschwierigkeiten entstehen { oft nachdem ungenaue Anpassun-
gen vorausgegangen sind { durch Anpassungen von Teilen des Personenmodells
an den Hintergrund oder an falsche Personenteile. Insbesondere stellt die gegen-
seitige partielle Verdeckung der beiden Beine w

ahrend des Laufens groe Anfor-
derungen an den Verfolgungsproze, vgl. Abbildung 3.9.
 Zum Teil sind letztere Eekte gekoppelt mit einem niedrigen Kontrast im Bereich
der entsprechenden Bildteile. Abbildung 3.10 zeigt hierzu ein Beispiel.
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Abbildung 3.8: Modellanpassungen bei einer Verfolgung zu sl 191096 zu den Halb-
bildzeitpunkten 328 (oben) und 333 (unten). Die Bewegung des linken Armes wird
aufgrund des Appertureekts falsch eingesch

atzt. Dargestellt sind die tiefpagelter-
ten Halbbilder mit dem angepaten Modell.
3.2 Automatisierbarkeit
Unter dem Begri der Automatisierbarkeit sei verstanden, die eingesetzten Programme
m

oglichst viel selbstst

andig, d.h. ohne Eingrie des Programmbenutzers, tun lassen
zu k

onnen. Im Bezug auf die Personenverfolgung bedeutet dies als Fernziel, da das
Programm im Optimalfall eine neu eingespeiste Bildfolge ohne jegliche Benutzerinter-
aktion auszuwerten in der Lage ist. Manuelle Eingrie sind also soweit wie m

oglich
durch Automatismen zu ersetzten. Diesbez

uglich gravierendster Punkt ist bei dem ver-
wendeten Verfolgungssystem die bislang verwendete bildfolgenabh

angige Parametrisie-
rung des Verfolgungsalgorithmus. Zur Verbesserung der Automatisierung und damit
der Selbst

andigkeit des Verfahrens ist daher eine Vereinheitlichung der Parameter f

ur
alle Bildfolgen vorzunehmen. Die Alternative dazu, die zu verwendenden Verfolgungs-
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Abbildung 3.9: Modellanpassungen zu frankm zu den Halbbildzeitpunkten 96 (links)
und 104 (rechts). Das linke Modellbein wird dem rechten mit angepat. Dargestellt
sind die tiefpagelterten Bilder mit dem jeweils angepaten Modell.
Abbildung 3.10: Modellanpassung bei einer Verfolgung zu hof 191096 zum Halbbild-
zeitpunkt 79. Es entsteht ein Verfolgungsproblem aufgrund des niedrigen Kontrasts
zwischen den Beinen und dem Hintergrund. Dargestellt sind die tiefpagelterten Halb-
bilder mit dem angepaten Modell.
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parameter aus dem Bildmaterial zu sch

atzen, wird nur in Erw

agung gezogen, falls bei
der Vereinheitlichung der Parameter un

uberwindliche Schwierigkeiten auftreten sollten.
3.2.1

Ubergang von einer bildfolgenindividuellen zu einer bild-
folgenunabh

angigen Parametrisierung
Die Parameter zur Steuerung der Verfolgung wurden urspr

unglich von S. Wachter ein-
gef

uhrt und von ihm auf bestimmte, empirisch ermittelte optimale Werte gesetzt, die
seither nicht ver

andert wurden. Daher existiert seither f

ur jede Bildfolge ein eigener Pa-
rametersatz, mit dem die Modellanpassung vorgenommen wird. Dadurch werden zwar
die Verfolgungsergebnisse zu den einzelnen Bildfolgen erwartungsgem

a optimiert, je-
doch wird die Auswertung der Versuchsergebnisse erheblich erschwert, da sich die Er-
gebnisse zu verschiedenen Bildfolgen nicht ohne Weiteres vergleichen lassen. Zudem
mute bisher f

ur jede neu hinzukommende Bildfolge ein neuer Parametersatz manuell
bestimmt werden. Aufgrund der Optimierung der Parameter durch S. Wachter wird von
der Vereinheitlichung der Parameter erwartet, da im Mittel schlechtere Verfolgungs-
ergebnisse produziert werden als bisher. Bis zu einem bestimmten Grad mu das auch
in Kauf genommen werden. Die im weiteren verfolgte Methodik bei der Vereinheitli-
chung der Parameter soll sicherstellen, da nach der Vereinheitlichung der Parameter
die Verfolgung so gut wie m

oglich funktioniert. Da oben festgestellt wurde, da der
Verfolgungsalgorithmus ohnehin noch deutliche Schwachstellen aufweist, sind eventuell
neu entstehende Ungenauigkeiten bei der Verfolgung sehr hilfreich zur Lokalisation und
Beseitigung der zugrundeliegenden Ursachen. Die durch die Parametervereinheitlichung
erzielte bessere Vergleichbarkeit der Verfolgungsergebnisse unterst

utzt den Proze der
Robustheitssteigerung zudem erheblich.
In Tabelle 3.8 sind die Parameter zusammengestellt, die im Zusammenhang mit der
Kameramodellierung eingesetzt werden. Tabelle 3.9 zeigt die

ubrigen Parameter, mit
welchen sich der Anpassungsproze beeinussen l

at. Die Parameter f

ur die Perso-
nenmodelle sind nicht aufgef

uhrt, denn diese sind ohne Belang f

ur die nachfolgenden
Betrachtungen, da sie zu jeder zu verfolgenden Person (d.h. zu jeder Bildfolge) se-
parat eingestellt werden m

ussen.
3
Bei Betrachtung der Tabelle 3.9 kann man einige
Au

alligkeiten erkennen:
 Bei der Nutzung der Kanteninformation kommen bei den Bildfolgen zwei un-
terschiedliche Verfahren zum Einsatz: das Modellgradientenverfahren und das
erweiterte Modellgradientenverfahren (vgl. [Wachter 97], S. 54 und S. 64). Das
in [Wachter 97] ab Seite 62 beschriebene modizierte Modellgradientenverfahren
wird bei keiner Bildfolge benutzt. Der Benutzung eines einheitlichen Bewertungs-
3
Unterschiedliche Personen k

onnen z.B. unterschiedlich gro sein. Die Sch

atzung der Gr

oe einer
Person aus dem Bildmaterial soll aber nicht Gegenstand dieser Untersuchungen sein. Dieser Punkt
bedarf erst der n

aheren Zuwendung, wenn die Verfolgung f

ur die manuell passend gew

ahlten Perso-
nenmodelle hinreichend robust ist.
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l rot alinde frankm g braun hof 191096 sl 191096
kx, u 2650 2650 2650 2650 2650 2650
ky, u 2880 2880 2900 2880 2900 2880
ox, u 150 157 200 162 197 260
oy, u 198 150 180 242 210 208
Brennweite, u 0,3 0,3 0,3 0,3 0,61 0,3
Tabelle 3.8: Bisher eingesetzte Projektionsparameter bei den Bildfolgen. Es sind nur die
Parameter u zu kx, ky, ox, oy und Brennweite aufgef

uhrt. Die sonst noch einstellbaren
Parameter v, pu, pv und q zu kx, ky, ox, oy bzw. zu Brennweite sind alle auf 0
eingestellt und in der Tabelle nicht aufgef

uhrt, vgl. [Wachter 97].
l rot alinde frankm g braun hof 191096 sl 191096
Kanteninformation MG EMG EMG MG EMG MG
Kantenabstand 3 3 1 4 3 2
Flachenabstand 3 2 1 4 3 6
Zylinderenden kompl. nein ja ja nein nein nein
Informationsnutzung K, F K, F K, F K, F K, F K, F
Merauschen Kanten 25 12 12 50 12 25
Merauschen Flachen 10 20 10 10 20 50
Merauschen Kopplung 0,1 0,1 0,1 0,1 0,1 0,1
Modellgradient, Kon- 40 40 40 40 40 40
trastfaktor
Modellgradient, sigma 3 3 3 3 3 3
Modellgradient, rel. 0,01 0,01 0,01 0,01 0,01 0,01
Mindestgroe
maximale Grauwertdif- 256 25 25 256 256 256
ferenz fur Flachen-
messung
Tabelle 3.9: Bisher eingesetzte Verfolgungsparameter bei den Bildfolgen. MG steht f

ur
`Modellgradient' und EMG f

ur `erweiterter Modellgradient'. Bei Informationsnutzung
kann Kanteninformation, Flacheninformation oder beides eingestellt werden.
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verfahrens ist eine h

ohere Priorit

at zuzuordnen als der Angleichung der Berech-
nungsparameter.
 Zur Bildfolge frankm ist bei den Parametern Kantenabstand und Flachenab-
stand der Wert 1 eingestellt, welcher deutlich kleiner ist als bei den anderen
Bildfolgen. Dies d

urfte erkl

aren, warum vor allem bei den Versuchen zur Bildfol-
ge frankm h

aug Anpassungsprobleme im Zusammenhang mit Beinverdeckungen
auftreten. Um zu verhindern, da Modellteile den falschen Bildteilen mit ange-
pat werden, d

urfte ein gr

oerer Wert als 1 grunds

atzlich sinnvoll sein.
 Zur Bildfolge sl 191096 sind bei den Parametern Flachenabstand und Merau-
schen Flachen deutlich gr

oere Werte eingestellt als bei den anderen Bildfolgen,
d.h. Fl

acheninformation wird deutlich weniger genutzt als bei den anderen Bild-
folgen. Der bei g braun eingestellte Wert f

ur Merauschen (Kanten) ist deutlich
gr

oer als bei den anderen Bildfolgen, was bedeutet, da die Kanteninformati-
on schw

acher gewichtet wird als bei den anderen Bildfolgen. Gem

a Seite 67 in
[Wachter 97] wurde daher bei sl 191096 verst

arkt auf eine gute Lokalisierung des
angepaten Modells und bei g braun auf eine robuste Verfolgung Wert gelegt.
 Der Parameter maximale Grauwertdifferenz fur Flachenmessung betr

agt bei
vier Bildfolgen 256 und bei zwei Bildfolgen 25. Dies erscheint merkw

urdig. Hier
k

onnte m

oglicherweise bei der Eingabe des letzteren Wertes die letzte Zier ver-
gessen worden sein.
Die Bedeutung des letzten Punktes wird anhand des Programmquelltextes untersucht:
Bei der Nutzung der Fl

acheninformation wird gepr

uft, ob die gebildete Grauwert-
dierenz den Wert maximale Grauwertdifferenz fur Flachenmessung

uberschreitet.
Falls dies der Fall ist, wird das entsprechende Pixel ignoriert, d.h. von der Fl

achenmes-
sung ausgeschlossen. Ist also als Parameterwert 256 eingestellt, so ndet ein solcher
Ausschlu eines Pixels nie statt, da alle Grauwerte zwischen 0 und 255 liegen und so-
mit die gebildete Dierenz stets kleiner als 256 ist. Dies deutet darauf hin, da bei den
Bildfolgen alinde und frankm der genannte Ausschlu von Pixeln gezielt eingeschaltet
wurde und bei den

ubrigen Bildfolgen von S. Wachter als nicht notwendig eingestuft
wurde.
Zusammenfassend soll im Weiteren in der folgenden Reihenfolge vorgegangen werden:
1. Finden des besseren Modellgradientenverfahrens zur Nutzung von Kanteninfor-
mation.
2. Angleichung und Optimierung der Verfolgungsparameter f

ur die Bildfolgen. Die
Kameraparameter aus Tabelle 3.8 sollen nicht ver

andert werden, da sie die Be-
schaenheit der m

oglicherweise unterschiedlichen zur Bildaufnahme verwendeten
Kameras widerspiegeln.
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Bei der Durchf

uhrung ist nat

urlich eine manuelle ersch

opfende Suche im gesamten Pa-
rameterraum aus Zeit- und Zweckm

aigkeitsgr

unden auszuschlieen. Stattdessen wird
eine Form eines `manuellen Gradientenabstiegs' zur Vereinheitlichung der Parameter
gew

ahlt, bei dem als G

utefunktion die Genauigkeit der durchgef

uhrten Modellanpas-
sungen Verwendung ndet und m

ogliche Sackgassen m

oglichst fr

uhzeitig vermieden
werden.
Finden des besseren Modellgradientenverfahrens
Das bei keiner Bildfolge benutzte modizierte Modellgradientenverfahren soll auch im
Weiteren nicht untersucht werden, da es oenbar von S. Wachter als schlechter einge-
stuft wurde als die anderen beiden Modellgradientenverfahren und so der Aufwand f

ur
das Finden des besten Verfahrens reduziert werden kann. Nun mu entschieden werden,
ob das Modellgradientenverfahren oder das erweiterte Modellgradientenverfahren f

ur
den Anpassungsproze geeigneter ist. Um das bessere Verfahren herauszunden, wer-
den in den Versuchen 15 bis 20 die Versuche 1 bis 6 wiederholt unter Verwendung des
jeweils bisher nicht benutzten Modellgradientenverfahrens. Ein Vergleich der Versuche
15 bis 20 mit den Versuchen 1 bis 6 soll zeigen, welches Modellgradientenverfahren zur
Fug

angerverfolgung besser geeignet ist (vgl. Tabelle 3.10).
Die Versuche 15 bis 20 wurden durchgef

uhrt, um das erweiterte Modellgradientenver-
fahren mit dem Modellgradientenverfahren zu vergleichen. Bereits bei den Versuchen
15 (Modellgradientenverfahren) und 16 (erweitertes Modellgradientenverfahren) erge-
ben sich deutlich schlechtere Ergebnisse als in den Versuchen 1 und 2. Auf den ersten
Blick scheinen auch die Versuche 17 bis 20 schlechtere Ergebnisse zu liefern als die
Versuche 3 bis 6. Dies deutet auf eine Korrelation des eingestellten Modellgradienten-
verfahrens mit einem oder mehreren einstellbaren Parametern hin. Sollte dies zutreen,
wird ein Vergleich der beiden Modellgradientenverfahren mittels der Versuche 15 bis
20 sehr schwierig ausfallen oder sogar unm

oglich sein. Tats

achlich kann man in der
Tabelle 3.9 erkennen, da bei den Bildfolgen zum erweiterten Modellgradientenverfah-
ren bei Merauschen Kanten der Wert 12 eingestellt ist, w

ahrend sich hier bei den
anderen Bildfolgen die deutlich gr

oeren Werte 25 bzw. 50 nden. Daher werden die
Auswertungen der Versuche 17 bis 20 als nicht zweckdienlich eingestuft und deshalb
nicht durchgef

uhrt. Zum Vergleich der beiden Modellgradientenverfahren sollen statt
der Versuche 15 bis 20 die Versuche 21 bis 26 benutzt werden, bei denen die erkann-
te Korrelation ber

ucksichtigt wird, siehe Tabelle 3.11. Eine weitere evtl. bestehende
Korrelation zwischen dem verwendeten Modellgradientenverfahren und den Parame-
tern ist aus Tabelle 3.9 nicht ohne Weiteres zu erkennen. Es wird erwartet, da sich
beim Vergleich der Versuche 21 bis 26 mit den Versuchen 1 bis 6 das erweiterte Mo-
dellgradientenverfahren als das bessere Verfahren herausstellt, da nicht nur der Betrag
des Grauwertgradienten ber

ucksichtigt wird, sondern durch die Betrachtung der beiden
Komponenten des Grauwertgradienten auch Richtungsinformation genutzt wird.
Sollte sich auch bei Verwendung der Versuche 21 bis 26 nur schwer feststellen lassen,
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15 l rot Wiederholung von Versuch 1 unter Verwendung des erwei-
terten Modellgradientenverfahrens. Im Vergleich zu Versuch
1 ergeben sich zwischen 42 und 67 schlechtere Anpassungen
des rechten Armes und zwischen 103 und 112 schlechtere
Anpassungen des linken Beines, als dieses einen schwachen
Kontrast zum Hintergrund aufweist. Ab 393 treten schlechte-
re Anpassungen der bereits in Versuch 1 schlecht angepaten
Beine auf.
16 alinde Wiederholung von Versuch 2 unter Verwendung des Modell-
gradientenverfahrens. Zwischen 29 und 357 erfolgen im Ver-
gleich zu Versuch 2 wesentlich schlechtere Anpassungen des
Kopfes, zwischen 16 und 35 bessere Anpassungen des linken
Oberarmes, zwischen 58 und 96 sowie zwischen 245 und 357
schlechtere Anpassungen des linken Oberarmes, zwischen 230
und 245 schlechtere Rumpfanpassungen, ab 299 schlechtere
Anpassungen des rechten Beins, und zwischen 326 und 348
erfolgen bessere Anpassungen des linken Unterschenkels.
17 frankm Wiederholung von Versuch 3 unter Verwendung des Modell-
gradientenverfahrens. ...
18 g braun Wiederholung von Versuch 4 unter Verwendung des erwei-
terten Modellgradientenverfahrens. ...
19 hof 191096 Wiederholung von Versuch 5 unter Verwendung des Modell-
gradientenverfahrens. ...
20 sl 191096 Wiederholung von Versuch 6 unter Verwendung des erwei-
terten Modellgradientenverfahrens. ...
Tabelle 3.10: Versuche 15 bis 20 zur Angleichung des Modellgradientenverfahrens bei
den Bildfolgen. Unterschiede zu den Referenzversuchen: Zwangssymmetrisierungen, Mi-
nimierungsverfahren, Modellgradientenverfahren. Die drei Punkte bei den Versuchen 17
bis 20 deuten jeweils darauf hin, da sich die Ergebnisauswertungen nach Durchf

uhrung
der Versuche im Hinblick auf das weitere Vorgehen als nicht wichtig herausgestellt ha-
ben, siehe Text.
welches Modellgradientenverfahren das bessere ist, so kann n

otigenfalls auch anders
vorgegangen werden: Jede Bildfolge beh

alt zun

achst ihr urspr

ungliches Modellgradien-
tenverfahren. Getrennt nach dem Modellgradientenverfahren k

onnen anschlieend alle
einstellbaren Parameter vereinheitlicht werden, um einen einheitlichen, optimalen Pa-
rametersatz zu jedem der beiden Verfahren zu erhalten. Anschlieend kann bei jeder
der Bildfolgen das jeweils andere Modellgradientenverfahren samt den so gefundenen
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21 l rot Wiederholung von Versuch 1 unter Verwendung des erwei-
terten Modellgradientenverfahrens. Im Vergleich zu Versuch
1 ergeben sich im Halbbildzeitraum 32 bis 69 wesentlich
schlechtere Anpassungen des rechten Armes, im Zeitraum
331 bis 365 bessere Anpassungen des rechten Armes, zwi-
schen 414 und 455 bessere Anpassungen des linken Unter-
schenkels, zwischen 482 und 518 bessere Anpassungen des
linken Unterschenkels bzw. des ganzen Beins und im Zeit-
raum 492 bis 525 bessere Rumpfanpassungen.
22 alinde Wiederholung von Versuch 2 unter Verwendung des Mo-
dellgradientenverfahrens. Gegen

uber Versuch 2 erfolgen zwi-
schen 37 und dem Bildfolgenende schlechtere Kopfanpassun-
gen, zwischen 10 und 51 bessere Anpassungen des linken
Oberarmes, im Zeitraum 224 bis 226 schlechtere Anpassun-
gen des rechten Unterschenkels (Anpassung an verdeckendes,
linkes Bein), zwischen 218 und 229 schlechtere Anpassungen
des linken Oberarmes, zwischen 249 und 357 bessere Anpas-
sungen des rechten Beins, und im Zeitraum 274 bis 293 treten
bessere Rumpfanpassungen auf (Rumpf wird nicht so stark
dem Hintergrund mit angepat wie in Versuch 2).
23 frankm Wiederholung von Versuch 3 unter Verwendung des Mo-
dellgradientenverfahrens. Gegen

uber Versuch 3 ergeben sich
zwischen 69 und 149 im Zusammenhang mit einer Beinver-
deckung schlechtere Anpassungen des linken Beins, ab 448
schlechtere Anpassungen des rechten Armes und ab Halbbild
410 schlechtere Personenanpassungen.
24 g braun Wiederholung von Versuch 4 unter Verwendung des erwei-
terten Modellgradientenverfahrens. Im Vergleich zu Versuch
4 erfolgen zwischen 87 und 109 sowie zwischen 357 und
407 schlechtere Anpassungen des linken Unterarmes und
im Zeitraum 114 bis 124 bessere Anpassungen des linken
Unterarmes.
25 hof 191096 Wiederholung von Versuch 5 unter Verwendung des Modell-
gradientenverfahrens. Ab Halbbild 40 werden schlechtere An-
passungen des rechten Unterschenkels bzw. Beins beobachtet
als in Versuch 5.
26 sl 191096 Wiederholung von Versuch 6 unter Verwendung des erwei-
terten Modellgradientenverfahrens. Jeweils im Zusammen-
hang mit einer Beinverdeckung ergeben sich zwischen 202
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und 210 bessere Anpassungen des rechten Beins und ab Halb-
bild 261 schlechtere Anpassungen des rechten Beins als in
Versuch 6.
Tabelle 3.11: Versuche 21 bis 26 zur Angleichung des Modellgradientenverfahrens bei
den Bildfolgen. Bei Verwendung des erweiterten Modellgradientenverfahrens wird je-
weils f

ur Merauschen Kanten der Wert 12 benutzt und bei Verwendung des Modell-
gradientenverfahrens der Wert 25. Unterschiede zu den Referenzversuchen: Zwangs-
symmetrisierungen, Minimierungsverfahren, Modellgradientenverfahren, Merauschen
Kanten.
Parametern erprobt werden.
Die Auswertung der Versuche 21 bis 26 f

uhrt zu folgendem Ergebnis: In insgesamt
13 Situationen ergeben sich bei Verwendung des erweiterten Modellgradientenverfah-
rens bessere Anpassungen und in nur 7 Situationen schlechtere Anpassungen als bei
Verwendung des Modellgradientenverfahrens. Dies zeigt eindeutig, da das erweiterte
Modellgradientenverfahren zur Fug

angerverfolgung besser geeignet ist als das Modell-
gradientenverfahren, was den eingangs ge

auerten Erwartungen entspricht. Von nun an
wird daher ausschlielich mit dem erweiterten Modellgradientenverfahren gearbeitet.
Angleichen der Parameter Kantenabstand und Flachenabstand
Als n

achstes sollen die Parameter Kantenabstand und Flachenabstand f

ur alle Bild-
folgen einheitlich gew

ahlt werden. Diese Parameter sollen als erstes angeglichen werden,
da einige bisher beobachtete Verfolgungsprobleme mit einer schlechten Einstellung die-
ser Parameter direkt erkl

arbar sind (Versuche zu frankm und sl 191096). Die beiden
Parameter werden als korreliert betrachtet und m

ussen daher abh

angig voneinander
angeglichen werden. Zur Einschr

ankung des Suchraumes f

ur die beiden Parameter sol-
len Kantenabstand und Flachenabstand gleich gew

ahlt werden. Zum einen erscheint
dies nach [Wachter 97] (Seiten 49 und 50) plausibel und zum anderen wurden die beiden
Parameter bisher in vier der sechs Bildfolgen gleich gew

ahlt, vgl. Tabelle 3.9. In Tabelle
3.9 kann man auch erkennen, da am h

augsten der Wert 3 f

ur die Parameter benutzt
wurde. Dies d

urfte ein guter Wert f

ur die Parameter sein. Aus diesem Grund wird als
Ausgangspunkt Kantenabstand = Flachenabstand = 3 gew

ahlt. Die durchgef

uhrten
Versuche 27 bis 30 sind in Tabelle 3.12 den entsprechenden Ergebnissen der Versu-
che 2, 3, 24 und 26 gegen

ubergestellt (einziger Unterschied: Parameter Kantenabstand
und Flachenabstand). Die Versuche zu l rot und hof 191096 wurden bereits in den
Versuchen 21 und 5 durchgef

uhrt und tauchen daher in der Tabelle nicht auf.
Betrachtet man die wesentlichen Unterschiede zwischen den Versuchen 27 bis 30 und
den Versuchen 2, 3, 24 und 26 (Tabelle 3.12), so f

allt folgendes auf:
 Zwischen den Versuchen zu g braun ergeben sich keine Unterschiede, obwohl
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27 alinde Gegen

uber Versuch 2 erfolgen im Zusammenhang mit ei-
ner Verdeckung durch das linke Bein zwischen 196 und 237
schlechtere Anpassungen des rechten Unterschenkels und
zwischen 246 und 268 bessere Anpassungen des rechten
Beins. Zwischen 245 und 267 stellt man schlechtere Anpas-
sungen des linken Oberarmes und im Zeitraum 331 bis 346
bessere Anpassungen des linken Unterschenkels fest als in
Versuch 2.
28 frankm Im Vergleich zu Versuch 3 ergeben sich jeweils im Zusammen-
hang mit einer Verdeckung durch das rechte Bein zwischen
94 und 127 sowie zwischen 153 und 178 schlechtere Anpas-
sungen des linken Unterschenkels. Im Zeitraum 146 bis 151
werden bessere Anpassungen des linken Unterschenkels und
zwischen 323 und 351 schlechtere Anpassungen des rechten
Armes festgestellt.
29 g braun Es werden keine wesentlichen Unterschiede zu Versuch 24
beobachtet.
30 sl 191096 Im Vergleich zu Versuch 26 treten ab 264 bessere Anpas-
sungen des rechten Beins auf (Modellbein wird nicht dem
linken, verdeckenden Bildbein mit angepat wie in Versuch
26). Zwischen 355 und 378 ergeben sich bessere Anpassungen
des linken Armes als in Versuch 26.
Tabelle 3.12: Versuche 27 bis 30 zur Angleichung der Parameter Kantenabstand und
Flachenabstand. Es wird jeweils das erweiterte Modellgradientenverfahren benutzt bei
Merauschen Kanten = 12 und Kantenabstand = Flachenabstand = 3. Die

ubrigen
Parameter bleiben unver

andert und k

onnen Tabelle 3.9 entnommen werden. Die Ver-
suche zu l rot und hof 191096 entsprechen den Versuchen 87 und 79. Unterschiede
zu den Referenzversuchen: Zwangssymmetrisierungen, Minimierungsverfahren, Modell-
gradientenverfahren, o.g. Parameter.
einige Unterschiede erwartet wurden aufgrund des Parameterunterschiedes in
Kantenabstand und Flachenabstand zwischen den Versuchen. Dagegen erscheint
die Anzahl an Unterschieden zwischen den Versuchen zu alinde hoch, schlielich
sind die Parameterunterschiede hier geringer als bei den Versuchen zu g braun.
 Durch die Angleichung Kantenabstand = Flachenabstand = 3 bleiben die Ver-
folgungsergebnisse zu alinde in etwa so gut wie zuvor.
 Bei frankm verschlechtern sich die Ergebnisse, wenn f

ur Kantenabstand und
Flachenabstand anstatt des Wertes 1 der Wert 3 benutzt wird. Dies verl

auft
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entgegen den Erwartungen, welche auf Seite 66 ge

auert wurden.
 Bei sl 191096 ergibt sich in Versuch 30 gegen

uber Versuch 26 eine deutliche
Verbesserung. Oenbar wurden die Parameter von S. Wachter doch nicht so weit
f

ur jede Bildfolge optimiert, wie anfangs anzunehmen war.
 Insgesamt treten in den Versuchen 27 bis 30 gegen

uber den Versuchen 2, 3,
24 und 26 5 wesentliche Verbesserungen und genau so viele Verschlechterun-
gen auf. Das bedeutet, da sich die Ergebnisse durch die Angleichung Kantenab-
stand = Flachenabstand = 3 im Mittel nicht verschlechtert haben. Dies ist
erfreulich, nachdem mit Verschlechterungen zu rechnen war.
Der letzte Punkt zeigt, da die Versuche 5, 21 und 27 bis 30 eine gute Ausgangsba-
sis bilden f

ur weitere Parameteroptimierungen und -angleichungen. Die Punkte drei
und vier zeigen, da sich weitere Untersuchungen zu den Parametern Kantenabstand
und Flachenabstand lohnen, zum einen, weil deren Auswirkung auf den Verfolgungs-
proze oenbar noch nicht genau genug verstanden ist, und zum anderen, weil eine
m

ogliche Verbesserung des Anpassungsprozesses in Aussicht steht. Die Punkte eins
und drei lassen vermuten, da mittels der Wahl Kantenabstand = Flachenabstand
= 2 m

oglicherweise eine Verbesserung erreicht werden kann gegen

uber den Versuchen
mit Kantenabstand = Flachenabstand = 3. Daher werden in den Versuchen 31 bis
36 die Versuche 21, 27, 28, 29, 5 und 30 wiederholt unter Verwendung des Wertes 2 f

ur
die beiden Parameter, siehe Tabelle 3.13.
Zusammenfassend kann folgendes gesagt werden: Bei den Versuchen zu l rot und
alinde ergibt sich eine eindeutige Verbesserung, wenn Kantenabstand = Flachen-
abstand = 2 anstatt Kantenabstand = Flachenabstand = 3 benutzt wird, bei den
Versuchen zur Bildfolge frankm wird eine Verschlechterung festgestellt und bei den
restlichen Bildfolgen

andern sich die Verfolgungsergebnisse bei der genannten

Anderung
der Parameter (im Mittel) nicht. Insgesamt treten 6 Situationen auf, bei denen sich eine
Verbesserung ergibt und 4 Situationen, bei denen eine Verschlechterung der Anpassung
eintritt. Das bedeutet, da sich mit Kantenabstand = Flachenabstand = 2 bessere
Ergebnisse erzielen lassen als mit Kantenabstand = Flachenabstand = 3, weshalb im
folgenden der Wert 2 f

ur die beiden Parameter benutzt werden soll.
Verbesserung des Personenmodells f

ur die Bildfolge frankm
Die Tatsache, da sich in den Versuchen 31 und 32 eindeutig bessere Resultate ergeben
als in den Versuchen 21 und 27, die Ergebnisse der Versuche 34 bis 36

ahnlich gut sind
wie die der Versuche 29, 5 bzw. 30 und nur in Versuch 33 im Vergleich zu Versuch
28 eindeutig schlechtere Ergebnisse beobachtet werden, deutet auf einen besonderen
St

orfaktor bei der Bildfolge frankm. Au

allig ist auch, da sich bei dieser Bildfolge
bei Verwendung des Wertes 2 f

ur die Parameter Kantenabstand und Flachenabstand
schlechtere Ergebnisse ergeben als bei Verwendung der Werte 1 oder 3 (Versuche 3, 28
und 33). Die noch nicht angeglichenen Parameter und die Projektionsparameter weisen
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31 l rot Wiederholung von Versuch 21. Im Vergleich zu Versuch 21
treten zwischen 32 und 67 bessere Anpassungen des rechten
Armes auf und im Zeitraum 399 bis 561 bessere Anpassungen
der rechten Schulter.
32 alinde Wiederholung von Versuch 27. Gegen

uber Versuch 27 erfol-
gen zwischen 197 und 241 im Zusammenhang mit einer Ver-
deckung durch das linke Bein bessere Anpassungen des rech-
ten Unterschenkels, im Zeitraum 212 bis 246 erfolgen bessere
Anpassungen des Rumpfes und des Beckens, zwischen 242
und 270 bessere Anpassungen des linken Oberarmes und ab
246 schlechtere Anpassungen des rechten Beins im Zusam-
menhang mit einer Verdeckung durch das linke Bein.
33 frankm Wiederholung von Versuch 28. Jeweils im Zusammenhang
mit einer Verdeckung durch das rechte Bein erfolgen zwi-
schen 154 und 185 schlechtere Anpassungen des linken Un-
terschenkels und zwischen 186 und 226 schlechtere Anpas-
sungen des linken Beins als in Versuch 28.
34 g braun Wiederholung von Versuch 29. Es treten keine wesentlichen
Unterschiede zu den Anpassungen von Versuch 29 auf.
35 hof 191096 Wiederholung von Versuch 5. Im Vergleich zu Versuch 5 tre-
ten zwischen 9 und 27 bessere Anpassungen des linken Un-
terschenkels auf, als die Person noch steht. Zwischen 75 und
114 ergeben sich schlechtere Anpassungen des rechten Un-
terschenkels im Zusammenhang mit einer Verdeckung durch
das linke Bein und schwachem Kontrast zum Hintergrund.
36 sl 191096 Wiederholung von Versuch 30. Es treten keine erw

ahnens-
werten Unterschiede zu Versuch 30 auf.
Tabelle 3.13: Versuche 31 bis 36: Wiederholung der Versuche 21, 27, 28, 29, 5 und
30 unter Verwendung von Kantenabstand = Flachenabstand = 2 zur Parameter-
optimierung. Unterschiede zu den Referenzversuchen: Zwangssymmetrisierungen, Mi-
nimierungsverfahren, erweitertes Modellgradientenverfahren, Merauschen Kanten =
12, Kantenabstand = Flachenabstand = 2.
bei frankm keine Besonderheiten auf (vgl. Tabellen 3.8 und 3.9). Das Problem r

uhrt
oenbar daher, da die zu verfolgende Person bei der Bildfolge frankm eine sehr weit
geschnittene Hose tr

agt, durch welche die Bildunterschenkel oft deutlich breiter werden
als die Modellunterschenkel. In Abbildung 3.11 sind zwei Situationen aus Versuch 33
gezeigt, an denen man dies gut nachpr

ufen kann. Es liegt nahe, viele der bereits im
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Abbildung 3.11: Modellanpassungen von Versuch 33 zu den Halbbildzeitpunkten 86
(links) und 176 (rechts). Die Modellunterschenkel haben einen deutlich kleineren Durch-
messer als die Bildunterschenkel. Dargestellt sind die tiefpagelterten Halbbilder mit
dem angepaten Modell.
Zusammenhang mit Beinverdeckungen beobachteten Verfolgungsprobleme bei frankm
auf die schlecht gew

ahlte Gr

oe der Modellunterschenkel zur

uckzuf

uhren bzw. auf die
sich im Verlauf der Bildfolge

andernde Breite der Bildunterschenkel. Es soll versucht
werden, das Problem zu beheben. Dies wird an dieser Stelle als wichtig erachtet, denn
bereits bei den Versuchen 31 bis 36 hat sich frankm als `Ausreier' entpuppt. Dies
k

onnte in nachfolgenden Versuchen eine St

orung der Versuchsauswertungen bedeuten,
wenn der Versuch zu frankm nicht vernachl

assigt werden soll. Die Alternative, die
Bildfolge frankm nicht mehr zu verwenden oder die St

orungen beizubehalten, kommt
nicht in Frage, denn die Verwendung jeder zus

atzlichen Bildfolge macht den sich weiter
entwickelnden Verfolgungsproze allgemeiner einsetzbar.
Um eine bessere Unterschenkelanpassung zu erm

oglichen und dadurch das Problem
zu beheben, sollen die Modellunterschenkel verbreitert werden. In Versuch 33 sind die
Radien der Modellunterschenkel am Knieende 9,5 cm und am Fuende 7 cm. In Versuch
37 wird Versuch 33 wiederholt unter Verwendung der Radien 7,7 cm am Fuende, in
Versuch 38 werden die Radien 8,7 cm benutzt (Tabelle 3.14). Obwohl die Breite der
Bildunterschenkel im Verlauf der Bildfolge frankm variiert, wird erwartet, da einer
der Versuche 37 bzw. 38 bessere Ergebnisse liefert als Versuch 33.
Die in Versuch 38 gegen

uber Versuch 33 auftretenden besseren Anpassungen der Unter-
schenkel entsprechen den Erwartungen. Das Modell mit den breiteren Unterschenkeln
kann besser an die Bilddaten angepat werden, wodurch sich einige Fehlanpassungen
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37 frankm Radien des Modellunterschenkels am Fuende: 7,7 cm. Im
Vergleich zu Versuch 33 ergeben sich zwischen 127 und 143
schlechtere Anpassungen des linken Unterschenkels im Zu-
sammenhang mit einer Verdeckung durch das rechte Bein,
zwischen 147 und 203 wesentlich bessere Anpassungen des
linken Unterschenkels und zwischen 207 und 231 bessere An-
passungen des linken Oberschenkels.
38 frankm Radien des Modellunterschenkels am Fuende: 8,7 cm. Im
Vergleich zu Versuch 33 erfolgen zwischen 88 und 122 sowie
zwischen 149 und 185 wesentlich bessere Anpassungen des
linken Unterschenkels jeweils im Zusammenhang mit einer
Verdeckung durch das rechte Bein, zwischen 175 und 296
erfolgen bessere Anpassungen des linken Oberschenkels, ab
323 treten schlechtere Anpassungen der rechten Hand und
dadurch ab 415 schlechtere Anpassungen des rechten Unter-
armes auf.
Tabelle 3.14: Versuche 37 und 38 Wiederholung von Versuch 33 unter Verwendung
breiterer Modellunterschenkel.
des linken Unterschenkels nach auftretenden Verdeckungen durch das rechte Bein ver-
meiden lassen. Zur Illustration zeigt Abbildung 3.12 die Ergebnisse der Versuche 33
und 38 zum Halbbildzeitpunkt 161. Bis Halbbild 156 tritt eine Verdeckung des linken
Beins durch das rechte auf. Man kann in der Abbildung erkennen, wie anschlieend
in Versuch 38 eine bessere Anpassung des linken Unterschenkels erfolgt und da die
breiteren Modellunterschenkel gut zu den Bildunterschenkeln passen. Die Situationen,
in welchen die Bildunterschenkel durch die anliegenden Hosenbeine besonders schmal
werden, bereiten oenbar in Versuch 38 keine Schwierigkeiten, siehe hierzu Abbildung
3.13.
Die unterschiedliche Handanpassung bei den Versuchen 33 und 38 erfolgt unerwartet,
da sich die Versuche 33 und 38 ausschlielich in der Breite der Modellunterschenkel
unterscheiden und eine Beeinussung der Handanpassung durch den Parameter f

ur die
Modellunterschenkeldicke nicht erwartet wurde. Die Unterschiede bei der Anpassung
der rechten Hand entstehen nicht abrupt. Bei genauerer Betrachtung der Versuche
33 und 38 erkennt man, da sich zun

achst kleine Unterschiede langsam aufschau-
keln, bis sie dem Betrachter deutlich sichtbar werden. Ein solches Verhalten ist bei
genauerer

Uberlegung nicht verwunderlich, schlielich kann eine Korrelation zwischen
Unterschenkel- und Armanpassungen leicht mittels der Invertierungen der Kovarianz-
matrizen P
 
k
und P
+
k
erkl

art werden: Bei einer von einem Referenzversuch abweichen-
den Anpassung des Unterschenkels ver

andert sich die approximierte Hessematrix r
2
 
der G

utefunktion   und damit auch die Kovarianzmatrix P
+
k
= (r
2
 )
 1
(vgl. S. 47),
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Abbildung 3.12: Modellanpassungen von Versuch 33 (links) und Versuch 38 (rechts)
zum Halbbildzeitpunkt 161. Dargestellt sind die tiefpagelterten Halbbilder mit dem
angepaten Modell.
Abbildung 3.13: Modellanpassungen von Versuch 33 (links) und Versuch 38 (rechts)
zum Halbbildzeitpunkt 53. Dargestellt sind die tiefpagelterten Halbbilder mit dem
angepaten Modell.
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welche zur Bestimmung der Kovarianzmatrix P
 
k+1
dient und von deren Inversen wie-
derum die G

utefunktion   des folgenden Aktualisierungsschrittes abh

angt (vgl. Glei-
chungen (3.4), (3.41) und (3.52) in [Wachter 97]). Bei den beiden Inversenberechnungen
kann eine Ver

anderung der zu invertierenden Matrix in den Eintr

agen, welche zu den
Unterschenkelanpassungen geh

oren, zu einer (wenn auch kleinen) Ver

anderung der In-
versen in den Eintr

agen f

uhren, die den Handanpassungen zugeordnet werden. Dies
kann damit begr

undet werden, da ein Ver

andern der `Unterschenkeleintr

age' der Aus-
gangsmatrix i.a. bereits deren Determinante ver

andert, was sich auf alle Eintr

age der
Inversen niederschl

agt (A
 1
= A
#
= det(A), A
#
ist die Adjunkte der Matrix A). Aus
den bisherigen Untersuchungen ist bekannt, wie entstehende kleine Ver

anderungen sich
aufschaukeln k

onnen.
Angleichung und Optimierung des Parameters Merauschen Flachen
Die Tatsache, da die Versuche 31 bis 36 (im Mittel) bessere Ergebnisse liefern als die
Versuche 21, 27, 28, 29, 5 und 30 k

onnte bedeuten, da sich f

ur Kantenabstand =
Flachenabstand = 1 noch bessere Ergebnisse ergeben. Auch die Versuche 3, 28 und
33 zu frankm k

onnten darauf hinweisen. Da eine Korrelation zwischen den Parame-
tern Flachenabstand und Merauschen Flachen besteht, soll zuerst der Parameter
Merauschen Flachen f

ur alle Bildfolgen vereinheitlicht und optimiert werden. An-
schlieend soll untersucht werden, ob die Verwendung des Wertes 1 f

ur die Parameter
Kantenabstand und Flachenabstand eine weitere Verbesserung der Verfolgungsergeb-
nisse bringt.
Zwischen den Parametern Merauschen Flachen und Merauschen Kanten besteht
eine direkte Korrelation, d.h. die beiden Parameter m

uten eigentlich zusammen opti-
miert werden. Der Parameter Merauschen Kanten wurde bereits vereinheitlicht. Um
den Suchraum zu begrenzen, soll dieser Parameter nicht mehr ver

andert werden, d.h.
lediglich der Parameter Merauschen Flachen ist zu vereinheitlichen und zu optimie-
ren. Bisher wurden f

ur Merauschen Flachen die Werte 10, 20 und 50 verwendet.
Letzterer Wert wird als weniger geeignet eingestuft als die ersten beiden Werte, auch
deshalb, weil er nur in einer Bildfolge verwendet wurde. Daher soll unter Verwendung
der Werte 10 und 20 mittels der Versuche 39 bis 45 entschieden werden, welcher der
beiden Werte f

ur die Fug

angerverfolgung besser geeignet ist (vgl. Tabelle 3.15).
Durch Auswertung die Versuche 39 bis 45 gelangt man zu folgendem Ergebnis: Der Ver-
folgungsproze wird durch die Verwendung des Parameterwertes 20 f

ur Merauschen
Flachen gegen

uber dem Wert 10 bei vier Bildfolgen schlechter, bei einer etwas besser
(sl 191096) und bei einer bleibt das Ergebnis im Mittel gleich (g braun). Insgesamt
ergibt sich bei Verwendung des Wertes 20 in 9 Situationen eine Verbesserung und in 15
Situationen eine Verschlechterung gegen

uber Merauschen Flachen = 10. Der Wert
10 ist also eindeutig dem Wert 20 f

ur Merauschen Flachen vorzuziehen. Die hohe
Anzahl an Verbesserungen und auch an Verschlechterungen zwischen den Versuchen
mit Merauschen Flachen = 10 und denen mit Merauschen Flachen = 20 sowie die
Tatsache, da die getesteten Parameterwerte relativ weit auseinander liegen (der eine
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39 l rot Wiederholung von Versuch 31 bei Merauschen Flachen =
20. Im Zusammenhang mit einer Verdeckung durch das rech-
te Bein erfolgen zwischen 366 und 375 sowie zwischen 396
und 425 schlechtere Anpassungen des linken Unterschenkels
als in Versuch 31. Zwischen 371 und 387 treten bessere An-
passungen des linken Knies auf als in Versuch 31.
40 alinde Wiederholung von Versuch 32 bei Merauschen Flachen =
10. Jeweils im Zusammenhang mit einer Verdeckung durch
das linke Bein treten im Vergleich zu Versuch 32 zwischen 195
und 245 schlechtere Anpassungen des rechten Unterschenkels
und ab 245 bessere Anpassungen des rechten Oberschenkels
auf. Zwischen 270 und 292 erfolgen bessere Rumpfanpassun-
gen als in Versuch 32 (schw

achere Anpassung an den Hinter-
grund als in Versuch 32)
41 frankm Wiederholung von Versuch 38 bei Merauschen Flachen =
20. Im Vergleich zu Versuch 38 ergeben sich zwischen 94
und 118 wesentlich schlechtere Anpassungen des linken Un-
terschenkels, zwischen 324 und 349 schlechtere Anpassungen
des rechten Ellenbogens, ab 325 bessere Anpassungen der
rechten Hand und dadurch ab 415 bessere Anpassungen des
rechten Unterarmes.
42 g braun Wiederholung von Versuch 34 bei Merauschen Flachen
= 20. Gegen

uber Versuch 34 erfolgen zwischen 89 und
109 schlechtere Anpassungen des linken Unterarmes und
im Zeitraum 326 bis 356 bessere Anpassungen des linken
Unterarmes.
43 hof 191096 Wiederholung von Versuch 35 bei Merauschen Flachen =
10. Im Vergleich zu Versuch 35 beobachtet man zwischen 8
und 24 schlechtere Anpassungen des linken Unterschenkels,
ab 75 wesentlich bessere Anpassungen des rechten Unter-
schenkels (Verdeckung durch linkes Bein, schwacher Kontrast
zum Hintergrund), zwischen 100 und 132 wesentlich bessere
Anpassungen des Beckens, im Zusammenhang mit einer Ver-
deckung durch das linke Bein zwischen 136 und 150 bessere
Anpassungen des rechten Oberschenkels, zwischen 157 und
166 bessere Anpassungen des rechten Knies und zwischen
233 und 257 bessere Anpassungen von Rumpf und Becken.
44 sl 191096 Wiederholung von Versuch 36 bei Merauschen Flachen =
20. Zwischen 292 und 313 ergeben sich schlechtere Anpas-
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sungen des rechten Unterschenkels als in Versuch 36.
45 sl 191096 Wiederholung von Versuch 36 bei Merauschen Flachen =
10. Im Vergleich zu Versuch 44 erfolgen zwischen 265 und 340
wesentlich schlechtere Anpassungen des linken Beins, zwi-
schen 295 und 326 schlechtere Anpassungen des linken Ar-
mes, zwischen 333 und 348 bessere Anpassungen des linken
Armes, ab 345 bessere Anpassungen des rechten Unterschen-
kels, ab 344 schlechtere Anpassungen der linken Schulter, im
Zeitraum 356 bis 384 wesentlich schlechtere Anpassungen des
linken Armes und zwischen 390 und 398 bessere Anpassun-
gen des linken Knies.
Tabelle 3.15: Versuche 39 bis 45: Wiederholung der Versuche 31 bis 36 bei ver

andertem
Parameter Merauschen Flachen. Unterschiede zu den Referenzversuchen: Zwangs-
symmetrisierungen, Minimierungsverfahren, erweitertes Modellgradientenverfahren,
Merauschen Kanten = 12, Kantenabstand = Flachenabstand = 2, Merauschen
Flachen.
Wert ist schlielich doppelt so gro wie der andere), legen nahe, einen Parameterwert
zwischen 10 und 20 auszutesten, schlielich k

onnen die genannten beiden Punkte be-
deuten, da m

oglicherweise zwischen den Werten 10 und 20 f

ur Merauschen Flachen
ein Optimum f

ur die G

ute des Verfolgungsprozesses liegt. In den Versuchen 46 bis 51
werden die Versuche 31, 40, 38, 34, 43 und 45 (Merauschen Flachen = 10) wiederholt
unter Verwendung von Merauschen Flachen = 14. Der Wert 14 wird deshalb gew

ahlt,
weil aufgrund der 15 Verschlechterungen und der 9 Verbesserungen der Versuche mit
Merauschen Flachen = 20 gegen

uber den Versuchen mit Merauschen Flachen = 10
ein eventuelles Optimum n

aher am Wert 10 als am Wert 20 vermutet wird. Auerdem
geht der Parameter Merauschen Flachen reziprok in die Gewichtung f

ur den Fl

achen-
anteil der G

utefunktion   ein, was sogar f

ur einen kleineren Wert als 14 spricht, n

amlich
1=(
1
2
(
1
10
+
1
20
))  13; 33. F

ur den gerundeten Wert 13 treten aber m

oglicherweise nur
wenige Unterschiede zu den Versuchen mit dem Parameterwert 10 auf. Falls die Versu-
che 46 bis 51 bessere Ergebnisse bringen als die Versuche 31, 40, 38, 34, 43 und 45, so
liegt zwischen den Werten 10 und 20 tats

achlich ein optimaler Wert f

ur Merauschen
Flachen. Sollte sich eine Verschlechterung ergeben, so folgt daraus, da zwischen den
Werten kein Optimum liegt und da f

ur kleinere Werte als 10 wahrscheinlich bessere
Anpassungsergebnisse erzielt werden. Tritt der Fall ein, da die beiden Versuchsreihen

ahnlich gute Ergebnisse liefern, so wird eine gute Verfolgung f

ur die Werte zwischen 10
und 14 angenommen. In Tabelle 3.16 sind die Ergebnisse zusammengefat.
Insgesamt werden in Tabelle 3.16 bei den neuen Versuchen 3 Verbesserungen und 7
Verschlechterungen gegen

uber den Versuchen 31, 40, 38, 34, 43 und 45 gez

ahlt. Das
bedeutet, da die Wahl Merauschen Flachen = 10 f

ur die Fug

angerverfolgung besser
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46 l rot Wiederholung von Versuch 31. Im Zusammenhang mit ei-
ner Verdeckung durch das rechte Bein ergeben sich zwischen
427 und 561 wesentlich schlechtere Anpassungen des linken
Unterschenkels.
47 alinde Wiederholung von Versuch 40. Im Vergleich zu Versuch 40
ergeben sich ab 195 im Zusammenhang mit einer Verdeckung
durch das linke Bein wesentlich bessere Anpassungen des
rechten Unterschenkels, zwischen 222 und 237 bessere An-
passungen des rechten Oberschenkels und zwischen 261 und
292 schlechtere Anpassungen von Rumpf und Becken.
48 frankm Wiederholung von Versuch 38. Im Vergleich zu Versuch 38
erfolgen zwischen 95 und 124 im Zusammenhang mit einer
Verdeckung durch das rechte Bein wesentlich schlechtere An-
passungen des linken Unterschenkels, ab 324 bessere Anpas-
sungen der rechten Hand und dadurch ab 415 bessere Anpas-
sungen des rechten Unterarmes, und zwischen 324 und 349
erfolgen schlechtere Anpassungen des rechten Ellenbogens.
49 g braun Wiederholung von Versuch 34. Zwischen 458 und 480 werden
schlechtere Anpassungen des rechten Unterarmes beobachtet
als in Versuch 34.
50 hof 191096 Wiederholung von Versuch 43. Im Vergleich zu Versuch 43
erfolgen zwischen 234 und 263 schlechtere Anpassungen des
Rumpfes und des Beckens und zwischen 291 und 330 schlech-
tere Anpassungen des linken Knies.
51 sl 191096 Wiederholung von Versuch 45. Es treten keine bedeutenden
Unterschiede zu Versuch 45 auf.
Tabelle 3.16: Versuche 46 bis 51: Wiederholung der Versuche 31, 40, 38, 34, 43
und 45 bei Merauschen Flachen = 14. Unterschiede zu den Referenzversuchen:
Zwangssymmetrisierungen, Minimierungsverfahren, erweitertes Modellgradientenver-
fahren, Merauschen Kanten = 12, Kantenabstand = Flachenabstand = 2, Merau-
schen Flachen = 14.
geeignet ist als Merauschen Flachen = 14. Folglich liegt zwischen den Werten 10 und
20 f

ur Merauschen Flachen kein Optimum f

ur die G

ute des Verfolgungsprozesses. Es
ist anzunehmen, da f

ur einen Wert kleiner als 10 bessere Ergebnisse erzielt werden als
bei Merauschen Flachen = 10. Daher werden in den Versuchen 52 bis 57 die Versuche
31, 40, 38, 34, 43 und 45 (Merauschen Flachen = 10) wiederholt unter Verwendung
von Merauschen Flachen = 7, siehe Tabelle 3.17.
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52 l rot Wiederholung von Versuch 31. Im Vergleich zu Versuch 31
ergeben sich zwischen 106 und 114 schlechtere Anpassungen
des linken Beins, als dieses einen schwachen Kontrast zum
Hintergrund aufweist.
53 alinde Wiederholung von Versuch 40. Gegen

uber Versuch 40 treten
zwischen 268 und 288 bessere Anpassungen des Rumpfes so-
wie des rechten Oberschenkels auf und zwischen 346 und dem
Bildfolgenende bei 357 erfolgen schlechtere Anpassungen des
linken Oberarmes.
54 frankm Wiederholung von Versuch 38. Im Vergleich zu Versuch 38
ergeben sich zwischen 129 und 152 im Zusammenhang mit
einer Verdeckung durch das rechte Bein schlechtere Anpas-
sungen des linken Unterschenkels, ab 321 bessere Anpassun-
gen der rechten Hand, dadurch ab 415 bessere Anpassungen
des rechten Unterarmes, und zwischen 323 und 338 erfolgen
schlechtere Anpassungen des rechten Ellenbogens.
55 g braun Wiederholung von Versuch 34. Zwischen 328 und 357 treten
bessere Anpassungen des linken Unterarmes und zwischen
417 und 474 schlechtere Anpassungen des linken Unterarmes
auf als in Versuch 34.
56 hof 191096 Wiederholung von Versuch 43. Im Zeitraum 257 bis 269 er-
geben sich im Vergleich zu Versuch 43 bessere Anpassungen
des rechten Beins, als dieses aus der Verdeckung des linken
Beines hervortritt.
57 sl 191096 Wiederholung von Versuch 45. Im Vergleich zu Versuch
45 treten zwischen 200 und 218 schlechtere Anpassungen
des rechten Beins im Zusammenhang mit einer Verdeckung
durch das linke Bein auf, und ab 383 erfolgen schlechtere
Anpassungen des linken Knies.
Tabelle 3.17: Versuche 52 bis 57: Wiederholung der Versuche 31, 40, 38, 34, 43 und 45
bei Merauschen Flachen = 7. Unterschiede zu den Referenzversuchen: Zwangssymme-
trisierungen, Minimierungsverfahren, erweitertes Modellgradientenverfahren, Merau-
schen Kanten = 12, Kantenabstand = Flachenabstand = 2, Merauschen Flachen
= 7.
Es ergeben sich bei den Versuchen 52 bis 57 insgesamt 4 Verbesserungen und 7 Ver-
schlechterungen gegen

uber den Versuchen 31, 40, 38, 34, 43 und 45 (vgl. Tabelle 3.17).
Das bedeutet, da mit dem Wert Merauschen Flachen = 10 bessere Verfolgungser-
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gebnisse erzielt werden als bei 7 oder 14. Bei Merauschen Flachen = 10 wird daher ein
Optimum der G

ute des Modellanpassungsprozesses angenommen. Damit soll die Opti-
mierung der Parameter Merauschen Kanten und Merauschen Flachen abgeschlossen
werden. Wie geplant, kann mit der Optimierung der Parameter Kantenabstand und
Flachenabstand fortgefahren werden.
Weitere Optimierung der Parameter Kantenabstand und Flachenabstand
Nachdem sich f

ur Kantenabstand = Flachenabstand = 2 bessere Resultate ergeben
haben als bei Kantenabstand = Flachenabstand = 3 (siehe Versuche 31 bis 36),
soll im folgenden untersucht werden, ob sich die Modellanpassung durch die Wahl
Kantenabstand = Flachenabstand = 1 noch weiter verbessern l

at (Versuche 58 bis
63, Tabelle 3.18).
Insgesamt z

ahlt man in Tabelle 3.18 bei den Versuchen 58 bis 63 nur 4 Verbesserungen
und 17 Verschlechterungen gegen

uber den Versuchen 31, 40, 38, 34, 43 und 45. Dies
spricht eindeutig gegen die Verwendung von Kantenabstand = Flachenabstand = 1.
Das Optimum des Verfolgungsprozesses ist daher bei Kantenabstand = Flachenab-
stand = 2 anzunehmen.
Angleichen des Parameters Zylinderenden komplett
Die einzigen Parameter, die nun noch anzugleichen sind, sind Zylinderenden komplett
und maximale Grauwertdifferenz fur Flachenmessung, vgl. Tabelle 3.9. Mittels der
Versuche 64 bis 69 soll herausgefunden werden, ob Zylinderenden komplett = ja
oder Zylinderenden komplett = nein f

ur die Personenverfolgung besser geeignet ist.
In den Versuchen wurde jeweils gegen

uber den Versuchen 31, 40, 38, 34, 43 und 45
der Parameter Zylinderenden komplett ver

andert. Die Ergebnisse fat Tabelle 3.19
zusammen.
In Tabelle 3.19 z

ahlt man 6 Situationen, die f

ur die Verwendung von Zylinderen-
den komplett = ja sprechen und 9 Situationen, die dagegen, d.h. f

ur Zylinderenden
komplett = nein sprechen. Daher soll von nun an Zylinderenden komplett = nein
verwendet werden. Vor allem zwischen den Versuchen 58 und 31 treten mehr Unter-
schiede auf als erwartet, schlielich steuert der Parameter Zylinderenden komplett
nur das Aussehen derjenigen elliptischen Kegelst

umpfe, deren Seiten

achen sichtbar
sind (Zu jedem Modellteil wird ein Intervall angegeben, welches den zu benutzenden
Bereich des denierten elliptischen Kegelstumpfes angibt. Sind die Grenzen 0 bzw. 1,
so geh

ort die entsprechende Seiten

ache mit zum Personenmodell, andernfalls geh

ort
sie nicht dazu): Steht der Parameter auf ja, so wird bei der Projektion eines Mo-
dellteils die Projektion des gesamten Umrisses einer sichtbaren Seiten

ache benutzt.
Ansonsten spielt nur der Teil der Projektion eine Rolle, den man erh

alt, wenn man
den elliptischen Kegelstumpf als K

orper projiziert und nicht als Drahtmodell. Da nur
wenige Modellteile sichtbare Seiten

achen besitzen und diese meist ungef

ahr senkrecht
zur Bildebene stehen, h

atte man eigentlich nur einen geringen Einu des Parameters
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58 l rot Wiederholung von Versuch 31. Im Vergleich zu Versuch 31
erfolgen zwischen 130 und 156 im Zusammenhang mit ei-
ner Verdeckung des linken Beins wesentlich schlechtere An-
passungen des rechten Beins, zwischen 356 und 383 wesent-
lich schlechtere Anpassungen des rechten Armes, ab 365
im Zusammenhang mit einer Verdeckung durch das rech-
te Bein schlechtere Anpassungen des linken Unterschenkels
bzw. Beins, ab 395 schlechtere Einsch

atzungen der Lage der
rechten Schulter, zwischen 433 und 453 schlechtere Anpas-
sungen des Rumpfes, ab 462 wesentlich schlechtere Anpas-
sungen des Rumpfes und des Beckens, zwischen 459 und 470
schlechtere Anpassungen des rechten Knies und zwischen 461
und 477 schlechtere Anpassungen des rechten Armes.
59 alinde Wiederholung von Versuch 40. Gegen

uber Versuch 40 treten
ab 195 im Zusammenhang mit einer Verdeckung durch das
linke Bein wesentlich bessere Anpassungen des rechten Un-
terschenkels und zwischen 345 und dem Bildfolgenende bei
357 schlechtere Anpassungen des linken Oberarmes auf.
60 frankm Wiederholung von Versuch 38. Im Vergleich zu Versuch 38
erfolgen zwischen 96 und 119 sowie zwischen 153 und 184
jeweils im Zusammenhang mit einer Verdeckung durch das
rechte Bein schlechtere Anpassungen des linken Unterschen-
kels, zwischen 132 und 146 bessere Anpassungen des linken
Unterschenkels, zwischen 325 und 354 schlechtere Anpassun-
gen des rechten Ellenbogens, ab 325 bessere Anpassungen der
rechten Hand und dadurch ab 415 bessere Anpassungen des
rechten Unterarmes.
61 g braun Wiederholung von Versuch 34. Im Vergleich zu Versuch 34
ergeben sich zwischen 337 und 358 bessere und zwischen 410
und 474 schlechtere Anpassungen des linken Unterarmes.
62 hof 191096 Wiederholung von Versuch 43. Gegen

uber Versuch 43 tre-
ten zwischen 314 und 325 schlechtere Anpassungen des rech-
ten Beins auf, als sich dieses unter schwachem Kontrast zum
Hintergrund aus der Verdeckung des linken Beins heraus be-
wegt, und zwischen 333 und 342 treten ebenfalls schlechtere
Anpassungen des rechten Beins auf.
63 sl 191096 Wiederholung von Versuch 45. Im Vergleich zu Versuch 45
erfolgen im Halbbildzeitraum 200 bis 217 schlechtere Anpas-
sungen des rechten Beins im Zusammenhang mit einer Ver-
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deckung durch das linke Bein, und ab Halbbild 352 erfolgen
schlechtere Anpassungen des rechten Beins.
Tabelle 3.18: Versuche 58 bis 63: Wiederholung der Versuche 31, 40, 38, 34, 43 und
45 unter Verwendung von Kantenabstand = Flachenabstand = 1. Unterschiede zu
den Referenzversuchen: Zwangssymmetrisierungen, Minimierungsverfahren, erweitertes
Modellgradientenverfahren, Merauschen Kanten = 12, Merauschen Flachen = 10.
Kantenabstand = Flachenabstand = 1.
Abbildung 3.14: Modellanpassungen von Versuch 43 (links, Zylinderenden komplett
= nein) und Versuch 68 (rechts, Zylinderenden komplett = ja) zum Halbbildzeit-
punkt 462 zur Demonstration der Wirkung des Parameters Zylinderenden komplett
auf die Projektion der linken Modellhand bei hof 191096. Der Parameter beeinut
auch das Aussehen der Fumodelle im Fersenbereich, was in der Abbildung allerdings
nicht sichtbar ist. Dadurch entsteht die unterschiedliche Anpassung des rechten Fues
aufgrund der unterschiedlichen zeitlichen Entwicklung der beiden Versuche.
Zylinderenden komplett auf den Verfolgungsproze erwartet. Abbildung 3.14 ver-
deutlicht die Wirkung des Parameters Zylinderenden komplett auf die Projektion
des Kegelstumpfmodells f

ur die linke Modellhand bei hof 191096.
Angleichen des Parameters maximale Grauwertdifferenz fur Flachenmessung
Nun ist nur noch der Parameter maximale Grauwertdifferenz fur Flachenmessung
f

ur alle Bildfolgen zu vereinheitlichen. Es soll mittels der Versuche 70 bis 75 (sie-
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64 l rot Wiederholung von Versuch 31 unter Verwendung von Zylin-
derenden komplett = ja. Gegen

uber Versuch 31 erfolgen
jeweils im Zusammenhang mit einer Verdeckung durch das
rechte Bein zwischen 366 und 384 schlechtere Anpassungen
des linken Unterschenkels, zwischen 392 und 408 schlechtere
Anpassungen des rechten Knies und ab 428 schlechtere An-
passungen des linken Unterschenkels. Ab 464 ergeben sich
gegen

uber Versuch 31 wesentlich schlechtere Anpassungen
von Rumpf und Becken und zwischen 461 und 474 schlech-
tere Anpassungen des rechten Armes.
65 alinde Wiederholung von Versuch 40 unter Verwendung von Zy-
linderenden komplett = nein. Im Vergleich zu Versuch 40
treten ab 195 im Zusammenhang mit einer Verdeckung durch
das linke Bein wesentlich bessere Anpassungen des rechten
Unterschenkels auf und zwischen 258 und 294 ergeben sich
schlechtere Rumpf-, Kopf- und Beckenanpassungen aufgrund
st

arkerer Anpassungen des Rumpfes an den rechten Bildarm
und den Hintergrund.
66 frankm Wiederholung von Versuch 38 unter Verwendung von Zy-
linderenden komplett = nein. Gegen

uber Versuch 38 erfol-
gen zwischen 87 und 97 schlechtere Anpassungen des linken
Knies und zwischen 127 und 152 schlechtere Anpassungen
des linken Unterschenkels (jeweils im Zusammenhang mit
einer Verdeckung durch das rechte Bein), zwischen 324 und
350 erfolgen schlechtere Anpassungen des rechten Ellenbo-
gens, ab 323 bessere Anpassungen der rechten Hand und da-
durch ab 415 bessere Anpassungen des rechten Unterarmes.
67 g braun Wiederholung von Versuch 34 unter Verwendung von Zy-
linderenden komplett = ja. Im Zeitraum 322 bis 357 tre-
ten bessere Anpassungen des linken Unterarmes auf als in
Versuch 34.
68 hof 191096 Wiederholung von Versuch 43 unter Verwendung von Zy-
linderenden komplett = ja. Zwischen den Halbbildern 318
und 322 werden schlechtere Anpassungen des rechten Knies
beobachtet als in Versuch 43.
69 sl 191096 Wiederholung von Versuch 45 unter Verwendung von Zy-
linderenden komplett = ja. Im Vergleich zu Versuch 45
ergeben sich zwischen 265 und 285 bessere Anpassungen des
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rechten Beins und ab Halbbild 384 schlechtere Anpassungen
des linken Knies.
Tabelle 3.19: Versuche 64 bis 69: Wiederholung der Versuche 31, 40, 38, 34, 43 und
45 bei ge

andertem Parameter Zylinderenden komplett. Unterschiede zu den Re-
ferenzversuchen: Zwangssymmetrisierungen, Minimierungsverfahren, erweitertes Mo-
dellgradientenverfahren, Merauschen Kanten = 12, Merauschen Flachen = 10,
Kantenabstand = Flachenabstand = 2, Zylinderenden komplett.
he Tabelle 3.20) entschieden werden, welcher der Werte 25 bzw. 256 f

ur maximale
Grauwertdifferenz fur Flachenmessung bei der Personenverfolgung besser geeignet
ist, d.h. ob ein Pixelausschlu in der Fl

achenmessung stattnden darf oder nicht, vgl.
Seite 66. Eine weitere Optimierung bez

uglich dieses Parameters ist zum gegebenen
Zeitpunkt nicht geplant.
Die Auswertung der Versuche 70 bis 75 zeigt, da bei Verwendung von maximale Grau-
wertdifferenz fur Flachenmessung = 25 gegen

uber maximale Grauwertdifferenz
fur Flachenmessung = 256 bei zwei der sechs Bildfolgen (l rot, frankm) bessere
Ergebnisse beobachtet werden, bei zwei Bildfolgen (g braun, sl 191096) die Ergeb-
nisse (im Mittel) gleich bleiben und bei den restlichen beiden Bildfolgen (alinde,
hof 191096) eine starke Verschlechterung eintritt. Man z

ahlt in Tabelle 3.20 insgesamt
6 Situationen, bei denen f

ur den Wert 25 gegen

uber 256 eine Verbesserung beobach-
tet wird und 12 Situationen, bei denen Verschlechterungen auftreten. Dies zeigt, da
maximale Grauwertdifferenz fur Flachenmessung = 256 bei der modellgest

utzten
Verfolgung verwendet werden sollte, d.h. kein Pixelausschlu in der Fl

achenmessung
stattnden sollte, vgl. Seite 66. Das Ergebnis verwundert nicht, denn falls zwei Pixel in
ihrem Grauwert stark von einander abweichen, so bedeutet dies einen hohen Beitrag in
der G

utefunktion  , d.h. hohe Kosten, welche zu minimieren sind. Solche Abweichun-
gen treten oft bei Fehlanpassungen auf, bei welchen Kanten in den benutzten Fl

achen-
abschnitten auftreten. Mittels maximale Grauwertdifferenz fur Flachenmessung =
256 k

onnen somit solche Fehlanpassungen erkannt werden. Ein Ausblenden der ent-
sprechenden Pixel durch die Wahl eines kleinen Wertes f

ur den Parameter erschwert
eine robuste Verfolgung. Leider k

onnen die genannten Abweichungen auch bei Schat-
tenbildungen oder gemusterten Kleidungsst

ucken auftreten, was gegen den Wert 256
spricht. Die Versuche 136 bis 141 zeigen aber, da Probleme in diesem Zusammenhang
gegen

uber nicht erkannten Fehlanpassungen vernachl

assigt werden sollten. Ohnehin
sollten solche Eekte grunds

atzlich nicht mittels einer Schwelle wie bei maximale Grau-
wertdifferenz fur Flachenmessung unterdr

uckt werden, sondern sie sollten ber

uck-
sichtigt werden, indem eine angemessenere Modellierung der Szene benutzt wird.
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Zusammenfassung
Abschlieend sind in Tabelle 3.21 die sich ergebenden vereinheitlichten und optimierten
Parameter zusammengestellt. Die auf Seite 64 vor Durchf

uhrung der Parameteranglei-
chung ge

auerte Erwartung, da sich die Verfolgungsergebnisse im Mittel verschlech-
tern, erf

ullt sich nicht. Die Versuche zeigen stattdessen, da durch die Vereinheitlichung
bzw. Optimierung der Parameter im Mittel eine Verbesserung der Verfolgungsergeb-
nisse erzielt werden konnte. Insgesamt lie sich dadurch sowie durch die in Abschnitt
3.1 behandelten Manahmen zur Robustheitssteigerung die Anzahl an beobachteten
Verfolgungsproblemen gegen

uber [Wachter 97] um 35,3% reduzieren. Die aufgef

uhrten
Versuche k

onnen von nun an als Referenzversuche f

ur weitere Untersuchungen gelten.
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70 l rot Wiederholung von Versuch 31 bei maximale Grauwert-
differenz fur Flachenmessung = 25. Im Zeitraum 396
bis 415 beobachtet man im Zusammenhang mit einer Ver-
deckung durch das rechte Bein bessere Anpassungen des lin-
ken Unterschenkels als in Versuch 31.
71 alinde Wiederholung von Versuch 65 bei maximale Grauwert-
differenz fur Flachenmessung = 256. Gegen

uber Versuch
65 erfolgen zwischen 94 und 110 sowie zwischen 345 und 357
schlechtere Anpassungen des linken Oberarmes und zwischen
329 und 341 bessere Anpassungen des linken Oberarmes. In
den Zeitr

aumen 245 bis 287 sowie 296 bis 344 und ab 347
ergeben sich gegen

uber Versuch 65 wesentlich bessere An-
passungen des rechten Beins jeweils im Zusammenhang mit
einer Verdeckung durch das linke Bein, zwischen 258 und
294 ergeben sich wesentlich bessere Anpassungen des Rumpf-
und Beckenbereichs und zwischen 308 und 350 bessere An-
passungen des Beckens, des Rumpfes und des Kopfes.
72 frankm Wiederholung von Versuch 66 bei maximale Grauwert-
differenz fur Flachenmessung = 256. Im Zusammenhang
mit einer Verdeckung durch das rechte Bein erfolgen ab
59 gegen

uber Versuch 66 wesentlich schlechtere Anpassun-
gen des linken Beins, dadurch schlechtere Anpassungen des
Rumpfes und des Beckens und zwischen 98 und 126 schlech-
tere Anpassungen des rechten Unterschenkels.
73 g braun Wiederholung von Versuch 34 bei maximale Grauwert-
differenz fur Flachenmessung = 25. Das Ergebnis ist mit
dem von Versuch 34 identisch.
74 hof 191096 Wiederholung von Versuch 43 bei maximale Grauwert-
differenz fur Flachenmessung = 25. Jeweils im Zusam-
menhang mit einer Verdeckung durch das linke Bein ergeben
sich zwischen 228 und 243 schlechtere Anpassungen des rech-
ten Knies und des rechten Unterschenkels, zwischen 402 und
419 schlechtere Anpassungen des rechten Knies und ab 431
wesentlich schlechtere Anpassungen des rechten Beins. Zwi-
schen 265 und 367 treten gegen

uber Versuch 43 schlechtere
Anpassungen des rechten Unterschenkels auf aufgrund von
Freiheitsgradwertebeschr

ankungen des rechten Kniewinkels
ab Halbbild 264, und ab 450 ergeben sich schlechtere Anpas-
sungen des linken Unterschenkels.
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Vers. Bildfolge Bemerkungen
75 sl 191096 Wiederholung von Versuch 45 bei maximale Grauwertdif-
ferenz fur Flachenmessung = 25. Im Zeitraum 265 bis 285
erfolgen im Vergleich zu Versuch 45 bessere Anpassungen des
rechten Beins und ab Halbbild 285 schlechtere Anpassungen
des linken Knies.
Tabelle 3.20: Versuche 70 bis 75: Wiederholung der Versuche 31, 65, 66, 34, 43 und 45
bei ge

andertem Parameter maximale Grauwertdifferenz fur Flachenmessung. Un-
terschiede zu den Referenzversuchen: Zwangssymmetrisierungen, Minimierungsverfah-
ren, erweitertes Modellgradientenverfahren, Merauschen Kanten = 12, Merauschen
Flachen = 10, Kantenabstand = Flachenabstand = 2, Zylinderenden komplett =
nein, maximale Grauwertdifferenz fur Flachenmessung.
Parameter Wert
Kanteninformation EMG
Kantenabstand 2
Flachenabstand 2
Zylinderenden komplett nein
Informationsnutzung K, F
Merauschen Kanten 12
Merauschen Flachen 10
Merauschen Kopplung 0,1
Modellgradient, Kontrastfaktor 40
Modellgradient, sigma 3
Modellgradient, relative Mindestgroe 0,01
maximale Grauwertdifferenz fur Flachenmessung 256
Tabelle 3.21: Angeglichene und optimierte Parameter bei den Bildfolgen (vgl. al-
te Parameter in Tabelle 3.9). EMG steht f

ur `erweiterter Modellgradient', K f

ur
Kanteninformation und F f

ur Flacheninformation.
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3.3 Analysierbarkeit, Zuverl

assigkeit und Ausfall-
sicherheit
Aufgrund des komplexen Zusammenspiels zahlreicher, meist nicht

uberschaubarer Ein-
zeleekte bei der Verfolgung kommt der Analysierbarkeit von Ergebnissen wie auch
von auftretenden Fehlern eine besondere Bedeutung zu. Das heit, da insbesondere
geeignete grasche oder auch textuelle Ausgaben von Zwischenergebnissen eine wichtige
Rolle bei der Analyse der Ergebnisse und der Beseitigung auftretender Fehler spielen.
Die Wahl einer m

oglichst intuitiv zug

anglichen Form der Ein- und Ausgabedaten bzw.
der Parameter ist daher ebenso wichtig wie eine geeignete Darstellung der Zwischener-
gebnisse (und bei der Bildauswertung ist hier die grasche Ausgabe oft das geeignete
Werkzeug). Auf der anderen Seite spielt aber auch die Analysierbarkeit von m

oglichen
Programmfehlern bzw. die Lokalisation von bestimmten Eekten im Programmtext ei-
ne wichtige Rolle, schlielich mu bei vielen Verfolgungsschwierigkeiten die Ursache im
Programm ausndig gemacht werden. Ein m

oglichst gut strukturierter,

ubersichtlicher
Programmcode ist daher f

ur die Untersuchungen sehr wertvoll.
Was diese beiden Aspekte der Analysierbarkeit angeht { geeignete Ein-/Ausgabewerk-
zeuge sowie die Analysierbarkeit des Programmtextes { ist das zugrundeliegende Pro-
gramm Xtaro weit fortgeschritten. Beispielsweise existiert eine Lupe zum Anzeigen
der Ergebnisse sowie viele im Ergebnisfenster darstellbare Zwischenergebnisse. Zudem
ist das Programm

ubersichtlich und sauber strukturiert programmiert. Zur Verbesse-
rung der Ergebnisauswertung wird die M

oglichkeit geschaen, anstatt der zeilenver-
schr

ankt aufgenommenen Vollbilder im Ergebnisfenster die nach [Otte 94] tiefpage-
lterten Halbbilder (oder zu Analysezwecken auch die abgeleiteten Grauwertbilder)
darstellen zu k

onnen, da sie die Gegebenheiten im Anpassungsproze besser widerspie-
geln. Dies leistete bei der Analyse wertvolle Dienste. Auerdem war ein Kontrastregler
bei den Ableitungsbildern von N

oten, um die Kanten besser sichtbar zu machen.
In Sachen Zuverl

assigkeit und Ausfallsicherheit zeigt sich bei den Versuchen, da Xtaro
gelegentlich aufgrund eines erkannten Fehlers beim Laden eines Bildes seine Arbeit un-
terbricht. Da die entsprechenden Bilder ordnungsgem

a vorhanden sind, kann nur ein
Netzwerkfehler oder eine zu groe zeitliche Netzverz

ogerung beim

Onen des Bildes als
Ursache f

ur die Versuchsunterbrechung in Frage kommen. Dieser bedeutende Mangel
kann durch eine sehr simple Manahme beseitigt werden: bei einem Lesefehler werden
anstatt einem bis maximal f

unf Leseversuche unternommen, bevor ein Lesefehler ge-
meldet wird. Dies zeigt, da nicht immer komplexe Reaktionen auf erkannte M

angel
folgen m

ussen.
In Bezug auf Analysierbarkeit und Ausfallsicherheit ist auerdem ein wertvolles Hilfs-
mittel auf Programmierebene zu erw

ahnen: die M

oglichkeit des verwendeten

Uberset-
zers, Warnungen

uber nicht der Norm entsprechende Programmteile auszugeben. Eine
nur auf den ersten Blick unbedeutende Manahme. Was

ublicherweise von Program-
mierern abgeschaltet wird, entpuppt sich als wertvolle Unterst

utzung bei der Verbesse-
3.3. ANALYSIERBARKEIT, ZUVERL

ASSIGKEIT, AUSFALLSICHERHEIT 91
rung von Analysierbarkeit und Ausfallsicherheit. Durch Einschalten aller Warnungen
des

Ubersetzers (neben der Bereinigung vieler hundert Warnungen ohne ernste Ur-
sache) werden bei Xtaro einige F

alle m

oglicher undenierter Programmzust

ande oder
miverst

andlicher Programmstellen aufgedeckt und so ein Beitrag hinsichtlich der Ana-
lysierbarkeit von Programmfehlern und der Ausfallsicherheit des Programms geleistet.
Kapitel 4
Sichtsystemgest

utzte Demontage
Im Einleitungskapitel wurde der Stand der Forschungen bei einem bestehenden System
zur sichtsystemgest

utzten automatischen Demontage vorgestellt (vgl. [Tonko 97]). Im
Hinblick auf das Fernziel, den Motorraum von Altfahrzeugen eines Tages vollautoma-
tisch komponentenweise zerlegen zu k

onnen, wurde ein sichtsystembasierter Regelungs-
mechanismus entwickelt. Dieser konnte anhand einer exemplarischen Demontageaktion
{ der automatischen Entnahme der bereits von der Halterung befreiten Batterie mit-
tels eines Greiferwerkzeuges { getestet werden. Das System ist nun im Hinblick auf
das Fernziel weiter zu verbessern. F

ur eine solide Entwicklung m

ussen aufgrund der
Komplexit

at der sich stellenden Aufgabe zum einen schrittweise die auftretenden Pro-
bleme erkannt, analysiert und mit geeigneten Mitteln beseitigt werden. Zum anderen
ist die Funktionalit

at des Systems im Hinblick auf das Fernziel nach und nach zu er-
weitern. Die sich dabei zeigenden Teilprobleme wie auch die sich in nat

urlicher Weise
stellenden Bewertungsaspekte sind dabei geeignet gegeneinander zu priorisieren, um zu
jedem Zeitpunkt die richtige Wahl zu treen und so die Entwicklung m

oglichst ezient
vorantreiben zu k

onnen.
Zum gegenw

artigen Zeitpunkt bedeutet eine solche Analyse, da im Hinblick auf den
Automatisierungsaspekt vor allem eine automatische Initialisierung des bei der Rege-
lung eingesetzten Verfolgungsprozesses ben

otigt wird, um eine m

oglichst geringe ma-
nuelle Interaktion des Programmbenutzers zu erreichen { schlielich soll in Zukunft die
Demontage vollautomatisch geschehen. Da zahlreiche Schwierigkeiten bez

uglich des Ro-
bustheitsaspekts sowie bez

uglich Zuverl

assigkeit , Sicherheit und Ausfallsicherheit des
Systems beobachtet werden, auf die in [Tonko 97] nicht eingegangen werden konnte
(siehe Einleitung zu Abschnitt 4.3), ist eine diesbez

ugliche Verbesserung unumg

ang-
lich. Nat

urlich d

urfen auch Erweiterungen des Systems nicht zu kurz kommen sowie
Beschleunigungen. Auf den Geschwindigkeitsaspekt bei der Regelung sei hier beson-
ders hingewiesen, da er sich in Abschnitt 4.5 als sehr bedeutend auch im Hinblick auf
Robustheits- und Sicherheitsaspekte erweisen wird. Die Betrachtung der Analysier-
barkeit ergibt sich in nat

urlicher Weise w

ahrend der Bearbeitung der eben genannten
Aspekte. Dies zeigt, wie sich die einzelnen Bewertungsaspekte bei der Weiterentwick-
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lung des Systems ergeben und welche Manahmen daraus folgen.

Ahnlich wie bei der Personenverfolgung sollte dem zugrundeliegenden Regelungssystem
ebenfalls ein Name gegeben werden (vgl. Einleitung zu Kapitel 3). Das System soll von
nun an Visdom heien als Kurzform von
"
Visually servoed dismantling operations on
(used)mobile vehicles\ und damit Einsatzbereich und Funktionsweise des Systems zum
Ausdruck bringen. Da das System mittels k

unstlicher Intelligenz mit der Zeit so weit
verbessert werden soll, da es den Motorraum eines Altfahrzeuges selbst

andig zerlegen
kann, erinnert der Name Visdom an das englische Wort wisdom (Klugheit, Weisheit).
4.1 Lokalisation zur Verbesserung der Automati-
sierung
Zur Automatisierung durchzuf

uhrender Aktivit

aten gem

a der Denition aus Abschnitt
3.2 bildet eine automatische Initialisierung des bei der sichtsystemgest

utzten automa-
tischen Demontage eingesetzten Verfolgungsprozesses ein wertvolles Hilfmittel. Bisher
stand dieser Aspekt gegen

uber den Verfolgungs- und Regelungsaspekten zur

uck und
es mute nach jeder

Anderung der Position eines Objektes oder der Kamera manuell
eine Initialposition des Objektes in der Szene ermittelt werden. Die Einf

uhrung einer
automatischen Lokalisation schliet die Kette zwischen Bildeinzug, Verfolgung, Rege-
lung und dadurch realisierter Demontage. Zudem mu nicht mehr genau vorgegeben
werden, wo sich ein zu demontierendes Objekt im Motorraum bendet. Es er

onet sich
in Zukunft die M

oglichkeit, auch andere Fahrzeugtypen ohne genaue Positionsvorga-
ben zu testen oder Unfallwagen zu ber

ucksichtigen, bei denen die betreenden Objekte
im Motorraum gegen

uber ihrer werkseitigen Position verschoben sind, da die Objekte
automatisch erkannt und lokalisiert werden k

onnen (zur Toleranz von Deformationen,
Besch

adigungen und St

orein

ussen vgl. Abschnitt 4.1.7).
Die sich stellende Hauptschwierigkeit bei der Entwicklung und Integration eines auto-
matischen Lokalisationsverfahrens ergibt sich aufgrund der Umgebung, in welcher die
Objekte eingebettet sind. Da Altfahrzeuge behandelt werden, sind Teile des Motorrau-
mes in der Regel verschmutzt, was oft zu kontrastschwachen Bildkanten der betrachte-
ten Objekte f

uhrt. Gleichzeitig treten im Motorraum eines Altfahrzeugs aufgrund von
Kabeln, Schl

auchen, anderen Motorraumteilen, Schwein

ahten, Schattenw

urfen oder
Verschmutzungen viele Bildkanten auf, die nicht zum Objekt geh

oren und mit denen
die Lokalisation fertig werden mu. Es stellen sich somit harte Realwelt-Anforderungen
an solch ein Verfahren. Der Robustheitsaspekt spielt folglich eine herausragende Rolle.
Da andererseits (im Gegensatz zur Verfolgung bei der Regelung) eine eventuell hohe
Rechenzeit der Lokalisation keine Risiken f

ur die eingesetzten Ger

ate in sich birgt, soll
aufgrund der harten Realwelt-Anforderungen an die Robustheit ein Verfahren einge-
setzt werden, das - ungeachtet der Rechenzeit - so robust wie nur m

oglich arbeitet.
Gleichzeitig soll die Lokalisation mit so einfachen Eingabedaten wie nur m

oglich funk-
tionieren, um den Interaktionsgrad niedrig zu halten. Da zur Objektverfolgung ein
94 KAPITEL 4. SICHTSYSTEMGEST

UTZTE DEMONTAGE
CAD-Modell gen

ugt, welches { wie die Versuche zur Verfolgung zeigen { das Objekt
in der Regel gut zu beschreiben vermag, bietet es sich an, diese Information auch
bei der Lokalisation zu nutzen. Da das bei der Verfolgung eingesetzte CAD-Modell
haupts

achlich Kanteninformationen

uber das betrachtete Objekt liefert, wird auf dem
aus dem Grauwertbild extrahierten Kantenelementbild { wie es auch bei der Verfolgung
verwendet wird { operiert (vgl. Einleitung zu diesem Kapitel).
Prinzipiell gibt es zwei m

ogliche Verfahrensweisen zur Realisierung einer Objektlokali-
sation:
 entweder man sucht im Bildbereich nach geeigneten Merkmalen des Objekts, ord-
net diesen bestimmte Teile des Modells zu und berechnet daraus entsprechende
Lagehypothesen oder
 man sucht im Szenenbereich, d.h. man bewertet verschiedene m

ogliche Modella-
gen und entscheidet sich f

ur die Lage mit der h

ochsten Bewertung.
Nat

urlich haben beide Verfahren ihre Vor- und Nachteile. Beispielsweise besteht ein
Hauptproblem der ersten Verfahrensweise darin, da die Suche signikant von der
G

ute der Objektmerkmale abh

angt und diese im Bildbereich sichtbar sein m

ussen,
d.h. nicht verdeckt sein d

urfen. Problematisch sind auch Bildkanten, die schlecht de-
tektiert werden, sowie die M

oglichkeit der fehlerhaften bzw. mehrdeutigen Aggregation
von Kantenelementen zu Bildmerkmalen. Dies tritt besonders bei der zu behandelnden
Szene zutage. Dies vermeidet die zweite Technik, jedoch ist hier als Hauptproblem die
Bestimmung eines geeigneten G

utemaes zu nennen sowie die M

oglichkeit, in einem
lokalen Optimum der G

utefunktion steckenzubleiben anstatt das gew

unschte globale
Optimum zu erreichen. Dieser Punkt entspricht bei der ersten Verfahrensweise dem
Problem, Fehlzuordnungen zwischen Bild- und Modellmerkmalen vorzunehmen. Nach
sorgf

altiger Abw

agung der Vor- und Nachteile der beiden Verfahrensweisen wird ent-
schieden, die Szenenbereichssuche in folgender Art und Weise umzusetzen, da hierbei
eine M

oglichkeit gesehen wird, die meisten gravierenden Robustheitsprobleme zu l

osen.
Um auszuschlieen, da lediglich ein lokales Optimum der G

utefunktion gefunden wird,
kommt bei der Suche bewut ein globales Suchverfahren zum Einsatz, vgl. [Olson 98].
Insbesondere kann dadurch unterschieden werden, ob eine eventuell gefundene falsche
Modellage auf eine nicht optimale G

utefunktion zur

uckzuf

uhren ist oder ob ein lokales
Extremum einer geeigneten G

utefunktion gefunden wurde, d.h. die Festlegung einer ge-
eigneten Bewertungsfunktion wird deutlich unterst

utzt. Nat

urlich ist bei einer solchen
Entscheidung ohne weitere Vorkehrungen mit betr

achtlichen Rechenzeiten zu rechnen.
Um die Dauer des Lokalisierungsverfahrens in praktikablen Grenzen zu halten, kommt
daher ein hierarchisches Abtastverfahren im Szenenraum mit einer geeignet verallge-
meinerten G

utefunktion zum Einsatz. Die G

utefunktion erm

oglicht in jeder Stufe der
Suche, nach dem Ort des Objekts und dessen Orientierung getrennt suchen zu k

onnen,
um die Rechenzeit m

oglichst klein zu halten. Da eine solche Suche viele Rechenopera-
tionen ben

otigt, w

are diese mit den fr

uher verf

ugbaren Rechnern nur mit sehr hohem
4.1. LOKALISATION ZUR VERBESSERUNG DER AUTOMATISIERUNG 95
Rechenzeitaufwand realisierbar gewesen. Die Rechenkapazit

at der heute verf

ugbaren
Maschinen in Verbindung mit den genannten Optimierungen lassen jedoch einen Er-
folg des Verfahrens bei akzeptabler Rechenzeit erwarten.
Bei der Wahl einer geeigneten Bewertungsfunktion ist es sinnvoll, weder Ableitbarkeit
noch Stetigkeit derselben vorauszusetzen. Man ist dadurch im Gegensatz zu den be-
kannten lokalen Suchverfahren v

ollig frei in der Wahl der Bewertungsfunktion. Da nach
der Lokalisationsg

ute in Realweltszenen optimiert werden soll, ist dies ein besonders
wichtiger Punkt. Ferner ist hervorzuheben, da aufgrund zahlreicher St

orkanten im
Bild (d.h. z.T. stark ausgepr

agte Kanten, die nicht zum Objekt geh

oren) bei oft gleich-
zeitig schwacher Auspr

agung der Objektkanten viele lokale Minima einer G

utefunktion
zu erwarten sind. Da die Gefahr lokaler Minima im vorliegenden Einsatzgebiet beson-
ders hoch ist, bildet daher der Verzicht auf die Ausnutzung von Ableitbarkeits- bzw.
Stetigkeitskriterien eine weitgehende Minimierung der vorhersehbaren Risiken. Zudem
m

ussen bei der Suche keine zeitaufwendigen Ableitungen der Funktion berechnet und
die einzelnen Modellagen k

onnen schnell bewertet werden.
Ist eine Bewertungsfunktion gefunden, f

ur welche die genannte Suche funktioniert, so
ist gleichzeitig eine Verikationsfunktion gefunden, die dazu dienen kann, w

ahrend des
Verfolgungsprozesses zu

uberpr

ufen, ob das zu verfolgende Objekt noch korrekt erfat
wird. Eine solche wird bisher in Visdom nicht eingesetzt, d.h. das Programm `bemerkt'
eine eventuelle Fehlanpassung

uberhaupt nicht. Diese Gelegenheit zur Robustheits-
steigerung der Verfolgung ist zum Schutz der Roboter im Einsatz besonders wichtig
und entsteht auf diese Weise `nebenbei'. Wenn der Test der im folgenden vorgestell-
ten automatischen Objektlokalisation erfolgreich verl

auft, kann dies als Nachweis daf

ur
angesehen werden, da die G

utefunktion der Lokalisation als Verikationsfunktion bei
der Verfolgung geeignet ist.
Um den Suchbereich f

ur das Objekt geschickt festlegen zu k

onnen, wird eine Zentralla-
ge (x
init
; y
init
; z
init
; 
init
; 
init
;  
init
)
T
des Objekts innerhalb des abzusuchenden Bereichs
und f

ur jeden der 6 Positionierungsfreiheitsgrade (x, y, z stehen stets f

ur den Ort
und , ,  f

ur die Orientierung des Objekts) eine maximale Abweichung vorgegeben
((x
range
; y
range
; z
range
; 
range
; 
range
;  
range
)
T
), um welche der entsprechende Freiheitsgrad
in beide Richtungen maximal variieren darf. Dies legt den Suchbereich [x
init
  x
range
;
x
init
+ x
range
]  [y
init
  y
range
; y
init
+ y
range
]  : : :  [ 
init
   
range
;  
init
+  
range
] f

ur
die Suche fest. Mit einem weiteren Parameter pro Freiheitsgrad kann ferner die ini-
tiale Anzahl an Unterteilungen f

ur den Suchbereich angegeben werden, wodurch je
Freiheitsgrad die Schrittweite der Suche, d.h. die Granularit

at (x; y; z; ; ;  )
T
=
(x;y;z;;; )
T
festgelegt wird. Mit diesen Schrittweiten wird der denier-
te Suchbereich in einem ersten Suchschritt abgelaufen, wobei die resultierenden Mo-
dellagen jeweils bewertet werden. In weiteren Schritten wird die Suche anschlieend
verfeinert , d.h. die Granularit

at verkleinert.
Bei der Bewertung der einzelnen Lagen mu das G

utema nat

urlich die Granularit

at
des Suchschrittes ber

ucksichtigen. Dazu wird abh

angig von der Granularit

at zu je-
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der projizierten Modellkante ein Suchbereich im Bild sowie ein zur projizierten Kante
kompatibler Winkelbereich f

ur die Richtung des Grauwertgradienten ermittelt und be-
stimmte Kantenelemente innerhalb des Suchbereichs gez

ahlt, die Gradientenrichtungen
innerhalb des tolerierbaren Winkelbereichs repr

asentieren.
4.1.1 Such- und Winkelbereiche zu den projizierten Modell-
kanten
Suchbereich und Winkelbereich werden zu einer projizierten Modellkante bestimmt,
indem die Modellkante bei Variation der Objektlage um die halbe Granularit

at
1
je-
weils ins Bild projiziert wird und die maximale Abweichung d
1
, d
2
der Eckpunkte der
erhaltenen Projektionen sowie die maximale Abweichung '
max
der Normalenrichtung
der Projektionen relativ zur urspr

unglichen projizierten Modellkante bestimmt werden.
Genauer: Sei (x; y; z; ; ;  )
T
die zu bewertende Modellage. Die betreende Modell-
kante wird unter Verwendung der Lagen
(
(x + i
x
2
; y + j
y
2
; z + k
z
2
; + l

2
;  +m

2
;  + n
 
2
)
T
j i; j; k; l;m; n2f0; 1g
)
projiziert und das Maximum der Abst

ande der so erhaltenen projizierten Modell-
kanten von der zu (x; y; z; ; ;  )
T
geh

orenden projizierten Modellkante berechnet.
Aus Geschwindigkeitsgr

unden wird die Menge nicht f

ur i; j; k; l;m; n 2 f 1; 0; 1g
gebildet, sondern aus Symmetriegr

unden davon ausgegangen, da obige Menge et-
wa zu dem gleichen Ergebnis f

uhrt wie f

ur diese i; j; k; l;m; n.
2
Der Winkelbereich
ergibt sich anschlieend aus der Normalenrichtung ' der zu bewertenden projizier-
ten Modellkante, indem die maximale Abweichung '
max
plus ein Grundrauschen von
RAUSCHEN GRADIENTENRICHTUNG = 6

hinzuaddiert bzw. davon abgezogen wird. Der
Wert f

ur RAUSCHEN GRADIENTENRICHTUNG wurde hierbei aus den Kantenelementbildern
der Objekte f

ur geradlinige Kanten ermittelt: Da die berechnete Kantenelementrich-
tung bei den zu einer Kante im realen Bild geh

origen Kantenelementen bis zu 6

(!)
um einen jeweiligen Mittelwert schwankt,
3
darf nicht von rein mathematischen Gege-
benheiten bei den Kanten ausgegangen werden. Dieser Wert mu daher im Verfahren
explizit ber

ucksichtigt werden. Der Pixelsuchbereich wird aus der zu bewertenden pro-
jizierten Modellkante und den maximalen Abweichungen d
1
, d
2
der Kanteneckpunkte so
bestimmt, da ein Trapez entsteht. Abbildung 4.1 veranschaulicht diesen Sachverhalt.
1
Abbildung 4.2 veranschaulicht, warum hierbei die halbe Granularit

at sinnvoll ist.
2
Bei den Forschungen zur Lokalisation ergibt sich kein Indiz darauf, da diese Annahme nicht
gerechtfertigt ist. Falls sich in Zukunft trotzdem das Gegenteil herausstellen sollte, ist nat

urlich
i; j; k; l;m; n 2 f 1; 0; 1g anstatt i; j; k; l;m; n 2 f0; 1g in der angegebenen Menge zu verwenden.
3
Das h

angt mit der Rasterung der Grauwertbilder zusammen und damit, da bei der Bildlterung
in die Gradientenrichtung abh

angig von der Bildstruktur um die Bildkanten unterschiedliche Umge-
bungsinformation mit eingerechnet wird. Die Gr

oe der Umgebung wird dabei durch die Gr

oe der
Filtermasken festgelegt.
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Abbildung 4.1: Suchbereich zu einer projizierten Modellkante P
1
P
2
. ' bezeichnet die
zur projizierten Kante geh

orige Normalenrichtung. d
1
bzw. d
2
bezeichnen die im Text
erl

auterten, maximal m

oglichen Abweichungen der beiden Kantenendpunkte P
1
bzw.
P
2
von der dargestellten Ausgangslage, abh

angig von der Granularit

at bei der Suche.
Die Werte f

ur d
1
und d
2
werden nach unten auf 0,5 Pixel beschr

ankt, damit die G

ute-
berechnung w

ahrend der Verfeinerung der Suche auch bei kleiner Granularit

at sinnvoll
bleibt (nur dann macht die Kantenelement{Z

ahlung innerhalb der Kantensuchbereiche
Sinn).
Der so denierte Suchbereich kann zur Z

ahlung der gew

unschten, kompatiblen Kanten-
elemente ezient abgelaufen werden. Dazu wird zuerst der Eckpunkt des Bereichs mit
minimaler y-Koordinate bestimmt und anschlieend der linke Rand des Vierecks bis
zur Ecke mit maximaler y-Koordinate mit dem Bresenham-Algorithmus abgelaufen,
welcher { anstatt die Kanten zu zeichnen { zu jeder y-Koordinate die zugeh

orige (mi-
nimale) x-Koordinate speichert. Analog wird der rechte Rand des Vierecks abgelaufen
und die maximalen x-Werte des Bereichs ermittelt. Anschlieend kann der Suchbereich
mittels dieser ermittelten Werte abgelaufen werden.
Bei der Bestimmung des Winkelbereichs und der Festlegung kompatibler Kantenele-
mente ist anzumerken, da ausschlielich Winkel zwischen 0

und 180

verwendet wer-
den. Diese Modulo-Rechnung ist erforderlich, um von der Art der

Uberg

ange (hell nach
dunkel oder dunkel nach hell) abstrahieren zu k

onnen, da das CAD-Modell keine In-
formationen dar

uber bereitstellt.
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4.1.2 Bewertungsfunktion f

ur die einzelnen Modellagen
Als Bewertungskriterium der Modellagen wird die G

utefunktion
f = f(x; y; z; ; ;  ) := N 
P
G
verwendet. N bezeichnet dabei die Anzahl zu wertender Modellkanten, zu denen mehr
als MIN PIXELZAHL KANTE := 3 Pixel im Suchbereich gefunden werden (siehe unten),
und P die Gesamtsumme an Kantenelementen, die den einzelnen Kanten des projizier-
ten Modells zugeordnet werden. G sei die Gr

oe des Gesamtsuchbereichs, d.h. die Sum-
me aller Suchbereichs

acheninhalte zu den projizierten Modellkanten. Der Fl

achenin-
halt eines solchen Kantensuchbereichs kann dabei mit Hilfe der Trapezformel berechnet
werden zu (d
1
+ d
2
)(P
1
P
2
+ d
1
+ d
2
), vgl. Abbildung 4.1. Die Ber

ucksichtigung von G
verhindert, da Modellagen systematisch bevorzugt werden, die zu einem groen Mo-
dellabbild bei der Projektion ins Bild f

uhren. Zudem ber

ucksichtigt G aufgrund der
Berechnung der Gesamt

ache des Suchbereichs die M

oglichkeit, St

orkanten (Bildkan-
ten von Bildteilen, die nicht zum Objektabbild geh

oren) bei der Bewertung mit ein-
zubeziehen, d.h. bei gleichen Werten f

ur N und P wird eine Modellage um so h

oher
bewertet, je kleiner (G und damit) die M

oglichkeit von Fehlzuordnungen ist. Es sei be-
merkt, da G gegen die Gesamtl

ange der projizierten Modellkanten konvergiert, wenn
die Granularit

at gegen Null geht.
4
Die Einrechnung von N in die G

ute vermeidet, da
das Modell bevorzugt an Bildteile angepat wird, wo besonders viele Kantenelemente
detektiert wurden, wie zum Beispiel an Bildteile mit mehreren parallelen Bildkanten,
die m

oglicherweise nicht zu dem zu lokalisierenden Objekt geh

oren. Anders ausgedr

uckt
tr

agt N dazu bei, Bildstrukturen zu suchen, die dem Abbild des projizierten Objekts
m

oglichst

ahnlich sind, und dazu geh

ort, da m

oglichst vielen Modellkanten m

oglichst
viele Kantenelemente des Bildes zugeordnet werden.
Wie Versuche zeigen, hat N erheblichen Einu auf die berechnete G

ute, weshalb nur
hinreichend wichtige Objektkanten gez

ahlt werden d

urfen. Daher werden bei N nur die
Modellkanten gez

ahlt, zu denen mindestens MIN PIXELZAHL KANTE = 3 Pixel gefunden
werden (unterhalb dieses Wertes kann man schwer davon sprechen, eine Gerade ge-
funden zu haben, welcher maximal viele Kantenelemente des Suchbereichs zugeordnet
wurden). Auerdem werden bei N und P nur die projizierten Modellkanten gewertet,
die l

anger sind als (d
1
+ d
2
)=8, vgl. Abb. 4.1. Dies bedeutet in nat

urlicher Weise bei
gr

oberen Suchschritten (d.h. bei den anf

anglichen Suchschritten mit grober Granula-
rit

at) eine Ausblendung zu feiner Details, deren Ber

ucksichtigung dort zum Aunden
der Groblage des Objekts keinen Sinn macht, und eine Hinzunahme immer feinerer
Details von Suchschritt zu Suchschritt.
Bei der Z

ahlung der Kantenelemente P innerhalb der Suchbereiche wird die potentiell
h

ochste Bewertung der einzelnen projizierten Modellkanten bestimmt, die in folgen-
4
Versuche, bei denen im G

utema die Gesamtl

ange an projizierten Modellkanten anstatt G ver-
wendet wird, liefern schlechtere Modellagenbewertungen. Insbesondere ist in diesem Fall die G

ute um
so gr

oer, je gr

oer das projizierte Modell ist.
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den Suchstufen maximal auftreten kann. Ist die ermittelte Pixelzahl innerhalb eines
Suchbereichs gr

oer als die L

ange der projizierten Modellkante (in Pixeln gemessen),
so wird daher die Pixelzahl auf diese L

ange begrenzt (schlielich macht es keinen Sinn,
einer projizierten Modellkante mehr Pixel zuzuordnen, als sie selbst lang ist). Andern-
falls w

urde man die Modellkante in der G

ute

ubergewichten und dadurch niedrige
Pixelzahlen von projizierten Modellkanten mit wenigen zugeordneten Kantenelemen-
ten kompensieren. Die beim Ablaufen aller Suchbereiche erhaltene Summe P an Pixeln
dient als wichtigster Faktor beim G

utema.
Den Versuchen ist zu entnehmen, da sich hohe Werte von f desto besser mit visuell
als gut beurteilten Modellanpassungen decken, je kleiner die Suchbereiche zu den ein-
zelnen projizierten Modellkanten sind (klar wegen der Kanten im Bild, die nicht zum
Objekt geh

oren, siehe z.B. in Abbildung 1.3 die Bildkanten in der rechten oberen Ecke,
die nahezu parallel zu der am n

achsten liegenden Batteriekante sind, oder die Kanten
links von der Batterie).
4.1.3 Verfeinerung der Suche
Bei der Verfeinerung der Suche, d.h. bei sukzessiver Verkleinerung der Granularit

at in
den einzelnen Suchschritten, darf nat

urlich nicht davon ausgegangen werden, da zu der
am h

ochsten bewerteten Modellage auch die tats

achlich beste Modellanpassung geh

ort.
Schlielich mu das Suchverfahren stets die M

oglichkeit ber

ucksichtigen, da manchen
Modellkanten insbesondere bei grober Granularit

at Bildstrukturen zugeordnet werden
k

onnen, die nicht zum Objektabbild geh

oren. Daher wird davon ausgegangen, da sich
eine der am besten bewerteten Modellagen mit einer bzgl. der gew

ahlten Granularit

at
guten Anpassung deckt (pessimistischer Algorithmus). Zur Vermeidung von Fehlloka-
lisationen wird die Entscheidung, welche der Modellagen zum gew

unschten Ergebnis
f

uhrt, in den jeweils folgenden Suchschritt transferiert. Zur Begrenzung der Gr

oe des
Suchbereichs auf der einen Seite und zur Begrenzung der Gesamtrechenzeit auf der
anderen Seite wird in der ersten Iteration eine Grobsuche mit hinreichend kleiner Gra-
nularit

at realisiert und in weiteren Iterationen eine Feinsuche mit m

oglichst wenigen
zu bewertenden Modellagen, d.h. mit jeweils maximaler Granularit

at (die nat

urlich
abh

angt von der Granularit

at der jeweils vorhergehenden Iteration). Bei der Grobsu-
che hat es sich herausgestellt, da eine Suche im 6-dimensionalen Raum erforderlich ist,
um die Gr

oe der Kantensuchbereiche im Bild zu begrenzen. Aus Rechenzeitgr

unden
besteht jeder Iterationsschritt der Feinsuche dagegen aus einer 3-dimensionalen Suche
nach der Orientierung des Objekts sowie einer anschlieenden 3-dimensionalen Suche
nach dem Ort.
Wird die initiale Granularit

at f

ur die drei Orientierungsfreiheitsgrade bei der Orien-
tierungssuche klein gew

ahlt, werden nur Kantenelemente gez

ahlt, die hinsichtlich der
repr

asentierten Gradientenrichtung relativ genau zu den projizierten Modellkanten pas-
sen. Die dabei vorzusehende Ortsunsch

arfe kann dann bei der anschlieenden Suche
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nach dem Ort ausgeglichen werden. Bei den als zeitaufwendig bekannten trigonome-
trischen Funktionen zur Sinus-, Cosinus- und Arcustangensberechnung sowie bei der
Wurzelberechnung werden ezient auswertbare Funktionsdarstellungen verwendet, die
mit Tabellenzugrien arbeiten.
Bei der Verfeinerung der Suche, d.h. beim

Ubergang von einer Iteration zur n

achsten
k

onnen f

ur die am besten bewerteten Modellagen die in der folgenden Iteration weiter
zu pr

ufenden Modellagen, die Granularit

at sowie die bei der Bestimmung der Such- und
Winkelbereiche zu den einzelnen projizierten Modellkanten relevanten Gr

oen (halbe
Granularit

at, vgl. S. 96) gem

a Abbildung 4.2 einfach berechnet werden.
Die sukzessive Halbierung des abzusuchenden Bereichs f

ur die einzelnen Freiheitsgrade
f

uhrt { im Gegensatz zur Grobsuche, bei der je Freiheitsgrad mehr als eine Untertei-
lung erfolgt { bei der Feinsuche zu m

oglichst wenigen Abtastungen des Suchbereichs
∆ω(2)
ω(2)
von
ω(2)bis
(2)ω
such
ω(3)von ω
(3)
bis
∆ω(3)
(3)ω
such
1 : : :1 1 1
(1)ω
such
∆ω
2=
(1)
∆ω(1)
(1)
von
ω = (1)bisω =
1 1: : 1 : 1
Iteration 1
(Grobsuche)
Iteration 2
(Feinsuche)
Iteration 3
(Feinsuche)
initω range− ω
ω init
rangeinitω + ω
1:1
Abbildung 4.2: Veranschaulichung der bei den Iterationen i der hierarchischen Suche
zu bewertenden Modellagen , den verwendeten Granularit

aten !
(i)
und die bei der
Bestimmung der Such- und Winkelbereiche zu den einzelnen projizierten Modellkanten
relevanten Gr

oen !
(i)
such
= !
(i)
=2 (vgl. S. 96) sowie der Zusammenhang zwischen
diesen Werten (1 : 1 kennzeichnet jeweils Unterteilungen im Mittelpunkt). ! steht f

ur
den entsprechenden Freiheitsgrad x, y, z, ,  bzw.  der gesuchten Modellposition.
!
(i)
von
und !
(i)
bis
bezeichnen jeweils den Anfang und das Ende der Suche bez

uglich !. Die
Abbildung zeigt jeweils exemplarisch das weitere Vorgehen in der Folgeiteration i  2
bez

uglich einer weiter zu untersuchenden Modellage der vorhergehenden Iteration.
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innerhalb eines Suchschrittes. Die Suche endet, wenn die Positionierungsgenauigkeit des
projizierten Modells im Bild unter PIXELGENAUIGKEIT := 1 Pixel f

allt.
5
Innerhalb einer
Iteration erfolgt zuerst die Winkelsuche f

ur die Winkelfreiheitsgrade entsprechend der
in Abbildung 4.2 veranschaulichten Zusammenh

ange, wobei bei den xen Ortsfreiheits-
graden ! mit maximalem !
(i)
such
gearbeitet wird, d.h. !
(i)
such
= !
range
f

ur i = 1 bzw. !
(i)
such
= !
(i 1)
such
f

ur i > 1. Anschlieend erfolgt die 3D-Ortssuche f

ur die Ortsfreiheitsgrade
gem

a der Zusammenh

ange von Abbildung 4.2, wobei nun bei den xen Winkelfrei-
heitsgraden ! { sichergestellt durch die vorausgehende Winkelsuche { mit dem gleichen
!
(i)
such
gearbeitet werden kann wie bei der vorausgehenden Winkelsuche (vgl. Abbildung
4.2).
Nach jeder Teilsuche (Orientierungs- oder Ortssuche) werden die p% am besten bewer-
teten Modellagen in der folgenden Teilsuche weiter untersucht und die

ubrigen verwor-
fen. Es bietet sich aus Ezienzgr

unden an, p nicht konstant anzusetzen, sondern von
Teilsuche zu Teilsuche kleiner werden zu lassen. In der letzten Teilsuche der letzten Ite-
ration sollte p letztendlich so klein sein, da nur noch eine Modellage ausgew

ahlt wird,
schlielich spielt nur noch die Modellage mit der h

ochsten Bewertung eine Rolle. Mit
der Konvention, da auch f

ur p nahe 0 mindestens eine Modellage ausgew

ahlt wird,
soll dieser Sachverhalt durch p  0% repr

asentiert werden. Es stellt sich die Frage,
nach welchen Kriterien p zu w

ahlen ist, um m

oglichst wenige Modellagen bewerten
zu m

ussen, ohne wichtige Modellagen zu vernachl

assigen. Bei der Beantwortung dieser
Frage spielt es eine wichtige Rolle, wie stark die M

oglichkeit von Fehlzuordnungen von
Teilsuche zu Teilsuche abnimmt. Die M

oglichkeit von Fehlzuordnungen h

angt ab von
der Gr

oe von G, welche wiederum von den einzelnen d
1
, d
2
der projizierten Modell-
kanten abh

angt. Die projizierte Modellkante mit dem gr

oten Wert f

ur d
1
bzw. d
2
hat
dabei den gr

oten Einu auf die Fehlzuordnungswahrscheinlichkeit. Sei daher d
max
das Maximum der d
1
, d
2
aller projizierten Modellkanten zu der aktuell untersuchten
Modellage. d
max
ist ein Ma f

ur die Fehlzuordnungswahrscheinlichkeit und dient daher
als Grundlage f

ur die Bestimmung von p, d.h. p wird in Abh

angigkeit von dieser Gr

oe
gew

ahlt. Wenn d
max
unter PIXELGENAUIGKEIT = 1 Pixel f

allt, sollte p  0% sein.
P
1
P
2
sei eine projizierte Modellkante bez

uglich der aktuellen Modellage mit d
1
= d
2
=
d
max
. Der zugeh

orige Kantensuchbereich hat den zur Fehlzuordnungswahrscheinlichkeit
proportionalen Fl

acheninhalt
A
1
:= 2d
max
 (P
1
P
2
+ 2d
max
) :
Bei Verdopplung von d
max
vergr

oert sich der Kantensuchbereich auf die Fl

ache
A
2
:= 4d
max
 (P
1
P
2
+ 4d
max
) ;
d.h. bei Verdopplung von d
max
erh

oht sich die Such

ache und damit p auf das s-fache
5
Ein kleinerer Wert f

ur PIXELGENAUIGKEIT macht keinen Sinn, da die gez

ahlten Kantenelemente
von den zugeh

origen Geraden einen Abstand von abst
max
= 1,0 Pixel haben d

urfen, vgl. S. 103.
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mit
s :=
A
2
A
1
= 2
(P
1
P
2
+ 2d
max
) + 2d
max
P
1
P
2
+ 2d
max
= 2
 
1 +
2d
max
P
1
P
2
+ 2d
max
!
= 2
0
@
1 +
1
P
1
P
2
2d
max
+ 1
1
A
2 (2; 4] :
p kann daher angesetzt werden zu
p = a  d
max
+ b  d
2
max
;
wobei a und b noch geeignet zu bestimmen sind. Je n

aher s bei 2 liegt, desto mehr
Modellagen werden in einer Folgeiteration der Suche weiter ber

ucksichtigt. Der Suchal-
gorithmus ist daher `am vorsichtigsten', wenn b = 0 gew

ahlt wird. Aus diesem Grund
wird mit b = 0 gearbeitet und a so gew

ahlt, da mit einem initialen Wert p
init
f

ur p die
Menge weiter zu untersuchender Modellagen f

ur die Winkelsuche der ersten Iteration
vorgegeben werden kann. Auf diese Weise kann auf die anzunehmende, grundlegende
Fehlzuordnungswahrscheinlichkeit Einu genommen werden. Auf der anderen Seite
kann der Parameter p
init
interpretiert werden als Vermittler zwischen globaler und lo-
kaler Optimierung der G

utefunktion: F

ur einen groenWert ergibt sich die urspr

unglich
vorgesehene globale Optimierung der G

utefunktion. Da die G

utefunktion mit der An-
passungsg

ute korreliert ist, schlagen zu groe Werte unn

otig auf die Rechenzeit - ohne
Robustheitsgewinn. Je kleiner p
init
gew

ahlt wird, desto `lokaler' funktioniert die Op-
timierung der G

utefunktion und desto kleiner ist die Rechenzeit. p
init
dient also der
Verringerung der Rechenzeit. Zu kleine Werte bedeuten ein Risiko, die Suche zu stark
lokal einzugrenzen. Im Zweifelsfall ist p
init
lieber zu gro zu w

ahlen.
Ein Wechselpuer dient dazu, alle Modellagen samt Bewertung der letzten Teilsuche
zu sammeln, die Ermittlung der p% besten Modellagen zu erm

oglichen und schlielich
in einem zweiten Speicherbereich die Ergebnisse der folgenden Teilsuche aufzunehmen.
Die Bedeutung des ersten und zweiten Puerspeicherbereichs wechselt dabei nat

urlich
bei den Teilsuchen ab.
4.1.4 Z

ahlung der geeigneten Kantenelemente in den Suchbe-
reichen
Bei der Bewertung der projizierten Modellkanten, d.h. der Z

ahlung der Kantenele-
mente innerhalb der Kantensuchbereiche werden nur die kompatiblen Kantenelemente
gez

ahlt, die nahezu auf einer einzigen Geraden liegen (genau auf der Geraden werden
i.A. aufgrund der Bildrasterung nur die wenigsten liegen). Dabei ist diejenige Gera-
de auszuw

ahlen, der maximal viele kompatible Kantenelemente zugeordnet werden
k

onnen. Das Verfahren ist dabei so eingestellt, da Kantenelementz

uge zu einzelnen
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Bildkanten m

oglichst komplett erfat und gleichzeitig m

oglichst wenige St

orpixel mit
eingerechnet werden. Zur ezienten Durchf

uhrung wird die im folgenden beschriebe-
ne Variante der Hough-Transformation eingesetzt. Da es sinnvoll ist, die Suche im
Szenenraum mit einer Hough-Transformation zu kombinieren, wird in [Olson 99] be-
legt (auch wenn in der angegebenen Literaturstelle ein anderer Weg der Kombination
beschritten wird).
Eine Gerade kann eindeutig beschrieben werden durch die Richtung  der Normalen
und den k

urzesten Abstand d zu einem festen Punkt (= Ursprung des Koordinatensy-
stems). Man denke sich den nach Kantenelementen abzusuchenden Kantensuchbereich

uberdeckt von Geraden beliebiger Parameter (; d) (geeignet diskretisiert). Zu jedem
bez

uglich der Richtung der projizierten Modellkante kompatiblen Kantenelement in-
nerhalb des Kantensuchbereichs existiert eine bestimmte Teilmenge dieser Geraden,
die von dem Kantenelement einen Maximalabstand von abst
max
:= 1 Pixel haben und
deren Richtung kompatibel zu der Gradientenrichtung des Kantenelements ist. Zu all
diesen Geraden aus der Teilmenge wird abh

angig von (; d) der jeweils zugeh

orige Ein-
trag eines zweidimensionalen Z

ahlfeldes erh

oht. Nach Abarbeitung aller kompatiblen
Kantenelemente des Suchbereichs enth

alt schlielich jeder Eintrag des Z

ahlfelds die
Anzahl an Kantenelemente, welche von der zugeh

origen Geraden einen H

ochstabstand
von abst
max
haben. Die Gerade mit maximalem Z

ahlfeldeintrag ist schlielich die Ge-
rade mit maximaler Anzahl an zugeordneten Pixeln. Der Feldeintrag gibt die gesuchte
Pixelzahl, d.h. die (noch nicht normierte) Bewertung der projizierten Modellkante an.
Der Parameter abst
max
ist notwendig, um zu gew

ahrleisten, da alle Kantenelemen-
te der Bildkanten vollst

andig erfat werden, schlielich sind die Kantenelemente von
Bildkanten im Allgemeinen nur ungef

ahr kollinear angeordnet.
Sei p die Position (Ortsvektor) eines (bzgl. der projizierten Modellkante kompatiblen)
Kantenelements mit Gradientenrichtung  und e 2 [ abst
max
; abst
max
]. Zur Bestim-
mung aller relevanten Geraden (; d) bez

uglich p kann  den Bereich [   6

;  + 6

]
(diskret) ablaufen. Zu jeder Geraden mit Normalenrichtung  sind die Geraden mit
Abstand e bestimmt durch die Gleichung
n
T
p  d = e ; wobei n =
0
@
cos 
sin 
1
A
:
Es mu daher lediglich
d = n
T
p  e
f

ur alle e aus dem angegebenen Bereich berechnet werden, um die gew

unschten Ge-
raden (; d) zu erhalten. Die Bewertung projizierter Modellkanten kann also wie folgt
implementiert werden:
Algorithmus Bewertung einer projizierten Modellkante
Eingabe:
Suchbereich einer projizierten Modellkante
104 KAPITEL 4. SICHTSYSTEMGEST

UTZTE DEMONTAGE
Initialisiere feld[*,*] := 0;
fur alle zur Kante kompatiblen Kantenelemente (p; ) des Suchbereichs
fur alle  2 f  6

;   5

; : : : ; + 6

g
n :=
0
@
cos 
sin
1
A
; /* Normalenvektor */
fur alle d 2 fn
T
p  abst
max
; n
T
p  abst
max
+ 1; : : : ; n
T
p + abst
max
g
feld[d; ] := feld[d; ] + 1;
Suche das (d; ) mit maximalem feld[d; ];
Ausgabe: Kantenbewertung feld[d; ].
Zur Beschleunigung der Suche wird diese Bewertung der projizierten Modellkanten op-
timiert. Dazu wird ein Groteil der in obigem Algorithmus dargestellten Funktionalit

at
aus der eigentlichen Suche herausgezogen und in einer Vorverarbeitung der Suche be-
rechnet. Die Vorverarbeitung erledigt dabei die Berechnung der relevanten Geraden zu
den einzelnen Kantenelementen des Gesamtbildes und liefert die Zeiger auf die ent-
sprechenden, zugeh

origen Feldeintr

age feld[*,*]. Bei der eigentlichen Suche m

ussen
anschlieend nur noch die entsprechenden Feldeintr

age, adressiert durch die vorberech-
neten Zeiger, erh

oht werden.
4.1.5 Multiokulare Lokalisation
Die entwickelte Objektlokalisation kann in intuitiver und wirkungsvoller Weise einfach
auf den multiokularen Fall erweitert werden.
Seien k kalibrierte Kameras gegeben, die jeweils ein Bild des zu lokalisierenden Objektes
liefern. Zu jeder Kamera kann wie bisher N , P , G und d
max
berechnet werden. Aus
den so erhaltenen Werten N
i
, P
i
, G
i
und d
max;i
(i = 1; : : : ; k) k

onnen N

, P

, G

bzw.
d
max;
f

ur den multiokularen Fall sowie die multiokulare Lagebewertung f wie folgt
berechnet werden:
f = N


P

G

; (4.1)
wobei
N

=
k
X
i=1
N
i
; P

=
k
X
i=1
P
i
; G

=
k
X
i=1
G
i
: (4.2)
Ferner
d
max;
= max
i=1;:::;k
fd
max;i
g : (4.3)
Die multiokulare Lagebewertung f wird also nicht direkt aus den monokularen Ein-
zelbewertungen f
i
= N
i
P
i
=G
i
(i = 1; : : : ; k) der Kameras (etwa mit Hilfe des arith-
metischen Mittels) berechnet, um zu vermeiden, da monokulare Einzelbewertungen
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mit wenigen korrekt zugeordneten Bildkanten mit gleicher Gewichtung ins G

utema
eingehen wie welche mit vielen (z.B. bei Modellagen, die zu einer guten Anpassung im
einen und einer schlechten Anpassung in einem anderen Kamerabild f

uhren).
4.1.6 Ber

ucksichtigung von a-priori Wissen zur Objektlage
Um eine hohe Ezienz des vorgestellten Lokalisationsverfahrens zu erzielen sowie um
den Suchraum und damit die Suchzeit auf ein notwendiges Ma zu begrenzen, wird die
Abtastung im Szenenraum bez

uglich eines objektzentrierten Objektkoordinatensystems
durchgef

uhrt, d.h. bzgl. eines lokalen Objektkoordinatensystems, dessen Ursprung mit
dem Schwerpunkt des Objektmodells zusammenf

allt. Dies sichert eine weitgehende
Entkopplung zwischen Objektposition und -orientierung.
Die Verwendung dieses Koordinatensystems erm

oglicht gleichzeitig in einfacher Wei-
se a-priori Wissen zur Objektlage zu ber

ucksichtigen und so den Suchraum auf das
ben

otigte Ma zu begrenzen. Beispielsweise bendet sich das Schisteil (siehe Abschnitt
4.1.7) auf einem rollbaren Wagen stets mit der Grund

ache parallel zur Bodenebene.
Folglich sind die Rotation gegen die Bodenebene sowie die H

ohe

uber dem Boden stets
fest. Durch Wahl eines geeigneten x
init
zur Denition der festen Lageparameter (z.B.
durch Lokalisation des Objektes bzgl. aller 6 Freiheitsgrade in einer Position inmitten
des Suchbereichs) kann bei der Objektlokalisation die Suche auf weniger als 6 Frei-
heitsgrade reduziert werden, indem die entsprechenden Parameter zur Ausdehnung der
Suchbereichsgr

oe auf Null gesetzt werden (z.B. beim Schisteil z
range
= 
range
=  
range
= 0, die eigentliche Suche umfat nur noch 3 Freiheitsgrade).
4.1.7 Ergebnisse
Da explizit die M

oglichkeit von Fehlanpassungen im Verfahren ber

ucksichtigt, Arte-
fakte realer Kanten im Bild einbezogen und Orts- wie auch Richtungsinformation der
Kantenelemente verwendet worden sind sowie lokale Minima der G

utefunktion weitge-
hend ausgeschlossen worden sind (vgl. Seite 102), kann von der Lokalisation erwartet
werden, da sie bei den meisten Objekten trotz komplexem Hintergrund robust arbei-
tet. Erste Tests zeigen, da das G

utema gut zur Bewertung der Lagen geeignet zu
sein scheint.
Durch die sukzessive Verringerung der Granularit

at und damit auch der Kantensuchbe-
reiche erfolgt im Verlauf der Lokalisation eine `selbst zuziehende' Suche. Fehler zwischen
Modellprojektion und Bild werden folglich mindestens so lange toleriert, wie die damit
verbundene Abweichung im Bild unterhalb der Gr

oe der Kantensuchbereiche liegt.
Solche Fehler k

onnen durch Ungenauigkeiten im Modell, deformierte oder besch

adigte
Objekte des Motorraumes von Unfallwagen, Bildverzerrungen oder fehlerhafte bzw. un-
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genaue Kamerakalibrierungen zustande kommen und sind oft nicht zu vermeiden. Als
Konsequenz kann von dem vorgestellten Lokalisationsverfahren erwartet werden, da
es gegen

uber solchen Fehlerquellen so weit tolerant arbeitet, da Anpassungen geliefert
werden, die mindestens genau sind bez

uglich der mit solchen Fehlern einhergehenden
Ungenauigkeit im Bild.
Die Anwendung der Lokalisation auf s

amtliche verwendeten Objekte f

uhrt in allen
F

allen zu genauen Anpassungen (genau bzgl. weniger Pixel). Die Erwartungen an die
Robustheit werden damit erf

ullt. In den Abbildungen 4.3 bis 4.5 sind zur Illustration
die Lokalisationsergebnisse aller betrachteten Objekte f

ur die relevanten mono- und
binokularen F

alle dargestellt. Die monokulare Lokalisation des Schisteils zeigt Abbil-
dung 4.24 auf Seite 141 (oben). Zum unteren in Abbildung 4.3 dargestellten Objekt sei
auf die Beschreibung in Abschnitt 4.4.2 verwiesen. Zu dem kugelf

ormigen Unterdruck-
beh

alter und dem Schisteil siehe Abschnitt 4.4.3.
Um die Objektlokalisation neuen Herausforderungen gegen

uberzustellen und so einen
noch besseren Eindruck von dem tats

achlich erreichten Grad der Robustheit erlangen
zu k

onnen, wird das Verfahren angewandt auf 6 Schisteilbilder der Gr

oe 12961030
Pixel im Vollbildformat, die von einer Schiswerft mit einer hochau

osenden Kamera
aufgenommen und freundlicherweise zur Verf

ugung gestellt worden sind (zum Ver-
gleich: oben referierte Bilder im Halbbildformat haben eine Au

osung von 584264
Pixel; da die Verfolgung mit Halbbildern arbeitet, wurde auch bei der Lokalisation mit
solchen gearbeitet). Es ist damit zu rechnen, da hierbei Lokalisationsungenauigkeiten
auftreten k

onnen. Wie die erzielten Ergebnisse jedoch zeigen, erfolgt die Anpassung
bez

uglich einer Genauigkeit von maximal 10 Pixeln, was aufgrund der Au

osung im
Rahmen bleibt, siehe Abbildungen 4.6 bis 4.8.
Tabelle 4.1 fat die bei den dargestellten Lokalisationen verwendeten Parameter zusam-
men. p
init
ist bei der monokularen Batterielokalisation deshalb so hoch, um ein lokales
Minimum der G

utefunktion aufgrund einer ung

unstigen Konguration der Kantenele-
mente in der Umgebung der Batterie zu vermeiden, vgl. Seite 102. Die Lokalisationszei-
ten bewegen sich auf einer SUN Sparc Ultra II mit zwei 300MHz -Prozessoren zwischen
knapp 3Minuten beim Doppelklotz (siehe zu diesem Objekt Abschnitt 4.4.2), 20 Mi-
nuten beim Schisteil im Bild der hochau

osenden Kamera bzw.

uber 45 Minuten bei
der ung

unstigen Konguration in Form der monokularen Batterielokalisation.
Da die Objektlokalisation robust funktioniert, ist die zugrundeliegende G

utefunktion
als tauglich f

ur die Bewertung guter Anpassungen nachgewiesen. Sie sollte damit ge-
eignet sein als Verikationsfunktion w

ahrend der Verfolgung (vgl. Kapitel 6).
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Lokalisation p
init
x
range
, x
Batterie 17% (50mm, 50mm, 20mm, 45

, 15

, 15

)
T
,
(25mm, 25mm, 20mm, 15

, 15

, 15

)
T
,
Luftlter 7% (30mm, 30mm, 30mm, 5

, 5

, 5

)
T
,
(15mm, 15mm, 15mm, 5

, 5

, 5

)
T
,
kugelf

ormiger Beh

alter 7% (30mm, 30mm, 30mm, 5

, 5

, 5

)
T
,
(15mm, 15mm, 15mm, 5

, 5

, 5

)
T
,
Doppelklotz 10% (80mm, 80mm, 0mm, 180

, 0

, 0

)
T
,
(8,8mm, 8,8mm, 0mm, 8,18

, 0

, 0

)
T
,
Schisteil, Standardkamera 7% (300mm, 300mm, 0mm, 180

, 0

, 0

)
T
,
(75mm, 75mm, 0mm, 10

, 0

, 0

)
T
,
Schisteil, hochau

osende 5% (400mm, 400mm, 0mm, 180

, 0

, 0

)
T
,
Kamera (100mm, 100mm, 0mm, 10

, 0

, 0

)
T
,
Batterie 7% (50mm, 50mm, 20mm, 45

, 15

, 15

)
T
,
(25mm, 25mm, 20mm, 15

, 15

, 15

)
T
,
Luftlter 7% (30mm, 30mm, 30mm, 5

, 5

, 5

)
T
,
(15mm, 15mm, 15mm, 5

, 5

, 5

)
T
,
kugelf

ormiger Beh

alter 7% (30mm, 30mm, 30mm, 5

, 5

, 5

)
T
,
(15mm, 15mm, 15mm, 5

, 5

, 5

)
T
,
Schisteil, Standardkameras 7% (300mm, 300mm, 0mm, 180

, 0

, 0

)
T
,
(75mm, 75mm, 0mm, 10

, 0

, 0

)
T
,
Tabelle 4.1: Lokalisationsparameter aller monokularen (oberer Teil der Tabelle) und
binokularen Lokalisationen (unterer Teil).
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Abbildung 4.3: Monokulare Lokalisation der Batterie (oben), des Luftlters (zweites
Bild von oben), des Unterdruckbeh

alters (drittes Bild) sowie des Doppelklotzes (unten).
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Abbildung 4.4: Binokulare Lokalisation der Batterie (oben: Projektion des Modells ins
linke Kamerabild, darunter Projektion ins rechte) sowie des Luftlters (drittes Bild
von oben: Projektion ins linke Kamerabild, unten: Projektion ins rechte).
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Abbildung 4.5: Binokulare Lokalisation des Unterdruckbeh

alters (oben: Projektion des
Modells ins linke Kamerabild, darunter Projektion ins rechte) sowie des Schisteils
(drittes Bild von oben: Projektion ins linke Kamerabild, unten: Projektion ins rechte).
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Abbildung 4.6: Ergebnisse der Lokalisationen des Schisteils in den hochau

osenden
Bildern 1 und 2 (Die Liniendicke des

uberlagerten Modells wurde jeweils zur besseren
Sichtbarkeit etwas vergr

oert.)
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Abbildung 4.7: Ergebnisse der Lokalisationen des Schisteils in den hochau

osenden
Bildern 3 und 4 (Die Liniendicke des

uberlagerten Modells wurde jeweils zur besseren
Sichtbarkeit etwas vergr

oert.)
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Abbildung 4.8: Ergebnisse der Lokalisationen des Schisteils in den hochau

osenden
Bildern 5 und 6 (Die Liniendicke des

uberlagerten Modells wurde jeweils zur besseren
Sichtbarkeit etwas vergr

oert.)
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4.2 Robustheit und Genauigkeit
Die in Abschnitt 3.1 eingef

uhrten Denitionen f

ur die Genauigkeit und Robustheit
einer Lokalisation oder Verfolgung

ubertragen sich direkt auf die sichtsystemgest

utz-
te automatische Demontage. Eine Lokalisation bzw. Verfolgung gelte als robust bzw.
genau, wenn   
S
:= 3 Pixel gilt.
Zus

atzlich zur Robustheit bzw. Genauigkeit der Lokalisation und Verfolgung sind bei
der Demontage auch die Begrie der Genauigkeit und Robustheit der Regelung festzule-
gen. Wie bei den Begrien zur Lokalisation und Verfolgung h

angt auch hier die Robust-
heit von der erzielten Genauigkeit bei der Regelung ab und der Verschiedenartigkeit der
durchgef

uhrten Prozesse. Daher ist es wichtig, zum Nachweis der Robustheit m

oglichst
unterschiedliche Demontagevorg

ange unter m

oglichst unterschiedlichen Bedingungen
zu testen. Die Genauigkeit ist in der realen Szene des Motorraumes zu messen, d.h. der
Fehler zwischen gew

unschtem Anfahrpunkt und tats

achlich angefahrenem ist zu be-
stimmen. Analog zur Genauigkeit bzw. Robustheit einer Lokalisation oder Verfolgung
mu auch hier eine Schwelle { in dieser Arbeit 
R
genannt { festgelegt werden, mit
deren Hilfe entschieden werden kann, ob eine durchgef

uhrte Regelung als genau bzw.
robust einzustufen ist. Damit beispielsweise die automatische Entnahme der Batterie
aus dem Motorraum erfolgreich durchgef

uhrt werden kann, mu die Anfahrgenauigkeit
des hierf

ur eingesetzten Greifers mindestens 
R
:= 0,5 cm betragen. Aufgrund der Ab-
messungen von Greifer und Batterie setzt ansonsten eine der Greiferbacken w

ahrend
der Anfahrbewegung auf der Batterie auf, anstatt da das Werkzeug die Greifposition
bez

uglich der Batterie erreicht, bei der sich die Batterie zwischen den Backen bendet.
Bei einer Regelung zum automatischen L

osen von Schrauben mittels eines Schauber-
werkzeuges mu der Schraubenschlitz mit einer Genauigkeit 
R
von weniger als der
halben Schlitzl

ange angefahren werden, damit der Schrauber fassen kann.
Damit der Algorithmus zur sichtsystemgest

utzten automatischen Demontage Sinn
macht, ist nat

urlich die Genauigkeit der eingesetzten Verfolgung Vorbedingung einer
genauen Regelung. Das

ubertr

agt sich in nat

urlicher Weise selbstverst

andlich auch auf
den Aspekt der Robustheit. Aus dieser Beziehung folgt, da im Falle einer ungenauen
Regelung zwischen folgenden beiden Ph

anomenen zu unterscheiden ist:
 Die Verfolgung ist bereits ungenau.
 Die Verfolgung ist genau, aber die Regelung ist es nicht.
In der vorliegenden Arbeit stellt sich heraus, da bei allen hier dokumentierten Rege-
lungsschwierigkeiten bis auf einen Fall
6
eine ungenaue Verfolgung zugrunde liegt.
Der Sicherung der Robustheit bei der Verfolgung kommt daher bei der sichtsystem-
gest

utzten automatischen Demontage eine besonders groe Bedeutung zu, da Roboter
im Einsatz sind, die als Folge ungenauer Regelungen besch

adigt werden k

onnen. Dieser
6
Siehe den vierten Punkt der Liste von Abschnitt 4.2.2 auf Seite 123.
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Aspekt bedeutet insbesondere auch eine entsprechend angepate Arbeitsweise w

ahrend
der Programmentwicklung . So k

onnen beispielsweise schon w

ahrend der Entwicklung
viele Risiken vermieden werden, indem bei abgeschalteten Robotern m

oglichst viel mit
Bildern von Platte gearbeitet und getestet wird. Solche bei den Experimenten konstante
Bildfolgen erm

oglichen zudem numerische Vergleiche der ermittelten Lagesch

atzungen
bei unterschiedlichen Versuchen und damit die fr

uhzeitige Erkennung von eventuell bei
der Entwicklung eingebauten Programmfehlern.
Im Gegensatz zur Personenverfolgung wird bei der Demontage aus Geschwindigkeits-
gr

unden kein iterativ erweiterter Kalman-Filter eingesetzt. Tats

achlich wurde im Rah-
men der Entwicklung der Arbeiten zu [Tonko 97] ein urspr

unglich eingesetzter ite-
rativ erweiterter Kalman-Filter mit Levenberg-Marquardt{Optimierung durch einen
erweiterten Kalman-Filter ersetzt, um einer Echtzeitregelung so nahe wie m

oglich zu
kommen. Da sich kein deutliches Indiz auf M

angel durch diese Optimierung ergeben,
wird aufgrund der Priorit

at des Geschwindigkeitsaspekts bei der Regelung das Opti-
mierungsverfahren des Aktualisierungsschrittes beibehalten. Die folgenden Abschnitte
zeigen, da die gegenw

artigen Robustheitsschwierigkeiten bei der Regelung an anderer
Stelle zu suchen sind als bei der Personenverfolgung.
4.2.1 Verwendung einer adaptiven Bildlterung
In [Tonko 97] (Abschnitt 3.4, ab Seite 49) wird das gravierendste Problem bei der Ver-
folgung angesprochen. Bei benachbarten parallelen projizierten Modellkanten treten
Anpassungsschwierigkeiten aufgrund von Anpassungen der Kantenelemente an falsche
projizierte Modellkanten auf. Dies wurde bisher dadurch umgangen, da benachbar-
te parallele projizierte Modellkanten vom Anpassungsverfahren ausgeschlossen wurden
(vgl. Abb. 3.7 in [Tonko 97]). Im Programm ndet sich der Schwellwert 5 Pixel, d.h.
alle parallelen projizierten Modellkanten, die keinen gr

oeren Abstand als 5 Pixel von-
einander haben, werden bei der Anpassung ignoriert. Wie sich bei der Verfolgung zeigt,
f

uhrt dies insbesondere zu einer Ausblendung langer, im Bild oft sehr gut ausgepr

agter
Kanten. Da damit einige f

ur eine robuste Verfolgung wichtige Kanten ignoriert wer-
den, ist zu erwarten, da die Robustheit der Verfolgung deutlich gesteigert werden
kann, wenn diese Kanten so weit wie m

oglich integriert werden. Um diese Kanten im
Verfolgungsproze integrieren zu k

onnen, m

ussen insbesondere die zugeh

origen paralle-
len Bildkanten in der Bildlterung besser aufgel

ost werden ohne dabei gleichzeitig die
Rauschein

usse zu verst

arken (was ein Absenken der Gradientenbetragsschwelle zur
Berechnung des Kantenelementbildes bewirken w

urde, vgl. Seite 6). Es wird erwartet,
da sich dadurch die Schwelle f

ur den Minimalabstand der projizierten Modellkanten
ohne Robustheitsverlust senken oder gar eliminieren l

at.
Zur Realisierung der adaptiven Bildlterung wird der in [Nagel & Gehrke 98] beschrie-
bene Ansatz (im 2D-Fall) verwendet und im folgenden verbessert. Als Testbeispiel
eignet sich eine Aufnahme der Autobatterie, da im rechten Bereich im Bild besonders
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viele parallele Bildkanten unterschiedlichen Abstands auftreten, siehe Abbildung 4.9
(oben). Als Referenzlterung f

ur die nachfolgenden Untersuchungen dient die Bildl-
terung nach [Otte 94], da hierbei eine Vielzahl an Filterungsartefakten ausgeschlossen
wird und sich diese bereits in anderen Anwendungen der Bildauswertung als sehr geeig-
net herausgestellt hat (siehe z.B. [Haag 98]). Der untere Teil von Abbildung 4.9 zeigt
das nach [Otte 94] berechnete Kantenelementbild der Batterie.
Abbildung 4.9: Bild der Autobatterie (oben) und extrahierte Kantenelemente bei Ver-
wendung der Maskenberechnung mittels Abtastung einer abgeleiteten Gaufunktion
und der Maskenberechnung mit Randausgleich nach [Otte 94] (unten) bei einer Filte-
rung mit konstanten Masken.
Das Verfahren nach [Nagel & Gehrke 98] erm

oglicht es, bei der Berechnung der Masken
f

ur eine Tiefpalterung bzw. Ableitung eines Grauwertbildes dessen lokale Gegeben-
heiten zu ber

ucksichtigen. Dies geschieht, indem die Filtermasken lokal den Bildstruktu-
ren entsprechend bestimmt werden. Dazu wird ein lokal bestimmter Grauwertstruktur-
Tensor GLST
init
(x) zur Bestimmung der lokalen Filtermasken verwendet. Damit Fil-
termasken berechnet werden, die zu praktikablen Ergebnissen f

uhren, m

ussen die Ei-
genwerte 
init;i
(x), i = 1; 2, von GLST
init
(x) in Anlehnung an [Nagel & Gehrke 98]
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unter Beibehaltung der Eigenvektoren zuvor geeignet transformiert werden:

0
init;i
(x) := 
2
minsize
+

2
maxsize
1 + 
2
maxsize

w
i
(x)
; (4.4)
wobei

w
i
(x) := 
init;i
(x) ; i = 1; 2 : (4.5)
Die Parameter 
2
minsize
und 
2
maxsize
geben dabei den Bereich f

ur die resultierenden Kova-
rianzen an. In [Nagel & Gehrke 98] wird darauf hingewiesen, da nur dann brauchbare
Ergebnisse zu erwarten sind, wenn die Eigenwerte 
init;i
(x) zwischen 
2
minsize
und 
2
maxsize
liegen. Daher werden die Eigenwerte 
init;i
(x) gem

a [Nagel & Gehrke 98] geeignet nor-
miert, d.h.

w
i
(x) :=

init;i
(x)
1
2
Spur(GLST
init
(x))
; i = 1; 2 (4.6)
anstatt der Festlegung nach (4.5) verwendet. Im Ausnahmefall Spur(GLST
init
(x)) = 0
wird sinnvollerweise 
w
i
(x) := 
init;i
(x) := 0 gesetzt. Abbildung 4.10 zeigt die sich erge-
bende adaptive Bildlterung f

ur 
2
minsize
= 0,5 und 
2
maxsize
= 4,5 bei einer Maskengr

oe
von 77. Diese Parameter werden auch im Folgenden verwendet { sofern nichts Ande-
res angegeben. Insbesondere bei den parallelen Bildkanten im rechten Teil der Batterie
kann man gegen

uber der Referenzlterung aus Abbildung 4.9 deutliche Verbesserungen
erkennen.
Abbildung 4.10: Adaptive Bildlterung mit Eigenwerttransformation nach den Glei-
chungen (4.4) und (4.6). Im rechten Teil der Batterie kann man gegen

uber dem unte-
ren Teil von Abbildung 4.9 eine deutlich bessere Au

osung der parallelen Bildkanten
erkennen.
Intuitiv zug

anglicher wird die Wirkung der Eigenwerte auf die berechneten Masken,
wenn die Transformation nach (4.4) und (4.6) ersetzt wird durch

0
init;i
(x) := 
w
i

2
minsize
+ (1  
w
i
)
2
maxsize
(4.7)
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mit

w
i
(x) :=

init;i
(x)
Spur(GLST
init
(x))
: (4.8)
Die sich ergebenden extrahierten Kanten bei Verwendung dieser Transformation zeigt
Abbildung 4.11. Im Vergleich zu Abbildung 4.10 kann man eine bessere Detektion
der nahe beisammen liegenden, parallelen Kanten am rechten Teil der Autobatterie
erkennen. Dies spricht eindeutig f

ur die Verwendung von (4.7) und (4.8) anstatt (4.4)
und (4.6).
Abbildung 4.11: Adaptive Bildlterung mit Eigenwerttransformation nach den Glei-
chungen (4.7) und (4.8). Insbesondere die parallelen Bildkanten im rechten Teil der
Batterie werden im Vergleich zu Abbildung 4.10 deutlich besser aufgel

ost.
Es stellt sich die Frage, wie die Berechnung nach (4.7) und (4.8) weiter verbessert
werden kann, d.h. wie 
w
i
(x) und 
0
init;i
(x) gew

ahlt werden m

ussen, damit sich eine
bez

uglich der Modellanpassung optimale Kantenelementextraktion ergibt. Die Berech-
nung nach (4.7) und (4.8) f

uhrt zu umso kleineren Kovarianzen 
0
init;i
(x), je gr

oer der
Eigenwert 
init;i
(x) gegen

uber dem anderen Eigenwert 
init;3 i
(x) von GLST
init
(x) ist
(i = 1; 2). Sind die beiden Eigenwerte von GLST
init
(x) gleich gro, so ergibt sich stets
die gleiche Kovarianz 
0
init;i
(x) =
1
2
(
2
minsize
+ 
2
maxsize
), i = 1; 2, und damit ergeben sich
stets die gleichen adaptiven Masken zur Bestimmung der Ableitung am entsprechenden
Bildpunkt. Insbesondere bedeutet dies im Falle gleich groer Eigenwerte, da sich bei
einer sehr schwachen Grauwertvariation die gleiche Filtermaske ergibt wie bei einer
starken Grauwertvariation. Bei starken Grauwertvariationen w

aren allerdings im Ver-
gleich zu geringen Grauwertvariationen kleinere Kovarianzen w

unschenswert, damit in
diesen F

allen die Grauwertstruktur besser lokalisiert werden kann, w

ahrend bei schwa-
chen Variationen eine st

arkere Tiefpalterung durchgef

uhrt werden sollte. Um dies zu
erreichen, kann man beispielsweise

0
init;i
(x) :=


i

minsize
+ (1 
i
)
maxsize

2
; (4.9)

i
:= (
q

init;i
(x)) (4.10)
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w

ahlen mit der st

uckweise linearen Sigmoidfunktion
 : [0; 255]! [0; 1] ; (x) :=
8
>
>
<
>
>
:
0; f

ur x < x
min
x x
min
x
max
 x
min
; f

ur x
min
 x  x
max
1; f

ur x > x
max
(4.11)
und den Parametern x
min
; x
max
2 [0; 255], x
min
< x
max
, welche ein geeignetes Grauwert-
intervall f

ur den linearen Anstieg von  denieren. Zu bemerken ist, da der Zusam-
menhang zwischen der H

ohe
q

init;i
(x) eines Grauwert

uberganges und der berechneten
Standardabweichung
q

0
init;i
(x) im Bereich [x
min
; x
max
] linear ist.
7
Durch Variation der Parameter x
min
und x
max
mu nun die bestm

ogliche Eigenwert-
transformation ermittelt werden. Dahingehende Versuche zeigen, da das beste Resul-
tat f

ur x
min
= 10 und x
max
= 11 erzielt wird. Wie man Abbildung 4.12 entnehmen
kann, ist das erzielte Ergebnis deutlich besser als das in Abbildung 4.11 dargestellte.
Wie weitere Experimente zeigen, k

onnen mit anderen Werten h

ochstens gleich gute Re-
sultate erzielt werden, aber keine merklich besseren. Bei den gefundenen Werten f

ur die
Parameter x
min
und x
max
f

allt auf, da deren Dierenz eins ist, d.h. die Sigmoidfunktion
praktisch zu einer Sprungfunktion degeneriert. Es erstaunt, da bei den transformier-
ten Eigenwerten kein breiter

Ubergang zwischen 
2
minsize
und 
2
maxsize
ben

otigt wird, vgl.
Gleichung (4.9).
Abbildung 4.12: Adaptive Bildlterung mit Eigenwerttransformation nach den Glei-
chungen (4.9) und (4.10) f

ur x
min
= 10, x
max
= 11. Insbesondere die parallelen Bild-
kanten im rechten Teil der Batterie werden im Vergleich zu Abbildung 4.11 deutlich
besser aufgel

ost.
Die Frage nach der besten Eigenwerttransformation reduziert sich demnach auf die Su-
che nach einer Schwelle, bis zu der die H

ohe einer Grauwertkante vernachl

assigt, d.h.
7
Es ist darauf hinzuweisen, da aufgrund der Denition des lokalen Grauwertstruktur-Tensors
dessen Eigenwerte 
init;i
(x) proportional zum Quadrat der H

ohe des Grauwert

uberganges sind.
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implizit dem Rauschen oder unwesentlichen Grauwertvariationen zugeschrieben wird,
und ab welcher Grauwertkantenh

ohe ein Pixel als Kantenelement, d.h. als strukturel-
ler Grauwert

ubergang angesehen werden soll. Die Suche nach einer solchen Schwelle
ist

aquivalent zu der Suche nach einer geeigneten Funktion, welche die Schwelle erset-
zen soll, d.h. { unabh

angig davon, ob eine Schwelle oder eine Funktion gesucht wird {
in beiden F

allen mu festgelegt werden (im einen Fall explizit, im anderen implizit),
wo die Grenze zwischen unwesentlicher/stochastischer und struktureller Grauwertva-
riation gezogen werden soll. Obige Untersuchungen belegen, da oenbar diese Grenze
scharf sein darf, also kein breiter kontinuierlicher

Ubergang erforderlich ist. Erwartungs-
gem

a variiert diese Grenze je nach zu lterndem Bild. Im vorliegenden Fall ist 10 ein
guter Wert. Eine unscharfe Grenze, d.h. ein breiterer Bereich [x
min
; x
max
] (evtl. mit
einer anderen, nicht st

uckweise linearen Sigmoidfunktion ) k

onnte hier m

oglicherwei-
se genutzt werden, um bei vielen m

oglichen, unterschiedlichen Eingabebildfolgen einen
Kompromi f

ur die Schwelle zu nden, d.h. die Transformation f

ur den Fall allgemeiner
Bildfolgen zu optimieren.
Man mag nun argumentieren, da die kleinere Kovarianz der Filtermaske mageblich
f

ur die erzielten Resultate verantwortlich ist und die gr

oere keine Rolle spielt. Dies
kann sofort widerlegt werden mit einer Filterung f

ur x
min
=  1 und x
max
= 0, d.h.
bei konstanter Kovarianz 
0
init;i
(x)  
2
minsize
. Das Filterergebnis ist wesentlich schlech-
ter als alle hier dargestellten Ergebnisse und schlechter als die Referenzlterung aus
Abbildung 4.9. Dies belegt, da nicht nur die geschickte Wahl der Kovarianz f

ur die
Richtung senkrecht zu den Grauwertkanten im Hinblick auf eine gute Kantendetekti-
on wichtig ist, sondern da auch die Kovarianz in Richtung der Grauwertkanten eine
entscheidende Rolle spielt. Damit ist nachgewiesen, da durch eine groe Kovarianz
tangential zu einer Grauwert

ubergangsfront die (aufgrund einer kleinen Kovarianz)
schwache Tiefpalterung senkrecht zur Grauwert

ubergangsfront ausgeglichen wird.
Aufgrund der damit nachgewiesenen Wichtigkeit beider berechneter Kovarianzen

0
init;i
(x), i = 1; 2 bietet es sich an, bei vorliegenden Grauwertkanten deren Dierenz zu
vergr

oern. Damit wird m

oglicherweise eine zus

atzliche Verst

arkung schwacher Grau-
wertkanten bewirkt. Um diese Hypothese zu testen, erfolgt versuchsweise die Eigen-
werttransformation nach (4.9) unter Verwendung von

i
:= 


init;i
(x)
Spur(GLST
init
(x))
| {z }
2[0;1]
q

init;i
(x)
| {z }
2[0;255]

; i = 1; 2 (4.12)
bei x
min
= 10 und x
max
= 11. Das Ergebnis ist mit bloem Auge nicht von Abbildung
4.12 zu unterscheiden.
Eine andere M

oglichkeit, die Dierenz zwischen den berechneten Kovarianzen

0
init;i
(x), i = 1; 2 zu vergr

oern, ergibt sich aus folgender

Uberlegung: F

ur die Mo-
dellanpassung sind vor allem die extrahierten langen Bildkanten von Bedeutung. Die
Enden extrahierter Kanten sind oft gegen

uber dem eingezogenen Bild nicht korrekt lo-
kalisiert. Wenn z.B. zwei Bildkanten in spitzem Winkel aufeinander treen, beeinut
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die eine Bildkante den detektierten Verlauf der anderen desto mehr, je n

aher man sich
beim Schnittpunkt der Bildkanten bendet. An solchen Schnittpunkten ergeben sich
zwei groe Eigenwerte 
init;i
(x) (i = 1; 2). F

ur die Modellanpassung sind vor allem die
Stellen wichtig, an denen ein Eigenwert gro und der andere klein ist. Es ist daher zu
erwarten, da es vorteilhaft ist, solche Bereiche auszudehnen. Um das zu testen, wird
versuchsweise 
0
init;i
(x) wie in (4.9) gew

ahlt unter Verwendung von

i
:= (
q

init;i
(x) 
i;3 i
) ; i = 1; 2 (4.13)
und

j;k
:=
8
<
:
0 f

ur 
init;j
(x)  
init;k
(x)
1 f

ur 
init;j
(x) > 
init;k
(x)
(j; k 2 f1; 2g):
Auch das hiermit erzielte Ergebnis f

ur x
min
= 10, x
max
= 11 ist mit bloem Auge nicht
von Abbildung 4.12 zu unterscheiden. Oenbar lassen sich die Ergebnisse, die mittels
der Transformation (4.9), (4.10) in Abbildung 4.12 erzielt wurden, durch Verfahrens-
modikationen zumindest nicht mehr signikant verbessern. Versuche zur Optimierung
der Werte f

ur 
2
minsize
und 
2
maxsize
f

uhren ebenfalls zu keinen besseren Resultaten als
bisher. Daher wird die Suche nach einer optimalen Transformation bzw. Parametrisie-
rung als abgeschlossen betrachtet.
Die Verfolgung der Autobatterie unter Verwendung der adaptiven Bildlterung funk-
tioniert so genau wie die bisherige Bildlterung bei einer Schwelle von 5 Pixeln f

ur den
Minimalabstand der projizierten Modellkanten. Um den Robustheitsgewinn durch die
Einf

uhrung der adaptiven Bildlterung zu ermitteln, wird schrittweise die Schwelle f

ur
den Minimalabstand der projizierten Modellkanten erniedrigt. Die Schwelle kann bis
auf 2,75 Pixel herabgesetzt werden, ohne da Robustheitseinbuen bei der Verfolgung
mit adaptiver Bildlterung beobachtet werden, siehe Abbildung 4.13. Bei der Filterung
mit ortsinvarianten Filtermasken treten dagegen bei dieser Schwelle schlechte Anpas-
sungen auf.
Zusammenfassend ist zu sagen:
 Parallele Bildkanten werden durch die Integration und Verbesserung der adapti-
ven Bildlterung gem

a der Erwartungen deutlich besser herauspr

apariert, ohne
gleichzeitig Rauschein

usse zu verst

arken.
 Dadurch wird die Robustheit der Verfolgung deutlich gesteigert.
 Insbesondere kann die Schwelle f

ur den Minimalabstand projizierter Modellkan-
ten im Bild signikant abgesenkt werden, wodurch mehr Modellkanten im An-
passungsproze ber

ucksichtigt werden.
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Abbildung 4.13: Verfolgung der Autobatterie zum Halbbildzeitpunkt 201 bei der bis-
herigen Bildlterung mit ortsinvarianten Filtermasken (oben) und der adaptiven Bild-
lterung nach (4.9), (4.10) mit x
min
= 10, x
max
= 11 (unten) bei einer Schwelle f

ur den
Minimalabstand projizierter Modellkanten von 2,75 Pixel.
4.2.2 Verbesserung verschiedener Einzelfaktoren
Wie sich bereits bei der Personenverfolgung gezeigt hat, ist die Robustheitssteigerung
mit der Analyse und Verbesserung zahlreicher Einzelfaktoren verbunden. Dies best

atigt
sich auch bei der sichtsystemgest

utzten automatischen Demontage. Auch hier liegt oft
nicht in den Manahmen zur Verbesserung selbst die eigentliche Schwierigkeit (einige
Manahmen sind sehr einfach bei gleichzeitig groer Wirkung), sondern in der Analyse
der zugrundeliegenden Ursachen. Durch systematische R

uckverfolgung sich zeigender
Robustheitsschw

achen werden hier deutliche Verbesserungen erzielt. Insgesamt tragen
folgende Manahmen zur Steigerung der Robustheit bei:
 Verbesserung der Einstellung der Kovarianzen (in [Tonko 97] mit P
 
0
und Q
bezeichnet) f

ur die Unsicherheit der Lagesch

atzung der Modelle. Als sehr gute
Richtlinie hat sich dabei bew

ahrt, die maximale Dierenz der w

ahrend einer
genauen Verfolgung berechneten Zustandsvektoren f

ur das Systemrauschen Q
anzusetzen. Insbesondere die Robustheit der Stereoverfolgung von Batterie und
Greifer wird dadurch gegen

uber [Tonko 97] deutlich verbessert.
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 Beseitigung eines Relikts aus der Zeit des einst verwendeten iterativ erweiterten
Kalman-Filters mit Levenberg-Marquardt{Optimierung (siehe Seite 115): Der
Levenberg-Marquardt{Parameter  zur Interpolation zwischen Gau-Newton{
und Gradientenabstiegsverfahren (zur Bedeutung von  vgl. Algorithmus von
Seite 47) wird f

alschlicherweise mit einem nicht zu vernachl

assigenden Wert von
0,1 weiterhin verwendet und vor der Invertierung der zweiten Ableitung der G

ute-
funktion eingerechnet.
 Durch die in Abschnitt 4.5.1 erl

auterte Beschleunigung ergibt sich ebenfalls ei-
ne Robustheitssteigerung, da { bei unver

anderter Bewegungsgeschwindigkeit des
Werkzeugroboters { deutlich mehr Kamerabilder ausgewertet werden als in [Ton-
ko 97].
 Der Regelungsmechanismus selbst wird verbessert. Insbesondere wird ein besseres
Abstandsma zum Anfahren der Zielposition eingesetzt, welches die Verh

altnisse
in der Szene besser modelliert: Bisher wurde als Kriterium f

ur das Erreichen der
Zielposition die

Anderung der Roboter-Hand{Transformation verwendet. Wenn
diese

Anderung unter eine Genauigkeitsschwelle el, wurde die Anfahrposition
als erreicht angesehen. Nun wird die euklidsche Abweichung zwischen gew

unsch-
ter Zielposition und tats

achlicher Position verwendet und mit einer vorgegebenen
Genauigkeitsschwelle verglichen. Dadurch kann das verwendete Werkzeug relativ
zum Werkst

uck wesentlich genauer als bisher positioniert werden. Zudem k

onnen
im Gegensatz zu vorher { wo kein direkter Zusammenhang zur tats

achlich er-
reichten Genauigkeit bestand { die vorgegebenen Anfahrgenauigkeiten bez

uglich
der Lagesch

atzungen der Objekte zugesichert werden.
 W

ahrend es sich in [Tonko 97] aus Rechenzeitgr

unden als sinnvoll herausgestellt
hat, nur wenige Teile des Greiferwerkzeuges zu modellieren (siehe z.B. [Tonko
97], Seite 96; Modell dargestellt im linken Teil von Abbildung 4.14), so ergibt
sich nach obigen Manahmen eine andere Situation bei der Greiferverfolgung.
Einige auftretende Fehlanpassungen des Greifers k

onnen durch Erweiterung des
Modells beseitigt werden, siehe Abbildung 4.14 (rechts).
Als Bewertungsmastab der angegebenen Arbeiten kann das Folgende dienen. Vor
Durchf

uhrung der genannten Manahmen reagierte die automatische Entnahme der
Batterie aus dem Motorraum so empndlich auf Rahmenbedingungen wie z.B. leichte
Variationen der St

arke des in der Roboterzelle einfallenden Tageslichts, da die Rege-
lung in vielen F

allen milang. Die sich dabei

andernden Rahmenbedingungen waren
mit bloem Auge oft nicht festzustellen. Meist setzte dabei eine der Greiferbacken beim
Anfahren der Zielposition auf der Batterie auf oder der Greifer bewegte sich f

alschli-
cherweise auf die Karosserie des Fahrzeugs zu und das Experiment mute abgebrochen
werden. Dagegen funktioniert nun die Entnahme der Batterie aus dem Motorraum
bei praktisch allen Programml

aufen robust. Lediglich bei starken

Anderungen der ver-
wendeten Beleuchtungsbedingungen treten noch Anpassungsprobleme des Greifers auf.
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Abbildung 4.14: Modell des Greiferwerkzeuges vor (links) und nach (rechts) der Er-
weiterung. Die im linken Teil durchgestrichenen Objektteile waren zwar bei [Tonko 97]
modelliert, wurden aber w

ahrend der Verfolgung deaktiviert, um die Zykluszeit der
Verfolgung hinreichend gering zu halten. Da die Greiferbacken aus Aluminium beste-
hen, sind einige Bildkanten sehr kontrastschwach. Dies wird w

ahrend der Verfolgung
ber

ucksichtigt, indem entsprechende projizierte Modellkanten nicht eingezeichnet wer-
den (siehe insbesondere rechte Teilabbildung).
Diese sind in allen beobachteten F

allen darauf zur

uckzuf

uhren, da Modellkanten des
Greifers an Hintergrundkanten (Kanten des Kot

ugels oder der Autobatterie) angepat
werden, die hinsichtlich ihrer Position und Richtung kompatibel zu den Modellkanten
sind.
Ein weiterer Beleg f

ur die erzielte Robustheit ergibt sich aus der genauen Anpassung des
Schisteils unter signikanter partieller Verdeckung, siehe Abbildung 4.24 auf Seite 141.
4.3 Zuverl

assigkeit, Sicherheit, Ausfallsicherheit
W

ahrend es in [Tonko 97] darum ging,

uberhaupt erst ein Verfahren zu entwickeln, das
sichtsystemgest

utzt Roboter regeln kann, muten verschiedene andere Aspekte damals
aus verst

andlichen Gr

unden zur

uckgestellt werden. Dazu z

ahlt insbesondere auch die
Zuverl

assigkeit des Systems, die Sicherheit f

ur die eingesetzten Ger

ate, die Ausfallsi-
cherheit des Systems, sowie die Analysierbarkeit der Ergebnisse bzw. des Programms
(siehe Abschnitt 4.6). Daher zeigen sich bei dem System in der Fassung nach [Tonko 97]
w

ahrend der Verfolgung bzw. Regelung verschiedene St

oreekte, die zu unvorhersehba-
ren Zeiten auftreten und sich in unterschiedlichster Art und Weise bemerkbar machen.
Beispielsweise versagt der Bildeinzug gelegentlich unter Ausgabe unterschiedlicher Mel-
dungen seinen Dienst und die Verfolgung bzw. Regelung wird abgebrochen, einer der
Roboter ist bei einem Programmstart oder pl

otzlich w

ahrend der Regelung nicht (mehr)
ansprechbar, das System st

urzt in einigen F

allen scheinbar grundlos ab, der Greifer
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wird trotz funktionierender Verfolgung an eine falsche Stelle gefahren oder die Ver-
folgung selbst versagt ohne erkennbaren Grund. Bei dem letzteren Punkt

ubertr

agt
sich die Frage nach der Robustheit direkt auf den Sicherheitsaspekt. Die Verbesserung
der Robustheit aus Abschnitt 4.2.2 bedeutet folglich gleichzeitig eine Verbesserung
der Sicherheit f

ur die eingesetzten Ger

ate und nat

urlich auch die Ausfallsicherheit.
Da die

ubrigen Punkte in nicht reproduzierbarer, (scheinbar) zuf

alliger Art und Weise
auftreten, ist eine R

uckverfolgung der Ursachen besonders schwierig. Es ergibt sich ein
System, das scheinbar zuf

allig immer neue Fehler produziert und manchmal zur korrek-
ten Durchf

uhrung der Entnahme der Batterie aus dem Motorraum mehrmals gestartet
werden mu. Zudem werden Steuerparameter zur Parametrisierung des Bildeinzugs
und der Kantenelementberechnung mit z.T. falschen Werten an die MiniVISTAs (vgl.
Seite 6) durchgereicht.
Beim Robotereinsatz ist es nat

urlich zum Schutz der Ger

ate besonders wichtig, sol-
che Probleme zu beseitigen. Um m

oglichst viele Indeterminismen im Programm auf-
sp

uren zu k

onnen, erweist sich die Verwendung von mehr als einem

Ubersetzer (siehe
Abschnitt 4.4) und der aktivierbaren Warnungsmeldungen beim

Ubersetzen des Pro-
gramms als wertvolles Hilfsmittel (vgl. auch Abschnitt 3.3). Die Verwendung von mehr
als einem

Ubersetzer hat dabei den Vorteil, da ein

Ubersetzer gelegentlich m

ogliche
Indeterminismen bzw. m

ogliche Fehlerquellen erkennen kann, die der andere nicht zu
dokumentieren in der Lage ist.
Da die GIGAmachine selbst in seltenen F

allen Fehler produziert und die Herstellerrma
mittlerweile nicht mehr f

ur eine Reparatur existiert, tr

agt der Umstieg auf einen ande-
ren Rechner dazu bei, das Regelungssystem ausfallsicherer zu machen, vgl. Abschnitt
4.5.1.
Bei dem Versuch, die nun noch verbleibenden St

orursachen aufzusp

uren, stellt sich
heraus, da viele davon durch das Zusammenspiel komplexer und schwer analysier-
barer Programmteile sowie einer unn

otig fehleranf

alligen Zusammenschaltung der ein-
gesetzten Spezialrechner (Transputer) zustande kommen. Dies ist zun

achst n

aher zu
erl

autern. Bei der Verschaltung der zur Ansteuerung der Roboter notwendigen Spezi-
alrechner sowie der MiniVISTAs konnten zu Zeiten der GIGAmachine nur zwei Karten
zur Ansteuerung der Ger

ate verwendet werden. Das bedeutet, da die Ansteuerung
der Roboter durch eine MiniVISTA `hindurchgeschleift' werden mute, siehe Abbil-
dung 4.15 oder auch die Abbildung auf Seite 107 in [Tonko 97]. Durch die Konkurrenz
von Bildeinzug und Roboteransteuerung auf der Verbindung zum Rechner l

at sich die
Daten

ubertragung nur sehr schwer ausfallsicher realisieren, was zu entsprechend kom-
plexen { und dennoch nicht hundertprozentig ausfallsicheren { programmtechnischen
Ansteuerungen f

uhren mute. Zudem mu die sternf

ormige Verschaltung der nicht
am Bildeinzug beteiligten Spezialrechner ber

ucksichtigt werden. Dies wird realisiert
durch generische Programmkonstrukte, die selbstst

andig die Topologie des verwende-
ten Rechnernetzes erkennen k

onnen und die Daten entsprechend verschicken. Um die
Ansteuerungen zu unterst

utzen wurde ein Pr

aprozessor f

ur C/C++ [Sch

afer 96] einge-
setzt, der durch Generierung entsprechender Programmquelltexte die Arbeit erleichtern
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Abbildung 4.15: Verschaltung der Spezialrechner (Transputer) zur Ger

ateansteuerung.
Die beteiligten Rechner sind durch Rechtecke dargestellt. Die Zahlen innerhalb der
Rechtecke geben die Verbindungen (`Links') an,

uber welche die Rechner mit anderen in
Kontakt treten k

onnen. MiniVISTA 1 ist zust

andig f

ur den Bildeinzug von der rechten
Kamera des Beobachtungsroboters und MiniVISTA 2 f

ur den der linken. Die Verbin-
dung zwischen den MiniVISTAs dient der Stereobildsynchronisation. /dev/link/3 1
und /dev/link/1 1 bezeichnen die Eing

ange am Steuerrechner. Reis bezeichnet den
Rechner f

ur den Beobachtungsroboter und Cloos den des Werkzeugroboters. Pario
diente einst der Einstellung von Blenden- und Sch

arferegler der Kamera auf dem End-
eektor des Werkzeugroboters vom Rechner aus (wird aber jetzt nicht mehr verwendet).
sollte. Das Konzept, die Daten

uber evtl. mehrere Rechner zum Zielrechner hindurch-
zureichen wurde zudem kombiniert mit Mechanismen zum Fernstarten von Funktionen
auf anderen Rechnern (`remote procedure calls'). Die Kombination all dieser Mechanis-
men verkn

upft mit automatisch vom Pr

aprozessor generiertem und daher sehr schwer
lesbarem Programmquelltext erweist sich nun als so komplex, da es fast unm

oglich
erscheint, die auftretenden Schwierigkeiten darin lokalisieren zu k

onnen.
Da sich besagte Programmstruktur wie auch die Spezialrechnerverschaltung nun als
unn

otig komplex herausstellt und nicht mehr zwingend ben

otigt wird, entscheidende
Schwierigkeiten verursacht und zudem die Verbesserung des Systems schwierig oder so-
gar unm

oglich macht, wird entschieden, im Hinblick auf Zuverl

assigkeit, Ausfallsicher-
heit und Analysierbarkeit des Systems eine m

oglichst einfache Struktur zu w

ahlen. Ins-
besondere werden die Spezialrechner angemessener verschaltet, siehe Abbildung 4.16.
W

ahrend bisher bei Ausfall eines Spezialrechners ein `Wurmprogramm' das Netz nach
dem abgest

urzten Ger

at auskunschaften mute, hat diese Manahme den zus

atzlichen
Vorteil, da das Ger

at direkt vom Steuerprogramm erkannt wird.
Zur Verbesserung von Zuverl

assigkeit, Ausfallsicherheit und Analysierbarkeit werden
systematisch u.a. folgende Bereinigungen am Programmsystem durchgef

uhrt (f

ur De-
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MiniVISTA 1
MiniVISTA 2
Reis
2
0
1
2
3
1
3
Cloos
Pario3 1
0 2
2
0
3
1
Link 0_1
Link 2_1
Link 1_1
Link 3_1
1
20
0
3
Verteiler2 0
1
3
Abbildung 4.16: Verbesserte Verschaltung der Spezialrechner (Transputer) zur
Ger

ateansteuerung. Zur Darstellung siehe Bildunterschrift zu Abb. 4.15. Es werden
nun vier Eing

ange am Steuerrechner verwendet (/dev/link/0 1 bis /dev/link/3 1).
Pario ist programmtechnisch stillgelegt und Verteiler reicht alle ankommenden Da-
ten zwischen den Verbindungen 0 und 2 direkt durch (falls Pario in Zukunft wieder
verwendet werden soll, kann man dies einfach

andern).
tails siehe [M

uller & Nagel 99]):
 Elimination der oben genannten, nun unn

otig gewordenen komplexen Konzepte,
 dazu Reimplementation von Bildeinzug und Roboteransteuerung sowie Verbes-
serung einiger Teile, vgl. Abschnitt 4.4.1,
 Beseitigung des Pr

aprozessors zur Verbesserung der Lesbarkeit und Analysier-
barkeit des Programms,
 weitere unn

otig gewordene Programmteile werden ausndig gemacht und elimi-
niert (durch Wegfallen des Pr

aprozessors k

onnen weitere generische Konstrukte
entfernt werden, z.B. bei der Roboteransteuerung; zudem nden sich viele Rou-
tinen, die auf der GIGAmachine notwendig waren und nun nach dem Umstieg
auf den neuen Steuerrechner entfallen k

onnen, vgl. S. 142).
 Verbesserung der Analysierbarkeit von eventuellen Fehlern im Programm durch
Verbesserung der Einbindestruktur bei den Quelldateien sowie Vereinfachung und
Verk

urzung einiger Programmteile.
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Durch diese Manahmen wird insbesondere auch die Wartbarkeit des Systems deutlich
sp

urbar (zu sp

uren an den f

ur Umbauten ben

otigten Zeiten) verbessert. Tabelle 4.2
zeigt, von welchem bedeutenden Umfang die unn

otig gewordenen Programmteile vor
der Bereinigung des Systems tats

achlich waren.
vorher nachher Verbesserung
Programmgr

oe ohne Objektdateien 19,3MB 2,8MB 85,5%
Visdom-Programmtext 96 Dateien 43 Dateien 55,2%
1,55MB 1,08MB 30,3%
32501 Zeilen 24585 Zeilen 24,4%

Ubersetzungsdauer (nicht optimiert) 213 s 51 s 76,1%
Beim

Ubersetzen erzeugte Dateien 108 Dateien 29 Dateien 73,1%
(nicht optimiert

ubersetzt) 5,7MB 2,3MB 59,6%
L

ange der ausgef

uhrten Datei 4,4MB 0,72MB 83,6%
Tabelle 4.2: Verbesserung des Visdom-Systems durch die Bereinigungsaktionen, quan-
tiziert anhand einiger Megr

oen.
Auf funktioneller Ebene zeigt sich, da nun die Parametrisierung des (verbesserten)
Bildeinzugs korrekt durchgef

uhrt wird. Zudem werden die eingangs genannten St

orun-
gen bei der Regelung nur noch beobachtet, wenn die Verbindung zu einem der Spe-
zialrechner unterbrochen oder aufgrund des Alterungsprozesses oxidiert ist. Die Rege-
lung des Greifers zur Batterieentnahme funktioniert bei praktisch jedem Programmlauf
einwandfrei (bis auf den in Abschnitt 4.2.2 dokumentierten Sonderfall bei extremen
Beleuchtungs

anderungen). Die Bereinigungsaktionen haben also eine wesentliche Aus-
wirkung auf die Ausfallsicherheit des Systems.
Die hier durchgef

uhrten Untersuchungen belegen, da unn

otig gewordene Programm-
teile sowie unn

otig komplexe oder umfangreiche Programmteile signikante Einbuen
bez

uglich vieler Bewertungsaspekte, wie Zuverl

assigkeit, Sicherheit, Ausfallsicherheit,
Robustheit, Wartbarkeit und Analysierbarkeit nach sich ziehen k

onnen. Auf den all-
gemeinen Fall

ubertragen bedeutet dies, da solche Programmteile nicht nur im ver-
wendeten Programmsystem brach liegen, sondern prinzipielle Risiken in sich bergen.
Die hier dokumentierten Auswirkungen des Grundsatzes
"
Ein System sollte so kom-
plex sein, wie es die zu erf

ullende Aufgabe erfordert, aber nicht komplexer\ sprechen
f

ur sich.
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4.4 Flexibilit

at
Zur Erh

ohung der Flexibilit

at des eingesetzten Verfolgungs- bzw. Regelungssystems
spielt zum einen eine weitgehende Unabh

angigkeit von den verwendeten Ger

aten eine
wichtige Rolle, um das System bei Bedarf universell auch in anderen Einsatzf

allen an-
wenden bzw. einfach auf neue Ger

ate oder Anforderungen anpassen zu k

onnen. Zum
anderen spielt die Erweiterung der M

oglichkeiten selbst (Verfolgung weiterer Objekte,
weitere Demontagevorg

ange) eine tragende Rolle. Dies ist im Hinblick auf die not-
wendigen, komplexen und verschiedenartigen Regelungen einer in Zukunft geplanten
vollst

andigen Demontage eines Motorraumes unumg

anglich.
4.4.1 Flexible, universelle Einsetzbarkeit
In [Tonko 97] lag der Schwerpunkt auf der Entwicklung und Implementation eines Rege-
lungsmechanismus unter Verwendung der zur Verf

ugung stehenden Ger

ate. W

ahrend
dieser Entwicklung war dadurch eine m

oglichst ger

ateunabh

angige Programmierung
zweitrangig, wodurch automatisch starke Verechtungen zwischen Programmkern und
Ger

ateansteuerungen entstehen muten. Dadurch ergibt sich die Situation, da seit-
her das Programm ausschlielich auf dem eingesetzten Steuerrechner bei eingeschalte-
ten MiniVISTAs bzw. Robotern l

auft. Da aus Zeitgr

unden stets Halbbilder der Mini-
VISTAs verwendet wurden, ist zudem sowohl der Bildeinzug als auch die Verfolgung
daran speziell angepat.
Um nun bei einem eventuellen Ausfall von Ger

aten (Steuerrechner, Werkzeug- oder
Beobachtungsroboter, Transputer, MiniVISTAs, Schnittstellenkarten) einen reibungs-
losen Fortgang der Forschungen soweit wie m

oglich zu gew

ahrleisten sowie das System
exibel auch f

ur reine Verfolgungsaufgaben verschiedener Art einsetzen zu k

onnen (z.B.
zum risikolosen Test der Verfolgung), wird das Programmsystem Visdom so modiziert,
da es unabh

angig von den Ger

aten allein mit Bildfolgen von Platte auch auf anderen
Rechnern arbeiten kann { und solche Bildfolgen auch aufzeichnen kann. Dazu wird das
System insbesondere auf andere, nicht speziell f

ur die Ger

ateansteuerungen kongu-
rierte Rechner (Sun Sparc Ultra II, Sun Sparc Ultra I, Sparc Station 10/20, Pentium
PCs) portiert. Zudem wird das System

ubersetzbar gemacht f

ur die im Rahmen der
hier aufgef

uhrten Untersuchungen relevanten

Ubersetzer (gcc 2.7/2.8.1/2.95.2, SC
4.2).
Der Bildeinzug wird reimplementiert, damit auch Vollbilder eingezogen werden k

onnen,
und Visdom entsprechend f

ur die Verwendung von Vollbildern angepat bzw. auf die
Verwendung beliebiger Bildformate erweitert.
Diese Manahmen erlauben nun neben dem risikolosen Test des Verfolgungsmecha-
nismus auch die Verfolgung spezieller Ger

ate in einem durchgef

uhrten Projekt. Sie
bilden aber auch die Voraussetzung der in Abschnitt 4.5.1 durchgef

uhrten Optimie-
rung hinsichtlich des am besten geeigneten

Ubersetzers und machen die in Abschnitt
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4.5.2 folgende verteilte Berechnung der Lokalisation zur Beschleunigung erst m

oglich.
Die Verbesserung hinsichtlich verarbeitbarer Bilder bildet zudem die Grundlage der in
Abschnitt 4.1.7 verwendeten Vollbilder des Schisteils sowie der Verarbeitung der dort
verwendeten hochau

osenden Bilder (vgl. Seite 106).
4.4.2 Regelung eines Schraubers
Bei einer Erweiterung von Visdom um einen weiteren Regelungsmechanismus bietet
es sich an, die in [Gengenbach 94] vorgestellte Regelung eines Schraubers mit den in
Visdom bestehenden Ans

atzen zu Lokalisation, Verfolgung und Regelung zu realisie-
ren. Diese Regelung wird aus mehreren Gr

unden ausgew

ahlt. Zum einen stehen die
in [Gengenbach 94] verwendeten Ger

ate und Objekte (Schrauberwerkzeug, Roboter,
aufzuschraubendes Objekt) original zur Verf

ugung und wurden bereits in der zitierten
Arbeit als regelungstaugliche Komposition nachgewiesen. Zum zweiten bildet die Auf-
schraubaktion einen prinzipiell anderen Fall einer Regelung als die bisher untersuchte
Aktion zum Greifen eines Objektes. Zudem spielen Schrauben nat

urlich im Motorraum
eines Fahrzeuges bei der Demontage eine wichtige Rolle. Das aus zwei Metallquadern
unterschiedlicher Gr

oe bestehende, von zwei Schrauben zusammengehaltene Objekt {
in dieser Arbeit kurz `Doppelklotz' genannt, vgl. Abbildung 4.17 { bildet daher optimale
Grundlagen zur Erforschung der beim Schrauben auftretenden Eekte. Diese Regelung
eignet sich zudem f

ur die weiteren Forschungen besonders gut, weil diese im Gegensatz
zur Greiferregelung monokular funktioniert und eine hinter dem Schrauber montierte
Kamera auf der Roboterhand verwendet wird (Auge-auf-Hand{Konguration). Diese
gravierenden Unterschiede zwischen den beiden Regelungen erbringen (durch die da-
durch erzielte Verschiedenartigkeit der Prozesse, vgl. Abschnitt 4.2) den Nachweis eines
hohen Grades an Regelungsrobustheit, da bei beiden Regelungsprozessen weitgehend
die gleichen Routinen verwendet werden.
Abbildung 4.17: Doppelklotz aus [Gengenbach 94].
4.4. FLEXIBILIT

AT 131
Zur Initialisierung der Schrauberregelung wird die Lokalisation aus Abschnitt 4.1 einge-
setzt (anstatt der bei [Gengenbach 94] verwendeten, trinokularen und merkmalsbasier-
ten Lagesch

atzung des Objekts [Gengenbach et al. 96]; eine Zusammenfassung ndet
sich auf Seite 13).
W

ahrend bei der Regelung des Greifers zur Batterieentnahme Sollwerte f

ur die Rela-
tivlage zwischen Objekt und Werkzeug vorgegeben werden, m

ussen bei der F

uhrung
des Schraubers Sollwerte f

ur die Relativlage der Kamera bez

uglich des Doppelklotzes
vorgegeben werden, da hier nur ein Objekt verfolgt wird. Zu minimieren ist folglich die
Dierenz zwischen der Istposition der Kamera bez

uglich des Objekts und der Sollpo-
sition.
Dadurch da bei der Schrauberregelung die Kamera bewegt wird, ergeben sich sehr
groe

Anderungen der Verh

altnisse im Bild. Um eine robuste Regelung des Schrau-
bers realisieren zu k

onnen, wird die Werkzeugroboterposition w

ahrend der Regelung
abgefragt und zur Pr

adiktion der Position des Doppelklotzes
8
eingesetzt (bei der Grei-
ferregelung wird dagegen keine Bewegungspr

adiktion durchgef

uhrt).
Die Regelung des Schraubers geschieht in mehreren Teilschritten. Zuerst erfolgt eine
grobe Anfahrt des Schraubers an den Doppelklotz aus

uber einem Meter Entfernung.
Eine Feinregelung zur genauen Positionierung des Schraubers

uber der ersten Schraube
schliet an. Nach deren Abschlu wird der Schrauber eingeschaltet, in den Schrauben-
schlitz eingetaucht und mit geeigneter Geschwindigkeit wieder zur

uckbewegt. Analog
wird anschlieend die zweite Schraube behandelt. Diese Abfolge zeigt, da die Regelung
in mehreren Sequenzen durchzuf

uhren ist. Bisher wurde bei der Regelung des Greifers
zur Batterieentnahme jedoch nur eine Sequenz ben

otigt. Zur Erh

ohung der Flexibilit

at
wird daher die Regelung bei dieser Gelegenheit so erweitert, da bei durchzuf

uhrenden
Regelungen bequem solche Regelungssequenzen vorgegeben werden k

onnen. Dies ndet
nat

urlich zum einen hier Anwendung. Bei der Regelung des Greifers dient die Erwei-
terung dazu, nach erfolgter Entnahme der Batterie diese neben dem Versuchsfahrzeug
abzulegen { schlielich sollen die Demontageverfahren in Zukunft so ausgebaut werden,
da mehrere Objekte dem Motorraum entnommen und zweckgerecht abgelegt werden
k

onnen.
Zur Illustration zeigt Abbildung 4.18 Bilder aus der Sicht der eingesetzten Kamera mit
den eingeblendeten Lagesch

atzungen des Doppelklotzes. Der Schrauber ist am unteren
Bildrand, etwas rechts von der Mitte als dunkler Fleck zu erkennen. Die Verfolgung
funktioniert auch bei einer Variation der Beleuchtungsbedingungen 7 Pixel{robust und
das L

osen der beiden Schrauben ist robust bzgl. der auf Seite 114 spezizierten An-
forderungen. Die Regelung funktioniert sogar so robust, da der Doppelklotz w

ahrend
des Verfahrens des Schraubers manuell bewegt werden kann.
8
Da sich die Kamera bewegt und die Position des Doppelklotzes bez

uglich des Kamerakoordinaten-
systems gesch

atzt wird, ergibt sich eine zu sch

atzende Relativbewegung des Doppelklotzes bez

uglich
der Kamera.
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Abbildung 4.18: Lagesch

atzung des Doppelklotzes bei der Regelung des Schraubers zu
den Halbbildzeitpunkten 1 (oberes Bild), 810 (zweites Bild von oben; vor dem Ein-
schalten und Absenken des Schraubers), 1180 (drittes Bild von oben; nach dem L

osen
der ersten Schraube) und 1439 (unteres Bild; vor dem Einschalten und Absenken des
Schraubers). Zum Erreichen der im zweiten Bild dargestellten Zielposition mute sich
der Endeektor, auf dem Kamera und Schrauber unbeweglich montiert sind, entspre-
chend translatorisch und rotatorisch bewegen.
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4.4.3 Verfolgung weiterer Objekte
Bei den bisherigen Entwicklungen stand im Vordergrund, ein robustes Verfolgungs-
verfahren zu realisieren, vgl. [Tonko 97] sowie Abschnitt 4.2. Nachdem f

ur die hierbei
betrachteten Objekte zufriedenstellende Ergebnisse erzielt worden sind, ist im Hinblick
auf die in Zukunft geplanten Demontageaktionen an vielen Motorraumteilen wichtig,
den Verfolgungsproze an weiteren Objekten auszutesten. Dadurch k

onnen evtl. vor-
handene Schw

achen der Verfolgung aufgefunden bzw. beseitigt werden und aufgrund
des vielf

altigeren Testmaterials ein h

oherer Grad an Robustheit nachgewiesen wer-
den. Dazu eignen sich insbesondere Objekte besonders gut, die den Verfolgungsproze
vor neue Herausforderungen stellen. Das diesbez

uglich geeignetste Objekt ist ein ku-
gelf

ormiger Unterdruckbeh

alter f

ur die Servolenkung im hinteren Teil des Motorrau-
mes, vgl. Abbildung 4.19 (siehe auch die linke untere Ecke von Abbildung 1.2, links
neben dem Luftlter). Das Teil ist kugelf

ormig und besitzt um die

Aquatorlinie einen
Wulst. Im Gegensatz zu den bisher verwendeten Objekten ergibt sich daraus ein bei der
Sch

atzung nicht eindeutig bestimmbarer Freiheitsgrad: die Drehung um die Polachse.
Einziger Teil am Objekt, der eine Bestimmung dieses Freiheitsgrades zul

at, ist eine
rechteckige Lasche am oberen Pol. Aufgrund des m

oglicherweise bei der Verfolgung nur
schwer bestimmbaren Freiheitsgrades sowie der rotationssymmetrischen, kreisf

ormigen
Silhouette des Objektes im Bild ist mit Verfolgungsschwierigkeiten zu rechnen.
Das zweite geeignete Objekt ndet sich im Rahmen eines Projektes, bei dem u.a.
als Anforderung gilt, ein von einer Schiswerft geliefertes Schisteil w

ahrend einer
Kreisbewegung der Kamera zu verfolgen. Das Schisteil weist mehrere Merkmale in
Form von unterschiedlich geformten L

ochern und von integrierten Schienen auf, wie sie
bei den in der Werft verschweiten Teilen auftreten. Durch die Dichte der Details im
Schisteil und die Verschiedenartigkeit der Merkmale stellen sich andere Anforderungen
an den Verfolgungsproze als bisher, was das Teil f

ur die Untersuchungen interessant
macht.
Entgegen der Erwartungen kann sowohl die Verfolgung des kugelf

ormigen Beh

alters als
auch des Schisteils im mono- wie auch binokularen Fall ohne Verfahrensmodikatio-
nen robust ausgef

uhrt werden. Abbildung 4.20 illustriert die monokulare Anpassung
des kugelf

ormigen Beh

alters und Abbildung 4.21 die Stereoverfolgungen der Teile. Die
monokulare Verfolgung des Schisteils w

ahrend einer kreisf

ormigen Bahn der Beob-
achtungskamera zeigt Abbildung 4.24 im n

achsten Anschnitt.
Durch die hiermit erfolgte Erweiterung der Verschiedenartigkeit des Testmaterials ist
die eingesetzte Verfolgung als noch robuster nachgewiesen als bisher. Die oben erw

ahn-
ten Anforderungen an die Verfolgung stellen keine neuen Schwierigkeiten dar.
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Abbildung 4.19: Blick in den Motorraum des Versuchsfahrzeugs. Der kugelf

ormige Un-
terdruckbeh

alter f

ur die Servolenkung ist im Bild in der linken, unteren Ecke zu sehen.
In der rechten, oberen Ecke des Bildes kann man die Batterie erkennen und etwa in
der Mitte des Bildes bendet sich der Luftlter.
Abbildung 4.20: Monokulare Verfolgung des kugelf

ormigen Beh

alters.
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Abbildung 4.21: Stereoverfolgung des kugelf

ormigen Beh

alters (obere zwei Bilder, linke
und rechte Kamera) und des Schisteils (untere zwei Bilder, oben linke und unten rechte
Kamera).
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4.4.4 Ansteuerung frei w

ahlbarer r

aumlicher Bahnkurven des
Beobachtungsroboters
Bisher hat es bei der Werkst

uckverfolgung ausgereicht, den Beobachtungsroboter auf
Geradensegmenten

uber dem Motorraum periodisch vorw

arts und r

uckw

arts fahren
zu lassen. Dies wurde insbesondere dazu genutzt, spezielle, f

ur den Verfolgungsproze
kritische Geradensegmentbahnen zu w

ahlen, um die Schwachstellen des Verfolgungs-
prozesses gezielt analysieren und verbessern zu k

onnen, vgl. [Tonko 97]. Nachdem der
Verfolgungsproze ein hinreichendes Stadium an Robustheit erreicht hat, tritt nun ein
exibles Einsatzspektrum des Verfolgungssystems in den Vordergrund. Damit verbun-
den ist die Anforderung, den Beobachtungsroboter auf beliebigen Bahnen

uber dem
Motorraum fahren lassen zu k

onnen (etwa, um in Zukunft w

ahrend der Regelung jeweils
optimale Beobachtungspositionen anzufahren. Durch die Erh

ohung der Verschiedenar-
tigkeit des Testmaterials wird zugleich die Robustheit der Verfolgung besser nachge-
wiesen, vgl. Abschnitt 3.1.1). Bei dem Ganzen ist zu beachten, da das gew

unschte
Objekt w

ahrend der Fahrt stets im Bild der Kamera sichtbar sein mu und `glatte'
Bewegungen der Kameras ausgef

uhrt werden, da ruckartige Bewegungen oder Rich-
tungs

anderungen der Kamera oft zu sehr groen

Anderungen im Bild f

uhren, denen
der Verfolgungsproze nicht gewachsen ist.
Zur L

osung der Aufgabe soll Visdom so erweitert werden, da allgemeine Splinekur-
ven im Raum abgefahren werden k

onnen. Die Bahnkurven m

ussen dabei f

ur einen
sinnvollen praktischen Einsatz folgende Kriterien erf

ullen:
 Die Kurven sollten C
2
-stetig sein, um ruckfreie Bewegungen bzw. Richtungs

ande-
rungen der Kameras zu gew

ahrleisten.
 Die Festlegung einer solchen Kurve sollte m

oglichst einfach geschehen. Hier bie-
tet es sich an, St

utzpunkte auf der Kurve vorzugeben, da diese einfach durch
Anfahren der entsprechenden Roboterpositionen bestimmbar sind.
 Damit das zu beobachtende Objekt w

ahrend der gesamten Fahrt im Sichtfeld der
Kamera bleibt, mu die Kurve entsprechend konstruiert sein.
 Durch den im vorhergehenden Abschnitt erw

ahnten Anwendungsfall mu es m

og-
lich sein, mit den Splinekurven zumindest n

aherungsweise einen Kreis zu model-
lieren.
Aufgrund dieser Kriterien bietet es sich an, gem

a Abbildung 4.22 vorzugehen (vgl.
[Farin 94]). Die Punkte ,  und ut (und damit alle Kurvenpunkte) repr

asentieren
dabei Roboterpositionen aus IR
6
(die ersten drei Parameter einer Roboterposition re-
pr

asentieren die Position, die letzten drei Parameter die Orientierung des Roboter-
Endeektors), die direkt zur Ansteuerung des Beobachtungsroboters verwendet wer-
den. Die Bezier-Punkte  werden als St

utzpunkte vorgegeben und die Bezier-Punkte 
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Abbildung 4.22: Splinekurve f

ur die Fahrt des Beobachtungsroboters. Die Bezier-
Punkte  denieren die St

utzpunkte der abzufahrenden Kurve und repr

asentieren {
wie die anderen Punkte auch { Roboterpositionen aus IR
6
. Die Bezier-Punkte  und
die Kontrollpunkte ut des zugeh

origen C
2
-stetigen uniformen Spline k

onnen daraus be-
rechnet werden. Die einzelnen Punktketten ||| bilden jeweils Bezier-Polygone
vom Grad 3.
gem

a Abbildung daraus berechnet (die mathematischen Zusammenh

ange folgen un-
ten). Die einzelnen Punktketten ||| bilden jeweils Bezier-Polygone vom Grad
3. Nach Konstruktion entsteht eine C
2
-stetige, uniforme Splinekurve mit den Kontroll-
punkten ut (vgl. [Farin 94]).
Zwischen den Bezier-Punkten b
i
und den Kontrollpunkten c
j
bestehen gem

a Abbil-
dung 4.22 folgende Beziehungen:
b
3i 1
=
1
3
c
i 1
+
2
3
c
i
; (4.14)
b
3i+1
=
2
3
c
i
+
1
3
c
i+1
; (4.15)
b
3i
=
1
2
(b
3i 1
+ b
3i+1
) =
1
6
c
i 1
+
2
3
c
i
+
1
6
c
i+1
;
f

ur jeweils zul

assige Indizes 3i   1 2 f0; : : : ; 3ng, 3i + 1 2 f0; : : : ; 3ng bzw. 3i 2
f0; : : : ; 3ng. Aus der letzten Gleichung folgt
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Die Verwendung von Vektoren innerhalb der Vektorklammern soll dabei andeuten, da
die Beziehung f

ur jede Koordinate einzeln gilt.
 Ist eine geschlossene Splinekurve abzufahren, gilt c
0
= c
n
und b
0
= b
3n
. Daraus
folgt
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 F

ur eine abwechselnd vorw

arts und r

uckw

arts abzufahrende oene Splinekurve
wird von einem sog. nat

urlichen Spline ausgegangen mit Endkr

ummung 0, d.h.
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Beides f

uhrt auf ein lineares Gleichungssystem der Form b = Ac: Die Kontrollpunkte
c k

onnen folglich berechnet werden

uber die Beziehung
c = A
 1
b ;
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womit sich nun die gesuchten Bezier-Punkte  nach den Gleichungen (4.14) und (4.15)
berechnen lassen.
Damit ist die Kurve eindeutig festgelegt und die einzelnen Bezier-Kurven
p
i
(t) :=
3
X
j=0
b
3i+j
B
3
j
(t) ; i = 0; : : : ; n  1
k

onnen abgelaufen werden (B
3
j
bezeichnet dabei das j-te Bernstein-Polynom vom Grad
3). Dazu werden die p
i
mittels des de Casteljau-Algorithmus so lange unterteilt, bis so-
wohl der Maximalabstand der Position als auch der der Orientierung zwischen zwei
aufeinanderfolgenden Bezier-Punkten unter eine vorher festgelegte Schwelle f

allt. So
wird gew

ahrleistet, da keine zu groen Schritte bei der Bahnfahrt ausgef

uhrt werden.
Da die berechneten Bezier-Punkte unterschiedlich weit auseinander liegen, mu nun
noch vermieden werden, da zu dicht beieinanderliegende Bezier-Punkte zu einer zu
langsamen Bewegung des Roboters, d.h. w

ahrend der Fahrt zu einer ungleichm

aigen
Bewegungsgeschwindigkeit f

uhren. Dazu wird die erhaltene Liste von Bezier-Punkten
abgelaufen und zu jedem dieser Punkte der jeweils am weitesten entfernte genommen,
dessen Abstand noch unterhalb der oben genannten Schwelle liegt. Dies deniert eine
Liste von Punkten, die nacheinander anzufahren sind, wobei an den Endpunkten der
Kurve abh

angig davon, ob eine oene oder geschlossene Kurve abzufahren ist, unter-
schiedlich vorgegangen werden mu. Um den Rechner w

ahrend der Verfolgung nicht
unn

otig zu belasten, wird diese Punkteliste bei der Initialisierung des Beobachtungs-
roboters vorberechnet.
Beide Kurvenarten (4.16), (4.17) wurden implementiert und erfolgreich getestet. Bei al-
len getesteten Bahnkurven werden jeweils alle eingangs gestellten Forderungen erf

ullt.
Damit ist der Nachweis der Funktionst

uchtigkeit des Verfahrens erbracht. Da die Ver-
folgung jeweils einwandfrei funktioniert, ist gleichzeitig die Verfolgung als entsprechend
robust nachgewiesen (durch Vergr

oerung der Testdatenmenge bzw. durch die erzielte
Verschiedenartigkeit des Bildmaterials entsprechend robuster als bisher, vgl. S. 40).
Abschlieend zeigt Abbildung 4.23, wie die auf Seite 133 ben

otigte Kreisbewegung der
Kameras bei der Verfolgung des Schisteils mittels Vorgabe von drei symmetrisch an-
geordneten Bezier-Punkten  realisiert werden kann. Die Festlegung der Kreisbahn zur
Schisteilverfolgung geschieht, indem der Roboter in der Zelle an drei m

oglichst sym-
metrisch liegende Raumpunkte gefahren wird, bei denen das Schisteil ganz von der
rechten Kamera erfat wird, und die drei abgelesenen Roboterpositionen als St

utzpunk-
te  der Kurve vorgegeben werden. Abbildung 4.24 zeigt zur Illustration die Anpassung
des Schisteils bei der Kreisbewegung der Kamera zum ersten Halbbild (Lokalisations-
ergebnis), nach einem Drittel sowie nach zwei Dritteln der Fahrt. Nach Absolvierung
des Vollkreises ergibt sich eine

ahnliche Anpassung des Schisteils wie im oberen Teil
der Abbildung. Zum Nachweis der Robustheit der Verfolgung wurde eine signikante
partielle Verdeckung des Schisteils vorgesehen (sichtbar im linken Drittel des unteren
Teilbildes von Abbildung 4.24). Die Verfolgung bleibt w

ahrend der gesamten Fahrt so
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Abbildung 4.23: Spezielle Splinekurve f

ur die Kreisbewegung des Beobachtungsroboters
mit St

utz- und Kontrollpunkten. Drei vorgegebene, symmetrisch angeordnete Bezier-
Punkte  denieren eine Kreiskurve. Wie in Abbildung 4.22 bezeichnen die Punkte ut
die Kontrollpunkte des C
2
-Spline und die Punktketten ||| legen die einzelnen
Bezier-Kurven vom Grad 3 fest.
genau wie zu den dargestellten drei Zeitpunkten, was die Robustheit des Verfahrens
gegen

uber partiellen Verdeckungen und der gew

ahlten Kamerabahn belegt.
4.5 Geschwindigkeit
DemGeschwindigkeitsaspekt in Form von Echtzeitanforderungen kommt bei der sichtsy-
stemgest

utzten automatischen Demontage w

ahrend des eigentlichen Regelungsprozes-
ses ein besonders hoher Stellenwert zu, schlielich mu die Bildauswertung mit den
sich kontinuierlich bewegenden Robotern schritthalten k

onnen. Dar

uber hinaus m

ussen
Ausnahmef

alle zum Schutz der Ger

ate so schnell wie m

oglich erkannt werden. In
nat

urlicher Weise ergibt sich als Anforderung an den Regelungsproze, m

oglichst je-
des von den Kameras gelieferte Bild schritthaltend mit dessen Eintreen im Rechner
auszuwerten.
Da bei der Lokalisation zur Initialisierung des zugrundeliegenden Verfolgungsprozes-
ses keine Roboter bewegt werden, spielt der oben genannte Aspekt hierbei keine Rolle.
Aus diesem Grund wurde ja die Auswahl des Verfahrens zur Lokalisation ausschlielich
nach Robustheitskriterien getroen, vgl. Abschnitt 4.1. Da die Robustheit des Verfah-
rens nachgewiesen werden konnte, tritt an dieser Stelle der Praktibilit

atsaspekt aus der
Sicht des Anwenders in den Vordergrund: da die Lokalisation signikante Rechenzeiten
4.5. GESCHWINDIGKEIT 141
Abbildung 4.24: Ergebnis der Anpassung des automatisch lokalisierten Schisteils bei
einer Kreisbewegung der Kamera zu den Halbbildzeitpunkten 1 (oben; Beginn der
Kreisbahn), 387 (Mitte; Kreis zu einem Drittel absolviert) und 774 (unten; Kreis zu
zwei Dritteln absolviert). Nach Vollendung der Kreisfahrt ergibt sich eine

ahnliche
Anpassung wie die im oberen Teil dargestellte zum Halbbildzeitpunkt 1.
zwischen 3 und 20 Minuten je Objekt ben

otigt, ist es im Zuge der mit der Zeit anfal-
lenden zahlreichen Experimente w

unschenswert, die Rechenzeiten zu minimieren und
damit die Weiterentwicklung der Regelung zu beschleunigen.
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4.5.1 Steigerung der Echtzeitf

ahigkeit bei der Regelung
Einleitend wurde der Stellenwert von Echtzeitanforderungen an das Regelungssystem
beschrieben. Bevor diesbez

uglich Verbesserungen durchgef

uhrt werden k

onnen, mu
als Erstes speziziert werden, nach welchen Kriterien dies geschehen soll.
Die Zykluszeit bezeichne die Zeit, die zwischen der Beendigung der Auswertung eines
Halbbildes und der des n

achsten verstreicht. Die Latenzzeit sei deniert als die Zeit
zwischen dem Zeitpunkt, bei dem ein von Kamera oder Festplatte eingelesenes Halb-
bild im Speicher des Rechners zur Verf

ugung steht, bis zu dem Zeitpunkt, bei dem die
Auswertung dieses Halbbildes abgeschlossen ist. Die Halbbilder inklusive Kantenele-
mentbilder werden von einer MiniVISTA (vgl. S. 6) mit einer Zykluszeit etwas unter
40ms geliefert. Die gew

unschte Echtzeitanforderung, jedes gelieferte Bild auswerten
zu k

onnen, kann daher abgebildet werden auf die Aufgabe, die Zykluszeit des Rege-
lungsmechanismus zu senken auf unter 40ms. Zur Erf

ullung allein dieser Anforderung
w

are eine Fliebandstruktur denkbar, welche durch eine geschickte Parallelisierung die
gegebene Zeitschranke f

ur die Zykluszeit zu unterschreiten vermag, aber gleichzeitig
hohe Latenzzeiten nach sich zieht. Da es bei der Regelung jedoch wichtig ist, mittels
geeigneter Stellsignale f

ur die Roboter schnell auf Gegebenheiten in der Szene reagie-
ren zu k

onnen, soll als weitere zu erf

ullende Anforderung zugleich eine weitestgehende
Minimierung der Reaktionszeit des Systems, d.h. der Latenzzeit gelten.
Da der binokulare Verfolgungsproze komplexer ist als der monokulare, bietet es sich als
ersten Schritt an, die monokulare Verfolgung in obigem Sinn echtzeitf

ahiger zu gestal-
ten. Im Folgenden wird zur Bewertung der durchgef

uhrten Manahmen die monokulare
Verfolgung der Batterie verwendet, da sie unter allen monokularen Verfolgungen die
zeitaufwendigste ist.
Das Regelungssystem nach [Tonko 97] arbeitete auf der GIGAmachine mit einer Zy-
kluszeit von etwa 160ms und einer Latenzzeit um 240ms (zur Ger

atekonguration
siehe Abbildung 5.3 auf Seite 107 in [Tonko 97]). Es mu also eine Beschleunigung von
mindestens einem Faktor von 4 realisiert werden. Um einen so hohen Faktor erreichen
zu k

onnen sind mehrere Manahmen erforderlich, wie das Folgende zeigt. Eine Opti-
mierung der zentralen Verfolgungsroutinen wurde bereits im Rahmen der Arbeiten zu
[Tonko 97] durchgef

uhrt und scheidet daher im Weiteren aus.
Von einer Umstellung auf einen schnelleren Rechner kann allem voran die deutlich-
ste Verringerung beider Zeiten (Zyklus- und Latenzzeit) erwartet werden. Das System
nach [Tonko 97] lief auf einer Rechnerkonguration von insgesamt 150MHz , vgl. [Ton-
ko 97]. Von einer Portierung auf eine zu diesem Zweck angeschate SUN Sparc Ultra II
mit zwei 300MHz -Prozessoren (zum Kaufzeitpunkt schnellster angebotener Rechner)
ist { durch Vergleich der Taktfrequenzen { mit einer Beschleunigung von etwa dem
gew

unschten Faktor zu rechnen. Nach Durchf

uhrung der Portierung ergibt sich die in
Abbildung 4.29 auf Seite 149 dargestellte Ger

atekonguration (vgl. Neuverschaltung
der Spezialrechner nach Abschnitt 4.3). Unter Verwendung des auf dem neuen Rech-
ner installierten

Ubersetzers gcc 2.8.1 (unter Einsatz der h

ochsten Optimierungstufe
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XTokenoutput_dequeuer
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HypoToken
monitor
Abbildung 4.25: Datenu- und Ablaufdiagramm der proze(faden)orientierten mo-
nokularen Verfolgung nach [Tonko 97]. Datenelemente in den Warteschlangen (recht-
eckig gezeichnet): ImageToken enth

alt das von der Kamera gelieferte Bild inkl. Kan-
tenelementbild, AssocToken die im Anpassungsverfahren benutzten Kantenelemente,
HypoToken u.a. den Zustandsvektor des Anpassungsverfahrens und die Kovarianzma-
trix, ObjektToken die projizierten Modellkanten und XToken die Informationen zur
Darstellung auf dem Bildschirm. Bedeutung der Prozef

aden (mit Ellipsen dargestellt):
camera realisiert den Bildeinzug, input enqueuer berechnet eine Lau

angenkodierung
der Kantenelementbilder, associator ordnet die Kantenelemente den projizierten Mo-
dellkanten zu, welche von model projector berechnet werden, state enqueuer reali-
siert den erweiterten Kalman-Filter, monitor stellt die Ergebnisse auf dem Bildschirm
dar und output dequeuer bereitet diese vorher geeignet auf.
beim

Ubersetzen) verk

urzt sich die Zykluszeit um einen Faktor von 3,88. Die erreichte
Zykluszeit liegt mit 41,2ms noch knapp

uber der zu unterbietenden Bildeinzugszeit
von 40ms, vgl. Zusammenfassung in Tabelle 4.3. Die Latenzzeit liegt deutlich

uber
der Zykluszeit. Dies liegt an der in [Tonko 97] eingef

uhrten Ablaufstruktur des Ver-
folgungsprozesses, die prozess(faden)-orientiert arbeitet. Abbildung 4.25 verdeutlicht
dieses Ablaufschema: Zur Realisierung einer m

oglichst ezienten Ausf

uhrung auf der
GIGAmachine wurde die Verfolgung im Rahmen der Arbeiten zu [Tonko 97] in meh-
reren, parallel laufenden Prozef

aden realisiert und deren Datenaustausch

uber War-
teschlangen geeignet geregelt.
Aufgrund der Warteschlangenverwaltung ist zu erwarten, da dieses Konzept auf dem
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Abbildung 4.26: Realisierte Prozedurstruktur bei der monokularen Verfolgung.
Verbesserung
Zykluszeit Latenzzeit Zyklusz. Latenzz.
Urspr

ungliches System n. [Tonko 97] 160ms 240ms { {
Portierung auf Ultra II (gcc 2.8.1,
Prozestruktur)
41,2ms 59,5ms 74,3% 75,2%
Realisierung als Prozedurstruktur 42,7ms 37,4ms -3,6% 37,1%
Ablauf in der Echtzeitklasse 41,7ms 34,5ms 2,3% 7,8%
Bereinigung des Programmsystems 38,6ms 34,6ms 7,4% -0,3%
Optimierung mittels eingesetztem

Ubersetzter (SC 4.2)
38,6ms 29,0ms 0,1% 16,2%
Tabelle 4.3: Schritte bei der Verbesserung der Echtzeitanforderungen an die monokulare
Verfolgung, gemessene Zyklus- und Latenzzeiten sowie die bei jedem Schritt erzielte
Verbesserung bezogen auf den vorhergehenden Schritt. Erl

auterungen siehe Text. Zur
Prozentangabe bei der Zykluszeit ist anzumerken, da der Wert anhand der genauen
Zykluszeiten ermittelt worden ist, und nicht mit den angegebenen Rundungswerten.
verwendeten Rechner zu unn

otigen Verz

ogerungen f

uhrt. Eine Durchf

uhrung in einem
haupts

achlich prozedural organisiertem Ablauf verspricht daher auf dem verwendeten
Rechner eine kleinere Zyklus- bzw. Latenzzeit. Diese Erwartung entspringt der Tatsa-
che, da ein Prozefaden nur zu diskreten Zeitpunkten vom Betriebsystem gestartet
wird. Auerdem m

ussen die Prozef

aden auf die beiden zur Verf

ugung stehenden Pro-
zessoren verteilt werden, wodurch Umschaltzeiten anfallen. Zur Pr

ufung dieser Hypo-
these wird die in Abbildung 4.25 gezeigte Prozestruktur in eine geeignete Prozedur-
struktur transformiert, bei denen die bisherigen Prozef

aden als Prozeduren ausgelegt
und anstatt des Warteschlangenkonzepts

Ubergabeparameter f

ur die Prozeduren ver-
wendet werden. Lediglich eine Warteschlange zur Parallelisierung von Bildeinzug und
Verfolgung wird noch verwendet, siehe Abbildung 4.26. Die in Tabelle 4.3 dargestellten
Ergebnisse belegen die Verbesserung der Latenzzeit um 37,1% auf 37,4ms. Sie liegt
damit deutlich unterhalb der Bildeinzugszeit, was eindeutig f

ur die Verwendung der
Prozedurstruktur spricht. Allerdings verschlechtert sich die Zykluszeit { wenn auch
unwesentlich { gegen

uber der Verwendung der Prozestruktur.
Um die Zykluszeit zu verringern, wird der Zeitaufwand f

ur die Verwaltung der noch be-
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stehenden Warteschlange reduziert, indem die sogenannte Echtzeitklasse (eine M

oglich-
keit, h

ochste Echtzeitanforderungen von Seiten des Betriebsystem zuzusichern) des
verwendeten Betriebssystems Solaris 2.6 verwendet wird. Dies vermag zwar die ge-
nannte Verschlechterung der Zykluszeit zumindest zum Teil wieder auszugleichen und
die Latenzzeit um 7,8% zu verringern, jedoch ist das Ziel einer Zykluszeit unterhalb
von 40ms noch nicht erreicht. Um dieses Ziel zu erreichen, erweist sich die Bereini-
gung und Verbesserung des Warteschlangenkonzeptes sowie des Bildeinzugs samt der
Reimplementation einiger Teile als geeignet. Unter `Bereinigung' ist hierbei das Ent-
fernen nicht mehr ben

otigter Teile gemeint, vgl. Abschnitt 4.3. Diese Teile wurden im
Rahmen der Untersuchungen von [Tonko 97] f

ur diverse Versuche mit dem Bildeinzug
auf der GIGAmachine ben

otigt, als es darum ging,

uberhaupt ein laufendes System zu
entwickeln. Tabelle 4.3 belegt, da dadurch die Zykluszeit mit 34,6ms endlich { wie
angestrebt { unter 40ms zu liegen kommt. Messungen ergeben, da dies der genauen
Bildeinzugszeit durch das Kamera/MiniVISTA{System entspricht. Da die Verfolgung
aufgrund der unterhalb dieser Schwelle liegenden Latenzzeit in jedem Zyklus auf das
Bildmaterial von der Kamera warten mu, ist die Zykluszeit der Modellanpassung
gleich der Zykluszeit des Bildeinzugs (vgl. Abb. 4.26).
Zur Erf

ullung der eingangs denierten Anforderung, die Latenzzeit so weit wie m

oglich
zu minimieren, verbleiben zwei M

oglichkeiten innerhalb des Programms, die an die-
ser Stelle untersucht werden. Zum einen handelt es sich um die Durchf

uhrung einer
Lau

angenkodierung der Kantenelementbilder vor der Zuordnung der Kantenelemente
zu den projizierten Modellkanten (siehe Bildunterschrift zu Abbildung 4.25). Es stellt
sich die Frage, ob dies nur auf der GIGAmachine eine Beschleunigung der Berechnungen
gebracht hat. Zum zweiten wird der Algorithmus zur Zuordnung von Kantenelemen-
ten auf mehrere Prozef

aden verteilt und parallel ausgef

uhrt. Eingestellter Wert ist
hier die Anzahl von 4 verwendeten Prozef

aden. Weder die Abschaltung der Bildkom-
pression (sie erm

oglicht eine ezientere Berechnung der Kantenelementzuordnungen;
die Latenzzeit verschlechtert sich bei Abschaltung um 15,8%) noch eine

Anderung der
Anzahl an eingesetzten Prozef

aden (bereits optimal eingestellt) liefert geringere La-
tenzzeiten.
Eine signikante Verringerung der Latenzzeit ist nach Betrachtung obiger M

oglich-
keiten zum gegenw

artigen Stand nur noch von einer Optimierung hinsichtlich des am
besten geeigneten

Ubersetzers zu erwarten. Daher wird der diesbez

uglich im besten
Ruf stehende

Ubersetzer SC 4.2 der Firma SUN verwendet ([Leuck 00]). Wie Tabel-
le 4.3 zu entnehmen ist, l

at sich die Latenzzeit alleine durch die Verwendung dieses

Ubersetzers um weitere 16,2% verringern.
Es ist anzumerken, da sich die obigen Ausf

uhrungen im Wesentlichen auch auf den
binokularen Fall

ubertragen. Allerdings gestaltet sich hier die

Uberf

uhrung der Proze-
fadenstruktur in eine Prozestruktur etwas komplizierter, da insgesamt drei Prozesse
(nicht Prozef

aden) verwendet werden (eingef

uhrt im Rahmen von [Tonko 97]): je ei-
ner pro Kamera und einer, der die Ergebnisse der beiden miteinander verrechnet, vgl.
146 KAPITEL 4. SICHTSYSTEMGEST

UTZTE DEMONTAGE
camera ImageToken output_dequeuer_st
associator_st
FilterInputToken
AssocToken
input_enqueuer_st
assoc_sender
hypo_receiver
HypoToken
model_projector_st
ObjektToken
XToken overlayer
hypo_receiver
(Prozess 1)
hypo_senderassoc_receiver
assoc_sender
(Prozess 1)
MultipleFuToken state_enqueuer_st HypoToken
assoc_sender
(Prozess 2)
hypo_receiver
(Prozess 2)controller
Prozess 3:
Prozess 3
Prozesse 1 und 2 (jeweils):
Abbildung 4.27: Zusammenspiel und Ablauf der drei Prozesse bei der Stereoanpassung
nach [Tonko 97]. Zwei Prozesse realisieren jeweils den im oberen Teil dargestellten Ab-
lauf, der dritte Proze den unten dargestellten. Die Darstellungen folgen dem mono-
kularen Fall aus Abb. 4.25. Im Gegensatz zum monokularen Fall kommen Prozef

aden
zur Interprozekommunikation assoc sender/receiver bzw. hypo sender/receiver
hinzu. controller bezeichnet die Roboterregelung, die in Abb. 4.25 nicht eingezeich-
net wurde. Im Gegensatz zur monokularen Verfolgung

ubernimmt hier aus historischen
Gr

unden input enqueuer st auch die Darstellung der Bilder auf dem Bildschirm.
Abbildungen 4.27 und 4.28. Die Verwendung von Prozef

aden anstatt der drei Prozesse
bringt keine Verbesserung der Ausf

uhrungszeiten, obwohl Umschaltvorg

ange zwischen
Prozef

aden allgemein als deutlich k

urzer gelten als Umschaltzeiten zwischen Prozes-
sen. Von einer eventuellen Prozeduralisierung ist

ahnliches zu erwarten. Als Unterschied
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(Prozess 1)
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Prozess 1:
Prozess 2:
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input_enqueuer_st
Prozess 3
Abbildung 4.28: Realisierte Prozedurstruktur bei der binokularen Verfolgung.
zum monokularen Fall ist ferner festzuhalten, da der

Ubergang auf den

Ubersetzer SC
4.2 im Vergleich zur monokularen Verfolgung einen h

oheren Gewinn bei der Zykluszeit
(3,3%), aber zugleich einen niedrigeren Gewinn bei der Latenzzeit (6,7%) bringt.
Abschlieend zeigt Tabelle 4.4 die Zyklus- und Latenzzeiten sowie die jeweilige Ver-
teilung der Ausf

uhrungszeiten auf die einzelnen Programmteile f

ur alle monokularen
und binokularen Verfolgungen bzw. Demontagevorg

ange. Alle monokularen Vorg

ange
haben eine Zykluszeit von maximal 38,5ms, d.h. jedes von der Kamera eingezogene
Bild wird schritthaltend ausgewertet (zum Vergleich: bei [Tonko 97] war es nur jedes
dritte). Im deutlich aufwendigeren binokularen Fall wird immerhin noch mehr als jedes
zweite Bild der Kameras verwendet. Dadurch kann nun die Regelung deutlich schneller
als bisher auf

auere Gegebenheiten reagieren, um Risiken f

ur die eingesetzten Ger

ate
zu vermeiden, die Demontage schneller als bisher ablaufen zu lassen und die Regelung
deutlich robuster als bisher zu gestalten.
Zusammenfassend kann festgehalten werden, da Beschleunigungen im Zusammenhang
mit der Erf

ullung von Echtzeitanforderungen oft nur durch die Betrachtung mehre-
rer Ebenen erzielt werden k

onnen. Im hier dargestellten konkreten Fall hat sich ne-
ben der Verwendung eines schnelleren Rechners oder der Optimierung auf Programm-
oder Parameterebene vor allem die Optimierung hinsichtlich des am besten geeigneten

Ubersetzers bew

ahrt. Wie sich gezeigt hat, kann allein dadurch die Ausf

uhrungszeit
um bis zu 16% beschleunigt werden. Die Untersuchungen belegen auerdem, da der
Durchbruch zur Unterschreitung der kritischen Schwelle von 40ms bei der Zykluszeit
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
UTZTE DEMONTAGE
Zykl. Latenz. cam inp assc state modp outp mon
Batterie (mono) 38,4 26,6 38,4 3,9 11,2 0,2 10,7 0,7 2,4
Luftlter (mono) 38,3 14,6 38,4 4,0 5,0 0,2 5,0 0,4 2,7
kugelf. Beh. (mono) 38,4 16,4 38,4 3,9 4,3 0,2 7,7 0,3 2,5
Schisteil (mono) 38,4 17,2 38,4 4,0 8,4 0,2 4,1 0,5 2,9
Batterie (stereo) 60,2 52,6 39,8 24,5 13,9 3,9 9,8 0,5 27,3
Luftlter (stereo) 46,0 34,9 41,5 9,0 15,7 5,2 4,3 0,7 11,9
kugelf. Beh. (stereo) 48,3 39,0 41,4 10,9 11,0 4,8 12,0 0,4 14,4
Schrauberregelung 38,5 14,0 38,3 3,8 3,3 4,2 2,5 0,3 2,8
Greiferregelung 71,4 71,5 43,6 31,2 16,5 12,4 10,7 0,8 26,3
Tabelle 4.4: Mittlere Zyklus- und Latenzzeiten sowie durchschnittliche Dauern der ein-
zelnen Programmteile in ms (die Abk

urzungen stehen f

ur camera, input enqueuer,
associator, state enqueuer+controller, modelprojector, output dequeuer und
monitor/overlayer, vgl. Abb. 4.26 und 4.28) f

ur die monokularen (mono) und bin-
okularen Verfolgungen (stereo), die (monokulare) Schrauberregelung zur Doppelklotz-
demontage und die (binokulare) Greiferregelung zur Entnahme der Batterie aus dem
Motorraum. Bez

uglich der hohen Zeiten in der letzten Spalte ist zu bemerken, da sich
hier Wartezeiten auf den Bildeinzug widerspiegeln.
letztendlich nur durch die Bereinigung des historisch gewachsenen Programmsystems
m

oglich wurde. Dieser Punkt sei an dieser Stelle besonders betont, um herauszuheben,
welche Auswirkungen sich aufgrund von Programmsystemen ergeben, die mit der Zeit
{ als ganz nat

urlicher Teil der Entwicklung { unterschiedlichen Anforderungen und
Randbedingungen gen

ugen m

ussen (vgl. besonders Abschnitt 4.3).
4.5.2 Verteilte Berechnung der Lokalisation
Da bereits bei der Entwicklung der Lokalisation relativ hohe Rechenzeiten abzuse-
hen waren, wurden zeitkritische Teile bereits bei der Implementation ezient realisiert
und programmtechnische Optimierungen durchgef

uhrt. Zur Beschleunigung der Loka-
lisation ist daher auf dieser Ebene kaum noch etwas zu gewinnen. Da das Verfahren
aus Robustheitsgr

unden nicht modiziert werden soll, mu mehr Rechenkapazit

at zur
Verf

ugung gestellt werden, um die durchzuf

uhrenden Operationen in k

urzerer Zeit be-
werkstelligen zu k

onnen. Eine Portierung auf einen mittlerweile erh

altlichen, im Ver-
gleich zum bisher verwendeten etwa vier mal so schnellen Rechner l

at zwar eine Redu-
zierung der Lokalisationszeiten um etwa 75% erwarten, jedoch steht eine M

oglichkeit
in Aussicht, wie eine weitaus st

arkere Verringerung der Zeiten erzielt werden kann. Wie
das geschehen kann, wird schnell klar, wenn man sich s

amtliche am Institut verwendba-
re Ger

ate vergegenw

artigt (Abbildung 4.29). Bereits zur Beschleunigung der Verfolgung
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Abbildung 4.29: S

amtliche relevante Ger

ate des Instituts. In der Mitte ist der Steu-
errechner dargestellt. Man erkennt auf der linken Seite die beiden MiniVISTAs f

ur
Bildeinzug und Kantenelementberechnung. Der oben links dargestellte Spezialrechner
dient der Ansteuerung des Beobachtungsroboters, der oben rechts der des werkzeug-
tragenden Roboters. Die im Laufe der Zeit zu unterschiedlichen Zwecken angeschaten
Rechner des Instituts sind auf der rechten Seite abgebildet. Sie stellen hinreichend viel
potentielle Rechenleistung zur Beschleunigung der Lokalisation zur Verf

ugung.
wurden bisher stets Zusatzrechner (MiniVISTAs) eingesetzt { eine Manahme, die es
bisher

uberhaupt erst m

oglich machte, Echtzeitanforderungen in die Tat umsetzen zu
k

onnen. Es bietet sich an, zur Beschleunigung der Lokalisation in

ahnlicher Weise nicht
nur den Steuerrechner zu verwenden. Die Lokalisation soll daher zur Beschleunigung
auf allen Rechnern verteilt ausgef

uhrt werden. Grundlage daf

ur bietet das alle Rechner
verbindende 10MBit Ethernet sowie das allen Rechnern gemeinsame Betriebssystem
Solaris, das alle daf

ur ben

otigten Werkzeuge zur Verf

ugung stellt. Da Visdom auf
allen Rechnern lau

ahig ist { die Grundlage daf

ur wurde in Abschnitt 4.4.1 geschaen
{ und das Betriebssystem von der Art des verwendeten Rechners abstrahiert, hat solch
ein Vorhaben trotz der Inhomogenit

at des Rechnernetzes gute Aussichten auf Erfolg.
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
UTZTE DEMONTAGE
Rechner Prozessortyp Kapazit

at
A Ultra II 2  300MHz
B, C Pentium III 2  600MHz
D, E Ultra II 2  200MHz
F , G, H Ultra I 1  167MHz
Tabelle 4.5: Zur Verf

ugung stehende Rechner mit einer Kapazit

at

uber 150MHz .
Aufgrund der Kapazit

at der drei schnellsten Rechner werden f

ur die Verteilung alle
Rechner mit einer Mindestkapazit

at

uber 150MHz als praktikabel eingestuft
9
, siehe
Tabelle 4.5. Es sei darauf hingewiesen, da keiner der Rechner zu diesem Zweck ange-
schat wurde. Alle Rechner wurden in verschiedenen historischen Situationen zu unter-
schiedlichen Zwecken angeschat. Die beiden Pentiums wurden beispielsweise zuletzt
gekauft, um in naher Zukunft die MiniVISTAs zu ersetzen.
10
Sie liegen insbesondere
bei der Lokalisation brach.
Da jede Suchstufe der Lokalisation aus z.T. vielen Lagebewertungen besteht, kann
jeder Suchschritt in naheliegender, nat

urlicher Weise aufgeteilt werden. Nach der Be-
wertung der Lagehypothesen durch die zur Verf

ugung stehenden Prozessoren werden
die einzelnen Teilergebnisse nach jeder Suchstufe auf dem Zentralrechner A gesammelt
und ausgewertet. Anhand der Auswertung wird die n

achste Suchstufe vorbereitet, die
wiederum verteilt abl

auft.
Die Verteilung selbst beinhaltet zwei Komponenten. Die eine Komponente betrit die
Verteilung der auf einem Rechner anfallenden Berechnungen auf die zur Verf

ugung ste-
henden Prozessoren innerhalb des Rechners. Die zweite Komponente umfat die Vertei-
lung der bei der Lokalisation anfallenden Berechnungen auf die zur Verf

ugung stehen-
den Rechner. Ersteres wird umgesetzt durch Verteilung der Aufgabe eines Rechners auf
zwei Prozef

aden. Die zweite Komponente impliziert die Verwendung entsprechender
Sockel-Kan

ale zur Kommunikation zwischen dem Zentralrechner A und den Satelli-
tenrechnern B bis H. Zur Initialisierung erh

alt jeder Rechner vom Zentralrechner das
zugrundeliegende Kantenelementbild sowie die Parametrisierung der Lokalisation, um
die einheitliche Datengrundlage bzw. Parametrisierung sicherzustellen. Die Parametri-
sierung der Verteilung wird so einfach wie m

oglich gehalten. Zur interaktiven Auswahl
der bei der Verteilung zu ber

ucksichtigenden Rechner sind einfach deren Namen in
einer Liste anzugeben.
9
Zum einen ist von Rechnern mit einer geringeren Kapazit

at kein lohnenswerter Betrag zur Be-
schleunigung zu erwarten und zum anderen stellen die zur Verf

ugung stehenden Rechner mit einer
Kapazit

at unter 150MHz nicht gen

ugend Hauptspeicher zur Verf

ugung.
10
Die Rechner haben eine Kapazit

at erreicht, bei der es erstmals m

oglich sein sollte, die in hoch-
integrierte Schaltkreise gegossene Kantenelementberechnung der MiniVISTAs programmtechnisch in
nahezu der gleichen Geschwindigkeit durchf

uhren zu k

onnen. Da die MiniVISTAs schon so alt sind,
da kaum Ersatzteile mehr zu beschaen sind, ist ein rechtzeitiger Umstieg von groer Bedeutung.
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Mit diesem Werkzeug kann nun der Einu der beteiligten Rechner auf die Lokalisati-
onszeit studiert werden. Zum Vergleich der verschiedenen Rechnerkongurationen ist es
dabei sinnvoll, ein Vergleichsma zur Verf

ugung zu haben. Zu diesem Zweck werden die
einzelnen Taktfrequenzen der beteiligten Prozessoren zu einem Ma f

ur die Anzahl an
Operationen pro Sekunde zur Beschreibung der Kapazit

at der Ger

atekonguration ad-
diert. Dagegen mag es durchaus berechtigte Einw

ande geben. Ergebnisse in [Leuck 00]
und [Nagel et al. 99] belegen jedoch bei der Verfolgung von Fahrzeugen in Straenver-
kehrsszenen, da die Ausf

uhrungsrate bei jedem Rechnertyp unter Verwendung eines
festen

Ubersetzers einen linearen Zusammenhang zur Taktfrequenz aufweist. Zwar hat
jeder Rechnertyp seine eigene Kennlinie, doch sei hier vereinfachend von n

aherungswei-
se gleichen Charakteristiken ausgegangen. Obiges Ma kann also durchaus als grobes
Ma zum Vergleich der Leistung verschiedener Rechnerkongurationen dienen.
Abbildung 4.30 veranschaulicht die Abh

angigkeit der Lokalisationszeit bzw. -rate
11
von
der gew

ahlten Rechnerkonguration. Dabei wurden beginnend bei dem Zentralrechner
bzw. den schnellsten Rechnern nach und nach immer mehr Rechner hinzugenommen
(Rechnerkongurationen: A (ein Prozefaden); A (zwei Prozef

aden); A, B; A-C; A-D;
A-E; A-H). Wie man erkennen kann, gehen die Zeiten ab einer Ger

atekonguration
von 3400 Millionen Operationen pro Sekunde in einen S

attigungsbereich

uber { was
aufgrund der Kapazit

aten der Rechner F bisH auch nicht verwunderlich ist. Auerhalb
des S

attigungsbereichs zeigt die Lokalisationsrate ein n

aherungsweise lineares Verhal-
ten, was als Rechtfertigung f

ur oben angenommenes Leistungsma angesehen werden
kann.
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Abbildung 4.30: Abh

angigkeit der Lokalisationszeit (links) bzw. -rate (rechts) von der
Leistung der verwendeten Ger

atekonguration bei einer Lokalisation des Schisteils.
Das verwendete Schisteilbild wurde mit freundlicher Unterst

utzung von A. Bachem
im neuen Technikum des Fraunhofer-Instituts f

ur Informations- und Datenverarbeitung
(IITB) von einer Hochdynamikkamera aufgenommen und zur Verf

ugung gestellt.
11
Gleich Kehrwert der Lokalisationszeit.
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
UTZTE DEMONTAGE
A (1-f

adig) A (2-f

adig) A, B A, B, C A, B, C, D
Objekt 300MOpS 600MOpS 1800MOpS 3000MOpS 3400MOpS
Batterie 45:38 24:01 10:51 6:53 6:00
Luftlter 6:47 3:43 1:37 1:01 0:55
kugelf

ormiger Beh

alter 6:17 3:14 1:30 0:57 0:52
Doppelklotz 2:51 1:23 0:43 0:29 0:27
Schisteil (Standardka-
mera)
9:15 4:53 2:26 1:32 1:25
Schisteil (hochau

os-
ende Kamera)
20:04 12:02 6:23 4:11 3:59
Schisteil (Hochdyna-
mikkamera)
7:14 3:41 1:47 1:14 1:09
Batterie 14:25 { 6:41 4:58 4:15
Luftlter 9:52 { 3:49 2:31 2:11
kugelf

ormiger Beh

alter 10:35 { 4:29 2:44 2:30
Schisteil (Standardka-
mera)
10:10 { 4:55 3:04 2:48
Tabelle 4.6: Mono- (oberer Teil) und binokulare Lokalisationszeiten (unterer Teil) in
min:sek abh

angig von der Rechnerkonguration (Millionen Operationen pro Sekunde
wurde abgek

urzt mit MOpS ). Anmerkung zur dritten Spalte, unten: Da die Stereolo-
kalisation in Anlehnung an die Stereoverfolgung bereits in zwei Prozessen realisiert ist,
machen Messungen bei Verwendung des Rechners A mit zwei Prozef

aden keinen Sinn.
Tabelle 4.6 fat die Ausf

uhrungszeiten aller mono- und binokularen Lokalisationen
auerhalb des S

attigungsbereichs zusammen. Die maximal durch die Verteilung erziel-
bare Beschleunigung der Lokalisation (bei Konguration A, B, C, D) im Vergleich zur
unverteilten Version bewegt sich zwischen einem Faktor von 3,4 bei der Stereoloka-
lisation der Batterie und 7,6 bei der monokularen Lokalisation der Batterie. Das ist
zwar wesentlich weniger als das Leistungsma erwarten l

at { gegen

uber der einf

adigen
Lokalisation auf Rechner A hat diese Konguration bzgl. des gew

ahlten Maes etwa
die 11,3-fache Leistung { aber die erhaltenen Lokalisationszeiten bewegen sich im Be-
reich zwischen 27 Sekunden und 6Minuten, was wesentlich praktikabler ist als 3 bis 45
Minuten.
Die in diesem Abschnitt durchgef

uhrten Untersuchungen belegen, da es m

oglich ist, in
Situationen hohen Rechenaufkommens alle zur Verf

ugung stehenden Rechner { selbst in
inhomogenen Rechnernetzen { zu akquirieren und zur Beschleunigung einer zeitaufwen-
digen Aufgabe zu nutzen. Dies wurde im vorliegenden Fall an einer Lokalisationsaufgabe
demonstriert, um die Ausf

uhrungszeiten praktikabler zu machen.
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4.6 Analysierbarkeit
Zur Verbesserung der Analysierbarkeit von auftretenden Fehlern in Programm und
Ger

atestruktur sei auf die Ausf

uhrungen in Abschnitt 4.3 verwiesen.
Bei der Analysierbarkeit der Ergebnisse k

onnen einige bei der Personenverfolgung be-
reits umgesetzte Konzepte zur Darstellung der Ergebnisse auf dem Bildschirm erfolg-
reich auf den Fall der sichtsystemgest

utzten Demontage

ubertragen werden. Zus

atzlich
konnte eine Verbesserung bez

uglich einiger Ein- und Ausgabeformate erzielt werden.
Im einzelnen wurden folgende Verbesserungen vorgenommen, deren Umsetzung sich
zwar einfach gestaltete, deren Nutzbarkeit jedoch f

ur die in dieser Arbeit dokumentier-
ten Forschungen insbesondere beim Aunden von Problemursachen wertvolle Dienste
leistete.
 Von nun an ackerfreie Einblendung des projizierten Modells und der im Anpas-
sungsproze verwendeten Kantenelemente,
 Einblendung zus

atzlicher n

utzlicher Daten im Anzeigefenster, wie die Kanten-
suchbereiche und die gez

ahlten Kantenelemente im Verlauf der Lokalisation, oder
die farbliche Einblendung der im Verfolgungsproze nicht verwendeten Kanten-
elemente,
 Integration einer Lupe zum Vergr

oern von dargestellten Ergebnissen

ahnlich wie
bei der Personenverfolgung (per Mausklick kann in einfacher Weise die Vergr

oe-
rungsstufe gew

ahlt werden),
 Einstellung der Systemkovarianzen (vgl. Abschnitt 4.2.2) nicht mehr im Pro-
gramm, sondern via Parameterdatei,
 Angabe von Ein- und Ausgabetransformationen nicht mehr in Form homogener
Transformationsmatrizen (16 Parameter), sondern in Form

aquivalenter Trans-
formationsvektoren (6 Parameter; intuitiv wesentlich zug

anglicher).
Die letzten beiden Punkte verbessern in nat

urlicher Weise insbesondere auch die Be-
dienbarkeit des Programms.
Dies zeigt deutlich, da die Betrachtung des Analysieraspekts nicht nur Vorteile bei der
Wartung des Programmsystems bringt, sondern automatisch als Teil der Entwicklung
entsteht und die Verbesserung der anderen Aspekte befruchtet.
Kapitel 5
Gegen

uberstellung der beiden
Teilbereiche
Die sich ergebende Betrachtung des Automatisierungsaspektes bewirkte bei der sichtsy-
stemgest

utzten Demontage die Erweiterung um eine automatische Initialisierung des
Verfolgungsprozesses. Dagegen war die Verfolgung von Personen bisher auf einem Stand,
bei dem noch kein hinreichend geringer Benutzerinteraktionsgrad zu verzeichnen war.
Daher bezog sich die Verbesserung der Automatisierung bei der Personenverfolgung
noch auf die Verfolgung selbst. Eine

Ubertragung der Lokalisation von der Demonta-
ge auf den Bereich der Personenverfolgung w

are zudem aufgrund der zahlreichen zu
bestimmenden Freiheitsgrade als nicht praktikabel einzustufen gewesen. Anstatt ein
Lokalisationsverfahren aus der Literatur zu adaptieren oder ein f

ur die Personenverfol-
gung geeignetes zu entwerfen, wurde es daher als wichtiger eingestuft, die Verfolgung
selbst weiter zu verbessern, schlielich bildet die Objektverfolgung den Kern bei der
Erkennung von Personenbewegungen. Da auf diesem Gebiet aufgrund der wesentlich
komplexeren Anforderungen als bei der Demontage noch kein hinreichender Stand er-
reicht werden konnte, war es als wichtiger einzustufen, den Wesenskern zu verbessern,
anstatt diesen zur Verbesserung der Automatisierung zu erweitern.
Die Betrachtung der Robustheit gestaltet sich in beiden untersuchten Bereichen als be-
sonders vordergr

undig, da hier bei beiden die Hauptschw

achen zu beobachten waren.
Aufgrund der

ahnlichen Funktionsweise bei beiden Verfahren erwies sich eine einheitli-
che Denition der Robustheit als sehr n

utzlich. In beiden Bereichen zeigte sich zudem,
da die auftretenden Robustheitsschw

achen nicht monokausaler Natur sind, sondern
vieler Teiluntersuchungen und -verbesserungen bed

urfen. Dies l

at den Schlu zu, da
allgemein bei modellbasierten Sichtsystemen { welche bereits einen gewissen Stand
der Technik erreicht haben { in Sachen Robustheitsverbesserung grunds

atzlich mit der
Analyse und Modikation zahlreicher Einzelfaktoren gerechnet werden mu.
Insbesondere zur Analyse von auftretenden Robustheitsschw

achen erweisen sich ge-
eignete Werkzeuge zu deren Untersuchung als sehr vorteilhaft. Da das Programm zur
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Personenverfolgung in dieser Hinsicht bereits weit fortgeschritten war, konnte Einiges
auf die Demontage

ubertragen werden.
Aufgrund des Einsatzes von Ger

aten ergab sich bei der Demontage im Gegensatz zur
Personenverfolgung zus

atzlich die Betrachtung von Aspekten wie Zuverl

assigkeit, Si-
cherheit und Ausfallsicherheit. Durch den erreichten Stand bei der Verfolgung bzw.
Lokalisation r

uckte auerdem bei der Demontage der Geschwindigkeitsaspekt immer
weiter in den Vordergrund. Zudem sind bei der Roboterregelung Geschwindigkeitsan-
forderungen in Form von Echtzeitaspekten direkt mit Robustheits- und Sicherheits-
aspekten gekoppelt. Da diese Punkte bei der Personenverfolgung sowie bei der Initia-
lisierung des der Demontage zugrundeliegenden Verfolgungsprozesses nicht vorhanden
sind, spielt dagegen dort die Ausf

uhrungsgeschwindigkeit eine untergeordnete Rolle.
Daraus resultierte, da auch komplexe Algorithmen zur Sicherstellung der Robustheit
eingesetzt werden konnten (vgl. Abschnitte 3.1.3 und 4.1). Zun

achst bietet sich hier
lediglich aus Praktikabilit

atsgr

unden eine Beschleunigung an (vgl. Abschnitt 4.5.2).
Dagegen steht die Erf

ullung der Echtzeitanforderungen bei der Demontage dem Ein-
satz zu komplexer Algorithmen zur Robustheitssteigerung entgegen, weshalb hier ein
erweiterter Kalman-Filter und kein iterativ erweiterter Kalman-Filter mit genauerer
Optimierung (siehe Personenverfolgung) zum Einsatz kommt. Zudem ist die Verfolgung
bei der Demontage hinreichend robust, was den Einsatz des erweiterten Kalman-Filters
rechtfertigt.
Sobald ein gewisser Robustheitsstandard erreicht ist, treten in nat

urlicher Weise Erwei-
terungsaspekte hinsichtlich Flexibilit

at und Anwendungsspektrum in den Vordergrund.
W

ahrend bei der Demontage aus diesem Grund entsprechende Erweiterungen durch-
gef

uhrt wurden, besteht bei der Personenverfolgung noch ein Robustheitsstand, bei
dem andere Aspekte zum gegebenem Zeitpunkt wichtiger sind.
All diese Betrachtungen zeigen, wie sich die beiden Teilbereiche durch ihre Verschieden-
artigkeit und die sich unterscheidenden Rahmenbedingungen erg

anzen k

onnen. Dieser
Punkt kann insbesondere auch anhand des folgenden Paradebeispiels zur Demonstra-
tion des Zusammenspiels der beiden Bereiche erl

autert werden. Wie sich zeigen wird,
kann dadurch ein interessanter Eekt modellbasierter Systeme erkannt werden.
In Abschnitt 3.1.2 wurde erl

autert, da sich aufgrund der rekursiven Wirkungsweise
eines Verfolgungsprozesses Rechenungenauigkeiten bei der Personenverfolgung zu chao-
tischen St

orungen der Anpassungsergebnisse aufschaukeln k

onnen. Zwar ergeben sich
bei der Demontage keine Hinweise auf solch massive chaotische Auswirkungen, aber da
der Verfolgungsproze ebenfalls rekursiv arbeitet, mu sich das Verhalten dynamischer
Systeme auch hier auf irgendeine Art und Weise widerspiegeln. Der groe Vorteil, der
sich beim Transfer ausgew

ahlter Untersuchungen von der Personenverfolgung auf die
Demontage ergibt, liegt in den M

oglichkeiten, welche durch die Versuchsumgebung der
Roboterzelle bereitgestellt werden: Da durch den Beobachtungsroboter Kameratrajek-
torien vorgegeben und genau reproduziert werden k

onnen, kann untersucht werden, wie
sich die Verfolgungsergebnisse in Abh

angigkeit von einer immer wieder gleichen Rela-
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tivbewegung zwischen Objekt und Kamera verhalten. Bei der Personenverfolgung w

are
dies nur sehr schwer zu realisieren. Es ist zu erwarten, da sich zumindest ansatzweise
dynamisches Verhalten aus den Ergebnissen erkennen l

at.
Zur Durchf

uhrung der Untersuchungen werden drei bisher behandelte Objekte des
Motorraumes (Batterie, Luftlter und kugelf

ormiger Beh

alter) verfolgt, wobei die dabei
verwendete Kamera eine lineare Bahn

uber dem Motorraum des Versuchsfahrzeugs
beschreibt, welche periodisch zwei Mal abgefahren wird (eine Bewegung in Richtung
des Objektes, auf dem gleichen Wege zur

uck, wieder auf das Objekt zu und wieder vom
Objekt weg). Das bedeutet, da die gleiche Bahn zwei Mal vorw

arts und r

uckw

arts
abgefahren wird. Da die tats

achliche Relativposition des Objektes zur Kamera dabei
den gleichen Verlauf nimmt, sollte die gesch

atzte Position (x; y; z)
T
des Objektes auch
jeweils die gleichen Werte annehmen (bis auf zufallsverteilte St

orungen durch Rausch-
ein

usse im Bildmaterial).
Abbildung 5.1 zeigt die Positionssch

atzungen (x; y; z)
T
der Objekte w

ahrend der zwei
Bewegungsperioden der Kamera. Zur

ubersichtlichen Darstellung der Ergebnisse wur-
den die Positionssch

atzungen in der Abbildung jeweils in die xy- sowie die xz-Ebene
projiziert. Bei Betrachtung der Graken f

allt auf, da die Trajektorien nicht immer
aus nur einer Zusammenhangskomponente bestehen, sondern da auch zwei Zusam-
menhangskomponenten auftreten k

onnen!
1
Dies tritt nicht nur bei einer der drei Ver-
folgungen auf, sondern bei allen, was als deutliches Indiz auf ein prinzipielles Ph

ano-
men zu werten ist. Das bedeutet, da sich der Zustandsvektor bei jeder Periode der
Kamerabewegung in verschiedenen Zustandsr

aumen bewegen kann, obwohl die Modell-
anpassung bei visueller Inspektion durch einen Betrachter gleich gut zu sein scheint.
Oenbar kann die grobe Lage eines Objektes durch das aktuelle Modellanpassungsver-
fahren gut gesch

atzt werden, wohingegen bei der Bestimmung der genauen Lage ein
Unsch

arfefaktor ins Spiel kommt. Die damit einhergehende maximale Sch

atzungenau-
igkeit kann aus den Abbildungen bestimmt werden zu weniger als 1 cm. Da sich der
Abstand zwischen Objekt und Kamera im Bereich zwischen einem halben Meter und
einem Meter bewegt, ist diese Schwankung im Rahmen des Toleranzbereichs.
Das bedeutet, da selbst Eekte geringen Ausmaes, wie Kamerarauschen und andere
Rauschein

usse, im Hinblick auf den Zustandsraum, in dem sich die Lagesch

atzung
eines Objekts im weiteren Verlauf einer Bildfolge bewegt, eine groe Rolle spielen.
Das bedeutet auch, da dieser Eekt dem Verfolgungsverfahren inh

arent ist, d.h. nicht
vollst

andig beseitigt werden kann. Die eingangs erwartete Parallele zum Bereich dy-
namischer Systeme ist damit anhand der Verfolgung von Motorraumteilen belegt. Bei
anderen modellbasierten Sichtsystemen ist dieser Eekt ebenfalls zu ber

ucksichtigen.
1
Bei der Batterieverfolgung r

uhren die beiden Zusammenhangskomponenten von den beiden Be-
wegungsperioden der Kamera her, bei den beiden anderen Objekten dagegen von der Vorw

arts- bzw.
R

uckw

artsbewegung der Kamera.
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Abbildung 5.1: Positionssch

atzungen (x; y; z)
T
bei Verfolgung der Batterie (oben), des
Luftlters (Mitte) sowie des kugelf

ormigen Beh

alters (unten) bez

uglich des bewegten
Kamerakoordinatensystems w

ahrend zwei Bewegungsperioden der Kamera. Zu Darstel-
lungszwecken wurden die Positionssch

atzungen jeweils in die xy- (links) und xz-Ebene
(rechts) projiziert.
Kapitel 6
Zusammenfassung und Ausblick
Anhand der beiden gew

ahlten unterschiedlichen Teilbereiche innerhalb des Feldes mo-
dellbasierter Sichtsysteme konnte herausgearbeitet werden, wie unterschiedliche Rah-
menbedingungen und Anforderungen zu jeweils spezischen Priorisierungen der einzel-
nen Bewertungsaspekte f

uhren. Es wurde dargestellt, welche Bewertungsaspekte hier-
bei in welchen Situationen auftreten und wie sie als nat

urlicher Teil des Entwicklungs-
prozesses modellbasierter Systeme entstehen. Die sich herauskristallisierenden Frage-
stellungen hinsichtlich Automatisierbarkeit, Genauigkeit, Robustheit, Zuverl

assigkeit,
Sicherheit, Ausfallsicherheit, Flexibilit

at, Ausf

uhrungsgeschwindigkeit, sowie Analy-
sierbarkeit wurden erl

autert und zu allen Aspekten L

osungsans

atze vorgestellt und
umgesetzt.
Bei der Behandlung der einzelnen Aspekte ergab sich als herauszustellende Erkenntnis,
da hierzu zwei M

oglichkeiten zur Erzielung eines signikanten Fortschrittes genutzt
werden m

ussen. Im einen Fall handelt es sich um die Entwicklung neuer Algorithmen
und Verfahren, im zweiten um die Verbesserung zahlreicher Einzelfaktoren. Insbeson-
dere letzteres erweist sich bei einigen Fragestellungen als unumg

anglich, und so wurden
beide M

oglichkeiten auch genutzt.
Zusammenfassend wurden in der vorliegenden Arbeit folgende Ergebnisse erzielt:
 Als eines der wohl wichtigsten Ergebnisse ist die Realisierung der automatischen,
realwelttauglichen, modellbasierten mono- oder multiokularen Objektlokalisation
zur Initialisierung des f

ur die sichtsystemgest

utzte Regelung erforderlichen Ver-
folgungsprozesses zu nennen. Damit konnte die Automatisierbarkeit durch eine
signikante Senkung des Interaktionsgrades bei der Demontage deutlich verbes-
sert und die Kette zwischen Bildeinzug und Regelung geschlossen werden. Die
wesentlichen Merkmale der Lokalisation lassen sich wie folgt stichwortartig zu-
sammenfassen:
{ Hierarchisch organisierte Abtastung im Szenenraum, d.h. im Raum zugelas-
sener Objektlagen (bis 6D).
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{ Bewut keine lokale Suchmethode, sondern globale Suche, die aus Rechen-
zeitgr

unden eingeschr

ankt werden kann, dadurch weitgehender Ausschlu
lokaler Optima.
{ Bewertung der abgetasteten Lagen durch ein von der Granularit

at der Such-
stufe abh

angiges G

utema.
{ Durch sukzessive Verkleinerung der Granularit

at verringern sich die Kan-
tensuchbereiche, d.h. es handelt sich um ein selbst zuziehendes Verfahren.
{ Kombination der Suche im Szenenraum mit einer Variante der Hough-Trans-
formation

uber die G

utefunktion.
{ G

utefunktion nicht dierenzierbar oder ableitbar.
{ Explizite Ber

ucksichtigung von m

oglichen Fehlzuordnungen zwischen proji-
ziertem Modell und Bilddaten.
{ Annahme, da eine der am besten bewerteten Modellagen innerhalb ei-
ner Suchstufe in weiteren Iterationen zu der richtigen Modellage f

uhrt. Die
endg

ultige Entscheidung wird in der letzten Iteration getroen.
{ Einbeziehung von Position und Orientierung der Kantenelemente. Es wird
explizit ber

ucksichtigt, da die extrahierte Richtung im Kantenelementbild
bei geraden, realen Bildkanten um bis zu 6

variiert.
{ A-priori Wissen

uber die Objektlage kann einfach ber

ucksichtigt werden.
{ Die Lokalisation funktioniert mono- und binokular.
{ Abbildung von Anpassungsproblemen, eventuellen Zuordnungsmehrdeutig-
keiten und Problemen mit komplexem Hintergrund auf ein Rechenzeitpro-
blem.
{ Das Verfahren ist robust (bzgl. aller Testbeispiele).
{ Einziger bislang identizierter Nachteil: ohne weitere Manahmen hohe Re-
chenzeiten (wenige Minuten bis 46 Minuten).
 Eine Verbesserung der Automatisierung wurde bei der Personenverfolgung erzielt
durch die Senkung des Interaktionsgrades mittels

Ubergang von einer bildfolgen-
individuellen zu einer bildfolgenunabh

angigen Parametrisierung des Verfahrens.
Dabei konnte die im Mittel erreichte Verfolgungsg

ute verbessert werden.
 Des Weiteren ist die deutliche Steigerung von Robustheit bzw. Anpassungsge-
nauigkeit durch die Verwendung bzw. Verbesserung einer adaptiven Bildlte-
rung bei der Demontage zu nennen sowie der Einsatz eines iterativ erweiter-
ten Kalman-Filters unter Verwendung einer Levenberg-Marquardt{Optimierung
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bei der Personenverfolgung (anstatt eines erweiterten Kalmanlters mit Gau-
Newton{Optimierung) und die systematische Verbesserung mehrerer Einzelfak-
toren.
 Die Flexibilit

at konnte bei der Demontage verbessert werden durch eine Steige-
rung der Ger

ate- sowie Bildformatunabh

angigkeit und der Erweiterung um die
M

oglichkeit, beliebigeBahnen mit den Beobachtungskameras abfahren zu k

onnen.
Zudem wurde das Einsatzgebiet erweitert um die Verfolgung zweier neuer Ob-
jekte, die das Verfahren vor weitere Herausforderungen stellen (kugelf

ormiger
Beh

alter, Schisteil), sowie um die Regelung des Schrauberwerkzeuges zum er-
folgreichen L

osen spezieller Schraubverbindungen (Realisation der Schrauberre-
gelung nach [Gengenbach 94] mittels der Routinen in Visdom).
 Ferner ist besonders auf die Beschleunigung der Verfolgung bei der Demontage
unter Durchf

uhrung verschiedener Manahmen hinzuweisen, was nun eine Rege-
lung in Echtzeit erm

oglicht. Aus Praktikabilit

atsgr

unden wurde zudem die (robu-
ste, aber dadurch rechenintensive) Lokalisation durch eine verteilte Ausf

uhrung
auf mehreren Rechnern bzw. Prozessoren um ein Vielfaches beschleunigt.
 Zuverl

assigkeit, Sicherheit und Ausfallsicherheit konnten verbessert werden durch
Verwendung eines neuen Steuerrechners, einer Reorganisation der Ger

atestruk-
tur, einer Reimplementation von Bildeinzug und Roboteransteuerung sowie vor
allem durch eine systematische Bereinigung des historisch gewachsenen Programm-
systems (was sich auch auf weitere Aspekte positiv auswirkte).
 Aufgrund des komplexen Zusammenspiels zahlreicher, meist nicht

uberschaubarer
Einzeleekte kommt der Analysierbarkeit von Ergebnissen wie auch von auftre-
tenden Fehlern eine besondere Bedeutung zu. Hinsichtlich dieses Aspekts konnten
Verbesserungen erreicht werden durch s

amtliche im vorausgehenden Punkt ge-
nannten Manahmen sowie durch eine Verbesserung der Benutzungsschnittstelle
bzw. -ober

ache.
 Die beiden Teilgebiete wurden einander gegen

ubergestellt, um aufzuzeigen, in
welchen Situationen bei modellbasierten Sichtsystemen welche Aspekte als nat

urli-
cher Bestandteil der Entwicklung im Vordergrund stehen. Durch Ableitung all-
gemeing

ultiger Aussagen konnte insbesondere eine Parallele zu dynamischen Sy-
stemen herausgearbeitet und verdeutlicht werden.
Die durchgef

uhrten Manahmen decken sowohl theoretische als auch praktische

Uber-
legungen und Ans

atze ab, sowie Ger

ate-, Programm- und Entwurfsebene. Neben der
Entwicklung neuer Verfahren wurde auch der Fortschritt mittels der Verbesserung zahl-
reicher Einufaktoren erl

autert. Dies verdeutlicht den Handlungsspielraum, der bei
modellbasierten Sichtsystemen zur Verf

ugung steht.
Als Bewertungsmastab f

ur einige der Ergebnisse sei beispielsweise die nun automa-
tisch initialisierte Entnahme der Batterie aus dem Motorraums erw

ahnt. Im Gegensatz
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zu dem vor dieser Arbeit bestehenden System funktioniert sie nun bei praktisch jedem
Lauf einwandfrei. Zudem kann nun die Regelung schnell auf

auere Gegebenheiten rea-
gieren, da die monokulare Verarbeitung schritthaltend mit dem Bildeinzug funktioniert
und die binokulare nur noch bis auf einen Faktor zwei davon entfernt ist.
Wie bei (fast) allen Forschungen kann nat

urlich auch die vorliegende Arbeit nicht
f

ur sich beanspruchen, alle Probleme gel

ost zu haben. Neben der Vorstellung der Fort-
schritte sind daher auch die verbleibenden Schwierigkeiten zu nennen, f

ur die noch keine
L

osungen gefunden bzw. die aus Zeitgr

unden nicht mehr bearbeitet werden konnten.
Als Ausblick f

ur weitere Untersuchungen und Verbesserungen sei daher hingewiesen
auf die in den Abschnitten 3.1.5 und 4.2.2 dokumentierten verbleibenden Robust-
heitsschw

achen bei der Personenverfolgung bzw. der Demontage (siehe hierzu auch
Abschnitt 3.1.4). Zur Vermeidung der in Abschnitt 4.2.2 erw

ahnten Abh

angigkeit der
Regelung von starken Beleuchtungs

anderungen ist an den Einsatz von Hochdynamikka-
meras zu denken. Zur Steigerung der Robustheit kann aber vor allem die G

utefunktion
der Lokalisation als Kriterium zur Verikation der Modellanpassung bei der Verfol-
gung herangezogen werden. Falls damit festgestellt werden kann, wann eine Verfolgung
nicht mehr genau funktioniert, kann die Verfolgung neu aufgesetzt werden und so das
Problem eines zu kleinen Fangbereichs im Bild umgangen werden, vgl. Abschnitt 3.1.5.
Das gilt sowohl f

ur den Bereich der Personenverfolgung als auch den Bereich der Robo-
terregelung. Bei letzterem sichert dies insbesondere die Robustheit und Sicherheit des
Systems. Ferner kann bei der Demontage versucht werden, auch bei der binokularen
Verfolgung bzw. Regelung jedes Halbbild schritthaltend auszuwerten. Bisher scheitert
dies haupts

achlich an der Synchronisation der Stereobilder.
In Zukunft k

onnen durch den erreichten Stand zudem immer mehr Erweiterungen der
Teilbereiche ins Auge gefat werden. Man denke etwa an die Nachf

uhrung der Ka-
mera bei der Personenverfolgung oder die Erfassung weiterer Bewegungsvorg

ange von
Personen. Bei der Demontage kann

uberlegt werden, wie die verschiedenen Komponen-
ten des Motorraums gel

ost und anschlieend entnommen werden k

onnen. Zum L

osen
der Verbindungen k

onnte dabei beispielsweise ein Wasserstrahlschneider zum Einsatz
kommen.
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