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INTRODUCTION 
I. We shall study the simiIarity solution u = u(x/N”) of the problem 
(-q4>, = (W) ~%)2 , x > 0,O < t < T, 
u(0, t) = A, constant > 0, 0 < t < T, Cl.11 
u(x, 0) = 0, J > 0, 
which can be thought of as describing heat conduction in a semi-infinite medium 
x > 0, initially at zero temperature, when temperature A is applied and main- 
tained at the extremity I = 0. E(u) denotes energy per unit volume and k(zif is 
the conductivity of the medium. 
For E(u) = u this problem has been considered by a number of authors. 
Allowing E(s) to have jumps gives the possibility of discussing heat conduction 
when changes of phase of the medium are present (cf. [S]j. 
We shall adopt a definition of a generalized solution to (1 .l> which is essentially 
the one presented by Oleinik, et al. [l]. When applied to functions of y = ~/(t)~‘~, 
it will yield a boundary value problem for an ordinary differential equation, a 
solution of which will be proved to exist an dbe unique in a sense made precise 
in Section 8. The assumptions on the coefficients are: (a) K(s) is taken to be 
almost everywhere positive, and integrable in I--E, A -/- c) for certain E > 0; 
and (b) B(s) is supposed to be strictly increasing and bounded in (-E, ,4 + E), for 
certain E > 0, and to admit a monotonic left inverse IV, such that IV(r(E(s)j = s 
for s t [O, A], which is absolutely continuous in [E(O), E(A)]. 
We shall show that the solution can be obtained by employing an integrai 
equation introduced by Atkinson and Peletier [2], for a related diffusion problem 
(E(u) = U) under more stringent hypotheses; we shall also prove (Section 43 
that to any jump of E(s) there corresponds a jump of the flux --K(u(y)) u’(y) of 
the similarity solution U(Y), so that changes of phase of the medium are included 
in our presentation-and the solution u(y) to (1.1) is obtained-without the 
need of any additional equation involving a moving boundary. 
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ANALYSIS OF THE SOLUTION 
2. A function u(x, t) will be called a solution to the problem in Section 1 
if it is continuous in G = ((x, t): x > 0,O < t < T), lim,,, u = A, lim,,, u = 
0, the function U(ZL(N, t)) = fl (ZQ) K(s) ds admits a weak derivative [U(zc)], E 
h&G), E(u(x, t)) E-~&G), and for every + E Col(G), 
ss {&E(u) - &[U(U)]~> dx dt = 0. G 
As we are interested in a solution zc = u(y), y = x/W, we set #(x, t) = 
g(t) . ~(x/t’/~) E Cal(G). Replacing this test function in the previous equation we 
obtain 
( j g’(t) t1’2 dt) . j P-WY)) 4 
(S dt - g(t) tll” - 1 j (BYW~YN + FWY))I’) 9’ dy = 0. 
Integrating the first factor by parts, it follows that 
0 = j ~-&Y+(Y)) + f(r)> + SPJW~))) 4, for every p E C,l(O, + co), 
(2.2) 
where we have set f(y) = [u(i(u(y))]‘, the prime denoting weak derivative with 
respect to y. 
It is now easy to see that 
f(y) + &Yw4Y)> = 8 jk44 ds + c 
0 
(2.3) 
for almost every y > 0. Upon a possible redefinition on a set of measure zero, 
we find that 
and 6) NY> = f(r) + +Y-WYN is absolutely continuous in y > 0, 
(ii) h’(y) = (f(y) + +yE(u(y)))’ = @(u(y)) a.e. in y > 0. 
(2.4) 
Clearly, Eq. (2.2) follows from these two statements. 
From (2.2) or (2.4) it is obvious that we can assume E(O) = 0 without restricting 
generality. 
For Sections 3-5 we shall assume that we have a solution u(y). The boundary 
conditions for Eq. (2.2) or Eq. (2.4) are 
In fact, 
u(o+) = A > 0, lim u(y) = ti( c0) = 0. 
Y-m 
(2.5) 
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3. THEOREM. Solutions of Eq. (2.2) or Eq. (2.4) me monotone funct&s oJ’ 
y > 0. 
Proof. Let constant C E (-E, 4 + ) E and U(U) = z@) = C, a and 6 real 
numbers (6 > 0 is needed in case the coefficients k(s), E(s) are defined outside 
of [0, A]). We shall show that u(y) = C in (a, b). Otherwise, and without loss 
of generality, we may assume that U(V) > C in (a, b), and that C is a point of 
continuity of E. 
Consider 
0 = i” F’(Y)~(Y) 4’ + + j F’(Y) ~(E(4-v)) - E(C)) 4~ J 
+ 4 j ~YWWY)) - E(C)) d!. (3.1) 
We may assume that IJI = qn is a continuous function that equals zero outside 
of (a, b), takes value one in [u + l/n, b - l/n], and is linear in [a, a + ljn] 
and [b - 1 in, b]. Inserting this function in the previous equation, we see that 
(i) $ Jrp,(E(u(y)) - E(C)) dy >, 6 > 0 for sufficiently large nf 
(ii) 4 f &y(E(u(p)) - E(C)) dy -+ $(a - b)(E(C+) - E(C)) as n + co. 
As we assumed that C is a point of continuity of E, this integral can be made 
>-S/2 choosing n sufficiently large; 
(iii) In order to study the first term in (3.1), we write it as jz’1/5” + 
SLl,m > for a suitable m, and observe that U(u(y)) is an absolutely continuous 
function of y. For the first integral we have 
j)(s) ds = s”‘“’ k(s) ds > 0 in (a, n + l/m) and vanishes at y = n. 
c 
Therefore 
For the second integral, 
6f(s) ds = -j.“‘“’ k(s) ds. 
C 
By a similar argument we obtain 
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Hence 
and the first term of (3.1) will be >--612 for large n. Adding, we obtain a 
contradiction, proving the theorem. 
4. From the theorem above we deduce that [ U(zc(y))]’ = f(y) = 
k(zl(y)) u’(y) a.e. From (2.3), E(u(y)) b em monotone, it follows that the flux . g 
--K(zl(y)) U’(Y) belongs to the Lebesgue class of the function --f(y), locally of 
bounded variation, whose jumps take place precisely at those y at which u(y) 
is a point of discontinuity of E. In fact, we must have (cf. (2.4i)) 
NY+) = (&~u’)(Y+) + QY-@(Y+)) = (K(u)zc’)(~-)+~~E(u(y-))=h(y-), 
whence it follows that 
W 4(~+) - (44 u’)(Y-) = SY(EMY-1) - WY+))) t 0, 
u(y) and E(u( y)) being nonincreasing functions of y. 
If in our problem R(s) denotes thermal conductivity, E(s) energy per unit 
volume, and u(y) temperature, the equality above describes a change of phase 
taking place at temperature U(Y), without change in density of medium. 
In the original variables (x, t) we would have 
(W~,M+, 4 - (4+4(W--, 4 = s’(W(W)-, t)) - W+(t)+, 9) 
3; = s(t) = ytl/* being the interphase. 
5. We now discuss the behavior of u(y) and off(y). From Eq. (2.3) and 
the fact that u is a nonincreasing and E(s) a strictly increasing function, we obtain 
0 2 f(Y) = @(u) “‘h’) = ; (ly E@(s)) ds - yE(u(y))) + C 
2 f (E@(y)) j-’ ds - yE(u(y))) + C = C. 
0 
We can therefore proceed as follows. Adding (/Z(U) zl’)(y)/y to both sides of 
Eq. (2.4ii) yields 
h'(Y) - J4YYY = -(W) 4(Y>iY> 
and integrating we have 
h(y) = y Jym (K(u)s;‘)(s), ds + ByEo , (5-l) 
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where we have set 
lim h(y)/y = li+i @(u(y)) = &E, = $E(Q+) if u(y) > 0 for every y, 
y+s 
= 0 otherwise. 
Thus 
h(y) - $yEo = f(y) + +y(E(u(y)) - E,J = y lJ= (‘+;.;‘)(s) ds < 0. (5.2) 
It follows that iff(y,-j = 0, 
which implies n(y) = 0 for y > y1 and E, = 0. The converse is also true due 
to the monotonicity of u(y). In particular, if u(y) remains constant in an interval, 
we will have f(y) = Iz(u( y)) u’(y) = 0 a.e. in it. We conclude that 
THEOREM. A solution of (2.2) or (2.4), (2.5) is strictly monotone decreasing 
at those values of ~1 at which u(y) > 0. 
From (2.3) and (5.2) we get 
+ .i ’ (Ws)) - E,) ds + C = h(y) - JyE, ,( 0, 0 
which gives us 
LEMMA. For axy solution of (2.2), (2.5), and eoery y > 0 
$ I” Y (E&(s)) - Eo) a!s < -C = -(k(u) u’)(O+) = -,f(O+>. ‘0 
The integrand being nonnegative, its integrability in (0, +-co) follows as a 
consequence. Furthermore, +y(E(u(y)) - I?,) tends to zero as y -+ a. 
We are now in a position to state the following 
THEOREM. f(y) = h(u( y)) u’(y) tends to zero as y --f sm. 
Proof. By Eq. (5.2) it will be enough to show that h(y) - $yEo tends to zero. 
fn fact, 
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COROLLABT. + l; (E(u(s)) - Eo) ds = -(k(u) u’)(O+). 
Finally we point out here that, U(U) being a strictly monotone, continuous of U, 
and U’(u) = K(U) > 0 a.e., U admits an absolutely continuous inverse; on the 
other hand, U(u(y)) is an absolutely continuous, monotone decreasing function 
of y. It follows that U(Y) is an absolutely continuous function. 
If {s: k(s) = 0} is not of measure zero, the absolute continuity of u(y) will not 
follow in general. In particular, if k(s) = 0 (a.e.) in [a, b], 0 < n < b < A, the 
values 2*(y) cannot belong to the interval (a, b), because [U(u(y))]’ = f(y) = 0 
for those y, and (5.2) implies u(y) =L- 0; in this case there is no continuous 
similarity solution (cf. [3]). 
EXISTENCE OF THE SOLUTION 
6. Formally putting u = u(x/W) = u(y) in Eq. (1.1) we obtain 
v+(Y)) U’(Y))’ + +Yw(Y)N’ = 0. (6.1) 
The almost-everywhere verification of this equation is not sufficient to 
develop an acceptable theory-not even if the differentiations indicated made 
sense-because infinitely many solutions to (1.1) could be constructed if 
condition (2.4i) were not imposed. We shall make use, however, of Eq. (6.1) to 
illuminate the way a solution to (2.4), (2.5) is arrived at. 
Proceeding formally, we introduce the new unknown v(y) = E(u(y)) in (6.1). 
Therefore u(y) = W(v(y)) (cf. Section 1) and we obtain the boundary value 
problem 
(k(lqu)) W’(v) . d(y))’ + &yv’(y) = 0, for y > 0, 
v(O+) = E(A-), ~!(+a) = E(0) = 0 (cf. discussion in Section 8). 
(6.2) 
This is formally a diffusion problem for z(y) = E(u(y)) with diffusion coeffi- 
cient K(W(v)) W’(v). Clearly, if E(s) has a jump at s = u1 , w’ = 0 in (E(u,-), 
E(u,+)). Thus this coefficient may vanish identically in a range of values of v(y). 
Problem (6.2) can be given the following interpretation (cf. [3]). 
The function u(y) is a solution of N(u) = y if y E image of N, and is zero 
otherwise, and N(w) 3 0, F(w) < 0 are functions locally continuous in 
(0, E(A-)] such that 
N’(w) = k(W(w)) W(w)/F(w) a.e., F’(w) = -*N(w) a.e., 
(6.3) 
N(B(A-)) = 0, F(0) = 0. 
(Equation F’ = -+N is essentially the differential equation in (6.2); the 
boundary ~(+a) = 0 is contained in the definition of N and F in (0, E(IZ-)), 
and conditionF(0) = 0 reflects the fact that limf(y) = 0 as y + co.) 
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It can be proved (cf. [3]) that N(w) is th e solution of the integral equation 
N’(w) = 4 SE’“’ k( W(s)) W’(s) & (6.4j 
CD s + 2 so k( W(t)) W’(t) dq’N*(t) 
introduced by Atkinson and Peletier [2], and that 
Xs we assumed that K(s) > 0 a.e., it follows that N’(w) = 0, where W,(zu) = 0 
(up to measure zero). In particular N = constant in (E(u,-), E(u,+)) if and 
only if Fv’ = 0 in this interval (cf. Section 7, Proof of Theorem). 
From (6.4) we see that N(w) is bounded (and therefore z(y) has compact 
support) if 
i 
E(A-) -= fAko*<m. k( W(s)) W’(s) ds 
‘0 s -0 E(s) 
This condition is also necessary (cf. [2]). 
7. N(w) being the solution of Eq. (6.4), define for y 3 0 
v(y) = infczu: N(w) < y). 
Clearly z’(y) E [0, E(A-)]. Nom set 
Zl(.Y) = ya(y), for every y > 0. 
Thus u(y) > 0 for every y 3 0 if N(w) is bounded and z~(y) = 0 if y > 
sup{N(w): w E [0, E(A-)]}. Recall that W(Oj = 0. 
We state now the main 
THEOREM. u(y) is a so&ion of (2,4), (2.5). 
Proof. We observe first that u(y) J is a continuous function. This is obvious 
for y > sup(fV(zu): w E [0, E(A-)]) if th e case occurs; it is also clear if y is a 
point of continuity of n(y), for Tv( w 1s continuous. If instead v(y-) > v(y+), ) 
then 1V = constant in (n(y+), v(y-)) and therefore Fv = constant in (u(y+), 
n(y-)). We conclude that ~(y-) = llr(,(y-)) = FF’((v(y+)) = Z~(JJ+), 
u(y) is also monotone decreasing and 
u(O+) = TV(v(O+)) = W(E(d-)) = A, u(+oo) = W(v(+co)) = W(O-I) = 0. 
We must prove now that b’(f&y)) = Jo”“’ k(s) ds is absolutely continuous and 
therefore [U(u(y))]’ = (K(u) u’)(y), and that h(y) = (K(H) u’)(y) + &yE(u(y)) is 
essentially absolutely continuous and its derivative coincides with $E(u(y)) a.e. 
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We take up the last two statements first. Observe that if N is bounded, 
h(y) = 0 = +E(u(y)) for y 3 sup{N(w): w E [0, E(A-)]}. 
LEMMA. For the values y for which u(y) > 0, 
(i) ~z{y: v’(3)) = O> = 0; 
(ii) U’(y) = w’(v(y)) “‘(37) a.e.; 
(iii) e’(y) = l/N’(v(y)) a.e. 
The proof of this lemma is contained in the Appendix. 
By definition, z(y) is not an interior point to any interval of constancy of IX 
We see that 
ByE(u(y)) = $yE(W(u(y))j = +N(f~(y)) - v(y) a.e. 
We conclude that 
with 
H(w) = F(w) + $wN(w) (cf. (6.3)) 
locally absolutely continuous in (0, E(A-)]. (Observe that F is defined even if 
N’ = 0, and coincides with K(I;V(w)) i%“(zu)/N’(w) a.e., where N’(w) f 0; 
cf. Section 6). From (6.3), H’(w) = $&V’(ru) < 0, a.e. 
Letting H replace It’in the lemma part (ii) we obtain 
h’(y) = H’(v(y)) w’(y) = +(y) . N’(v(y)) . v’(y) = *u(y) = $E(u(y)) a.e. 
Observe that h(y) = H(u(y)) is a monotone, continuous function. To prove 
that h(y) is absolutely continuous it will be sufficient to show that h(y) maps 
null sets into null sets. Let K be a set of measure zero. Let J C v(K) be the subset 
where N’, H’ exist (as real numbers) and H’(w) = +GV’(w). It is clear that 
m.(V(K)\J) = 0. 
N(J) is a null set; in fact, y E N(J) if and only if y = N(v) with ZI E J C v(K), 
that is, z’ = v(z) and y = N(v(z)) = z E K. 
As N admits a finite derivative on J, and mN(J) = 0, we must have N’ = 0 
a.e. in J (cf. [4]). This clearly implies H’ = 0 in J, and again mH(J) = 0. H 
being absolutely continuous, it follows that mH(v(K)\J) = 0, from whence it 
follows that mH(v(K)) = 0. 
A slight modification of this argument shows that u(y) = kv(v(y)) is abso- 
lutely continuous. It is enough to show that, except for z in a null set, N’(z) = 0 
if and only if I&“(z) = 0. This in turn follows from (6.4) and the fact (easily 
checked) that w = 0 a.e. in (z: K( W(x)) = 0 or + XJ>. ~(37) being a monotone 
function of 31, we conclude that U(u(y)) is also absolutely continuous. 
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To complete the proof we show that h(y-) = 0 if y = sup(.N(w): zu E 
[0, E(A-)]j (’ h’ m t is case H is absolutely continuous down to ZLI = 0). We 
observe that Iz(y-) = F(v(y-)) + +y . ~(y-). The result is obvious if 
n(y-) = 0; if ~(y-) > 0, v has a jump at y; we must have (cf. Sections 6-7) 
W’ = 0 in (0, v(y--)) and 
for ‘u E (0, o(y-)). It follows thatF(v(y-)) = -$yv(y-) and thus h(y-) = 0. 
UNIQUENESS OF THE SOLUTION 
8. THEOREM. Problem (2.4), (2.5) d -‘t a n2z s a unique solution u(y) satisfying 
E(u(y)) -+ E(0) = 0 as y --+ co, namely, the soZutio?z obtained in Sections 6 and 7. 
Mo7e precisely, ;f u(y) is a sobtion of (2.4), (29, it is the on& one satisfvin,o 
E(u(y)) --z I& asy + co (cf. Section 5). 
Proof. Assume we have two solutions U(Y), C(y) of (2.2). We recall that u 
and ii are strictly decreasing functions at points where they are positive. It is 
now easy to see that the proof of the monotonicity theorem, Section 3, applies 
to the identity 
0 = j y’((k(lq C’)(y) - (h(u) u’)(y) + $J(E(r;l) - E(u))) dy 
+ 3 j ~E(c(~)) - ~(4~))) +, 
thus showing that we cannot have u(a) = G(a), u(b) = ii(b) > 0, 0 < a < b < 
fox, without having u(y) = C(y) in (a, b). 
Therefore the only case to be considered is C(y) > u(y) in y > 0, 2?(O) = 
u(0) = A. 
By the corollary to the theorem in Section 5, we obtain, subtracting the 
corresponding identities and observing that lim E(u(y)) = lim E@(y)) = E, , 
0 < + s Cc (E(ii(y)) - E(u(y))) 4J = -((h(?q fq(Of) - (Wu’)(O+N d 0, iJ 
the right member being nonpositive because (k(G) ti’)(O+) 3 (k(zd) u’)(O-L); 
otherwise k(C) ii’ < k(u) U’ in a right neighborhood of zero, leading to 
s ii(Y) h(s) ds <0 and E(y) < u(y). U.(Y) 
The proof is complete. 
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This theorem does not exclude the possibility of existence of two solutions to 
problem (2.4), (2.5); one being of compact support and the other positive for 
everyy > 0, in case that E(O+) > E(0) = 0. The first one is obtained as shown 
in Sections 6-7. If the integral equation (6.4) for the coefficient E,(zc) = E(u) - 
E(O+) has an unbounded solution, to this solution is associated the positive 
solution for every y > 0 referred to above. In this case the actual value of E 
at 21 = 0 is not relevant to Eq. (2.2). 
If instead, to the coefficient El there corresponds a solution with compact 
support, this solution is the one corresponding to the problem with energy 
function E,(u) = E(u) for u > 0, E,(O) = E(O+). There is no interphase at 
u = 0, however, due to the continuity of E, . 
Consider, for example, the case E(u) = u + L, for u > 0, L > 0 = E(O), 
K(u) = 1. The compact support solution corresponds to the classical Stefan 
problem, where initially (t = 0) the domain x > 0 is occupied by ice at 0°C. 
Here L is the latent heat of fusion. G(y) = A . erfc(y/2) is another solution of 
(2.4), (2.5), positive for ally > 0. It corresponds to the heat conduction problem 
where initially the domain x > 0 is occupied by water at 0°C. Only one phase 
present at the initial instant is compatible with out similarity situation. 
In contrast to this dependence of the solution on the value of E at the initial 
temperature u = 0, the actual value of E at any positive jump is irrelevant due 
to the strict monotonicity of u(y) at those points (cf. [5, Section 11). 
Remark. It can be shown that the uniqueness proof of Oleinik et al. [l], 
when applied to 
jj iTtE(zl) - T2[~(u)]z) dx dt + jm v(O, x) E, dx = 0, 
G 0 
shows the uniqueness of the similarity solution as stated in the theorem above. 
Under additional assumptions paralleling those in the definition of generalized 
solution in [l, p. 6901, and assuming that k(s) > 0 a.e. is bounded for bounded s, 
and that there is a constant C > 0 such that 
E(Z) - E(u) > C(ti - u), 
the reasoning in [l, Section 11, furnishes a uniqueness result in the sense stated 
in previous theorem, within the class of all possible solutions zc(x, t) to the 
equation above. 
APPENDIX 
LEMMA. For the values of y for which u(y) > 0, and hence v(y) ) 0, 
(i) m{y: v’(y) = 0) = 0; 
(ii) u’(y) = W(v(y)) v’(y) a.e.; 
(iii) v’(y) = l/N’(v(y)) a.e. 
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E’rooj. To prove (i) we show that {y: u’(y) = O> C N(Z), where Z = 
{.z: j N’(x)] = co or N’(x) does not exist] (Z is a null set, and so is N(Z), ,V being 
absolutely continuous). 
Claim. If y = N(z) and v’(y) is finite, .z = v(y). In fact, x cannot belong 
to an interval of constancy of N, because v is continuous at y. Hence s < ~1 
implies N(s) > N(z) = y, and we get z < infix: N(s) < y = N(z)} = z(y) < x. 
We recall that N(v(y)) = y. Assume there is a y such that ~‘(yj = 0 and 
y = N(a), z # Z, that is, N’(x) is a real number. We have B = g(y) and dN(zj = 
(N’(x) + U(h)) Ax. A s J J is a point of continuity of @, me can set dx, k(y) to 
obtain (cf. [4]) 
1 = dNtJyjj = (N’(v(y)) + O(dz)) . y--+ 0 as by -+ 0, (A-1) 
a contradiction that proves (i). The same argument proves 1 = N’(v(y)j v’(y) 
a.e. ((A.l) remains valid provided N’(n(y)) is finite; this fails when y E :V(Z): 
a null set.) Coupled with (i), this yields (iii). Replacing N with Win the definition 
of Z (other things unchanged) we obtain (W(c(y)jj’ = zl’(yj = W’(v(y)j ~‘(yj 
for almost every y in N(CZ). But mhT(Z) = 0. This proves (ii). 
Wean be replaced by any monotone, absolutely continuous function, e.g. El(w). 
Remark. N being monotone and continuous, it is easy to see that N is 
absolutely continuous if m(y: v’(y) = O> = 0. It is enough to show that 
N({x: N’(a) = -co>) is a null set. Lety = N(z) with N’(z) = -w, and assume 
v’(y) is finite. For every positive n, / AN(z)\ >, n / dz ! if dn is small. Taking 
AZ = k.(y) with dy small enough we have 1 = j dN(v(y))/ky 1 3 n / dv(yj/ 
Ay j -+ 1 >, n / .u’(y)] as Oy -+ 0, and therefore v’(yj = 0. Hence almost every 
y = N(z) with N’(z) = --CO belongs to a set of measure zero. 
A slight modification of this proof would show that the condition that W(W~ 
be absolutely continuous could be rephrased as: nz(s: E’(s) F O> = 0. 
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