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Abstract—The reduced level of system inertia in low-carbon
power grids increases the need for alternative frequency ser-
vices. However, simultaneously optimising the provision of these
services in the scheduling process, subject to significant un-
certainty, is a complex task given the challenge of linking
the steady-state optimisation with frequency dynamics. This
paper proposes a novel frequency-constrained Stochastic Unit
Commitment (SUC) model which, for the first time, co-optimises
energy production along with the provision of synchronised and
synthetic inertia, Enhanced Frequency Response (EFR), Primary
Frequency Response (PFR) and a dynamically-reduced largest
power infeed. The contribution of load damping is modelled
through a linear inner approximation. The effectiveness of the
proposed model is demonstrated through several case studies for
Great Britain’s 2030 power system, which highlight the synergies
and conflicts among alternative frequency services, as well as the
significant economic savings and carbon reduction achieved by
simultaneously optimising all these services.
Index Terms—Power system dynamics, frequency response,
unit commitment, renewable generation uncertainty.
NOMENCLATURE
Indices and Sets
g, G Index, Set of generators.
l, L Index, Set of bits in binary expansion of PFR.
n, N Index, Set of nodes in the scenario tree.
p, P Index, Set of overestimating planes.
s, S Index, Set of storage units.
Constants and Variables (not related to the optimisation)
τb Time-constant of the BESS dynamics (s).
τg Time-constant of the generator dynamics (s).
Kb Droop gain for the BESS dynamics (Hz/MW).
Kg Droop gain for the generator dynamics
(Hz/MW).
t∗ Time when the frequency nadir is reached (s).
Constants
∆τ(n) Time-step corresponding to node n (h).
∆fmax Maximum admissible frequency deviation (Hz).
∆f ssmax Maximum frequency deviation at quasi-steady-
state (Hz).
pi(n) Probability of reaching node n.
ap, bp, cp Parameters of overestimating plane p.
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cmg Marginal cost of generating units g (£/MWh).
cnlg No-load cost of generating units g (£/h).
cstg Startup cost of generating units g (£).
D Load-damping factor (%/Hz).
D′ Multiplication of D · PD (MW/Hz).
f0 Nominal frequency of the power grid (Hz).
Hg Inertia constant of generating units g (s).
HL Inertia constant of generator producing PL (s).
HW Inertia constant of wind turbines (s).
NM Number of must-run generators.
PD Total demand (MW).
Pmaxg Maximum power output of units g (MW).
PmaxL Upper bound for the largest power infeed
(MW).
RoCoFmax Maximum admissible RoCoF (Hz/s).
RS,max Upper bound for RS (MW).
Tg Delivery time of PFR (s).
Ts Delivery time of EFR (s).
Decision Variables (continuous unless otherwise indicated)
kl Aux. variables for linearising RS · zl (MW).
ml Aux. variables for linearising H · zl (MW·s).
N sgg (n) Number of units g that start generating in node
n.
N upg Number of online generating units of type g.
Pg Power produced by generating units g (MW).
PL Largest power infeed (MW).
PM Power produced by must-run units (MW).
PW Online power from wind (MW).
Rg PFR provision from generating units g (MW).
Rs EFR provision from storage units s (MW).
zl Binary variables for binary expansion of PFR.
Linear Expressions (linear combinations of decision variables)
Cg(n) Operating cost of units g at node n (£).
H System inertia after the loss of PL (MW·s).
RG Total PFR from all generators (MW).
RS Total EFR from all storage units (MW).
I. INTRODUCTION
W ITH the increasing penetration of nonsynchronousrenewable energy sources (RES), post-fault frequency
security is becoming a greater concern. Maintaining frequency
security consists on keeping the system frequency within safe
boundaries. In the event of a generation loss, the subsequent
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frequency excursion is contained by frequency services as
inertia, load damping and various forms of frequency response
(FR). As nonsynchronous RES displace thermal units but
currently do not provide inertia, the level of system inertia
in low-carbon grids is greatly reduced, leading to a higher
risk of frequency instability.
Traditionally, the scheduling algorithms for power grids
only enforced the total amount of FR to be above a pre-
defined threshold [1]. Due to the abundant system inertia from
conventional thermal plants, this threshold was mainly driven
by the requirement for frequency to return to its nominal
value following a power outage, i.e. the frequency steady-
state limit. However, given that system inertia may be highly
scarce at times when high RES production coincides with low
demand, the limit for frequency nadir during the transient
period starts to drive the FR requirement, which requires
explicit consideration of post-fault frequency dynamics in
order to maintain system security.
In this context, the research community is increasingly fo-
cused on implementing various frequency-security constraints
in Optimal Power Flow and Unit Commitment (UC). The key
challenge lies on the mathematical complexity of incorporating
the differential-equation-driven frequency evolution into the
algebraic-equation-constrained optimisation problem. Diverse
ways of obtaining the frequency-security constraints, namely
maximum admissible Rate of Change of Frequency (RoCoF),
minimum admissible frequency at nadir and minimum admis-
sible frequency at quasi-steady-state, have been discussed in
[1]–[10]. Certain assumptions were made in these studies to
overcome the mathematical difficulties and obtain relatively
simple algebraic constraints suitable for implementation in a
Mixed-Integer Linear Program (MILP). Reference [1] focused
only on the quasi-steady-state condition, while [2] considered
the system inertia to be a fixed, known value. Linearisation
techniques are proposed in [4]–[6], [8] to transform their de-
duced nonlinear constraints. Except [4]–[6], all previous work
neglected the effect of load damping on frequency evolution,
leading to an overestimation of the frequency challenge and
preventing incentivising the potential damping providers.
Furthermore, the reduced level of inertia increases the need
for alternative frequency services in order to achieve a cost-
effective integration of RES. In the past, Primary Frequency
Response (PFR) was the only service considered to contain
frequency decline, but system operators start to investigate
the possibility to incorporate frequency services with shorter
delivery time. National Grid in Great Britain (GB) has recently
introduced a new FR service, Enhanced Frequency Response
(EFR) [11], for which response must be delivered within one
second, as opposed to ten seconds for PFR. A pre-defined
amount of 200MW EFR was procured throughout the year in
2017, while the optimal portfolio of frequency services actu-
ally varies along with changes in system conditions. Reference
[8] recently proposed a UC framework that optimises EFR
provision from Battery Energy Storage Systems (BESS), re-
lying on the assumption that EFR is delivered instantaneously
after a power outage. This assumption greatly reduces the
mathematical complexity of the resulting constraints, but fails
to reflect the actual characteristics of EFR.
According to the security standard, FR is scheduled to cover
the loss of the largest power infeed. Recently, National Grid
has proposed to reduce this largest infeed [11], as a measure to
tackle the frequency stability challenge under certain system
conditions. To the best of our knowledge, the size of the largest
contingency has not yet been modelled as a decision variable
in any frequency-secured UC formulation. Reference [12]
considered a variable largest power outage in a competitive
market-dispatch framework, deducing the frequency-security
constraints from dynamic simulation results. However, this
approach only allows to accurately model a limited number
of the operational conditions.
Moreover, synthetic inertia (SI) provision from wind tur-
bines has been considered as an alternative to resolve the
frequency-decline challenge. Although some studies have anal-
ysed the potential value of SI such as [13], it is not clear
yet how SI would affect the value of alternative frequency
services.
Given this background, this paper proposes analytical con-
straints for a secure post-fault frequency evolution in a
Stochastic Unit Commitment (SUC) model. The key contri-
butions of this work are three-fold:
1) This paper proposes novel frequency stability constraints
that, for the first time, allow to simultaneously co-
optimise the provision of synchronised and synthetic
inertia, PFR, EFR and a dynamically-reduced largest
power infeed. The contribution of load damping to
support the frequency nadir is also modelled through
a linear inner approximation.
2) The resulting nonconvex frequency-nadir constraint
is efficiently linearised for implementation in a
computationally-demanding SUC framework. The accu-
racy and computational efficiency of the linearisation
method are explicitly quantified, and frequency security
is guaranteed in all cases.
3) The proposed model is applied to the GB 2030 sys-
tem to demonstrate the benefits of simultaneously co-
optimising a portfolio of diverse frequency services, as
well as the impact of competition among these services.
The rest of this paper is organised as follows: Section II
gives a brief description of the SUC model. The mathematical
deduction of the frequency-security constraints is presented in
Section III. Section IV discusses the results of several case
studies, while Section V concludes the paper.
II. STOCHASTIC UNIT COMMITMENT
A stochastic scheduling model is applied in this paper,
which minimises the expected system operation cost while
taking into account the uncertainty of RES. Uncertainty is
explicitly modelled by means of a scenario tree as that in Fig.
1, which is built by using the quantile-based scenario genera-
tion method described in [14]. Each scenario corresponds to a
user-defined quantile of the distribution of the random variable
net-demand (demand minus wind power). The study in [14]
demonstrated the effectiveness of this approach by selecting a
small number of scenarios. From these quantiles, the system
conditions and the probability of reaching a particular node in
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Fig. 1. Schematic of the scenario tree used in the SUC.
the tree can be derived. For simplicity, trees are constructed
with branching only at the current-time node, as this approach
has been demonstrated to provide similar results to more
intricate tree structures while greatly reducing computational
time [14].
The Model-Predictive Control concept is applied in this
SUC. A full SUC optimisation is firstly computed with a
24h horizon in an hourly time-step (∆τ(n) = 1h). Only the
here-and-now decisions in the current-time node are applied,
while all future decisions are discarded. In the next time-step,
the realisation of the stochastic variable becomes available, as
well as updated forecasts. A new scenario tree is then built,
covering another 24-hour horizon, and the SUC optimisation
is run again respecting all previously-made decisions and
physical constraints.
The SUC minimises the expected operational cost over all
nodes in the scenario tree:
min
∑
n∈N
pi(n)
∑
g∈G
Cg(n) (1)
The operating cost of generating units g is given by:
Cg(n) = cstgN
sg
g (n) + ∆τ(n)
[
cnlgN
up
g (n) + c
m
g Pg(n)
]
(2)
Note that generating units with the same characteristics are
clustered in the SUC to reduce the computational burden.
The objective function (1) is subject to several constraints,
in order to correctly model the behaviour of a power system.
Frequency-security constraints are discussed in Section III.
Note that the random variable in the SUC, the net-demand,
does not explicitly appear in the mathematical formulation in
this paper, but it can be found in the detailed SUC formulation
in [14]. Index (n) is dropped from decision variables in
following equations presented here to make the expressions
clearer.
SUC is a computationally-demanding problem, but it has
been shown to provide a more cost-effective operation for
systems with high RES penetration. Therefore, our frequency-
security model is tested in this demanding problem to demon-
strate its applicability. Nevertheless, since it is still com-
mon practice for industry to use a Deterministic UC, we
also include a comparison of results from Deterministic and
Stochastic UC in Section IV-G.
III. CONDITIONS FOR COMPLYING WITH
DYNAMIC-FREQUENCY REQUIREMENTS
Certain dynamic-frequency requirements must be complied
with to maintain power system security. In GB, the frequency
requirements following a power outage are: 1) RoCoF must be
below 0.125Hz/s, 2) the frequency nadir must never be below
49.2Hz and 3) post-fault frequency (also called frequency
quasi-steady-state) must recover to be above 49.5Hz after 60s
[15]. Due to high penetration of nonsynchronous RES, the
RoCoF limit is proposed to be relaxed in the near future [16].
In order to maintain frequency security, the scheduling
algorithm must be constrained so that a sufficient amount of
inertia and FR are available in the system at all times. The
deduction of these constraints, as well as some linearisations
for them to be implemented in an MILP formulation, are given
in the following subsections.
The need for inertia and FR increases along with a higher
largest power infeed in the system. The present work considers
the option to dynamically reduce the largest power infeed by
modelling it as a decision variable in the scheduling problem:
PL ≥ Pg ∀ g ∈ G (3)
This paper uses clustering of equivalent units in the SUC, so
the right-hand side of (3) must be divided by N upg . The result-
ing constraint can be linearised using a big-M method, given
that N upg is an integer decision variable. For the particular case
of the GB system, the largest sources of power are nuclear
units, which are modelled as must-run generators. Therefore,
the right-hand side of (3) becomes PM/NM, yielding a linear
constraint.
A. Frequency-Security Constraints
The constraints that guarantee compliance with dynamic-
frequency requirements can be obtained by solving the swing
equation, which describes the time-evolution of frequency
deviation after a generation outage [17]:
2H
f0
d∆f(t)
dt
+ D · PD ·∆f(t)
=
∑
s∈S
EFRs(t) +
∑
g∈G
PFRg(t)− PL (4)
Where EFR and PFR are modelled as:
EFRs(t) =
{
Rs · t/Ts if t ≤ Ts
Rs if t > Ts
(5)
PFRg(t) =
{
Rg · t/Tg if t ≤ Tg
Rg if t > Tg
(6)
By solving (4), the conditions for respecting dynamic-
frequency requirements can be derived. The constraint that
guarantees RoCoF security is directly obtained from (4) by
realising that the highest value for RoCoF is achieved at the
very instant of the outage (t = 0), when frequency deviation
is effectively zero:
|RoCoF| = PL · f0
2H
≤ RoCoFmax (7)
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The level of system inertia after the largest loss is given by:
H =
∑
g∈G
Hg · Pmaxg ·N upg + HW · PW − PmaxL · HL (8)
The constraint for assuring quasi-steady-state (q-s-s) secu-
rity can be obtained from (4) by assuming that RoCoF is
effectively zero in quasi-steady-state:
|∆f ss| = (PL −RS −RG)
D · PD ≤ ∆f
ss
max (9)
Note that the total amount of EFR is defined as RS =∑
s∈S Rs and the total amount of PFR as RG =
∑
g∈G Rg .
The nadir requirement is respected if the following inequal-
ity holds true:
|∆fnadir| = |∆f(t = t∗)| ≤ ∆fmax (10)
Where t∗ is the time when the nadir is reached. The expression
for ∆fnadir can be obtained by solving (4). However, if
damping is considered in (4), it is not possible to obtain an
analytical expression for ∆fnadir as this would imply solving
an equation involving sums of exponential functions, which
is only solvable by numerical methods. Therefore, here we
first obtain the constraint for nadir without considering the
effect of load damping, which yields a more conservative
condition. Nevertheless, a term approximating the contribution
of damping to support the frequency nadir is proposed in
Section III-B.
In order to obtain ∆fnadir, eq. (4) must be solved for time
interval t ∈ [Ts,Tg): the nadir must certainly occur before Tg,
as otherwise frequency would drop indefinitely; furthermore,
the nadir will take place after Ts if RS is lower than the largest
power infeed, which is certainly the case for any operating
condition in GB’s power grid. Then, by neglecting the damping
term in (4) and solving:
∆f(t∗) =
f0
2H
[
RG
2Tg
(t∗)2 +RS
(
t∗ − Ts
2
)
− PL · t∗
]
(11)
The time at which nadir is reached can be calculated from (4),
by setting the derivative of frequency deviation to zero:
t∗ =
(PL −RS) · Tg
RG
(12)
By substituting (12) into (11), and then substituting the
resulting expression into (10), the constraint that guarantees
compliance with the nadir requirement can be obtained:(
H
f0
− RS · Ts
4 ·∆fmax
)
·RG ≥ (PL −RS)
2 · Tg
4 ·∆fmax (13)
Both FR services considered in this formulation are as-
sumed in (5) and (6) to start providing response right after
the generation outage. Therefore, the frequency deadband of
turbine governors and BESS’ control systems is not considered
in the deduction of the nadir constraint, in order to make
following mathematical expressions less intricate. However,
if a deadband were to be considered, the procedure presented
in [5] could be followed for obtaining the nadir constraint,
resulting in an equivalent formulation to (13).
The RoCoF constraint (7), q-s-s constraint (9) and nadir
constraint (13) assure post-fault frequency security in a power
0
(PL−RS)
D·∆fmax
0
(PL−RS)2·Tg·f0
4H·∆fmax−RS ·Ts·f0
R
G
(M
W
)
PD (MW)
Fig. 2. Exact feasible region for respecting the nadir requirement, given by
the epigraph of the solid curve; and feasible region defined by the proposed
linear approximation, given by the epigraph of the dashed line.
grid. By including these constraints in any optimisation rou-
tine, such as a UC formulation, a secure post-fault frequency
evolution is guaranteed without the need to refine the time-
interval for solving the optimisation: the UC can still be solved
in the typical hourly or half-hourly basis. The frequency-
security constraints enforce that a sufficient amount of re-
sources such as inertia and FR are scheduled so that, if a power
outage were to occur during this time interval, the sub-second
dynamics of frequency are guaranteed to be within limits.
B. Contribution of Load Damping to Supporting the Nadir
Here we propose a linear term to be included in (13) in
order to account for the effect of load damping. First, ∆f(t∗)
is obtained while considering damping in (4):
∆f(t∗) · D
′
f0
=
(
e−
D′
2H t
∗ − 1
)(
PL +
2H ·RG
D′ · Tg
)
+
RG
Tg
t∗
+RS
[
1 +
2H
D′ · Ts
(
e−
D′
2H t
∗ − e− D
′
2H (t
∗−Ts)
)]
(14)
Where D′ = D · PD · f0 and t∗ can be obtained from setting
RoCoF to zero in (4):
t∗ =
(PL −RS −D · PD · |∆fnadir|) · Tg
RG
(15)
Since (14) implicitly describes a monotonically increasing
function ∆f(RG), the necessary RG for a particular system
condition can be obtained by numerically solving the follow-
ing equation:
−∆fmax · D
′
f0
=
(
e−γ − 1)(PL + 2H ·RG
D′ · Tg
)
+ PL −RS
− D
′
f0
·∆fmax +RS
[
1 +
2H
D′ · Ts
(
e−γ − e−γ+ D
′
2H Ts
)]
(16)
Where γ is defined as:
γ =
D · PD · f0 · Tg · (PL −RS −D · PD ·∆fmax)
2H ·RG (17)
Eq. (16) implicitly describes a convex function RG(PD),
as shown by the solid curve in Fig. 2, which represents the
numerical solution of (16) for several values of PD. As RG
and PD are both positive physical magnitudes, the range of PD
for which (16) has a solution is:
PD ∈
(
0,
(PL −RS)
D ·∆fmax
)
(18)
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Fig. 3. Representation of the surface defined by α in (20) and a plane which
overestimates the surface in one-half of its domain.
As the function RG(PD) described by (16) is convex and
monotonically decreasing, it can be inner-approximated by a
line. A graphical representation of this linear approximation is
also provided in Fig. 2. Therefore, the linearised effect of load
damping on nadir can be included in the previously obtained
nadir constraint (13) as follows:(
H
f0
− RS · Ts
4 ·∆fmax
)
·RG ≥ α− β · PD (19)
Where:
α =
(PL −RS)2 · Tg
4 ·∆fmax , β =
(PL −RS) · Tg · D
4
(20)
The inner approximation leads to an underestimation of
the actual contribution from load damping, as can be clearly
observed in Fig. 2: the feasible region defined by the linear
approximation, which is the epigraph of the dashed line, is
tighter than the actual feasible region, epigraph of the solid
curve. Nevertheless, this underestimation is significantly less
conservative than simply neglecting the effect of damping. The
quantitative assessment of this proposed linear approximation
is presented in Section IV-B.
C. Linearisation of the Frequency-Nadir Constraint
The RoCoF and q-s-s constraints, (7) and (9) respectively,
are linear. However, the nadir constraint with the proposed
damping term (19) is nonconvex. An efficient linearisation
method is proposed so that this constraint can be implemented
in an MILP while guaranteeing frequency security in all cases.
Constraint (19) contains three nonlinear terms: two products
of continuous variables on its left-hand side, namely H · RG
and RS ·RG , and the quadratic term (PL−RS)2 on its right-
hand side. Although it is not possible to exactly linearise these
terms, we propose a method to approximate them by linear
expressions to any desired level of accuracy. This method
consists of the following steps: 1) for the right-hand side of
the constraint, use an inner approximation by overestimating
planes as in [18], applicable as the quadratic term is a convex
function; 2) for the left-hand side, the technique proposed in
[19] can be applied. This technique consists on representing
one of the continuous variables by its binary expansion, so
that the product of two continuous variables is converted into
products of a continuous and several binary variables, which
can then be exactly linearised. In this work, the decision
variable chosen to be represented by its binary expansion is
RG , since it appears in both products on the left-hand side of
constraint (19).
Using the inner approximation with overestimating planes
for the right-hand side of (19), (21) is obtained. A graphical
example using two planes is presented in Fig. 3, where each
of the planes covers one-half of the domain of the squared
function α defined in (20). Only one of the two planes has
been graphed for clarity.
Regarding the linearisation of the left-hand side of (19), the
binary expansion of RG is defined as:
RG =
∑
l∈L
zl · 2l (22)
After using this binary expansion, the product of continuous
variables H and RS by each of the binary variables zl can
be linearised using the standard big-M technique described in
[20], which yields the fully linearised nadir constraint (23). In
(23), ml = H · zl and kl = RS · zl, and the auxiliary variables
ml and kl must be appropriately constrained following the
big-M method.
Both of the approximations proposed in this subsection
can be scaled up to achieve any level of accuracy desired,
with the tradeoff of a higher computational burden when
solving the scheduling problem. The inner approximation by
overestimating planes becomes more precise with increasing
number of planes, while it adds a higher number of constraints
to the optimisation. The binary expansion of RG provides a
better approximation of the continuous variable when a higher
number of binary decision variables is used. A quantification
of the tradeoff between accuracy and computational burden is
presented in Section IV-B.
IV. CASE STUDIES
The proposed model can be used to achieve cost-effective
operation of a low-carbon power system. In addition, it would
also allow to identify the technologies and practices that would
be most beneficial to the system, such as BESS providing EFR,
(
H
f0
− RS · Ts
4 ·∆fmax
)
·RG ≥ ap · PL + bp ·RS + cp − (PL −RS) · Tg · D
4
· PD ∀ p ∈ P (21)
1
f0
∑
l∈L
ml · 2l − Ts
4 ·∆fmax ·
∑
l∈L
kl · 2l ≥ ap · PL + bp ·RS + cp − (PL −RS) · Tg · D
4
· PD ∀ p ∈ P (23)
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TABLE I
CHARACTERISTICS OF THERMAL PLANTS IN GB’S 2030 SYSTEM
Nuclear CCGT OCGT
Number of Units 4 100 30
Rated Power (MW) 1800 500 100
Min Stable Generation (MW) 1400 250 50
No-Load Cost cnlg (£/h) 0 4500 3000
Marginal Cost cmg (£/MWh) 10 47 200
Startup Cost cstg (£) N/A 10000 0
Startup Time (h) N/A 4 0
Min Up Time (h) N/A 4 0
Min Down Time (h) N/A 1 0
Inertia Constant Hg (s) 5 4 4
Max Rg deliverable (MW) 0 50 20
Emissions (tonCO2/MWh) 0 0.394 0.557
or part-loading the largest generating units. The benefits from
operating a system using this frequency-secured framework are
not only economic but also environmental, as shown through
case studies in this section.
Several case studies on the GB 2030 power system are
carried out to demonstrate the benefits of the proposed model.
The characteristics of generation plants are included in Table
I. Generation costs are based on projected CO2 cost of £45/ton
in 2030. The minimum and maximum demand are 20GW and
60GW, respectively. A pumped storage unit with 10GWh ca-
pacity, 2.6GW rating and 75% round efficiency is also present
in the system. Moreover, BESS with 1GWh capacity, 200MW
rating and 90% efficiency is installed with the capability to
provide EFR. Other system’s parameters are: Ts = 0.5s,
Tg = 10s, D = 0.5%/Hz and PmaxL = 1800MW. The dynamic-
frequency requirements are set by National Grid regulation to
∆fmax = 0.8Hz, ∆f ssmax = 0.5Hz and RoCoFmax = 0.5Hz/s
(corresponding to the expected relaxed RoCoF requirement).
Synthetic inertia from wind turbines is only considered in
Section IV-F.
Simulations were run in a twelve-core 3.5GHz Intel Xeon
CPU with 64GB of RAM. The optimisations were solved with
FICO Xpress 8.0, linked to a multi-threaded C++ application
via the BCL interface. The duality gap for the MILPs was
set to 0.1%. For the SUC, a scenario tree branching only in
the current-time node was used, with net-demand quantiles
of 0.005, 0.1, 0.3, 0.5, 0.7, 0.9 and 0.995. This approach
using few quantiles was proven by [14] to provide similar
results to more intricate structures, while significantly reducing
the computational burden. The values for the quantiles were
chosen to capture symmetrically the variance of the forecast
error distribution, as well as its tails. Each SUC simulation
corresponds to four months, in different seasons, of the oper-
ation of GB’s 2030 system.
A. Validation of the Frequency-Security Constraints
In order to validate the frequency-security constraints ob-
tained in Section III, dynamic simulations of post-fault fre-
quency evolution were run using MATLAB/Simulink. The
system presented in Fig. 4 was considered. The model used
for generator dynamics is equivalent to that considered in [7],
[12], consisting of a droop control and a first-order model for
governor dynamics, followed by a saturation block. The model
+
1
2Hf0 s+ PDD
-1/Kg
1
τgs+1
-1/Kb
1
τbs+1
+
−PL ∆f
•
•
Generator dynamics
BESS dynamics
Fig. 4. Block diagram for the simulation of the system frequency dynamics.
0 5 10 15 20
−0.8
−0.6
−0.4
−0.2
0
time (s)
∆
f
(H
z)
Fig. 5. Dynamic simulation from an example SUC solution.
used for BESS dynamics is based on the one considered in
[21], again using a first-order dynamics block.
An example solution from the proposed SUC model with
binding nadir constraint is fed into the dynamic-model in
Simulink. This SUC solution scheduled values of H =
132GWs, RS = 0.22GW, RG = 2.24GW, PL = 1.66GW,
and the demand level was PD = 38.3GW. Time-constants of
τg = 5s and τb = 0.1s were considered for the simulation.
As shown in Fig. 5, the nadir obtained from the dynamic
simulation is 0.72Hz, while the limit for nadir was set to
∆fmax = 0.8Hz in the optimisation, demonstrating that the
frequency nadir requirement is respected. The simulated Ro-
CoF and q-s-s values are also within limits, 0.31Hz/s and
0.35Hz respectively. The conservativeness in nadir is driven
by two factors: first, the analytical approximation in constraint
(19), which is further analysed in Section IV-B; and second,
the approximation of droop control for FR by an increasing
ramp of power injection in (5) and (6). This increasing-
ramp assumption was demonstrated by [2] to conservatively
approximate any generic droop control. Therefore, even if
a more complex control of frequency dynamics than that
shown in Fig. 4 were to be considered, the proposed security
constraints would still respect the requirements, as long as
the regulation for EFR being delivered by Ts and PFR being
delivered by Tg is complied with.
B. Assessment of the Proposed Analytical Approximations
Three conservative approximations are proposed in this
paper to linearize the nadir constraint (19) while always guar-
anteeing frequency security: 1) a linear term approximating
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TABLE II
EFFECTIVE NADIR REQUIREMENT
From constraint (19),
linear approx. of damping
From constraint (13),
neglecting damping
Mean nadir 0.75Hz 0.61Hz
Max. nadir 0.79Hz 0.72Hz
Min. nadir 0.73Hz 0.49Hz
TABLE III
ASSESSMENT OF OVERESTIMATING PLANES’ APPROXIMATION
2 Planes
(base case) 4 Planes 8 Planes
Mean overestimation in the
entire range of PL, RS
0.72% 0.17% 0.04%
Maximum overestimation at any
point in the range of PL, RS
1.25% 0.35% 0.09%
Increase in computational time 0% 7% 60%
Decrease in optimal cost of
frequency services 0% 0.4% 0.7%
the effect of load damping on nadir, defined in (20); 2) the
overestimation by using planes for inner-approximating the
squared term in the left-hand side of (19), which is defined in
(21); and 3) the binary expansion of RG as described in (22).
In this section, the conservativeness of these approximations
is quantified, as well as their computational performance for
different levels of accuracy of the approximations.
In order to assess the accuracy of the proposed linear damp-
ing term, inequality (19) is used to obtain system conditions
that exactly meet the nadir requirement. Then, for these con-
ditions the actual value of nadir is computed by numerically
solving the swing equation (4). The same procedure is used
for the case in which load damping is ignored, defined by
constraint (13). The difference between the actual frequency
nadir and the nadir requirement provides an indication on the
conservativeness of this approximation. For (19) and (13),
3500 samples of system conditions that exactly meet the
inequalities were obtained, for system conditions in the ranges
H ∈ [50, 400]GWs, RS ∈ [0, 400]MW, RG ∈ [500, 2500]MW,
PL ∈ [1400, 1800]MW and PD ∈ [20, 60]GW, corresponding
to GB’s 2030 system.
As shown in Table II, the proposed approximation on
load damping leads to a 6% conservativeness (0.05Hz) on
average, while ignoring damping causes 25% conservativeness
(0.19Hz). Even in the worst case, the proposed approximation
only increases the requirement by 9% (0.07Hz), compared to
39% (0.31Hz) when load damping is ignored. Table II demon-
strates that the linear approximation is slightly conservative but
very close to the actual nadir requirement of ∆fnadir = 0.8Hz.
Note that implementing constraint (19) instead of (13) does not
affect the computational time of the optimisation problem.
The conservativeness of the second approximation, i.e. the
overestimation due to using planes for inner-approximating
the squared term in (19), is shown in Table III for different
numbers of planes. These results were obtained again for
PL ∈ [1400, 1800]MW and RS ∈ [0, 400]MW. There is a clear
TABLE IV
ASSESSMENT OF APPROXIMATION DUE TO BINARY EXPANSION OF RG
12 bits
(base case)
5 LSBs
removed
10 LSBs
removed
Precision achieved 1MW 32MW 1024MW
Decrease in
computational time 0% 70% 97%
Increase in optimal cost
of frequency services 0% 1% 49%
trend showing that using more planes reduces the conserva-
tiveness of the approximation but increases the computational
time of the SUC. By increasing the number of planes from 2
to 4 and then to 8, the cost of frequency services (calculated
after running the SUC as the total system operating cost
net the energy cost) reduces by 0.4% and 0.7%, while the
computational time is increased by 7% and 60%, respectively.
Regarding the binary expansion of RG , the precision is
determined by the number of bits used. For the purpose of
this paper, a set of 12 bits, L = {0, 1, ... , 11}, is used
as the base case, since the highest representable value of
4095MW is an acceptable upper bound for RG in GB’s 2030
system. From this base case, some of the Least Significant
Bits (LSBs) are removed, in order to study the improvement
in computational burden due to renouncing to some precision
in the binary expansion. The results in Table IV clearly show
that a lower number of binary decision variables significantly
reduces computational time for the optimisation with the
drawback of increased conservativeness.
Since Stochastic Programming is a computationally de-
manding problem, a balance between accuracy in the optimal
objective and computational efficiency is desired for the SUC-
based simulations presented in coming sections. Therefore, 2
planes and 7 bits (5 LSBs removed) for the expansion of RG
are considered from now on. For future applications of these
frequency-security constraints, different numbers of planes and
bits can be chosen, depending on the time-requirements for
solving the optimisation in each application.
C. Value of Defining and Optimising EFR as a distinct service
This section presents the benefits from recognising the
faster dynamics of EFR and optimising its provision in the
scheduling process. Three different operating strategies for
GB’s power system are considered: 1) “Just PFR” (considered
as the base-case strategy): EFR is not defined as a distinct
service, as was the traditional practice. Therefore, the FR
provided by BESS is considered as PFR; 2) “Fixed EFR”:
EFR is defined as service, but its provision is fixed throughout
the year, reflecting the current practice in GB; 3) “Optimised
EFR”: EFR is defined and co-optimised along with PFR
and inertia, using the model proposed in this paper. For all
these strategies, the largest power infeed is kept constant to
PL = PmaxL .
Fig. 6 displays the operational cost savings from strategies
2 and 3 referred to the base-case strategy 1, therefore showing
the value of defining EFR as a distinct service and optimising
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Fig. 6. Annualised savings due to EFR provision from a 200MW-rated BESS,
for two different operating strategies. Both strategies’ savings are referred to
the case in which the BESS provides just PFR.
6 12 18 24 30 36 42
0
10
20
30
0
50
100
Time (hours)
N
et
-d
em
an
d
(G
W
)
So
C
(%
)
R
S
/
R
S,
m
ax
(%
)
Fig. 7. Two-day example of the operation of GB’s 2030 system.
its provision, respectively. BESS of 200MW rating and 5h
tank size are considered, for five cases of wind capacity
corresponding to 0, 10, 20, 30 and 40GW. As expected, the
value of EFR increases with increasing wind penetration,
as the declining system inertia makes EFR more valuable.
Furthermore, the savings from applying the proposed model
to optimise EFR provision are higher than 33% for any level
of wind penetration, when compared to just providing a fixed
amount. The results demonstrate the need to not only recognise
the faster dynamics of EFR but also optimise its provision. The
higher benefits from optimising EFR provision come from two
aspects: by optimising EFR, a 200MW-BESS can provide up
to 400MW of EFR at times; in addition the BESS can provide
other services such as reserve. These two aspects are better
understood by looking at the detailed operation of the BESS,
shown in Fig. 7.
Fig. 7 presents a two-day period operation of BESS using
strategy 3 : it displays the net-demand, the State of Charge
(SoC) of the BESS, and the EFR scheduled as a percentage
of the maximum EFR that could be provided, RS,max. Note
that RS,max takes the value of double the rating of the BESS,
therefore RS,max = 400MW in this case; indeed an EFR of up
to 400MW can be provided by BESS by swiftly shifting from
fully charging to fully discharging, which would effectively
increase power injection by twice the volume of the BESS.
Therefore, an optimised provision of EFR allows BESS to
provide a higher amount of EFR in periods of low net-demand
(and therefore low inertia) as hours 4 and 18, which is achieved
by scheduling the BESS to fully charge. On the other hand,
when the system inertia is high (e.g. around hour 8), the BESS
provides zero EFR while discharging.
Furthermore, the ability to shift between charg-
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Fig. 8. Increase in savings from strategy “Optimised EFR” with respect to
strategy “Fixed EFR”, for a 40GW-wind scenario.
Fig. 9. Economic and emissions savings due to nuclear deloading, for
deloading availabilities of 200MW and 400MW in a 40GW-wind case.
ing/discharging modes, when compared to the “Fixed
EFR” strategy in which the BESS would be forced to stay
idle in order to provide 200MW of EFR, also allows to
take advantage of a synergy with energy costs. For low
net-demand periods, EFR is more valuable while the cost
of energy is generally lower, so charging the BESS in these
periods is positive both from EFR and energy perspectives.
In addition, the BESS can provide reserve when needed.
Finally, Fig. 8 presents the extra savings from “Optimised
EFR” provision over the “Fixed EFR” case. The volume of
BESS is increased up to 900MW. These results show that the
benefit from optimising EFR provision is very significant when
a small volume of BESS is available, but reduces as the volume
of BESS increases. For cases with more than 800MW BESS
available, the provision of EFR is sufficient even for periods of
low net-demand, leading to very limited benefit of optimising
its provision.
D. Value of Dynamically-Reduced Largest Power Infeed
A lower largest-power-infeed, represented by a decreasing
value of decision variable PL in this paper, effectively reduces
the need for frequency services, as can be observed in the
frequency-security constraints presented in Section III. Al-
though nuclear units provide low-cost, zero-emissions energy,
the large capacity of each single unit becomes the key driver
of the frequency-response requirement in GB. Under certain
system’s conditions, it may be cost-effective to reduce their
power output in order to reduce the need for frequency
services. Note that deloading nuclear units would be used as
a preventive measure only when a low net-demand period is
expected, since ramping capabilities of these types of units are
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typically limited, and therefore must be deloaded some time
in advance.
Fig. 9 shows the operating cost savings from a dynamically-
reduced largest power infeed, with respect to the “Just PFR”
strategy discussed in Section IV-C. A 40GW wind scenario
is considered. Two different deloading capabilities are stud-
ied: 200MW and 400MW. The impact of the nuclear fleet’s
characteristics is analysed by considering 4 large units rated at
1.8GW and just 1 large unit. In addition, two extreme ramping
rates of the units are considered, 25MW/h and 400MW/h.
The results suggest that by allowing the deloading of nuclear
units, considerable cost saving can be achieved. However, a
higher number of large units and lower ramp rates reduce the
savings, due to the fact that all large nuclear plants need to be
deloaded in order to reduce the largest infeed, and the fact that
it is more challenging for slower plants to lower their power
outputs when required.
Furthermore, deloading nuclear units can reduce carbon
emissions. Although this might seem contradictory, lowering
the power production of large carbon-free nuclear plants
reduces the need for frequency services and consequently
less part-loaded conventional generators need to be online,
allowing for more RES to be accommodated.
Note that the load factor of nuclear units would be reduced
if the deloading strategy was adopted. Subsidies may need to
be introduced to compensate for the reduced power production,
which would reduce the savings from this strategy.
E. Full Co-Optimisation of Frequency Services
The benefits of simultaneously optimising all four fre-
quency services in the SUC are presented here. Two cases
are considered: a “Low availability” case, corresponding to a
200MW-rated BESS and a maximum deloading of 200MW;
and a “High availability” case, corresponding to a 600MW-
rated BESS and a maximum deloading of 600MW. The
largest power infeed is driven by 4 nuclear units rated at
PmaxL = 1.8GW, with 100MW/h ramp rates. The results for
both cases are presented in Fig. 10, showing the cost savings
from each case referred to the “Just PFR” strategy discussed
in Section IV-C. The savings from this “Full optimisation” are
compared to the savings from just EFR optimisation and just
deloading optimisation.
EFR shows to be more beneficial than deloading of nuclear
units for the low-wind scenario, as EFR provision is free of
cost in this framework but deloading nuclear units increases
the cost of energy in low-wind scenarios, since the energy
not produced by nuclear must be provided by more expensive
thermal plants. However, for high wind penetration deloading
becomes more valuable. In this scenario, the energy not
provided from nuclear plants due to deloading is now provided
by wind, free of cost. In addition, deloading nuclear plants is
more valuable for securing post-fault frequency, as its delivery
time is virtually zero while EFR takes Ts to be delivered.
Furthermore, the savings from the “Full Optimisation” strat-
egy are significantly lower than the sum of savings from just
EFR and just deloading optimisations, in the “High availabil-
ity” cases. This result shows clear competition between these
Fig. 10. Annualised savings from optimising frequency services. The EFR
strategy presents the savings from an optimised EFR provision, with no option
to deload nuclear plants; the Deload strategy presents the savings from opti-
mising the deloading option of large nuclear units, with no EFR availability
in the system; finally, Full Optimisation considers the co-optimisation of both
these services.
Fig. 11. Impact of load damping on the savings from frequency services, for
a Full Optimisation strategy.
two services if there is a significant amount of both services
available.
F. Impact of Damping and SI in the Value of Frequency
Services
This section analyses the reduction of the value of EFR
and nuclear deloading in the presence of higher load damping
and synthetic inertia provision from wind turbines. Fig. 11
presents the impact of load damping on the benefits from
introducing these two new frequency services. The savings
from EFR and deloading are not significantly affected by
higher damping when a limited amount of these services is
available, but the savings become much more sensitive to
damping if the availability of the services increases. This result
suggests that increasing system damping would not affect
the competitiveness of EFR and deloading but would instead
reduce the required volume of services.
Finally, Fig. 12 displays the impact of SI provision from
wind turbines on the value of other frequency services. The
model developed in [22] for considering SI in a scheduling
algorithm was integrated in the frequency-secured SUC pro-
posed in this paper. One of the main difficulties in modelling
SI in the system level comes from the uncertainty in the
number of wind turbines online for a given level of wind power
generation. This paper has assumed the average number of
online turbines as in [23], while considering two different in-
ertia time-constants for individual wind turbines: in “Low SI”
HW = 1.5s, while in “High SI” HW = 5s. The results in Fig.
12, for a high wind-penetration case of 60GW and the “High
availability” case discussed in Section IV-E, suggest that the
potential development of SI capability from RES needs to be
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Fig. 12. Impact of different levels of synthetic inertia (SI) on the value of other
frequency services, for a 60-GW-wind-capacity case and “High availability”
of EFR and nuclear deloading.
TABLE V
COMPARISON OF RESULTS, FROM DETERMINISTIC UC
OVER STOCHASTIC UC
Wind Capacity
20GW
Wind Capacity
60GW
Total Operating Cost 0.6% 1%
Wind Curtailment 0.9% 1.4%
Savings from EFR and
Deload -12% -15%
Average H 5% 7%
Average RS -4% -5%
Average PL 1% 2%
taken into consideration when designing alternative frequency
services. In the case with limited SI capability from wind
turbines, there are still clear benefits from introducing the EFR
and nuclear-deloading services, while in the case that wind
turbines have a similar inertia time-constant to conventional
plants, the benefits and need for alternative frequency services
are very limited.
G. Comparison of Results in Stochastic and Deterministic UC
Here we compare the proposed frequency-constrained
framework in both the SUC and a Deterministic UC. The “Full
Optimisation” strategy presented before was used in a “Low
Availability” case for frequency services (200MW-rated BESS
and a maximum nuclear deloading of 200MW), while two
wind-capacity cases were considered, of 20GW and 60GW.
The Deterministic UC was run using a quantile of 0.98 for
net-demand, as in [14]. The comparison of results from both
UC approaches are presented in Table V. This table shows
the difference, in percentage, of several system magnitudes
from the solution of the Deterministic UC with respect to the
solution of the SUC.
Table V demonstrates that if the Deterministic UC is ap-
plied, the system operating cost and wind curtailment are both
higher than for SUC. At the same time, the savings from the
new frequency services, namely EFR and part-loading nuclear,
are lower in Deterministic UC when compared to SUC. This is
due to the fact that Deterministic UC tends to schedule a higher
number of slow-start thermal generators (CCGTs) as shown in
[14], implying a higher level of inertia than in SUC. The higher
inertia makes EFR and Deloading less valuable to comply with
the frequency constraints. Nevertheless, the savings obtained
from co-optimising these services are still significant under a
Deterministic UC: £320m/year for the 20GW-wind case and
£980m/year for the 60GW-wind case.
V. CONCLUSION AND FUTURE WORK
This paper proposes an SUC framework for co-optimising
energy production under uncertainty, along with the schedul-
ing of diverse frequency services, namely synchronised and
synthetic inertia, Primary Frequency Response (PFR), EFR
and a dynamically-reduced largest power infeed. A set of
linear constraints are developed, which guarantee the fulfill-
ment of post-fault frequency requirements. Their accuracy
and computational efficiency for implementation in the very
computationally-demanding SUC problem has been investi-
gated. Several case studies clearly demonstrate the benefits
of introducing new frequency response services. The results
also highlight the importance of co-optimisation of alternative
services to accurately capture their value.
Three main areas for enhancing the proposed model can be
identified. Firstly, the optimisation of several FR products with
distinct delivery times, other than just EFR and PFR, would
allow to recognise the different dynamics of providers, leading
to a more efficient ancillary-services market. Secondly, the
present paper considers the uniform frequency model, while
diverse frequency evolutions across the network’s buses have
been recognised. Further work needs to be carried out to
investigate the impact of locational frequencies on the value
of these frequency services. Thirdly, the impact of frequency-
security constraints on pricing schemes would be of interest
for the design of an efficient ancillary-services market for
inertia and FR, so the work in [3], [24] could be enhanced
to incorporate the new frequency services introduced in the
present paper.
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