Unfair metrical task systems are a generalization of online metrical task systems. In this paper we introduce new techniques to combine algorithms for unfair metrical task systems and apply these techniques to obtain improved randomized online algorithms for metrical task systems on arbitrary metric spaces.
Introduction
Metrical task systems, introduced by Borodin, Linial, and Saks [11] , can be described as follows: A server in some internal state receives tasks that have a service cost associated with each of the internal states. The server may switch states, paying a cost given by a metric space defined on the state space, and then pays the service cost associated with the new state.
Metrical task systems have been the subject of a great deal of study. A large part of the research into online algorithms can be viewed as a study of some particular metrical task system. In modelling some of these problems as metrical task systems, the set of permissible tasks is constrained to fit the particulars of the problem. In this paper we consider the original definition of metrical task systems where the set of tasks can be arbitrary. A deterministic algorithm for any n-state metrical task system with a competitive ratio of 2n−1 is given in [11] , along with a matching lower bound for any metric space.
The randomized competitive ratio of the MTS problem is not as well understood. For the uniform metric space, where all distances are equal, the randomized competitive ratio is known to within a constant factor, and is Θ(log n) [11, 14] . In fact, it has been conjectured that the randomized competitive ratio for MTS is Θ(log n) in any n-point metric space. Previously, the best upper bound on the competitive ratio for arbitrary n-point metric space was O(log 5 n log log n) due Bartal, Blum, Burch and Tomkins [3] and Bartal [2] . The best lower for any n-point metric space is Ω(log n/ log log n) due to Bartal, Bollobás and Mendel [4] and Bartal, Linial, Mendel and Naor [5] , improving previous lower bounds of Karloff, Rabani and Ravid [16] , and Blum, Karloff, Rabani, and Saks [10] .
As observed in [16, 10, 1] , the randomized competitive ratio of the MTS is conceptually easier to analyze on "decomposable spaces": spaces that have a partition to subspaces with small diameter mentioned above by combining the algorithms of Section 4.
Preliminaries
Unfair metrical task systems (UMTSs) [18, 3] are a generalization of metrical task systems [11] . A UMTS U = (M ; (r u ) u∈M ; s) consists of a metric space M with a distance metric d M , a sequence of cost ratios r u ∈ R + for u ∈ M , and a distance ratio s ∈ R + .
Given a UMTS U , the associated online problem is defined as follows. An online algorithm A occupies some state u ∈ M . When a task arrives the algorithm may change state to v. A task is a tuple (c x ) x∈M of non-negative real numbers, and the cost for algorithm A associated with servicing the task is s · d M (u, v) + r v c v . The cost for A associated with servicing a sequence of tasks σ is the sum of costs for servicing the individual tasks of the sequence consecutively. We denote this sum by cost A (σ). An online algorithm makes its decisions based only upon tasks seen so far.
An off-line player is defined that services the same sequence of tasks over U . The cost of an off-line player, if it were to do exactly as above, would be d M (u, v) + c v . Thus, the concept of unfairness, the costs for doing the same thing are different.
Given a sequence of tasks σ we define the work function [13] at v, w σ,U (v), to be the minimal cost, for any off-line player, to start at the initial state in U , deal with all tasks in σ, and end up in state v. We omit the use of the subscript U if it is clear from the context. Note that for all u, v ∈ M , w σ (u) − w σ (v) ≤ d M (u, v). If w σ (u) = w σ (v) + d M (u, v), u is said to be supported by v. We say that u ∈ M is supported if there exists some v ∈ M such that u is supported by v.
We define cost OPT (σ) to be min v w σ (v). This is simply the minimal cost, for any off-line player, to start at the initial state and process σ. As the differences between the work function values on different states is bounded by a constant (the diameter of the metric space) independent of the task sequence, it is possible to use a convex combination of the work function values instead of the minimal one. We say that α = (α(u)) u∈M is a weight vector when {α(u)|u ∈ M } are nonnegative real numbers satisfying u∈M α(u) = 1. We define the α-optimal-cost of a sequence of tasks σ to be cost α-OPT (σ) = α, w σ = u∈M α(u)w σ (u). As observed above, cost α-
A randomized online algorithm A for a UMTS is a probability distribution over deterministic online algorithms. The expected cost of a randomized algorithm A on a sequence σ is denoted by
Definition 2.1. [20, 15, 7] A randomized online algorithm A is called r competitive against an oblivious adversary if there exists some c such that for all task sequences σ, E[cost
Observation 2.2. We can limit the discussion on the competitive ratio of UMTSs to distance ratio equals one since a UMTS U = (M ; (r u ) u∈M ; s) has a competitive ratio of r if and only if U ′ = (M ; (s −1 r u ) u∈M ; 1) has competitive ratio of rs −1 . Moreover an rs −1 competitive algorithm for U ′ is r competitive algorithm for U , since in both U ′ and U the offline costs are the same but the online costs in U are multiplied by a factor of s compared to the costs in U ′ . When s = 1, we drop it from the notation.
Given a randomized online algorithm A for a UMTS U with state space M and a sequence of tasks σ, we define p σ,A to be the vector of probabilities (p σ,A (u)) u∈M where p σ,A (u) is the probability that A is in state u after serving the request sequence σ. We drop the subscript A if the algorithm is clear from the context. Let x • y denote the concatenation of sequences x and y. Let U be a UMTS over the metric space M with distance ratio s. Given two successive probability distributions on the states of U , p σ and p σ•e , where e is the next task, we define the set of transfer matrices from p σ to p σ•e , denoted T (p σ , p σ•e ), as the set of all matrices T = (t uv ) u,v∈M with non negative real entries, where
We define the unweighted moving cost from p σ to p σ•e :
the moving cost is defined as mcost'
, and the local cost on a task e = (c u ) u∈M is defined as u∈M p σ•e (u)c u r u . Due to linearity of expectation,
] is equal to the sum of the moving cost from p σ to p σ•e and the local cost on e. Hence we can view A as a deterministic algorithm that maintains the probability mass on the states whose cost on task e given after sequence σ is
In the sequel we will use the terminology of changing probabilities, with the understanding that we are referring to a deterministic algorithm charged according to (1) .
We next develop some technical conditions that make it easier to combine algorithms for UMTSs. Elementary tasks are tasks with only one non-zero entry, we use the notation (v, δ), δ ≥ 0, for an elementary task of cost δ at state v. Tasks (v, 0) can simply be ignored by the algorithm.
Definition 2.3 ([3]).
A reasonable algorithm is an online algorithm that never assigns a positive probability to a supported state.
Definition 2.4 ([3]).
A reasonable task sequence for algorithm A, is a sequence of tasks that obeys the following:
1. All tasks are elementary.
2. For all σ, the next task (v, δ) must obey that for all
It follows that a reasonable task sequence for A never includes tasks (v, δ), δ > 0, if the current probability of A on v is zero.
The following lemma is from [3] . For the sake of completeness, we include a sketch of a proof here.
Lemma 2.5. Given a randomized online algorithm A 0 that obtains a competitive ratio of r when the task sequences are limited to being reasonable task sequences for A 0 , then, for all ε > 0, there also exists a randomized algorithm A 3 that obtains a competitive ratio of r + ε on all possible sequences. sketch. The proof proceeds in three stages. In the first stage, we convert an algorithm A 0 for reasonable task sequences to a lazy algorithm A 1 (an algorithm that dose not move the server when receiving a task with zero cost) for reasonable task sequences. In the second stage, we convert an algorithm A 1 to an algorithm A 2 for elementary task sequences, and then, in the third stage, we convert A 2 to an algorithm A 3 for general task sequences.
The first stage is well known. The second stage. Given an elementary task sequence, every elementary task e = (v, x) is converted to a task (v, y) such that y = sup{z|z < x and the probability induced by A 1 on v is greater than 0}. The resulting task sequence is reasonable and is fed to A 1 . A 2 imitates the movements of A 1 .
The third stage. Let σ be an arbitrary task sequence. First, we convert σ into an elementary task sequenceσ, each task τ = (δ 1 , . . . , δ n ) in σ is converted to a sequence of tasksσ τ as follows: Let ε ′ > 0 be small constant to be determined later, and assume for simplicity that
Note that the optimal offline costσ is at most the optimal offline cost on σ, since any servicing for σ, when applied toσ would have a cost no bigger than the original cost. Consider an r-competitive online algorithm A 2 for elementary tasks operating onσ, and construct an online algorithm A 3 for σ. B maintains the invariant that the state of A 3 after processing some task τ is the same state as A 2 after processing the sequenceσ τ . Consider the behavior of A 2 on σ τ . It begins in some state v i 0 , passes through some set S of states and ends up in some state v i 2 . Consider the original task τ = (δ 1 , . . . , δ n ). Let v i 1 be the state in S with the lowest cost in τ . Algorithm A 3 begins in state v i 0 , immediately moves to v i 1 , serves τ in v i 1 and then moves to v i 2 .
Informally, on each task A 2 pays either a local cost of ε ′ or moving cost of at least ε ′ and therefore these costs are larger than the local cost of A 3 . A 3 also has a moving cost at least as A 2 . By a careful combination of these two we can conclude that the cost of B on σ is at most (1 + ε) times the cost of A 2 onσ.
Hereafter, we assume only reasonable task sequences. This is without lost of generality due to Lemma 2.5. Definition 2.7. An online algorithm A is said to be sensible and r-competitive on the UMTS U = (M ; (r u ) u∈M ; s) if it obeys the following:
2.
A is a stable algorithm [13] , i.e., the probabilities that A assigns to the different states are purely a function of the work function.
3. Associated with A are a weight vector α A and a potential function Φ A such that
is purely a function of the work-function, bounded, non-negative, and continuous.
• For all task sequences σ and all tasks e,
Observation 2.8. An online algorithm that is sensible and r-competitive (against reasonable task sequences) according to Def. 2.7 is also r-competitive according to Def. 2.1. This is so since summing up the two sides in Inequality (2) over the individual tasks in the task sequence, we get a telescopic sum such that cost A (σ)+Φ A (w σ )−Φ A (w ε ) ≤ r· α A , w σ −w ε , where w ε is the initial work function. We conclude that cost A (σ) ≤ r · cost OPT (σ) + r∆(M ) + sup w Φ(w).
When combining sensible algorithms we would like the resulting algorithm to be also sensible. The problematic invariant to maintain is reasonableness. In order to maintain reasonableness there is a need for a stronger concept, which we call constrained algorithms. Definition 2.9. A sensible r-competitive algorithm A for the UMTS U = (M ; (r u ) u∈M ; s) with associated potential function Φ is called (β, η)-constrained, 0 ≤ β ≤ 1, 0 ≤ η, if the following hold:
Observation 2.10.
The argument here is similar to the one given in Observation 2.6.
A sensible r-competitive algorithm for a metric space of diameter ∆ is by definition a (1, |Φ A |/(r∆))-constrained.
A Combining Theorem for Unfair Metrical Task Systems
Consider a metric space M having a partition to sub-spaces M 1 , . . . , M b , with "large" distances between sub-spaces compared to the diameters of the sub-spaces. A metrical task system on M induces metrical task systems on M i , i ∈ {1, . . . , b}. Assume that for every i, we have ar icompetitive algorithm A i for the induced MTS on M i . Our goal is to combine the A i algorithms so as to obtain an algorithm for the original MTS defined on M . To do so we make use of a "combining algorithm"Â.Â has the role of determining which of the M i sub-spaces contains the server. Since the "local cost" ofÂ on sub-space M i isr i times the optimal cost on subspace M i , it is natural that A should be an algorithm for the UMTSÛ = (M ; (r 1 , . . . ,r b )), whereM = {z 1 , . . . , z b } is a space with points corresponding to the sub-spaces and distances that are roughly the distances between the corresponding sub-spaces. Tasks for M are translated to tasks for the M i induced metrical task systems simply by restriction. It remains to define how one translates tasks for M to tasks forÛ. Previous papers [10, 18, 3] use the cost of the optimal algorithm for the task in the sub-space M i as the cost for z i in the task forÛ . This way the local cost forÂ isr i times the cost for the optimum, however, this is true only in the amortized sense. In order to bound the fluctuation around the amortized cost, those papers have to assume that the diameters of the sub-space are very small compared to the distances between M i sub-spaces. We take a different approach: the cost for a point z i ∈Û is (an upper bound for) the cost of A i on the corresponding task, divided bŷ r i . In this way the amortization problem disappears, and we are able to combine sub-spaces with a relatively large diameter. A formal description of the construction is given below.
, where M is a metric space on n points. Consider a partition of the points of
is the UMTS induced by U on the subspace M j . LetM be a metric space defined over the set of points
• There is a (β,η)-constrained r-competitive algorithmÂ for the UMTSÛ = (M ; (r 1 , . . . ,r b ); s).
and
If β ≤ 1, then there exists a (β, η)-constrained and r-competitive algorithm, A, for the UMTS U .
In our applications of Theorem 3.1, the metric space M have a"nice" partition
In this case the statement of Theorem 3.1 can be simplified as follows. 
In Section 3.1 we define the combined algorithm A declared in Theorem 3.1. Section 3.2 contains the proof of Theorem 3.1. We end the discussion on the combining technique with Section 3.3 in which we show how to obtain constrained algorithms needed in the assumptions of Theorem 3.1.
The Construction of the Combined Algorithm
Denote by Φ j and α j the associated potential function and weight vector of algorithm A j , respectively. Similarly, denote byΦ andα the associated potential function and weight vector of algorithmÂ, respectively.
Given a sequence of elementary tasks σ = (
, where
• u ℓ j is an arbitrary point in M ℓ and
Informally, σ| M ℓ is the restriction of σ to subspace M ℓ . For u ∈ M , define s(u) = i if and only if u ∈ M i . We define the sequence
Note thatδ is an upper bound on the cost of A ℓ for the task (v, δ), divided byr ℓ . This fact follows from (2) since A ℓ is sensible, and σ| M ℓ is a reasonable task sequence for A ℓ (see Lemma 3.3). It also implies thatδ ≥ 0, which is a necessary requirement for (z ℓ ,δ) to be a well defined task.
Algorithm A. The algorithm works as follows:
1. It simulates algorithm A ℓ on the task sequence σ| M ℓ , for 1 ≤ ℓ ≤ b.
2. It also simulates algorithmÂ on the task sequence χ(σ).
3. The probability assigned to a point v ∈ M ℓ is the product of the probability assigned by A ℓ to v and the probability assigned byÂ to
We remark that the simulations above can be performed in an online fashion.
Proof of Theorem 3.1
To simplify notation we use the following shorthand notation. Given a task sequence σ and a task e. With respect to σ, we define w = w σ,U ; w e = w σ•e,U ;
Define p, p k , andp to be the probability distributions on the states of U , U k andÛ as induced by algorithms A, A k andÂ on the sequences σ, σ| M k , and χ(σ), 1 ≤ k ≤ b, respectively. Likewise, we define p e , p e k andp e where the sequences are σ • e, σ • e| M k , and χ(σ • e). Proof. We first prove that σ ′ | M ℓ is reasonable for A ℓ by induction on |σ ′ |. Say σ ′ = σ • e, e = (v, δ), and v ∈ M ℓ . Since σ ′ is reasonable for A, would the task e have been replaced with the task e ′ = (v, δ ′ ), and δ ′ ∈ [0, δ), then by the reasonableness of
We next prove that χ(σ ′ ) is a reasonable task sequence forÂ, by induction on |σ ′ |. Let σ ′ = σ•e, e = (v, δ), v ∈ M ℓ . Denote byê = (z ℓ ,δ) the last task in χ(σ). Consider a hypothetical task (v, x) in U , for 0 ≤ x ≤ δ. Denote by (z ℓ , f (x)) the corresponding task forÛ , where f (x) is determined according to (7) . f is continuous (since Φ ℓ is continuous), f (0) = 0, and f (δ) =δ. Therefore for any 0 ≤δ ′ <δ there exists 0
we conclude that 0 <p (v,δ ′ ) (z ℓ ) (the probability induced byÂ on z ℓ after the task (z ℓ ,δ ′ )). This implies that χ(σ) is a reasonable task sequence forÂ.
Lemma 3.4. For all σ and for all
Proof. It follows from Lemma 3.3 that the task sequence χ(σ) forÂ is reasonable. AsÂ is sensible it follows from Observation 2.6 thatŵ(z ℓ ) is exactly the sum of costs in χ(σ) for z ℓ . By the definition of χ(σ) in (see (7)) it follows that this sum is α ℓ , w ℓ − Φ ℓ (w ℓ )/r ℓ .
Proof. Consider states u and v as above, i.e., w(u) − w(v) ≥ β d M (u, v). We now consider two cases:
this implies that p i (u) = 0, which implies that p(u) = 0. From the conditions above we get
Our goal now will be to show thatŵ(z i ) −ŵ(z j ) ≥β dM (z i , z j ), as this implies thatp(z i ) = 0 which implies that p(u) = 0.
A lower bound onŵ(z i ) iŝ
To justify (8) one uses the definitions and Lemma 3.4. Inequality (9) follows because a convex combination of values is at least one of these values minus the maximal difference. The maximal difference between work function values is bounded by β i times the distance, see Observation 2.10. Equation (10) follows from our assumption that the work functions are equal and from the definition of η i .
Similarly, to obtain an upper bound onŵ(z j ), we derivê
It follows from (10) and (11) that,
The last inequality follows from (3).
Lemma 3.6. For any reasonable task sequence σ, subspace M ℓ , and v ∈ M ℓ it holds that w ℓ (v) = w(v).
Proof. Assume the contrary. Let σ ′ be the shortest reasonable task sequence for which there exists
It is easy to observe that σ ′ = σ • e where e = (v, δ). As the sequence (σ • e)| M ℓ is a reasonable task sequence (Lemma 3.3) and A ℓ is reasonable, it follows that
By continuity of the work function w e ′ (v) = w e ′ ℓ (v) and thus δ ′ < δ. The conditions above imply that an elementary task in v after w e ′ will not change the work function, which means that v is supported in w e ′ . Hence, the assumptions of Lemma 3.5 are satisfied (here we use the assumption that β ≤ 1). By Lemma 3.5 p e ′ (v) = 0 and since the sequence σ is reasonable for A it follows that δ ≤ δ ′ , a contradiction. Proposition 3.7. For all σ, and all tasks e = (v, δ),
Proof. Let us denote the subspace containing v by M ℓ . We split the cost of A into two main components, the moving cost mcost' U (p, p e ), and the local cost r v p e (v)δ = r vp e (z ℓ )p ℓ (v i )δ (see Equation (1)).
We give an upper bound on the moving cost of A by considering a possibly suboptimal algorithm that works as follows:
1. Move probabilities between the different M j subspaces. I.e., change the probability
The moving cost for A to produce this intermediate probability is bounded by mcost'Û (p,p e ) as the distances inM are an upper bound on the real distances for
We call this cost the inter-space cost for A.
2. Move probabilities within the M j subspaces. I.e., move from the intermediate probabilitŷ p e (z j )p j (u), u ∈ M j to the probability p e (u) =p e (z j )p e j (u). As all algorithms A j , j = ℓ, get a task of zero cost, p e j = p j , j = ℓ. The moving cost for A to produce p e (u), u ∈ M ℓ , from the intermediate stage , is no more thanp e (z ℓ ) · mcost' U ℓ (p ℓ , p e ℓ ). We call this cost the intra-space cost for A.
Taking the local cost for A and the intra-space cost for A:
To obtain (12) we use the definition of online cost (see (1)). To obtain (13) we use the fact that A ℓ isr ℓ competitive and sensible (see (2)).
Letê be the last task in χ(σ • e). Formula (13) is simply the local cost for algorithmÂ on taskê. Thus, we have bounded the cost for algorithm A on task e to be no more than the cost for algorithmÂ on taskê.
Proof of Theorem 3.1. We associate a weight vector α and a bounded potential function Φ with algorithm A, where
We remark that from Lemma 3.4 and Lemma 3.6 it follows thatŵ and w i are determined by w, so Φ(w) is well defined. We derive the following upper bound on the cost of A:
Inequality (14) follows from Proposition 3.7. Inequality (15) is implied asÂ is a sensible r competitive algorithm. We obtain (16) by substitutingŵ e (z i ) andŵ(z i ) according to Lemma 3.4 and rearranging the summands. Equation (17) follows from the definition of α and Φ above, and using Lemma 3.6.
We now prove that A is (β, η)-constrained. It follows from Lemma 3.5 and Lemma 3.6 that the condition on β is satisfied (see Definition 2.9). It remains to show the condition on η:
Inequality (18) follows by the definition of Φ, (19) follows becauseÂ is (β,η)-constrained and A
We have therefore shown that A is a (β, η)-constrained and r-competitive algorithm.
Constrained Algorithms
Theorem 3.1 assumes the existence of constrained algorithms. In this section we show how to obtain such algorithms. The proof is motivated by similar ideas from [18, 3] . Proof. Algorithm A on the UMTS U simulates algorithm A ′ on the UMTS U ′ by translating every task (v, δ) to task (v ′ , δ). The probability that A associates with state v is the same as the probability that algorithm A ′ associates with state v ′ . If the task sequence for A ′ is reasonable then the simulated task sequence for A ′ is also reasonable simply because the probabilities for v and v ′ are identical. The costs of A or A ′ on task (v, δ) or (v ′ , δ) can be partitioned into moving costs and local costs. As the probability distributions are identical, the local costs for A and A ′ are the same. The unweighted moving costs for A are 1/ρ the unweighted moving costs for A ′ because all distances are multiplied by 1/ρ. However, the moving costs for A ′ are the unweighted moving costs multiplied by a factor of s/ρ whereas the moving costs for A are the unweighted moving costs multiplied by a factor of s. Thus, the moving costs are also equal.
To show that A is (β, η)-constrained (and hence reasonable) we first need to show that if the work functions in U and U ′ are equal, then this implies that if u and v are two states such that w(u) ≥ w(v) + β d M (u, v) then p(u) = 0. This is true because A ′ is (β/ρ, η/ρ)-constrained, and thus w(u ′ ) ≥ w(v ′ ) + (β/ρ) · d ρM (u ′ , v ′ ) implies a probability of zero on u ′ for A ′ which implies a probability of zero on u for A. Next, one needs to show that the work functions are the same, this can be done using an argument similar to the proof of Lemma 3.6.
As the work functions and costs are the same for the online algorithms A and A ′ it follows that we can use the same potential function. To show that |Φ| ≤ η · diam(M ) we note that |Φ| ≤ (η/ρ) diam(ρM ). 
The Uniform Metric Space
Let U d b denote the metric space on b points where all pairwise distances are d (a uniform metric space). In this section we develop algorithms for UMTSs whose underlying metric is uniform. We begin with two special cases that were previously studied in the literature.
The first algorithm works for the UMTS U = (U d b ; (r 1 , . . . , r b ); s), b ≥ 2, and r 1 = r 2 = · · · r b . However, it can be defined for arbitrary cost ratios. The algorithm, called OddExponent, was defined and analyzed in [3] . Applying our terminology to the results of [3] , we obtain: The second algorithm works for the two point UMTS U = (U d 2 ; r 1 , r 2 ; s). The algorithm, called TwoStable, was defined and analyzed in [18] and [3] ; based on an implicit description of the algorithm that appeared previously in [10] . Applying our terminology to the results of [18, 3] , we obtain: Lemma 4.2. TwoStable is (1, 4) -constrained, and r competitive where
Proof. TwoStable works as follows: Let y = w(v 1 )−w(v 2 ), and z = (r 1 −r 2 )/s. The probability on point v 1 is p(v 1 ) = e z − e z(
) / e z − 1 . TwoStable is shown to be sensible and r competitive in [3, 18] and the potential function associated with TwoStable, Φ 2 , obeys |Φ 2 | ≤ (2r 2 + s)d.
It remains to show that |Φ 2 | ≤ 4rd. We use the fact that, in general, if |z| ≤ 1/2 then 1/2 ≤ z/(e z − 1), and do a simple case analysis. If max{r 1 , r 2 } > To gain an insight about the competitive ratio of TwoStable, we have the following proposition. 
Proof. First we show that f is a monotonic non-decreasing function of both r 1 and r 2 . Since the formula is symmetric in r 1 and r 2 it is enough to check monotonicity in r 1 . Let x = (r 1 − r 2 )/s, it suffices to show that g(x) = sx + r 2 + sx/(e x − 1) is monotonic in x. Taking the derivative
Therefore we may assume that r 1 = 2s(ln x 1 + 1) and r 2 = 2s(ln x 2 + 1). Without loss of generality we can assume that x 1 ≥ x 2 and let y ≥ 2 be such that x 1 = (x 1 + x 2 )(1 − 1/y). By substitution we get r 1 − r 2 = 2s ln(y − 1) and
We now prove that for y ≥ 2, − ≤ 0. When y approaches 2, the limit of the expression is zero. For y > 2, we multiply the left side by (y − 1) 2 − 1, and get g(y) = −(y − 2) + ln(y − 1). Since g(2) = 0 and g ′ (y) = −1 + 1/(y − 1) < 0 for y > 2, we are done.
We next describe a new algorithm, called Combined, defined on a UMTS U = (U d b ; r 1 , . . . , r b ; s). This algorithm is inspired by Strategy 3 [3] . Like Strategy 3, Combined combines OddExponent and TwoStable on subspaces of U d b , however, it does so in a more sophisticated way that is impossible using the combining technique of [3] . Fig. 1 presents the scheme of the combining process.
Algorithm Combined As discussed in Observation 2.2, we may assume that s = 1. Let x i be the minimal real number such that r i ≤ 100 ln x i ln ln x i and x i ≥ e e 6 +1 , and let
where v i has cost ratio r i . We partition the points of U d b as follows: let Q ℓ = {v i : e ℓ−1 ≤ x i < e ℓ }. Let P = {Q ℓ : |Q ℓ | ≥ ln x} ∪ {{v} : v ∈ Q ℓ and |Q ℓ | < ln x}, P is a partition of U d b . For S ∈ P let x(S) = v i ∈S x i . Without loss of generality we assume
We associate with every set S i an algorithm A(S i ) on the UMTS U (S i ). If |S i | ≥ ln x we choose A(S i ) to be the (1/10)-variant of OddExponent. If |S i | < ln x then |S i | = 1 and we choose A(S i ) to be the trivial algorithm on one point, this algorithm has a competitive ratio equal to the cost ratio, and it is (0, 0)-constrained. Let r(S i ) denote the competitive ratio of A(S i ) on U (S i ).
If b ′ = 1 we choose Combined to be A(S 1 ) and we are done. If b ′ ≥ 2, letM = ∪ b ′ i=2 S i . We want to construct an algorithm, A(M ), for U (M ). If b ′ = 2, we choose A(M ) to be A(S 2 ). Otherwise, we apply Theorem 3.1 onM with the partition {S 2 , . . . , S b ′ }. We defineM from Theorem 3.1 to
. Let r(M ) denote the competitive ratio ofÂ. Next, we choose the partition
We combine the two algorithms A(S 1 ) and A(M ) using the (1/10) variant of TwoStable (this is theÂ required in Theorem 3.1) on the UMTS (U d 2 ; r(S 1 ), r(M )) (the UMTSÛ of Theorem 3.1). We denote the competitive ratio ofÂ by r. The resulting combined algorithm, A(M ), is our final algorithm, Combined. To summarize, Combined is (1, 1/2)-constrained and r-competitive algorithm for the UMTS U .
It remains to prove the bound on r. First we show that r(S j ) ≤ 100s ln x(S j ) ln ln x(S j ) for all 1 ≤ j ≤ b ′ . If |S j | = 1, we are done. Otherwise, |S j | ≥ ln x, and S j = Q ℓ for some ℓ.
r(S j ) ≤ 100 ln e ℓ ln ln e ℓ + 6 · 10 ln |S j | (20)
≤ 100 ln e ℓ−1 ln ln e ℓ−1 + ln ℓ + ≤ 100 ln e ℓ−1 ln ln e ℓ−1 + 2 ln |S j |
≤ 100 ln(|S j |e ℓ−1 ) ln ln(|S j |e ℓ−1 )
≤ 100 ln x(S j ) ln ln x(S j ).
Inequality (20) is derived as follows. Since S j = Q ℓ , it follows that r i ≤ 100s ln e ℓ ln ln e ℓ for all v i ∈ S j . By the bound on the competitive ratio of the (1/10) variant of OddExponent (See Lemma 4.1 and Lemma 3.11) we obtain (20) . Inequality (21) follows since ℓ ≤ ln x. Inequality (22) follows because ln |S j | ≥ ln ln x, and ln ln x ≥ 6. The last inequality follows because e ℓ−1 is a lower bound on x i for v i ∈ S j and thus |S j |e ℓ−1 ≤ x(S j ).
Observe that b ′ ≤ ln 2 x as there are at most ln x sets Q i , and each such set contributes at most ln x sets S i to P . We next derive a bound on r(M ).
≤ 100 · ln x(S 2 ) ln ln x + 30 · (2 ln ln x)
= 100(ln x(S 2 ) + 0.6) ln ln x.
Inequality (24) follows since the algorithm used is a (1/5) variant of OddExponent. Inequality (25) follows by using the previously derived bound on r(S i ) and noting that x(S 2 ) is maximal amongst x(S 2 ), . . . , x(S b ′ ) and that x(S i ) ≤ x. From Lemma 3.11 we know that the competitive ratio of the (1/10)-variant of TwoStable is f (10, r(S 1 ), r(M )) where f is the function as given in Proposition 4.3. We give an upper bound on f (10, r(S 1 ), r(M )) using Proposition 4.3. To do this we need to find values y 1 and y 2 such that r(S 1 ) ≤ 100 ln x(S 1 ) ln ln x = 2 · 10(ln y 1 + 1) r(M ) ≤ 100(ln x(M ) + 0.6) ln ln x = 2 · 10(ln y 2 + 1).
Indeed, the following values satisfy the conditions above: y 1 = x(S 1 ) 5 ln ln x /e and y 2 = (e 0.6 x(M )) 5 ln ln x /e. Using Proposition 4.3 we get a bound on r as follows Inequality (26) follows from Proposition 4.3. Inequality (27) follows because ln ln x ≥ 6. Inequality (28) follows since, in general, for a ≥ b > 0 and z ≥ 1, a z + (2 z − 1)b z ≤ (a + b) z . This is because for a = b it is an equality, and the derivative with respect to a of the RHS is clearly larger than the derivative with respect to a of the LHS.
Next, we present a better algorithm when all the cost ratios but one are equal. Proof. The proof is a simplified version of the proof of Lemma 4.4, and we only sketch it here. We define x 1 , x 2 , such that 
Substituting for x i gives the required bound. Definition 5.1. For k ≥ 1, a k-hierarchically well-separated tree (k-HST) is a metric space defined on the leaves of a rooted tree T . Associated with each vertex u ∈ T is a real valued label ∆(u) ≥ 0, and ∆(u) = 0 if and only if u is a leaf of T . The labels obey the rule that for every vertex v, a child of u, ∆(v) ≤ ∆(u)/k. The distance between two leaves x, y ∈ T is defined as ∆(lca(x, y)), where lca(x, y) is the least common ancestor of x and y in T . Clearly, this is a metric.
Bartal [1, 2] shows how to approximate any metric space using an efficiently constructible probability distribution over a set of k-HSTs . His result allows to reduce a MTS problem on an arbitrary metric space to MTS problems on HSTs. Formally, he proves the following theorem.
Theorem 5.2 ([2]).
Suppose there is a r-competitive algorithm for any n-point k-HST metric space. Then there exists an O(rk log n log log n)-competitive randomized algorithm for any n-point metric space.
Thus, it is sufficient to construct an online algorithm for a metrical task system where the underlying metric space is a k-HST. Following [3] we use the unfair MTS model to obtain an online algorithm for a MTS over a k-HST metric space.
Algorithm Rhst. We define the algorithm Rhst(T ) on the metric space M (T ), where T is a k-HST with k ≥ 5. Algorithm Rhst(T ) is defined inductively on the size of the underlying HST, T .
When |M (T )| = 1, Rhst(T ) serves all task sequences optimally. It is (0, 0)-constrained. Otherwise, let the children of the root of T be v 1 , . . . , v b , and let T i be the subtree rooted at v i . Denote d = ∆(T ), and so diam(T i ) ≤ d/k. Every algorithm Rhst(T i ) is an algorithm for the UMTS U i = (M (T i ); 1, . . . , 1; 1).
We construct a metric spaceM = U d b , and define cost ratios r 1 , . . . , r b where r i = r(T i ) is the competitive ratio of Rhst(T i ). We now use Theorem 3.1 to combine algorithms Rhst(T i ). The role ofÂ is played by the (1/2) variant of Combined on the unfair metrical task system U = (M ; r 1 , . . . , r b ; 1). The combined algorithm is a Rhst(T ) on the UMTS (M (T ); 1, . . . , 1; 1) .
We remark that the application of Theorem 3.1 requires that the algorithms will be constrained. We show that this is true in the following lemma.
Proof. Let n ′ = e e 6 +1 n. We prove by induction on the depth of the tree that Rhst(T ) is (1, 1)-constrained and 200 ln n ′ ln ln n ′ -competitive.
When |M (T )| = 1, it is obvious. Otherwise, let n i = |M (T i )|, n ′ i = e e 6 +1 n i , and n ′ = i n ′ i . We assume inductively that each of the Rhst(T i ) algorithms is (1, 1)-constrained and 200 ln n ′ i ln ln n ′ i competitive on M (T i ). The combined algorithm, Rhst(T ), is (β, η)-constrained. From (5), and given that k ≥ 5, we get that
From (6) we obtain that η ≤
This proves that the algorithm is well defined and (1, 1) constrained.
We next bound the competitive ratio using Lemma 4.4. Lemma 3.11 implies that the competitive ratio obtained by the (1/2) variant of Combined on (M ; r 1 , . . . , r b ) is the same as the competitive ratio attained by Combined on (M ; r 1 , . . . , r b ; 2). The values (x i ) i computed by Combined are at most (n ′ i ) i , respectively. Hence it follows from Lemma 4.4 that the competitive ratio of Rhst(T ) is at most 100 · 2 ln x ln ln x ≤ 200 ln n ′ ln ln n ′ , since x = i x i .
Since every HST T can be 5-approximated by a 5-HST T ′ (see [2] ), the bound we have just proved holds for any HST.
Combining Theorem 5.2 with Lemma 5.3, it follows that Theorem 5.4. For any MTS over an n-point metric space, the randomized competitive ratio is O((log n log log n) 2 ).
K-Weighted Caching on K + 1 Points
Weighted caching is a generalized paging problem where there is a different cost to fetch different pages. This problem is equivalent to the K-server problem on a star metric space [21, 9] . A star metric space is derived from a depth one tree with distances on the edges, the points of the metric space are the leaves of the tree and the distance between a pair of points is the length of the (2 edge) path between them. This is so, since we can assign any edge (r, u) in the tree a weight of half the fetch cost of u. Together, an entrance of a server into a leaf from the star's middle-point (page in) and leaving the leaf to the star's middle point (page out) have the same cost of fetching the page. The K-server problem on a metric space of K + 1 points is a special case of the metrical task system problem on the same metric space, and hence any upper bound for the metrical task system translates to an upper bound for the corresponding K-server problem.
Given a star metric space M , we 12-approximates it with a 6-HST T . T has the special structure that for every internal vertex, all children except perhaps one, are leaves. It is not hard to see that one can find such a tree T such that for any u,
Essentially, the vertices furthest away from the root (up to a factor of 6) in the star are children of the root of T and the last child of the root is a recursive construction for the rest of the points.
We now follow the construction of Rhst given in the previous section, on an 6-HST T , except that we make use of (1/2)-variant of WCombined rather than (1/2)-variant of Combined. The special structure of T implies that all the children of an inner vertex, except perhaps one, are leaves and therefore have a trivial 1-competitive algorithm on their "subspaces". Hence we can apply WCombined. Using Lemma 4.5 with induction on the depth of the tree, it is easy to bound the competitive ratio on K + 1 leaves tree to be at most 60(ln(K + 1) + 1/3).
Combining the above with the lower bound of [9] we obtain:
Theorem 5.5. The competitive ratio for the K-weighted caching problem on K + 1 points is Θ(log K).
A MTS on Equally Spaced Points on the Line
The metric space of n equally spaced points on the line is considered important because of its simplicity, and the practical significance of the k-server on the line (for which this problem is a special case). The best lower bound currently known on the competitive ratio is Ω(log n/ log log n) [10] . Previously, the best upper bound known was O(log 3 n/ log log n) due to [3] . We are able to slightly improves the upper bound on the competitive ratio from Section 5.1 to O(log 2 n). Bartal [1] proves that n equally spaced points on the line can be O(log n) probabilistically embedded into a set of binary 4-HSTs. We present an O(log n) competitive randomized algorithm for binary 4-HST, similar to Rhst except that we make use of (1/4)-variant of TwoStable instead of (1/2)-variant of Combined. Similar arguments show that this algorithm is (1, 1)-constrained, and using Proposition 4.3 we conclude that the algorithm is 8 ln n competitive. Combining the probabilistic embedding into binary 4-HST with the algorithm for binary 4-HST we obtain Theorem 5.6. The competitive ratio of the MTS problem on metric space of n equally spaced points on the line is O(log 2 n).
Concluding Remarks
This paper present algorithms for MTS problem and related problems with significantly improved competitive ratios. An obvious avenue of research is to further improve the upper bound on the competitive ratio for the MTS problem. A slight improvement to the competitive ratio of the algorithm for arbitrary n-point metric spaces is reported in [6] . The resulting competitive ratio there is O(log 2 n log log n log log log n) and the improvement is achieved by refining the reduction from arbitrary metric spaces to HST spaces (i.e., that improvement is orthogonal to the improvement presented in this paper). However, in order to break the O(log 2 n) bound, it seems that one needs to deviate from the black box usage of Theorem 5.2. Maybe the easiest special case to start with is the metric space of equally spaced points on the line.
Another interesting line of research would be an attempt to apply the techniques of this and previous papers to the randomized k-server problem, or even for a special case such as the randomized weighted caching on k pages problem; see also [8, 19] .
