We seek to answer the question posed in the title by simulation of the tri-iodide ion in water, modeling the intermolecular interactions by classical potentials. The decrease in solvation free energy as a function of the dipole moment of the ion is calculated using an extended dynamics simulation method. This decrease is approximately quadratic in the ion dipole. Symmetry breaking occurs if this decrease is greater than the energy required to polarize the ion. We use ab initio calculations on an isolated ion to find the electronic and vibrational contributions to the polarizability, from which the polarization energy can be calculated. The solvated ion is found to be more stable when displaced along the asymmetric stretching coordinate, due to contributions of this deformation to the molecular dipole. As a test of the model's reliability, it is used to derive solvation force autocorrelation functions from which time scales for vibrational energy and phase relaxation are estimated. The results are demonstrated to agree well with experimentally obtained values for these phenomena, vindicating reliability of the theoretical approach.
I. INTRODUCTION
The structure and reactivity of the tri-iodide ion has been the subject of extensive experimental and theoretical study. [1] [2] [3] [4] [5] [6] Methods ranging from VSEPR ͑Ref. 7͒ to ab initio 8, 9 predict a linear centro-symmetric geometry for this negatively charged ion, as borne out in studies of this species in vacuum isolation. [10] [11] [12] [13] The asymmetric environment of a crystalline lattice can break the ionic symmetry giving rise to substantial changes in its visible absorption spectrum. [14] [15] [16] In dilute solution the question of molecular structure becomes entangled with that of dynamics. While an instantaneous inspection of the solvent environment must exhibit deviations from perfect symmetry about the central atom, either a temporal or ensemble average should retain the natural centrosymmetry favored by the I 3 Ϫ in isolation. Thus in solution both the amplitude and duration of deviations from perfect symmetry are of essence. The structure of solvated I 3 Ϫ is also of central importance in determining the UV photodissociation dynamics of this ion. This reaction has recently come under intense scrutiny using ultrafast pump-probe spectroscopy. [17] [18] [19] It was demonstrated that the nascent di-iodide dissociation product contains substantial excess vibrational energy, and that the ensemble of this diatomic fragment retains vibrational coherence. Resonance Raman studies 20, 21 have shown that in protic solvents such as ethanol, the tri-iodide is substantially deformed along the asymmetric stretch coordinate, as attested to by the substantial Raman intensity of the asymmetric stretch fundamental transition. 22, 23 This is unlike acetonitrile solutions where the asymmetric stretch fundamental transition is not active. The fact that two solvents so similar in dielectric constants and relaxation times solvate the ion in such a remarkably different fashion indicates that specific molecular mechanisms of solvation must be involved. Using impulsive femtosecond photolysis, this deformation has been demonstrated to have a strong influence on the degree of compact vibrational coherence in the di-iodide products, and the deposition of excess energy into vibration and fragment recoil. 24 The aim of the current study is to understand how immersion in hydrogen-bonding solvents can lead to breaking of the centro-symmetry of the tri-iodide ion. In order to do this we use computer simulation to examine the free energy surface of the system of ion plus solvent in the vicinity of the symmetric configuration of the ion.
Simulation of the I 3 Ϫ solute poses a number of fundamental problems, most of which stem from the large atomic number of its constituent iodine atoms. The first is that it is highly polarizable, and therefore can interact very strongly with its local field environment. The vibrational frequencies are exceptionally low, rendering it to be active in all vibrational coordinates even at room temperature. The vibrational frequencies of the tri-iodide ion are in fact so low that they lie within the librational spectral density of most molecular solvents. The fundamental frequencies are 112 and 145 cm Ϫ1 for the symmetric and antisymmetric stretches respectively. These correspond to angular frequencies of 23 tum photodynamics of tri-iodide in solution would involve vastly disparate time scales, ranging from the subfemtosecond time scale for fluctuation of the electrons to hundreds of femtoseconds and picoseconds for motions of the nuclei and reorganization of the solvent.
It is, therefore, not feasible to investigate the effects of the solvent on the electronic states and vibrational properties of the I 3 Ϫ ion using a full quantum mechanical treatment of all the electrons and nuclei. Rather one has to divide the problem in parts, taking advantage of the separation of time scales mentioned above. In this work we concentrate on the solvent rather than on the ion. Given a particular charge distribution and specified bond lengths in the ion, we ask what are the solvation structure, solvation free energy and mean forces on the ion. When the free energy of solvation for a particular charge distribution in the ion is compared with the intrinsic energy required to generate that charge distribution, we find that in aqueous solution the minimum free energy no longer corresponds to a symmetrical charge distribution and equal bond lengths. The reliability of the simulation is supported by our finding that experimental vibrational linewidths for the tri-iodide ion agree quantitatively with the predictions based on the dynamics of solvation force fluctuations derived from this model.
Another approach to the problem of determining the free energy variation of a polarizable solute in a solvent is to solve for the quantum mechanical structure of the solute in the presence of a more approximate model of the solvent. An example of this approach is that of Kim and Hynes [25] [26] [27] which has been applied to the dissociation of I 2 Ϫ by Gertner et al. 28 In these papers they model the solvent as a dielectric continuum and the quantum mechanics of the ion by a semiempirical valence bond method. The method has since been extended to an explicit molecular solvent. 29 We believe that the molecular nature of the solvent and, in particular the role of hydrogen-bonding protons in stabilizing negative partial charges is crucial to the problem of the tri-iodide ion in water.
Recently Sato et al. 30 have completed a theoretical study of the tri-iodide ion in solution in which the molecular nature of the solvent is accounted for using the RISM model and the ion treated quantum mechanically. Their conclusion is less strong than ours, namely that the energy surface around the gas phase equilibrium geometry becomes virtually flat in hydrogen-bonding solvents. We conclude that symmetry breaking does occur.
II. METHOD
We study the equilibrium solvation effects on a model I 3 Ϫ ion in aqueous solution. We performed preliminary quantum mechanical calculations to ascertain the charges on the three atoms in the ion. In the solvation study the charge distribution varies. Initially the charge distribution ͑based on the ab initio results͒ is Ϫ0.5 electrons on each end atom and zero on the central atom. The charge distribution is then varied so that one end atom has charge (Ϫ0.5ϩq)e and the other has charge (Ϫ0.5Ϫq)e giving a dipole moment for the model ion relative to the central atom equal to ϭeqr, where r is twice the bond length. The I 3 Ϫ bond length is 3 Å, giving ϭ28.8 q Debye. We shall term the variable q the charge displacement, but it should be borne in mind that it is proportional to the dipole moment.
The principal quantities calculated from the simulations are the solvation contribution to the free energy, the ionwater interaction energy, and changes in the local structure. We also investigate contributions to the relaxation times of the symmetric and antisymmetric vibrational normal modes.
A. Molecular dynamics with an extended dynamical system
The calculations were done using molecular dynamics of an extended dynamical system in which the charge displacement on the iodide ion is treated as a dynamical variable. It is an adaptation of the method used for earlier work on the solvation of simple ions 31 which allows the free energy of solvation and other thermodynamic quantities to be measured as a function of the charge displacement. It should be emphasized that associating inertia with the flow of charge allows the simulation of solvation thermodynamics but not dynamical aspects of this process. Indeed for this method to work it is necessary for the time scale of the changes in charge to be similar to the time scale of solvent reorganization, while in reality, as we have noted, the electronic fluctuations are much faster. These calculations on the extended dynamical system were supplemented by standard molecular dynamics calculations with fixed charges, in order to determine the local structure for particular values of the tri-iodide dipole moment.
The equations of motion in a normal molecular dynamics calculation are derived from the Hamiltonian
where U is the intermolecular interaction energy which depends on the nuclear coordinates r i , charges, and LennardJones parameters on each site. T is the kinetic energy. In our extended dynamical system the charge displacement q is treated as a dynamical variable with an extended Hamiltonian HϭU͑q,͕r i ͖͒ϩTϩ
͑2.2͒
In this equation the potential energy term is the same as in the previous term, but the dependence on q is shown explicitly. p q is a fictitious momentum conjugate to q, and M , an arbitrary parameter, is the associated fictitious ''mass.'' The extended equations of motion are the normal equations augmented by
B. Potentials
The water potential used was the revised simple point charge model, SPC/E, of Berendsen et al. 32 which has partial charges on the protons and the oxygen nucleus and a Lennard-Jones site on the latter. The molecule is rigid. The tri-iodide ion is also taken to be rigid and linear with a bond length of 3 Å. The interaction potential between the ion and the oxygen atom of the water molecules was modeled by Lennard-Jones interactions between the iodine nuclei and the oxygen nuclei of the water together with partial charges of (Ϫ0.5ϩq)e and (Ϫ0.5Ϫq)e on the two end atoms. There is no charge on the central atom. These values for charges and geometry parameters are based on the ab initio results described in Sec. II F. The Lennard-Jones parameters for the iodine-oxygen interaction were taken to be ⑀ SO ϭ0.5216 kJ mol Ϫ1 and ϭ4.168 Å, which are those suggested by Dang for the iodide ion 33 and used by us in earlier work. 31, 34, 35 The iodine interacted with the hydrogen atoms by the Coulomb interaction between the partial charges with no repulsive term. The long range electrostatics was treated by the Ewald method, with a cutoff in real space of 9 Å.
C. Determination of solvation thermodynamics
In this method there are two independent ways of determining the variation in solvation free energy as a function of dipole moment. Agreement between these two methods provides a good test that there is sufficient sampling of the configurational space of the extended system and good thermal equilibration. The first method uses the result that in a canonical ensemble of the extended system the free energy of solvation A(q 0 ) becomes
where the charge displacement is equal to q 0 and p(q 0 ) is the probability density of finding the extended system with this particular charge displacement. The relative probabilities of different charges and sizes are then found by constructing histograms. Experience in similar work 36, 37 has shown that the noise can be reduced by using a biasing potential, U bias , which depends only on the order parameters ͑in this case q) and which restricts the range of values of the order parameters sampled in any one run. Samples from different windows are joined to construct the overall Landau free energy function. It can easily be shown that if there is a biasing potential, U bias (q), present 
͑2.6͒
As q varied during the simulation, a histogram of probabilities of different values of q was constructed. At the same time a number of quantities including the potential energy, its derivative with respect to the charge displacement, and the ion-water interaction energy were averaged according to the bin that the instantaneous value of q fell into. The free energy was then determined in the two ways described above, namely according to Eq. ͑2.5͒ and by integrating Eq. ͑2.6͒. These results agreed satisfactorily, although the integration method was found to give less noisy data.
D. Simulation details
The system comprised 288 water molecules and 1 triiodide ion with face-centered-cubic periodic boundaries. The distance between a site and its 12 nearest images was 23 Å, so that there was 17Å of water between one end of the triiodide molecule and the nearest image of the other end. This is far enough for the solvation shells of a molecule and its image to be independent; the effects of the solvent at longer range can be described by a dielectric continuum and included as a long range correction. The computer program was adapted from DLPOLY. 39 For runs in which q was treated as a dynamical variable its effective mass was chosen to be 5000 amu Å 2 e Ϫ2 . As these runs are used for configurational averaging and not for dynamical information, the mass of the proton was increased to 8 amu, and that of the iodine nucleus reduced to 8 amu. This is permissible because configurational and momentum integrals separate in a classical canonical ensemble. The reason for doing this is to make the time scales for the reorientational motion and translational motion similar to obtain more efficient averaging. Run lengths of 100-160 ps were used with windows of q 0.5 wide and a time step of 2 fs.
In the runs at constant q in which force dynamics were measured, the true masses of 127, 16, and 1 amu were used for I, O, and H, respectively. For these runs the time step was reduced to 1 fs. Runs of 50-100 ps were performed in these cases.
E. Long range correction
In this calculation we have explicitly computed the solvation free energy for a fcc lattice of dipoles with nearest neighbor distance a 0 ϭ23 Å immersed in water. We would like the value in the limit of infinite dilution as more water is added and the size of the molecular dynamics cell increased with a 0 →ϱ. An estimate of the correction can be made using the following argument. Consider a dipole in a spherical cavity in a continuous medium with dielectric constant ⑀. The solvation free energy is the difference between the energy required to charge the dipole ͑considered as two equal and opposite charges separated by a small distance l) in a medium and in a vacuum. Here we are using the same argument as for ions. 31 The fields outside the spherical cavity containing a multipole moment of order l are obtained by matching the solutions of Poisson's equation inside and outside the sphere using the appropriate boundary conditions. 40 The fields are independent of the cavity size and are given by
where ␥ 0 ϭ1/⑀ ͑charge͒ and ␥ 1 ϭ3/(2⑀ϩ1) ͑dipole͒ E vac is the field the multipole would generate in a vacuum. The solvation free energy is then
where the integral is taken over the volume containing the dielectric medium. Using standard expressions for the radial and tangential components of a dipolar field 40 and performing the integration in the equation above we find that the solvation free energy contribution from material more distant than a from the dipole is provided aуr cav ,
We now divide the solvation energy of a dipole at infinite dilution in water into a short range part arising from molecules within radius a of the center of the ion and a long range part arising from water molecules further than a. We assume that the long range part can be described adequately by considering water as a dielectric continuum using Eq. ͑2.11͒, and that the short range part, for which the molecular nature of water must be explicitly taken into account, is given by our computation. This involves an approximation as the molecular dynamics cell is not precisely spherical but a rhombic.
If we use a sphere of the same volume as the cell to determine a, we obtain an additional solvation free energy of Ϫ8.1 q 2 kJ mol Ϫ1 for the ion at infinite dilution compared to the simulation, while if we use the sphere inscribed in the cell we obtain a correction of Ϫ10.9 q 2 kJ mol Ϫ1 , where q is the charge displacement on the tri-iodide ion defined earlier.
The range of these estimates gives an idea of the uncertainty of the extrapolation.
F. Quantum chemical calculations
The quantum chemical calculations were performed with the GAUSSIAN 94 program suite 41 on a DIGITAL Turbolaser 8200-5/300 computer of the Hebrew University. The Hay and Wadt 42 relativistic effective core potential was used. The basis set was the standard double-zeta basis ͑in a (3s3p)/2s2p contraction͒, further augmented with two d polarization functions (aϭ0.73 and aϭ0.27).This set of polarization functions on iodine were found to be essential for reproducing experimental frequencies and energetics of compounds like I 2 , I 2 Ϫ , I 3 Ϫ , I Ϫ , I and some of their excited states. 9 The geometry of the I 3 Ϫ was optimized using the numerical eigenvector following procedure. 43 The level of calculation is that of quadratic configuration interaction, including single and double excitations and perturbational estimate of the triple excitations ͑QCISD͑T͒͒. 44 The QCISD͑T͒ calculations were carried out using the converged SCF wave function. All valence electrons have been correlated in the CI calculations. The same computational level was used for geometry optimization as well as for the calculations of vibrational frequencies which were not scaled. The present level of calculation reconstructs extremely well with the gas phase experiments for I 2 Ϫ . 12 Atomic charges from Mulliken population analyses and polarizability tensor were calculated at the QCISD level of theory. Table I summarizes the results.
G. Determination of solvent-induced vibrational relaxation
The theory of the effects of solvent on intramolecular vibrational relaxation has been studied for many years. 45 It was early realized that molecular dynamics simulations could be used to study such processes, even if the molecules were kept rigid, by investigating the fluctuations and dynamics of the solvation forces resolved along the intramolecular normal modes. Early work was mainly directed towards the calculation of dephasing times and vibrational linewidths (T 2 processes͒ in neat liquids of diatomic molecules [46] [47] [48] and small polyatomic molecules.
49-51 Oxtoby 52,53 gave the theory for population relaxation (T 1 processes͒. The forces resolved along the normal modes are related to the derivatives of the solvent-solute interaction energy U solv with respect to vibrational normal coordinates. The normal coordinate for the symmetric stretching mode is
͑2.12͒
and for the antisymmetric stretch is
where z i is the displacement of the ith iodine atom along the direction of the molecular axis. The resolved forces are given by
The expressions for both T 1 and T 2 processes can be written in terms of the dynamics of the fluctuations in these forces. If one defines normalized correlation functions C(t) by where is the frequency of the vibration concerned and j() is the spectral density of the normalized force correlation function defined in Eq. ͑2.15͒,
The population relaxation time T 1 is given by
͑2.19͒
The instantaneous fluctuations in the frequency of the nϩ1 →n vibrational transition induced by the solvent is, to second order in perturbation theory,
͑2.20͒
where k and f are, respectively, the harmonic force constant and the cubic anharmonicity of the mode, while UЈ and UЉ are the first and second derivatives of the solvent-molecule interaction energy with respect to the vibrational normal coordinate. In most situations the first term in this equation is dominant, except where the cubic anharmonicity is zero by symmetry. The expression for the line width ͑in radians/unit time͒ for the n→nϩ1 transition has contributions from both the population relaxation and fluctuations in the instantaneous vibrational frequency given in Eq. ͑2.20͒. It is
where n,nϪ1 is the instantaneous transition frequency in radians/unit time and the correlation time, , is the spectral density at zero frequency of these fluctuations. The term in round brackets is the contribution to T 2 from the uncertainty principle due to the finite life time of the levels, while the final term in this equation is the pure dephasing term due to fluctuations in the transition frequency.
III. RESULTS

A. Thermodynamics of solvation
Simulation of the force on the variable q in the extended dynamics as a function of the charge displacement, is shown in Fig. 1 . q is related to the ion dipole moment by ϭqre, where r is twice the bond length. A charge displacement of qϭϮ0.5 puts all the charge on one end of the ion, and gives a dipole moment of 28.8 Debye. Figure 2 , which shows the solvation free energy as a function of q, is constructed by integration of this data. It shows that a dipole on the ion is stabilized by solvation. The curve can be fitted by A(q)/kJ mol Ϫ1 ϭϪ392q 2 ϩ53q 4 . This is the measured solvation free energy.
As discussed in Sec. II E, a long range correction of Ϫ(9Ϯ1)q 2 kJ mol Ϫ1 must be added to obtain the solvation free energy at infinite dilution. Figure 3 shows the potential energy of the ion-water interaction. Although this curve is similar in shape to the solvation free energy, the scale differs by a factor of 2. As q changes from 0 to Ϯ0.5 the free energy decreases by about 100 kJ mol Ϫ1 , while the water-ion interaction energy by 180 kJ mol Ϫ1 . The difference between these two quantities is made up of the change in the waterwater interaction and the entropic contribution to the free energy. The variation in water-water interaction energy ͑not shown͒ is considerably noisier, and increases by about 50 kJ mol Ϫ1 as q changes from 0 to Ϯ0.5. The missing 30 kJ mol Ϫ1 increase must come from the entropic term; the solvation entropy must decrease as the ion becomes more polarized. We deduce that as this happens the water structure is disrupted ͑decrease in water-water potential energy͒ and the solvation shell becomes more ordered ͑decrease in entropy͒.
B. Is there a solvent-induced dipole moment?
In order to answer the question as to whether the symmetry of the ion will be broken by solvent effects, one needs to add the energy of polarization of the ion U pol () to the solvation free energy A solv (q) ͑note (ϭeqr)) to give the total work done in distorting the ion
͑3.1͒
Due to the ionic symmetry the free energy must go through an extremum at qϭ0. The definition of broken symmetry for this purpose is a maximum in the total free energy at this point. There are two contributions to the dipole moment of the ion induced by an applied field, an electronic contribution and a vibrational contribution. If we apply a field, E, along the long axis of the molecule ͑labeled z) the electronic part of the induced dipole moment is
where ␣ zz is the electronic polarizability along the axis. The energy required to polarize the electrons in the molecule by this amount is
͑3.3͒
The same field induces a displacement along the antisymmetric normal coordinate, with dipole vib ϭ ‫ץ‬ ‫ץ‬ ͑3.4͒
and energy
where k is the force constant for the antisymmetric stretch.
Minimizing this with respect to gives
so that the total induced dipole moment is
͑3.7͒
The energy required to polarize the electrons and to distort the molecule is
͑3.8͒
These two equations show that the effective polarizability is the sum of the electronic and vibrational terms
͑3.9͒
From our ab initio calculations the component of the polarizability along the bond is ␣ zz /(4⑀ 0 )ϭ297 a 0 3 . In order to find the dipole moment derivative we calculated the dipole moment and the atomic charges for an isolated triiodide ion for a number of different bond lengths as in Table  II .
Using the dipole moments and the antisymmetric normal coordinate defined by ϭ(z 1 ϩz 3 Ϫ2z 2 )/ͱ6, we obtain ‫ץ/ץ‬ϭϪ21.59 Debye/ÅϭϪ4.5 e. Another estimate which may be nearer the spirit of our model is to use the partial charges, which gives ‫ץ/ץ‬ϭϪ4.2 e. Combining these with an estimate of 25 rad ps Ϫ1 for the antisymmetric vibrational frequency we obtain ␣ vib /(4⑀ 0 )ϭ240 a 0 3 and 215 a 0 3 , respectively, so that the total polarizability is 535 or 510 a 0 3 according to which method we use to estimate the vibrational polarizability. Using Eq. ͑3.8͒ the energy required to polarize the molecule is U pol /kJ mol Ϫ1 ϭ315 q 2 or 330 q 2 for these two cases. The measured solvation free energy A solv (q)/kJ mol Ϫ1 shown in Fig. 1 plus the long range correction can be fitted to Ϫ400 q 2 ϩ53 q 4 which gives
͑3.10͒
Taking the other estimate for the vibrational polarizability we obtain A tot (q)/kJ mol Ϫ1 ϭϪ70q 2 ϩ53q 4 . Both these results clearly show a maximum for the free energy of solvation at qϭ0, and the coefficient of q 2 is large enough that we do not think that this result will be changed by using different models for the water or tri-iodide ion intermolecular forces. We conclude that, at least in water, the solvent inter- action is sufficient to cause symmetry breaking. The most probable configuration of the ion in water has a dipole moment and a small difference between the bond lengths. We do not, however, feel confident in predicting the extent of this distortion for although we have found a quartic term in the free energy of solvation, there will also be quartic terms in the polarization energy arising from the vibrational anharmonicity and from hyperpolarizability.
C. Changes in solvent structure and dynamics
The fluctuations in the solvent which induce a dipole moment in the ion are caused by changes in the local structure around the solute. We studied these in simulations in which the charge distribution in the I 3 Ϫ ion was fixed. Figure  4 shows oxygen and hydrogen radial distribution functions for the end atoms for various charges. The distributions around the central iodine atom ͑not shown͒ do not vary significantly. Qualitatively the changes are similar to those observed for individual ions with varying charge. 31 As the charge on one of the end atoms changes from 0 to Ϫ1 (q changes from ϩ0.5 to Ϫ0.5͒ the water molecules move nearer and swing around so that one proton is hydrogenbonded to the ion. The larger the total charge on the end atom, the more structured is the solvent around it.
The significance of these solvent-induced dipole moments depends on the time scale of the observation. Electronic excitation is very fast and the full range of distortions will be seen. However, any experiment whose time scale is longer than the decay time of the dipole fluctuations will merely probe the average structure. Thus it is important to examine the time correlation function for the solvent forces which cause the dipole fluctuations. Figure 5 shows this time correlation function. Initially the correlation decays rapidly to about 60% of the original value; the remaining decay can be fitted to an exponential with a time constant of 0.4 ps or equivalently a rate constant of 2.5ϫ10 12 s Ϫ1 . In most molecules there is no question that solvent relaxation is slower than intramolecular vibrations, and this is still true for our system even though due to the large masses involved, I 3 Ϫ stretching vibrations have unusually low frequencies, with values of about 112 cm Ϫ1 for the symmetric stretch and 145 cm Ϫ1 for the antisymmetric stretch. These correspond to angular frequencies of 21.1 ϫ10 12 s Ϫ1 and 27.3ϫ10 12 s Ϫ1 , respectively, which are almost a factor of 10 greater than the rate constant for the noninertial solvent decay given above. Thus we can treat the solvent fluctuations as slow compared to both the vibrational and electronic time scales. This means that there is a distribution of vibrating molecules, each of which oscillates about its equilibrium position as determined by the local structure, which we have deduced is distorted. As the solvent fluctuates the molecular distortion and hence the vibrational frequency change. However the free energy barrier to moving from one distortion to the opposite distortion is probably several times kT therefore fluctuations over the barrier are unlikely.
One result of this symmetry breaking is that there is a break down of the selection rules so that the symmetric stretch vibration becomes visible in the infrared while the asymmetric stretch becomes Raman active. This is observed experimentally. 21, 24 
D. Vibrational relaxation
In Sec. II G equations for vibrational shifts, relaxation rates and line shapes were given. We now evaluate them for the symmetric stretch mode of the I 3 Ϫ ion. The average sol- vation force on the symmetric normal mode is Ϫ0.38 nN. We performed ab initio calculations for a range of values of the symmetrical normal coordinate and found that the potential curve was significantly anharmonic. When a linear potential giving a constant stretching force of Ϫ0.38 nN was added, the symmetrical vibrational frequency was lowered by 7%. This finding is inconsistent with the experimental evidence of less than 2% change from the gas phase. 12 This may be due to the term in the second derivative of the ionsolvent potential ͓cf. Eq. ͑2.16͔͒, or it may be due to anharmonic mixing between the symmetric and the antisymmetric stretch.
By 
For the antisymmetric mode there are two contributions to UЈ. The direct contribution is obtained from the solvation forces resolved along the antisymmetric normal mode, while the indirect one arises from the change in the electronic dipole moment with , the term that we have already used to calculate the vibrational polarizability. As the cross term between the direct and indirect contributions was found to be fairly small and to decrease rapidly with time, we may treat the contributions from these two terms separately. There are considerable uncertainties in these quantities due both to the errors in the various measurements involved and to possible inadequacies in the potential model.
E. Vibrational linewidths
The linewidth of a vibrational transition may have reorientational as well as vibrational contributions. The isotropic Raman spectrum, however, has no reorientational contribution and even in the infrared and depolarized Raman spectra the latter is small for such large, massive ions. There remain two contributions to the vibrational width, uncertainty broadening and pure dephasing. The former arises from the uncertainty in the energies due to their finite lifetimes while the latter arises from fluctuations in the separation of the energy levels concerned. The width of a transition from level nϪ1 to n in radians per unit time is given by Eq. ͑2.21͒. We have already estimated the transition rates k. The second term in this expression is the pure dephasing term which can in principle be calculated from Eq. ͑2.20͒ for the instantaneous frequency. The correlation time is the spectral density at zero frequency of the fluctuations in transition frequency. Following our earlier arguments in connection with the solvent shift, the principal contribution to the dephasing is likely to come from the first of these terms which is zero for the antisymmetric mode. Substituting the values from our simulations we obtain
where the pure dephasing term ⌬ dep is likely to be negligible for the antisymmetric mode, but may be significant for the symmetric mode. The dephasing rate of the symmetric stretch has been measured in water by the RISRS technique [54] [55] [56] [57] [58] [59] and found to be T 2 ϭ0.53Ϯ0.1 ps. This time corresponds to a width of ⌬ϭ21Ϯ2 cm Ϫ1 which is in good agreement with the calculation. The width of antisymmetric stretch mode is also consistent with preliminary results in water. For methanol the dephasing time is slower corresponding to T 2 ϭ0.96 ps (⌬ ϭ12 cm Ϫ1 ).
IV. OVERVIEW
Our results differ from those of Sato et al. 30 in that we predict a pronounced symmetry breaking with a free energy maximum for the undistorted molecule while they find a very flat free energy landscape in this region. Our calculations differ in a variety of ways. They treat the solute more exactly, but the solvent by the RISM approximation. Our control parameter is the difference of the effective charge on the two end atoms and we keep both the charge on the central atom and the ion geometry constant, while their control parameters are the bond lengths. The position of the first peaks in our g IO (r) functions agrees well, but the corresponding functions for the iodine-proton distribution highlights a difference between the calculations. Our model shows more structuring in this function for the undistorted molecule than theirs, which is probably associated with the larger quadrupole moment in our model for the symmetric, unpolarized state. This effect does not, however, explain the difference between our results as more structuring should lead to greater rather than less stabilization of the symmetric configuration. The difference may lie in the difference between the RISM approximation and our fully symmetrical model.
The advantage of our approach is that we obtain dynamical information as well as equilibrium properties and the latter are for a full molecular model of the solvent rather than the approximate RISM or continuum descriptions. As in all such simulations it is possible that the potential model may not be adequate. The water model has been used extensively and successfully in many simulations, while the iodine-water potential is similar to that used in previous work and by Sato et al. 30 The present calculations show that it is likely that in water the tri-iodide ion is stabilized in a polar form as the result of solvation forces. Some questions remain.
We may ask why the I 3 Ϫ ion is stable with respect to dissociation into I 2 ϩI Ϫ ? The calculations presented are only valid for small distortion, so the solvation free energy function may be inaccurate at large q. We can say from the curvature of the free energy around the point of symmetry that distortion will occur, but we are not able to predict what the equilibrium dipole moment will be. There must be a large barrier in the free ion preventing dissociation which will persist in the solvent. The present calculations preserve equal bond lengths, and hence cannot be extrapolated to large dipole moments. We should say that the large curvature in the free energy suggests that the wells are quite deep with a barrier which is considerably greater than kT.
Why is there a difference between water and acetonitrile? The main difference between solvents containing hydrogen-bonding protons and those which are unable to hydrogen bond is that the proton in the water which carries a positive charge has few electrons around it and so it can closely approach a partial negative charge. This means that there is a very favorable local electrostatic interaction. One example of this is the hydrogen bond itself. In a nonhydrogen bonding solvent with a similar dipole moment this cannot happen. Water is also unusual in having a network structure, but this is unlikely to affect the stabilization of an induced I 3 Ϫ dipole. One puzzle which remains is why is the vibrational symmetric stretch frequency of the I 3 Ϫ ion is almost insensitive to the solvent? The main contribution to the solvent shift is the cross term between the solvent force along a particular normal mode and the cubic anharmonicity. Our estimate of the 7% red shift is inconsistent with the experiment.
