This paper treats estimation in a class of new nonlinear threshold autoregressive models with both a stationary and a unit root regime. Existing literature on nonstationary threshold models have basically focused on models where the nonstationarity can be removed by differencing and/or where the threshold variable is stationary. This is not the case for the process we consider, and nonstandard estimation problems are the result. This paper proposes a parameter estimation method for such nonlinear threshold autoregressive models using the theory of null recurrent Markov chains. Under certain assumptions, we show that the ordinary least squares (OLS) estimators of the parameters involved are asymptotically consistent. Furthermore, it can be shown that the OLS estimator of the coefficient parameter involved in the stationary regime can still be asymptotically normal while the OLS estimator of the coefficient parameter involved in the nonstationary regime has a nonstandard asymptotic distribution. In the limit, the rate of convergence in the stationary regime is asymptotically proportional to n − 1 4 , whereas it is n −1 in the nonstationary regime. The proposed theory and estimation method are illustrated by both simulated and real data examples.
Introduction
Ordinary unit root models have just one regime, whereas ordinary threshold models have several regimes, but are stationary. In this paper, we study a threshold model that has unit-root behavior on one regime and acts as a stationary process in another regime. More specifically, we consider a parametric threshold auto-regressive (TAR) model of the form
where C τ is a subset of R 1 = (−∞, ∞) indexed by τ > 0, D τ = C c τ = R 1 − C τ is the complement of C τ , τ is essentially assumed to be known in the asymptotic analysis in this paper, −∞ < α 1 , α 2 < ∞ are assumed to be unknown parameters, but will be estimated under the assumption that α 2 = 1, the distribution of {e t } is absolutely continuous with respect to Lebesgue measure with p e (·) being the density function satisfying inf x∈C p e (x) > 0 for all compact sets C, {e t } is assumed to be a sequence of independent and identically distributed (i.i.d.) random errors with E[e 1 ] = 0, 0 < σ 2 = E[e 2 1 ] < ∞ and E[e 4 1 ] < ∞, {e t } and {y s } are assumed to be mutually independent for all s < t, and n is the sample size of the time series. Let y 0 = 0 throughout this paper. Even though (1.1) is the simplest possible of the type of models we are discussing, it requires nonstandard techniques using the theory of null recurrent Markov chains.
The vast majority of threshold models used have been stationary models, i.e., models for which |α 1 | < 1 and |α 2 | < 1 in the first order case. Such models were introduced by Tong and Lim (1980) . See also Tong (1983 Tong ( , 1990 ). Among the more recent contributions, Chan (1990 Chan ( , 1993 consider both estimation and testing problems for the case where {y t } of (1.1) is stationary, Pham, Chan and Tong (1991) consider a nonlinear unit-root problem and establish strong consistency results for the ordinary least squares (OLS) estimators of α 1 and α 2 for the case where (α 1 , α 2 ) lies on the boundary, Hansen (1996) rigorously establishes an asymptotic theory for the likelihood ratio test for a threshold, Chan and Tsay (1998) discuss a related continuous-time TAR model, and Hansen (2000) proposes a new approach to estimating stationary TAR models. More recently, Liu, Ling and Shao (2009) extend the discussion of Pham, Chan and Tong (1991) by establishing an asymptotic dis-tribution of the OLS estimator of α 2 for the case where C τ = (−∞, τ ] and either α 2 = 1 and α 1 < 1 or α 2 > 1 and α 1 ≤ 1 holds.
Lately, there have been extensions to the nonstationary case, see in particular Caner and Hansen (2001) , thus having a class of models that allow for both nonlinearity and nonstationarity, and where these properties can be (Caner and Hansen 2001 ) separately tested for. The nonstationarity of these models under the null hypothesis has been of a rather restricted form, thus typically regarding both y t − y t−1 and the threshold variable to be stationary. In the first order case, this leads to a somewhat degenerate model that under the null hypothesis has H 0 :
( 1.2) where {z t } is a sequence of stationary threshold variables, C τ = (−∞, τ ] and D τ = (τ, ∞). The parameters α 1 and α 2 can then be estimated under H 0 , which leads to a pure random walk model for (1.2) but more general difference type models for the higher order case are treated in Caner and Hansen (2001) . The authors also point out that there are several nonstationary alternatives when H 0 does not hold. One of the alternatives to H 0 is as follows:
H 1 : |α 1 | = 1 and α 2 = 1, (1.3) which does not imply y t − y t−1 is stationary under H 1 .
We allow for more general forms of nonstationarity in which we do not require y t − y t−1 to be stationary, nor do we require the threshold variable to be stationary.
To the best of our knowledge, estimation in this situation has not been treated before in the literature. In the present paper, for simplicity, we only treat the first order case, but the theory can be extended to higher order and vector models, making it possible to introduce threshold cointegration models in this context. It is also possible to allow nonlinear behavior in the regime C τ . This is done by replacing the linear function α 1 y by a nonparametric function, also implicitly including an intercept in the model.
Although our focus in this paper is to estimate both α 1 and α 2 and then study asymptotic properties of the proposed estimates in Section 2.1 when τ is assumed to be known, we propose an estimation procedure for the τ parameter in Section 2.2 when τ is unknown. Since the case of both |α 1 | < 1 and |α 2 | < 1 and the case of α 1 = α 2 = 1 have already been discussed in the literature (Chen 1993; Hansen 2000 for example), we are interested in proposing an estimation method to deal with model (1.1) where C τ is either a compact subset of R 1 or a set of type (−∞, τ ] or [τ, ∞), D τ is the complement of C τ , |α 1 | < 1 or |α 1 | > 1 and α 2 = 1. Model
(1.1) may be used to detect and then estimate structural change from one regime to another. Note that τ can be a vector of unknown parameters. In the case where
It is shown in Section 2 below that the OLS estimator of α 1 is asymptotically consistent with a rate of convergence which in the limit is proportional to n − 1 4 where we can even let |α 1 | > 1 when C τ is compact. By contrast, the OLS estimator of α 2 is asymptotically consistent with the super n-rate of convergence. In a related paper by Liu, Ling and Shao (2009) , the authors have established similar results for α 2 , but have not established any asymptotic theory for α 1 .
The organization of this paper is as follows. Section 2 establishes asymptotic distributions of the OLS estimators of α 1 and α 2 and contains an estimation procedure for the threshold parameter τ . Section 3 discusses an extension of model (1.1) to a semiparametric threshold auto-regressive (SEMI-TAR) model. Examples of implementation are given in Section 4. The paper concludes in Section 5. We will use the theory of β-null recurrent Markov chains in this paper and some general results about these processes are given in Appendix A. Mathematical proofs of some lemmas are given in Appendix B.
Estimation in parametric threshold autoregressive models
We propose an ordinary least squares (OLS) estimation method for the unknown parameters α 1 and α 2 in Section 2.1. Discussion about estimation of the τ parameter is given in Section 2.2.
OLS estimation method and asymptotic theory
Consider model (1.1). It is obvious that α 1 and α 2 can be estimated by the ordinary least squares estimators
and (2.1)
.
(2.2)
This implies that
and (2.3)
(2.4)
In order to establish an asymptotic distribution for each of the estimators, we first need to state some auxiliary results. Observe that model (1.1) can be written
Before our further discussion, we need to introduce Lemma 2.1 below. As it is a special case of Lemma 3.1 below, we need only to prove Lemma 3.1 in Appendix B.
Lemma 2.1 Let {y t } be generated by model (1.1). Then {y t } is a β-null recurrent Markov chain with β = 1 2 .
A β-null recurrent Markov chain possesses an invariant measure π s and there is a variable T (n) keeping track of the number of regenerations at time n. Note that the definitions of π s (·) and T (n) are given in detail in Appendix A below. If C τ is compact, T (n) may be taken to be proportional to the number of visits to C τ , as is seen from the remark at the end of this subsection. Let µ i = ∞ −∞ y i I[y ∈ C τ ]π s (dy) for i = 1, 2. Then Lemma A.1(i) implies that the following limits hold almost surely,
It follows from Lemma A.2 in Appendix A and then Lemma 2.1 that as n → ∞
(2.7)
uniformly in 0 ≤ r ≤ 1, where the symbol " → D " means weak convergence in cadlag space (see, for example, the appendix of KT 2001), σ 2 u = µ 2 − µ 2 1 , and M β (t) is the Mittag-Leffler process as defined in KT (2001, p 388 ). Finally, [nr] is the largest integer part of nr.
Let η t = u t + e t . Using (2.6) and (2.7), it then follows from the continuous mapping theorem (Corollary 2 of Billingsley 1968, p. 31) and Lemma A.2 that as .4 in Appendix A has also been used.
This conclusion is summarized in Lemma 2.2.
Lemma 2.2 Let {y t } be generated by model (1.1). Then as n → ∞
(2.9)
Note that when µ 1 = 0 and thus m u = 0, the contribution of {u t } to {y t } is asymptotically negligible. In this case, {y t } behaves like a random walk process.
We state the following lemma; its proof is given in Appendix B.
Lemma 2.3 Assume that model (1.1) holds. Then as n → ∞
where the symbol " d −→ " denotes convergence in distribution, σ 2 1 = σ 2 ∞ −∞ y 2 I[y ∈ C τ ]π s (dy) and Q(r) = σB(r) + (α 1 − 1)µ 1 M 1 2 (r).
We now state the main results of this section.
Theorem 2.1 Assume that model (1.1) holds. Then as n → ∞
(2.15) Note that Q(r) = σB(r) when µ 1 = 0. This implies that the asymptotic theory for α 2 is the same as that for the unit-root case when µ 2 = ∞ −∞ yI[y ∈ C τ ]π s (dy) = 0, i.e., {y t } has some symmetrical structure in the stationary regime. In this symmetrical case, the asymptotic distribution in (2.15) corresponds to the main result in Theorem 2.1 of Liu, Ling and Shao (2009) .
and (2.16)
(2.17)
The proof of Theorem 2.1 then follows immediately from Lemma 2.3 and the continuous mapping theorem.
Remark 2.1. Theorem 2.1 shows that the rate of convergence of α 1 to α 1 is proportional to T (n) while the rate of convergence of α 2 to 1 is proportional to n. According to Lemmas 2.1 and 3.4 and Theorem 3.2 of Karlsen and Tjøstheim (2001) , T (n) behaves asymptotically as the Mittag-Leffler variable M1 2 (·) and in the limit can be associated with the deterministic convergence rate of n − 1 2 . Our results can be translated to local-time terminology and are threshold autoregressive counterparts of the results in Phillips (1987) , and Park and Phillips (2001) . The results of those papers were for the nonlinear and nonstationary regression case and it is not clear whether the local time techniques used there can be extended to an autoregressive situation. Note that T (n) may be replaced by T C (n)
πs(1 C ) (Lemma 3.6 of Karlsen and Tjøstheim 2001) , where T C (n) is the number of visits to a small set C, which may be taken to be a subset of C τ or C τ itself if it is compact.
Discussion about estimation of the τ parameter
In both theory and practice, estimation of the τ parameter is of interest and importance.
and then define the estimated variance by
The τ parameter can then be estimated by
In both the stationary and nonstationary unit-root cases, asymptotic properties of τ have been discussed (see, for example, Pham, Chan and Tong 1991; Chan 1993; Hansen 2000) . In the paper by Chan (1993) , the author shows that the rate of convergence of τ to τ can be as fast as the super-rate of n. Our simulation study in Section 4 however suggests that the rate of convergence of τ to τ may be related to T (n), as will also be pointed out in the discussion below.
Studying asymptotic properties for τ in detail for the model we are considering requires a separate investigation, since even in the stationary case the theory is quite complex (see, for example, Chan 1993 ). In the present paper, we will only indicate how Chan's proof of consistency can be extended and comment on the rate that can be expected. Chan (1993) restricts himself to the case of a single threshold τ , so that there is a stationary regime to the left of τ and another stationary regime to the right of τ . In our discussion we will use the same simplification but with one of the regimes being a unit root regime. Moreover, since we only look at the first order case, we take the threshold variable y t−d to be y t−1 .
Chan makes use of ergodicity in his proof, which we do not have in our case, but his proof of consistency can nevertheless be adapted to our situation by noting that
can be decomposed using the existence of the regeneration mechanism for a null recurrent process, such that (see (A.2) and (A.3) of Appendix A)
Here, θ is the parameter composed of the AR coefficients and the threshold with θ belonging to a parameter space Θ. Moreover, E θ (·|F t−1 ) is the conditional expectation with respect to the σ-field F t−1 generated by {y s , 1 ≤ s ≤ t − 1}, and The decomposition of (3.2) of Chan (1993) can now be written as
where β 1 , β 2 and z are neighboring points of the true values α 1 , α 2 and τ in the parameter space Θ. Next, R ik (θ), i = 1, · · · , 4 can themselves be decomposed analogously to (3.3) in Chan (1993) by adding and substracting the true AR parameters α 1 and α 2 . With these changes, the proof of Lemma 1 in Chan (1993) can be carried through. Moreover, in the proof of his claim 1, σ 2 θ can be replaced by
, and one has to introduce a truncation variable to ensure the existence of E [R ik (θ)]. The rest of the proof of consistency can be carried out along the lines of Chan (1993) .
Chan obtains a rate for τ − τ of order n −1 . By the decomposition in (2.20) we effectively introduce a 1-dependent process where T (n) can be taken as the number of observations. We could therefore possibly expect a rate for τ − τ of order T −1 (n) which can be associated with n − 1 2 . This is in agreement with the finite sample results for Case A of Example 4.3 below, which is an example where a threshold of this type was investigated by simulation. 3 Estimation in semiparametric threshold autore-
gressive models
This section considers a semiparametric threshold auto-regressive (SEMI-TAR) model of the form
where C τ and D τ are as defined in (1.1), g(x) is an unknown and bounded function when x ∈ C τ , α = 1, and {e t } is the same as assumed in (1.1). Let y 0 = 0. Model (3.1) may be used to detect and then estimate structural change from a nonlinear 'stationary' regime to a linear 'nonstationary' regime.
While the special case of α = 1 of model (3.1) has been mentioned in Karlsen et al (2007) as an example of a null recurrent process, the asymptotic estimation theory for model (3.1) has not been studied in the literature. Existing results for the stationary nonlinear time series models (Tong 1990; Fan and Yao 2003; Gao 2007) are also not directly applicable to study such SEMI-TAR models. Our interest is to study asymptotic behavior of both a nonparametric estimator of g(·) and an OLS estimator of α.
In order to establish consistent estimates for g(·) and α, we need to introduce the following assumption.
Assumption 3.1 (i) The invariant measure π s of {y t } has a locally continuous density p s (y) that is locally strictly positive; that is, p s (y) > 0 for all y ∈ R 1 .
(ii) Let g(y) be twice differentiable and the second derivative g (y) be continuous at all y ∈ R 1 .
(iii) Let K(·) be a symmetric probability kernel function with compact support C(K). The bandwidth parameter h satisfies lim n→∞ h = 0, lim n→∞ nh = ∞ and Karlsen and Tjøstheim 2001) . Condition 3.1(iv) is to secure stationary type behavior on C τ .
We need the following lemma; its proof is given in Appendix A below.
Lemma 3.1 Let {y t } be generated by model (3.1). If Assumption 3.1(i)(ii)(iv) holds, then {y t } is a β-null recurrent Markov chain with β = 1 2 .
Similarly to (2.5), we have
. Then Lemma A.1(i) below implies that the following limits hold almost surely,
where µ 1 is as defined in (2.6).
We state the following lemma; its proof is similar to equations (2.7)-(2.9).
Lemma 3.2 Let {y t } be generated by model (3.1). If Assumption 3.1(i)(ii)(iv) holds, then as n → ∞
Let K(·) be a probability kernel function and h be a bandwidth parameter satisfying Assumption 3.1(ii) above. It is obvious that g(y) and α can be estimated by
(3.6)
Theorem 3.1 Assume that both model (3.1) and Assumption 3.1 hold. Then
where σ 2 2 = σ 2 K 2 (u)du and P (r) = σB(r) + M1 2 (r) g u . Note that P (r) = σB(r)
when g u = 0.
Proof: Because of Lemma 3.1, the proof of (3.8) is the same as that of (2.15).
Let W nt (y) = . In order to prove (3.7), in view of (3.6), it suffices to show that as n → ∞
(3.10)
Note that by Taylor expansions, Lemma A.1(i) and Assumption 3.1
where u is between y and y t−1 , and p s (y) is the density function of the invariant measure π s of {y t }.
This, along with Lemma A.1(ii) and using Assumption 3.1(iii), implies (3.9).
Let a nt (y) = . We can re-write (3.10) as
a nt (y)e t .
(3.12)
Thus, in order to show (3.10), it suffices to show that as n → ∞ The proof of (3.14) follows automatically from n t=1 a 2 nt (y) ≡ 1, while the proof of (3.15) follows from
using Lemma A.1(i). This therefore completes the proof of Theorem 3.1.
Remark 3.1. Compared with Theorem 2.1, Theorem 3.1 shows that while the parameter estimator α has the same asymptotic distribution as that of α 2 , the nonparametric estimator g(·) as expected has a rate of convergence slower than its parametric counterpart α 1 . In addition, Theorem 3.1 shows that the rate of convergence of g(·) is also slower than that of the corresponding nonparametric kernel estimator for the stationary case, as shown in Karlsen and Tjøstheim (2001) , Karlsen, MyKelbust and Tjøstheim (2007) , and Wang and Phillips (2009) . 
where τ = (τ 1 , τ 2 ), C τ = [τ 1 , τ 2 ] for −∞ < τ 1 < τ 2 < ∞ with both τ 1 and τ 2 being the threshold parameters, C c τ = (−∞, τ 1 ) ∪ (τ 2 , ∞), and {e t } is assumed to be a sequence of independent and normally distributed random errors with E[e 1 ] = 0 and σ 2 = E[e 2 1 ] = 1. That is, e t ∼ N (0, 1). Let y 0 = 0. The unknown parameters α 1 , α 2 and τ are estimated by the ordinary least squares estimators: 
(4.6)
This example then considers the following cases.
• Case A: α 1 = 1 2 , α 2 = 1 and τ = 2.5; and
• Case B: α 1 = 3 2 , α 2 = 1 and τ = 2.
The simulated results for Example 4.1 are given in Table 4 .1 below. 
We are then interested in the following cases:
• Case A: α 1 = 1 2 , α 2 = 1, τ 1 = −3 and τ 2 = 2.5; and
• Case B: α 1 = 3 2 , α 2 = 1, τ 1 = −1.5 and τ 2 = 1.
The simulated results for Example 4.2 are given in Table 4 .2 below. 
This example also considers the following cases:
• Case A: α 1 = 1 2 , α 2 = 1, τ = 3; and
• Case B: α 1 = 3 2 , α 2 = 1, τ = 3.
The simulated results for Example 4.3 are given in Table 4 .3 below. (4.9) where τ = 2.5 and e t ∼ N (0, 1) . Let y 0 = 0.
Let K(x) = 1 2 I [−1,1] (x). We then estimate g(y) and α by
, (4.10) and H n = n −1 , n −(1−δ 0 ) , in which 0 < δ 0 < 1 is chosen such that h cv is achievable and unique in each individual case.
We are interested in the following cases:
• Case A: g(y) = 1 1+y 2 , α = 1 and τ = 2.5; and
• Case B: g(y) = y 2 , α = 1 and τ = 2.5.
Consider the cases of n = 250, 600 and 1000. Let g j (y) be the estimated function of g(y) at the j-th replication and y t (j) be the generated value of y t at the j-th replication.
• Calculate the standard deviations of the form
for Cases A and B separately under N = 1000, where α = 1 N N j=1 α(j).
• For the case of n = 250, 600 and 1000, N = 1000 and Cases A and B, calculate the average of the standard deviations of the form
where¯ g t = 1 N N j=1 g j (y t−1 (j)). Table 4 .4 also shows that the rate of α to α is much faster than that of g to g as shown in Theorem 3.1. Unlike Examples 4.1-4.3, the simulation study in Example 4.4 is more computationally intensive. This is because of the involvement of the nonparametric kernel estimation procedure and the cross-validation (CV) bandwidth selection method. Due to this, Table 4 .4 provides only the simulation study results for the sample sizes of up to n = 1000. Meanwhile, we have only used the CV selection method in practice. Theoretical discussion about such an issue requires further study and is therefore left for future research. Similarly to Tsay (1998) , we also employ the 3-month moving-average "spread" of logged interest rate as y t , where y 1 = s 1 , y 2 = s 1 + s 2 2 and y t = s t + s t−1 + s t−2 3 (4.14)
for t ≥ 3, in which s t = z 2t − z 1t with z it = ln(x it ) − ln(x i,t−1 ). The plot of y t is given in Figure 2 below. Our estimation method also suggests a threshold model of the form (4.15) where C τ = [−0.128, −0.072] and σ 2 = 3.1155 × 10 −4 .
Model (4.15) therefore implies y t − y t−1 = 0.1385 y t−1 I(y t−1 ∈ C τ ) − 0.0075 y t−1 I (y t−1 ∈ C c τ ) + e t .
(4.16)
Model (4.16) shows that {y t } is nonstationary but does not necessary follow a random walk process, since the value of 0.1385 is significantly different from 0. The finding in model (4.16) provides support from an empirical application point of view that there is some need to study a nonstationary threshold model of the form (1.1).
Conclusions and discussion
This paper has considered two classes of threshold autoregressive models with possible nonstationarity. The first one is a class of parametric threshold auto-regressive (TAR) models with possible nonstationarity. The slope parameters have been consistently estimated. The second class is a new class of semiparametric threshold auto-regressive (SEMI-TAR) models. We have estimated both the unknown slope parameter and unknown function using a semiparametrically consistent method.
One issue that has not been addressed is how to establish an asymptotic theory for τ , a consistent estimate of τ , in this kind of nonlinear and nonstationary situation. While it is anticipated that an asymptotically normal estimator of τ may be established (similar to Theorem 2 of Chan 1993), detailed assumptions and rigorous proofs may involve both new tools and more technicalities and therefore are left for future research.
Another issue is possible extensions of the current discussion for the first-order univariate case to higher-order and vector models. If the latter is possible, one could introduce a class of threshold cointegration models with nonstationarity. Further discussion is also left for future research.
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Appendix A
In order to make this paper self-contained, we introduce some general results about β-null recurrent Markov chains in this appendix.
Let {y t } be a null recurrent Markov chain. We have n observations of this process and consider the sum S n (g) = n j=0 g(y j , . . . , j+r−1 ) (A.1)
for some function g(·). We let π be an invariant measure for {y t } and
be the decomposition of S n (g) as in (3.23) of Karlsen and Tjøstheim (2001) (hereafter KT) .
Moreover, T (n) is the number of regenerations in the time interval [0, n] . We also need a notation for the moments w.r.t. the invariant measure π. Note from the decomposition
where the τ k -s are regeneration times. The U k s are identically distributed and are (r − 1)dependent. (If r = 1 they are independent). If they exist, we denote the expectation and variance of these terms by µ(g) = E(U k (g)) and σ 2 (g) = var(U k (g)). Note that for r = 1, µ(g) = g(x)π s (dx) and similarly for σ 2 (g). For r > 1 µ(g) = π s (g) . = π s (dx 1 )P (x 1 , dx 2 ) · · · P (x r−1 , dx r )g(x 1 , . . . , x r ), (A.4) where s refers to the small function used in the minimization condition (see (3.4) of KT 2001) and P (·, ·) is the transition probability of the chain.
Finally, as in equation (4.4) of KT we introduce the notation
We are now ready to formulate the lemmas:
Assumption A.1. Assume that the minorization condition ((3.4) of KT) is fulfilled and that {y t } is β-null recurrent as defined in Definition 3.2 and in Theorem 3.1 of KT.
We let u(n) = n β L s (n) where 0 < β < 1 and the slowly varying function L s (n) is as in the tail condition (3.16) of KT.
Lemma A.1 Let Assumption A.1 hold. (i) Let ||g|| ∈ L 1 r (π s ) and also the process have an arbitrary initial distribution λ. Then as n → ∞ S n (g) T (n) → π s (g) almost surely (a.s.). (A.6) (ii) Then for n large enough, the inequality n 1 2 − 0 ≤ T (n) ≤ n 1 2 + 0 holds with probability one for some 0 < 0 < 1 4 . Proof. The proof of (i) follows from that of Lemma 3.2 of KT (2001) while the proof of (ii) follows from Lemma 3.4 of KT (2001) .
where the symbol " → D 2 " means weak convergence in cadlag space (see, for example,
is the integer function and M β (t) is the Mittag-Leffler process as defined in KT on page 388.
Proof. The proof is essentially the same as the proof of Theorem 4.1 in KT but much simpler. As in that proof one introduces the scaled variables W k (g) =σ −1 (U k (g) − µ(g)).
(A.8) (note that the existence ofσ 2 follows from condition ii), the definition ofσ 2 and the Schwartz inequality.) From condition ii) it also follows that there exists an m > 1 such that E(W 2m ) < d m for some constant d m from which
It follows from standard limit theorems that Q n (t)
Tightness is then proved exactly as in KT (note that there is a misprint in the last formula on page 393 of KT: W 2k−1 should be W 2k−i ). It follows that the convergence can be strengthened to convergence in D 2 . We can neglect the edge terms δ g,n (t) ≡ u −1/2 (n)σ −1 (g){U 0 (t) + U (n) (t)}. (A.11) using the technique of part 2 of the proof of KT. The final part of the proof of KT only deals with the process T n induced by the number of regenerations T (n), and this is completely independent of the bandwidth considerations introduced in KT. The lemma follows.
The limit distribution in Lemma A.2 is non-Gaussian. However, as in Theorem 4.2 of KT (2001) , a Gaussian distribution can be obtained by a stochastic normalization. We let T C (n) denote the number of visits of X t to a small set C in the time period [0, n]. We have that T C (n)/T (n) converges with probability 1 to π s (C). We now have the following lemma.
Lemma A.3 Assume that the conditions of Lemma A.2 hold and let C be a small set.
Then
In Lemma A.2 the process B(M β (t)) enters. Concerning the existence of moments we have the following lemma.
Lemma A.4 Let k be a positive integer. Then, E B(M β (t)) 2k+1 = 0, and
Proof. We use double expectation and the independence of the processes B and M β to obtain
so that all moments exist.
Appendix B
This appendix provides the detailed proofs of Lemmas 2.1 and 2.3 given in Section 2 and We then start by proving (2.10) and (2.11). It follows from Lemma A.1(i) that as
which implies the proof of (2.10).
. In order to prove (2.12), it suffices to show that as The first part follows automatically from n t=1 b 2 nt = 1 while the second part of (B.4) follows from n t=1 y 4
using Lemma 2.1 and then Lemma A.1(i).
We then prove equations (2.11) and (2.13). Recall that y t = t s=1 u s + t s=1 e s . We now start to prove (2.11). Let X n (r) = 1 √ n
[nr] s=1 (u s + e s ). By the same arguments as in the proof of Theorem 3.1(a) of Phillips (1987) , we have as n → ∞ 1 n 2 n t=1
where (B.6) follows from the fact that 1 T (n) n t=1 y 2 t−1 I[y t−1 ≤ τ ] → P µ 2 by Lemmas 2.1 and A.1(i), and Lemma 2.2 has been used in (B.7). The proof of (2.11) is now completed.
Recall η t = u t + e t . We finally prove (2.13). Note that 1 n n t=1 Therefore, the proof of Lemma 2.3 is completed.
Proof of Lemma 3.1: We shall use Theorem 3.1 of Karlsen and Tjøstheim (2001) (KT) to show that {y t } of (B.11) below is β-null recurrent with β = 1 2 as in the random walk case. Recall the structure of model (B.11) where C τ is either a compact subset of R 1 or C τ = (−∞, τ ] or C τ = [τ, ∞) and D τ is the complement of C τ .
Then the process {y t } is null recurrent (see Appendix B2 of Meyn and Tweedie 1994) .
Note that the proof in that book is easily modified to the situation of model (3.1) and a bounded g(·), see the remark at the bottom of page 303). This implies that there exists an invariant measure π and that the process recurs with probability 1, but with infinite expected recurrence time. The next step is to establish that the minorization condition with C = C τ since it is assumed that the distribution of e t is absolutely continuous with respect to Lebesgue measure. The fact that the minorization condition holds means that the split chain can be used, and as in KT, {S α } is used to denote the recurrence times.
They are iid and because of null recurrence P (S α > n) must be asymptotically larger than L s (n)/n 1+ε , where L s (n) is slowly varying and ε > 0.
We are free to choose any small set K 0 as a set of regeneration in (B.11). We choose K 0 as C τ if C τ is compact. This is because compact sets are small if the distribution of {e t } is absolutely continuous with respect to Lebesgue measure. There are two ways in which {y t } may regenerate:
1. The process {y t } does not leave the set C τ before it regenerates. Let A n be the event that y t stays in C τ in at least n + i steps and regenerates at step n + i for i ≥ 1.
The time S to regeneration satisfies
for any 0 < γ < 1, where 0 < M < ∞ is an absolute constant. Here ρ = ρ 1 ρ 2 where ρ 1 = sup x∈Cτ P (x, C τ ), where P (·, ·) is the transition probability of the chain. Note that 0 < ρ 1 < 1. Similarly, ρ 2 = 1 − a, where a is defined in Example 3.1 of KT and 0 < a < 1.
From this, comparing to O(n −γ ), it is seen that these recurrence times do not contribute to the tail bahaviour of S α .
2. The process {y t } does leave the set C τ before it regenerates. Outside the set C τ , {y t } behaves as a random walk, and therefore according to the paper by Kallianpur and Robbins (1954) and the fact that what goes on inside the set C τ can be neglected compared to a probability of order O(n −1/2 ), if S is such a recurrence time, P (S > n) = O(n −1/2 ).
This means that the tail behaviour of S α is controlled by the tail behaviour of S and that {y t } is β-null recurrent with β = 1 2 . Next we look at the case where C τ = (−∞, τ ] or [τ, ∞). Without loss of generality, we may assume C τ = (−∞, τ ] In this case we let the set of regeneration be the set K 0 = [τ , τ ] where τ can be taken to be any real number smaller than τ . From Assumption 3.1(iv), we may assume that {y t } behaves as a stationary process to the left of τ and like a random walk to the right of τ .
Again it follows from Appendix B2 of Meyn and Tweedie (1994) that {y t } is null recurrent. (In fact Meyn and Tweedie has g(·) linear). By the same reasoning as above, option 2 then splits into two cases: 2a) where {y t } leaves K 0 going to the stationary part of {y t } and then does not enter the random walk part before it regenerates. The associated recurrence time S has tail behaviour controlled by P (S > n) = O(L s (n)/n 1+ε ). The possibility 2b) is the case where the random walk part is visited before it regenerates, but here P (S > n) = O(n −1/2 ), as time spent in the stationary part and in the set C τ can be neglected as far as tail behaviour is concerned. This implies again that {y t } is β-null recurrent with β = 1 2 .
Remark: The process {y t } may even be explosive on the left-hand side, if it explodes in the direction of K 0 and the random walk regime. This is illustrated by the simulated example in Example 4.3.
