ABSTRACT With the development of e-commerce, a large amount of personalized information is produced daily. To utilize diverse personalized information to improve recommendation accuracy, we propose a hybrid recommendation model based on users' ratings, reviews, and social data. Our model consists of six steps, review transformation, feature generation, community detection, model training, feature blending, and prediction and evaluation. Three groups of experiments are performed in this paper. Experiments A are used to identify the regression algorithm used in our model, Experiments B are used to identify the model to analyze review texts and the algorithm to detect social communities, and Experiments C compare our hybrid recommendation model with conventional recommendation models, such as probabilistic matrix factorization, UserKNN, ItemKNN, and social network-based models, such as socialMF and TrustSVD. The experiment results show that recommendation accuracy can be improved significantly with our hybrid model based on review texts and social communities.
I. INTRODUCTION
With the popularity of the Internet and the development of e-commerce, a large amount of personalized information is being produced, such as user ratings, reviews, social networks and so on. Different heterogeneous data reveal the different user preferences and the different business features from different perspectives. How to utilize the personalized information to make an accurate and valuable recommendation is the key to the success of e-commerce.
Traditional rating prediction is primarily based on collaborative filtering [4] - [11] , which only makes use of ratings. Compared with simple ratings, review texts contain richer information about users and items. Then, several hybrid models combining reviews and ratings were proposed [1] - [3] and recommendation accuracy improved to some extent. Such models only consider the users' own preferences and do not consider the influence from others.
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However, in real life, a user's decisions are impacted by others. In particular, users usually trust recommendations from their acquaintances more than from strangers. To consider the influence of social networks and increase recommendation accuracy, we propose a hybrid recommendation model based on ratings, reviews and social networks. The main contributions are outlined as follows:
• a hybrid recommendation model, which incorporates user ratings, reviews, and social relationship data, is proposed to improve accuracy and solve cold start problem.
• Experiments are performed to select the best performing regression algorithm.
• Experiments are performed to prove that the addition of social communities can improve the prediction accuracy.
• Experiment results show that the accuracy of our model can outperform conventional recommendation models such as PMF, UserKNN, ItemKNN and social network-based models such as socialMF and TrustSVD. The remainder of this paper consists of 9 sections. Section II summarizes the related work. Section III explains the algorithms used in our model. Section IV introduces our hybrid model based on review texts and social communities. Section V illustrates our model step by step in detail. Section VI explains how to implement our hybrid recommendation model in Spark. Section VII analyzes the yelp dataset and two sub-datasets used in our experiments. Section VIII explains the experiments in detail. Section IX concludes the paper and discusses future work.
II. RELATED WORK
The earliest recommender systems mainly make recommendations based on users' explicit or implicit ratings. Konstan et al. [1] proposed a CF system that provides personalized news based on users' ratings in 1997. Deshpande and Karypis [2] proposed item-based CF algorithms to decrease the computational complexity of user-based CF. It calculates the item similarity and makes recommendations based on this. It can further improve recommendation quality based on implicit feedback. Salakhutdinov and Mnih [3] proposed a probabilistic matrix factorization (PMF) model based on the assumption that users who have similar ratings for items have similar preferences. The model can achieve higher accuracy in a large and sparse rating matrix than conventional CF algorithms. In recent years, several scholars have combined neural networks and matrix decomposition to propose neural network matrix decomposition (NNMF) [27] . Neural collaborative filtering (NCF) was also proposed by combining neural networks and collaborative filtering [28] . Recommendations based on rating data only use user ratings. Therefore, the recommendation results lack interpretability. The recommendation accuracy for a sparse dataset is low.
Ratings are simple and contain limited information whereas reviews contain richer information. To increase recommendation accuracy, a large body of work has been undertaken on recommendations based on ratings and review texts. Aciar et al. [4] implemented a system to make recommendations based on the ontological structure of freetext reviews. Xu and Zuo [5] utilized LDA to extract topic words from project proposals and text-mining to extract topic words from experts' profiles. Then, the similarity between the experts and the proposals is calculated. Experts are then recommended for particular proposals based on these similarities. Takuma et al. [6] manually created a base library with high frequency words in review texts, and then extended the base library using the ''MeCab'' analysis engine which can automatically extract nouns which appear in reviews. A hotel list can be recommended to a user by calculating the similarities between the user and the contributors. McAuley and Leskovec [7] combined a latent factor model and an LDA model to make recommendations based on reviews and ratings. It extracts topics from review text and associates it with the latent factors in rating data. The model not only improves accuracy by 5-10%, it also contributes to genre discovery. To overcome the difficulty in analyzing user motivation and item attributes, Zhang et al. [8] proposed the explicit factor model (EFM). Based on phrase-level semantic analysis, product features and user opinions are extracted from review texts. Then a recommended list and a not-recommended list is made based on explicit and implicit features. Bansal et al. [9] presented a method utilizing deep recurrent neural network technology to convert a text sequence to a latent vector representing the text, and then trained the gated recurrent units to recommend scientific papers. Multi-task learning is employed to improve recommendations. To increase recommendation accuracy, Domingues et al. [10] added contextual data to the recommendation process. Contextual information comprises named entities and topic hierarchies. The entities, such as location, time etc., are extracted from webpages. Additionally, the hierarchies of topics representing the textual data are also generated. Xu et al. [11] proposed a model utilizing review texts and user ratings to explore hidden user communities and item groups. Each user and each item can belong to multiple communities and groups. This approach not only obtains accurate results in rating prediction, it also achieves good performance in topic discovery. In recent years, deep learning has been widely used in the representation learning of text features. Nonlinear feature representation obtained by deep learning can better describe the characteristics of users and objects [29] . But the content-based deep learning model has difficulty in representing the effective features of heterogeneous data. Recommendation algorithms based on text data encounter data sparsity and cold start problems because each model requires a large number of texts to input.
As early as 2001, research was undertaken to prove that users prefer recommendations from friends to strangers or recommender systems [12] . Trust relationships such as friendship can affect recommendation results. Golbeck [13] proposed two models to calculate the trust value between two disconnected people. One is used to calculate binary trust values in social networks and the other can calculate continuous trust values. Models for calculating trust values in a social network can be categorized into the following two types:
A. LINK PREDICTION MODEL Jamali and Ester [15] proposed TrustWalker which utilizes the random walk algorithm and combines both trust-based and item-based collaborative filtering to make a recommendation. TrustWalker increases the coverage and accuracy of recommendations for the Epinions dataset. Golbeck [13] proposed two algorithms to calculate trust values for binary and continuous social networks. The results show that the trust-based algorithms are more accurate than conventional collaborative filtering algorithms. In the trust-based model proposed by Walter et al. [14] , a social network is applied to obtain the items recommended and the trust relationship is used to filter them. The model has higher performance than frequency-based recommender systems.
B. MATRIX FACTORIZATION
Jamali and Ester [16] presented a model-based method that combines matrix factorization with trust propagation.
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The experiment results show that trust propagation significantly improves the accuracy of recommendation, especially for cold-start users. Yang et al. [17] proposed the SoRec method which adopts probabilistic matrix factorization to solve the data sparsity problem and improve accuracy by combining trust networks and ratings. The SoRec model can process large datasets and the time complexity increases linearly with an increase in data size. The SVD + + model proposed by Koren [18] is a matrix factorization method. TrustSVD based on the SVD++ model considers the explicit and implicit influence of both rated items and trusted users to solve data sparsity and cold start problems [19] .
Research on recommendations based on a combination of ratings, review texts and social networks has also been conducted. If a recommendation can be made based on these three types of data, the accuracy of the recommendation can be obviously improved and the risk of the cold start problem can be reduced. He and Chu [20] considered the impact of social networks on traditional recommender systems and concluded that friends have similar preferences in relation to items. Furthermore, semantic filtering is utilized on social networks to find friends interested in the same type of items to further improve accuracy. Song et al. [21] proposed an integrative model based on friend similarity. Users' review texts are transformed to topic distributions to calculate the influence weights of friends on each user. Indirect friends are also considered to improve accuracy. The models in these studies rely on friends' ratings and must identify indirect friends for sparse data, therefore the algorithm complexity is high and the accuracy is low on sparse data.
To improve recommendation accuracy and to reduce computing complexity and the risk of cold start problem, we propose a regression model combining ratings, review texts and social networks. Our model builds a linear relation between ratings and feature vectors generated from review texts via online LDA or Word2Vector. Online LDA can be used to generate topic vectors of review texts and estimate parameters better over a large dataset, as shown in [22] . The Word2Vector [25] model can generate accurate word vectors. Then, the obtained feature vectors are used to train the regression model. To introduce social networks into the recommendation, an algorithm to identify communities is needed. Two community detection algorithms, CNM and CoDA, are compared in our experiments. CNM, presented by Hoffman et al. [23] , is a fast algorithm for community detection in large networks. CoDA is an overlapping community detection method proposed by Yang et al. [24] . The experiment results show that adopting CoDA can produce better accuracy.
III. RELATED ALGORITHMS
Our recommender system makes recommendations based on ratings, review texts, and social networks. To process review texts and generate corresponding vectors, Word2Vector is adopted and LDA is used for comparison purposes. To detect social communities, two types of community detection algorithms are utilized: non-overlapping and overlapping community detection algorithms. CNM is a non-overlapping community detection algorithm where each node belongs to a certain community. CoDA is an overlapping community detection algorithm where each node may belong to one or multiple communities.
A. WORD2VECTOR
Word2Vector, presented by Mikolov et al. [25] in 2013, is widely used in word representation. It can generate accurate word vectors effectively by implementing parallel training to neural networks. There are two kinds of Word2Vector models, CBOW and Skip-gram. We adopt the Skip-gram model with (see Figure 1 ) hierarchical softmax because it has better performance for infrequent words.
The input for the Skip-gram model is the one-hot vector of a word ω t and the output is the probability of words around ω t . The context's window size of ω t can be set manually. After training, the projection matrix contains the representation of all words in the training texts.
The goal of the Skip-gram model is to maximize the probability:
where ω t is the word which appears in the document and k is the context's window size which determines how many words are regarded as the output. The representation quality increases when the context's window size increases. θ is the word representation learned by the Word2Vector model. The dimensionality of θ is preferably set to greater than 50. The probability p ω t+j | ω t can be represented as follows:
where v is the vector representation of ω t , u is the vector representation of ω t+j , and ω t+j is the context of ω t . V is the size of vocabulary. Then the maximum probability should be reached to obtain the optimum representation.
With the use of hierarchical softmax, the complexity of training the Skip-gram model reduces to:
where k is the context's window size, usually k is set in a range of [5, 10] , θ is the dimensionality of the word representation, and V is the number of words in the documents.
B. ONLINE LDA
Latent Dirichlet allocation (LDA) is a topic model used widely in information retrieval and natural language processing. The probabilities in the LDA model show the relationship among the probability of a word in a document (P (W i | D) ), the probability of a word in the topic (P (W k | T k )) and the probability of a topic in the document (P (T k | D) ). It is defined as follows:
where W i is the ith word, D is the document, and T k is the kth topic. With the LDA model, the topic distribution P (T k | D) and the probability of each word in each topic P (W k | T k ) can be calculated based on the probability of each word in a document.
To improve the performance of LDA, an online LDA based on the variational Bayes algorithm was proposed in [22] . Online LDA has not only high efficiency but also low implementation complexity.
C. CNM
The fast modularity maximization algorithm (CNM) is a traditional disjoint community detection algorithm. Modularity is proposed by Newman and Girvan [26] to solve the difficulties in large network detection. The higher the modularity Q, the better. The formula is as follows:
where A vw is 1 if node v has a connection to node w, and 0 otherwise.m = For a more concise definition, the following is proposed:
where e ij represents the fraction of the number of edges between the nodes in community i and the nodes in community j to the total number of edges, and a i indicates the fraction of the degree of community i to the total number of edges. Based on e ij and a i , we can get the following definition by reasoning:
In order to undertake community detection, the difference between community i and j is calculated. As the calculation cost of Q ij is very high, our solution works out the approximate optimal value using greedy optimization instead. CNM also reduces the cost by three data structures: a Q ij matrix, a max-heap and an ordinary array. The time complexity of CNM is O (mdlog n), where m denotes the number of edges, n denotes the number of nodes and d denotes the depth of the network. Figure 2 gives a CNM example.
D. CODA
Different from CNM, CoDA [24] focuses on the cohesive and 2-mode community detection. The 2-mode community is a group of nodes that have the same endpoints. This means that people may belong to the same 2-mode community even if they are not connected directly. In the real world, users who have more than two common friends may have a higher probability of belonging to the same community. In addition, users always belong to multiple communities because of complex preferences. The CoDA model can detect overlapping 2-mode communities.
The Directed Affiliation Network Model is proposed as an important part of CoDA. B (V , C, M ) is the bipartite affiliation graph and G (V , E) is the social network, where V , C and M are respectively the node set, community set and edge set. Then, we can calculate the probability of generating the edge in G (V , E) between u and v:
Based on the maximum likelihood estimation, communities can be detected as follows: The common function to obtain B and {p c } is to update one parameter by fixing another. Figure 3 gives a CoDA example. We can easily understand that the node sets {1, 2, 3}, {2, 3, 4}, {4, 12, 13}, {4, 6, 12}, {5, 9, 10}, {6, 7, 8} are cohesive because the nodes in each set are connected to the others. Nodes 4 and 6 belong to two different communities. Based on the 2-mode community definition, it is clear that the node sets {1, 4} and {6, 13} are 2-mode communities. Then we can infer that the node sets {1, 2, 3, 4} and {4, 6, 12, 13} are new communities. Nodes 11, 14, 15 and 16 are discarded because they do not meet the aforementioned conditions.
Most overlapping community detection algorithms can only handle tens of thousands of nodes, but CoDA can process millions of nodes. On the other hand, CoDA is easy to implement with parallel computing.
IV. OUR SOLUTION
To make a recommendation based on ratings, review texts and social networks, we propose a hybrid model. The workflow of the hybrid model is shown in Fig. 4 . The model consists of 5 steps:
Step 1. Review transformation. The review text will be transformed into word arrays in this step. First, transform the unique user ID and item ID in string type to an integer. Then, English review sentences are segregated into words by text tokenizer.
Step 2. Feature generation. The Word2Vector model is used to learn the word representation. Then each review's representation can be calculated by averaging the word vectors in each review. The review representations are used to train the community models and generate the features of users and businesses later.
Step 3. Community detection. The CNM or CoDA community detection algorithm is used to divide social networks into communities. The CNM algorithm identifies non-overlapping communities and the CoDA algorithm identifies overlapping communities.
Step 4. Model training. Because users in the same community generally have similar preferences, the regression algorithm is used to build the relationship between the review vectors and the ratings in the same community.
Step 5. Feature blending. Each user's preference can be represented by adding all his/her review vectors. Similarly, each business's features can also be represented by adding all its review vectors. Then, the blending features are generated by multiplying the user feature vector and the business feature vector.
Step 6. Prediction and evaluation. Ratings are predicted by inputting the blending feature vectors into the community regression model. Then the prediction ratings are evaluated.
V. HYBRID MODEL
The details of our hybrid model are given in this section.
A. REVIEW TEXT TRANSFORMATION
First, users and businesses' string IDs of reviews are transformed into unique numerical indices in the range of [0, m] where m is the number of users or items. Then, the review texts are processed with Spark's tokenizer which splits the review texts into words and stores them in arrays. These words are used to train the Word2Vector model later.
B. FEATURE GENERATION
To obtain review representations, we employ the Word2Vector model.
First, the Word2Vector model converts the words in the reviews to a one-hot vector. Then, these vectors are input to the projection layer. After training, the weights of the projection layer are the word vectors.
Assume that the dimension of the word vector is K , the representation of each review text is:
where u denotes the uth user, i denotes the ith business and D ui denotes u's reviews for business i. θ ui is the features of D ui , θ uik is the kth features of review that user u writes to business i. Similar to the Word2Vector, LDA also produces a feature vector for each review text. But each dimension of the feature vectors is the probability of a topic. Therefore, the topic number determines the dimension number of the feature vectors.
C. COMMUNITY DETECTION
Generally, users in the same community have similar preferences. The reviews belonging to the same community are more relevant in semantics. Hence, it is important to divide users into several communities to obtain more effective models. In this paper, we employ the CNM and the CoDA algorithms to break users into non-overlapping and overlapping communities, respectively. We use C to represent a set of communities:
D. TRAINING REGRESSION MODEL
The feature vectors of the review texts are regarded as input features and the ratings are the labels. According to the experience, linear regression is employed to build the relationship between rating r ui and review feature θ ui . After training the regression model with the input features and ratings, we can predict the user rating on a certain business. Linear regression is widely used in applications. The equation can be represented as:
where W is the weights of the feature vectors, and W = (W 1 , . . . ,W K ), K is the number of dimensions of the feature vectors, ui is the bias. In this paper, W represents the significance of each dimension of the feature vectors and ui gives the average bias in the training set. According to the feature vectors of the reviews, the weights and bias are calculated by reducing the loss.
To improve the accuracy of recommendations, we introduce social communities into our model. Users are divided into communities. The linear regression model of a community is trained with the feature vectors in the community.
The user ratings of businesses in community C n can be predicted as:
where W C n denotes the feature weight and C n denotes the bias. The range of n is in [1,. . . ,N], where N is the number of communities. Both can be learnt with training data in community C n . The parameters W C n , C n and regularization parameters can be learnt by minimizing the following loss function:
where λ 2 and λ 1 are the elastic net parameters.
E. FEATURE BLENDING
When the feature vectors of the reviews are generated, the feature vector of every user can be represented. The features of user u are described as follows: (17) where P uk is the probability on the k-th dimension of user u, θ uik is the probability on the k-th dimension of business i, and D u is all the reviews from user u. The feature vector of user u is:
where P u is the features of user u, P uk is the probability on the kth dimension of user u. VOLUME 7, 2019 Similar to the user's feature vector, we define the features of business i: (20) where θ uik is the probability on the kth dimension of business i, q i is the features of business i, and q ik is the probability on the kth dimension of business i. The feature vector of business i is:
The pseudo code is as Algorithm 1:
[k] //user and business feature vectors Initialization:
F. PREDICTION AND EVALUATION
Finally, we use the learnt model to predict the ratings of the test data. First, we use the feature vectors of users and multiply the feature vectors of businesses and normalization to get the blended features. Then, we enter the blended features into the linear regression model to which the user belongs.
θ uij = p uj q ij (22) θ uij = θ uij j θ uij (23) r ui = W Tθ ui + ui (24) W is the weights in the community to which the user belongs. All users share the same W in the same community. r ui is the final rating predicted by our combined model.
In the evaluation, we use RMSE (root mean squared error) and MAE (mean absolute error) to evaluate the accuracy of the different models.
The RMSE is computed by:
The formula of MAE is:
wherex i is the ith rating of the predicting results, x i represents the ith real rating in the test dataset, and M is the total number of the test set.
VI. IMPLEMENTATION WITH SPARK
Spark is a high-performance and powerful clustering computing engine for large-scale data processing. We implement our hybrid recommender model with Spark. In the implementation, Spark Session is used to load JSON data stored in a Hadoop Distributed File System and transform it to Resilient Distributed Datasets. Dataframe is used to filter the data with review numbers and calculate the user feature vectors based on the UserDefinedAggregateFunction. The Machine Learning Library (MLib) in Spark implements many algorithms and tools, such as LDA, Word2Vec, Linear Regression, StringIndexer, Tokenizer, and etc. StringIndexer is used to transform the String ID to a numerical ID. Tokenizer is used to split review text into words. To calculate user features and business features, we apply Word2Vector or LDA to produce the feature vectors of review texts. The abstract class UserDefinedAggregateFunction in Spark is used to calculate the feature vectors of users and businesses. The feature generation process is shown in Algorithm 2. To generate user feature vectors and business feature vectors, the feature vector is initialized with a null matrix in the Initialization function. Then, the review vectors of users or businesses are added up to obtain the features of users or businesses in Update and Merge function. Finally, we normalize the feature vectors of users or businesses in the Evaluate function.
The user feature vectors and business feature vectors which are generated are used to train the linear regression models of different communities in order to predict the ratings. Finally, accuracy is evaluated based on the Evaluator in Spark.
VII. DATASET
In the experiments, we use the Yelp dataset consisting of businesses, reviews and user data. The dataset contains 686556 users, 2685066 reviews, and 85539 businesses. Yelp data is stored in JSON format and contains information about users, such as names, review numbers, registration dates and friends. It also contains information about businesses, such as business id, name, address and so on. We use the user id, business id, reviews, and friends in the Yelp dataset. The friends of each user are extracted to build a social network. The review
texts and ratings in the dataset are also used to analyze the preferences of users and the attributes of businesses.
To evaluate the influence of data sparsity on accuracy, we create two smaller sub-datasets generated by filtering the original dataset with different user review conditions (see Table 1 ). To filter the dataset, Yelp data must be converted into the Spark Dataframe. The data is organized into named columns in Spark Dataframe. To obtain the filtered dataset, we set the filter condition of SubYelp1 as the number of user's reviews are more than 10 pieces and SubYelp2 as user's reviews are more than 20 pieces. Table 1 shows the details of our datasets. In addition to reviews, the social network is another important factor in our model. Figure 5 shows the distribution of friend numbers in SubDataset1 and SubDataset2.
We can conclude that some users have more than 50 friends but most have only several friends. It is significant to find the overlaps in the dense part of the social network. Therefore, we compare two community detection models, the non-overlapping detection algorithm CNM and the overlapping detection algorithm CoDA.
To train our model and evaluate the results, we divide each of the two datasets into two parts randomly, 80% for training, 20% for testing.
VIII. EXPERIMENTS
Our experiments are performed on a Spark2.2.0 cluster consisting of 6 Ubuntu nodes. Each node has 16 gigabytes of memory, 8 threads and 500 gigabyte disk. The dataset is stored in Hadoop2.7.
In the experiments, we use RMSE (root mean squared error) and MAE (mean absolute error) to evaluate the accuracy of different algorithms.
We design three groups of experiments. Experiments A compare different regression models. Experiments B compare LDA with Word2Vector and CNM with CoDA. The recommendation models with social communities are also compared with the recommendation models without social communities. Experiments C compare our model with conventional models such as PMF, UserKNN, ItemKNN and social network-based models such as SocialMF and TrustSVD.
A. COMPARISON BETWEEN DIFFERENT REGRESSION MODELS
In the experiments, different regression models are employed to predict the ratings. The results are compared and the best performing regression algorithm is selected for our model. First, LDA is used to generate the review text topic vectors as the input of the regression models. Then, ratings are predicted by different regression models. We change the topic vector dimension of LDA to compare different regression models. The social networks and Word2Vector are not used because the goal of the experiments is to identify the best regression algorithm to predict ratings. All users are regarded as the same group and regression algorithms are employed to build a model that can predict user ratings for businesses. The comparison results are shown in Tables 2 and 3 . 
1) LDA+LR
This model combines the topic model and linear regression. As all users are assumed to belong to the same community, every user has the same weight W and bias . The L2 penalty function is used in linear regression and the parameter is set to 0.3.
2) LDA+RFT
This model combines the topic model and random forest tree regression. The number of trees in the experiment is set to 100. The maximum number of iterations is set to 100 times.
3) LDA+GBT
This model combines the topic model and gradient boosting tree regression.
Based on experience, the concentration parameters, α and β, in LDA are set to 1.0/k where k is the length of the concentration vector. The maximum number of iterations is set to 100 times. Table 2 shows the experiment results in SubYelp1 and Table 3 shows the results in SubYelp2. Figure 6 shows the best RMSE for different topic numbers. LDA+LR achieves the best accuracy in most cases, especially when the topic number is greater than 20. The best RMSE and MAE of LDA+LR is better than the best values of the other algorithms. We can therefore conclude that linear regression is more accurate than random forest tree regression and gradient boosting tree regression in relation to prediction. Hence, linear regression is employed in our model.
B. ACCURACY OF THE COMBINED MODEL
To investigate the influence of social network information, a community detection algorithm is introduced to improve the prediction results. In the experiments, we compare CNM and CoDA.
1) LDA+CNM+LINEAR REGRESSION MODEL
In this model, the optimal community number is determined by the CNM algorithm automatically. With CNM, communities are non-overlapping and each user belongs to only one community.
2) LDA+CODA+LINEAR REGRESSION MODEL
With CoDA, communities are overlapping and each user can belong to multiple communities. Hence, the average prediction ratings are calculated when a user belongs to different communities.
3) WORD2VECTOR+CNM+LINEAR REGRESSION MODEL
In the model, the Word2Vector algorithm is employed to learn the word representations in the review texts instead of LDA. CNM is used to detect the communities. 
4) WORD2VECTOR+CODA+LINEAR REGRESSION MODEL
In the model, CoDA is used to detect the communities based on the social network.
We compare these four models with LDA+LR and Word2Vecotr+LR, which are models which do not introduce the social community. The experiment results are shown in Figure 7 and Table 4 . Parameter k is the dimensionality of the feature vectors generated by LDA or Word2Vector.
The experiments show that the addition of social communities can improve the prediction accuracy. The accuracy of all the models increases with an increase in k. The model that has the highest accuracy is clearly Word2Vector+CoDA+LR.
C. COMPARISON
Based on Experiments A and B, we build our model as Word2Vector+CoDA+LR abbreviated to W2VCoLR. Word2Vector is used to transform review texts into vectors, CoDA is used to detect communities, and the LR model is used to predict ratings.
In the experiments, we compare our model with conventional models such as PMF, UserKNN, ItemKNN and social network-based models such as SocialMF and TrustSVD.
PMF: A probabilistic matrix factorization model [3] which achieves a low error rate in Netflix dataset. We set 0.01 for the learning rate, 100 for the maximum number of iterations, 0.2 for both the user regularization parameter and the item regularization parameter, and 1 for the decay parameter.
UserKNN: A user-based collaborative filtering algorithm [1] . The neighborhood number is set to 50.
ItemKNN: An item-based collaborative filtering algorithm [2] . The neighborhood number is set to 50.
SocialMF: A matrix factorization model with trust propagation techniques [16] . We set 0.01 for the learning rate, 50 for the maximum number of iterations, 0.01 for both the user regularization parameter and the item regularization parameter, 1 for the decay parameter, and 10 for the factor number.
TrustSVD: An accurate recommender algorithm considering implicit and explicit influences based on SVD++ [19] . We set 0.0001 for the learning rate, 50 for the maximum number of iterations, 1.2 for both the user regularization parameter and the item regularization parameter, 0.9 for the social network regularization parameter, and 1 for the decay parameter.
The experiment results are shown in Table 5 . k denotes the dimensionality of the feature vectors generated by Word2Vector. When k<30, trustSVD achieves the best accuracy. When k>=30, Word2Vector+CoDA+LR (W2VCoLR) achieves the highest accuracy. With the increase in dimensionality k, the accuracy of Word2Vector increases. In almost all the cases, the W2VCoLR model has higher accuracy than PMF, SocialMF, UserKNN and ItemKNN. Table 6 compares the best case of each model.
To conclude, our model can improve accuracy compared with a conventional matrix factorization model (PMF), neighborhood models and state-of-art social network models. Another question worth considering is the time cost when running the hybrid model. The experiment results show that the time cost of training the word2vec model in one million reviews is less than one hour using a single CPU. Based on the parallelized implementation of CoDA, community detection on 300,000 nodes only costs 6 minutes on a 24-thread machine. Therefore, the time consumption for processing reviews and social networks is not expensive.
IX. CONCLUSIONS
To consider the influence of social networks on recommendation and to improve recommendation accuracy, we propose a recommendation model based on ratings, reviews and social relationships. In our model, Word2Vector is used to transform review texts into vectors, CoDA is used to detect communities, and the LR model is used to predict ratings. The experiments show that our model improves accuracy significantly compared with a conventional matrix factorization model (PMF), neighborhood models and state-of-art social network models.
Our model predicts ratings accurately for users with abundant social data, but it is difficult for our model to predict ratings accurately for datasets with sparse friend relationships. 
