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Multi-norms and modules over group algebras
Paul Ramsden
Abstract
Let G be a locally compact group, and let 1 < p < ∞. In this paper we investigate
the injectivity of the left L1(G)-module Lp(G). We define a family of amenability type
conditions called (p, q)-amenability, for any 1 ≤ p ≤ q. For a general locally compact
group G we show if Lp(G) is injective, then G must be (p, p)-amenable. For a discrete
group G we prove that ℓ p(G) is injective if and only if G is (p, p)-amenable.
1 Introduction
Let G be a locally compact group, and let L1(G) be the group algebra ofG. In [5], H. G. Dales
and M. E. Polyakov investigated when various canonical modules over L1(G) have certain
well-known homological properties. One of the most difficult questions they considered seems
to be to characterize the locally compact groups G such that the left L1(G)-module Lp(G)
is injective (for 1 < p < ∞). Since Lp(G) is a dual Banach L1(G)-module, it follows from
Johnson’s theorem that Lp(G) is an injective left L1(G)-module whenever G is amenable. In
[5] the authors obtained a partial converse in the case where G is discrete. They showed in
[5, Theorem 5.12] that, if G is a discrete group and ℓ p(G) is injective for some p ∈ (1,∞),
then G must be ‘pseudo-amenable’, a property very close to amenability.
In subsequent work Dales and Polyakov introduced the concept of a multi-normed space,
and used this to define another generalized notion of amenability, now called (1, p)-amenability.
They showed that, if ℓ p(G) is injective, then G must be (1, p)-amenable.
In this paper we define another generalized notion of amenability, called (p, q)-amenability,
for any 1 ≤ p ≤ q. We prove for a discrete group G, that ℓ p(G) is injective if and only if G is
(p, p)-amenable. For a general locally compact group G we show the following implications
Lp(G) injective⇒ G (p, p)-amenable⇒ G (1, p)-amenable ⇒ G pseudo-amenable .
2 Preliminaries
Banach spaces
For n ∈ N, we set Nn = {1, . . . , n}. The indicator function of a subset T of a set S is denoted
by χT . We set δs = χ{s} (s ∈ S). Let 1 ≤ p ≤ ∞. The conjugate to p is denoted by p
′, so
that 1 ≤ p′ ≤ ∞ and satisfies 1/p+ 1/p′ = 1.
Let E be a Banach space; the convex hull of a subset X ⊂ E is denoted by 〈X〉; the unit
ball of E is denoted by E[1]; the identity operator on E is denoted by IE . We denote the
dual space by E ′; the action of λ ∈ E ′ on an element x ∈ E is written as 〈x, λ〉. Let E and F
be Banach spaces. Then B(E, F ) is the Banach space of all bounded linear operators from
1
E to F ; the adjoint of an operator T ∈ B(E, F ) is T ′ ∈ B(F ′, E ′). For λ ∈ E ′ and x ∈ F we
define the rank 1 operator x⊗ λ ∈ B(E, F ) by
(x⊗ λ)(y) = 〈y, λ〉x (y ∈ E) .
For a vector space E and n ∈ N, we denote by En the vector space direct sum of n copies
of E. Following the notation of [9] we define the weak p-summing norm (for 1 ≤ p <∞) on
En by
µp,n(x) = sup

(
n∑
i=1
|〈xi, λ〉|
p
)1/p
: λ ∈ E ′[1]

where x = (x1, . . . , xn) ∈ E
n. We set ℓ pn(E)
w = (En, µp,n).
Let K be a compact Hausdorff space. Then C(K) is the Banach space of complex-valued
continuous functions on K equipped with the uniform norm | · |K , given by
|f |K = sup {|f(x)| : x ∈ Ω} (f ∈ C(K)) .
Let Ω be a locally compact space. Then C00(Ω) is the normed space of continuous
functions on Ω with compact support, again equipped with the uniform norm.
Again, let Ω be a locally compact space. We consider Ω as a measurable space equipped
with the Borel σ-algebra on Ω, denoted by BΩ. Then M(Ω) is the Banach space of complex-
valued regular Borel measures on Ω, equipped with the total variation norm ‖ · ‖, given
by
‖µ‖ = |µ| (Ω) (µ ∈M(Ω)) .
Let µ be a positive measure on Ω, and let 1 ≤ p < ∞. Then Lp(Ω) = Lp(Ω, µ) is the
Banach space of complex-valued p-integrable functions on Ω, equipped with the norm ‖ · ‖p,
given by
‖f‖p =
(∫
|f |p dµ
)1/p
(f ∈ Lp(Ω)) .
Banach homology
For the homological background we refer the reader to the standard reference [7]. We briefly
sketch what we need. Let A be a Banach algebra, and denote by A-mod the category of
Banach left A-modules. A module E ∈ A-mod is faithful if x = 0 whenever a · x = 0 for
all a ∈ A. For E, F ∈ A-mod the space of A-module morphisms from E to F is AB(E, F ).
A monomorphism T ∈ AB(E, F ) is admissible if there exists S ∈ B(F,E) with S ◦ T = IE ,
and T is a coretraction if there exists S ∈ AB(F,E) such that S ◦ T = IE.
Definition 2.1. Let A be a Banach algebra, and let J ∈ A-mod. Then J is injective if,
for each E, F ∈ A-mod, for each admissible monomorphism T ∈ AB(E, F ), and for each
S ∈ AB(E, J), there exists R ∈ AB(F, J) with R ◦ T = S.
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Let A be a Banach algebra, and let E be a Banach space. Then B(A,E) ∈ A-mod with
the module operation
(a · T )(b) = T (ba) (a, b ∈ A, T ∈ B(A,E)) .
Now let E ∈ A-mod be faithful. We define the canonical embedding Π : E → B(A,E) by
the formula
Π(x)(a) = a · x (a ∈ A, x ∈ E) .
We shall use the following characterization of injective modules.
Proposition 2.2 ([5, Proposition 1.7]). Let A be a Banach algebra, and let E ∈ A-mod be
faithful. Then E is injective if and only if the morphism Π ∈ AB(E,B(A,E)) is a coretrac-
tion.
Multi-normed spaces
The following definition is due to Dales and Polyakov. For a full account of the theory of
multi-normed spaces see [4].
Definition 2.3 ([4, Definition 2.1]). Let (E, ‖ · ‖) be a Banach space, and let (‖ · ‖n : n ∈ N)
be a sequence such that ‖ · ‖n is a norm on E
n for each n ∈ N, with ‖ · ‖1 = ‖ · ‖ on E = E
1.
Then the sequence (‖ · ‖n : n ∈ N) is a multi-norm if the following axioms hold (where in
each case the axiom is required to hold for all n ≥ 2 and all x1, . . . , xn ∈ E):
(A1)
∥∥(xσ(1), . . . , xσ(n))∥∥n = ‖(x1, . . . , xn)‖n for each permutation σ;
(A2) ‖(α1x1, . . . , αnxn)‖n ≤ maxi∈Nn |αi| ‖(x1, . . . , xn)‖n (α1, . . . , αn ∈ C
n);
(A3) ‖(x1, . . . , xn−1, 0)‖n = ‖(x1, . . . , xn−1)‖n−1;
(A4) ‖(x1, . . . , xn−2, xn−1, xn−1)‖n = ‖(x1, . . . , xn−2, xn−1)‖n−1.
The Banach space E equipped with a multi-norm is a multi-normed space.
Suppose that in the above definition we replace axiom (A4) by the following axiom:
(B4) ‖(x1, . . . , xn−2, xn−1, xn−1)‖n = ‖(x1, . . . , xn−2, 2xn−1)‖n−1.
Then we obtain the definition of a dual multi-norm and of a dual multi-normed space.
The following Lemma, whose proof we omit, is an elementary consequence of the axioms.
Lemma 2.4 ([13, Lemma 4.2.8]). Let E be a Banach space equipped with a sequence of
norms (‖ · ‖n : n ∈ N) on the spaces E
n (n ∈ N) which satisfy axioms (A1)-(A3). Let n ≥ 2,
and let x1, . . . , xn−1 ∈ E. Then:
(i) ‖(x1, . . . , xn−2, xn−1, xn−1)‖n ≥ ‖(x1, . . . , xn−2, xn−1)‖n−1;
(ii) ‖(x1, . . . , xn−2, xn−1, xn−1)‖n ≤ ‖(x1, . . . , xn−2, 2xn−1)‖n−1.
On each Banach space E there exists a unique maximum multi-norm (‖ · ‖maxn : n ∈ N)
with the property that ‖x‖n ≤ ‖x‖
max
n (n ∈ N, x ∈ E
n) for every multi-norm (‖ · ‖n : n ∈ N)
over E. By [4, Proposition 3.23], for each n ∈ N and x = (x1, . . . , xn) ∈ E
n, we have
‖x‖maxn = sup
{∣∣∣∣∣
n∑
i=1
〈xi, λi〉
∣∣∣∣∣ : λ1, . . . , λn ∈ E ′, µ1,n(λ1, . . . , λn) ≤ 1
}
. (1)
3
Let E and F be Banach spaces, let T : E → F be a linear mapping, and let k ∈ N. Then
we define the kth-amplification of T , T (k) : Ek → F k by
T (k)(x1, . . . , xk) = (T (x1), . . . , T (xk)) ((x1, . . . , xk) ∈ E
k) .
Definition 2.5. Let E and F be multi-normed spaces, and let T ∈ B(E, F ). Then T is
multi-bounded if
‖T‖mb = sup
k∈N
∥∥T (k)∥∥
B(Ek,F k)
<∞ .
We set M(E, F ) = {T ∈ B(E, F ) : ‖T‖mb <∞}. Then ‖ · ‖mb is a norm onM(E, F ) called
the multi-bounded norm and M(E, F ) is the space of multi-bounded operators.
It is easy to check thatM(E, F ) is a Banach space. This definition of the multi-bounded
norm agrees with that given in [4, Definition 5.11] in terms of multi-bounded sets. In the
case where E and F are operator sequence spaces, the multi-bounded norm is the same as
the sequentially-bounded norm. In this case, the multi-bounded operators are the same as
the sequentially bounded operators . See [11] for more about operator sequence spaces.
Definition 2.6 ([4, Definition 6.3]). Let E be a multi-normed space. A subset B ⊂ E is
multi-bounded if
cB := sup {‖(x1, . . . , xn)‖n : x1, . . . , xn ∈ B, n ∈ N} <∞ .
Let E, F be multi-normed spaces, and let T ∈ M(E, F ). It follows immediately from
the definitions that T (B) is a multi-bounded set in F whenever B is a multi-bounded set
in E. Conversely, it is proved in [4, Proposition 6.10] that any T ∈ B(E, F ) which takes
multi-bounded sets to multi-bounded sets is multi-bounded, and further
‖T‖mb = sup
{
cT (B) : cB ≤ 1
}
.
3 The weak (p, q)-multi-norm
We now introduce the main class of examples of multi-norms. Let E be a Banach space, and
let 1 ≤ p, q <∞. For each n ∈ N and x = (x1, . . . , xn) ∈ E
n we set
‖x‖(p,q)n = sup

(
n∑
i=1
|〈xi, λi〉|
q
)1/q
: λ ∈ (E ′)n, µp,n(λ) ≤ 1
 .
It is clear that ‖ · ‖n is a norm on E
n.
Proposition 3.1. Let E be a Banach space, and let 1 ≤ p ≤ q < ∞. Then the family
(‖ · ‖(p,q)n : n ∈ N) is a multi-norm on E.
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Proof. It is clear that the family (‖ · ‖(p,q)n : n ∈ N) satisfies axioms (A1)-(A3). We shall
verify axiom (A4).
Let n ≥ 2, let x1, . . . , xn−1 ∈ E, and let ε > 0. Set x = (x1, . . . , xn−2, xn−1, xn−1) ∈ E
n.
There exists λ1, . . . , λn ∈ E
′ with µn,p(λ1, . . . , λn) ≤ 1, and such that
‖x‖(p,q)n − ε <
(
n−2∑
i=1
|〈xi, λi〉|
q + |〈xn−1, λn−1〉|
q + |〈xn−1, λn〉|
q
)1/q
.
By the Hahn–Banach theorem there exists α, β ∈ C with ‖(α, β)‖q′ ≤ 1 and
|〈xn−1, λn−1〉|
q + |〈xn−1, λn−1〉|
q = 〈xn−1, αλn−1 + βλn〉
q .
Set γ = ‖(α, β)‖p′. Since q
′ ≤ p′ we have γ ≤ ‖(α, β)‖q′ ≤ 1. We have
µp,n−1(λ1, . . . , λn−2, αλn−1 + βλn) ≤ µp,n(λ1, . . . , λn−2, γλn−1, γλn)
≤ max{1, γ}µp,n(λ1, . . . , λn) ≤ 1 .
Hence
‖x‖(p,q)n − ε <
(
n−2∑
i=1
|〈xi, λi〉|
q + 〈xn−1, αλn−1 + βλn〉
q
)1/q
≤ ‖(x1, . . . , xn−1)‖
(p,q)
n−1 .
The reverse inequality is given by Lemma 2.4(i).
Definition 3.2. Let E be a Banach space, and let 1 ≤ p ≤ q < ∞. Then the weak
(p, q)-multi-norm over E is the multi-norm (‖ · ‖(p,q)n : n ∈ N) described above.
Remark 3.3. The weak-(1, 1) multi-norm is just the maximum multi-norm.
The next result is a straight forward verification from the definitions.
Proposition 3.4. Let 1 ≤ p ≤ q < ∞, and let E, F be multi-normed spaces both equipped
with the weak (p, q)-multi-norm. Then M(E, F ) = B(E, F ) with ‖T‖mb = ‖T‖ (T ∈
M(E, F )).
Lemma 3.5. Let E be a Banach space, and let 1 ≤ p, q < ∞. Then for each n ∈ N and
λ ∈ (E ′)n we have
sup

(
n∑
i=1
|〈λi,Φi〉|
q
)1/q
: Φ ∈ (E ′′)n, µp,n(Φ) ≤ 1

= sup

(
n∑
i=1
|〈xi, λi〉|
q
)1/q
: x ∈ En, µp,n(x) ≤ 1
 .
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Proof. We denote the left and right hand sides of this equation by ‖λ‖ and |||λ||| respectively.
Clearly ‖λ‖ ≥ |||λ|||. Take ε > 0 and Φ = (Φ1, . . . ,Φn) ∈ (E
′′)n with µp,n(Φ) ≤ 1 and
‖λ‖ − ε ≤
(
n∑
i=1
|〈λi,Φi〉|
q
)1/q
.
By the Principle of Local Reflexivity there exists T ∈ B(E ′′, E) with ‖T‖ ≤ 1 + ε and
〈T (Φi), λi〉 = 〈λi,Φi〉 (i ∈ Nn) .
Set x = (T (Φ1), . . . , T (Φn)) ∈ E
n. We have
µp,n(x) ≤ (1 + ε)µp,n(Φ) ≤ 1 + ε .
Now we have
|||λ||| ≥
1
1 + ε
(
n∑
i=1
|〈T (Φi), λi〉|
q
)1/q
=
1
1 + ε
(
n∑
i=1
|〈λi,Φi〉|
q
)1/q
≥
1
1 + ε
(‖λ‖ − ε) .
This is true for each ε > 0. Therefore |||λ||| ≥ ‖λ‖ as required.
3.1 The dual of the weak (p, q)-multi-norm
In this section we study the dual of the the norm ‖ · ‖(p,q)n on (E
′)n.
Let E be a Banach space, and let n ∈ N. For α = (αi) ∈ C
n we define the operator
Mα : E
n → En by
Mα(x1, . . . , xn) = (α1x1, . . . , αnxn) .
Let 1 ≤ r <∞ and 1 < s ≤ ∞. For each n ∈ N and x ∈ En we set
|||x|||(r,s)n = inf
{
N∑
k=1
‖αk‖s µr,n(yk)
}
,
where the infimum is taken over all representations
x =
N∑
k=1
Mαk(yk)
with αk ∈ C
n, yk ∈ E
n, k ∈ NN , N ∈ N. It is clear that ||| · |||
(r,s)
n is a norm on E
n.
Proposition 3.6. Let E be a Banach space, and let 1 ≤ r, s ≤ ∞ with 1 < s ≤ r′ ≤ ∞.
Then the family (||| · |||(r,s)n : n ∈ N) is a dual multi-norm over E.
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Proof. This is ‘dual’ to the proof of Proposition 3.1. We shall verify axiom (B4). Take n ≥ 2,
x1, . . . , xn−1 ∈ E and a representation
(x1, . . . , xn−2, xn−1, xn−1) =
N∑
k=1
Mαk(yk)
with αk ∈ C
n, yk ∈ E
n, k ∈ NN , N ∈ N. For each k ∈ NN we set
γk = ‖(αk,n−1, αk,n)‖s ,
zk =
(
yk,1, . . . , yk,n−2,
αk,n−1yk,n−1 + αk,nyk,n
γk
)
∈ En−1 ,
and
βk = (αk,1, . . . , αk,n−2, γk) ∈ C
n−1 .
Then we have
(x1, . . . , xn−2, 2xn−1) =
N∑
k=1
Mβk(zk) .
Further, we have ‖βk‖s = ‖αk‖s (k ∈ N), and
µr,n−1(zk) ≤ max
{
1,
‖(αk,n−1, αk,n)‖r′
γk
}
µr,n(yk)
= µr,n(yk) (since s ≤ r
′) .
Hence
|||(x1, . . . , xn−2, 2xn−1)|||
(r,s)
n−1 ≤
N∑
k=1
‖αk‖r µr,n(yk) .
Since this holds for all representations of (x1, . . . , xn−2, xn−1, xn−1) we have
|||(x1, . . . , xn−2, 2xn−1)|||
(r,s)
n−1 ≤ |||(x1, . . . , xn−2, xn−1, xn−1)|||
(r,s)
n .
The reverse inequality is given by Lemma 2.4(ii).
Definition 3.7. Let E be a Banach space, and let 1 ≤ r, s ≤ ∞ with 1 < s ≤ r′ ≤ ∞. Then
the weak (r, s)-dual multi-norm over E is the dual multi-norm (||| · |||(r,s)n : n ∈ N) described
above.
Let E be a Banach space, and take 1 ≤ p, q < ∞. Define an embedding νE : E
n →
B(ℓ pn(E
′)w, ℓ qn) by
νE(x)(λ) = (〈x1, λ1〉 , . . . , 〈xn, λn〉) ,
where x = (x1, . . . , xn) ∈ E
n and λ = (λ1, . . . , λn) ∈ ℓ
p
n(E
′)w . Then there is an isometric
embedding
νE :
(
En, ‖ · ‖(p,q)n
)
→ B(ℓ pn(E
′)w, ℓ qn) .
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Now take 1 ≤ r <∞ and 1 < s ≤ ∞. Define a map θE : ℓ
r
n(E)
w ⊗̂ ℓ sn → E
n by
θE(x⊗ α) = Mα(x) = (α1x1, . . . , αnxn) ,
where x = (x1, . . . , xn) ∈ E
n and α = (α1, . . . , αn) ∈ ℓ
s
n. The map θE is a linear surjection
with closed kernel. There is an isometric isomorphism of Banach spaces
ℓ rn(E)
w ⊗̂ ℓ sn/ ker θE
∼=
(
En, ||| · |||(r,s)n
)
.
Theorem 3.8. Let E be a Banach space, let 1 ≤ p, q, r < ∞, and let 1 < s ≤ ∞. Then
there are isometric isomorphisms of Banach spaces:
(i)
(
En, ‖ · ‖(p,q)n
)′
∼=
(
(E ′)n, ||| · |||(p,q
′)
n
)
; and
(ii)
(
En, ||| · |||(r,s)n
)′
∼=
(
(E ′)n, ‖ · ‖(r,s
′)
n
)
.
Proof. (i) It is easily checked that the following diagram commutes
(ℓ pn(E
′)w ⊗̂ ℓ q
′
n )
′′
(νE)
′
// (E ′)n
ℓ pn(E
′)w ⊗̂ ℓ q
′
n .
OO
θE′
77ppppppppppp
Hence we have isometric isomorphisms of Banach spaces(
En, ‖ · ‖(p,q)n
)′
∼= (ℓ pn(E
′)w ⊗̂ ℓ q
′
n )
′′/ ker (νE)
′
∼= ℓ pn(E
′)w ⊗̂ ℓ q
′
n / ker θE′
∼=
(
(E ′)n, ||| · |||(p,q
′)
n
)
.
(ii) Similarly, the following diagram commutes
(E ′)n
(θE)
′
//
νE′
''O
OO
OO
OO
OO
OO
O
B(ℓ rn(E)
w, ℓ s
′
n )
B(ℓ rn(E
′′)w, ℓ s
′
n ) .
j:T 7→T |En
OO
Hence there is an isometric isomorphism(
En, ||| · |||(r,s)n
)′
∼= im (θE)
′ = im j ◦ νE′ .
By Lemma 3.5, there is an isometric isomorphism
im j ◦ νE′ ∼= im νE′ ∼=
(
(E ′)n, ‖ · ‖(r,s
′)
n
)
.
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The next lemma follows easily from Ho¨lder’s inequality.
Lemma 3.9. Let 1 ≤ p < ∞, and let E be a Banach space. For each 1 < u, v < ∞ with
1/u+ 1/v = 1, we have
µp(Mα(x)) ≤ ‖α‖pu µpv(x) (x ∈ E
n, α ∈ Cn) .
Let α = (α1, . . . , αn) ∈ C
n, and let t ∈ R \ {0}. Then we set
αt = (αt1, . . . , α
t
n) ∈ C
n .
Proposition 3.10. Let 1 ≤ p1 ≤ q1 < ∞ and 1 ≤ p2 ≤ q2 < ∞, and let E be a Banach
space. Suppose that
(i) q2 ≤ q1 , and (ii)
1
p2
−
1
q2
≤
1
p1
−
1
q1
.
Then ||| · |||(p2,q
′
2
)
n ≤ ||| · |||
(p1,q′1)
n and ‖ · ‖
(p1,q1)
n ≤ ‖ · ‖
(p2,q2)
n on E
n.
Proof. We shall prove that ||| · |||(p2,q
′
2
)
n ≤ ||| · |||
(p1,q′1)
n , the other inequality follows by duality.
Case 1 p1 ≤ p2. In this case the hypothesis (ii) is automatically true. The result follows
from the inequalities
‖α‖q′
2
≤ ‖α‖q′
1
, µp2(y) ≤ µp1(y) (α ∈ C
n, y ∈ En) .
Case 2 p1 > p2. Let α ∈ C
n and y ∈ En. For each t ∈ (0, 1) and u, v ∈ (1,∞) with
1/u+ 1/v = 1, we have∥∥αt∥∥
q′
2
µp2(Mα1−t(y)) = ‖α‖
t
tq′
2
µp2(Mα1−t(y))
≤ ‖α‖ttq′
2
∥∥α1−t∥∥
p2u
µp2v(y) (by Lemma 3.9)
= ‖α‖ttq′
2
‖α‖1−t(1−t)p2u µp2v(y) .
Suppose that (t, u) ∈ (0, 1)× (1,∞) can be chosen to satisfy the following inequalities
tq′2 ≥ q
′
1, (1− t)p2u ≥ q
′
1, p2
(
u
u− 1
)
≥ p1 .
Then we have ∥∥αt∥∥
q′
2
µp2(Mα1−t(y)) ≤ ‖α‖q′
1
µp1(y) .
Now take x ∈ En and a representation x =
∑N
k=1Mαk(yk) where αk ∈ C
n, yk ∈ E
n (k ∈ NN).
Then
x =
N∑
k=1
Mαtk
(
Mα1−tk
(yk)
)
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and
N∑
k=1
∥∥αtk∥∥q′
2
µp2
(
Mα1−tk
(yk)
)
≤
N∑
k=1
‖αk‖q′
1
µp1(yk) .
It follows that |||x|||(p2,q
′
2)
n ≤ |||x|||
(p1,q′1)
n .
To complete the proof we need to show that such a choice of (t, u) is possible. Indeed,
set t =
q′1
q′
2
and u = p1
p1−p2
. Then t ∈ (0, 1) and u > 1 by the hypothesis of case 2. For these
choices we have
tq′2 = q
′
1 and p2
(
u
u− 1
)
= p1 .
The remaining inequality follows from a rearrangement of the inequality (ii). Indeed, (ii) is
equivalent to
1
p2
−
1
p1
≤
1
q′1
−
1
q′2
.
Multiplying by p2p1q
′
1 gives
(p1 − p2)q
′
1 ≤
(
1−
q′1
q′2
)
p2p1 = p2p1(1− t) .
Since p1 − p2 > 0 we can divide this out to get
q′1 ≤
p2p1(1− t)
p1 − p2
= p2u(1− t) ,
as required.
Corollary 3.11. Let 1 < p < q < ∞, and let E be a Banach space. For each n ∈ N the
following inequalities hold on En:
(i) ‖ · ‖(1,q)n ≤ ‖ · ‖
(p,q)
n ≤ ‖ · ‖
(q,q)
n ;
(ii) ‖ · ‖(q,q)n ≤ ‖ · ‖
(p,p)
n ≤ ‖ · ‖
(1,1)
n .
3.2 The weak (1, q)-multi-norm over L 1(Ω)
Let Ω be a locally compact measure space. In this section we give a concrete description of
the weak (1, q)-multi-norm over the Banach spaces L1(Ω) and M(Ω). We shall identify this
norm with the standard (1, q)-multi-norm defined in [4, Definition 4.7]. The result is based
on the following identification of µ1,n.
Proposition 3.12 ([9, 2.6]). Let K be a compact space, and let λ1, . . . , λn ∈ C(K). Then
µ1,n(λ1, . . . , λn) =
∣∣∣∣∣
n∑
i=1
|λi|
∣∣∣∣∣
K
.
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Let Ω be a locally compact space. Then M(Ω)′ is isometrically isomorphic to C(Ω˜)
for some compact space Ω˜ called the hyper-stonean cover of Ω, (this follows from general
C*-algebra theory as in [15, III.2.3], a direct proof is given in [3]). There is an isometric
embedding κ : M(Ω) → M(Ω˜) which identifies M(Ω) with the closed subspace of M(Ω˜)
consisting of the normal measures on Ω˜. Thus we shall interpret µ ∈M(Ω) as a measure on
Ω˜. The duality between M(Ω) and C(Ω˜) is then given by
〈µ, λ〉 =
∫
eΩ
λ dµ (µ ∈M(Ω), λ ∈ C(Ω˜)) .
Let µ, ν ∈M(Ω) be positive measures. Then we define µ ∨ ν ∈M(Ω) by
(µ ∨ ν)(E) = sup {µ(E1) + ν(E2) : (E1, E2) a measurable partition of E} ,
where E ∈ BΩ.
Theorem 3.13. Let Ω be a locally compact space. Then the maximum multi-norm over
M(Ω) is given by
‖(µ1, . . . , µn)‖
max
n = ‖|µ1| ∨ · · · ∨ |µn|‖ (µ1, . . . , µn ∈M(Ω)) .
Proof. Take n ∈ N and µ1, . . . , µn ∈M(Ω). For λ1, . . . , λn ∈ C(Ω˜) we have∣∣∣∣∣
n∑
i=1
〈µi, λi〉
∣∣∣∣∣ ≤
n∑
i=1
|〈µi, λi〉| ≤
n∑
i=1
〈|µi| , |λi|〉 ≤
n∑
i=1
〈|µ1| ∨ · · · ∨ |µn| , |λi|〉
=
〈
|µ1| ∨ · · · ∨ |µn| ,
n∑
i=1
|λi|
〉
≤ ‖|µ1| ∨ · · · ∨ |µn|‖
∣∣∣∣∣
n∑
i=1
|λi|
∣∣∣∣∣
eΩ
= ‖|µ1| ∨ · · · ∨ |µn|‖µ1,n(λ1, . . . , λn) .
Hence
‖(µ1, . . . , µn)‖
max
n = sup
{∣∣∣∣∣
n∑
i=1
〈µi, λi〉
∣∣∣∣∣ : µ1,n(λ1, . . . , λn) ≤ 1
}
≤ ‖|µ1| ∨ · · · ∨ |µn|‖ .
Therefore ‖(µ1, . . . , µn)‖
max
n = ‖|µ1| ∨ · · · ∨ |µn|‖, as required.
Let Ω be a locally compact space, and let X ⊂ Ω be a measurable set. We define a
projection PX : M(Ω)→M(Ω) by
PX(µ)(E) = µ(X ∩ E) (E ∈ BΩ) .
When restricted to L1(Ω) this map has the form
PX(f) = χXf (f ∈ L
1(Ω)) .
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Proposition 3.14. Let Ω be a locally compact space, and let µ1, . . . , µn ∈M(Ω). Then:
‖|µ1| ∨ · · · ∨ |µn|‖ = sup
X
n∑
i=1
‖PXi(µi)‖ ,
where the supremum is taken over all measurable partitions X = (X1, . . . , Xn) of Ω.
Proof. Take µ1, . . . , µn ∈ M(Ω). For each measurable partition X = (X1, . . . , Xn) of Ω, we
have
n∑
i=1
‖PXi(µi)‖ =
n∑
i=1
|µi| (Xi) ≤
n∑
i=1
(|µ1| ∨ · · · ∨ |µn|)(Xi) = ‖|µ1| ∨ · · · ∨ |µn|‖ .
Hence sup
X
∑n
i=1 ‖PXi(µi)‖ ≤ ‖|µ1| ∨ · · · ∨ |µn|‖.
We shall prove that for each n ≥ 2 and µ1, . . . , µn ∈ M(Ω), there exists a measurable
partition (X1, . . . , Xn) of Ω with
‖|µ1| ∨ · · · ∨ |µn|‖ =
n∑
i=1
‖PXi(µi)‖ .
This is most easily done by induction on n.
For positive measures µ, ν ∈ M(Ω), by the Hahn decomposition theorem ([1, Theorem
4.1.4]), there exists a set (µ ≥ ν) ∈ BΩ with the property that µ(E) ≥ ν(E) for all measurable
subsets E ⊂ (µ ≥ ν), and µ(E) ≤ ν(E) for all measurable subsets E ⊂ Ω \ (µ ≥ ν).
Consider the case n = 2, and let µ1, µ2 ∈M(Ω). Set X1 = (|µ1| ≥ |µ2|) and X2 = Ω\X1.
Then we have
‖|µ1| ∨ |µ2|‖ = |µ1| ∨ |µ2| (X1) + |µ1| ∨ |µ2| (X2)
= |µ1| (X1) + |µ2| (X2)
= ‖PX1(µ1)‖+ ‖PX2(µ2)‖ .
Now assume that the result holds for some n ∈ N, and take µ1, . . . , µn+1 ∈ M(Ω). Set
µ = |µ1|∨· · ·∨|µn| and X = (µ ≥ |µn+1|). By the inductive hypothesis there is a measurable
partition (Y1, . . . , Yn) of Ω with
‖|PX(µ1)| ∨ · · · ∨ |PX(µn)|‖ =
n∑
i=1
‖PYi(PX(µi))‖ =
n∑
i=1
‖PYi∩X(µi)‖ .
Then we have
‖|µ1| ∨ · · · ∨ |µn+1|‖ = ‖µ ∨ |µn+1|‖ = ‖PX(µ)‖+
∥∥PΩ\X(µn+1)∥∥
= ‖|PX(µ1)| ∨ · · · ∨ |PX(µn)|‖+
∥∥PΩ\X(µn+1)∥∥
=
n∑
i=1
‖PYi∩X(µi)‖+
∥∥PΩ\X(µn+1)∥∥ ,
where the sets (Y1 ∩X, . . . , Yn ∩X,Ω \X) form a measurable partition of Ω. By induction,
the result follows.
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Let K be a compact space, and take n ∈ N. We define Dn to be the set of (λ1, . . . , λn) ∈
C(K)n such that |λi|K ≤ 1 (i ∈ Nn), and the sets supp λ1, . . . , supp λn are pairwise disjoint.
Corollary 3.15. Let K be a compact space. Then (C(K)n, µ1,n)[1] = 〈Dn〉, where the closure
is in the weak-∗ topology.
Proof. Set Bn = (C(K)
n, µ1,n)[1]. It is easily seen using Proposition 3.12 that 〈Dn〉 ⊂ Bn.
Assume towards a contradiction that there exists ϕ ∈ Bn \ 〈Dn〉. Since 〈Dn〉 is a balanced
set, by a corollary to the Hahn–Banach separation theorem ([14, Theorem 3.7]), there exists
µ = (µ1, . . . , µn) ∈M(K)
n with
〈λ, µ〉 ≤ 1 (λ ∈ 〈Dn〉) and 〈ϕ, µ〉 > 1 .
By Proposition 3.14, we have
‖|µ1| ∨ · · · ∨ |µn|‖ = sup
X
n∑
i=1
‖PXi(µi)‖ = sup
λ∈Dn
∣∣∣∣∣
n∑
i=1
〈λi, µi〉
∣∣∣∣∣ ≤ 1 < ‖µ‖maxn ,
which is a contradiction of Theorem 3.13. Therefore Bn = 〈Dn〉.
Theorem 3.16. Let Ω be a locally compact space, and let 1 ≤ q < ∞. Then the weak
(1, q)-multi-norm over M(Ω) is given by
‖(µ1, . . . , µn)‖
(1,q)
n = sup
X
(
n∑
i=1
‖PXi(µi)‖
q
)1/q
(µ1, . . . , µn ∈ M(Ω)) .
where the supremum is taken over all measurable partitions X = (X1, . . . , Xn) of Ω.
Proof. Take µ1, . . . , µn ∈M(Ω). By Corollary 3.15 we have
sup

(
n∑
i=1
|〈µi, λi〉|
q
)1/q
: λ ∈ (C(Ω˜)n, µ1,n)[1]
 =
sup

(
n∑
i=1
|〈µi, λi〉|
q
)1/q
: λ ∈ Dn
 .
This gives the result.
The following remark is contained in [4, Example 4.9]. Let Ω be a locally compact
space. Then L1(Ω)′′ is isometrically isomorphic to M(K) for a certain compact space K.
Let X ∈ BΩ, and let PX ∈ B(L
1(Ω)) be the projection onto L1(X). Then P ′′X ∈ B(M(K))
can be identified with P eX ∈ B(M(K)) for some measurable set X˜ ⊂ K. The collection
{X˜ : X ∈ BΩ} forms a base of clopen sets for the topology on K. Hence by Theorem 3.16
we have the following.
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Proposition 3.17. Let Ω be a measure space, and take 1 ≤ q <∞. Then
‖(Φ1, . . . ,Φn)‖
(1,q)
n = sup
X
(
n∑
i=1
∥∥P ′′Xi(Φi)∥∥q
)1/q
(Φ1, . . . ,Φn ∈ L
1(Ω)′′) ,
where the supremum is taken over all measurable partitions X = (X1, . . . , Xn) of Ω.
3.3 Extensions of multi-norms
Let F be a Banach space, and let E be a multi-normed space. For each n ∈ N we define a
norm ‖ · ‖Bn on the space F
n by setting
‖(x1, . . . , xn)‖
B
n = sup
U
‖(U(x1), . . . , U(xn))‖n (x1, . . . , xn ∈ F ) ,
where the supremum is taken over all U ∈ B(F,E)[1]. It is immediately checked that this
defines a multi-norm over F , and that
M(F,E) = B(F,E) with ‖T‖mb = ‖T‖ (T ∈M(F,E)) . (2)
Let (||| · |||n : n ∈ N) be a multi-norm over F such that (2) holds. Then it is clear that
‖ · ‖Bn ≤ ||| · |||n (n ∈ N).
Definition 3.18. Let F be a Banach space, let E be a multi-normed space. Then the
multi-norm (‖ · ‖Bn : n ∈ N) described above is the extension to F of the multi-norm on E.
Example 3.19 ([4, Example 4.2]). Let Ω be a measure space, and take 1 < p ≤ q < ∞.
For each measurable partition X = (X1, . . . , Xn) of Ω we define
‖(f1, . . . , fn)‖
[p,q]
n = sup
X
(
n∑
i=1
‖χXifi‖
q
p
)1/q
(f1, . . . , fn ∈ L
p(Ω)) . (3)
Then ‖ · ‖[p,q]n is a norm on L
p(Ω)n and the family (‖ · ‖[p,q]n : n ∈ N) is a multi-norm over
Lp(Ω) called the standard (p, q)-multi-norm. In the same way as Proposition 3.14 we can
show that
‖(f1, . . . , fn)‖
[p,p]
n = ‖|f1| ∨ · · · ∨ |fn|‖p .
3.3.1 The extension of the standard (p, q)-multi-norm
Let F be a Banach space, and let 1 < p ≤ q <∞. Let Ω be an infinite locally compact space,
and let m be a positive, regular Borel measure on Ω. We shall identify the extension to F
of the standard-(p, q) multi-norm on Lp(Ω) = Lp(Ω, m). We shall denote this multi-norm by
(‖ · ‖Bn : n ∈ N).
LetDn denote the collection of all (f1, . . . , fn) ∈ (L
p′(Ω)[1])
n such that the sets supp f1, . . . , supp fn
are pairwise disjoint. For a Banach space X , set
Bn(X) =
{
(U(f1), . . . , U(fn)) : U ∈ B(L
p′(Ω), X)[1], (f1, . . . , fn) ∈ Dn
}
⊂ Xn .
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Lemma 3.20. We have Bn(X) = {x ∈ X
n : µp,n(x) ≤ 1}.
Proof. Set Cn(X) = {x ∈ X
n : µp,n(x) ≤ 1}.
Take U ∈ B(Lp
′
(Ω), X)[1] and (f1, . . . , fn) ∈ Dn. Set Xi = supp fi (i ∈ Nn) and set
x = (U(f1), . . . , U(fn)) ∈ X
n. For each λ ∈ X ′[1] we have(
n∑
i=1
|〈U(fi), λ〉|
p
)1/p
=
(
n∑
i=1
|〈fi, U
′(λ)〉|
p
)1/p
≤
(
n∑
i=1
‖χXiU
′(λ)‖
p
p
)1/p
= ‖U ′(λ)‖p ≤ 1 .
Hence µp,n(λ) ≤ 1, and so Bn(X) ⊂ Cn(X).
Conversely, take x = (x1, . . . , xn) ∈ Cn(X). Choose non-null, pairwise disjoint subsets
X1, . . . , Xn ⊂ Ω with m(Xi) <∞ (i ∈ Nn) (this is possible because of our hypotheses on Ω
and m). Set fi =
χXi
m(Xi)1/p
′ (i ∈ Nn), so that (f1, . . . , fn) ∈ Dn.
Set
U =
n∑
i=1
xi ⊗
χXi
m(Xi)1/p
∈ B(Lp
′
(Ω), X) .
For f ∈ Lp
′
(Ω), we have
‖U(f)‖ =
∥∥∥∥∥
n∑
i=1
〈
f,
χXi
m(Xi)1/p
〉
xi
∥∥∥∥∥ ≤ µp,n(x)
(
n∑
i=1
∣∣∣∣〈f, χXim(Xi)1/p
〉∣∣∣∣p′
)1/p′
≤ µp,n(x)
(
n∑
i=1
‖χXif‖
p′
)1/p′
≤ µp,n(x) ‖f‖
It follows that U ∈ B(Lp
′
(Ω), X)[1]. Since x = (U(f1), . . . , U(fn)), we have Bn(X) = Cn(X),
as required.
Let F be a Banach space. Since Lp
′
(Ω) is reflexive, every T ∈ B(Lp
′
(Ω), F ′) can be
written as T = U ′ where U ∈ B(F, Lp(Ω)). Hence
Bn(F
′) =
{
(U ′(f1), . . . , U
′(fn)) : U ∈ B(F, L
p(Ω))[1], (f1, . . . , fn) ∈ Dn
}
. (4)
The following corollary follows easily by taking duals of operators and applying Lemma 3.20.
Corollary 3.21. Let F be a Banach space, and let 1 < p ≤ q < ∞. Let Ω be an infinite
locally compact space, and let m be regular Borel measure on Ω. Then the extension to F of
the standard-(p, q) multi-norm on Lp(Ω, m) is the weak-(p, q) multi-norm on F .
The following lemma is needed for the applications in the next section.
Lemma 3.22. Let F be a Banach space, and let 1 < p ≤ q <∞. Let Ω be an infinite locally
compact space, and let m be regular Borel measure on Ω. Then we have
‖(Φ1, . . . ,Φn)‖
B
n = sup ‖(U
′′(Φ1), . . . , U
′′(Φn))‖
[p,q]
n
where Φ1, . . . ,Φn ∈ F
′′ and the supremum is taken over all U ∈ B(F, Lp(Ω, m))[1].
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Proof. Take Φ = (Φ1, . . . ,Φn) ∈ (F
′′)n. By Corollary 3.21 and Lemma 3.5 we have
‖Φ‖Bn = sup

(
n∑
i=1
|〈λi,Φi〉|
q
)1/q
: λ ∈ (F ′)n, µp,n(λ) ≤ 1
 .
By (4) and Lemma 3.20 this is equal to
‖Φ‖Bn = sup

(
n∑
i=1
|〈U ′(fi),Φi〉|
q
)1/q
: U ∈ B(F, Lp(Ω))[1], (fi) ∈ Dn

= sup

(
n∑
i=1
|〈U ′′(Φi), fi〉|
q
)1/q
: U ∈ B(F, Lp(Ω))[1], (fi) ∈ Dn

= sup
{
‖(U ′′(Φ1), . . . , U
′′(Φn))‖
[p,q]
n : U ∈ B(F, L
p(Ω))[1]
}
.
4 Generalized notions of amenability
Let G be a locally compact group with left Haar measure m, and let L1(G) = L1(G,m). For
f ∈ L1(G) and s ∈ G we define s · f ∈ L1(G) by (s · f)(t) = f(s−1t) (t ∈ G). This defines an
action of G on the space L1(G). We can extend this action by duality to L1(G)′′. An element
Λ ∈ L1(G)′′ is a mean if 1 = 〈1,Λ〉 = ‖Λ‖ = 1, and left invariant if {s · Λ : s ∈ G} = {Λ}. If
there exists a left invariant mean Λ ∈ L1(G)′′, then G is amenable.
Now we show how to use multi-norms to generalize this concept. The idea of using
multi-norms in this way is due to Dales and Polyakov.
Definition 4.1. Let G be a locally compact group, and take 1 ≤ p ≤ q < ∞. A mean
Λ ∈ L 1(G)′′ is left (p, q)-multi-invariant if the set {s·Λ : s ∈ G} is multi-bounded in the weak
(p, q)-multi-norm. If there exists such an element Λ ∈ L 1(G)′′, then G is (p, q)-amenable.
For such an element Λ, we set
Cp,q(Λ) = sup {‖(s1 · Λ, . . . , sn · Λ)‖
(p,q)
n : s1, . . . , sn ∈ G, n ∈ N} .
The idea behind this definition is an attempt to measure the ‘left-invariance’ of a mean
Λ ∈ L1(G)′′ by measuring the growth of the sets {s · Λ : s ∈ F} as F ranges through all
finite subsets of G. The following implications follow immediately from Corollary 3.11:
(q, q)-amenable⇒ (p, q)-amenable⇒ (1, q)-amenable (1 < p < q <∞) ;
(p, p)-amenable⇒ (q, q)-amenable for all q ≥ p .
The strongest of these conditions is (1, 1)-amenability. It follows from the multi-norm axiom
(A4) that an amenable locally compact group is (1, 1)-amenable. The converse will be shown
in Proposition 4.3.
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There is an obvious definition of a right (p, q)-multi-invariant mean. Set A = L 1(G). Let
Λ ∈ A′′ be a left (p, q)-multi-invariant mean. Define T : A→ A by
T (a)(s) = a(s−1)∆(s−1) (a ∈ A, s ∈ G) ,
where ∆ is the modular function of G. Then T ′′ : A′′ → A′′ takes the set {s · Λ : s ∈ G} to
{T ′′(Λ) · s : s ∈ G}, and T ′(1) = 1. By Proposition 3.4, T ′′ ∈ M(A′′, A′′), and hence T ′′(Λ)
is a right (p, q)-multi-invariant mean on G.
Of most interest to us are (1, q)-amenability and (q, q)-amenability, of which the latter
concept is formally stronger.
4.1 (1, q)-amenability
Since any (p, q)-amenable group is (1, q)-amenable, it is particularly interesting to investigate
this concept.
Proposition 4.2. Let G be a locally compact group, and take 1 ≤ q <∞. Then there exists
a (1, q)-multi-invariant mean in L 1(G) if and only if G is compact.
Proof. If G is compact, then Λ = χG/m(G) is an invariant and hence (1, p)-multi-invariant
mean.
Conversely, assume towards a contradiction that G is not compact and that there ex-
ists a (1, q)-multi-invariant mean a ∈ L 1(G). There is a compact set V such that c =∫
V
|a(t)| dm(t) 6= 0. Since G is not compact, for each N ∈ N, there exist elements
s1, . . . , sN ∈ G such that the sets s1V, . . . , sNV are pairwise disjoint. We have χsiV (si · a) =
si · (χV a) and so
C1,q(a) ≥ ‖(s1 · a, · · · , sn · a)‖
(1,q)
n ≥
(
N∑
i=1
‖χsiV (si · a)‖
q
)1/q
=
(
N∑
i=1
‖χV a‖
q
)1/q
= N1/qc .
This holds for all N ∈ N, the required contradiction.
The following result was first proved by Dales and Polyakov for discrete groups.
Proposition 4.3. Let G be a locally compact group. Then G is (1, 1)-amenable if and only
if G is amenable.
Proof. It is clear that every amenable locally compact group is (1, 1)-amenable.
We set A = L 1(G). Suppose that G is (1, 1)-amenable, and let Λ ∈ L1(G)′′ be a (1, 1)-
multi-invariant mean. For each U ∈ BG we define
〈
χU , Λ˜
〉
∈ R+ by
〈
χU , Λ˜
〉
= sup
n∑
i=1
〈χXi, si · Λ〉 ,
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where the supremum is taken over all n ∈ N, all s1, . . . , sn ∈ G, and all measurable partitions
(X1, . . . , Xn) of U . The supremum is finite since Λ is (1, 1)-invariant. Since〈
χU∪V , Λ˜
〉
=
〈
χU , Λ˜
〉
+
〈
χV , Λ˜
〉
,
for all U, V ∈ BG with U∩V = ∅, we can extend Λ˜ to a linear map Λ˜ : S = lin {χU : U ∈ BG} →
C by setting 〈
n∑
i=1
αiχUi , Λ˜
〉
=
n∑
i=1
αi
〈
χUi, Λ˜
〉
.
The set S is dense in A′, and
∣∣∣〈λ, Λ˜〉∣∣∣ ≤ C1,1(Λ) ‖λ‖∞ (λ ∈ S). Hence Λ˜ extends to an
element Λ˜ ∈ A′′ with
∥∥∥Λ˜∥∥∥ ≤ C1,1(Λ). It is easily checked that s · Λ˜ = Λ˜ (s ∈ G), and〈
1, Λ˜
〉
≥ 〈1,Λ〉 = 1. This implies that G is amenable.
Proposition 4.4. The free group on two generators is not (1, q)-amenable for any q ≥ 1.
Proof. Let F2 denote the free group on the generators a, b. Then each element of F2 is a
reduced word in the alphabet {a, a−1, b, b−1}. For each x ∈ {a, a−1, b, b−1} we set
W (x) = {w ∈ F2 : w starts with x} ,
so that F2 is a disjoint union F2 = {e} ∪W (a) ∪W (a
−1) ∪W (b) ∪W (b−1).
Assume towards a contradiction that F2 is (1, q)-amenable, and let Λ ∈ L
1(G)′′ be a
(1, q)-multi-invariant mean. Since
1 = 〈1,Λ〉 = 〈δe,Λ〉+
〈
χW (a),Λ
〉
+
〈
χW (a−1),Λ
〉
+
〈
χW (b),Λ
〉
+
〈
χW (b−1),Λ
〉
,
we have 0 < 〈χX ,Λ〉 for some set X ∈ {{e},W (a),W (a
−1),W (b),W (b−1)}. We may suppose
that
〈
χW (a),Λ
〉
> 0. For each n ∈ N the sets bW (a), . . . , bnW (a) are pairwise disjoint. Hence
we have
C1,q(Λ) ≥ ‖(b · Λ, . . . , b
n · Λ)‖(1,q)n ≥
(
n∑
i=1
∣∣〈χbiW (a), bi · Λ〉∣∣q
)1/q
=
〈
χW (a),Λ
〉
n1/q .
This is true for each n ∈ N, which is a contradiction.
4.2 Pseudo-amenability
Here we show that (1, q)-amenability implies pseudo-amenability.
For a locally compact group G, we set
P (G) =
{
f ∈ L1(G) : f ≥ 0, ‖f‖ = 1
}
.
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Proposition 4.5. Let G be a locally compact group, and take 1 ≤ p ≤ q <∞. Suppose that
G is (p, q)-amenable. Then there exists C ≥ 1 such that, for each n ∈ N, and for each finite
set {s1, . . . , sn} ⊂ G, there exists a ∈ P (G) with
‖(s1 · a, . . . , sn · a)‖
(p,q)
n ≤ C .
Proof. We set A = L 1(G).
Let Λ ∈ A′′ be a (p, q)-multi-invariant mean. Set C = Cp,q(Λ) + 1. Fix n ∈ N and
a finite set {s1, . . . , sn} ⊂ G. By [12, Proposition (0.1)] there is a net (aα) in P (G)
such that limα aα = Λ in the weak-∗ topology on A
′′. By Theorem 3.8 (An, ‖ · ‖(p,q)n )
′′ =
((A′′)n, ‖ · ‖(p,q)n ). Hence there is a net bα = (b1,α, . . . , bn,α) in A
n such that
lim
α
bα = (s1 · Λ, . . . , sn · Λ)
in the weak-∗ topology on (A′′)n and
sup
α
‖bα‖
(p,q)
n ≤ ‖(s1 · Λ, . . . , sn · Λ)‖
(p,q)
n ≤ cΛ .
We can suppose that these nets are indexed by the same directed set. We have
lim
α
(s1 · aα − b1,α, . . . , s1 · aα − bn,α) = 0
in the weak topology on An. By Mazur’s theorem there is some convex combination
v =
N∑
j=1
tj(s1 · aαj − b1,αj , . . . , sn · aαj − bn,αj )
=
(
s1 ·
(
N∑
j=1
tjaαj
)
−
N∑
j=1
tjb1,αj , . . . , sn ·
(
N∑
j=1
tjaαj
)
−
N∑
j=1
tjbn,αj
)
such that ‖v‖(p,q)n ≤ 1. Set a =
∑
j tjaαj and bi =
∑
j tjbi,αj (i ∈ Nn).
Then we have
‖(s1 · a, . . . , sn · a)‖
(p,q)
n ≤ ‖v‖
(p,q)
n + ‖(b1, . . . , bn)‖
(p,q)
n
≤ 1 + Cp,q(Λ) = C .
Let S be a set, and let n ∈ N. Then Pn(S) denotes the collection of subsets of S
containing n elements.
Lemma 4.6. Let f =
∑N
k=1 βkχSk ∈ P (G) where S1 ⊂ S2 ⊂ · · · ⊂ SN ⊂ G. Let F =
{s1, . . . , sn} ∈ Pn(G). Then
‖(s1 · f, . . . , sn · f)‖
(1,1)
n =
N∑
k=1
|βk|m(FSk) .
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Proof. For s ∈ G and i ∈ Nn we define k(s, i) ∈ NN by
k(s, i) = min {k ∈ NN : s ∈ siSk} .
Also for s ∈ G we define k(s) ∈ NN by
k(s) = min {k(s, i) : i ∈ Nn} .
Now we have
(si · f)(t) =
n∑
k=1
βkχsiSk(t) =
N∑
k=k(t,i)
βk (i ∈ Nn, t ∈ G) ,
and
max
i∈Nn
|si · f | (t) =
N∑
k=k(t)
|βk| =
N∑
k=1
|βk|χ{s:k(s)≤k}(t) (t ∈ G) .
Now, for each k ∈ NN , we have
{s : k(s) ≤ k} = {s : ∃i ∈ Nn, k(s, i) ≤ k}
= {s : ∃i ∈ Nn, ∃l ≤ k, s ∈ siSl}
= FSk .
Hence
‖(s1 · f, . . . , sn · f)‖
(1,1)
n =
∫
G
max
i∈Nn
|si · f | (t) dm(t) =
N∑
k=1
|βk|m(FSk) .
For a discrete group G the condition in the next proposition is the same as the condition
arrived at in [5, Proposition 5.11].
Proposition 4.7. Let G be a locally compact group, and take 1 < q <∞. Suppose that G is
(1, q)-amenable. Then there exists C ≥ 1 such that, for every n ∈ N and every F ∈ Pn(G),
there exists a non-null, compact subset S ⊂ G with
m(FS)
m(S)
≤ Cn1−1/q .
Proof. We set A = L 1(G). Let C0 be the constant given in Proposition 4.5. Take n ∈ N and
F = {s1, . . . , sn} ∈ Pn(G). By Proposition 4.5 there exists a ∈ P (G) with
‖(s1 · a, . . . , sn · a)‖
(1,1)
n ≤ n
1/q′ ‖(s1 · a, . . . , sn · a)‖
(1,q)
n ≤ C0n
1/q′ .
There exists f ∈ P (G) with finite range, such that ‖f − a‖ ≤ n1/q
′−1. Then we have
‖(s1 · f, . . . , sn · f)‖
(1,1)
n ≤ ‖(s1 · a, . . . , sn · a)‖
(1,1)
n + ‖(s1 · (f − a), . . . , sn · (f − a))‖
(1,1)
n
≤ C0n
1/q′ +
n∑
i=1
‖si · (f − a)‖ ≤ (C0 + 1)n
1/q′ .
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Set C = C0 + 1. We can write
f =
N∑
k=1
αkχSk/m(Sk) ,
where S1 ⊂ S2 ⊂ · · · ⊂ SN ⊂ G, where α1, . . . , αN > 0, and where
∑N
k=1 αk = 1. By Lemma
4.6 we have
N∑
k=1
αkm(FSk)
m(Sk)
≤ Cn1/q
′
.
The left-hand side of this inequality is a convex sum, hence there exists k ∈ NN such that
m(FSk)
m(Sk)
≤ Cn1/q
′
.
Finally we set S = Sk, giving the result.
A discrete group G satisfying the condition in the next proposition is called pseudo-
amenable in [5, Definition 5.5].
Proposition 4.8. Let G be a locally compact group, and take 1 < q < ∞. Suppose that G
is (1, q)-amenable. Then for all ε > 0, there exists n0 = n0(ε) ∈ N such that, for all n ≥ n0
and F ∈ Pn(G), there exists a non-null, compact subset S ⊂ G with
m(FS)
m(S)
≤ εn .
Proof. Let C ≥ 1 be the constant prescribed in Proposition 4.7. Take ε > 0, and choose
n0 ∈ N with n
1/q
0 = n
1−1/q′
0 ≥ C/ε, so that Cn
1/q′ ≤ εn (n ≥ n0). Now take n ∈ N
and F ∈ Pn(G). By Proposition 4.7 there exists a non-null, compact subset S ⊂ G with
m(FS)
m(S)
≤ Cn1/q
′
. Hence m(FS)
m(S)
≤ nε, as required.
Remark 4.9. The following facts are proved in [5]:
(i) Every subgroup of a pseudo-amenable discrete group is pseudo-amenable.
(ii) The free group on 2 generators, F2 is not pseudo-amenable.
5 Injectivity of the L1(G)-module Lp(G)
Let G be a locally compact group. We now consider L1(G) as a Banach algebra equipped
with the convolution product ⋆ given by
(f ⋆ g)(s) =
∫
G
f(t)g(t−1s) dm(t) (s ∈ G) , (5)
where f, g ∈ L1(G), and the integral is defined for almost all s ∈ G.
21
We denote by ϕG the augmentation character on G, given by
ϕG(f) =
∫
G
f(t) dm(t) (f ∈ L1(G)) .
Take 1 < p < ∞, and let Lp(G) = L p(G,m). Let f ∈ L1(G), and let g ∈ Lp(G). Then
again we can define f ⋆ g on G via (5) and we have f ⋆ g ∈ Lp(G). With this multiplication
Lp(G) has the structure of a Banach left L1(G)-module, and further Lp(G) is a faithful
L1(G)-module (see [2, Theorem 3.3.19]).
It is convenient to write the module multiplication as a Banach space valued integral.
For each f ∈ L1(G) and g ∈ Lp(G) we have
f · g =
∫
f(t)t · g dm(t) . (6)
This is a special case of [10, Proposition 2.1].
5.1 A coretraction problem
Again, let G be a locally compact group, and take 1 < p <∞. We set A = L1(G), E = Lp(G)
and J = B(A,E). We now define an action of G on the space J by
(t ∗ U) (a) = t · U(t−1 · a) (a ∈ A) . (7)
For each U ∈ J and a ∈ A, the map t 7→ (t ∗ U)(a) = t · U(t−1 · a), G → E is continuous.
This follows from the inequality∥∥t · U(t−1 · a)− U(a)∥∥
p
≤
∥∥t · U(t−1 · a)− t · U(a)∥∥
p
+ ‖t · U(a)− U(a)‖p
=
∥∥U(t−1 · a− a)∥∥
p
+ ‖t · U(a)− U(a)‖p
≤ ‖U‖
∥∥t−1 · a− a∥∥
1
+ ‖t · U(a)− U(a)‖p ,
and [2, 3.3.11].
Proposition 5.1. There is a Banach left A-module structure on J given by
(b ∗ U) (a) =
∫
G
b(t) (t ∗ U) (a) dm(t) (a, b ∈ A, U ∈ J) . (8)
Proof. This is similar to the standard proof that Lp(G) is a left L1(G)-module [2, 3.3.19].
Fix U ∈ J and a, b ∈ A. Let ψ ∈ C00(G). By Ho¨lder’s inequality, we have∫
G
∣∣U(t−1 · a)(t−1s)∣∣ |ψ(s)| dm(s) ≤ ∥∥t · U(t−1 · a)∥∥
p
‖ψ‖p′ ≤ ‖U‖ ‖a‖1 ‖ψ‖p′
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for each t ∈ G. Now define
Λ : C00(G)→ C : ψ 7→
∫
G
(b ∗ U)(a)(s)ψ(s) dm(s)
=
∫
G
(∫
G
b(t)U(t−1 · a)(t−1s) dm(t)
)
ψ(s) dm(s)
=
∫
G
b(t)
(∫
G
U(t−1 · a)(t−1s)ψ(s) dm(s)
)
dm(t) .
Then |Λ(ψ)| ≤ ‖b‖1 ‖U‖ ‖a‖1 ‖ψ‖p′ (ψ ∈ C00), and so Λ extends to an element of L
p′(G)′
of norm at most ‖b‖1 ‖U‖ ‖a‖1. Hence by the identification of L
p′(G)′ with Lp(G), we have
(b ∗ U)(a) ∈ Lp(G) and b ∗ U ∈ J with ‖b ∗ U‖ ≤ ‖b‖1 ‖U‖.
Associativity of ∗ follows in the same way as [10, Proposition 2.1].
We shall denote this left A-module by J˜ = (J, ∗ ). (We could similarly define a right
multiplication such that J becomes an L1(G)-bimodule).
Now we define an embedding Π˜ : E → J˜ , by
(Π˜x)(a) = ϕG(a)x (a ∈ A) .
For b ∈ A, we have(
b ∗ Π˜x
)
(a) =
∫
G
b(t)ϕG(t
−1 · a)t · x dm(t) = ϕG(a)b ⋆ x = Π˜(b ⋆ x)(a) (a ∈ A) ,
and so Π˜ is a left A-module morphism; further, Π˜ is admissible (a splitting operator is
U 7→ U(a0) for any a0 ∈ A with ϕG(a0) = 1).
Proposition 5.2. Let G be a locally compact group, and let 1 < p < ∞. Then Lp(G) is
injective in L1(G)-mod if and only if the morphism Π˜ is a coretraction in L1(G)-mod.
Proof. It is clear that the condition is necessary, we shall prove sufficiency.
As above we set A = L1(G), E = Lp(G), and J = B(A,E). Also set F = Lp
′
(G).
Suppose that Π˜ is a coretraction, so that there exists R ∈ AB(J˜ , E) with R ◦ Π˜ = IE .
For f ∈ A we define Qf ∈ B(J) by
Qf(U)(a) = (a ∗ U)(f) (a ∈ A, U ∈ J) .
For x ∈ E and a ∈ A, we have
Qf (Π(x)) (a) = (a ∗ Π(x))(f) = ϕG(a)(f · x) =
(
Π˜(f · x)
)
(a) , (9)
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and for U ∈ J , and a, b ∈ A we have
(b ∗Qf (U))(a) =
∫
G
b(s)s ·Qf (U)(s
−1 · a) dm(s)
=
∫
G
b(s)s · ((s−1 · a) ∗ U)(f) dm(s)
=
∫
G
b(s)s ·
(∫
G
a(st)t · U(t−1 · f) dm(t)
)
dm(s)
=
∫
G
b(s)s ·
(∫
G
a(t)s−1t · U(t−1s · f) dm(t)
)
dm(s)
=
∫
G
b(s)
(∫
G
a(t)t · U(t−1s · f) dm(t)
)
dm(s) (by [6, III.6.20])
=
∫
G
a(t)
(∫
G
b(s)t · U(t−1s · f) dm(s)
)
dm(t) (by Fubini)
=
∫
G
a(t)t · U
(∫
G
b(s)t−1s · f dm(s)
)
dm(t) (by [6, III.6.20])
=
∫
G
a(t)t · U(t−1 · b ⋆ f) dm(t) (by (6))
= (a ∗ U)(b ⋆ f) .
Hence
(b ∗Qf(U))(a) = (a ∗ U)(b ⋆ f) . (10)
We also have
Qf(b · U)(a) =
∫
G
a(t)t · U(t−1 · f ⋆ b) = (a ∗ U)(f ⋆ b) . (11)
Let (eα) be a bounded approximate identity for A, and set Qα = Qeα. Let Q be a weak-∗
cluster point in B(J, J) =
(
J ⊗̂ (A ⊗̂F )
)′
of the bounded net (Qα). By passing to a subnet
we may suppose that Q = limαQα in the weak-∗ topology. Take x ∈ E. Then for each a ∈ A
and λ ∈ F , by (9) we have
〈λ,Q(Πx)(a)〉 = lim
α
〈
λ,
(
Π˜(eα · x)
)
(a)
〉
=
〈
λ,
(
Π˜x
)
(a)
〉
.
Hence Q ◦ Π = Π˜. Take U ∈ J and b ∈ A. Then for each a ∈ A, and λ ∈ F , by (10) and
(11) we have
〈λ, (b ∗Q(U)) (a)〉 = lim
α
〈λ, (a ∗ U)(b ⋆ eα)〉 = lim
α
〈λ, (a ∗ U)(eα ⋆ b)〉
= lim
α
〈λ,Qα(b · U)(a)〉 = 〈λ,Q(b · U)〉 .
Hence b ∗Q(U) = Q(b · U) and Q ∈ AB(J, J˜).
Finally we set ρ = R ◦Q, then ρ ∈ AB(J, E) and ρ ◦ Π = IE . Therefore E is injective in
A-mod.
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5.2 Main result
Let G be a locally compact group, and let 1 < p < ∞. We shall prove that, if Lp(G) is
injective in L1(G)-mod, then G must be (p, p)-amenable.
We start with a generalization of [5, Lemma 5.2]. For n ∈ N, we set Dn = {−1, 1}
n, and
for j ∈ Nn we set
D+n (j) = {(d1, . . . , dn) ∈ Dn : dj = 1}, D
−
n (j) = {(d1, . . . , dn) ∈ Dn : dj = −1} .
Lemma 5.3. Let n ∈ N, let E be a normed space, and let F : Nn × Nn → E. Set
C = max

(
n∑
j=1
∥∥∥∥∥
n∑
i=1
diF (i, j)
∥∥∥∥∥
p)1/p
: (d1, . . . , dn) ∈ Dn
 .
Then (
n∑
j=1
‖F (j, j)‖p
)1/p
≤ C .
Proof. Take d = (d1, . . . , dn) ∈ Dn, and set xj,d =
∑n
i=1 diF (i, j) (j ∈ Nn). By hypothesis,
we have
∑n
j=1 ‖xj,d‖
p ≤ Cp. Since there are 2n elements in Dn, we have
n∑
j=1
∑
d∈Dn
‖xj,d‖
p ≤ 2nCp .
For each j ∈ Nn we can write the term
∑
d∈Dn
‖xj,d‖
p as∑
d∈Dn
‖xj,d‖
p =
∑
d∈D+n (j)
‖xj,d‖
p +
∑
d∈D−n (j)
‖xj,d‖
p
=
∑
d∈Dn−1
∥∥∥∥∥∑
i 6=j
diF (i, j) + F (j, j)
∥∥∥∥∥
p
+
∥∥∥∥∥∑
i 6=j
diF (i, j)− F (j, j)
∥∥∥∥∥
p
≥
∑
d∈Dn−1
2 ‖F (j, j)‖p (by Jensen’s inequality)
= 2n−1.2 ‖F (j, j)‖p = 2n ‖F (j, j)‖p .
This holds for each j ∈ Nn, and so summing over j we get
2n
n∑
j=1
‖F (j, j)‖p ≤
n∑
j=1
∑
d∈Dn
‖xj,d‖
p ≤ 2nCp .
Hence we have
∑n
j=1 ‖F (j, j)‖
p ≤ Cp, and the result follows.
For a measurable subset V ⊂ G and U ∈ J we define χV U ∈ J by
(χV U)(a)(s) = χV (s)U(a)(s) (a ∈ A, s ∈ G) .
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Proposition 5.4. Let Ω be a measure space, and take p with 1 < p < ∞. Let R :
B(L 1(Ω), L p(Ω)) → L p(Ω) be a bounded linear operator, and let (Xi)
n
i=1 and (Yi)
n
i=1 be
measurable partitions of Ω. Then(
n∑
i=1
‖χXiR(χYiU)‖
p
p
)1/p
≤ ‖R‖ ‖U‖ (U ∈ B(L 1(Ω), L p(Ω))) .
Proof. Define F : Nn × Nn → L
p(Ω) by
F (i, j) = χXjR(χYiU) (i, j ∈ Nn) .
For each (d1, . . . , dn) ∈ Dn we have
n∑
j=1
∥∥∥∥∥
n∑
i=1
diF (i, j)
∥∥∥∥∥
p
p
=
n∑
j=1
∥∥∥∥∥
n∑
i=1
diχXjR(χYiU)
∥∥∥∥∥
p
p
=
n∑
j=1
∥∥∥∥∥χXjR
(
n∑
i=1
diχYiU
)∥∥∥∥∥
p
p
=
∥∥∥∥∥R
(
n∑
i=1
diχYiU
)∥∥∥∥∥
p
p
≤ ‖R‖p
∥∥∥∥∥
n∑
i=1
diχYiU
∥∥∥∥∥
p
= ‖R‖p ‖U‖p .
Hence by Lemma 5.3 we have(
n∑
j=1
‖F (j, j)‖pp
)1/p
=
(
n∑
j=1
∥∥χXjR(χYjU)∥∥pp
)1/p
≤ ‖R‖ ‖U‖ .
Lemma 5.5. Let U ∈ B(L 1(Ω), L p(Ω)), let f1, . . . , fn ∈ L
p′(Ω) have pairwise disjoint sup-
ports, and let x1, . . . , xn ∈ L
p(Ω) have pairwise disjoint supports. Set
T =
n∑
i=1
xi ⊗ U
′(fi) : L
1(Ω)→ L p(Ω) .
Then T ∈ B(L 1(Ω), L p(Ω)) and ‖T‖ ≤ ‖U‖max{‖fi‖p′ ‖xi‖p : i ∈ Nn}.
Proof. Set Xi = supp fi (i ∈ Nn), and set C = max{‖fi‖p′ ‖xi‖p : i ∈ Nn}. For a ∈ L
1(Ω),
we have
‖T (a)‖pp =
∥∥∥∥∥
n∑
i=1
〈U(a), fi〉xi
∥∥∥∥∥
p
p
=
n∑
i=1
|〈U(a), fi〉|
p ‖xi‖
p
p
≤
n∑
i=1
‖χXiU(a)‖
p
p ‖fi‖
p
p′ ‖xi‖
p
p
≤ Cp ‖χX1∪···∪XnU(a)‖
p
p ≤ C
p ‖U(a)‖pp .
Therefore ‖T (a)‖p ≤ C ‖U(a)‖p, and the result follows.
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Lemma 5.6. Let G be a locally compact group, and let s1, . . . , sn ∈ G. Then there exists an
open, relatively compact neighbourhood V of e such that the sets s1V, . . . , snV are pairwise
disjoint.
Proof. Since G is a Hausdorff space there exist pairwise disjoint open sets U1, . . . , Un with
si ∈ Ui (i ∈ Nn). For each i ∈ Nn the map t 7→ sit is continuous at e and so there exists an
open neighbourhood Vi of e with siVi ⊂ Ui (i ∈ Nn). Set V = ∩Vi. Then V is the required
set.
In the theorem below we shall use the following identity. For each x ∈ L p(G), λ ∈ L∞(G)
and s ∈ G we have
x⊗ (λ · s) = s−1 ∗ [(s · x)⊗ λ] . (12)
Theorem 5.7. Let G be a locally compact group, and take p with 1 < p <∞. Suppose that
L p(G) is injective in L1(G)-mod. Then G is (p, p)-amenable.
Proof. We set A = L 1(G), E = L p(G) and J = B(A,E). By Proposition 5.2 there exists
R ∈ AB(J˜ , E) with R ◦ Π˜ = IE. For a compact, non-null set V ⊂ G we define a linear
functional ΛV on A
′ by
〈λ,ΛV 〉 =
1
m(V )
∫
V
R(χV ⊗ λ)(t) dm(t) (λ ∈ L
∞(G)) .
For λ ∈ A′ we have
|〈λ,ΛV 〉| ≤ ‖R(χV ⊗ λ)‖p ‖χV /m(V )‖p′ ≤ C ‖λ‖∞ ‖χV ‖p ‖χV /m(V )‖p′ = C ‖λ‖∞ ,
and so ΛV ∈ A
′′ with ‖ΛV ‖ ≤ C. Let F be the family of compact, non-null neighbourhoods
of e in G, and set V1 ≤ V2 if V2 ⊂ V1. Then (F ,≤) is a directed set. Let Λ be a weak-∗
accumulation point in A′′ of the bounded net {ΛV : V ∈ F}. We claim that Λ is (p, p)-multi-
invariant.
Clearly 〈1,Λ〉 = 1 since for each V ∈ F we have
〈1,ΛV 〉 =
1
m(V )
∫
V
R(Π˜χV )(t) dm(t) =
1
m(V )
∫
V
dm(t) = 1 .
Take n ∈ N and a finite subset {s1, . . . , sn} ⊂ G. Let U ∈ B(A,E), and let X =
(X1, . . . , Xn) be a measurable partition of G. Take f1, . . . , fn ∈ L
p′(G)[1] with supp fi ⊂
Xi (i ∈ Nn). Choose V ∈ F such that the sets s1V, . . . , snV are pairwise disjoint. Set
T =
n∑
i=1
χsiV ⊗ U
′(fi) : A→ E .
By Lemma 5.5, T ∈ J and ‖T‖ ≤ ‖U‖m(V )1/p.
27
For each i ∈ Nn we have
m(V ) 〈fi, U
′′(si · ΛV )〉 = m(V ) 〈U
′(fi), si · ΛV 〉
=
∫
V
R(χV ⊗ (U
′(fi) · si))(t) dm(t)
=
∫
V
R((si · χV )⊗ U
′(fi))(sit) dm(t) (by (12))
=
∫
siV
R(χsiV ⊗ U
′(fi))(t) dm(t)
=
∫
siV
R(χsiV T )(t) dm(t) .
Hence by Ho¨lder’s inequality we have
|〈U ′(fi), si · ΛV 〉| ≤ ‖χsiVR(χsiV T )‖pm(V )
1/p′−1 .
Then by Proposition 5.4 we have(
n∑
i=1
|〈fi, U
′′(si · ΛV )〉|
p
)1/p
≤
(
n∑
i=1
‖χsiVR(χsiV T )‖
p
p
)1/p
m(V )1/p
′−1
≤ C ‖T‖m(V )1/p
′−1 ≤ ‖R‖ ‖U‖ .
Therefore (
n∑
i=1
|〈fi, U
′′(si · Λ)〉|
p
)1/p
= lim
V
(
n∑
i=1
|〈U ′(fi), si · ΛV 〉|
p
)1/p
≤ ‖R‖ .
Since this is true for all such collections (fi), we have(
n∑
i=1
‖χXiU
′′(si · Λ)‖
p
p
)1/p
≤ ‖R‖ .
Since this is true for each measurable partition X and U ∈ J[1], by Lemma 3.21, we have
‖(s1 · Λ, . . . , sn · Λ)‖
(p,p)
n ≤ ‖R‖ .
Therefore Cp,p(Λ) ≤ ‖R‖, and G is (p, p)-amenable.
5.3 The discrete case
The proof of Theorem 5.7 becomes much simpler when G is discrete. Let G be a group, and
let 1 < p <∞. We set A = ℓ 1(G), E = ℓ p(G) and J = B(A,E). We shall identify J with a
space of functions in CG×G via
U(t, s) = U(δt)(s) (s, t ∈ G, U ∈ J) .
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With this identification we have
(r ∗ U)(s, t) = U(r−1s, r−1t) (r, s, t ∈ G, U ∈ J) .
The following is a special case of Proposition 5.2, but the proof becomes much more
direct when G is discrete.
Proposition 5.8. Let G be a group, and let 1 < p < ∞. Then ℓ p(G) is injective in
ℓ 1(G)-mod if and only if the morphism Π˜ : E → J˜ is a coretraction.
Proof. The condition is necessary by [8, VII.1.34]. We shall show it is sufficient.
Suppose that there is a morphism R ∈ AB(J˜ , E) with R ◦ Π˜ = IE . Define Q : J → J˜ by
Q(U)(a) = (a ∗ U)(δe) (a ∈ A, U ∈ J) .
For U ∈ J we have
Q(U)(t, s) = (t ∗ U)(e, s) = U(t−1, t−1s) (t, s ∈ G) .
Now for r ∈ G we have
(r ∗Q(U)) (t, s) = Q(U)(r−1t, r−1s) = U(t−1r, t−1s)
= (r · U) (t−1, t−1s) = Q(r · U)(t, s) ,
and hence Q is a left A-module morphism. For x ∈ E, we have
Q(Π(x))(t, s) = Π(x)(t−1, t−1s) = (t−1 · x)(t−1s) = x(s) = Π˜(x)(t, s) (s, t ∈ G) .
Hence Q ◦ Π = Π˜. Finally, we set ρ = R ◦ Q. Then ρ ∈ AB(J, E) and ρ ◦ Π = IE , and so E
is injective in A-mod.
Proposition 5.9. Let S be a set, and take 1 < p <∞. Let R : B(ℓ 1(S), ℓ p(S))→ ℓ p(S) be
a bounded linear operator. Then(∑
s∈S
|R(δsU)(s)|
p
)1/p
≤ ‖U‖ ‖R‖ (U ∈ B(ℓ 1(S), ℓ p(S))) .
Proof. This follows from Proposition 5.4.
By equation (12) we have
δe ⊗ (U
′(δs) · s) = s
−1 ∗ [δs ⊗ U
′(δs)] = s
−1 ∗ (δsU) . (13)
Theorem 5.10. Let G be a group, and take p with 1 < p < ∞. Then ℓ p(G) is injective in
ℓ 1(G)-mod if and only if G is (p, p)-amenable.
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Proof. We set A = ℓ 1(G) and E = ℓ p(G). Suppose first that E is injective in A-mod. By
Proposition 5.8 there exists R ∈ AB(J˜ , E) with R ◦ Π˜ = IE . We define Λ ∈ A
′′ by
〈λ,Λ〉 = R(δe ⊗ λ)(e) (λ ∈ A
′) .
We have
〈1,Λ〉 = R(δe ⊗ χG)(e) = R(Π˜δe)(e) = δe(e) = 1 .
We claim that Λ is a (p, p)-multi-invariant mean. Take n ∈ N and a finite subset
{s1, . . . , sn} ⊂ G. Let U ∈ B(A,E), and let X = (X1, . . . , Xn) be a partition of G. Take
f1, . . . , fn ∈ E
′
[1] with supp fi ⊂ Xi (i ∈ Nn). Set
T =
n∑
i=1
δsi ⊗ U
′(fi) : A→ E .
By Lemma 5.5 T ∈ J and ‖T‖ ≤ ‖U‖.
For each i ∈ Nn we have
〈fi, U
′′(si · Λ)〉 = 〈U
′(fi), si · Λ〉 = R(δe ⊗ (U
′(fi) · si))(e)
= R(δsi ⊗ U
′(fi))(si) (by (13))
= R(δsiT )(si) .
Then by Proposition 5.9 we have(
n∑
i=1
|〈fi, U
′′(si · Λ)〉|
p
)1/p
=
(
n∑
i=1
|R(δsiT )(si)|
p
)1/p
≤ ‖R‖ ‖U‖
Since this is true for all such collections (fi), we have(
n∑
i=1
‖χXiU
′′(si · Λ)‖
p
p
)1/p
≤ ‖R‖ ‖U‖ .
Since this is true for each partition X and U ∈ J , by Lemma 3.21 we have
‖(s1 · Λ, . . . , sn · Λ)‖
(p,p)
n ≤ ‖R‖ .
Therefore Cp,p(Λ) ≤ ‖R‖, and G is (p, p)-amenable.
Conversely, suppose that G is (p, p)-amenable, and let Λ ∈ A′′ be a (p, p)-multi-invariant
mean. For U ∈ J define R(U) : G→ C by
R(U)(s) = 〈U ′(δs), s · Λ〉 = U
′′(s · Λ)(s) (s ∈ G) .
It is easily checked that R(U) ∈ E and R ∈ B(J, E) with ‖R‖ ≤ Cp,p(Λ). For r, s ∈ G we
have
R(r ∗ U)(s) = U ′′(r−1s · Λ)(r−1s) = [r · R(U)] (s) .
Therefore R ∈ AB(J, E). For x ∈ E and s ∈ G we have
R(Π˜x)(s) = 〈1,Λ〉x(s) = x(s) .
Therefore R ◦ Π˜ = IE . By Proposition 5.8, E is injective in A-mod.
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Since (p, p)-amenability implies (q, q)-amenability for any q ≥ p, we have the following
corollary.
Corollary 5.11. Let G be a group, and take p with 1 < p < ∞. Suppose that ℓ p(G) is
injective in ℓ 1(G)-mod. Then ℓ q(G) is injective in ℓ 1(G)-mod for all q ≥ p.
Remark 5.12. There are natural quantitative versions of projectivity, injectivity and flatness.
These were first explicitly introduced and studied in [16]. Let A be a Banach algebra, and
let E ∈ A-mod be injective. We set inj(E) = inf ‖ρ‖ where the infimum is taken over all
right inverse morphisms ρ to the canonical morphism Π.
Let G be a (p, p)-amenable locally compact group, and set Cp,p(G) = inf Cp,p(Λ) where
the infimum is taken over all (p, p)-multi-invariant means Λ. The number Cp,p(G) is related to
inj(Lp(G)). A chase through the constants in this section shows that Cp,p(G) ≤ inj(L
p(G)),
and Cp,p(G) = inj(L
p(G)) if G is discrete.
These constants become significant in light of a recent result of G. Racher. Racher has
proved (by different methods to us) that, for a discrete group G, if ℓ 2(G) is injective with
inj(ℓ 2(G)) = 1, then G must be amenable. It follows from this result and Theorem 5.10 that
a discrete group G is (2, 2)-amenable with C2,2(G) = 1 if and only if G is amenable.
We conjecture that for any p > 1, any (p, p)-amenable locally compact group is amenable.
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