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Abstract
The banana manifoldXban is a smooth projective Calabi-Yau threefold fibered over P1 by abelian surfaces.
Each singular fiber contains a “banana configurationof curves”which generates the three-dimensional lattice
Γ of curve classes supported in the fibers ofXban → P1. The Donaldson-Thomas partition function ofXban
in fiber classes was computed by J. Bryan [18] to be the infinite product
ZDT(Xban)Γ =
∏
d1,d2,d3≥0
∏
k∈Z
(
1−Qd11 Q
d2
2 Q
d3
3 t
k
)−12c(||d||,k)
where ||d|| = 2d1d2+2d1d3+2d2d3−d21−d
2
2−d
2
3, and c(||d||, k) are coefficients of the equivariant elliptic
genus of C2. We observe that under a change of variables, ZDT(Xban)Γ behaves formally like a Borcherds
lift of (12 times) the equivariant elliptic genus.
The main result of this thesis is that the associated Gromov-Witten potentials Fg in genus g ≥ 2 are
meromorphic genus two Siegel modular forms of weight 2g − 2. They arise as Maass lifts
Fg = ML
(
6|B2g|
g(2g − 2)!
E2g(τ)Θ
2(τ, z)
)
of weak Jacobi forms of weight 2g − 2 and index 1 arising in an expansion of the elliptic genus in the
equivariant parameter. Here, Θ2 is the unique weak Jacobi form of weight -2 and index 1. We show the
equivariant elliptic genus of C2 encodes the Gopakumar-Vafa invariants ofXban. Therefore, one can regard
Xban as an example where the generating functions of Gromov-Witten and Donaldson-Thomas invariants in
fiber classes are produced by standard lifts of a modular object encoding the Gopakumar-Vafa invariants. We
note that because this is a Masters thesis, the first six chapters offer an extended introduction to the relevant
background material, while the original results are presented in the final chapter.
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1Introduction
The banana manifold Xban is a smooth projective Calabi-Yau threefold fibered over P1 with generic fiber a
smooth abelian surface. To construct Xban explicitly, let r : S → P1 be a generic rational elliptic surface.
There are 12 singular fibers of r, each of which is a nodal elliptic curve. One can form the fibered product
S ×P1 S and consider the diagonal∆ as a Weil divisor. There are 12 conifold singularities of S ×P1 S, all
of which lie on∆. We define the banana manifold to be
Xban := Bl∆(S ×P1 S) (1.1)
which is a full conifold resolution of singularities. There is a natural map π : Xban → P1 whose generic
fibers are E × E, where E is a smooth elliptic curve. There are 12 singular fibers of π, each containing a
banana configuration of curves – this consists of three rational curvesC1, C2, C3 all meeting in two distinct
points p, q ∈ Xban (see Figure 7.1). The classes in homology ofC1, C2, C3 generate the lattice of fiber curve
classes
Γ = ker(π∗) ⊂ H2(Xban,Z).
p
q
C2C1 C3
||
||
−
−
C3
C2C1
p
q
Figure 1.1: A banana configuration of curves
The Donaldson-Thomas partition function of Xban for the three fiber classes has been computed in a
theorem of J. Bryan [18]. Using this result, the ultimate goal of this thesis is to understand the automorphic
and arithmetic properties of the Donaldson-Thomas partition function, and to a much greater extent, the
associated Gromov-Witten potentials.
Since this is a Masters thesis, we take the opportunity to survey some of the necessary background
material that a beginner would hopefully find useful. Our work on the banana manifold not only requires
understanding Gromov-Witten, Donaldson-Thomas, and Gopakumar-Vafa invariants, but also equivariant
instanton counting on C2, elliptic genera, automorphic forms, and arithmetic lifts. As such, Chapters 2-6
offer partial introductions to these subjects, along with some of the interactions with physics, and a guide to
1
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the literature. Our original results then come in Chapter 7. For the sake of clarity, let us briefly outline the
contents of each chapter, and how each topic fits into the thesis as a whole.
1.0.1 Outline of Topics
We begin in Chapter 2 by studying Yang-Mills theory. This is an exciting theory in its own right, though
for those interested in algebraic or complex geometry, Yang-Mills theory really comes to life when study-
ing holomorphic bundles on Ka¨hler manifolds (Section 2.2). One of the main goals of this chapter is to
understand in this setting how certain spaces of connections can be interpreted as spaces of holomorphic
structures on bundles. By the Donaldson-Uhlenbeck-Yau theorem, the stability of the bundle (a familiar no-
tion to algebraic geometers) translates into the bundle carrying a unique connection solving the Hermitian
Yang-Mills equation (something familiar to differential geometers and physicists).
We also want to understand instantons, which are anti-self-dual connections on bundles. We will even-
tually show (7.35, 7.40) that the Donaldson-Thomas partition function of Xban is very closely related to
(framed) instanton counting on C2.
One reason for introducingYang-Mills theory, is to consistently extend in Chapter 3 the notion of stability
to coherent sheaves on smooth projective varieties. We will introduce Gieseker stability and slope stability
on torsion-free sheaves, as well as Simpson stability on pure sheaves (Section 3.2). These stability conditions
are imposed to produce moduli schemes of stable or semistable sheaves with fixed topological features, so
we also include a brief exposition on moduli problems in general (Section 3.2.2), which will be useful in
later chapters as well. Along the way we hope to acquaint the reader with some basics on coherent sheaves
and the Grothendieck group (or K-theory) of coherent sheaves (Section 3.1.3).
In Section 3.3, applying much of the previous material, we give a discussion of D-branes which we hope
is approachable to mathematicians. D-branes are objects in string theory which intrinsically carry a Yang-
Mills theory on their support. In algebraic geometry, a moduli space of sheaves with fixed topological type
is what a physicist would call a moduli space of D-branes with fixed charges in K-theory. The algebraic
geometers typically impose stability or semistability which the physicist interprets as requiring the D-brane
to produce a supersymmetric or BPS state. We must mention that this story is very much incomplete without
passing to the derived category, which we will not do in this thesis.
Chapter 4 is devoted to introducing Gromov-Witten theory, Donaldson-Thomas theory, as well as the
Gopakumar-Vafa invariants, all of which lie at the heart of modern enumerative geometry. One common
feature shared by these theories is that invariants are extracted from moduli spaces which are different com-
pactifications of the space of smooth curves in a projective variety. In Gromov-Witten theorywe study curves
via stable maps, while in Donaldson-Thomas theory we study curves as subschemes. For the Gopakumar-
Vafa invariants, the central object is not only a moduli space of pure stable torsion sheaves supported on
curves, but also the Hilbert-Chow morphism to the Chow variety. Clearly we will make use of our discus-
sion in the previous chapter of moduli problems in general, and moduli spaces of sheaves in particular. The
way invariants are extracted from the moduli spaces is by using deformation and obstruction theories along
with the existence of a virtual fundamental class. These are very deep ideas, and we will only scratch the
surface.
Wewill also explain physicalmanifestations of these invariants (see Sections 4.1.6, 4.2.5, 4.3.3). Gromov-
Witten theory is equivalent to the A-model topological string theory, and the Donaldson-Thomas invariants
are quantities in the B-model topological string. But one can think of them as a supersymmetric index
computing a virtual number of BPS states of particles engineered by bound states of D2-D0 branes inside a
single D6-brane in Type IIA string theory. The Gopakumar-Vafa invariants are a virtual count of M2-branes
2
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in M-theory. One should consult the D-brane section of Section 3.3 to compliment this material.
One of the insights from physics is that these invariants should be packaged into generating functions.
For a smooth projective Calabi-Yau threefold X , the genus g Gromov-Witten potential is (see Section 4.1
for full details)
Fg(v) =
∑
β∈H2(X,Z)
GWg,β(X)v
β . (1.2)
This is a generating function whose coefficients are virtual counts of genus g curves in homology class β. In
physics, Fg is a genus g topological string amplitude. Similarly, the Donaldson-Thomas partition function
is defined to be (see Section 4.2)
ZDT(X) =
∑
β∈H2(X,Z)
∑
n∈Z
DTβ,n(X)v
βpn. (1.3)
This is a generating functionwhose coefficients are virtual counts of ideal sheaves of curves and points inX .
Physically, ZDT(X) is the partition function of certain BPS black holes engineered from a single D6-brane,
no D4-branes, and bound states of D2-D0 branes. For the banana manifold, we will be interested in both Fg
and ZDT(Xban) restricted to the fiber classes described above.
A fundamental quantity in our work on the banana manifold is the elliptic genus. As we introduce in
Chapter 5, the elliptic genusEllq,y(X) of a compact, complexmanifoldX is a topological index generalizing
the Euler characteristic, the Poincare´ polynomial, and the χy-genus. We introduce equivariant cohomology
and Atiyah-Bott localization as a method for computing these topological indices in certain cases (Section
5.2). In fact, we will be primarily interested in the elliptic genus of non-compact toric varieties, which one
must define via Atiyah-Bott localization. This is an example of an equivariant index. Of particular interest
to the banana manifold, we will show that in the case of C2 this equivariant elliptic genus is
Ellq,y(C
2; t) = y−1
∞∏
n=1
(1− yqn−1t)(1 − y−1qnt−1)(1− yqn−1t−1)(1 − y−1qnt)
(1 − qn−1t)(1− qnt−1)(1− qn−1t−1)(1− qnt)
(1.4)
where t is a single equivariant parameter. One can also define and compute the equivariant elliptic genus of
Hilbert schemes of points on C2 via localization. A generating function of the form
∞∑
m=0
QmEllq,y
(
Hilbm(C2); t
)
(1.5)
is an example of a Nekrasov partition function which is (the instanton part of) a partition function inN = 2
gauge theory. In Section 5.6 we study Nekrasov partition functions on C2 in some generality, replacing the
Hilbert scheme by a higher rank instanton moduli space, and replacing the elliptic genus by a more general
equivariant index.
The theory of automorphic forms is becoming an increasingly powerful tool for modern enumerative
geometers. Certain generating functions (like those described above) may exhibit automorphy which could
be due to hidden geometrical symmetries, and might motivate conjectures one can make. To this end, in
Chapter 6 we survey just a few kinds of automorphic forms relevant to the thesis: ordinary modular forms,
Jacobi forms, and Siegel modular forms. Of particular interest will be Jacobi forms (Section 6.2), which are
two-variable holomorphic functions ϕk,m(τ, z) transforming under SL2(Z) ⋉ Z2 with weight k and index
m. Jacobi forms admit a Fourier expansion
ϕk,m(τ, z) =
∑
n,l∈Z
c(n, l)qnyl (1.6)
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where we consistently use the change of variables q = e2πiτ and y = e2πiz . We say the Jacobi form is
weak if c(n, l) = 0 unless n ≥ 0. To touch base with the previous section, the elliptic genus of a compact
Calabi-Yau manifold is a weak Jacobi form of weight zero.
A genus two Siegelmodular form is a three-variable holomorphic functionF (τ, z, σ) transformingunder
the symplectic group Sp4(Z). The ring of such objects is finitely-generated and we study the generators in
Section 6.3.4. Jacobi forms and genus two Siegel modular forms are closely linked. In Section 6.2.3 we will
be interested in certain arithmetic lifts of Jacobi forms. Given a weak Jacobi form ϕk,1 of index one, we can
define the Hecke operators (6.60, 6.65) denoted Vm form ≥ 0, and form theMaass lift of ϕk,1
ML(ϕk,1) =
∞∑
m=0
Qm
(
ϕk,1
∣∣Vm). (1.7)
It turns out [2, 3] that ML(ϕk,1) is a genus two meromorphic Siegel modular form of weight k, where
Q = e2πiσ . One can more generally define Jacobi forms Φk(τ,w) of matrix index and many elliptic
variables. Generalizing the Maass lift, we can define the formal Borcherds lift in the case of weight zero
BL(Φ0) = exp
(
ML(Φ0)
)
. (1.8)
This lift behaves formally like a Borcherds lift [14], and takes the form of an infinite product, but we make
no claims about the automorphy of the resulting quantity.
Finally, in Chapter 7 we use much of the expositional material above to present our original results on
the partition functions of the banana manifoldXban. The central quantity in our proposal is the equivariant
elliptic genus (1.4)
Φ0(τ, z, x) = Ellq,y(C
2; t) =
∞∑
g=0
λ2g−2ψ2g−2(τ, z) (1.9)
where t = eiλ and λ = 2πx. We will show that Φ0 is a weak Jacobi form of weight zero and matrix index.
Expanding in λ as shown above, the coefficients ψ2g−2 are weak Jacobi forms of weight 2g − 2 and index
one [114], which for genus g ≥ 2 are given explicitly as
ψ2g−2(τ, z) =
|B2g|
2g(2g − 2)!
E2g(τ)Θ(τ, z)
2 (1.10)
where B2g is a Bernoulli number, E2g(τ) is the Eisenstein series of weight 2g, and Θ(τ, z)2 is the unique
(up to scale) weak Jacobi form of weight -2 and index 1 (6.45). Using results of J. Bryan [18], we show that
the Donaldson-Thomas partition function of Xban restricted to the lattice of fiber classes Γ, is the formal
Borcherds lift of 12Φ0
ZDT(Xban)Γ = BL(12Φ0) =
∏
(m,n,l,k)>0
(
1−Qmqnyltk
)−12c(4nm−l2,k)
(1.11)
where c(4nm − l2, k) are the Fourier coefficients of Φ0, and there is a simple change of variables (7.39)
from the Ka¨hler classes of the banana curves to Q, q, y. We note that there are other geometries where a
weight zero automorphic object lifts to produce the Donaldson-Thomas partition function [64, 90].
Our main result is the following: assuming the GW/DT correspondence forXban, the genus g Gromov-
Witten potentials Fg for g ≥ 2 are the Maass lifts of (12 times) the weak Jacobi forms ψ2g−2
Fg(τ, z, σ) = ML(12ψ2g−2). (1.12)
4
1. Introduction
As discussed above, it follows that Fg is a meromorphic genus two Siegel modular form of weight 2g − 2.
This result can be partially explained throughmirror symmetry (see Remark 7.3.2). We describe completely
the denominators of the Fg and can therefore in principal, compute Fg explicitly for arbitrary g.
We observe that the Gopakumar-Vafa invariants of Xban are encoded non-trivially into the equivariant
elliptic genus 12Φ0. We can summarize these phenomena on the banana manifold as follows: there exists
a weight zero modular object encoding the Gopakumar-Vafa invariants which is lifted in standard ways
to product the Donaldson-Thomas and Gromov-Witten theories in fiber classes. The formal Borcherds lift
produces the Donaldson-Thomas partition function. Expanding in the equivariant parameter and taking the
Maass lift of the coefficient Jacobi forms, we get the Gromov-Witten potentials, which are Siegel modular
forms. These results are compatible via the asymptotic statement of the GW/DT correspondence.
ZDT(Xban)Γ
∑∞
g=0 λ
2g−2ML(12ψ2g−2)
12Φ0(τ, z, x) =
∑∞
g=0 λ
2g−212ψ2g−2(τ, z)
(Asymptotic) GW/DT Corresopndence
Formal Borcherds Lift of 12Φ0 Maass Lift of the 12ψ2g−2
(1.13)
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2Introduction to Yang-Mills Theory and
Instantons
Yang-Mills theory (also known as gauge theory) refers to the study of connections on principal bundles or
associated vector bundles which solve the Yang-Mills equations. Equivalently, these are special connections
which locally minimize a natural action functional in physics. Identifying connections up to gauge equiv-
alence, one can construct moduli spaces of such connections, and study their topology and geometry. As
we will explain, the holomorphic structures on a Hermitian vector bundle over a complex manifold are in
one-to-one correspondence with integrable Hermitian connections. Therefore, Yang-Mills theory on com-
plex manifolds can produce moduli spaces of bundles, and this fact is the origin of the contact made with
algebraic geometry.
Aside from being a beautiful theory itself, there are at least two related reasons an algebraic geometer
should care about Yang-Mills theory. First, Yang-Mills theory often provides a more intuitive and physical
realization of stable bundles and sheaves, which we introduce in the next chapter. This culminates in the
Donaldson-Uhlenbeck-Yau theorem where the notion of a stable bundle is reinterpreted as the existence of
an irreducible Hermitian Yang-Mills connection on the bundle. In addition, D-branes are objects carrying
a Yang-Mills theory which play a large role in modern mathematics and physics.
The secondmajor application of Yang-Mills theory to algebraic geometry comes in the formof instantons
on smooth algebraic surfaces. Fixing discrete invariants, we get finite dimensional moduli spaces of instan-
tons which may be compactified (or partially compactified) by adding torsion-free sheaves. A phenomenon
known as geometric engineering is a highly non-trivial relationship between instantons on a surface and
curves on a threefold. One aspect of this thesis in the final chapter, will be studying the relationship between
an instanton partition function and a Donaldson-Thomas partition function of a Calabi-Yau threefold.
2.1 The Differential Geometry of Yang-Mills Theory
In this section, we assume the reader is familiar with some foundational ideas in differential topology and
geometry, specifically with regards to Lie groups and Lie algebras. For more details on the topics to follow,
one can consult [26, 33, 34, 53].
2.1.1 PrincipalG-Bundles
Let X be a smooth manifold, and let G be a Lie group with Lie algebra g. The most fundamental object in
a Yang-Mills theory is a principalG-bundle, which we define now to be a special type of fiber bundle over
X with fiber G.
Definition 2.1.1. A principal G-bundle (often shortened to principal bundle) is a fiber bundle π : P → X
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with fiber diffeomorphic to G such that the total space P is smooth, π is a smooth surjection, and there is
a smooth free and transitive right G-action on P preserving the fibers of π. We will refer to X as the base
space and to G as the structure group.
Until emphasized otherwise, we will take X to be an arbitrary smooth manifold of any dimension. In
various contexts to follow, we may impose Riemannian or complex structure, as well as a specialization to
two or four dimensions. We will also eventually askG to be compact, but that is not necessary for now. It is
convenient to sometimes denote the right action on a principal bundle byRg , for example when considering
the pushforward of this action. At other times, it will be denoted simply as multiplication by g on the right.
From the definition of a principal bundle, there are two main components to specify: the projection
map π and the free action. Therefore, when defining morphisms of principal bundles, we expect them to be
bundle morphisms commuting with the projection maps, but also satisfying an equivariance property with
respect to the group action.
Definition 2.1.2. LetP andP ′ be two principalG-bundles with the same base spaceX and projectionmaps
π and π′, respectively. A principal bundle morphism from P to P ′ consists of a smooth map ϕ : P → P ′
compatible with the projections, and equivariant with respect to the group actions. This is summarized in
the commutative diagram (2.1) where the equivariance condition is R′g ◦ ϕ = ϕ ◦Rg .
P P ′
P P ′
X
ϕ
ϕ
π
Rg
π′
R′g
(2.1)
A principal bundle isomorphism is an equivariant diffeomorphismϕ : P → P ′ compatible with projections.
We call a principal bundle P trivial if it is isomorphic as a principal bundle toX ×G.
This definition can be generalized to allow for different base spaces and even different structure groups. For
our purposes, the above definition will suffice.
Remark 2.1.1. The set of principalG-bundle automorphisms AutP forms a group under composition. The
precise structure of AutP as well as its crucial role in Yang-Mills theory will be established in subsequent
sections.
Vector bundles always have global sections, but the following proposition shows this to be false for
principal bundles.
Proposition 2.1.1. A principal bundle P admits a global section if and only if it is trivial.
Proof. If P is trivial, there exists an equivariant diffeomorphism ϕ : X × G→ P , and ϕ(−, e) : X → P
defines a global section. Conversely, assume s : X → P is a global section. We define equivariant maps
ϕ : X × G → P by ϕ(x, g) = Rgs(x) and ϕ˜ : P → X × G by ϕ˜(p) =
(
π(p), g
)
where g ∈ G is the
unique group element such that Rgs
(
π(p)
)
= p. A simple verification shows that ϕ and ϕ˜ are equivariant
diffeomorphisms and mutual inverses.
Because a principal bundle is in particular a fiber bundle, it must trivialize on some open cover ofX .
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Definition 2.1.3. A local trivialization of P consists of an open cover {Uα} of X , and equivariant maps
gα : π
−1Uα → G making the following diagram commute:
π−1Uα Uα ×G
Uα
Ψα=(π,gα)
π pr1
(2.2)
On overlapping trivializing open sets Uαβ = Uα ∩ Uβ , we have two different ways of locally identifying
the bundle with Uαβ × G, using Ψα = (π, gα) or Ψβ = (π, gβ). Over π−1Uαβ , the two trivializations
Ψα( p) and Ψβ( p) do not have to agree, but there must exist functions g˜αβ : π−1Uαβ → G defined by
gα( p) = g˜αβ( p)gβ( p) for all p ∈ π−1Uαβ . This is summarized in the following diagram.
Uαβ ×G π−1Uαβ Uαβ ×G
Uαβ
pr1
Ψα Ψβ
π
pr1
(2.3)
By the equivariance of gα and gβ it is easy to see that g˜αβ is constant on each fiber, g˜αβ(p · g) = g˜αβ( p).
Therefore, g˜αβ descends to G-valued functions
gαβ : Uαβ → G (2.4)
which we call the transition functions. One should read gαβ as transforming a group element in the β
trivialization to a group element in the α trivialization. The transition functions define cocycles
{gαβ} ∈ Hˇ
1(X,G) (2.5)
in the Cˇech cohomologyof the sheaf G ofG-valued functions. Explicitly, this means that gαβ(x)gβα(x) = e
for all x ∈ Uαβ , and gαβ(x)gβγ(x)gγα(x) = e for all x ∈ Uαβγ .
2.1.2 Associated Vector Bundles
The goal of this section is to introduce vector bundles which are canonically constructed from a principal
G-bundle along with a particular representation ofG. These are called associated vector bundles. It is really
the transition functions of the principal bundle and the representation which determine the properties of the
resulting vector bundle. We will also introduce the frame bundle as a way of recovering a principal bundle
from a vector bundle, and argue that at least for all structure groups of interest, this gives a bijection between
the two types of objects.
Let V be a complex vector space called the fiber and let ρ : G→ GL(V ) be a representation of the Lie
groupG by invertible linear transformations of V .
Definition 2.1.4. Given a principal G-bundle π : P → X and a representation ρ : G → GL(V ), the
associated vector bundle P ×ρ V is defined by
P ×ρ V = P × V/ ∼,
where (p1, v1) ∼ (p2, v2) when p2 = p1g and v2 = ρ(g−1)v1 for some g ∈ G. Denote the equivalence
classes by [p, v] ∈ P×ρV . Finally, the projection map πV : P×ρV → X is defined by πV
(
[p, v]
)
= π(p).
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One can show that P ×ρ V is indeed a vector bundle with fiber V and trivializes over the same open cover
ofM as P with transition functions,
ϕαβ = ρ(gαβ) : Uαβ −→ G
ρ
−→ GL(V )
The structure group of the bundle P ×ρ V is the group ρ(G) ⊆ GL(V ).
Conversely, given a complex vector bundle E → X of rank n with fibers Ex, a frame at x ∈ X is a
choice of ordered basis of Ex, and the set of all frames Frx at x has a natural right action by GLn(C). The
frame bundle Fr(E) of E is the principalGLn(C)-bundle overX where the fiber at x ∈ X is Frx. If E is a
real vector bundle or has reduced structure group, the same construction is valid.
The Associated Adjoint Bundles
Given a Lie group G, we have a group homomorphism Ad : G → Aut(G) such that Ad(g) acts on G by
conjugation
Ad(g)(h) = ghg−1. (2.6)
We call Ad the adjoint action. Note that for all g ∈ G, Ad(g) preserves the identity, so we get an induced
map ad : G→ GL(g) defined by ad(g) =
(
Ad(g)
)
∗
: g→ g. In general, for all x ∈ g we have
ad(g)(x) =
d
dt
(
getxg−1
)∣∣
t=0
. (2.7)
In the case of a matrix group, one can make sense of group elements acting on Lie algebra elements. The
adjoint action can be written in this case as
ad(g)(x) = gxg−1, (2.8)
and called the adjoint representation. Associated to a principalG-bundleP along with the adjoint represen-
tation, we get the following adjoint bundle via the associated bundle construction,
adP = P ×ad g. (2.9)
The adjoint bundle is a real or complex vector bundle depending on whetherG is a real or complex Lie
group. A fiber of adP is of course g itself and therefore, the rank of the adjoint bundle is the dimension of
G. In the case of a matrix group G, over the intersection Uαβ of two trivializing open sets, the transition
functions of adP are given by
ad
(
gαβ(u)
)
(x) = gαβ(u)x g
−1
αβ (u) (2.10)
for all u ∈ Uαβ and x ∈ g, where gαβ is as in (2.4). This example illustrates how the transition functions of
the principal bundle along with the representation determine the associated vector bundle.
One can construct more general associated fiber bundles with a manifold F as a fiber, and homo-
morphism ρ : G → Aut(F ). Given a principal G-bundle P , choosing F = G and homomorphism
Ad : G→ Aut(G), we get a fiber bundle
AdP = P ×Ad G (2.11)
with fiber G. Note that AdP is not a principal G-bundle, however the space Ω0(AdP) of smooth sections
of AdP naturally inherits a group structure given by fiberwise multiplication. This in fact turns out to be
isomorphic to a familiar group. A proof of the following lemma can be found in [34].
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Lemma 2.1.1. The group Ω0(AdP) is naturally isomorphic to the group AutP of principal bundle auto-
morphisms.
The automorphism group AutP ∼= Ω0(AdP) is an infinite-dimensional Lie group under fiberwise multipli-
cation, with Lie algebra Ω0(adP).
2.1.3 Relationship Between Principal Bundles and Vector Bundles
Let P be a principalGLn(C)-bundle over base space X . Choosing ρ to be the fundamental representation
of GLn(C) on Cn, we get an associated complex vector bundle E of rank n. Conversely, given a rank
n complex vector bundle E, we recover a principal GLn(C)-bundle as the frame bundle Fr(E). These
two constructions are mutually inverse and therefore, for structure group GLn(C), we have the following
equivalence
{
Principal
GLn(C)-bundles
}
⇐⇒
{
Complex vector bundles
of rank n
}
.
In practice, this allows one to work with complex vector bundles instead of principalGLn(C)-bundles.
A principal SLn(C)-bundle gives rise to a complex vector bundleE of rank n with trivial determinant,
ΛnE ∼= X × C. Conversely, given a rank n complex vector bundle E with trivial determinant, the frame
bundle Fr(E) is a principal SLn(C)-bundle. As above, these two constructions are mutually inverse and
give rise to the correspondence
{
Principal
SLn(C)-bundles
}
⇐⇒
{
Complex vector bundles E
of rank n with ΛnE ∼= X × C
}
.
The two additional structure groups we will be interested in are U(n) and SU(n), which arise as the
compact real forms of GLn(C) and SLn(C), respectively. Both groups G = U(n) or G = SU(n) are
defined as the group of symmetries preserving a Hermitian form on a complex vector space V of dimension
n, where forSU(n) it must also preserve a volume form. We therefore have a Hermitian form q : V ×V → C
such that q(gv, gw) = q(v, w) for all g ∈ G and all v, w ∈ V . One can show that for all Lie algebra elements
a ∈ g ⊆ End(V ) = gl(V ) and all v, w ∈ V the following important constraint must be satisfied
q(av, w) + q(v, aw) = 0. (2.12)
In the above equation, it is important to interpret a ∈ g as an endomorphism of V . An important notion in
what follows will be that of a Hermitian metric on a complex vector bundle.
Definition 2.1.5. LetE be a complex vector bundle. A Hermitian metric h onE is a collection of Hermitian
forms hx : Ex × Ex → C for all x ∈ X which varies smoothly with x. A Hermitian vector bundle (E, h)
is a complex vector bundle with a Hermitian metric h.
One can show that a Hermitian vector bundle has its structure group reduced fromGLn(C) to U(n) by
the metric, and further to SU(n) if ΛnE ∼= X × C. Moreover, we have the following correspondence via
the associated bundle and frame bundle constructions
{
Principal
U(n)-bundles
}
⇐⇒
{
Hermitian vector bundles
of rank n
}
.
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In the obviousmanner, Hermitian vector bundleswith trivial determinant give rise to the similar equivalence
{
Principal
SU(n)-bundles
}
⇐⇒
{
Hermitian vector bundles (E, h)
of rank n with ΛnE ∼= X × C
}
.
For readers interested in complex and algebraic geometry, the takeaway from this section should be that
for these structure groups, instead of considering principal bundles, one can work entirely with complex
vector bundles with a metric, and possibly trivial determinant. This leads us to an important remark.
Remark 2.1.2. In this chapter we will be primarily interested in structure groups U(n) or SU(n), so we
will consistently let G denote one of these two groups. At times we will say “let (E, h) be a Hermitian
vector bundle with structure groupG” which simply means that (E, h) is a Hermitian vector bundle, and it
has trivial determinant if G = SU(n). We will also always take trivializing charts such that the transition
functions take values in G.
Bundle Automorphisms and Endomorphisms
Given a complex vector bundle E of rank n, the bundle of endomorphisms EndE ∼= E ⊗ E∨ is a complex
vector bundle of rank n2 with fiber EndEx ∼= Ex ⊗ E∨x ∼= gln(C) for all x ∈ X . In addition, the set of
automorphismsAutE ofE is a group under composition. In fact, AutE is a fiber bundle over the base space
X with fiber GLn(C) – it is not however a principalGLn(C)-bundle.
If PE is the principal GLn(C)-bundle corresponding uniquely to E, then AutE and EndE are both
bundles associated to PE coinciding with the adjoint bundles introduced earlier
AutE = AdPE = PE ×Ad GLn(C)
EndE = adPE = PE ×ad gln(C)
(2.13)
where both adjoint representations above are taken with respect to the groupGLn(C). Indeed, if the transi-
tion functions ofE are {ϕαβ}, the transition functions of EndE are {ad(ϕαβ)}, consistent with the transition
functions of the associated bundle, and similarly for AutE. Comparing (2.13) and Lemma 2.1.1 we see that
automorphisms of PE correspond to global sections of AutE.
Let (E, h) be a Hermitian vector bundle with structure groupG, assumed to be either U(n) or SU(n),
and let PE be the uniquely corresponding principalG-bundle. We denote by
GE := AdPE ⊂ AutE
gE := adPE ⊂ EndE
(2.14)
respectively, the vector bundle automorphisms and endomorphisms, compatible with the structure groupG.
Note that GE is a subbundle of AutE with fiber G ⊂ GLn(C) and gE is a subbundle of EndE with fiber
g ⊂ gln(C). Just as in the case ofGLn(C), the automorphisms of PE correspond to global sections ofGE .
2.1.4 Connections on Complex and Hermitian Vector Bundles
A smooth function on a manifoldX valued inCn can be thought of as a smooth section of the trivial bundle
X×Cn. Such sections can be differentiated in a standard way using the exterior derivative. One introduces
the notion of a connection to generalize the differentiation of smooth functions to sections of an arbitrary
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vector bundle. A choice of a connection provides a way of identifying nearby fibers in a vector bundle,
which allows one to then make sense of a directional derivative of a section.
LetE be a complex vector bundle of rank n on a smooth manifoldX . Throughout, we denote byΩp(E)
the C∞(X)-module of p-forms onX valued in E. More specifically, this is the space of global sections of
the bundle ΛpT
∨
X ⊗ E. For an open set U ⊂ X , we will denote the local p-forms valued in E by Ω
p
U (E).
Definition 2.1.6. A connection on a complex vector bundleE is a C-linear map
dA : Ω
0(E)→ Ω1(E) (2.15)
satisfying the Leibniz rule dA(f · s) = f · dA(s) + s · df , for all functions f ∈ C∞(X) and sections
s ∈ Ω0(E).
One can use a connection to make sense of differentiating sections of E in the direction of a particular
tangent vector field to X . If 〈·, ·〉 is the natural contraction of vector fields and one-forms onX , then given
any section s ∈ Ω0(E) and vector field v ∈ Ω0(TX), one can define the derivative of s along v to be
〈dA(s), v〉 ∈ Ω0(E). Because of this property, a connection as we have defined it, is sometimes called a
covariant derivative.
IfPE is the principalGLn(C)-bundle correspondinguniquely toE, then a connection onE is equivalent
to a connection on PE . For details, we refer the reader to [34, Section 2.10].
The origin of the notation dA can be understood as follows. Suppose E trivializes over an open set
U ⊂ X . We can identify local sections of E with C∞(U,Cn). A local frame (e1, . . . , en) of E over U is a
collection of functions ei ∈ C∞(U,Cn) which at each point of U , form a basis of the fiber Cn. For each ei
we can write
dA(ei) =
n∑
j=1
Aijej (2.16)
for a matrix A = (Aij) of one-forms on U . We refer to A as the connection one-form associated to dA on
U . In physics, the Aij are called gauge fields.
Proposition 2.1.2. IfdA and d
′
A′ are connections on a complex vector bundleE, then dA−d
′
A′ ∈ Ω
1(EndE).
Conversely, given a ∈ Ω1(EndE) and any connection dA, then dA + a is again a connection.
Proof. To show that dA − d′A′ is a EndE-valued one-form, we simply need to show it to be C
∞(X)-linear.
But by the Leibniz rule, it is indeed clear that
(dA − d
′
A′)(f · s) = f · (dA − d
′
A′)(s) (2.17)
for all f ∈ C∞(X) and s ∈ Ω0(E). For the second claim, note that a ∈ Ω1(EndE) can act on Ω0(E) by
multiplication in the form part, and evaluation in the endomorphism part. Therefore
(dA + a)(f · s) = f · dA(s) + s · df + a(f · s)
= f · (dA + a)(s) + s · df
(2.18)
which verifies that dA + a satisfies the Leibniz rule.
Because a connection is not itself C∞(X)-linear, it is not a tensor. But by the proposition, differences
between connections are indeed one-forms onX valued in the endomorphism bundle. We typically denote
by A (E) the space of all connections on a fixed complex vector bundle E. The above proposition implies
the following corollary establishing the structure of A (E).
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Corollary 2.1.1. The space of connectionsA (E) on a complex vector bundleE is an infinite-dimensional
affine space modeled on Ω1(EndE). In particular, there is no canonically distinguished connection.
Given a connection dA on E, one can induce a connection on the standard bundles constructed from E.
We choose to also denote these connections by dA. For example, the connection induced on the determinant
ΛnE is defined by
dA(s1 ∧ . . . ,∧sn) =
n∑
i=1
s1 ∧ . . . ∧ dA(si) ∧ . . . ∧ sn (2.19)
for local or global sections si of E.
On a Hermitian vector bundle with possibly trivial determinant, we ask that a connection be compatible
with these extra structures or properties. We take an orthonormal frame of (E, h) to mean a local frame
(e1, . . . , en) of E, orthonormal with respect to h. That is, for all i, j we have h(ei, ej) = δij .
Definition 2.1.7. A Hermitian connection on a Hermitian vector bundle (E, h) of rank n overX is a con-
nection dA on the complex vector bundleE which additionally satisfies
dh(s, t) = h
(
dA(s), t
)
+ h
(
s, dA(t)
)
(2.20)
for all sections s, t ∈ Ω0(E). If the determinant of E is trivial, there must also exist around each point an
orthonormal frame (e1, . . . , en) of E such that dA(e1 ∧ . . . ∧ en) = 0.
It is helpful to understand what this definition implies locally. If (e1, . . . , en) is an orthonormal frame
of E, then applying (2.16) and (2.20) we see
0 = dh(ei, ej) =
n∑
k=1
Aikh(ek, ej) +
n∑
k=1
Ajkh(ei, ek)
= Aij + Aji
(2.21)
which is the statement that the connection one-formA is skew-Hermitian. In other words, A is a one-form
valued in the Lie algebra un of U(n). Similarly, using also (2.19) we have
dA(e1 ∧ . . . ∧ en) = Tr(A)(e1 ∧ . . . ∧ en) (2.22)
which means that if dA is a connection on a bundle with trivial determinant,A must also be traceless. This
makes A a one-form valued in the Lie algebra sun of SU(n).
Definition 2.1.8. Assuming G to be either U(n) or SU(n), a G-connection on a Hermitian vector bundle
(E, h) is a Hermitian connection satisfying the additional condition in Definition 2.1.7 if G = SU(n). We
denote the space of G-connections on (E, h) by AG(E, h).
Though we will not prove it, G-connections always exist. Let gE ⊂ EndE be the bundle of Lie algebras
associated to the adjoint representation of G. Depending onG, the fiber of gE is either un or sun.
Corollary 2.1.2. The space ofG-connectionsAG(E, h) is an infinite-dimensional affine space modeled on
Ω1(gE). In particular, there is no canonically distinguishedG-connection.
Proof. Given any G-connection dA and any a ∈ Ω1(gE), we want to show that dA + a is again a G-
connection. We have previously shown that dA+ a is at least a connection on E, so it remains to verify that
(2.20) is satisfied. We have
h
(
(dA + a)(s), t
)
+ h
(
s, (dA + a)(t)
)
= dh(s, t) + h(as, t) + h(s, at) (2.23)
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using that dA is a G-connection as well as the bilinearity of h. However, we have h(as, t) + h(s, at) = 0,
as can be seen locally, where this becomes the statement that aij + aji = 0. If the determinant of E is
trivial, the connection one-formA as well as a are one-forms valued in traceless skew-Hermitian matrices.
We must then verify that
(dA + a)(e1 ∧ . . . ∧ en) = 0. (2.24)
Because we have already shown that dA + a is again a connection, we know by (2.22)
(dA + a)(e1 ∧ . . . ∧ en) = Tr(A+ a)(e1 ∧ . . . ∧ en) (2.25)
and this indeed vanishes, completing the proof.
The Local Description of Connections
Let (E, h) be a Hermitian vector bundle with structure group G trivializing on an open cover {Uα} of X
through isomorphismsE|Uα ∼= Uα×C
n. Then on intersecting open setsUαβ = Uα∩Uβ , we have transition
functions ϕαβ : Uαβ → G. Let (e1, . . . , en) be an orthonormal frame of (E, h) over Uα, and let sα be a
local section, with components s(i)α : Uα → C relative to the frame for all i = 1, . . . , n. Using the Leibniz
rule, we can compute the action of dA on sα to be
dA(sα) = dA
( n∑
i=1
s(i)α ei
)
=
n∑
i=1
(
d(s(i)α )ei + s
(i)
α dA(ei)
)
=
n∑
i=1
(
d(s(i)α )ei + s
(i)
α
n∑
j=1
(Aα)ijej
) (2.26)
where we have also used the definition (2.16) of the connection one-formAα ∈ Ω1(Uα)⊗ g. We therefore
see that the local description of the connection on Uα is
dA|Uα = d+Aα. (2.27)
Proposition 2.1.3. The connection one-forms Aα and Aβ are related on Uαβ by
Aβ = ϕ
−1
αβAαϕαβ + ϕ
−1
αβ dϕαβ . (2.28)
Proof. Let s ∈ Ω0(E) be a global section of E which restricts to local sections sα : Uα → Cn. For all
x ∈ Uαβ , we have an invertible linear map ϕαβ(x) ∈ G on fiber Ex and sα(x) = ϕαβ(x)sβ(x). The
condition we require to hold is,
ϕαβ
(
d+Aβ
)
sβ =
(
d+Aα
)
sα (2.29)
from which the result follows after a straightforward computation.
The term ϕ−1αβdϕαβ in (2.28) is the local manifestation of a G-connection not being a tensor. However,
because this term depends only on ϕαβ , taking the difference of two G-connections dA − d′A′ gives the
transformation
Aβ −A
′
β = ϕ
−1
αβ(Aα −A
′
α)ϕαβ (2.30)
which is precisely how a one-form valued in gE should transform (see Corollary 2.1.2).
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2.1.5 The Curvature of a Connection
Given a connection dA on a complex vector bundle E over a smooth manifoldX of dimensionm, we have
seen that dA defines a covariant differentiation of sections of E. Using dA, we may generalize the de Rham
complex
Ω0(X)
d
−→ Ω1(X)
d
−→ · · ·
d
−→ Ωm(X) −→ 0 (2.31)
to differential forms onX valued in the bundleE
Ω0(E)
dA−→ Ω1(E)
dA−→ · · ·
dA−→ Ωm(E) −→ 0. (2.32)
The covariant derivative dA is uniquely defined by requiring that it coincides with the connection onΩ0(E)
and for dA : Ωp(E)→ Ωp+1(E), we have the Leibniz rule
dA(ω ∧ s) = dω ⊗ s+ (−1)
pω ∧ dA(s) (2.33)
for all ω ∈ Ωp(X) and s ∈ Ω0(E). The exterior derivative of course satisfies d2 = 0, but we do not in
general have dA ◦ dA = 0.
Definition 2.1.9. The curvature FA of the connection dA on a complex vector bundleE is defined by
FA := dA ◦ dA : Ω
0(E)→ Ω2(E). (2.34)
The connection dA is said to be flat if the curvature is identically zero, FA = 0.
Slightly generalizing the Leibniz rule (2.33), one can show that
dA(β ∧ s) = dβ ∧ s+ (−1)
kβ ∧ dA(s) (2.35)
for all β ∈ Ωk(X) and s ∈ Ωl(E). It follows from this that FA is C∞(X)-linear, meaning we have
FA ∈ Ω2(EndE). If (E, h) is a Hermitian vector bundle with structure groupG, assumed to be either U(n)
or SU(n), we simply have FA ∈ Ω2(gE).
We therefore interpret the map (2.34) to be given as action by the endomorphism part of FA, and mul-
tiplication by the form part. The curvature should be thought to measure the obstruction to the sequence
(2.32) being a complex. It is then evidently the flat connections on which the covariant derivative behaves
analogously to the exterior derivative.
Given a covariant derivative dA on a complex vector bundle E, there is a canonical way to induce
a covariant derivative on EndE, which we will also denote by dA. Given sections σ ∈ Ωk(EndE) and
s ∈ Ω0(E), the condition uniquely determining dA : Ωk(EndE)→ Ωk+1(EndE) is the Leibniz-like rule
dA(σ · s) = dA(σ)(s) + σ · dA(s) (2.36)
which can be rearranged and taken as the definition of dA(σ). We evidently have
dA(σ) := dA ◦ σ − σ ◦ dA = [dA, σ] (2.37)
which one may see defined as dA := [dA,− ]. It should be clear from the context whether dA is the covariant
derivative on E or that on EndE. If (E, h) is a Hermitian vector bundle with structure group G, one may
similarly induce a covariant derivative on the adjoint bundle gE .
Understanding now how to differentiate endomorphism-valued forms, the following result, known as the
Bianchi identity, is an important global constraint on the curvature.
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Proposition 2.1.4 (Bianchi Identity). The curvature FA ∈ Ω2(gE) satisfies
dA(FA) = 0, (2.38)
where dA is interpreted as the induced covariant derivative on gE .
Proof. By the above discussion, for all sections s ∈ Ω0(E) we have
dA(FA)(s) = dA
(
FA(s)
)
− FA
(
dA(s)
)
= (dA ◦ dA ◦ dA)(s)− (dA ◦ dA ◦ dA)(s) = 0.
(2.39)
Remark 2.1.3. Despite the fact that FA = dA ◦ dA, one must not interpret the Bianchi identity to say
dA ◦ dA ◦ dA = 0. The dA appearing in (2.38) is the covariant derivative on gE .
Recall that because the set ofG-connectionsAG(E, h) on a Hermitian vector bundle (E, h) is an affine
space, given a connection dA, any other is of the form dA+a for some a ∈ Ω1(gE), whichwe can abbreviate
asA+a. One can ask how the curvature interacts with this affine structure ofAG(E, h). A direct calculation
shows that
FA+a = FA + dA(a) + a ∧ a (2.40)
where in this context, dA(a) ∈ Ω2(gE) and a∧a is interpreted as the exterior product of the form parts and
the composition of the endomorphism parts.
The Local Description of the Curvature
Locally, the curvature of a G-connection is a matrix-valued two-form. More specifically, on a trivializing
chart, in terms of the connection one-formA the curvature takes the form
FA = dA+A ∧ A. (2.41)
On intersecting trivializing charts Uαβ = Uα ∩ Uβ , let ϕαβ be the transition functions. The transformation
of the curvature on Uαβ is
FAβ = ϕ
−1
αβFAαϕαβ (2.42)
where Aα is the connection one-form on Uα, and similarly for Aβ . This is precisely how one would expect
a two-form valued in gE to transform.
2.1.6 Gauge Transformations as Bundle Automorphisms
Let (E, h) be a Hermitian vector bundle with structure groupG, assumed to be either U(n) or SU(n), and
corresponding principal G-bundle PE . We recall that the automorphism groups of (E, h) and PE are not
the same. The automorphismgroup of (E, h) is the fiber bundleAdPE with fiberG, and the automorphisms
of PE are global sections of AdPE (see Lemma 2.1.1).
Definition 2.1.10. The group of gauge transformations (or gauge group1) of a Hermitian vector bundle
(E, h) as above is defined by
G := AutPE ∼= Ω
0(AdPE). (2.43)
1One must beware that in some contexts, particularly in physics, the term gauge group is used to mean what we are calling the
structure group G.
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We refer to an element σ ∈ G as a (global) gauge transformation. Over a trivializing open set Uα, a local
gauge transformation is a map σα : Uα → G and C
∞(Uα, G) is the group of local gauge transformations.
The group of gauge transformations is an infinite-dimensional Lie group with associated Lie algebra
Ω0(gE) ∼= Ω0(adPE). One should think of G as the group of symmetries of the bundle (E, h) which forms,
along with the base spaceX , the geometrical background of a Yang-Mills theory.
Definition 2.1.11. The complex group of gauge transformations G C is the group of automorphisms of the
principal bundle associated to the complexification of (E, h).
The general philosophy is that objects related by gauge transformations should be identified, in a suitable
sense. In future sections, we will consider moduli spaces of objects where the natural notion of equivalence
is that two objects be related by gauge transformations. We therefore need to know how the group of gauge
transformations acts on connections and curvatures. Given a covariant derivative or connection dA, a gauge
transformation σ ∈ G acts on dA by pullback
σ∗dA = σ
−1 ◦ dA ◦ σ (2.44)
and if FA is the curvature of A, σ ∈ G acts again by pullback
σ∗FA = σ
−1FAσ. (2.45)
These actions on connections and curvatures hold also for the complex group of gauge transformations G C.
Let Uα be a trivializing open chart, and let σα : Uα → G be a local gauge transformation. If d+Aα is
the local description of the connection onUα, one can show that the action of σα on the connection one-form
is
σ∗αAα = σ
−1
α Aασα + σ
−1
α dσα (2.46)
while the action on the local connection two-form
σ∗αFAα = σ
−1
α FAασα (2.47)
can be written in terms of the adjoint representation ad : G → GL(g). Similar statements of course hold
for G C. Noting the likeness of (2.46) to (2.28) and (2.47) to (2.42), we conclude that a local connection one-
form and curvature two-form transform the same way under a change of trivialization and under a gauge
transformation, i.e. a bundle automorphism. This is analogous to the case of finite dimensional Lie groups
acting on Euclidean space where one can equivalently transform a vector or transform a coordinate system.
2.1.7 Characteristic Classes of Bundles
Given a complex vector bundleE → X , characteristic classes are cohomology classes ofX associated toE
which describe some (but not all) of the global topological features of the vector bundle. The content of this
section will later be generalized to apply to coherent sheaves. In practice, we will often want to fix as many
topological features of a bundle or sheaf as possible, which we will do by prescribing fixed characteristic
classes.
One standard construction of characteristic classes on complex vector bundles is via Chern-Weil theory.
To sketch the idea, let E be a complex vector bundle of rank n on a smooth manifoldX with connection dA
and corresponding curvature FA. The total Chern class is a de Rham cohomology class onX defined by
c(E) =
[
det
(
1 +
i
2π
FA
)]
(2.48)
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where the brackets denote the cohomology class of the form. It follows from the Bianchi identity that the
form is closed. The polynomial det(1+x) is invariant under conjugation of the matrix x which implies that
the total Chern class is invariant under gauge transformations of FA. In fact, something much stronger is
true. One can show that c(E) is independent of the choice of connection dA, and therefore is a topological
invariant of the bundle. When we say a characteristic class is a topological invariant, we mean that if two
vector bundles have different characteristic classes, then they are not isomorphic. The converse is in general,
not true. For detailed proofs of these claims, see [53, Section 4.4].
Thanks to the independence of c(E) on the connection, we may choose it to be a Hermitian connection,
which necessarily exists. It follows that the total Chern class defines a real cohomology class c(E) ∈
H∗(X,R) on the base space X . Actually, the normalization i/2π is chosen in the Chern-Weil theory such
that the cohomology classes are in fact integral. We will use the notation
c(E) =
(
1, c1(E), c2(E), · · · , cn(E)
)
(2.49)
where ck(E) ∈ H2k(X,Z) is the k-th Chern class. The class ck(E) vanishes if k is larger than the rank of
E. We can explicitly give the first few Chern classes in terms of the curvature FA,
c1(E) =
i
2π
[
Tr(FA)
]
, c2(E) =
1
8π2
[
Tr(FA ∧ FA)− Tr(FA)
2
]
. (2.50)
The Chern classes and total Chern class satisfy some nice properties, which we summarize below:
1. Because the trivial bundle X × Cn of rank n admits the trivial connection which is flat, it follows
from (2.48) that all Chern classes ck ofX × Cn vanish for k > 0.
2. For complex vector bundles E and E′, the Whitney product formula says that
c(E ⊕ E′) = c(E) · c(E′). (2.51)
This can be seen from (2.48) noting that the determinant is multiplicative on direct sums.
3. It follows directly from the Whitney product formula that the first Chern class is additive on direct
sums
c1(E ⊕ E
′) = c1(E) + c1(E
′). (2.52)
4. If FA and F ′A′ are the curvatures of connections on E and E
′ respectively, then the curvature of the
induced connection on E ⊗ E′ is FA ⊗ 1 + 1⊗ F ′A′ . It therefore follows from (2.50) that
c1(E ⊗ E
′) = rk(E′)c1(E) + rk(E)c1(E
′) (2.53)
where rk(E) and rk(E′) are the ranks of E and E′, respectively.
One drawback to the total Chern class is that it doesn’t behave nicely on tensor products. In many ways,
a preferable topological invariant of a complex vector bundle E is the Chern character, defined as follows.
By the splitting principle [53, Section 4.4], in a specific sense we can formally decompose a bundle E as a
direct sum of line bundles
E = L1 ⊕ · · · ⊕ Ln (2.54)
where n is the rank of E. The formal Chern roots of E are given by x1, . . . , xn where xi = c1(Li). The
Chern class ck(E) can be expressed as the k-th symmetric function of the formal Chern roots.
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We define the Chern character of the bundle E in terms of the formal Chern roots as
ch(E) =
n∑
i=1
exi =
(
n, ch1(E), ch2(E), · · ·
)
(2.55)
where the k-th Chern character chk(E) ∈ H2k(X,Q) is a rational cohomology class. The exponential is
defined via Taylor expansion, and the k-th Chern character can therefore be written as a polynomial in the
lower Chern classes. For example, we have ch1(E) = c1(E) and
ch2(E) =
1
2
(
c1(E)
2 − 2c2(E)
)
= −
1
8π2
[
Tr(FA ∧ FA)
]
. (2.56)
Unlike the Chern classes, chk(E) will typically not vanish for k larger than the rank of E. For example, if
L is a line bundle, then for all k ≥ 0, we have chk(L) =
1
k!c1(L)
k.
The following two properties of the Chern character are the main reasons one might prefer it to the total
Chern class. For all vector bundles E and E′, we have
ch
(
E ⊕ E′
)
= ch(E) + ch(E′), ch
(
E ⊗ E′
)
= ch(E) ch(E′). (2.57)
These in fact show that the Chern character is a ring homomorphism from what is called topological K-
theory intoH∗(X,Q). In the following chapter on coherent sheaves, we will encounter algebraic K-theory,
where the Chern character will play a similar role (see Section 3.1.3).
Because the characteristic classes discussed above are topological invariants of the bundle, they are
insensitive to the introduction of a bundle metric. Therefore Chern classes and Chern characters on complex
vector bundles are equivalent to those on U(n)-bundles. However, an SU(n)-bundle E has not only a
Hermitianmetric, but also a trivial determinant. Because c1(ΛnE) = c1(E), the first Chern class of SU(n)-
bundles must vanish.
We mentioned above that part of the importance of characteristic classes is that by fixing them, one may
classify certain topological features of a bundle. We now give a few results in this direction. For example,
if L is a complex line bundle (a U(1)-bundle) on an arbitrary smooth manifoldX , then c1(L) ∈ H2(X,Z)
is the only non-vanishing Chern class, and one can show the following [33, Theorem E.5].
Proposition 2.1.5. The first Chern class c1(L) completely topologically classifies complex line bundles or
U(1)-bundles on any base spaceX . In other words, two line bundles are isomorphic if and only if their first
Chern classes agree. In addition, each element ofH2(X,Z) is realized as the first Chern class of some line
bundle onX .
If X is now a compact, orientable four-dimensional manifold and E is a complex vector bundle on X ,
then the only non-vanishing topological invariants are c1(E) and ch2(E). The topological charge is typically
defined to be the half-integer
k =
∫
X
ch2(E) = −
1
8π2
∫
X
[
Tr(FA ∧ FA)
]
∈ 12Z. (2.58)
If E is an SU(n)-bundle, then c1(E) = 0 and the topological charge is the only invariant. Moreover, it is
in fact an integer. The following is an important result in the case of n = 2.
Proposition 2.1.6. [33, Theorem E.5] The topology of an SU(2)-bundle on a compact, oriented four-
dimensional manifold is completely classified by the topological charge k.
One should not get the impression that the Chern classes completely classify vector bundles topologically;
this fails in general.
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2.1.8 The Yang-Mills Action Functional
Up to this point, the base spaceX was not assumed to have any additional structure beyond that of a smooth
manifold. In order to introduce the Yang-Mills functional and the Yang-Mills equations, we need further
structure on X . Let (X, g) be an m-dimensional, oriented, Riemannian manifold with Riemannian metric
g. An action functional will require integrating over spacetime, so we will further assumeX is compact. To
provide some perspective, let us briefly describe an analogy in basic Hodge theory.
Hodge Theory in Riemannian Geometry
It is well-known that the de Rham cohomology groups of a smoothm-dimensional manifoldX are isomor-
phic to the singular cohomology groups Hp(X,R) with real coefficients, and are finite-dimensional real
vector spaces if X is compact. If X additionally has a Riemannian metric g, then we can introduce the
Hodge star operator on differential forms ⋆ : Ωk(X)→ Ωm−k(X) defined for all k = 1, . . . ,m by
α ∧ ⋆β = 〈α, β〉dvolg (2.59)
for all α, β ∈ Ωk(X) where 〈α, β〉 is the natural pairing on k-forms producing a smooth function on X ,
and dvolg is the Riemannian volume element. The Hodge star is an involution up to a sign: for α ∈ Ωk(X),
we have ⋆2α = (−1)k(m−k)α. By integrating over the compact manifoldX , we get a symmetric positive-
definite non-degenerateL2-inner product on k-forms
(α, β) =
∫
X
α ∧ ⋆β, α, β ∈ Ωk(X). (2.60)
Making use of the Hodge star, one typically defines the differential operator lowering the degree of
k-forms d∗ : Ωk(X)→ Ωk−1(X) by
d∗ = (−1)m(k−1)+1 ⋆ d ⋆ . (2.61)
Lemma 2.1.2. The operator d∗ is adjoint to the exterior derivative d with respect to (2.60) in the sense that
(α, d∗β) = (dα, β) for all α ∈ Ωk−1(X) and β ∈ Ωk(X).
Proof. The key is to note that because d(α∧ ⋆β) is an exact top-form andX is compact, by Stokes theorem
we know
∫
X d(α ∧ ⋆β) = 0. The conclusion follows by a simple computation making use of the Leibniz
rule as well as the sign in ⋆2.
Because the above inner product is positive-definite, for all k we may introduce the following L2-norm
via the functional E : Ωk(X)→ R≥0 defined by
E(α) = (α, α) =
∫
X
α ∧ ⋆α. (2.62)
We want to study the differential of E , which we denote dE , and interpret as a global section of the cotangent
bundle of the infinite-dimensional vector space Ωk(X). For all α ∈ Ωk(X) and ζα ∈ TαΩk(X) ∼= Ωk(X)
dE(α, ζα) =
d
dǫ
E(α + ǫζα)
∣∣
ǫ=0
(2.63)
represents the derivative of E at α in the ζα direction. This is also called a functional derivative or a varia-
tional derivative. A direct computation verifies that
dE(α, ζα) = 2(α, ζα). (2.64)
20
2.1. The Differential Geometry of Yang-Mills Theory
Given a functional like E , one can study its critical locus which is defined by
Crit(E) :=
{
α ∈ Ωk(X)
∣∣∣∣ dE(α, ζα) = 0, for all ζα ∈ TαΩk(X)
}
. (2.65)
It follows from (2.64) and the non-degeneracy of the inner product (·, ·) that Crit(E) = {0}. In other words,
there are no genuine critical points of E .
However, we can look for critical points corresponding to variations in only certain directions. Let
α ∈ Ωk(X) be a closed form representing the cohomologyclass [α]. Wewant the condition thatαminimizes
E within the class [α]. Because any other representative of [α] is of the form α + ǫdβ for β ∈ Ωk−1(X),
the condition we want is that dE(α, dβ) = 0 for all β. By (2.64) and Lemma 2.1.2 we have
dE(α, dβ) = 2(α, dβ) = 2(d∗α, β) (2.66)
and in order for this to vanish for all β, the following Euler-Lagrange equation must be satisfied
d∗α = 0. (2.67)
However, because α defines a cohomology class and is hence closed, the Euler-Lagrange equation (2.67) is
equivalent to∆α = 0, where∆ = dd∗+ d∗d is the Laplacian. Therefore, given a closed form α ∈ Ωk(X),
the condition that α minimizes E within [α] is that it is a harmonic form. Conversely, the Hodge-de Rham
theorem says that solutions to ∆α = 0, which are a priori just L2-forms, are in fact smooth. If Hk(X, g)
denotes the space of harmonic k-forms onX , this shows we have the isomorphism of vector spaces
Hk(X,R) ∼= Hk(X, g) (2.68)
which says that every real cohomology class has a unique harmonic representative. One may hear harmonic
forms described as zero modes of the Laplacian which by the discussion above, is equivalent to minimizing
the functional E (within a cohomology class).
Generalization to Yang-Mills Theory
The reason for reviewing Hodge theory above is that in some sense, Yang-Mills theory provides a beauti-
ful non-linear generalization to differential forms on a compact Riemannian manifold valued in an adjoint
or endomorphism bundle. As above, let (X, g) be a smooth compact orientable Riemannian manifold of
dimensionm.
To begin with some amount of generality, let G be an arbitrary compact Lie group with Lie algebra g
and P → X a principalG-bundle. Of course the adjoint bundle adP is constructed as an associated vector
bundle, as we have seen. We want an analogous inner product to (2.60) on bundle-valued forms Ωk(adP).
Given two sections ω, η ∈ Ωk(adP) we get an adP-valued top-form ω ∧ ⋆η ∈ Ωm(adP), noting that the
Hodge star applies in the obvious way on the form part, and we interpret the wedge product to be the exterior
product on the forms and the composition of the bundle-valued part.
In order to get a well-defined inner product by integrating ω ∧ ⋆η over X , we clearly must introduce
a fiberwise inner product between vectors in the fibers of the adjoint bundle. Recalling that the fibers of
adP are isomorphic to the Lie algebra g, what we need is an inner product 〈·, ·〉g on g. However, given an
inner product on the fiber, to get a well-defined associated vector bundle, one must have the inner product
invariant with respect to the chosen representation. For the case at hand, we must have
〈ad(g) a, ad(g) b〉g = 〈a, b〉g (2.69)
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for all g ∈ G and a, b ∈ g. We refer to such an inner product as ad-invariant. If we ultimately want a positive-
definite inner product on sections Ωk(adP), then 〈·, ·〉g must be positive-definite. It is this condition which
requires that G be a compact Lie group.
From here on, we will assume G is one of the compact groups U(n) or SU(n) with positive definite
non-degenerate ad-invariant inner product 〈·, ·〉g = −Trg(· ·), where Trg denotes the trace in the Lie algebra
g, which we are assuming is either un or sun. Recall that ω ∧ ⋆η ∈ Ωm(adP) for sections ω, η ∈ Ωk(adP).
We nowwant to apply the inner product 〈·, ·〉g fiberwise to get an honest volume form onX . Mildly abusing
notation, we will write
〈ω, η〉g = −Trg(ω ∧ ⋆η) ∈ Ω
m(X) (2.70)
to mean that 〈·, ·〉g is applied fiberwise on the bundle-valued parts while the exterior product and Hodge
star combine to give a volume form, as above. We can finally define the symmetric positive-definite inner
product
(ω, η) = −
∫
X
Trg(ω ∧ ⋆η) (2.71)
for ω, η ∈ Ωk(adP). Moreover, defining |η|2 := 〈η, η〉g, we have the following L2-norm for all η ∈
Ωk(adP)
(η, η) =
∫
X
|η|2 = −
∫
X
Trg(η ∧ ⋆η). (2.72)
The bundle-valued forms which are of the most interest to us are curvature two-forms ofG-connections
on complex vector bundleswithmetrics. Let (E, h) be a Hermitian vector bundlewith structure groupG and
PE the uniquely corresponding principal U(n) or SU(n)-bundle. We have seen that gE ∼= adPE is a real
subbundle of EndE with fiber un or sun. Given aG-connection dA, the curvature is a section FA ∈ Ω2(gE).
In terms of the curvature, we define the Yang-Mills action functional SYM : AG(E, h)→ R≥0 by
SYM(dA) =
∫
X
|FA|
2 = −
∫
X
Trg(FA ∧ ⋆FA). (2.73)
We will now show that the Yang-Mills functional is invariant under gauge transformations of the con-
nection dA. In physics parlance, we refer to this as the gauge invariance of an action functional.
Proposition 2.1.7. Given a global gauge transformation σ ∈ G , we have SYM(σ∗dA) = SYM(dA) for all
G-connections dA.
Proof. Recall from (2.44) and (2.45) that σ acts on both dA and FA by pullback. More specifically, σ∗dA =
σ−1 ◦ dA ◦ σ and σ∗FA = σ−1FAσ. By a direct computation we have
Fσ∗A = (σ
∗dA) ◦ (σ
∗dA) = σ
−1 ◦ (dA ◦ dA) ◦ σ = σ
∗FA. (2.74)
Applying this within the Yang-Mills functional, we get
SYM(σ
∗dA) = −
∫
X
Trg
(
σ∗FA ∧ ⋆σ
∗FA
)
. (2.75)
The gauge transformation has no interaction with the form part or the Hodge star. Recall that the notation
Trg
(
σ∗FA ∧ ⋆σ∗FA
)
is understood to involve a fiberwise application of the inner product 〈·, ·〉g. But by the
local description of gauge transformations as localG-valued functions σα : Uα → G, we have at all u ∈ Uα〈
ad
(
σα(u)
)
· FA(u) , ad
(
σα(u)
)
· FA(u)
〉
g
=
〈
FA(u) , FA(u)
〉
g
(2.76)
by the ad-invariance of the inner product, where FA(u) ∈ g is the value in the bundle of FA ∈ Ω2(gE) at
u ∈ Uα. Therefore, SYM(σ∗dA) = SYM(dA).
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Corollary 2.1.3. The Yang-Mills action functional descends to a functional on the quotient of AG(E, h) by
gauge transformations SYM : AG(E, h)/G → R≥0.
The Yang-Mills Equations
Given aG-connection dA, we get a covariant derivative dA : Ω1(gE)→ Ω2(gE) on the endomorphismbun-
dle. With respect to the inner product (2.71) we define the formal adjoint operator to dA as d∗A : Ω
2(gE)→
Ω1(gE), with explicit form
d∗A = (−1)
m+1 ⋆ dA⋆ (2.77)
in terms of the Hodge star operator. One can verify that for all η ∈ Ω1(gE) and ω ∈ Ω2(gE) we have
(ω, dAη) = (d
∗
Aω, η). (2.78)
Just as we did with the functional E in (2.62), we consider the derivative dSYM which we interpret as a global
section of the cotangent bundle of AG(E, h). Given a G-connection dA on E and a ∈ Ω1(gE) we have
dSYM(dA, a) :=
d
dǫ
SYM(dA + ǫa)
∣∣
ǫ=0
(2.79)
which we interpret as the derivative of SYM at dA in the direction of a. We may also call this the functional
derivative or variational derivative of SYM. The critical locus of SYM is defined as
Crit(SYM) :=
{
dA ∈ AG(E, h)
∣∣∣∣ dSYM(dA, a) = 0 for all a ∈ Ω1(gE)
}
. (2.80)
We interpret a connection lying in Crit(SYM) to be one which locally minimizes the Yang-Mills functional.
We now want to ask what constraint must a G-connection dA, or its corresponding curvature FA, satisfy if
it is to locally minimize the value of the functional? Recall that equation (2.40) provides the expression for
FA+ǫa, which allows us to compute
dSYM(dA, a) =
d
dǫ
SYM(dA + ǫa)
∣∣
ǫ=0
= −2
∫
X
Trg
(
dA(a) ∧ ⋆FA
)
= 2
(
dA(a), FA
)
= 2
(
FA, dA(a)
)
= 2
(
d∗AFA, a
) (2.81)
where in the final equality we have used (2.78). In order for (2.81) to vanish for all a ∈ Ω1(gE) we must
have d∗AFA = 0, which is called the Euler-Lagrange equation for the Yang-Mills functional. By (2.77) it
is clear that d∗AFA = 0 if and only if dA ⋆ FA = 0, so the Euler-Lagrange equation can equivalently be
written either way. Together with the Bianchi identity (2.38) which always holds, we define the Yang-Mills
equations to be
dA ⋆ FA = 0 dAFA = 0. (2.82)
A G-connection dA satisfying (2.82) is referred to as a Yang-Mills connection while FA is referred to as a
Yang-Mills field. The Yang-Mills connections correspond exactly to the critical points of SYM,
Crit(SYM) =
{
Yang-Mills Connections
}
⊂ AG(E, h). (2.83)
Mathematically, the Yang-Mills equations are non-linear analogs of the conditions for a two-form to be
harmonic. Replacing the covariant derivative dA by the exterior derivative d, and replacing the curvatureFA
by an ordinary two-form α, we recover the conditions for α to be a harmonic form. Moreover, Yang-Mills
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fields minimize the Yang-Mills functional SYM while harmonic forms minimize the functional E (within a
fixed cohomology class).
One consequence of the Yang-Mills functional being gauge invariant is that given any Yang-Mills con-
nection dA, for all σ ∈ G the gauge transformed connection σ∗dA is also Yang-Mills. Therefore, Crit(SYM)
inherits a well-defined action by the gauge group. We define the Yang-Mills moduli space to be
M
(YM)
G (E, h) := Crit(SYM)/G . (2.84)
In general, it is infinite dimensional but it has finite dimensional subspaces which are of interest. This leads
us to a discussion of instantons.
2.1.9 Instantons on Four-Manifolds
In the previous sectionwe saw that for (X, g) a compact, orientedRiemannianmanifold andG a compact Lie
group, the Yang-Mills functional is the natural functional on the space of G-connections on vector bundles
overX . However, we did not place any restrictions on the dimension ofX . It turns out, that four-dimensional
oriented Riemannian manifolds (called four-manifolds) hold a special place in Yang-Mills theory. It is
in such a case where one can study instantons, which we will define to be a certain class of Yang-Mills
connections. To an algebraic geometer, the most important examples of four-manifolds are complex Ka¨hler
surfaces and smooth algebraic surfaces. In fact, one theme of this thesis is that in some of these examples,
instantons bridge remarkable connections between differential geometry, algebraic geometry, enumerative
geometry, and physics.
Given a four-manifold (X, g), we can consider the Hodge star operator acting on the vector space of two-
formsΩ2(X). In such a case, applying the operator twice yields the identity ⋆2 = 1, and the eigenvalues of
⋆ are therefore±1. This induces a decomposition of Ω2(X) into eigenspaces with respect to ⋆
Ω2(X) = Ω2+(X)⊕ Ω
2
−(X) (2.85)
where Ω2+(X) is defined as the vector space of self-dual (SD) two-forms η satisfying ⋆η = η and Ω
2
−(X)
is the space of anti-self-dual (ASD) two-forms satisfying ⋆η = −η. Given any two-form ω on X , we can
uniquely write it as a sum ω = ω+ + ω− of a SD and ASD form.
Lemma 2.1.3. The decomposition (2.85) of Ω2(X) is orthogonal with respect to the natural inner product
〈 , 〉 on forms.
Proof. By definition, 〈ω+, ω−〉dvolg = ω+ ∧ ⋆ω− and the inner product is symmetric,
〈ω+, ω−〉dvolg = 〈ω−, ω+〉dvolg. (2.86)
Using anti-self-duality, the lefthand side simplifies to −ω+ ∧ ω− and using self-duality the righthand side
simplifies to ω− ∧ ω+. But since ω± are two-forms, we have ω− ∧ ω+ = ω+ ∧ ω−, which implies that
〈ω+, ω−〉 = 0.
The above discussion, including the definition of self-duality and anti-self-duality, holds as well for
bundle-valued forms. In particular, let (E, h) be a Hermitian vector bundle with structure groupG assumed
to be either U(n) or SU(n).
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Definition 2.1.12. On a four-manifold, we say F ∈ Ω2(gE) is self-dual (SD) if ⋆F = F and anti-self-dual
(ASD) if ⋆F = −F . We then have the deomposition
Ω2(gE) = Ω
2
+(gE)⊕ Ω
2
−(gE) (2.87)
orthogonal with respect to 〈·, ·〉g = −Trg(· ∧ ⋆ ·) in (2.70). Here, Ω2+(gE) is the space of SD two-forms
valued in gE and Ω
2
−(gE) is the space of ASD two-forms valued in gE .
On any Riemannian manifold of dimension 2n with n even, the Hodge star operator induces a similar
decomposition on the middle-dimensional forms. Nonetheless, one reason dimension four is distinguished
in Yang-Mills theory is because the curvature two-form admits a unique decomposition FA = F
+
A + F
−
A
into SD and ASD components. In the case of a four-manifold, we will refer to a connection as SD or ASD
if its curvature two-form has that property, as defined above.
Suppose further that (X, g) is a compact four-manifold. Because Ω2+(gE) and Ω
2
−(gE) are orthogonal
with respect to 〈·, ·〉g = −Trg(·∧⋆ ·) for g equal to un or sun, by (2.73) we have the following decomposition
of the Yang-Mills functional,
SYM(dA) =
∫
X
|F+A |
2 + |F−A |
2 (2.88)
which is of course non-negative. Recall from (2.58) that Trg(FA ∧ FA) gives rise to a topological invariant
of a compact four-manifold called the topological charge k. We can compute
Trg(FA ∧ FA) = Trg(F
+
A ∧ F
+
A ) + Trg(F
−
A ∧ F
−
A )
= Trg(F
+
A ∧ ⋆F
+
A )− Trg(F
−
A ∧ ⋆F
−
A )
(2.89)
where the first equality follows from the orthogonality of Ω2+(gE) and Ω
2
−(gE) while the second equality
is by self-duality and anti-self-duality. Integrating overX , and paying careful attention to minus signs, we
therefore get
−8π2k =
∫
X
Trg(FA ∧ FA) =
∫
X
|F−A |
2 − |F+A |
2. (2.90)
Comparing (2.88) and (2.90) we conclude that for all G-connections, SYM(dA) ≥ |8π2k|, which is a
topological bound on the Yang-Mills functional. There are two cases to consider:
1. For k > 0, we have SYM(dA) ≥ 8π2k with equality if and only if FA is SD, i.e. F
−
A = 0.
2. For k < 0, we have SYM(dA) ≥ −8π2k with equality if and only if FA is ASD, i.e F
+
A = 0.
Recall that the Yang-Mills equations (2.82) are made up of the Bianchi identity dAFA = 0, which holds for
all connections, as well as dA ⋆FA = 0. In the case of SD or ASD connections, dA ⋆FA = 0 is satisfied and
clearly follows from the Bianchi identity. Therefore, on a compact four-manifold the Yang-Mills equations
specialize to the SD or ASD Yang-Mills equations
⋆FA = ±FA. (2.91)
Definition 2.1.13. Let (X, g) be a compact four-manifold and let (E, h) be a Hermitian vector bundle with
structure groupG, assumed to be eitherU(n) or SU(n). An instanton2 is simply a SD or ASDG-connection
on E. By the discussion above, instantons are examples of Yang-Mills connections which globally minimize
the Yang-Mills functional SYM.
2The name instanton comes from physics, and refers to a field configuration which is localized in both time and space. In other
words, the configuration exists only for an “instant”.
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By (2.90), the proof of the following proposition is trivial.
Proposition 2.1.8. If (E, h) is a Hermitian vector bundle on a compact four-manifold and if the topological
charge k vanishes, then an instanton on E is a flat connection.
2.2 Yang-Mills Theory on Ka¨hler Manifolds
For a complex or algebraic geometer, the Yang-Mills theory introduced in the previous section primarily
becomes of interest as a theory of holomorphic vector bundles over Ka¨hler manifolds. Some features of
the general theory (for example, the infinite-dimensional affine space of connections) are nicer in the more
restrictive setting. Indeed, we will see that there is a unique connection compatible with the extra structure
in such a way that we can translate a space of such connections to a space of holomorphic structures on a
Hermitian vector bundle. We will introduce the Hermitian Yang-Mills equation, which arises in the study
of instantons as well as D-branes in string theory. By the Donaldson-Uhlenbeck-Yau theorem, irreducible
connections solving the Hermitian Yang-Mills equation correspond to stable holomorphic vector bundles.
This section is a short prequel in some sense of our study in the following chapter on stability of coherent
sheaves. We will not provide full details, and we will often refer to the literature for proofs. Some great
resources for various parts of this material are [26, 34, 53, 73]. In fact, much of what follows in this brief
survey is modelled on the book [73].
2.2.1 From Connections to Holomorphic Structures on Bundles
Let X be a complex manifold, and let E → X be a complex vector bundle. It is a standard fact that the
complex structure ofX induces the decomposition of the exterior derivative
d = ∂ + ∂ (2.92)
and allows us to define Ωp,q(E) as the vector space of smooth (p, q)-forms valued in E. A holomorphic
vector bundle of rank r is typically thought of as a complexmanifoldE called the total space, with a surjective
holomorphic map E → X such that the fiber at each point is a complex vector space of dimension r.
Equivalently, it is a complex vector bundle whose transition functions are holomorphic. As shown in [8,
Theorem 5.1], there is yet another equivalent characterization which will be useful in what follows.
Definition 2.2.1. A holomorphic structure on the complex vector bundle E over X is a C-linear map
δ : Ω0(E)→ Ω0,1(E) (2.93)
such that δ ◦ δ = 0, and the Leibniz rule δ(fs) = fδ(s)+ s∂(f) holds for all f ∈ C∞(X) and s ∈ Ω0(E).
We will typically denote by Eδ¯ a complex vector bundle E with a choice of a holomorphic structure δ, and
refer to it as a holomorphic bundle.
We say a holomorphic vector bundle E is simple if H0(X,EndE) is one-dimensional and generated
over C by idE . We call δ a simple holomorphic structure if Eδ¯ is simple. One should think that simple
holomorphic vector bundles are those with the minimal number of global holomorphic endomorphisms.
Definition 2.2.2. We define H (E) to be the space of holomorphic structures on the underlying complex
vector bundle E, and Hsimp(E) to be the space of simple holomorphic structures on E.
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Recall from Definition 2.1.11 the complex group of gauge transformations G C, which acts on H (E)
from the right as follows. For all δ ∈ H (E) and σ ∈ G C we define
δ · σ := σ−1 ◦ δ ◦ σ. (2.94)
Indeed, it is clear that if δ ◦ δ = 0, then (δ · σ) ◦ (δ · σ) = 0 as well. The complex gauge transformations
also act in a well-defined way on Hsimp(E). We want to identify holomorphic structures related by gauge
transformations, as in the following definition.
Definition 2.2.3. Two holomorphic structures δ1, δ2 ∈ H (E) are said to be isomorphic if there exists
σ ∈ G C such that δ1 = δ2 ·σ. Equivalently, we will say that Eδ¯1 and Eδ¯2 are isomorphic holomorphic vector
bundles. We make the same definition for simple holomorphic structures.
Taking the quotient by the right action of G C on Hsimp(E), we get the moduli space of isomorphism
classes of simple holomorphic structures on E, which we denote
Msimp(E) := Hsimp(E)
/
G
C. (2.95)
This has the structure of a complex analytic space, though it is generally non-reduced and non-Hausforff
[73, Lemma 4.3.5]. We do not want non-separated points in a moduli space, which is part of the reason why
in the next section we will restrict attention to the stable locus in Hsimp(E).
Having laid some foundations on holomorphic structures on bundles, we will now see that a Hermitian
connection dA on a Hermitian vector bundle (E, h) determines a holomorphic structure if an integrability
condition is satisfied. The complex structure onX induces a decomposition on the connection
dA = ∂A + ∂A, (2.96)
such that ∂A : Ω0(E)→ Ω1,0(E) and ∂A : Ω0(E)→ Ω0,1(E) are the holomorphic and anti-holomorphic
components. There is the corresponding splitting of the curvature two-form
FA = F
2,0
A + F
1,1
A + F
0,2
A ∈ Ω
2,0(gE)⊕ Ω
1,1(gE)⊕ Ω
0,2(gE) (2.97)
where F 2,0A = ∂A ◦ ∂A and F
0,2
A = ∂A ◦ ∂A.
Definition 2.2.4. We say the connection dA is integrable if FA ∈ Ω1,1(gE). In addition, we say the connec-
tion is irreducible if the kernel of the induced connection on EndE is one-dimensional and generated over
R by i · idE .
Definition 2.2.5. On a Hermitian vector bundle (E, h) we denote the infinite-dimensional affine space of
Hermitian connections by A (E, h). The spaces of integrable and irreducible Hermitian connections on
(E, h) are denoted by Aint(E, h) and A
∗(E, h), respectively.
One should think of Aint(E, h) as an infinite-dimensional non-affine space cut out of A (E, h) by the
conditions ∂A ◦ ∂A = 0 and ∂A ◦ ∂A = 0.
If dA is an integrable connection then by Definition 2.2.1, ∂A is a holomorphic structure and E∂A is a
holomorphic vector bundle. The following theorem establishes the converse to this observation. A proof
can be found in [53, Proposition 4.2.14].
Theorem 2.2.1. Let (E, h) be a Hermitian vector bundle with holomorphic structure δ. There is a unique
integrableHermitian connectiondA on (E, h), called the Chern connection, such that∂A = δ. Equivalently,
we have a bijection
Ψ : Aint(E, h) −→ H (E)
dA 7−→ ∂A
(2.98)
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between integrable Hermitian connections and holomorphic structures.
This theorem represents the preliminary link between spaces of connections (of interest to differential ge-
ometers and physicists) and spaces of holomorphic bundles (of interest to complex and algebraic geometers).
As we defined in (2.44), there is an action of the (uncomplexified) group of gauge transformations G on
A (E, h), which extends to Aint(E, h) and A ∗(E, h). We want to quotient Aint(E, h) by the action of G ,
and quotient H (E) by G C. But because G ⊂ G C, to have any hope of (2.98) inducing an isomorphism
of moduli spaces, there must be additional conditions on the connections. It turns out that we must impose
irreducibility, as well as the Hermitian Yang-Mills equation. Moreoever, we will be primarily interested in
simple holomorphic bundles, as these are more amenable to parameterization in a moduli problem. The
inverse image of Hsimp(E) under Ψ is contained in Aint(E, h) ∩ A ∗(E, h). Equivalently, the Chern con-
nection associated to a simple holomorphic structure is irreducible. The converse is not true, but it will be
true for irreducible connections solving the Hermitian Yang-Mills equation, to which we now turn.
2.2.2 The Hermitian Yang-Mills Equation and Stability of Bundles
We have now seen that integrable Hermitian connections on Hermitian vector bundles over complex man-
ifolds are equivalent to holomorphic structures on the bundle. Moreover, connections related by gauge
transformations precisely define isomorphic holomorphic structures. However, just as with Yang-Mills con-
nections and instantons, we do not want to consider all integrable Hermitian connections, but only those
satisfying a condition known as the Hermitian Yang-Mills equation.
Let us specialize to the case where (X, J) is a compact Ka¨hler manifold of dimension n with Ka¨hler
form J . Let (E, h) be a Hermitian vector bundle onX , and let E be the holomorphic bundle corresponding
uniquely to Chern connection dA on (E, h) via (2.98). Noting that FA ∈ Ω1,1(gE) and J ∈ Ω1,1(X), the
Hermitian Yang-Mills equation is a constraint relating these two (1, 1)-forms onX .
Definition 2.2.6. The connection dA described above is called a Hermitian Yang-Mills connection if
i FA ∧ J
n−1 =
λ
n
Jn · idE (2.99)
for some constant λ ∈ R. This condition is called the Hermitian Yang-Mills equation.
This definition is often given instead for the metric h, and is called a Hermitian-Einstein metric if the Her-
mitian Yang-Mills equation is satisfied.
Definition 2.2.7. Given a holomorphic vector bundle E onX with rank rk(E), we define the slope of E with
respect to the Ka¨hler form J as
µ(E) =
1
rk(E)
∫
X
c1(E) ∧ J
n−1. (2.100)
In addition, we say that E is a µ-stable (or slope stable) vector bundle with respect to J if for all subbundles
F →֒ E with rk(F) < rk(E), we have µ(F) < µ(E).
We can use the slope to give an explicit expression for the constant λ. Both sides of (2.99) are (n, n)-
forms valued in gE , so let us take the trace of both sides and integrate over the compact manifoldX . Noting
that iTr(FA) = 2πc1(E) as well as
∫
X J
n = n! · VolJ (X), after standard simplification we find
λ =
2π µ(E)
(n− 1)!VolJ(X)
. (2.101)
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Let us define A HYMJ (E, h) to be the space of irreducible Hermitian Yang-Mills connections on a Her-
mitian vector bundle (E, h) over a compact Ka¨hler manifold (X, J). Recall that there is not a well-defined
map from Aint(E, h)∩A ∗(E, h) to Hsimp(E) because an irreducible integrable connection might not give
rise to a simple holomorphic bundle. However, if the connection is additionally Hermitian Yang-Mills, then
we do get a map [73, Corollary 2.3.4]
A
HYM
J (E, h) −→ Hsimp(E) (2.102)
which is equivariant [73, Remark 2.1.9]with respect to the action ofG onA HYMJ (E, h) andG
C onHsimp(E).
Recall from (2.95) that we denote byMsimp(E) the moduli space of simple holomorphic structures on E
up to isomorphism. We define the moduli space of Hermitian Yang-Mills connections
MHYMJ (E, h) := A
HYM
J (E, h)
/
G (2.103)
which carries the structure of a complex analytic space. The map (2.102) then induces an open embedding
MHYMJ (E, h) −→Msimp(E). (2.104)
The Donaldson-Uhlenbeck-Yau theorem says that the image of the above injective map is precisely the
locus of µ-stable holomorphic bundles.
Theorem 2.2.2 (Donaldson-Uhlenbeck-Yau). Let (X, J) be a compact Ka¨hler manifold, and let (E, h) be
a Hermitian vector bundle on X . IfMsJ(E) denotes the coarse moduli space
3 of holomorphic structures
on E up to isomorphism, stable with respect to J , then we have the complex analytic isomorphism
MHYMJ (E, h)
∼=MsJ(E). (2.105)
In particular, a holomorphic structure on (E, h) is µ-stable with respect to J if and only if the unique Chern
connection is irreducible and Hermitian Yang-Mills.
This theorem was proven initially by Narasimhan-Seshadri [84] in the case of a curve, and then by
Donaldson [27] for compact Ka¨hler surfaces. Finally, Uhlenbeck and Yau [107] proved the theorem for
Ka¨hler manifolds of arbitrary dimension.
In the next chapter we will see that stability of vector bundles is really a concept belonging to alge-
braic geometry – the stability conditions we will define will specialize consistently to µ-stability defined
above. Therefore, the Donaldson-Uhlenbeck-Yau theorem is a relationship between differential geometry
and physics (special connections on Hermitian bundles) and algebraic geometry (stable holomorphic bun-
dles). We will also see in Section 3.3 that this relationship arises when studying D-branes in string theory.
Let us close this chapter by briefly discussing a few important examples.
Example 2.2.1 (Narasimhan-Seshadri). Let C be a smooth projective curve with Ka¨hler form J . In this
case, the Hermitian Yang-Mills equation reads
i
2π
FA =
µ(E)
VolJ(C)
J · idE . (2.106)
We refer to this as the condition that the connection dA be projectively flat – the curvature does not vanish,
but up to scale it is J · idE . Therefore, in this case the Donaldson-Uhlenbeck-Yau theorem says that for all
3In the following Chapter (Section 3.2.2) we will give a proper treatment of moduli problems, and in particular discuss fine and
coarse moduli spaces.
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Hermitianmetricsh, a holomorphic structure on (E, h) is stable if and only if the resultingChern connection
is irreducible and projectively flat. This is the Narasimhan-Seshadri theorem [84]. In particular, the moduli
space of stable holomorphic bundles with vanishing first Chern class on a curve is isomorphic to the moduli
space of irreducible flat Hermitian connections.
Example 2.2.2 (Instantons on Ka¨hler Surfaces). We saw in (2.85) that on a Riemannian four-manifold
X , we have a decomposition of two-forms
Ω2(X) = Ω2+(X)⊕ Ω
2
−(X) (2.107)
into self-dual and anti-self-dual (ASD) forms via the Hodge star operator. Letting (X, J) be a smooth
compact Ka¨hler surface, we furthermore have that J ∈ Ω2+(X), while the orthogonal compliment to J
lies in Ω2−(X). If we now let (E, h) be a Hermitian vector bundle on X with c1(E) = 0, and let dA be a
Hermitian Yang-Mills connection, we have
FA ∧ J = 0. (2.108)
But the curvature FA is a (1, 1)-form (valued in gE) and it is orthogonal to J by the Hermitian Yang-Mills
equation above. Therefore, FA ∈ Ω2−(X) which is the statement that a Hermitian Yang-Mills connection on
a bundle with vanishing first Chern class is an instanton; more specifically, an ASD connection. Conversely,
an ASDconnectionon a bundle over a Ka¨hler surface is Hermitian Yang-Mills. Therefore, by theDonaldson-
Uhlenbeck-Yau theorem, themoduli space of irreducibleSU(n) instantons on a Ka¨hler surface is isomorphic
to the moduli space of rank n holomorphic bundles with vanishing first Chern class.
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3Stability Conditions on Coherent
Sheaves and D-branes
Partially motivated by the appearance of stable vector bundles in Yang-Mills theory, the main goal of this
chapter is to work entirely in the world of algebraic geometry, and to extend in a consistent way our un-
derstanding of stability to more general coherent sheaves. We will introduce Gieseker and slope stability
of torsion-free sheaves (which one can use to compactify moduli spaces in Yang-Mills theory, though we
will not do so) as well as Simpson stability of pure torsion sheaves. Along the way, we will review some
basic material on coherent sheaves in general, and the Grothendieck group. We close the chapter with an
application to D-branes in string theory, which we hope is approachable to mathematicians.
3.1 Generalities on Coherent Sheaves
In this chapter, all schemes (X,OX) will be Noetherian schemes over C, unless otherwise mentioned. We
assume the reader is familiar with some of the basics of sheaves of OX -modules and coherent sheaves. We
denote by Coh(X) the abelian category of coherent sheaves whose objects are coherent sheaves onX , and
whose morphisms are morphisms ofOX -modules. Given a sheaf E onX , the stalk at x ∈ X is denoted by
Ex and the support of E is defined by
Supp(E ) :=
{
x ∈ X
∣∣Ex 6= 0} ⊆ X. (3.1)
IfX is a Noetherian scheme and E is coherent, then the support of E is a closed subscheme ofX .
3.1.1 Ideal Sheaves and their Subschemes
Let us begin by introducing an important class of coherent sheaves known as ideal sheaves. As we will see,
the name stems from the fact that they locally correspond to ideals in the ring of local functions. For the
purposes of this thesis, ideal sheaves will primarily arise in the study of Donaldson-Thomas theory in the
next chapter.
Definition 3.1.1. An ideal sheaf on an arbitrary schemeX is an OX -submodule I of OX . That is to say,
we have an injection of coherent sheaves I →֒ OX .
If I is an ideal sheaf, then for all open sets U ⊂ X , the sections I (U) are an OX(U)-submodule of
OX(U). This is equivalent to I (U) being an ideal of OX(U), and is clearly the origin of the name.
Let R be a Noetherian ring. Imagining R as a module over itself, any R-submodule (equivalently,
an ideal of R) is finitely generated. The sheaf-theoretic analog of this statement is that on a Noetherian
scheme X , any OX -submodule of OX is coherent. In other words, ideal sheaves on Noetherian schemes
are necessarily coherent.
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Proposition 3.1.1. Let X be a Noetherian scheme. Given an ideal sheaf which we denote IZ , there is a
unique closed subscheme Z ⊂ X such that we have the following short exact sequence of OX -modules
0 −→ IZ −→ OX −→ OZ −→ 0 (3.2)
known as the ideal sheaf exact sequence. We will sometimes call IZ the ideal sheaf of the subscheme Z .
Proof. Because IZ is an ideal sheaf, we have an injection IZ →֒ OX of coherent sheaves, which implies
the cokernelOX/IZ is coherent, and fits into the short exact sequence
0 −→ I −→ OX −→ OX/I −→ 0. (3.3)
We define Z uniquely as the support ofOX/IZ (which is a closed subscheme sinceX is Noetherian) with
structure sheaf OZ := OX/IZ .
One should think of OX as the sheaf of functions on X , and of IZ as the subsheaf consisting locally
of functions vanishing on the subscheme Z . In other words, IZ consists locally of equations cutting out
Z ⊂ X and accordingly, one should identifyOZ as the sheaf of functions on Z .
A converse to the above proposition can be understood as follows. One standard fact in algebraic geom-
etry is that every closed subscheme Z of a Noetherian scheme is locally cut out by finitely many equations.
These local equations correspond to local sections of a coherent OX -module. This is precisely the ideal
sheaf IZ of Z . However, there is a C∗ ambiguity in recoveringIZ from Z essentially because a vanishing
locus is unchanged upon multiplying each equation by a non-zero constant. Modulo this subtlety, there is a
bijection between ideal sheaves on a Noetherian scheme and closed subschemes.
3.1.2 Dimension and Purity of Coherent Sheaves
Unless otherwise noted, in this sectionX will be an integral Noetherian scheme – the notionswewill discuss
are well-behaved primarily in this setting. Given a coherent sheaf E on X , there is a canonical ideal sheaf
we can associate to it. The annihilator ideal sheaf of E is defined to be the kernel of the morphism
OX −→ HomOX (E , E ) (3.4)
defined on an open set U ⊂ X by mapping a local function f ∈ OX(U) to the OX |U -module morphism
E |U → E |U given by multiplication by f . Because it injects into OX , the annihilator ideal sheaf is indeed
an ideal sheaf and its local sections are functions vanishing on the support of E . It is therefore the ideal sheaf
of the closed subscheme Supp(E ). In fact, Supp(E ) is a priori just a closed subset of X , and its scheme
structure is induced from the annihilator ideal sheaf.
Definition 3.1.2. The dimension dim(E ) of a coherent sheaf E is defined to be the dimension of Supp(E ).
For example, if IZ is the ideal sheaf of a closed subscheme Z ⊂ X , then dim(IZ) = dimX and
dim(OZ) = dimZ . Locally-free sheaves are also supported on all of X , and hence have dimension equal
to the dimension onX .
Ideal sheaves and locally-free sheaves are examples of the following important class of coherent sheaves,
characterized by having support on all ofX .
Definition 3.1.3. A coherent sheaf E onX is called torsion-free if the canonical morphism (3.4) restricted
to stalks
OX,x −→ HomOX,x(Ex, Ex) (3.5)
is injective for all x ∈ X . Or equivalently, if the morphism (3.4) is itself injective.
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Throughout this thesis, if using torsion-free sheaves we will assume the underlying scheme is integral. Some
authors might not require this assumption, but our philosophy is that torsion-free modules should only be
defined over rings which are integral domains.
A coherent sheaf is said to be torsion if it is not torsion-free. Let us now prove two basic results giv-
ing an intuitive characterization of torsion-free sheaves in terms of their dimension, and a lack of torsion
subsheaves.
Proposition 3.1.2. A coherent sheaf E onX is torsion-free if and only if Supp(E ) = X .
Proof. For the forward direction, if E is a torsion-free sheaf with Ex = 0 for some x ∈ X , then by (3.5) we
have an injection OX,x → 0, which is a contradiction. Conversely, if Supp(E ) = X , then the annihilator
ideal sheaf is the ideal sheaf ofX itself, andmust thereforevanish. We conclude thatOX → HomOX (E , E )
is an injection.
Proposition 3.1.3. A coherent sheaf E is torsion-free if and only if it has no torsion subsheaves.
Proof. Beginning with the forward direction, let F →֒ E be a torsion subsheaf. By definition, there must
exist x ∈ X such that OX,x → HomOX,x(Fx,Fx) is not injective. In other words, there must exist non-
zero germs f ∈ OX,x and s ∈ Fx such that f · s = 0. But because Fx →֒ Ex is an injective morphism
of OX,x-modules, and E is torsion-free we must have s = 0, a contradiction. For the converse, if E has no
torsion subsheaves, then Supp(E ) = X . Applying the above proposition, this implies E is torsion-free.
There are important examples of torsion sheaves which will be of interest in this thesis. Given a sub-
scheme Z ⊂ X , one example of a torsion sheaf is the structure sheaf OZ . One can also produce a torsion
sheaf onX by pushing forward a locally-free sheaf on Z by the inclusion. Notice from these examples that
if Z has connected components of various dimensions, a torsion sheaf supported onZ will accordingly have
subsheaves of various dimensions. The following notion of purity is a generalization of torsion-free meant
to distinguish sheaves that are essentially torsion-free on their support.
Definition 3.1.4. LetX be a Noetherian scheme, not necessarily integral. A coherent sheaf E is said to be
pure of dimension d if dim(E ) = d, and if F →֒ E is a non-zero subsheaf, then dim(F ) = d.
If we reinstate the assumption thatX is integral, then a pure sheaf of dimension dimX is simply a torsion-
free sheaf. Moreover, pure sheaves supported on integral subschemes are torsion-free restricted to their
support.
3.1.3 Grothendieck Group and the Hirzebruch-Riemann-Roch Theorem
In this section we will state, mostly without details, some important constructions and results pertaining
to coherent sheaves on smooth varieties. We will introduce the Chern character of a coherent sheaf and
discuss some topological features it encodes. We will also see that the Chern character relates an object
called the Grothendieck group with either the Chow groups or cohomology, and we will state the powerful
Hirzebruch-Riemann-Roch theorem. Many of these results rely on the following [47, III, Ex. 6.9].
Proposition 3.1.4. LetX be a smooth variety of dimension n and E a coherent sheaf onX . There exists a
locally-free resolution of E of length n. That is to say, there exists an exact sequence of OX -modules
En −→ · · · −→ E1 −→ E −→ 0 (3.6)
such that each Ei is a locally-free sheaf onX .
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For the purposes of this thesis, we will use the above locally-free resolution to define the determinant and
Chern character of coherent sheaves on smooth varieties. It is worth noting that when one studies moduli
spaces of sheaves (as we will shortly) these two quantities are frequently part of the data fixed in the moduli
problem. Recall that the determinant det(E) of a locally-free sheaf E of rank r on a smooth variety is an
invertible sheaf given by the top exterior power ΛrE. We can extend this definition to arbitrary coherent
sheaves in the following way.
Definition 3.1.5. Let E be a coherent sheaf on a smooth variety X of dimension n. The determinant of E
is defined by
det(E ) =
n⊗
i=1
det(Ei)
(−1)i ∈ Pic(X) (3.7)
where Ei are the entries of the resolution (3.6) and Pic(X) is the Picard group – the group of isomorphism
classes of invertible sheaves onX .
In algebraic geometry, the Chow groupsAk(X) are abelian groups of algebraic k-cycles modulo rational
equivalence [36]. If X is smooth of dimension n, we define Ak(X) := An−k(X). If X is additionally
projective, by associating an (n− k)-cycle to its class in homology, we get the cycle map
cl : Ak(X) −→ H2k(X,Z) ∼= H2n−2k(X,Z) (3.8)
where we have applied Poincare´ duality4. One of the goals of intersection theory is to enhanceAk(X) to an
associative, commutative graded ring such that the cycle map becomes a graded ring homomorphism with
respect to the cup product in cohomology.
The Chern character of a coherent sheaf is constructed to define an element ofA∗(X)Q := A∗(X)⊗ZQ.
We define it using the locally-free resolution (3.6) noting that the Chern character of a locally-free sheaf is
essentially a Chow-valued version of what we introduced in Section 2.1.7.
Definition 3.1.6. Let X be a smooth variety of dimension n and E a coherent sheaf on X . The Chern
character ch(E ) is a cycle in the Chow group with rational coefficients defined as
ch(E ) =
n∑
i=1
(−1)ich(Ei) ∈ A
∗(X)Q (3.9)
where the Ei are the entries of the locally-free resolution (3.6).
IfX is projective, by applying the cycle map (3.8) we can view ch(E ) as taking values inH2∗(X,Q), as is
frequently done. The Chern character as defined is additive on short exact sequences and multiplicative on
tensor products. We will typically expand ch(E ) into degrees with the following notation
ch(E ) =
(
ch0(E ), ch1(E ), . . . , chn(E )
)
, chk(E ) ∈ A
k(X)Q (3.10)
where chk(E ) is called the k-th Chern character of E . The higher Chern characters do not generally vanish,
though it is standard to neglect those in degree higher than the dimension.
Let X be a smooth variety of dimension n, and let E be a coherent sheaf of dimension d on X . Let
{Zi}si=1 be the irreducible components of the reduced support of E – each Zi is an integral subschemewith
generic point ηi.
4Strictly speaking, the target of the cycle map is the Borel-Moore homology ofX where Poincare´ duality holds without the hypoth-
esis of projectivity. This hypothesis can therefore be dropped if one is content to work with Borel-Moore homology, which coincides
with ordinary homology whenX is projective.
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Definition 3.1.7. Let X and E be as above. The support cycle of E is an effective cycle defined by
[E ] :=
s∑
i=1
length(Eηi)[Zi] ∈ A
n−d(X) (3.11)
where length(Eηi) is called the multiplicity of E alongZi and is defined as the length of the module Eηi over
the local ring OZi,ηi . Here, [Zi] ∈ A
n−d(X) = Ad(X) is the class of the subvariety Zi .
As one might expect, the Chern character of a coherent sheaf vanishes in degree below the codimension
of the support, and in the degree of the codimension it is precisely given by the support cycle. One can find
the following in [64] or [20, sec 5.9].
Proposition 3.1.5. LetX and E be as above. For the Chern character valued in the Chow groups we have
chk(E ) =


0 k < n− d
[E ], k = n− d
(3.12)
Example 3.1.1. With X as above, let ι : Z →֒ X be the inclusion of the d-dimensional integral subscheme
Z intoX , and let E be a locally-free sheaf of rank r on Z . Applying the above proposition to ι∗E, we know
chk(ι∗E) =


0 k < n− d
r [Z], k = n− d
(3.13)
The Grothendieck Group of Coherent Sheaves
One groundbreaking insight of Grothendieck is that it is often useful to consider not all objects in Coh(X),
but rather only classes of objects in what is called the Grothendieck group of coherent sheaves. Basic
questions pertaining to the Chern character of the sheaf, or dimensions of sheaf cohomology groups are
potentially easier to answer in this simpler setting. What we call the Grothendieck group is also known as
K-theory, and we will sometimes use this terminology. For more details, we refer the reader to [36, Ch. 15].
Definition 3.1.8. Given an algebraic varietyX , the Grothendieck group of coherent sheaves onX is denoted
K0(X) and is defined to be the free abelian group generated by isomorphism classes [E ] of coherent sheaves
modulo the relations
[E ] = [E ′] + [E ′′]
for all short exact sequences 0 → E ′ → E → E ′′ → 0 in Coh(X). The Grothendieck group K0(X) of
locally-free sheaves is defined in the same way using isomorphism classes [E] of locally-free sheaves.
Tensoring by a locally-free sheaf is exact, so the multiplication [E] · [F ] := [E⊗OX F ] turnsK
0(X) into
a commutative ring. Tensoring by objects of Coh(X) need not be exact, so it is not immediately obvious
thatK0(X) is a ring. However, ifX is smooth the locally-free resolution (3.6) of a coherent sheaf gives rise
to the following result [36].
Proposition 3.1.6. IfX is a smooth variety, thenK0(X) ∼= K
0(X). It follows that the Grothendieck group
of coherent sheaves is a commutative ring with product coming from ⊗OX .
The Chern character is additive on short exact sequences andmultiplicative on tensor products. We therefore
observe that for X smooth, it respects both operations on K0(X) and descends from Coh(X) to a ring
homomorphism fromK0(X) into the Chow group after tensoring by the rational numbers. Colloquially, we
say that the Chern character descends to K-theory. Let us defineK0(X)Q := K0(X)⊗Z Q.
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Proposition 3.1.7. IfX is a smooth variety, the Chern character provides the following ring isomorphism,
ch : K0(X)Q
∼
−→ A∗(X)Q (3.14)
between the Grothendieck group of coherent sheaves onX and the Chow group, after tensoring by Q.
If X is projective, by applying the cycle map (3.8) we can think of the Chern character as inducing a ring
homomorphism intoH2∗(X,Q) in the following sense
K0(X)Q A
∗(X)Q
H2∗(X,Q)
∼
ch
cl (3.15)
Definition 3.1.9. For a projective variety X of dimension n and a coherent sheaf E onX , the Euler char-
acteristic (or holomorphic Euler characteristic) is the integer defined by
χ(X, E ) =
n∑
k=0
(−1)kdimHk(X, E ). (3.16)
The dimensions of the sheaf cohomology groups Hk(X, E ) are extremely difficult to compute in general,
yet they may encode useful information. If one is lucky, knowing χ(X, E ) and applying certain additional
theorems, the relevant dimensions might be within reach. IfX is also smooth, the following theorem gives
a powerful method for computing χ(X, E ) in terms of topological data associated toX and E .
Theorem 3.1.1 (Hirzebruch-Riemann-Roch). If X is a smooth projective variety, and E is a coherent
sheaf onX , then we have
χ(X, E ) =
∫
X
ch(E )td(X) (3.17)
where ch(E ) is as defined in (3.9), and td(X) = td(TX) is the Todd class of the tangent bundle
td(X) =
(
1,
1
2
c1(X),
1
12
(
c1(X)
2 + c2(X)
)
, . . .
)
. (3.18)
Because the Chern character descends from Coh(X) to K-theory, the Euler characteristic does as well.
We can think of χ(X,−) as a ring homomorphism fromK0(X)Q to Q landing in Z, and one fundamental
insight of Grothendieck was that one should think of Z asK0(pt). We then have
χ(X,−) : K0(X)Q −→ K0(pt)Q
as the map induced on K-theory from the unique map X → pt. Grothendieck therefore noticed that the
Hirzebruch-Riemann-Roch theorem should be an example of a more general statement associated to a proper
morphism f : X → Y . This is Grothendieck-Riemann-Roch, but we will not discuss this further.
Example 3.1.2. Let X be a smooth projective Calabi-Yau variety of dimension n, and let E be a one-
dimensional sheaf onX . By Hirzebruch-Riemann-Roch along with the Calabi-Yau condition, we have
χ(X, E ) =
∫
X
chn(E ).
It follows by Proposition 3.1.5 that the Chern character of E valued in cohomology (not Chow) is given as
ch(E ) =
(
0, 0, . . . , 0, [E ], χ(X, E )
)
. (3.19)
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3.2 Stability Conditions on Coherent Sheaves
In certain settings, one should restrict attention to only special objects in Coh(X) which we call stable or
semistable. The goal is typically to construct a nice moduli space of sheaves. When X is a curve, there is
an essentially unique notion of stability while in higher dimensions, there are various stability conditions
which involve the choice of an ample class on X . The definitions can seem quite unmotivated at first, but
one can roughly think of stability conditions as the right ones to impose to get well-behaved moduli spaces.
One of the miracles in the world of ‘physical mathematics’ is that these definitions of stability are brought
to life in a sense by physical objects in Yang-Mills theory and string theory. We saw in the previous chapter
that stable holomorphic vector bundles are equivalently bundles admitting a unique irreducible Hermitian
Yang-Mills connection. In the same spirit, we will study D-branes as they relate to certain stable sheaves.
For a quick historical survey, stable vector bundles on a curve were originally studied by Narasimhan
and Seshadri [84, 101] and generalized by Gieseker [39] to torsion-free sheaves on surfaces. Maruyama
[74, 75] generalized the results to torsion-free sheaves on more general varieties. Ultimately, Simpson [105]
generalized the story further to allow for torsion sheaves. Let us begin by understanding the case of torsion-
free sheaves before pushing on to torsion sheaves.
3.2.1 Stability Conditions on Torsion-free Sheaves
LetX be a smooth, irreducible projective variety of dimension n with an ample line bundleOX(1). Under
the induced embedding X →֒ PN , the hyperplane bundle OPN (1) pulls back to OX(1). If H ⊂ X is a
divisor in the linear system |OX(1)|, we define the degree ofX , denoted deg(X), to be the self-intersection
Hn which is equivalently understood as the degree of the image ofX in PN . For the duration of this section,
a polarized variety (X,H) will mean a variety with an ample divisor H , understood to correspond to the
line bundleOX(1).
Fix a coherent sheaf E onX of dimension dim(E ) = d. We define the Hilbert polynomial to be
P (E ,m) := χ(X, E (m)) (3.20)
where E (m) = E ⊗ OX(m). Combining Hirzebruch-Riemann-Roch with Proposition 3.1.5, one can see
that P (E ,m) is indeed a polynomial inm of degree d with rational coefficients, which can be expanded as
P (E ,m) =
d∑
i=0
αi(E )
mi
i!
(3.21)
for some integers αi(E ). When we want to suppress the variable, we will write P (E ) for the Hilbert poly-
nomial. It is an easy computation to see that the first non-vanishing coefficient is given by
αd(E ) = H
d · [E ] > 0 (3.22)
where [E ] = chn−d(E ) is the support cycle defined in (3.11), and related to the Chern character in (3.12).
The intersection number (3.22) is positive because [E ] is an effective class (possibly reducible) andH is an
ample class. With this result, one can define the reduced Hilbert polynomial p(E ) by
p(E ,m) =
P (E ,m)
αd(E )
. (3.23)
There is a natural ordering of polynomials where we say p ≤ q if p(m) ≤ q(m) form ≫ 0, and similarly
for strict inequality.
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Let us now specialize to the case of a torsion-free coherent sheaf E . Recall this means dim(E ) = n, and
note that we requireX to be irreducible so that our notion of torsion-free makes sense. We wish to provide
the definitions of the rank and degree of such a sheaf which are closely related to the Hilbert polynomial
coefficients αn(E ) and αn−1(E ), respectively. The following lemma will be useful.
Lemma 3.2.1. Given a polarized variety (X,H) as above, the first two coefficients of the Hilbert polynomial
of OX encode the following intersection numbers
αn(OX) = H
n = deg(X), αn−1(OX) = −
1
2
Hn−1 ·KX (3.24)
whereKX is the canonical divisor ofX .
Proof. The first claim follows from (3.22) since OX is a rank one sheaf of dimension n. For the second
claim, noting that td1(X) = c1(X)/2 we have
αn−1(OX) =
1
2
∫
X
c1
(
OX(1)
)n−1
c1(X) = −
1
2
Hn−1 ·KX (3.25)
where the canonical divisor is related to the first Chern class byKX = −PD
(
c1(X)
)
.
Definition 3.2.1. Given a torsion-free sheaf E on a polarized variety (X,H) as above, we define the degree
deg(E ) and rank rk(E ) of E as follows. First,
rk(E ) =
αn(E )
αn(OX)
=
αn(E )
deg(X)
(3.26)
where the second equality follows by the above lemma. Using this definition of rank, we define the degree
deg(E ) = αn−1(E )− rk(E )αn−1(OX)
= αn−1(E ) +
rk(E )
2
Hn−1 ·KX ,
(3.27)
again using the above lemma.
These definitions of rank and degree seem unmotivated. From a theoretical perspective, it is preferable
to have them arise in terms of coefficients of the Hilbert polynomial, but they can in fact be shown to coincide
with more familiar quantities.
Proposition 3.2.1. For a torsion-free sheaf E of rank r (meaning ch0(E ) = r) on the polarized variety
(X,H), we have rk(E ) = r, and
deg(E ) =
∫
X
c1(E )PD(H)
n−1 = β ·Hn−1 (3.28)
where β is Poincare´ dual to c1(E ).
Proof. By an application of Hirzebruch-Riemann-Roch we have,
χ
(
X, E (m)
)
=
mn
n!
r deg(X) +
mn−1
(n− 1)!
Hn−1 ·
(
β −
r
2
KX
)
+ . . . (3.29)
Therefore, αn(E ) = r deg(X) which implies rk(E ) = r. With this, one can read off αn−1(E ) above and
applying the definition of degree (3.27), the claim is immediate.
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Definition 3.2.2. Given a torsion-free coherent sheaf E on a smooth, irreducible projective polarized variety
(X,H), with reduced Hilbert polynomial
p(E ,m) =
P (E ,m)
rk(E )
(3.30)
we say that E is Gieseker semistable if for all proper subsheaves F →֒ E , we have p(F ) ≤ p(E ). We say
that E is Gieseker stable if it is Gieseker semistable and the inequality above is strict for all subsheaves.
Definition 3.2.3. With the same assumptions on (X,H), we define the slope of a torsion-free coherent sheaf
µ(E ) =
deg(E )
rk(E )
=
1
rk(E )
∫
X
c1(E )PD(H)
n−1 (3.31)
and we say E is µ-semistable if µ(F ) ≤ µ(E ) for all proper subsheavesF →֒ E with rk(F ) < rk(E ). We
define E to be µ-stable if it is µ-semistable with strict inequality.
These definitions provide the two related stability conditions we will consider on the torsion-free objects
of Coh(X). Notice that we are relying on Coh(X) being an abelian category, since we require a notion of
subsheaf; and because subsheaves of torsion-free sheaves are torsion-free, these conditions are well-defined.
It is straightforward to show the following relationship between the stability conditions above
µ− stability =⇒ Gieseker stability =⇒ Gieseker semistability =⇒ µ− semistability.
Example 3.2.1. Notice that torsion-free sheaves of rank one are automatically µ-stable, and therefore
Gieseker stable. This is because µ-stability requires subsheaves to be of strictly smaller rank. But torsion-
free sheaves cannot have rank zero (torsion) subsheaves. For example, invertible sheaves and ideal sheaves
are stable.
Example 3.2.2 (Torsion-free Sheaves on Smooth Curves). Historically, the notion of stability originated
with vector bundles on curves [84, 101]. Let X be a smooth, projective curve of genus g polarized by
an ample line bundle OX(1). On a curve, every torsion-free sheaf E is locally-free and is determined
topologically by the rank r and degree deg(E). The degree of a bundle on a curve is typically defined as
deg(E) =
∫
X
c1(E), which is consistent with (3.28). By Riemann-Roch on curves we compute
P (E,m) = deg
(
E ⊗OX(m)
)
+ r(1 − g) = r deg(X)m+ deg(E) + r(1 − g) (3.32)
where we have used the standard fact that for bundlesE1 and E2 on a curve, the above definition of degree
implies deg(E1 ⊗ E2) = rk(E1)deg(E2) + rk(E2)deg(E1). The reduced Hilbert polynomial of E is
p(E,m) = m+
1
deg(X)
(
1− g + µ(E)
)
(3.33)
where the slope of E is µ(E) = deg(E)/r. Notice that µ(E) is the only term of p(E) depending on the
bundle E. This shows that for vector bundles on a curve, Gieseker stability is equivalent to slope stability.
Therefore, there exists a unique notion of stability on a curve measured by the slope µ. Moreover, this unique
notion of stability is independent of a choice of polarization.
Recall in the previous chapter we introduced the Hermitian Yang-Mills equation (2.99) on a compact
Ka¨hler manifold (X, J), which is a relationship between the Ka¨hler form J and the curvature of the Chern
connection associated to a holomorphic bundle. By the Donaldson-Uhlenbeck-Yau theorem, the bundle is µ-
stable if and only if the Chern connection is an irreducibleHermitian Yang-Mills connection. If J = PD(H)
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for an ample divisor H , we can study µ-stability of bundles, and notice that the slope (2.100) of a vector
bundle with respect to J coincides precisely with the slope (3.31) of a torsion-free sheaf with respect toH .
Before discussing moduli spaces of torsion-free sheaves and pushing on to torsion sheaves, let us pause
to give a brief overview of moduli problems in general. This will be helpful not just in this chapter, but
throughout the thesis.
3.2.2 A Review of Moduli Problems in Algebraic Geometry
One problemwhich has been of interest to mathematicians in all eras is the classification of geometric objects
of a fixed type up to some notion of equivalence. In the language of modern algebraic geometry, such a
problem is known as a moduli problem. To give some simple examples, one can study linear subspaces of
Cn up to honest equality (which leads to the Grassmanian varieties), or subvarieties ofPn up toPGLn+1(C)
transformations.
Given a moduli problem, one would like to extract a geometric space known as a moduli space. As a
first pass at what such an object should be, one would like a moduli space to be a scheme such that the points
over an algebraically closed field k are in bijection with the equivalence classes of objects one is classifying.
The problem is that this is not refined enough to encode the scheme structure of the moduli space – it might
as well consist just of a disjoint union of points Spec k, one for each class.
To get a properly refined notion of a moduli space, one should understand how objects deform in a
family. As we will see shortly, it is therefore natural to associate to a moduli problem a moduli functor
which associates a scheme to the set of families parameterized by that scheme. In this formulation, a moduli
functor is closely related to what is called a stack. However, one frequently prefers to recover a scheme from
the functor (for example, when defining enumerative invariants). By imposing stability conditions, this may
be possible as we will discuss, and leads to fine moduli spaces or coarse moduli spaces.
The goal of this section is to provide a brief and readable overview of a very deep subject, so we refer
the interested reader to [46, 55, 87] for more details. We hope this section provides some background to
understanding not only moduli spaces of stable sheaves (arising in Donaldson-Thomas and Gopakumar-Vafa
invariants) but also moduli spaces of stable curves and stable maps in Gromov-Witten theory.
Flat Families and the Moduli Functor
The heuristic picture of a family of objects (⋆) parameterized by a base scheme S is that for all closed points
of S, one has an object (⋆) and that these objects vary algebraically as one moves in the base. Inevitably, the
precise definition of a family will depend on what category the objects (⋆) come from – the definition will
be slightly different for families of varieties, maps, and sheaves. These will all be of interest in this thesis at
some point. We will primarily use flat families which one should think of as roughly families such that the
objects don’t jump too wildly as one moves in S. We will not include here a proper treatment of flatness,
and instead refer the reader to [31].
To start in the simplest setting, we define a family of algebraic varieties of a fixed type parameterized by
a scheme S (always of finite type over an algebraically closed field k) to be a morphism
π : X −→ S,
such that for all closed points s ∈ S, the fiber π−1(s) is an algebraic variety of the fixed type. One should
think of a flat family of varieties as one where the fibers have some fixed discrete invariants. In particular,
the Hilbert polynomial is locally constant in a flat family. In a moduli problem, one also needs a notion of
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equivalence∼S for each scheme S. We say two such families π : X → S and π′ : X ′ → S are equivalent
if there exists an isomorphism f : X → X ′ such that the following diagram commutes
X X ′
S
f
π π′
(3.34)
The main example of this type we will see is with flat families of stable curves in Section 4.1.1. In Section
4.1.2 we will see an example of the similar notion of a flat family of maps between varieties.
Let us briefly describe the corresponding picture for sheaves. For a smooth projective variety X , we
want to set up the moduli problem for coherent sheaves onX satisfying some properties (⋆). Here, (⋆) can
represent a specification of purity, fixed determinant, stability with respect to a polarization, or as we will
address shortly, a fixed Chern character or Hilbert polynomial.
Definition 3.2.4. A family of coherent sheaves on X with properties (⋆) parameterized by a base scheme
T is a coherent OX×T -module F such that for all closed points t ∈ T , Ft := F|X×{t} is a coherent
OX -module with properties (⋆). The family is said to be flat if F is flat over T .
As above, we have omitted a proper discussion of flatness. But in particular, a flat family is such that the
Hilbert polynomial of Ft is locally constant as one moves in the base [55]. The converse is also true when
T is reduced. Let πT : X × T → T be the canonical projection. We define E ∼T F for two flat families
E ,F over T if E ∼= F ⊗ π∗TL for some line bundle L on T .
We have remarked above that it is natural to associate a functor to a moduli problem in order to encode
how objects deform in a family. Let Set denote the category of sets, and Sch the category of schemes of
finite type over an algebraically closed field.
Definition 3.2.5. Given a moduli problem, a moduli functor is the functorM : Schop → Set defined on
objects by
M(S) :=
{
Flat families of objects (⋆) parameterized byS up to ∼S
}
. (3.35)
Associated to a morphism f : S → T of schemes, we defineM(f) by the pullback
M(f) := f∗ :M(T ) −→M(S). (3.36)
In whatever specific category the objects in a family live, there is clearly a well-defined notion of the pullback
of a family by a morphism of base schemes.
Remark 3.2.1. Notice that in the special case of families over the point Speck, the setM(Spec k) is simply
the set of isomorphism classes of the objects one is parameterizing.
We will see many examples of moduli functors in coming sections and chapters so for now, we proceed with
introducing some of the formal concepts.
Fine and Coarse Moduli Spaces
In more categorical language, a moduli functor M : Schop → Set is an example of what is called a
presheaf on Sch. These are objects in the category Fun(Schop,Set). Given a scheme M , another well-
known example of a presheaf on Sch is the functor of points hM := Hom(−,M). By mappingM 7→ hM ,
we get a faithful functor known as the Yoneda embedding
Sch Fun(Schop,Set). (3.37)
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Definition 3.2.6. A schemeM is a fine moduli space for a moduli functorM if there is an isomorphism of
functorsM∼= hM . In other words, a fine moduli space is a scheme representingM.
We therefore see that fine moduli spaces exist precisely for those moduli functors lying in the image of the
Yoneda embedding. If such a scheme exists, a fine moduli space is unique up to unique isomorphism.
One frequently hears a fine moduli space described in terms of a universal family. Let us now define
such an object and see how it relates to the representability of the moduli functor. We assumeM to be a fine
moduli space for a moduli functorM. For all schemes S we get a bijection of sets
ηS :M(S) hM (S) = Hom(S,M).
∼ (3.38)
In particular for S = Spec k, by Remark 3.2.1 we see that the closed points ofM are in bijection with the
isomorphism classes of the objects one is parameterizing. This is indeed one of the properties we would ask
a moduli space to satisfy. Moreover, associated to a morphism f : S → T we get a commutative diagram
M(T ) Hom(T,M)
M(S) Hom(S,M)
ηT
ηS
(3.39)
In particular, one can choose the identity morphism idM : M → M on the fine moduli space itself which
induces the bijection ηM :M(M)→ Hom(M,M).
Definition 3.2.7. The universal family U → M over a fine moduli space is a flat family over M up to
equivalence defined by U := η−1M (idM ) ∈M(M).
Associated to a family X → S over a scheme S, we get an induced map f : S → M by sending a closed
point of S to the isomorphism class of its fiber. Pulling back the universal family U by f , we get a family
f∗U → S with the same induced map intoM . We therefore must have the equivalence
X ∼S f
∗U .
In other words, assuming a fine moduli space exists, every family is pulled back from the universal family.
Example 3.2.3. Most of the moduli problems we will encounter in this thesis will not admit a fine moduli
space, so let us briefly state without details some important examples of ones which do.
1. The moduli problem which parameterizes families of subschemes of a projective scheme X with a
fixed Hilbert polynomialP admits a fine moduli space which is a projective scheme called the Hilbert
scheme HilbP (X). For us, this will arise when we study Donaldson-Thomas theory.
2. There is a fine moduli space of stable holomorphic vector bundles with fixed coprime rank and degree
on a smooth projective curve C. The moduli space is projective, and is simply the Jacobian Jac(C)
in the case of degree 0 line bundles.
3. The dual abelian variety Pic0(A) is a fine moduli space for degree 0 line bundles on a smooth abelian
variety A. The moduli space is again projective, and the universal family is known as the Poincare´
line bundle.
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Given a moduli problem, the ideal solution is a fine moduli space, though one might not exist. If a fine
moduli space doesn’t exist there are a few options. A moduli functor is nearly defined to be a stack, so
depending on the goal one may be content to work with the stack (as we will do in Gromov-Witten theory).
Alternatively, one can rigidify the moduli problem by specifying additional data and constraints in the hope
that the new moduli problem admits a fine moduli space.
The third option is to weaken the demands on a scheme solving a moduli problem. We can ask for a
scheme whose closed points are in bijection with isomorphism classes of the objects, and which satisfies a
universal property. This leads to the following definition.
Definition 3.2.8. Given a moduli functorM, a coarse moduli space forM is a scheme M along with a
morphism of functors η :M→ hM such that:
1. ηSpeck :M(Speck) −→ Hom(Speck,M) is a bijection.
2. For any scheme S with a morphism of functors ν : M → hS , there exists a unique morphism of
schemes f :M → S such that ν = hf ◦ η, where hf : hM → hS .
One can show that if a coarse moduli space exists, then it is unique up to unique isomorphism.
3.2.3 Moduli Spaces of Torsion-free Sheaves
With the foundational ideas in hand, we would now like to study the moduli problem of parameterizing
torsion-free coherent sheaves on X with fixed discrete data. The issue is that considering all torsion-free
sheaveswill not result in well-behavedmoduli spaces (though thismay not actually be a concern if one is con-
tent to workwith stacks). The stability conditions discussed previouslywere invented byMumford, Gieseker
and others precisely to construct moduli spaces (using geometric invariant theory) which are schemes.
In order to specify some of the discrete, topological features of a sheaf one typically fixes either the
Chern character or the Hilbert polynomial. By Hirzebruch-Riemann-Roch, the choice of a Chern character
along with an ample classH clearly determines the Hilbert polynomial. For genericH one can recover the
Chern character, though this will fail for special choices ofH . We prefer to have the ample class only arising
in the stability condition, not in the specification of the topological features of the sheaf. We will therefore
fix the Chern character (not as a class in Chow, but in cohomology).
Let (X,H) be a smooth irreducible projective variety polarized by an ample divisor H , and let v ∈
H2∗(X,Q) be a cohomology class with lowest graded entry v0 > 0. Following (3.35), and assuming the
notion of stability is that of Gieseker in Definition 3.2.2, we define the moduli functorMssH,v(X) by
MssH,v(X)(T ) :=
{
Flat families over T of coherent sheaves on X with Chern
characterv, semistable with respect toH, up to ∼T
}
. (3.40)
By our assumption v0 > 0, we are for the time being working with torsion-free sheaves. Of course, we
will drop this condition on v when we generalize to torsion sheaves. Replacing semistability with stability,
we can correspondingly define the open subfunctor MsH,v(X). Because stable sheaves are simple, their
automorphism group is C∗, and the moduli functor is nearly representable. On the other hand, strictly
semistable sheaves typically have large automorphism groups, and the moduli functor therefore has no hope
of being representable.
One can content themselves to work with a coarse moduli space of semistable sheaves at the expense of
introducing the notion of S-equivalence [55, 105]. Every semistable sheaf E has a Jordan-Ho¨lder filtration
0 = E0 ⊂ · · · ⊂ En−1 ⊂ En = E
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such that all quotients Ek/Ek−1 are stable with slope equal to the slope of E . We define
gr(E ) :=
n⊕
k=1
Ek/Ek−1
and we say that two semistable sheaves E and F are S-equivalent if gr(E ) ∼= gr(F ). This condition is
vacuous in the case of stable sheaves as two stable sheaves are S-equivalent if and only if they are isomorphic.
Theorem 3.2.1. Let (X,H) be as above, and let v ∈ H2∗(X,Q) be a cohomology class with v0 > 0.
1. The moduli functorMssH,v(X) has a coarse moduli space M
ss
H,v(X) which is a projective scheme,
and whose closed points are S-equivalence classes of torsion-free sheaves, semistable with respect to
H , and with Chern character v.
2. There is a quasi-projective scheme M sH,v(X) ⊆ M
ss
H,v(X) whose closed points correspond to iso-
morphism classes of torsion-free sheaves, stable with respect toH , and with Chern character v.
3. If there are no strictly semistable torsion-free sheaves with Chern character v, then the moduli space
M sH,v(X) is a projective scheme which we typically denoteMH,v(X).
Because the automorphism group of all stable sheaves isC∗, the moduli functorMsH,v(X) is what is called
a C∗-gerbe over the schemeM sH,v(X).
Moduli spaces of irreducible Hermitian Yang-Mills connections or equivalently, stable holomorphic
vector bundles, give examples of moduli spaces of torsion-free sheaves. However, these are typically non-
compact, as they only account for moduli of locally-free sheaves. It turns out that in certain settings one can
compactify the moduli space by adding torsion-free sheaves – these are known as Gieseker compactifications
in algebraic geometry. We will not provide a full discussion of Gieseker compactifications, though we will
see a very similar construction in Section 5.6 in the context of instanton counting on the non-compact four-
manifold C2. Aside from this, the central object in Donaldson-Thomas theory is a moduli space of torsion-
free sheaves which we will study in detail in Section 4.2.
3.2.4 Simpson Stability: Generalization to Torsion Sheaves
We have now discussed stability conditions on torsion-free sheaves, and seen that it specializes to the notion
of stability of vector bundles in Yang-Mills theory. We saw in Section 3.1.2 that pure sheaves are the natural
generalization of torsion-free sheaves. One can therefore study stability conditions on pure torsion sheaves.
This was done by Simpson [105] and goes under the name of Simpson stability. The moduli spaces of
Simpson stable sheaves will play an integral role in parts of this thesis.
In what follows (X,H) will be a smooth projective variety (not necessarily irreducible) polarized by
the ample divisor H . Let E be a coherent sheaf of dimension d on X with corresponding reduced Hilbert
polynomial p(E ), of degree d.
Definition 3.2.9. We say the sheaf E is Gieseker-Simpson semistable if it is pure, and if for all proper
subsheavesF →֒ E , we have p(F ) ≤ p(E ). We say E is Gieseker-Simpson stable if it is Gieseker-Simpson
semistable and the inequality is strict.
Definition 3.2.10. Using coefficients of the Hilbert polynomial, one can define the Simpson slope to be
µS(E ) =
αd−1(E )
αd(E )
. (3.41)
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The sheaf E is said to be Simpson slope semistable if it is pure, and if for any proper subsheafF →֒ E with
αd(F ) < αd(E ), we have µS(F ) ≤ µS(E ). We say E is Simpson slope stable if the inequality is strict.
Just as in the case of torsion-free sheaves, these stability conditions depend on the ample class H , as
well as the notion of a subsheaf in the abelian category Coh(X). AssumingX is irreducible, it is clear that
Gieseker-Simpson stability specializes consistently to Definition 3.2.2 when applied to torsion-free sheaves.
Comparing (3.31) and (3.41), we also see that if E is torsion-free
µ(E ) = deg(X)µS(E )− αn−1(OX). (3.42)
So µ(E ) and µS(E ) do not exactly coincide, but they clearly produce the same numerical ordering and
therefore, define the same stability condition.
Moduli Spaces of Simpson Stable Sheaves
Just as we didwith torsion-free sheaves, we want to study themoduli problemof parameterizing pure sheaves
with fixed Chern character on a polarized variety. We will use (3.40) as the definition ofMssH,v(X) where
we allow X to be reducible, we drop the condition that v0 > 0, and we understand stability to be that of
Gieseker-Simpson. The following theorem was proven in [105], which we record here without proof.
Theorem 3.2.2 (Simpson). Let (X,H) be a projective variety polarized by the ample divisor H , and let
v ∈ H2∗(X,Q) be a cohomology class.
1. The moduli functorMssH,v(X) has a coarse moduli space M
ss
H,v(X) which is a projective scheme,
and whose closed points are S-equivalence classes of pure sheaves, semistable with respect toH , and
with Chern character v.
2. There is a quasi-projective scheme M sH,v(X) ⊆ M
ss
H,v(X) whose closed points correspond to iso-
morphism classes of pure sheaves, stable with respect toH , and with Chern character v.
3. If there are no strictly semistable pure sheaveswith Chern characterv, then themoduli spaceM sH,v(X)
is a projective scheme which we typically denoteMH,v(X).
Because the automorphism group of all stable sheaves isC∗, the open subfunctorMsH,v(X) is what is called
a C∗-gerbe over the schemeM sH,v(X).
One-dimensional Sheaves on a Projective Surface
LetX be a smooth, projective surface polarized byOX(1) withH an element in the linear system |OX(1)|,
and let E be a one-dimensional sheaf onX . By (3.12) we can write
ch(E ) =
(
0, β, ch2(E )
)
where β is the support cycle of E , and we interpret the Chern character as valued in cohomology. By a
simple application of Hirzebruch-Riemann-Roch, the Hilbert polynomial is
P (E ,m) = H · β m+
∫
X
ch2(E )−
1
2
KX · β (3.43)
whereKX is the canonical divisor ofX . Indeed, the degree of P (E ) is 1 since dim(E ) = 1. Therefore
p(E ,m) = m+
∫
X ch2(E )−
1
2KX · β
H · β
= m+ µS(E ). (3.44)
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This shows that for one-dimensional pure torsion sheaves on a smooth projective surface, Gieseker-Simpson
stability is equivalent to Simpson slope stability, and there is explicit dependence on the divisorH .
Remark 3.2.2. An extremely important example is whenX is in addition Calabi-Yau, whichmeansKX = 0
andX must therefore be a K3 surface or an abelian surface. In this case, by Hirzebruch-Riemann-Roch it
is clear that
∫
X ch2(E ) = χ(X, E ), and the slope µS(E ) reduces to
µS(E ) =
χ(X, E )
H · β
. (3.45)
One-dimensional Sheaves on a Calabi-Yau Threefold
Now letX be a smooth projective Calabi-Yau threefold polarized by an ample divisorH , and let E be a pure
one-dimensional sheaf. By (3.19), for the Chern character valued in cohomology, we know
ch(E ) =
(
0, 0, β, χ(X, E )
)
.
Just as above, it is straightforward to use this to compute the Hilbert polynomial
P (E ,m) = H · β m+ χ(X, E ). (3.46)
Clearly, the reduced Hilbert polynomial takes the form p(E ,m) = m + µS(E ) where the slope is just as
shown in (3.45). In particular, Gieseker-Simpson and Simpson slope stability are equivalent.
Remark 3.2.3. Moduli spaces of stable or semistable sheaves on Calabi-Yau threefolds are remarkable in
that they carry what is called a symmetric obstruction theory. We will discuss these in some small detail in
the following chapter in the context of Donaldson-Thomas and Gopakumar-Vafa invariants.
As one can easily see from (3.19), the results on one-dimensional sheaves on Calabi-Yau surfaces and
Calabi-Yau threefolds generalize to higher dimensions.
Proposition 3.2.2. LetX be a smooth, projectiven-dimensionalCalabi-Yau variety polarized byH . IfE is a
pure one-dimensional coherent sheaf with support cycle β and Euler characteristic χ(X, E ) =
∫
X
chn(E ),
then Gieseker-Simpson stability is equivalent to Simpson slope stability and measured by
µS(E ) =
χ(X, E )
H · β
. (3.47)
3.3 D-branes and Stability in String Theory
D-branes are objects emerging from string theory which have recently become of great interest in many
parts of mathematics. They will arise at various points in this thesis, so we hope to sketch a brief (and very
much incomplete) overview of D-branes. Along the way, we will very briefly describe some key features of
physical and topological string theories one should keep in mind. We must warn that the goal of this section
is to give mathematicians a flavor of the subject – precise physical details will be omitted. For a readable
account of parts of what will follow, we suggest [98, Section 7].
Let us build up to the modern interpretation of D-branes by starting with the most naı¨ve description.
In string theory, one can have both closed and open strings propagating in spacetime. One must specify
boundary conditions on the endpoints of the open strings. Quite simply, D-branes (named after Dirichlet
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boundary conditions) are submanifolds Y of spacetime on which the endpoints of open strings live. We
call Y the worldvolume of the brane. A D-brane is called a Dp-brane if the real dimension of Y is p + 1.
Necessarily one of the directions in Y is along the time direction, so a Dp-brane has p spatial dimensions.
If Y has components of various dimensions, then the D-brane is a bound state of Dp-branes for various p.
It turns out that the endpoints of open strings appear as charged particles in a Yang-Mills theory with
structure group U(r), for some r. This means that the submanifold Y in fact supports a rank r Hermitian
vector bundle of E −→ Y . Therefore, one of the interesting features of D-branes is their connection to
Yang-Mills theory, which we studied in the previous chapter. We will build on this connection shortly.
D-branes are much deeper, but before continuing we must pause to record some basic ideas in string
theory. The consistency of string theory requires that spacetime be ten-dimensional. Given that we only
observe four dimensions, we model the ten-dimensional spacetime as
R1,3 ×X
where R1,3 is four-dimensional spacetime with a Lorentzian metric, and we takeX to be a smooth compact
Calabi-Yau threefold. IfX is a generic such Calabi-Yau (not one with exceptional holonomy) then the low-
energy limit of the theory will induce an N = 2 supersymmetric theory in four dimensions. There are five
consistent physical string theories, two of which are called Type IIA and Type IIB. Both theories contain
D-branes. In Type IIA, there are Dp-branes where pmust be even or equivalently, the worldvolumemust be
odd-dimensional. On the other hand, Type IIB theory admits Dp-branes for p odd.
Remark 3.3.1. Certainly some of the spatial dimensions of a D-brane are allowed to live in R1,3, but this
clearly cannot be interpreted as a particle in four dimensions. One common application is to use D-branes
to engineer particles in four-dimensional spacetime so from here on, we will assume that a Dp-brane is such
that there are p spatial dimensions inX , and only the one-dimensional worldline supported in R1,3.
Building on the above remark, not only are we interested in using D-branes to engineer particles in four
dimensions, but in order to make contact with algebraic geometry we would like to engineer BPS particles.
Let us assume we are in the large-volume limit, meaning if J is the Ka¨hler form, the integral of J3 over
the Calabi-Yau threefoldX tends to infinity. The mass of a particle engineered by a D-brane is simply the
mass of the brane which is proportional to its volume. The BPS condition is that the mass, and therefore the
volume, of the brane is minimized and coincides with a central charge.
Consider a Dp-brane whose underlying support defines a class in Hp(X,Z). Calibrated submanifolds
are those that minimize volume within their homology class. For Ka¨hler manifolds, the calibrated sub-
manifolds are the holomorphic submanifolds, while in the Calabi-Yau case, special Lagrangians are also
calibrated. It follows that the BPS condition restricts attention D6, D4, D2, and D0-branes in Type IIA
wrapping holomorphic submanifolds ofX , and D3-branes in Type IIB wrapping special Lagrangians inX .
However, these BPS D-branes in the large-volume limit of Type IIA are more than just the data of a
holomorphic submanifold. We have previously established a naı¨ve definition of a D-brane as a Hermitian
vector bundle supported on a submanifold. Let X be a smooth compact Calabi-Yau threefold with Ka¨hler
form J . Let Z ⊆ X be a holomorphic submanifold of dimension n ≤ 3 with E → Z a Hermitian vector
bundle of rank r. There is a unique connection dA on E compatible with the Hermitian structure as well as
the holomorphic structure on Z . The curvature two-form satisfies
FA ∈ Ω
1,1(gE) (3.48)
where gE ⊂ EndE is the bundle of Lie algebras ur over Z . It turns out that in order for the particle
engineered by the D-brane to be BPS, not only must Z be holomorphic, but the curvature two-form must
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satisfy the following additional condition [104]
i FA ∧ J
n−1 =
λ
n
Jn · idE (3.49)
for some constant λ ∈ R. If n < 3, there are further conditions on the normal bundle [48] which we will not
discuss. We recognize (3.49) as precisely the Hermitian Yang-Mills equation (2.99), and by the Donaldson-
Uhlenbeck-Yau theorem, we conclude thatE → Z is a µ-stable holomorphic vector bundle5. In other words,
the physical BPS condition connects D-branes to slope stable bundles in mathematics.
Associated to a smooth compact Calabi-Yau threefoldX , Witten discovered two topological string theo-
ries known as the A and B-models, respectively. The open string sectors of both theories contain D-branes.
In the A-model, there are A-branes wrapping a special Lagrangian three-cycle in X , and in the B-model
there are B-branes wrapping holomorphic cycles ofX . By convention, in both cases there can be any num-
ber of dimensions of the brane supported outside ofX , and depending on this number it is unclear whether
the topological configurations can be mapped to a brane configuration in either Type IIA or Type IIB. How-
ever, if we insist that the only support outside ofX is along a worldline, then an A-brane comes from a BPS
D3-brane in Type IIB and a B-brane comes from bound states of BPS D6, D4, D2, or D0-branes in Type
IIA.
Combining all of the above discussion, we are finally in a position to give a simple definition of the
D-branes of interest to us in the large-volume limit of the Calabi-Yau.
Definition 3.3.1 (D-branes of B-type at large volume). On a smooth compact Calabi-Yau threefoldX in
the large-volume limit, we define a BPSD-brane of B-type to be a pair (Z,E)whereZ ⊆ X is a holomorphic
submanifold, andE → Z is a polystable holomorphic vector bundle. The BPSD-branes of B-type are either
D-branes in Type IIA engineering a BPS particle, or B-branes in the B-model topological string theory.
The following theorem states that the compactification spaces of most interest in string theory are necessarily
algebraic.
Theorem 3.3.1. [58, Proposition 5.3] IfX is a smooth compactCalabi-Yau threefoldwithH1(X,OX) = 0,
thenX is a projective algebraic variety.
SinceX is algebraic, by Chow’s theorem [19] holomorphic submanifoldsZ ⊆ X are themselves algebraic.
Therefore, taking the large-volume limit on the smooth compact Calabi-Yau threefold, we observe that the
BPS sector of Type IIA string theory, as well as the B-model topological string theory, are entirely in the
world of algebraic geometry!
For an ample bundle OX(1) on X , if E → Z is a µ-stable holomorphic vector bundle with respect to
OX(1)|Z , then pushing forward by the inclusion ι : Z →֒ X , we get a coherent sheaf ι∗E on X . By a
straightforward computation, one can show that ι∗E is a stable sheaf with respect to Simpson slope (3.41)
and ample classOX(1). Therefore, a BPS D-brane of B-type can be modeled in the large-volume limit as a
Simpson stable coherent sheaf in algebraic geometry.
As one moves away from the large-volume limit, the (possibly non-BPS) D-branes of B-type are con-
jecturally [5, 102, 103] given by objects in the derived category Db(X). Given an object in the derived
category, one should think of the morphisms in the complex as representing open strings stretching between
a brane and an anti-brane [99, 100]. One non-trivial aspect of the conjecture is that quasi-isomorphisms cor-
respond to renormalization group flow. The homological mirror symmetry conjecture of Kontsevich [66]
5The bundle will only be stable if the connection dA is irreducible – otherwise it will be polystable. One can safely ignore this
subtlety on a first pass.
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is that Db(X) is isomorphic to the Fukaya category of A-branes in X . The current understanding is that
a BPS brane away from the large-volume limit should be a Π-stable object [6, 28, 29], which is called a
Bridgeland stable object [16] in the math literature. Indeed, if one takes the large-volume limit in the right
way, Π-stability or Bridgeland stability reduces to µ-stability [29], consistent with the above discussion.
3.3.1 The Mukai Vector and D-brane Charges
Being extended objects in spacetime, D-branes have certain characteristic quantities, known as charges in
physical jargon. To name a few examples, D-branes have a mass, as well as potentially spin, and elec-
tric or magnetic charge. Let us consider (possibly non-BPS) D-branes of B-type and possibly not in the
large-volume limit. By [82, 104, 112] we understand these charges, known as D-brane charges, to lie in
the Grothendieck group K0(X), also called the K-theory group of X . Since X is smooth, by (3.14) the
Grothendieck group is isomorphic to the Chow group A∗(X)Q via the Chern character. Indeed, passing to
D-brane charges is related to taking the Chern character, but there is an important subtlety.
Definition 3.3.2. On a smooth n-dimensional variety X the Mukai vector of a coherent sheaf E is defined
by6
Q(E ) = ch(E )
√
td(X) ∈ A∗(X)Q (3.50)
and the individual components are defined byQ(E ) =
(
Qn(E ), . . . ,Q0(E )
)
whereQk(E ) ∈ Ak(X)Q.
The Mukai vector Q(−) also induces a ring isomorphism from K0(X)Q to A∗(X)Q, and since X is
projective one can still apply the cycle map (3.8) to recover an element in cohomologyH2∗(X,Q). Though
we will not discuss it in this thesis, there is a Grothendieck group K0
(
Db(X)
)
of the derived category of
X , and one can use the inclusion of categories Coh(X) →֒ Db(X) to induce the isomorphism
K0
(
Db(X)
)
∼= K0(X). (3.51)
Of course, one can also extend the definition of the Chern character and the Mukai vector to complexes of
coherent sheaves in the derived category.
LetX be a smooth Calabi-Yau threefold, and let us think of a D-brane as aΠ-stable or Bridgeland stable
object E • in the derived category. By [48, 82] the D-brane charge is given by7 the Mukai vectorQ(E •) such
that the D(2k)-brane charge isQk(E
•) ∈ Ak(X)Q. In particular, if a D-brane configuration can be modeled
as a single coherent sheaf E , then the D-brane charge is the Mukai vectorQ(E ).
Example 3.3.1. For a Calabi-Yau threefold X , let ι : Z →֒ X be the inclusion of an integral subscheme
of dimension d ≤ 3, and let E be a µ-stable holomorphic vector bundle of rank r on Z . We know ι∗E is a
coherent sheaf on X modeling a B-type D-brane configuration in the large-volume limit. Using the results
of Example 3.1.1, we know thatQk(ι∗E) = 0 for all k > d, and additionally because td0(X) = 1, we have
Qd(ι∗E) = r[Z] ∈ Ad(X). (3.52)
Equivalently, the D(2d)-brane charge of ι∗E is r[Z], which is what we called (Definition 3.1.7) the support
cycle of ι∗E. We are seeing an explanation of some common jargon in the physics literature: the phrase “a
stack of r D-branes wrapping a d-dimensional subvariety Z” is physical jargon meaning a stable holomor-
phic vector bundle of rank r supported on Z . By (3.52), the D(2d)-brane charge appears as r copies of the
fundamental cycle of Z , which explains the terminology.
6We define
√
td(X) via a power series expansion, which is well defined as td0(X) = 1.
7Strictly speaking, the Mukai vector is only an approximation to the D-brane charge. In [45], the authors introduce ‘Gamma classes’
which provide corrections to the factor of
√
td(X) in the Mukai vector.
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Let us assume we can model a D(2d)-brane as a coherent sheaf E of dimension d with smooth support.
The mass of the D-brane is proportional to the volume, which is given by the integral of suitable powers of
the Ka¨hler form over the support cycle [E ]. In the case of ι∗E as in (3.52), evidently the mass scales with
the rank of the bundle.
Example 3.3.2. Let us consider a configuration of r D0-branes in a smooth projective Calabi-Yau threefold
X . Such a configuration can always be modeled as a zero-dimensional coherent sheaf E with Euler char-
acteristic χ(X, E ) = r. Forgetting no data at all, the system is given by skyscraper sheaves supported on
specific points of X such that the ranks add up to r. Taking the Mukai vector, we get the D-brane charges,
all of which vanish except the D0-brane charge
ch3(E ) = r1p1 + · · ·+ rsps ∈ A0(X),
s∑
k=1
rk = r. (3.53)
Taking values in the Chow group of zero-cycles, we see that we have lost data differentiating between two
points in the support connected by a rational curve. Notice that in this case, ch3(E ) is the support cycle of
E . In general, the Chow groups are much more complicated than the homology groups. Applying the cycle
map (3.8) we get a class in H0(X,Z) ∼= Z, which is simply χ(X, E ) = r. Put differently, the D0-brane
charge as an element of Chow distinguishes points up to rational equivalence, while the map to homology
forgets the points and only encodes the sum of multiplicities
∑s
k=1 rk = r.
Partially motivated by the physics, modern day algebraic geometers are often interested in developing
theories which enumerate bound states of D-branes. For example, in the next chapter we will introduce
Donaldson-Thomas invariants which are a supersymmetric index virtually counting bound states of D2-
D0 branes inside a single D6-brane in a Calabi-Yau threefold. Joyce and Song [59] developed a theory of
generalized Donaldson-Thomas invariants which allows one to study more general bound states of D6-D4-
D2-D0 branes in a Calabi-Yau threefold. Finally, we will also discuss the Gopakumar-Vafa invariants which
are counts of bound states of D2-D0 branes coming from M2-branes in M-theory.
The unifying feature of all of these D-brane counting theories is that the invariants are extracted from a
moduli space of stable or semistable sheaves with fixed Chern character on a Calabi-Yau threefold. These
moduli spaces were introduced in Section 3.2.2. We have seen in this section that the physical charges of
a D-brane are encoded into the Mukai vector (3.50). However, because the characteristic class
√
td(X) is
invertible as a power series, fixing the Chern character is equivalent to fixing the D-brane charges. Therefore,
a specification of the physical charges of a D-brane serves to fix some of the topological features of a sheaf
in the moduli problem.
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4Introduction to Modern Enumerative
Geometry and String Theory
Enumerative geometry is a subfield of algebraic geometry made up of theories attempting to count objects
or families of objects in a fixed algebraic variety. It is born out of the following distinguishing feature
of algebraic geometry: many objects you may want to count come in finite, or at least finite-dimensional
families. This property is rarely achieved in the smooth or topological categories. For one simple example,
vector bundles in the algebraic category frequently have a finite-dimensional space of sections, a fact which
never holds forC∞-bundles. Another feature is that the moduli spaces parameterizing the objects of interest
are themselves algebraic varieties (or schemes, or stacks), and one can use the moduli spaces to define
invariants of the counting problem.
An interesting enumerative problem in both mathematics and physics is to count curves of a fixed type
in a smooth projective varietyX . One piece of data which is typically fixed in all theories is the homology
class β ∈ H2(X,Z) of the curve. For example, ifX ⊂ P3 is a cubic surface, there are famously exactly 27
rational curves in the homology class of a line. However, one cannot always perform such a count without
specifying additional data. Even in the simple example of X = P2, and β the class of a line, there are
infinitely many such curves. In these cases, in order to extract a number, one must impose the correct
number of incidence conditions – these are cycles in X in generic position which we require curves to
intersect. Indeed, specifying two distinct points in P2, there is a unique line through them.
Consider the moduli stack C(X, β) of smooth curves inX in the homology class β. This is a space one
might naı¨vely work with to construct a curve-counting theory onX , but it has at least two main drawbacks.
First, C(X, β) is generally not compact. Moreover, it is not clear how to work directly with a smooth em-
bedded curve in X in a practical manner. To remedy these issues, one should find a compactification of
C(X, β) using objects one can control in practice, and define curve-counting invariants using intersection
theory on the compact moduli space. Doing so, will require some understanding of obstruction theories and
the virtual fundamental class.
In this chapter we will describe three modern curve-counting invariants (Gromov-Witten, Donaldson-
Thomas, and Gopakumar-Vafa invariants) and each arise in some form from different compactifications
of C(X, β) using different objects. All three are conjecturally equivalent, and all three are deformation
invariants, meaning they are unchanged under deformations of the complex structure of X . In addition,
each of these theories finds a natural home in some part of string theory, as we will discuss.
It turns out thatmore interesting than the invariants themselves is the generating function one can package
them into. This object not only coincides with the partition function of the associated physical theory, but
often enjoys remarkable automorphic properties. This automorphy may reflect hidden symmetries of the
moduli space at hand. This is among the common features shared by modern enumerative theories – a few
others which we will see are the use of deformation and obstruction theories on a moduli space, as well as
a close interaction with physics.
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4.1 Gromov-Witten Theory
Given a smooth projective variety X , we consider a fixed homology class β ∈ H2(X,Z) and cycles
Z1, . . . , Zn inX of any dimension. We are interested in counting (in some sense of the word) the curves C
of genus g with homology class β such that C ∩ Zi 6= ∅ for all i. In other words, we want to count curves
in X with fixed discrete invariants g and β intersecting each of the Zi. The insight of Kontsevich [67] was
to replace embedded curvesC ⊂ X with abstract n-pointed curves (C, p1, . . . , pn) of genus g along with a
holomorphic map f : C → X such that f∗[C] = β and f(pi) ∈ Zi for all i.
It turns out that this change of perspective harmonizes the mathematical theory with the idea of a sigma
model in string theory. Mathematically, Gromov-Witten theory is a rigorous counting of curves in X as
interpreted by Kontsevich, and is the underlying foundation of the A-model topological string theory onX .
The relevant moduli space of stable maps will carry a perfect obstruction theory and a virtual class. The
Gromov-Witten invariants are then deformation invariants defined as integrals over this virtual class. They
will depend only on the Ka¨hler classes, i.e. the (complexified) volumes of curves. Finally, we mention that
what has been described above is the algebro-geometric approach to the theory – there is a purely symplectic
version replacingX by an arbitrary symplectic manifold, and f by a J-holomorphic map [78].
4.1.1 The Moduli Space of Stable Curves
As a warmup to understanding stable maps, let us briefly review the moduli of stable curves. We will give
just a rough overview of the theory, so for more details we refer the reader to [4, 24]. We will also make use
of our discussion in Section 3.2.2 outlining some generalities in moduli problems.
For the durationof the section onGromov-Witten theory, a curvewill mean a connected one-dimensional,
possibly singular projective variety. An n-pointed curve (C, p1, . . . , pn) is a curve C with ordered marked
points pi lying at smooth points of C. An automorphism of (C, p1, . . . , pn) is an automorphism of C
preserving the marked points.
Definition 4.1.1. Ann-pointed curve (C, p1, . . . , pn) is called prestable if it has at worst nodal singularities,
and it is called stable if it is prestable with a finite automorphism group.
A stable curve is equivalently seen to be a nodal n-pointed curve satisfying the following two conditions:
1. If smooth of genus 1, then the curve has at least 1 marked point.
2. All rational components of the normalization contain at least 3 points lying over special points (either
nodes or marked points).
If the arithmetic genus of C is g, a necessary condition for stability is 2g − 2 + n > 0, a condition which
clearly holds automatically for g ≥ 2.
We can now introduce the notion of a flat family of stable curves parameterized by a scheme, always
assumed to be of finite type over C.
Definition 4.1.2. A flat family of stable n-pointed curves of arithmetic genus g parameterized by a scheme
S is a flat and proper morphism of finite type
π : C −→ S
with n disjoint sections σ1, . . . , σn : S → C such that for all closed points s ∈ S,(
Cs, σ1(s), . . . , σn(s)
)
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is a stable n-pointed curve of arithmetic genus g, where Cs = π
−1(s).
Note that a flat family over SpecC is simply a stable curve. We say that two such families C and C′ over S
are equivalent, denoted C ∼S C′, if there is an isomorphism of schemes µ : C → C′ along with the following
diagram for all i = 1, . . . , n
C C′
S
µ
π π′
σi σ′i
(4.1)
By including the sections in the diagram, we require µ ◦ σi = σ′i. In other words, the isomorphism must
preserve the marked points.
One can study the moduli problem of parameterizing stable n-pointed curves of a fixed arithmetic genus.
The corresponding moduli functor (or moduli stack) is defined byMg,n : Sch
op → Set such that
Mg,n(S) :=
{
Flat families overS ofn-pointed stable
curves of arithmetic genusg up to ∼S
}
(4.2)
and on morphisms of schemes, the functor acts in the obvious way by pullback. It turns out thatMg,n is
not representable. There is however, a coarse moduli space, typically denotedMg,n. We regardMg,n as
a compactification of the moduli stackMg,n of smooth n-pointed curves of genus g, and likewise for the
corresponding coarse moduli spaces.
Theorem 4.1.1 (Deligne-Mumford [24]). The moduli stackMg,n is a smooth, proper, irreducible Deligne-
Mumford stack of dimension 3g− 3+n, assuming we have 2g− 2+n > 0. The coarse moduli spaceMg,n
is a projective variety of the same dimension with finite quotient singularities corresponding to stable curves
with finite, but non-zero automorphisms.
One can also study the moduli problem for prestable curves. As we will see in the next section, the
domain of a stable map in Gromov-Witten theory is a prestable curve, so the following remark will be of
some importance.
Remark 4.1.1. The moduli stackMg,n of prestable n-pointed curves of arithmetic genus g is a smooth Artin
stack of dimension 3g−3+n. Note that because we allow infinitesimal automorphisms, this dimension may
be negative.
4.1.2 The Moduli Space of Stable Maps
Let X be a smooth projective variety, and let Cg,n(X, β) be the (possibly empty) moduli space of smooth
n-pointed curves in X of genus g and class β ∈ H2(X,Z). As mentioned above, an insight of Kontsevich
was to concretely realize a point in this moduli space as an embedding f : C →֒ X , where (C, p1, . . . , pn)
is a smooth n-pointed curve of genus g, and f∗[C] = β. Though one can work explicitly with such an
embedding, the moduli space is not compact. One natural compactification arises by allowing for prestable
curves C, and more general morphisms f .
Given an n-pointed curve (C, p1, . . . , pn) and a morphism f : C → X , an automorphism of f is an
automorphism of the pointed curve which commutes with f and preserves the marked points. The group of
automorphisms of f is the subgroup Aut(f) of the automorphism group of the pointed curve.
Definition 4.1.3. We say the map f is stable if Aut(f) is finite, and denote the data by (C, p1, . . . , pn, f).
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A collapsing component of a stable map (C, p1, . . . , pn, f) is a component ofC mapping by f to a point
in X . The condition that Aut(f) is finite is equivalent to the requirement that any collapsing components
of genus 0 must have at least 3 special points (nodes or marked points) while collapsing components of
genus 1 must have at least 1 special point. Notice that if f is an embedding, there clearly are no collapsing
components and f is therefore stable.
We must now understand how stable maps deform in families. For a scheme S, always of finite type
over C, let π : C → S be a flat family of prestable n-pointed curves of arithmetic genus g over S, and let
σ1, . . . , σn : S → C be the disjoint sections.
Definition 4.1.4. Let X be a smooth projective variety. A flat family over S of stable maps into X with a
prestable n-pointed domain curve of genus g is a diagram
C X
S
f
π (4.3)
such that for all closed points s ∈ S,
(
Cs, σ1(s), . . . , σn(s), fs
)
is a stable map where Cs = π
−1(s) and
fs = f |Cs . Moreover, we use the following terminology to describe such families:
1. A flat family of stable maps f : C → X over S is said to be n-pointed of genus g if for all closed
points s ∈ S, the curve Cs is n-pointed with arithmetic genus g.
2. The family is said to represent the class β ∈ H2(X,Z) if (fs)∗[Cs] = β for all closed points s ∈ S.
We say that two flat families f : C → X and f ′ : C′ → X are isomorphic ∼S over S if there exists an
isomorphism µ : C → C′ with the following diagram for all i = 1, . . . , n
C
S X
C′
π
µ
f
σi
σ′i
π′
f ′
(4.4)
By including the sections in the diagram, we require compatibility with marked points. That is, µ ◦ σi = σ′i
and f ◦ σi = f ′ ◦ σ′i.
We can now define the moduli stack of stable maps by the functorMg,n(X, β) : Sch
op → Set, such
that for all schemes S
Mg,n(X, β)(S) :=
{
Flat families overS ofn-pointed stable maps of
genus g representingβ ∈ H2(X,Z) up to ∼S
}
(4.5)
and such that the functor acts on morphisms in the obvious way by pullback. This moduli space is the main
object of interest in Gromov-Witten theory. Let us briefly discuss some of its nice properties, as well as
some not so nice.
Theorem 4.1.2. IfX is a smooth projective variety, then the moduli stackMg,n(X, β) of stable maps is a
(generally singular) proper Deligne-Mumford stack. The corresponding coarse moduli space is a projective
scheme over C.
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The stack portion of the above theoremwas proven by Kontsevich [67], while the result for the coarse moduli
space can be found in Fulton-Pandharipande [35]. One consequence of properness is the following fact. If
two marked points come together on a domain curve, a new P1 “bubbles” off, on which the two points are
then separated. Notice that this preserves the stability, and the new P1 component is collapsed by the map.
We denote byMg,n(X, β) →֒ Mg,n(X, β) the (possibly empty) open substack parameterizing stable
maps with smooth domain curves. Because embeddings are stable, we furthermore have the following
inclusions
Cg,n(X, β) Mg,n(X, β) Mg,n(X, β). (4.6)
It is in this sense that the moduli space of stable maps is a compactification of the substacks Cg,n(X, β) and
Mg,n(X, β). However, note that it is such that the initial space may be empty or small, while the resulting
space after compactifying is very large.
The geometry ofMg,n(X, β) is intimately connected with that of stable or prestable curves. Because
the domain curve of a stable map is a prestable curve, by forgetting the data of the map we get a morphism
Mg,n(X, β) −→Mg,n. (4.7)
If 2g − 2 + n > 0, we have a stabalization morphismMg,n →Mg,n collapsing rational components with
too few special points (nodes and marked points). If this inequality is satisfied, we can therefore compose
(4.7) with the stabalization morphism to get
Mg,n(X, β) −→Mg,n. (4.8)
One special case is that of β = 0. Clearly, the stability of a map collapsing the entire curve requires the
domain curve to itself be stable. We have an isomorphism
Mg,n(X, 0) ∼=Mg,n ×X. (4.9)
One should think that a moduli point in Mg,n(X, 0) is determined by the choice of a stable curve along
with a point in X to which the curve collapses.
In comparison to stable curves, the moduli space of stable maps is quite poorly behaved in the sense
of classical geometry. In addition to being usually singular, it is typically non-reduced, and contains many
irreducible components of arbitrary dimensions. The redeeming feature however, is that the moduli space
of stable maps is rather nice from the perspective of modern enumerative geometry – it carries a perfect
obstruction theory and a virtual class. We will now explain this part of the story.
4.1.3 Perfect Obstruction Theory of Stable Maps and the Virtual Fundamental
Class
For many moduli spaces of interest in algebraic geometry, the local structure at a point is encoded by coho-
mological data associated to an object representing that point in the moduli space. This data is interpreted
as deformations of the object and obstructions to lifting deformations to higher order. These deformation
and obstruction theories are very deep (and we will hardly scratch the surface) so before jumping directly to
stable maps, it is helpful to first consider the simpler case ofMg,n.
The Deformation Theory of Stable Curves
It is well-known that the infinitesimal deformations of a compact complex manifoldV with a finite automor-
phism group are given by the cohomology groupH1(V, TV ), while the obstructions to lifting deformations
55
4.1. Gromov-Witten Theory
to higher order live in H2(V, TV ). The group H0(V, TV ) corresponds to infinitesimal automorphisms of
V , and vanishes by assumption. It follows that the expected dimension of the corresponding moduli space
at the point V is
h1(V, TV )− h
2(V, TV ), (4.10)
and a sufficient (but not necessary) condition for the smoothness of the moduli space at V is that h2(V, TV )
vanishes.
This would suffice to understand the non-compact moduli spaceMg,0 (at least for g ≥ 2), but we would
like to generalize the discussion to account for arbitrary stable curves (C, p1, . . . , pn) with marked points.
First, if C is smooth one can introduce marked points by replacing TC by TC(−D) where we will use the
notation D :=
∑n
i=1 pi for the sum of marked points as a divisor. Of course, TC(−D) is the sheaf of
holomorphic vector fields vanishing at the marked points. On a smooth variety X , the dual of the tangent
bundle is defined to agree with the sheaf ΩX of Ka¨hler differentials [47, II, Sec. 8]. Because the Ka¨hler
differentials exist on a general scheme, if the curveC is not smooth, it is natural to replaceT
∨
C(D) byΩC(D).
The infinitesimal deformations ofMg,n are given by Ext
1
C(ΩC(D),OC) with the obstructions living in
Ext2C(ΩC(D),OC). The infinitesimal automorphisms are given by Ext
0
C(ΩC(D),OC), and this group van-
ishes because stable curves have finite automorphisms [24]. The expected dimension ofMg,n is therefore
given by
dimExt1C
(
ΩC(D),OC
)
− dimExt2C
(
ΩC(D),OC
)
. (4.11)
If C is in fact smooth, then ΩC is locally-free and dual to the tangent bundle TC . By the two following
elementary isomorphisms
ExtiC(ΩC(D),OC) ∼= Ext
i
C(OC , TC(−D)) ∼= H
i(C, TC(−D)), (4.12)
the automorphisms, deformations, and obstructions of a smooth n-pointed curve specialize consistently.
For all stable curves (C, p1, . . . , pn) it turns out the obstruction space Ext
2
C
(
ΩC(D),OC
)
vanishes [24].
This means that all deformations of stable curves are unobstructed and the moduli spaceMg,n is a smooth
Deligne-Mumford stack, as we have stated in Section 4.1.1. We sayMg,n is smooth of the expected dimen-
sion, (4.11) which is given numerically by [4, Thm 3.17]
dimExt1C
(
ΩC(D),OC
)
= 3g − 3 + n. (4.13)
We make one final comment which will be of importance in the deformation theory of stable maps. One
can also study the deformation theory of the Artin stack Mg,n of prestable curves (see Remark 4.1.1). The
dimension is computed by
dimExt1C
(
ΩC(D),OC
)
− dimExt0C
(
ΩC(D),OC
)
= 3g − 3 + n, (4.14)
though the value can possibly be negative due to automorphisms. In the case of a smooth curve, this result
is clear by a simple application of Riemann-Roch.
The Perfect Obstruction Theory of Stable Maps
We now want to consider the deformations and obstructions of a stable map (C, p1, . . . , pn, f). Unlike the
case ofMg,n, the deformation theory ofMg,n(X, β) is generally obstructed, resulting in either a singular
moduli space or a moduli space of an unexpected dimension. With stable maps, we can now deform both the
curve C and the map f , though we will not deform the target space X which is always taken to be smooth
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and projective. For a readable account of what it means to deform a map, we refer the reader to [97]. In
what follows, we will draw from the exposition of [22, 96].
Let us begin in the simple setting where C is a smooth genus g curve without marked points, and f is
an embedding such that f∗[C] = β. The moduli in such a case are controlled by the normal bundle exact
sequence
0→ TC → f
∗TX → νC → 0 (4.15)
where νC is the normal bundle of C in X , and we have identified f∗TX with TX |C . We can then pass to
the long exact sequence in cohomology
0 −→ H0(C, TC) −→ H
0(C, f∗TX) −→ H
0(C, νC) −→
−→ H1(C, TC) −→ H
1(C, f∗TX) −→ H
1(C, νC) −→ 0.
(4.16)
Each of the cohomology groups above has a geometrical interpretation. We have seen that H0(C, TC) and
H1(C, TC) correspond to the infinitesimal automorphismsand deformationsof a smooth curve, respectively.
Remark 4.1.2. Beware that the domain curve of an arbitrary stable map need only be prestable, not nec-
essarily stable. Therefore,H0(C, TC) might not vanish in general.
We interpretH0(C, f∗TX) as the space of infinitesimal deformations of the map f with fixed domain curve
C, and H1(C, f∗TX) as the obstruction space to deforming of f . Ultimately in this simple case, it is the
sections of the normal bundle which we understand as the infinitesimal deformations of a stable map with
obstruction spaceH1(C, νC). With this in mind, the long exact sequence (4.16) is often written
0 −→ Aut(C) −→ Def(f) −→ Def(C, f) −→
−→ Def(C) −→ Ob(f) −→ Ob(C, f) −→ 0.
(4.17)
There is no entry Aut(C, f) because the infinitesimal automorphisms of a stable map vanish, by definition.
Noting that the alternating sum of dimensions in a long exact sequence of cohomology groups vanishes,
we can write
h0(C, νC)− h
1(C, νC) = χ(C, f
∗TX)− χ(C, TC). (4.18)
A simple application of Riemann-Roch shows that χ(C, TC) = 3− 3g and
χ(C, f∗TX) =
∫
β
c1(X) + dimX(1− g) (4.19)
where β = f∗[C]. We therefore have
h0(C, νC)− h
1(C, νC) =
∫
β
c1(X) + (dimX − 3)(1− g). (4.20)
Although we will see that this agrees numerically with what will soon be called the expected dimension of
Mg,0(X, β), it may happen that there are no moduli points corresponding to a smooth embedded curve.
In other words, Cg,0(X, β) may be empty. We therefore need to mimic the above discussion in the case of
general stable maps.
Given a stable map (C, p1, . . . , pn, f) in Mg,n(X, β), it remains true that f∗TX is locally-free but if
C is singular, TC no longer exists. One should replace T
∨
C by the sheaf of Ka¨hler differentials ΩC , which
coincides with the canonical bundle ωC whenC is smooth. Of course, sinceX is smooth,ΩX is simply the
cotangent bundle.
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Recalling the notationD =
∑n
i=1 pi for the sum of marked points, the moduli are no longer controlled
by the sequence (4.15), but rather the complex
f∗ΩX −→ ΩC(D). (4.21)
In the case where C is smooth and f is an embedding, (4.21) is simply the dual of the canonical map
TC(−D) →֒ f∗TX whose kernel is the conormal bundle ν
∨
C . As explained in [22] the automorphisms,
deformations, and obstructions of a general stable map are governed by the following hyperext groups
ExtiC
({
f∗ΩX → ΩC(D)
}
,OC
)
.
The group with i = 0 corresponds to automorphisms and vanishes by stability of the map. Of course, i = 1
and i = 2 correspond to the tangent space and obstruction space, respectively. We can now define the
expected dimension of the moduli space at a point as the difference of the dimensions of the tangent space
and obstruction space.
Definition 4.1.5. The expected (or virtual) dimension of the moduli space of stable mapsMg,n(X, β) at a
stable map (C, p1, . . . , pn, f) is defined by
vdim
(
Mg,n(X, β)
)
= dimExt1C
({
f∗ΩX → ΩC(D)
}
,OC
)
− dimExt2C
({
f∗ΩX → ΩC(D)
}
,OC
)
.
(4.22)
Althoughwe have not provided an honest definition, practically speaking one can take the following long
exact sequence as the defining characterization of the hyperext groups introduced above
0→ Ext0C(ΩC(D),OC)→ Ext
0
C(f
∗ΩX ,OC)→ Ext
1
C
({
f∗ΩX → ΩC(D)
}
,OC
)
→
→ Ext1C(ΩC(D),OC)→ Ext
1
C(f
∗ΩX ,OC)→ Ext
2
C
({
f∗ΩX → ΩC(D)
}
,OC
)
→ 0.
(4.23)
Remark 4.1.3. The entries in the above long exact sequence have the following geometrical interpretations
and specializations to known cases:
1. The automorphisms of the n-pointed curve are given by Ext0C(ΩC(D),OC) with the deformations
given by Ext1C(ΩC(D),OC). If C is smooth, we have the isomorphisms
ExtiC(ΩC(D),OC)
∼= Hi(C, TC(−D)). (4.24)
2. Because X is smooth, f∗ΩX is a locally-free sheaf on C, whether the curve is smooth or not. We
therefore have the isomorphisms
ExtiC(f
∗ΩX ,OC) ∼= H
i(C, f∗TX) (4.25)
andwe have seen thatH0(C, f∗TX) corresponds to deformations of the map f with the curveC fixed,
whileH1(C, f∗TX) is the obstructions to deforming the map. This remains true whetherC is smooth
or not.
3. We have already interpreted the terms ExtiC
({
f∗ΩX → ΩC(D)
}
,OC
)
, but we note here that if C is
smooth without marked points, and f is an embedding, then the complex (4.21) is quasi-isomorphic
to its kernel ν
∨
C . In such a case we therefore have
ExtiC
({
f∗ΩX → ΩC(D)
}
,OC
)
∼= Hi(C, νC) (4.26)
consistent with the discussion above.
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With these geometrical interpretations in mind, one will often see the long exact sequence (4.23) written as
0 −→ Aut(C, p1, . . . , pn) −→ Def(f) −→ Def(C, p1, . . . , pn, f) −→
−→ Def(C, p1, . . . , pn) −→ Ob(f) −→ Ob(C, p1, . . . , pn, f) −→ 0.
(4.27)
As we warned earlier, the automorphisms of the curvemight not vanish because the domain curve of a stable
mapmight only be prestable. The consequenceof stability of themap is that a term likeAut(C, p1, . . . , pn, f)
vanishes in the above sequence.
Because the alternating sum of dimensions in a long exact sequence vanishes, by (4.22) and (4.23) we
can write the expected dimension ofMg,n(X, β) as
vdim
(
Mg,n(X, β)
)
= χ(C, f∗TX) + dimExt
1
C(ΩC(D),OC)− dimExt
0
C(ΩC(D),OC). (4.28)
Here, we used the isomorphism (4.25) resulting in the term χ(C, f∗TX). This term can be computed by
Riemann-Roch on a possibly singular curve and agrees numericallywith (4.19). Finally, the remaining terms
were recorded previously in (4.14). In all, we now have the following result for the expected dimension
vdim
(
Mg,n(X, β)
)
=
∫
β
c1(X) + (dimX − 3)(1− g) + n. (4.29)
Though not at all obvious from its definition (4.22), the expected dimension does not depend on a particular
stable map, and is therefore an invariant of the moduli space.
Proposition 4.1.1. The Zariski tangent space toMg,n(X, β) at (C, p1, . . . , pn, f) is given by the hyperext
groupExt1C
({
f∗ΩX → ΩC(D)
}
,OC
)
. It is clear from (4.22) that the expected dimension is a lower bound
for the actual dimension at each point. The moduli space is smooth if and only if the Zariski tangent space
doesn’t jump in dimension overMg,n(X, β).
The obstruction theory described here is a rather special kind. We say the moduli space of stable maps
carries a perfect obstruction theory, defined in [10]. Roughly speaking, such a theory is given by a perfect
two-term complex governing deformations and obstructions. Given a perfect obstruction theory, there is
always an expected dimension which is constant over connected components of the moduli space, just as we
observed in (4.29). Such a structure also leads to what is called the virtual fundamental class, which we will
now briefly introduce.
The Virtual Fundamental Class
Recall that one motivation for Gromov-Witten theory is to count curves of a fixed genus g and class β in
X with n generic incidence conditions. The schematic way one might try to achieve this is by integrating
certain cohomology classes (related to the incidence conditions) overMg,n(X, β). However, we have seen
thatMg,n(X, β) is generally singular with many irreducible components of arbitrary dimensions; it does
not have a fundamental class in the classical sense. Instead, one would hope to find in the homology or
Chow ring ofMg,n(X, β) a special class in the degree of the expected dimension playing the role of the
fundamental class. Following from work of Behrend and Fantechi [10] such a class exists, and is called the
virtual fundamental class.
Theorem 4.1.3. Given a proper scheme, orDeligne-Mumford stackM carrying a perfect obstruction theory
of expected dimension d, there exists a cycle in the Chow ring
[M]vir ∈ Ad(M,Q) −→ H2d(M,Q)
or a class in homology called the virtual fundamental class (sometimes called just the virtual class).
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This theorem may read strangely since we have not defined or constructed the virtual class. However,
the heuristic picture is that if one could deform the moduli data definingM so that it was smooth of the
expected dimension, then [M]vir would be its fundamental class. It is an honest class, but only a virtual
fundamental class.
Applying the seminal work of Behrend-Fantechi on perfect obstruction theories and virtual classes,
Behrend introduced the virtual class of the moduli space of stable maps, and proved some basic axioms
[9]. Underlying Gromov-Witten theory, we have the virtual class
[Mg,n(X, β)]
vir ∈ Ad
(
Mg,n(X, β),Q
)
−→ H2d
(
Mg,n(X, β),Q
)
where d = vdim
(
Mg,n(X, β)
)
is the expected dimension (4.29). There are a few easy examples where we
can understand the virtual class explicitly.
Example 4.1.1 (Smooth of the Expected Dimension). The simplest case is whenMg,n(X, β) is smooth of
the expected dimension. By smoothness, the dimension of the tangent spaceExt1C
({
f∗ΩX → ΩC(D)
}
,OC
)
at a point does not jump over the moduli space. BecauseMg,n(X, β) has the expected dimension, by (4.22)
it is clear that the obstruction space Ext2C
({
f∗ΩX → ΩC(D)
}
,OC
)
vanishes. In this case, the virtual
class coincides with the ordinary fundamental class
[Mg,n(X, β)]
vir = [Mg,n(X, β)]. (4.30)
By (4.23) it is clear that the obstruction space vanishes if Ext1C(f
∗ΩX ,OC) ∼= H1(C, f∗TX) vanishes.
Although rare, this case does occur in practice. For example, ifX = PN , thenM0,n(X, β) is smooth of
the expected dimension. For anyX , the same is true forM0,n(X, 0), and ifX is a point, thenMg,n(X, 0) ∼=
Mg,n is also smooth of the expected dimension. As a final example, the moduli spaceM1,0(E, d) of degree
d > 0 covers of an elliptic curve E is also smooth of the expected dimension.
Example 4.1.2 (Smooth of the Wrong Dimension). It is also possible that the moduli space is smooth
but of a dimension larger than the expected dimension. By smoothness, the dimension of the tangent space
Ext1C
({
f∗ΩX → ΩC(D)
}
,OC
)
does not jump, and because the expected dimension is an invariant of the
moduli space, the dimension of Ext2C
({
f∗ΩX → ΩC(D)
}
,OC
)
therefore also does not jump. This fact
gives rise to a canonical vector bundle called the obstruction bundle
Ob −→Mg,n(X, β) (4.31)
whose fiber at (C, p1, . . . , pn, f) is Ext2C
({
f∗ΩX → ΩC(D)
}
,OC
)
. The rank of Ob measures the dif-
ference between the actual and expected dimensions of Mg,n(X, β). Here, the virtual class is given by
[Mg,n(X, β)]
vir = PD
(
e(Ob)
)
(4.32)
where e(Ob) is the Euler class and defines an element of H rk(Ob)
(
Mg,n(X, β),Q
)
. The primary example
of this case which we will consider isMg,n(X, 0) ∼=Mg,n ×X for 2g − 2 + n > 0.
4.1.4 The Gromov-Witten Invariants
Throughout this chapter, the primary motivation for studying Gromov-Witten theory was to count curves in
X with fixed discrete invariants, and intersecting fixed cyclesZ1, . . . , Zn. We now have enough technology
to rigorously assign such invariants to X . For each i = 1, . . . , n we have an evaluation map
evi :Mg,n(X, β) −→ X (4.33)
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defined by sending a stable map (C, p1, . . . , pn, f) to f(pi). We can therefore define the composition
H∗(X)⊗n
ev∗1⌣···⌣ev
∗
n
−−−−−−−−−→ H∗
(
Mg,n(X, β)
) ∫[Mg,n(X,β)]vir
−−−−−−−−−→ Q (4.34)
where the first map is given by pullback ev∗1 ⌣ · · · ⌣ ev
∗
n and the second map by integration against the
virtual fundamental class. Let αi ∈ H∗(X) represent the Poincare´ dual in X of the homology class of the
cycle Zi. To get a sensible invariant we want the cycles to be in generic position which is why we are using
the data of their homology classes as opposed to the cycles themselves. The classes αi are typically referred
to as insertions.
We define the Gromov-Witten invariants 〈α1 · · ·αn〉Xg,β as the image of α1 ⌣ · · · ⌣ αn under the
composition (4.34). This is concretely expressed as
〈α1 · · ·αn〉
X
g,β =
∫
[Mg,n(X,β)]vir
ev∗1(α1)⌣ · · ·⌣ ev
∗
n(αn) ∈ Q. (4.35)
The Gromov-Witten invariants are deformation invariants of X , and one should interpret 〈α1 · · ·αn〉Xg,β to
be a virtual count of stable maps from curves of arithmetic genus g, landing in class β, and intersecting each
of the classes [Zi] = PD(αi). The invariants are rational precisely because the moduli space of stable maps
is a Deligne-Mumford stack; the non-integrality is traced back to stable maps with finite, but non-vanishing
automorphism group.
By definition, the integral (4.35) vanishes unless the sum of the degrees of the insertions αi coincide
with the (real) expected dimension. This implies the constraint∫
β
c1(X) + (dimX − 3)(1− g) + n =
1
2
n∑
i=1
deg(αi) =
1
2
n∑
i=1
codim(Zi). (4.36)
Notice Calabi-Yau threefolds appear to be special in that (4.36) is satisfied for all g and β without insertions.
For arbitrary smooth projective varieties, the virtual dimension may vanish for special g and β, but one
generally needs insertions.
The following remark describes another trivial constraint on the Gromov-Witten invariants.
Remark 4.1.4. We say β ∈ H2(X,Z) is not an effective class if it is non-zero and if it cannot be represented
by an algebraic curve in X . In such a case, 〈α1 · · ·αn〉Xg,β = 0 for all g, n because the moduli space
Mg,n(X, β) is empty.
We can define a tautological line bundle Li onMg,n(X, β) whose fiber at a point (C, p1, . . . , pn, f) is
the one-dimensional vector space T
∨
C |pi . The classesψi = c1(Li) give cohomology classes onMg,n(X, β).
We can therefore define the descendent Gromov-Witten invariants or gravitational descendants to be
〈
τa1(α1) · · · τan(αn)
〉X
g,β
=
∫
[Mg,n(X,β)]vir
ev∗1(α1) ⌣ ψ
a1
1 · · ·⌣ ev
∗
n(αn) ⌣ ψ
an
n (4.37)
where αi ∈ H∗(X). These invariants vanish unless
1
2
∑n
i=1(deg(αi) + ai) coincides with the expected
dimension ofMg,n(X, β). An enumerative interpretation of the gravitational descendants is not so clear
in general, though they ultimately contribute to the correlation functions of the A-model topological string
theory onX .
In the final sections, we will introduce the generating functions of Gromov-Witten invariants on Calabi-
Yau threefolds as well as connections to string theory. There are a number of deep topics within Gromov-
Witten theory which we are forced to omit. Most notably, we refer the reader to [22] for a full discussion of
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quantum cohomology. There are also certain axioms defining Gromov-Witten theory as well as connections
to cohomological field theory [51, 65] which we must omit. Finally, we have gone without many examples,
so we refer the reader to [51].
4.1.5 The Partition Function and Free Energy on a Calabi-Yau Threefold
One departure of modern enumerative geometry from that of past centuries is that much less interest lies
with the individual enumerative invariants. Rather, the fundamental objects appear to be various generat-
ing functions of the invariants. One the one hand, these generating functions often exhibit automorphic
properties, hinting at hidden symmetries of a moduli space. But they also seem to coincide with partition
functions or correlation functions in physics, perhaps after twisting the physical theory and localizing the
path integral. We now introduce some of these ideas in the context of Gromov-Witten theory.
Let (X,ω) be a smooth projective Calabi-Yau threefold with ω = B + iJ a complexified Ka¨hler form.
Here J is an honest Ka¨hler form, and B ∈ H2(X,R) is called the B-field. Let {S1, . . . , Sk} be a positive
basis of H2(X,Z), always modulo torsion. This means that for any effective curve class β ∈ H2(X,Z),
there exists non-negative integers {na}ka=1 such that β =
∑k
a=1 naSa. We call na the degree of β along
Sa. Using these definitions, we introduce the formal parameterQβ to be
Qβ =
k∏
a=1
Qnaa , where Qa = e
2πi
∫
Sa
ω . (4.38)
We will think ofQ, or more precisely {Q1, . . . , Qk}, as degree-tracking parameters in Gromov-Witten (and
also Donaldson-Thomas) theory. Notice that
∫
Sa
ω has the interpretation of a (complexified) volume of the
cycle Sa. The limit
∫
Sa
J → ∞ sends the volume of all curves in the class [Sa] to infinity and by (4.38),
clearly corresponds to Qa → 0. If the limit is taken for all a, we effectively haveQ→ 0. This is known as
the degree zero limit or the classical limit, for reasons which will become clear.
We notice from (4.29) that if X is a Calabi-Yau threefold, the expected dimension ofMg,0(X, β) van-
ishes for all g and β. We therefore do not require insertions to get a non-vanishing invariant (4.35). Changing
notation slightly for convenience, the Gromov-Witten invariants are then given by
GWg,β(X) := 〈 〉
X
g,β =
∫
[Mg,0(X,β)]vir
1 (4.39)
which is simply the degree of the zero-dimensional virtual class. This is simply a sum over the multiplicities
in a Chow zero-cycle, and is interpreted as a virtual count of the number of stable maps from genus g curves
intoX lying in the class β.
We want to begin introducing the standard generating functions of the Gromov-Witten invariants on a
Calabi-Yau threefold. For a fixed genus g, the Gromov-Witten potential Fg is defined to be the generating
function of Gromov-Witten invariants GWg,β(X) summing over all homology classes
Fg(Q) =
∑
β∈H2(X,Z)
GWg,β(X)Q
β . (4.40)
Reminding the reader of Remark 4.1.4, it would suffice to sum only over effective classes since the invariants
vanish otherwise. TheGromov-Witten free energy FGW(X) is defined as the generating function of Gromov-
Witten potentials Fg , weighted by a factor of λ2g−2
FGW(X) =
∞∑
g=0
λ2g−2Fg(Q) (4.41)
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where λ is a single parameter known as the string coupling constant. One can also define the Gromov-Witten
potentials or free energy by summing only over a sublattice Γ ⊂ H2(X,Z). For all classes β ∈ H2(X,Z),
we define the free energy with fixed β as
FGW(X)β =
∞∑
g=0
λ2g−2GWg,β(X). (4.42)
One finally then defines the Gromov-Witten partition function to be the exponential of the free energy
ZGW(X) = exp
(
FGW(X)
)
, (4.43)
where the coefficients of the λ andQ expansions are interpreted as disconnected Gromov-Witten invariants.
Both the Gromov-Witten partition function and free energy are functions of λ andQ, which we will suppress
from the notation, unless needed in a particular context.
The degree-zero Gromov-Witten invariants GWg,0(X) correspond to stable maps collapsing an entire
genus g curve to a point in X . These contributions to the generating functions must be handled somewhat
carefully, which we will do in the next section. For now, we mention that by dividing away degree-zero
contributions, we produce the reduced Gromov-Witten partition function
Z ′GW(X) =
ZGW(X)
ZGW(X)0
(4.44)
where ZGW(X)0 = exp
(
FGW(X)0
)
. One similarly may speak of reduced Gromov-Witten potentials or
reduced Gromov-Witten free energy in the obvious manner. Though instead of dividing, one must instead
subtract the degree zero contributions from the Gromov-Witten free energy or potentials.
We have commented that Qa → 0 corresponds to sending the volume of all curves in the class Sa to
infinity, and Q→ 0 is the degree zero limit. The reason for the name is the following facts
lim
Q→0
ZGW(X) = ZGW(X)0, lim
Q→0
Z ′GW(X) = 1. (4.45)
One should think very heuristically that if the volumes of all curve classes are sent to infinity, it would take
infinite “energy” for a map from a curve to wrap those classes. Therefore, the only contributions would be
in degree zero.
Degree Zero Contributions to the Gromov-Witten Potentials
In this section we will give a completely explicit description of the degree zero contributions to the Gromov-
Witten potentials in all genus. We know that for a map to be stable in degree zero, the domain curve must
be stable. Stability presents no problems for g ≥ 2, but it requires marked points for g = 0, 1. This means
we have to deal explicitly with insertions in the generating functions. Following the notation of [92], we can
let X be a non-singular projective threefold, not necessarily Calabi-Yau. For indexing sets A and D2, let
{γa}a∈A denote a basis of H∗(X,Z) modulo torsion, and let {γa}a∈D2 be the classes of degree two. We
also define formal variables {ta}a∈A corresponding to {γa}a∈A.
Let F (0)g (t) denote the degree zero contributions to the genus g Gromov-Witten potential, where we
abbreviate the collection of ta by t. The degree zero contributions for g = 0 simply encode the classical
intersection numbers ofX as
F
(0)
0 (t) =
∑
a1,a2,a3∈A
1
3!
ta1ta2ta3
∫
X
γa1 ⌣ γa2 ⌣ γa3 . (4.46)
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The three insertions correspond to the three marked points stabalizing a degree zero map from a rational
curve. Using thatM1,1(X, 0) ∼=M1,1×X is smooth of the wrong dimension, a virtual class computation
shows that the degree zero contribution in g = 1 takes the form
F
(0)
1 (t) =
∑
a∈D2
ta〈γa〉
X
1,0 = −
1
24
∑
a∈D2
ta
∫
X
γa ⌣ c2(X). (4.47)
For g ≥ 2, we have no need for insertions, so the degree zero contribution toFg is just a constant, independent
of the variables ta. We have
F (0)g =
(−1)g
2
∫
X
(
c3(X)− c1(X)⌣ c2(X)
) ∫
Mg,0
λ3g−1. (4.48)
The final integral is known as a Hodge integral. Here, λg−1 = cg−1(E) where E → Mg,0 is the Hodge
bundle with fiberH0(C, ωC) at a point C ∈ Mg,0. The Hodge integrals have been explicitly computed by
Faber and Pandharipande [32]∫
Mg,0
λ3g−1 = −
B2g
2g
B2g−2
2g − 2
1
(2g − 2)!
(g ≥ 2) (4.49)
whereBn are the Bernoulli numbers8. IfX is additionally Calabi-Yau with topological Euler characteristic
χ(X) =
∫
X
c3(X), then (4.48) clearly specializes to
F (0)g =
1
2
|B2g|
2g
B2g−2
2g − 2
χ(X)
(2g − 2)!
(g ≥ 2) (4.50)
where |B2g| = (−1)g−1B2g .
In the analysis of degree zero contributions to Gromov-Witten theory, an important function is the
MacMahon function defined by
M(q) =
∞∏
n=1
(
1− qn
)−n
. (4.51)
This is the generating function of plane partitions – colloquially speaking, the coefficient of qd is the number
of ways of stacking d boxes into a corner of three-dimensional space. One can study the asymptotic expan-
sion of logM(eiλ) around λ = 0, and it turns out that it very nearly encodes the g ≥ 2 contributions (4.50)
in degree zero. For a Calabi-Yau threefoldX , multiplying the result of [68, Eqn. 42] by 12χ(X), we find
1
2χ(X) logM(e
iλ) ∼ −
χ(X)
2
ζ(3)
λ2
+
χ(X)
24
log(−iλ) +
χ(X)
2
ζ′(1) +
∞∑
g=2
λ2g−2F (0)g . (4.52)
So the MacMahon function clearly plays a role in degree zero Gromov-Witten theory. The strongest state-
ment we can make is that we have an asymptotic equivalence
ZGW(X)0 ∼M(e
iλ)
χ(X)
2 (4.53)
where the precise meaning of ∼ here is that the logarithm of both sides agree identically in powers of λ2
and higher. Of course, the logarithm of the lefthand side contains the terms F (0)0 (t) and F
(0)
1 (t) discussed
above, which clearly will not be encoded by the MacMahon function.
8There are important signs to keep track of with Bernoulli numbers. It turns out that B2g and B2g−2 differ by a sign, so
|B2g| |B2g−2| = −B2gB2g−2, for all g ≥ 2
64
4.1. Gromov-Witten Theory
4.1.6 Gromov-Witten Theory and Topological String Theory
Gromov-Witten theory is the rigorous mathematical formulation of what is called the A-model topologi-
cal string theory. One begins with a (closed string) non-linear sigma model, which is a two-dimensional
quantum field theory of continuous maps
φ : C −→ X (4.54)
from a smooth projective connected curve C called the worldsheet into a Ka¨hler manifold X called the
target space. Because the curve has no boundaries, we interpret the worldsheet to represent closed strings
propagating throughX , and interacting by joining and splitting.
There are two possible topological twists, resulting in theA andB-model topological field theories [111],
which are conjecturally exchanged by mirror symmetry. The A-model correlation functions depend only on
the Ka¨hler moduli ofX , and localize onto a moduli space of holomorphic maps from a fixed curve intoX .
The A-model topological string theory is simply the A-model topological field theory coupled to worldsheet
gravity, which means we also integrate over the moduli space of complex structures on the curve, resulting in
a theory of quantum gravity. The contact with Gromov-Witten theory is clear, and the correlation functions
ultimately coincide with the gravitational descendants defined in (4.37).
Introduction to A-model Topological Field Theory
Let us begin with a brief discussion of the A-model twist. The bosonic scalar fields are the holomorphic
coordinate functionsφi of the map (4.54). We also have anti-holomorphic fields φi = φi¯. Both i and i¯ range
over the complex dimension ofX . Let us break convention with previous sections and write TX = T
(1,0)
X ⊕
T
(0,1)
X for the complexified tangent bundle with its decomposition into holomorphic and anti-holomorphic
parts. Also define KC to be the canonical bundle of C, with KC its complex conjugate. The fermionic
fields are sections of certain bundles on C as follows
ψi+ ∈ Γ(φ
∗T
(1,0)
X ), ψ
i¯
+ = Γ(KC ⊗ φ
∗T
(0,1)
X )
ψi¯− ∈ Γ(φ
∗T
(0,1)
X ), ψ
i
− = Γ(KC ⊗ φ
∗T
(1,0)
X ).
(4.55)
It is conventional to package ψi+ and ψ
i¯
− into sections of φ
∗TX . Let χI , with index I ranging over the real
dimension ofX , denote such sections whose holomorphic and anti-holomorphicparts are given byχi = ψi+
and χi¯ = ψi¯−.
If we choose coordinates (z, z¯) on C with volume form d2z, we can write the A-model action as
S =
∫
C
d2z
(
1
2
(gIJ + iBIJ)∂zφ
I∂z¯φ
J + igij¯ψ
j¯
+Dz¯χ
i + igij¯ψ
i
−Dzχ
j¯ −Ri¯ijj¯ψ
i
−ψ
i¯
+χ
jχj¯
)
(4.56)
where R is the Riemann tensor on X associated to metric g, and Dz, Dz¯ are covariant derivatives on the
appropriate bundles. The first term is simply the complexified volume
∫
C
φ∗(B+iJ), where J is the Ka¨hler
form produced from g.
There is a supersymmetryoperatorQ alongwith an infinitesimal fermionic parameterαwhich associates
to any fieldO its variation δO := −iα{Q,O}. Recall that supersymmetries exchange bosonic and fermionic
fields. The variations of the fields in the A-model described above are given by
δφi = iαχi δχi = 0 δψi− = −α∂z¯φ
i − iαχkΓikmψ
m
−
δφi¯ = iαχi¯ δχi¯ = 0 δψi¯+ = −α∂zφ
i¯ − iαχk¯Γi¯k¯m¯ψ
m¯
+ .
(4.57)
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The first column indicates for example that φi and χi are superpartners; likewise for their complex conju-
gates. One can show that the action S is invariant under these variations, and that δ2 = 0. In such a case,Q
is called a BRST operator, and we conventionally write Q2 = 0 instead of δ2 = 0.
The Physical Operators
The fact that Q2 = 0 for a BRST operator means we get a complex whose entries are spaces of fields or
operators. The cohomology of this complex is called the BRST cohomology, and each class is represented
by aQ-closed (orQ-invariant) operator. TheQ-closed operators are what we regard as the physical operators
in the A-model, and from the variation (4.57) we see that they must be formed out of only φi and χi.
Given a de Rham cohomology class A ∈ Hp(X,C) described locally as Ai1···ip(x)dx
i1 · · · dxip , we
construct a local operator defined by
OA(x) := Ai1···ip(x)χ
i1 · · ·χip . (4.58)
We can define a map from de Rham cohomology to the BRST cohomology byA 7→ OA, but we really want
this to be an isomorphism of cohomologies – in other words, we want it to respect the differentials. The
differential in BRST cohomology is δ, and one can show that
δOA = −OdA. (4.59)
This means the above map takes closed forms toQ-closed forms, and likewise for exact forms. We therefore
identify the BRST cohomology of the A-model with the de Rham cohomology of X . In what follows, we
will write the A-model physical operators as OA, where A ∈ Hp(X,C) and we will say that OA has ghost
number p = deg(A).
Correlation Functions and the Ghost Number Anomaly
The correlation functions of the A-model topological field theory are given by path integrals of the form
〈OA1 · · · OAn〉 :=
∫
DφDψe−SOA1 · · ·OAn . (4.60)
The topological nature of the theory is manifest in the invariance of the correlation functions under defor-
mations of the worldsheet metric. It is natural to decompose a correlation function in terms of the class
β ∈ H2(X,Z) of the image of φ. We have
〈OA1 · · · OAn〉 =
∑
β∈H2(X,Z)
〈OA1 · · · OAn〉β , (4.61)
where 〈OA1 · · · OAn〉β is simply the path integral (4.60) restricted to configurations satisfying φ∗[C] = β.
There is a powerful localization principle in supersymmetric physics: given a fermionic symmetryQ, the
path integral defining any correlation function of Q-invariant operators localizes onto field configurations
such that all variations of fermionic fields vanish. It turns out that both terms in δψ± (4.57) must vanish
individually. So in particular,
∂z¯φ
i = ∂zφ
i¯ = 0. (4.62)
This is simply the local statement that φ : C → X is holomorphic. In this context, we refer to such a
holomorphic map as a worldsheet instanton and say that the A-model localizes onto worldsheet instantons.9
9The name worldsheet instanton arises because the entire worldsheet lies in the target space X , and from the point of view of
four-dimensional spacetime, appears as a configuration localized in time and space – an instanton.
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IfX is compact in addition to Ka¨hler, then a worldsheet instanton with φ∗[C] = β wraps a minimal volume
cycle inX amongst all representatives of the homology class β.
One typically writes#(χ zero modes) for the dimension of the solution space of the differential equation
Dz¯χ
i = Dzχ
i¯ = 0.
Similarly, one writes #(ψ zero modes) for the dimension of the solution space of Dz¯ψi¯+ = Dzψ
i
− = 0.
Individually, these two integers are hard to compute, but their difference can be computed as the index of
the differential operator D. It turns out that for a worldsheet instanton φ : C → X where C is a smooth
genus g curve and φ∗[C] = β, we have
#(χ zero modes)−#(ψ zero modes) = χ(C, φ∗T (1,0)X )
=
∫
β
c1(T
(1,0)
X ) + dimX(1− g).
(4.63)
A phenomenon called the ghost number anomaly imposes a powerful constraint relating the ghost number
of operators in a correlation function with the index (4.63). The quantity 〈OA1 · · · OAn〉β has total ghost
number
∑n
i=1 deg(Ai) and vanishes unless we have
1
2
n∑
i=1
deg(Ai) =
∫
β
c1(T
(1,0)
X ) + dimX(1− g). (4.64)
LetMC(X, β) denote the moduli space of holomorphic maps φ : C → X with fixed curve C such that
φ∗[C] = β. Having localized toworldsheet instantons, wewill find the correlation functions 〈OA1 · · · OAn〉β
satisfying (4.64) will be given as integrals overMC(X, β), at least when the following technical assumption
holds. If there are no ψ zero modes, then the moduli spaceMC(X, β) is smooth and
dimMC(X, β) = #(χ zero modes) =
∫
β
c1(T
(1,0)
X ) + dimX(1− g). (4.65)
In such a case, assuming (4.64) to hold, the correlation functions can be computed as
〈OA1 · · · OAn〉β = e
iω·β
∫
MC(X,β)
ev∗1(A1)⌣ · · ·⌣ ev
∗
n(An) (4.66)
where evi are the evaluation maps, and ω = B + iJ is the complexified Ka¨hler class onX .
Coupling to Worldsheet Gravity
What we have surveyed above is an overview of the A-model topological field theory, which is formulated
as a topological twist of a non-linear sigma model on a fixed smooth curve C. It should be clear that we
are approaching Gromov-Witten theory. The correlation functions in the A-model are reminiscient of the
Gromov-Witten invariants, and the ghost number anomaly imposes the mathematical constraint that the
degrees of the insertions are compatible with the expected dimension of the moduli space. But a theory of
quantum gravity should necessarily involve dynamical fluctuations of the metric on the domain of the sigma
model. This is known as coupling a topological field theory to worldsheet gravity, resulting in a topological
string theory. Physically, we are only interested in Riemannian metrics on C up to conformal equivalence,
which is simply the data of a complex structure onC, since the dimension is one. It is this topological string
theory which coincides with Gromov-Witten theory.
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Schematically speaking, the correlation functions in topological string theory are integrals over Mg,n
of correlation functions in the topological field theory valued in a top-form onMg,n∫
Mg,n
〈 n∏
i=1
τai(OAi)
3g−3+n∏
j=1
|(G,µj)|
2
〉
. (4.67)
Let us briefly define some of these components. The µj are called Beltrami differentials, and they are valued
inH1(C, TC(−D)) which we identify as the tangent space toMg,n at (C, p1, . . . , pn). Recall the notation
D =
∑n
i=1 pi for the sum of marked points. The operatorG is defined to be the Q-variation of the energy-
momentum tensor G(z) = {Q, T (z)}, and we define the operator-valued one-forms on Mg,n given by
(G,µj) :=
∫
C G(z)µj(z, z¯)dzdz¯.
The operators τai(OAi) are known as gravitational descendants and have ghost number deg(Ai) + ai.
Since the brackets above denote a correlation function in the topological field theory, the total ghost number
must satisfy the constraint (4.64). It turns out that G has ghost number−1, so we have
1
2
n∑
i=1
(
deg(Ai) + ai
)
− 3g + 3− n =
∫
β
c1(T
(1,0)
X ) + dimX(1− g). (4.68)
Moving the −3g + 3− n to the other side, we recover precisely the expected dimension (4.29) of Gromov-
Witten theory. Moreover, the correlation function (4.67) is exactly the descendent Gromov-Witten invariant
presented in (4.37). In the same manner one can construct the topological string free energy and partition
function without insertions τai(OAi) on a Calabi-Yau threefold, and they will agree with their counterparts
in Gromov-Witten theory.
Applications of Gromov-Witten Theory to Physical String Theory
At the face of it, topological string theory is quite physically unrealistic. To describe one oddity, the world-
sheet (which should model closed strings propagating in time) is sitting in the Calabi-Yau fibers, while the
time direction lies in R1,3. Nonetheless, the topological toy theory is attractive for several reasons. One
advantage is its mathematical tractability, but another is that it computes certain quantities in a full physi-
cal superstring theory. In certain models, the Gromov-Witten potentials contribute to observable effects in
four-dimensional physics.
One can compactify the Type IIA superstring theory on a Calabi-Yau threefoldX . The ten-dimensional
spacetime is then written asR1,3×X . IfX is a generic Calabi-Yau threefold, the Type IIA theory famously
gives rise to an effectiveN = 2 theory on R1,3. It turns out that there are so-called F-terms in the effective
four-dimensional action of the form ∫
d4xFg(Q)R
2
+F
2g−2
+ (4.69)
where the integral is over R1,3, R+ is the self-dual part of the Riemann tensor, and F+ is the self-dual part
of the field strength of what is called the graviphoton field [1, 13, 40]. We interpret this to mean that the
Gromov-Witten potential Fg(Q) provides worldsheet instanton corrections to the effective theory in four
dimensions.
4.2 Donaldson-Thomas Theory
Recall that Gromov-Witten theory grew out of one possible compactification of the stack C(X, β) of smooth
embedded curves in X lying in the class β. Instead of parameterizations, one can study curves as pure
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one-dimensional subschemes (C,OC) ofX . If C is smooth, reduced, and connected, we have
χ(X,OC) = 1− g.
One might therefore expect the holomorphic Euler characteristic of OC to replace the genus in Gromov-
Witten theory. Taking the support of OC , we also get a homology class [C] ∈ H2(X,Z).
The goal is to find a compactification of smooth curves inX with fixed homology class and holomorphic
Euler characteristic. In order to construct a compact moduli space, one must account for arbitrary degener-
ations of the objects. We must allow the curves to be singular and non-reduced. Moreover, it turns out that
under certain degenerations a pure one-dimensional subschememay acquire zero-dimensional components.
The compact moduli space is the Hilbert scheme Hilbβ,n(X) of one-dimensional subschemes with fixed
discrete invariants, defined below.
IfX is a threefold, the Hilbert schemeHilbβ,n(X) is isomorphic to the moduli spaceMβ,n(X) of coher-
ent sheavesI with trivial determinant and Chern character ch(I ) = (1, 0,−β,−n− 12KX ·β). Despite the
isomorphism as classical schemes, Hilbβ,n(X) andMβ,n(X) admit very different deformation-obstruction
theories. We will see that for Calabi-Yau threefolds,Mβ,n(X) carries a symmetric obstruction theory and
a zero-dimensional virtual class. Using this structure, one can compute Donaldson-Thomas invariants as
Behrend-weighted Euler characteristics and package them into partition functions. The GW/DT correspon-
dence says that under a non-trivial change of variables, the reduced Gromov-Witten and Donaldson-Thomas
partition functions are equal.
In physics, Donaldson-Thomas invariants are an example of a supersymmetric index. In Type IIA string
theory on a Calabi-Yau threefold X in the large volume limit, the invariants compute a virtual number of
BPS states of particles arising from bound states of D6-D2-D0 branes inX . Using known relations between
IIA and IIB, we will sketch an argument interpreting the GW/DT correspondence as a consequence of the
S-duality of Type IIB string theory. We will also realize the Donaldson-Thomas invariants as quantities in
the B-model topological string theory onX .
4.2.1 From the Hilbert Scheme to Ideal Sheaves
Let X be a non-singular projective variety. We begin by introducing the Hilbert scheme Hilbβ,n(X) of
points and curves inX . For all β ∈ H2(X,Z) and n ∈ Z we have
Hilbβ,n(X) =
{
Z ⊂ X one-dimensional subscheme
∣∣∣∣ [Z] = β, χ(X,OZ) = n
}
. (4.70)
This Hilbert scheme is a classically known space parameterizing subschemes of X consisting of unions of
possibly singular and non-reduced curves, as well as a finite number of points. Its nice features are that
it is a projective scheme, and in fact a fine moduli space parameterizing flat families of one-dimensional
subschemes with the fixed discrete invariants. The Hilbert scheme is badly behaved in that it can be non-
reduced and it may contain many irreducible components of arbitrary dimension with bad singularities. We
can however, give the following two examples where the Hilbert scheme is quite nice and easy to describe.
Example 4.2.1. The most immediate example of the Hilbert scheme comes by setting β = 0. This gives the
Hilbert scheme of points which we denote by Hilbn(X), changing the notation slightly. Because β = 0, there
are no curve components allowed, which means Hilbn(X) parameterizes zero-dimensional subschemes of
X of length n. In other words,
Hilbn(X) =
{
Z ⊂ X zero-dimensional subscheme
∣∣∣∣ χ(X,OZ) = n
}
. (4.71)
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Generically, a subscheme Z ∈ Hilbn(X) consists of n distinct, reduced points in X . When points come
together, data is not lost but rather encoded as a scheme-theoretic thickening, which preserves the length of
the subscheme.
IfX is a smooth projective curve or surface, then Hilbn(X) is a smooth projective variety of dimension
n whenX is a curve, and 2n whenX is a surface. WhenX is a surface, Hilbn(X) is a crepant resolution
of singularities of Symn(X). In higher dimensions, the Hilbert scheme of points will typically be singular.
Example 4.2.2. LetX be a non-singular projective surface. In this case, the one-dimensional components
of a subscheme in the Hilbert scheme Hilbβ,n(X) are simply divisors. We therefore get a factorization
Hilbβ,n(X) ∼= Divβ(X)× Hilb
n−nβ (X) (4.72)
where Divβ(X) = Hilbβ,nβ (X) is the smooth projective moduli space of divisors in X with class β, and
Hilbn−nβ (X) is the Hilbert scheme of points introduced above. Here, nβ is the intersection number
nβ = −
1
2
β · (KX + β) (4.73)
which gives the contribution of a divisor to the holomorphic Euler characteristic. If we require the total
Euler characteristic to be n, then the difference n−nβ must come from zero-dimensional subschemes inX .
In this example, Hilbβ,n(X) is a smooth projective variety.
For multiple reasons to be illustrated below, it is desirable to consider, instead of subschemes, a certain
class of ideal sheaves. Recall from Definition 3.1.5 how to define the determinant of a coherent sheaf. Let
I be a torsion-free rank one coherent sheaf on a non-singular projective varietyX . In such a case, we get
the following embedding
I −֒→ I
∨∨ ∼= det(I ) ∈ Pic(X) (4.74)
where the assumption of torsion-free guarantees an embeddingI →֒ I
∨∨
, and the assumption of rank one
further implies that det(I ) ∼= I
∨∨
. Therefore, torsion-free, rank one, and trivial determinant are sufficient
conditions to guarantee an embedding
I −֒→ OX . (4.75)
This establishes that such an I is an ideal sheaf in the sense familiar to algebraic geometers, and reviewed
in Section 3.1.1. Note that not every ideal sheaf has trivial determinant. For example, ifD ⊂ X is a divisor,
L = OX(−D) is an ideal sheaf and satisfies det(L) = L. Effectively, the hypothesis of trivial determinant
produces ideal sheaves IZ whose corresponding subscheme Z has only support in codimension two and
above.
If we specialize to dim(X) = 3, and let I be as above, the condition det(I ) ∼= OX implies that the
Chern character of I can be expressed as
ch(I ) =
(
1, 0,−β,−n− 12KX · β
)
for some effective class β ∈ H2(X,Z) and n ∈ Z. Let us denote byMβ,n(X) the moduli space of sheaves
with trivial determinant and Chern character
(
1, 0,−β,−n− 12KX ·β
)
. We have not mentioned stability or
chosen an ample class because a rank one torsion-free sheaf is automatically (slope, therefore Gieseker) sta-
ble, independent of a polarization. There are also no strictly semistable sheaveswhich implies thatMβ,n(X)
is a projective scheme.
For a threefold X , it is tempting to identify Mβ,n(X) with the scheme we began the discussion with:
the Hilbert scheme Hilbβ,n(X). At the level of sets it is easy to establish a bijection. Recalling the ideal
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sheaf exact sequence (3.2) given an ideal sheaf I with trivial determinant, we get a uniquely determined
subscheme Z ⊂ X supported on points and curves. By the additivity of the Chern character on short exact
sequences, we know
ch(I ) + ch(OZ) = ch(OX) = (1, 0, 0, 0).
Therefore, if I ∈ Mβ,n(X), then ch(OZ) =
(
0, 0, β, n+ 12KX · β
)
and we conclude Z ∈ Hilbβ,n(X).
We see that it is elementary to give a bijection betweenMβ,n(X) and Hilbβ,n(X). The fact that the two are
isomorphic as schemes is a very deep and non-trivial result.
Theorem 4.2.1 ([95, Thm 2.7]). Let X be a non-singular projective threefold. We have the following
isomorphism10 of projective schemes
Hilbβ,n(X) ∼= Mβ,n(X) (4.76)
between the Hilbert scheme Hilbβ,n(X) and the moduli space Mβ,n(X) of coherent sheaves on X with
trivial determinant and Chern character
(
1, 0,−β,−n− 12KX · β
)
.
Despite the isomorphism (4.76), the Hilbert scheme and moduli space of sheaves carry very different
deformation-obstruction theories. We will comment more in the next section, but the deformation space is
in general intrinsic to a moduli scheme: it corresponds to the tangent space at a point. Because Hilbβ,n(X)
andMβ,n(X) are isomorphic as schemes, they have the same deformation spaces but different obstruction
spaces. One should think that Hilbβ,n(X) ∼= Mβ,n(X) is an isomorphism of classical schemes, but the two
have very different derived structures. We far prefer to work with sheaves partly because the deformation-
obstruction theory is canonical and leads to a virtual class. In particular, ifX is not only a threefold but also
Calabi-Yau, we get a symmetric obstruction theory. Let us now turn to a discussion of this.
4.2.2 Symmetric Obstruction Theories and the Virtual Fundamental Class
Motivated by the discussion in the previous section, we would like to understand the canonical deformation-
obstruction theory onMβ,n(X) for a smooth projective threefoldX . But to lay some foundation, we begin
in more generality. We will let X be a smooth projective scheme with M a moduli space of stable or
semistable sheaves on X with fixed discrete invariants. If X is a smooth variety, we will also be interested
in the subschemeM(Q) ofM parameterizing sheaves with fixed determinantQ ∈ Pic(X).
As we saw withMβ,n(X), the moduli spaceM orM(Q)may not have a well-defined dimension: there
may be many components of arbitrary dimensions. But by the following theorem, the dimension of a moduli
space of sheaves makes sense locally in terms of the Zariski tangent space, which can be identified with a
familiar quantity. A proof may be found in [46, Thm. 2.7].
Theorem 4.2.2. Let X be a projective scheme, and M a moduli space of stable or semistable sheaves on
X . If I ∈M is a stable moduli point, then the Zariski tangent space at I is given by
TIM ∼= Ext
1(I ,I ) (4.77)
and the canonical obstruction space forM is Ext2(I ,I ). If Ext2(I ,I ) = 0, thenM is smooth at I .
10If we had definedMβ,n(X) to parameterize sheaves with Chern character
(
1, 0,−β,−n− 1
2
KX · β
)
without requiring trivial
determinant, then we could have contributions from degree zero line bundles as well. To get an isomorphism with the Hilbert scheme
one can either impose trivial determinant as we did, or require H1(X,OX) = 0, which is equivalent to Pic0(X) = 0.
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We think of elements of Ext1(I ,I ) as infinitesimal deformations of the sheaf I . There are obstruc-
tions to lifting an infinitesimal deformation to infinite order, which live in the obstruction space Ext2(I ,I ).
By a general result, there is a formal function called the Kuranishi map
κ : Ext1(I ,I ) −→ Ext2(I ,I ) (4.78)
such that the moduli space M is locally the zero locus (not critical locus!) of κ. The general principle is
that a moduli spaceM is smooth if and only if all infinitesimal deformations are unobstructed. Therefore,
as we saw in Theorem 4.2.2 if Ext2(I ,I ) vanishes, then M is smooth, but the converse is not true. We
can have Ext2(I ,I ) 6= 0, but if κ = 0 thenM will be smooth.
The above theorem is a generalization of a well-known fact about deformations of vector bundles. Given
a vector bundle E on X , one can explicitly show that a first order deformation in the transition functions
corresponds to an element ofH1(X,EndE). When E is a vector bundle, it is indeed true that
H1(X,EndE) ∼= H1(X,E
∨
⊗ E) ∼= Ext1(E,E).
One can also verify that obstructions to lifting an infinitesimal deformation to infinite order live in the
obstruction space Ext2(E,E) = H2(X,EndE).
Recall that we are ultimately interested in Mβ,n(X) which is a moduli space of sheaves with fixed
determinant. In such a case, the deformation and obstruction spaces will be slightly different. On a smooth
projective scheme X , the Picard group Pic(X) parameterizing isomorphism classes of invertible sheaves
on X , is smooth. If X is in fact a smooth variety, given any coherent sheaf I , we get a finite locally-free
resolution E• → I . Therefore, given any moduli spaceM of sheaves onX , we define a determinant map
det : M −→ Pic(X) (4.79)
by sending I ∈ M to det(I ) :=
⊗
i det(Ei)
(−1)i . GivenM , we can study the subschemeM(Q) param-
eterizing sheaves with fixed determinantQ ∈ Pic(X), by way of the map (4.79).
Given a sheaf I one can define trace maps [55, Section 10.1]
tri : Exti(I ,I ) −→ Hi(X,OX). (4.80)
This is once again a generalization of something which is straightforward in the case of a vector bundle
E. In such a case, Exti(E,E) = Hi(X,EndE) and the trace maps tri are the morphisms on cohomology
induced from the honest trace map EndE → OX .
Definition 4.2.1. The traceless Ext group denoted Exti(I ,I )0 is the kernel of the map tr
i.
Recall from Theorem 4.2.2, given a stable moduli pointI ∈M , the Zariski tangent space at I is given
by TIM ∼= Ext
1(I ,I ). It follows that the tangent space to Pic(X) at any point is H1(X,OX). But let
us give an additional proof of this. Because X is compact and Ka¨hler, the exponential sequence implies
0 −→ H1(X,OX)/H
1(X,Z) −→ Pic(X)
c1−−→ NS(X) −→ 0 (4.81)
where NS(X) := H2(X,Z) ∩ H1,1(X) is the Neron-Severi group and the first Chern class c1 classifies
line bundles on X topologically. It follows that for any fixed topological type, H1(X,OX)/H1(X,Z) is
the moduli space of algebraic structures. We think of NS(X) as the discrete part of the Picard group and
H1(X,OX)/H1(X,Z) as the continuous part. Because the tangent space is a local object, it is insensitive
to the discrete components of Pic(X) as well as the lattice H1(X,Z). Therefore, for all L ∈ Pic(X)
TLPic(X) ∼= H
1(X,OX). (4.82)
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With this in mind, it is tempting to expect that the map tr1 is simply the differential, or pushforward, of the
determinant map (4.79). For all stable points I ∈M , this is indeed the case:
tr1 : Ext1(I ,I ) ∼= TIM −→ Tdet(I )Pic(X) ∼= H
1(X,OX). (4.83)
Theorem 4.2.3. LetM be a moduli space of stable or semistable torsion-free sheaves on a smooth projective
varietyX , and letM(Q) be the subscheme of such sheaves with fixed determinantQ ∈ Pic(X). The Zariski
tangent space toM(Q) at a stable point I ∈M(Q) is the kernel of the map (4.83). That is
TIM(Q) = Ext
1(I ,I )0. (4.84)
Moreover, the canonical obstruction space forM(Q) is Ext2(I ,I )0, andM(Q) is therefore smooth when
Ext2(I ,I )0 = 0.
The Canonical Perfect Obstruction Theory
What we have outlined above are some generalities on the canonical deformation-obstruction theory carried
by a moduli space of sheaves with and without fixed determinant. It was shown by Richard Thomas [91] that
in many cases, this canonical deformation-obstruction theory is in fact a perfect obstruction theory, similar
to that in Gromov-Witten theory. The following theorem is paraphrased from [91].
Theorem 4.2.4. Let X be a smooth projective polarized variety with M a moduli space of stable sheaves
with fixed discrete invariants andM(Q) the subscheme with fixed determinantQ ∈ Pic(X). If the integers
dimExti(I ,I ), (i ≥ 3),
are independent of I ∈ M , then there is a canonical perfect obstruction theory on M governed by
Ext1(I ,I ) and Ext2(I ,I ). For non-zero rank, if the same condition holds thenM(Q) carries a canon-
ical perfect obstruction theory governed by Ext1(I ,I )0 and Ext
2(I ,I )0.
Let us now specialize to the case of X a threefold. Clearly, dimExti(I ,I ) = 0 for all i > 3, so to
apply Theorem 4.2.4 to a given moduli space, the only technical condition to check is that dimExt3(I ,I )
is independent ofI . In fact, we will be primarily interested in a moduli space with fixed determinant, which
means we will use the traceless Ext groups. We will need the following lemma.
Lemma 4.2.1. If X is a non-singular projective threefold, with I a rank one torsion-free sheaf, then
dimExt3(I ,I ) is independent of I , and dimExt0(I ,I )0, dimExt
3(I ,I )0 both vanish.
Proof. To prove the first claim, we can make use of Serre duality to write,
Ext3(I ,I ) ∼= Ext0(I ,I ⊗KX)
∨ ∼= Hom(I ,I ⊗KX)
∨
. (4.85)
Because I is rank one and torsion-free, we have Hom(I ,I ⊗ KX)
∨ ∼= Hom(OX ,KX)
∨
. Therefore,
we see that dimExt3(I ,I ) is independent of I . To prove the second claim, we apply Serre duality once
more to see Hom(OX ,KX)
∨ ∼= H3(X,OX), which implies that the trace map tr3 is an isomorphism, and
dimExt3(I ,I )0 = 0. By the simplicity of I , we know Ext
0(I ,I ) = Hom(I ,I ) = C. Hence,
the trace map tr0 from C to H0(X,OX) = C is simply the identity. The kernel is therefore trivial, and
dimExt0(I ,I )0 = 0.
Making use of this lemma, we regard the following result as a corollary of Theorem 4.2.4 above.
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Corollary 4.2.1. Let X be a non-singular projective threefold and let Mβ,n(X) be the moduli space of
sheaves on X with trivial determinant and Chern character
(
1, 0,−β,−n− 12KX · β
)
. There is a canon-
ical perfect obstruction theory on Mβ,n(X) governed by Ext
1(I ,I )0 and Ext
2(I ,I )0 with expected
dimension
vdim
(
Mβ,n(X)
)
= dimExt1(I ,I )0 − dimExt
2(I ,I )0 =
∫
β
c1(X). (4.86)
Moreover, there exists a virtual class [Mβ,n(X)]
vir living in the Chow ring A∗
(
Mβ,n(X)
)
, with degree
equal to the virtual dimension.
Notice that individually, dimExt1(I ,I )0 and dimExt
1(I ,I )0 depend on the sheaf I , but their differ-
ence (4.86) does not. The virtual dimension is an invariant of the moduli spaceMβ,n(X).
The Symmetric Obstruction Theory forX a Calabi-Yau Threefold
When X is a smooth projective Calabi-Yau threefold, the story enriches nicely. Built into the Calabi-Yau
assumption, one often assumes H1(X,OX) = 0 which implies that H2(X,OX) = 0, by Serre duality. It
follows that the groups Ext1(I ,I ) and Ext2(I ,I ) coincide with their traceless counterparts. By Lemma
4.2.1, it remains true that Ext0(I ,I )0 and Ext
3(I ,I )0 both vanish for a simple sheaf I . Most impor-
tantly, by Serre duality we have
Ext1(I ,I ) ∼= Ext2(I ,I )
∨
(4.87)
noting thatKX ∼= OX . Therefore, on a Calabi-Yau threefold, the deformations are dual to the obstructions.
This is what Behrend called a symmetric obstruction theory [11]. By (4.86), it is clear that the expected
dimension vanishes, in this case.
Although there need not be a canonical linear map from Ext1(I ,I ) to Ext2(I ,I ), by a general result
of Kuranishi, there exists a non-linear map called the Kuranishi map
κ : Ext1(I ,I ) −→ Ext2(I ,I ) (4.88)
which associates to an infinitesimal deformation ofI the obstruction to lifting the deformation. The moduli
space is given locally by the zeros of the Kuranishi map, which corresponds to directions with unobstructed
deformations. IfX is a Calabi-Yau threefold, we have
κ : Ext1(I ,I ) −→ Ext1(I ,I )
∨
(4.89)
and we can interpret κ as a global section of the cotangent bundle of Ext1(I ,I ). We know that a one-form
on a vector space is exact, so there exists a function
f : Ext1(I ,I ) −→ C
such that κ = df and themoduli space is locally the critical locus of f . In the case of Donaldson-Thomas the-
ory, the function f is called the holomorphic Chern-Simons functional or the Chern-Simons superpotential.
We can summarize these results in the following theorem.
Theorem 4.2.5. ForX a smooth projectiveCalabi-Yau threefold, there is a canonical symmetric obstruction
theory onMβ,n(X) with virtual dimension zero, and a virtual fundamental class
[Mβ,n(X)]
vir ∈ A0
(
Mβ,n(X)
)
(4.90)
giving a zero-cycle in the Chow ring. In addition,Mβ,n(X) is locally the critical locus of the holomorphic
Chern-Simons functional.
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4.2.3 The Donaldson-Thomas Invariants and Partition Function
Given a proper scheme Y carrying a perfect obstruction theory with expected dimension zero, we can apply
the machinery of Behrend-Fantechi [10] to extract invariants. We define a Donaldson-Thomas type invariant
by the degree of the virtual class
deg[Y ]vir :=
∫
[Y ]vir
1 ∈ Z. (4.91)
Definition 4.2.2. In the case of the moduli spaceMβ,n(X), the Donaldson-Thomas invariants denoted
DTβ,n(X) = deg[Mβ,n(X)]
vir ∈ Z (4.92)
are virtual counts of ideal sheaves with Chern character (1, 0,−β,−n) on the smooth projective Calabi-Yau
threefoldX .
Just as in Gromov-Witten theory, the Donaldson-Thomas invariants are deformation invariants of X .
They are however integral invariants in contrast to Gromov-Witten theory. This is because Mβ,n(X) is a
scheme whereas the moduli space of stable maps is a Deligne-Mumford stack, and the non-integrality of
GWg,β(X) arises from stable maps with finite, but non-vanishing automorphisms.
The idea pioneered by Behrend is that if an obstruction theory on a proper scheme Y is symmetric, then
the invariants should be computed as a weighted Euler characteristic [11]. In the simplest case, if Y is
smooth, the Donaldson-Thomas type invariants are given by integrating the Euler class of the obstruction
bundle over Y . By symmetry, the deformations are dual to the obstructions, so the obstruction bundle is
simply the cotangent bundle ΩY , and the invariants can be expressed by Chern-Gauss-Bonnet as
deg[Y ]vir =
∫
Y
e
(
ΩY
)
= (−1)dimY χ(Y ). (4.93)
This formula was extended by Behrend to more general schemes. Note that the symmetry of the obstruction
theory is crucial, and no such formula exists in Gromov-Witten theory.
The fundamental quantity introduced in [11] is a canonical constructible function νY : Y → Z as-
sociated to any scheme Y over C, known today as the Behrend function. We will not provide an adequate
discussion of the Behrend function, though we domention that if Y = Z(df) is the critical locus of a regular
function f on a smooth schemeM , then
νY (p) = (−1)
dimM
(
1− χ(Fp)
)
(4.94)
where Fp is the Milnor fiber at p ∈ Y . The importance of the Behrend function lies in the following result.
Theorem 4.2.6 (Behrend). If Y is a proper scheme over C carrying a symmetric obstruction theory, the
Donaldson-Thomas type invariants (4.91) are expressed as
deg[Y ]vir = χ(Y, νY ) :=
∑
k∈Z
k χ
(
ν−1Y (k)
)
(4.95)
where χ(Y, νY ) is called the Behrend-weighted Euler characteristic of Y .
The Behrend function depends only on the scheme structure of Y , not on the obstruction theory. It
therefore follows from the above theorem that the Donaldson-Thomas type invariants do not depend on the
particular symmetric obstruction theory Y carries.
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If Y is not proper, the invariant (4.91) is not well-defined. One advantage of the Behrend-weighted
Euler characteristic is that it makes sense for non-proper schemes as well, so one can define a virtual count
by χ(Y, νY ) in such a case.
In the case ofMβ,n(X), we now know the Donaldson-Thomas invariants DTβ,n(X) can be computed
as a Behrend-weighted Euler characteristic. We define the Donaldson-Thomas partition function to be the
generating function of these invariants
ZDT(X) =
∑
β∈H2(X,Z)
ZDT(X)βQ
β =
∑
β∈H2(X,Z)
∑
n∈Z
DTβ,n(X)Q
βqn (4.96)
where ZDT(X)β is the generating function of Donaldson-Thomas invariants with fixed class β, and the
notation Qβ was defined in (4.38). Just as in Gromov-Witten theory, we can equivalently sum over only
effective classes, because if β is not effective, DTβ,n(X) = 0.
Unlike the asymptotic expression (4.53) in Gromov-Witten theory, the degree zero Donaldson-Thomas
partition function has been shown [12, 71, 72] to have the following exact form
ZDT(X)0 =M(−q)
χ(X) (4.97)
where M(q) is the MacMahon function defined in (4.51). This was originally conjectured in [76]. The
reduced Donaldson-Thomas partition function is the full partition function divided by the degree zero con-
tributions
Z ′DT(X) =
ZDT(X)
ZDT(X)0
. (4.98)
4.2.4 The GW/DT Correspondence
Recall that the relevant moduli spaces of Gromov-Witten and Donaldson-Thomas theory are different com-
pactifications and stratifications of the moduli space C(X, β) of smooth curves inX of class β. Both invari-
ants are therefore somehow related to counting curves inX , though the objects utilized are totally different
in the two cases. Gromov-Witten theory studies curves through parameterized maps, while Donaldson-
Thomas theory uses structure sheaves of subschemes. The degenerate contributions in Gromov-Witten the-
ory come from multiple covers, while those in Donaldson-Thomas theory come from embedded points and
non-reduced structure. Nevertheless, a remarkable conjecture [76] known as the GW/DT correspondence is
that the two reduced partition functions are closely related.
Conjecture 4.2.1. On a smooth projective Calabi-Yau threefold X , the reduced Gromov-Witten partition
function and reduced Donaldson-Thomas partition functions are equal
Z ′DT(X ; q,Q) = Z
′
GW(X ;λ,Q) (4.99)
under the change of variables−q = eiλ. Because both theories incorporate the homology class in the same
way, the conjecture also stands if we restrict to a non-zero class β or a lattice Γ ⊆ H2(X,Z).
One should be careful to note that this conjecture does not provide a relationship between the full
Gromov-Witten and Donaldson-Thomas partition functions, including degree zero contributions. The con-
jecture has been proven by Pandharipande-Pixton [93] for all compact Calabi-Yau threefolds which are com-
plete intersections in products of projective spaces.
In order for the GW/DT correspondence to make sense, we must have the following result which began
as a conjecture of [76], and was later proven by Bridgeland [17].
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Theorem 4.2.7. For all classes β 6= 0, ZDT(X)β is the Laurent expansion of a rational function in q
invariant under q ↔ 1/q.
One notable consequence of the change of variables−q = eiλ is that the region of small q corresponds to
the region of large pure imaginary λ, and visa versa. One can think of the reduced Gromov-Witten partition
function as an asymptotic expansion around λ = 0, while the reduced Donaldson-Thomas partition function
is an asymptotic expansion around q = 0. Therefore, one aspect of the above conjecture is that the two
partition functions are simply asymptotic expansions of the same function about different points.
4.2.5 The Physics of Donaldson-Thomas Theory
By compactifying Type IIA superstring theory on a smooth projective Calabi-Yau threefoldX , one induces
an N = 2 theory in the four-dimensional spacetime R1,3. At this point, the reader is advised to review
Section 3.3 where we survey D-branes in string theory. The Donaldson-Thomas invariants are deformation
invariants of X which compute the virtual number of BPS states of particles in R1,3 with a fixed charge
vector. Recall that Dp-branes in Type IIA have a (p+ 1)-dimensional worldvolume where p must be even.
Therefore, to engineer a particle in four dimensions, the branes should wrap a real even-dimensional cycle
inX ; the remaining dimension corresponds to the worldline in R1,3. Because the mass will be proportional
to the volume of the brane, BPS particles arise from D-branes wrapping algebraic cycles inX , as these are
volume-minimizing within their homology class. We model part of the following discussion on [21].
In the large volume limit Vol(X) → ∞, the BPS states are labelled by a charge vector γ lying in the
charge lattice Γ defined by
Γ = H0(X,Z)⊕H2(X,Z)⊕H4(X,Z)⊕H6(X,Z) (4.100)
whereH6−2k(X,Z) corresponds to the D(2k)-brane charge through Poincare´ duality. The BPS states lie in
a Hilbert space graded by charge vector
HXBPS =
⊕
γ∈Γ
HXγ,BPS. (4.101)
In a supersymmetric theory theWitten index counts BPS states by tracing a suitable operator over the Hilbert
space of states. For BPS states of fixed charge γ, the Witten index is given by
ΩX(γ) = TrHXγ,BPS(−1)
F . (4.102)
In the large volume limit Vol(X) → ∞, consider the charge vector γ = (1, 0,−β,−n). Because we
assume H1(X,OX) = 0, there are no degree zero line bundles on X , and γ corresponds to the Chern
character of an ideal sheaf IZ of a one-dimensional subscheme Z . In such a case, the Witten index is
precisely the Donaldson-Thomas invariant∑
k∈Z
k χ
(
ν−1(k)
)
= ΩX
(
(1, 0,−β,−n)
)
=
∫
[Mβ,n(X)]vir
1. (4.103)
We think of OZ as a bound state of D2-D0 branes, and OX as a single D6-brane. Recalling the ideal sheaf
exact sequence (3.2), one therefore concludes that Donaldson-Thomas invariants are virtual counts of BPS
states of D6-D2-D0 branes in Type IIA string theory. Packaging these integers into a generating function,
we recover the familiar Donaldson-Thomas partition function
ZDT(X) =
∑
β∈H2(X,Z)
∑
n∈Z
ΩX
(
(1, 0,−β,−n)
)
Qβqn (4.104)
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which is physically interpreted as the partition function of certain BPS black holes engineered from a single
D6-brane, no D4-branes, and bound states of D2-D0 branes.
Passing from Type IIA to Type IIB and the B-model Topological String
Compactifying the time direction of R1,3 into a circle of radius R, in the limit R → ∞, we recover the
D-brane picture in Type IIA. Performing T-duality on this time circle, we exchange Type IIA in the limit
R → ∞ with Type IIB in the limit R → 0. Therefore, a configuration of D6-D2-D0 branes in Type IIA
is equivalent to a bound state of D5-D1-D(-1) branes in Type IIB, where the support in the Calabi-Yau is
completely unchanged. Recall that Dp-branes in Type IIB are (p + 1)-dimensional objects where p must
be odd. But because in this particular case, the time direction has been contracted, a D5-branes wraps a
6-cycle in the Calabi-Yau, a D1-brane wraps a 2-cycle, and a D(-1)-brane is supported on a point. Another
consequence of time being contracted is that these brane configurations engineer BPS instantons in three
dimensions. Here, BPS instanton refers to branes having pointlike (or localized) support in spacetime,
whereas a BPS particle is supported along a worldline.
One also hears aboutDonaldson-Thomas invariants as quantities in the B-model topological string theory
with target spaceX . This is because the B-branes in this theory wrap algebraic submanifolds. We therefore
have the following equivalent interpretations of Donaldson-Thomas invariants in string theory: they are vir-
tual counts of B-branes in the B-model topological string theory on a smooth compact Calabi-Yau threefold.
In the large volume limit, they can also be thought of either as counts of states of BPS particles arising from
D6-D2-D0 branes in Type IIA or as counts of states of BPS instantons arising from D5-D1-D(-1) branes in
Type IIB, where the equivalence is induced by T-duality.
The GW/DT Correspondence as S-duality
In Section 4.1.6 we saw that Gromov-Witten theory corresponds to the A-model topological string, while we
saw just above that Donaldson-Thomas theory corresponds to the B-model. The GW/DT correspondence
is a mathematical conjecture that the two reduced partition functions are equivalent. One must note that
this is not a statement of mirror symmetry! Indeed, the A and B-models are exchanged under mirror sym-
metry, but only after also exchanging the target space with its mirror partner. To the contrary, the GW/DT
correspondence is a relation between two theories on the same target. This is understood roughly as follows.
In physics, the GW/DT correspondence is a statement of S-duality [85], which is a highly non-trivial
strong-weak coupling symmetry in the Type IIB superstring. We have seen that the Donaldson-Thomas
invariants are virtual counts of BPS instantons coming from bound states of D5-D1-D(-1) branes in Type
IIB. If the variable q tracking the D(-1)-brane charge is small, the BPS instanton partition function (4.104)
is a perturbative expansion in q. It turns out that q is related to the string coupling constant by q = eiλ.
As q becomes large, we enter the region of small λ and the correct physical description is to imagine the
D1-branes as worldsheet instantons in Gromov-Witten theory.
The principal of S-duality is that these strong and weak coupling descriptions are equivalent, and we get
the conjecture
Z ′GW(X) = Z
′
DT(X), (4.105)
under the change of variables11 q = eiλ. To compute the contribution of a worldsheet instanton of fixed
genus, we need to know the virtual counts of BPS instantons for all values of the D(-1)-brane charge. Sim-
11Whether one takes q = eiλ or q = −eiλ for the change of variables turns out to be not so important.
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ilarly, one must know the contributions of worldsheet instantons of all genera to compute a single virtual
count of BPS states with a fixed D(-1)-brane charge.
4.3 The Gopakumar-Vafa (BPS) Invariants
We have seen in previous sections that the Gromov-Witten and Donaldson-Thomas invariants are not truly
enumerative, in that they do not genuinely count curves in a given class. It has long been expected however,
that both the Gromov-Witten and Donaldson-Thomas partition functions encode only finitely many integers
for a fixed curve class, and that these integers are closer to honest curve-counting invariants. Remarkably,
such quantities emerged from physical considerations and are called the Gopakumar-Vafa (or BPS) invari-
ants.
Motivated by what is called the M2-brane moduli space in M-theory, Gopakumar and Vafa showed that
the reduced Gromov-Witten free energy on a Calabi-Yau threefold can be repackaged and written in terms of
the Gopakumar-Vafa invariants. Physically, these are virtual counts of BPS states of M2-branes in M-theory,
or bound states of D2-D0 branes in string theory. A proper, mathematical definition of the Gopakumar-Vafa
invariants had been lacking until the recent proposal of Maulik-Toda [77], which we will not be able to
discuss here.
4.3.1 Definition in Terms of GW/DT Invariants
In the sequence of papers [40, 41] Gopakumar and Vafa (with motivations to be sketched shortly) show
that a collection of numbers ng,β(X) are related to the reduced Gromov-Witten free energy of a Calabi-Yau
threefoldX by the formula
F ′GW(X) =
∑
g≥0,β 6=0
GWg,β(X)λ
2g−2vβ
=
∑
g≥0,β 6=0
ng,β(X)λ
2g−2
∑
d>0
(
2 sin
(
dλ
2
)
λ
)2g−2
vdβ
d
.
(4.106)
The invariantsng,β(X) are known as theGopakumar-Vafa invariants orBPS invariants, and for our purposes
we take (4.106) as their definition. Notice this is not a proper geometrical definition of ng,β(X). Rather,
one should think of it as simply a repackaging of the information in the Gromov-Witten free energy. We will
not go into the proposal of Maulik-Toda, but this is indeed expected to be a proper definition.
Given that the Gromov-Witten invariants GWg,β(X) are rational, it appears that the ng,β(X) are as well.
However, the primary interest in the Gopakumar-Vafa invariants is generated from the following conjecture.
Conjecture 4.3.1. For a Calabi-Yau threefoldX , the Gopakumar-Vafa invariants ng,β(X) are integers for
all genera g and classes β ∈ H2(X,Z). In addition, for a fixed class β, there are only finitely many g such
that ng,β(X) are non-vanishing.
Using the GW/DT correspondence, we can re-write (4.106) in terms of the Donaldson-Thomas partition
function and variables
Z ′DT(X) = exp
( ∑
g≥0,β 6=0
∑
d>0
(−1)1−gng,β(X)(−q)
d(1−g)
(
1− (−q)d
)2g−2 vdβ
d
)
. (4.107)
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We say a class β ∈ H2(X,Z) is irreducible if it cannot be written as the sum of two effective classes.
An irreducible class is primitive and indivisible.
Remark 4.3.1. For β ∈ H2(X,Z) an irreducible non-zero class, the conjectural relationship between the
Gopakumar-Vafa invariants and the Donaldson-Thomas partition function takes the simpler form
Z ′DT(X)β =
∑
g≥0
ng,β(X)
(
q
1
2 + q−
1
2
)2g−2
. (4.108)
More generally, given the Donaldson-Thomas partition function ZDT(X), one can always write it as an
infinite product
ZDT(X) =
∏
β∈H2(X,Z)
∏
n∈Z
(
1−Qβqn
)−c(β,n)
(4.109)
for some collection of numbers c(β, n) for all β andn, or perhapsβ from a sublattice ofH2(X,Z). Generally
this set of numbersmight not have any nice properties, thoughwewill see in Chapter 7 an examplewhere they
are the coefficients of an automorphic form. These c(β, n) are actually closely related to the Gopakumar-
Vafa invariants ofX . One can show the following from [61].
Proposition 4.3.1. For all fixed non-zero classes β ∈ H2(X,Z), we have
∞∑
g=0
ng,β(X)
(
q
1
2 + q−
1
2
)2g−2
=
∑
n∈Z
c(β, n)(−q)n. (4.110)
4.3.2 Simpson Stability and the D-brane Moduli Space
In Section 3.2.4 we introduced the notion of Simpson slope stability on pure one-dimensional sheaves on
a Calabi-Yau threefold. The following moduli space of Simpson semistable sheaves essentially appeared in
the original M-theory papers on the Gopakumar-Vafa invariants, and also plays a leading role in the modern
mathematical understanding of them.
Definition 4.3.1. The D-brane moduli space or Simpson moduli space denoted Mβ(X) is the projective
scheme parameterizing pure one-dimensional semistable sheaves E with χ(X, E ) = 1 and support cycle
β on a polarized Calabi-Yau threefold (X,H). We know by (3.19) that this discrete data is equivalent to
specifying the Chern character ch(E ) = (0, 0, β, 1).
Recall that by Proposition 3.2.2, for pure one-dimensional sheaves on a Calabi-Yau threefold, Gieseker-
Simpson stability is equivalent to Simpson slope stability measured by the slope
µS(F ) =
χ(X,F )
H · βF
(4.111)
where βF is the support cycle of F . The condition χ(X, E ) = 1 is imposed in order to ensure that there
are no strictly semistable sheaves, and that the moduli space is independent of the polarization. To prove
this, we first need the following lemma.
Lemma 4.3.1. Let E and F be two coherent sheaves on a smooth projective polarized variety with Hilbert
polynomialsP (E ) andP (F ). IfP (E ) = P (F ) and there exists an injective or surjective map f : F → E ,
then f is in fact an isomorphism.
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Proof. Assume first that f is injective. There exists a coherent sheaf G fitting into a short exact sequence
0→ F → E → G → 0. (4.112)
Because tensoring by line bundles is exact, using the additivity of the holomorphic Euler characteristic on
short exact sequences, we have P (E ) = P (F ) + P (G ). However, if P (E ) = P (F ), then P (G ) = 0
which can happen if and only if G = 0. Of course, if f is surjective the argument is the same.
Proposition 4.3.2. There are no strictly semistable moduli points in the D-brane moduli spaceMβ(X), and
the moduli space is in fact independent of the polarization.
Proof. Let E be a strictly semistable moduli point of Mβ(X). There must therefore exist a proper sub-
sheaf F →֒ E such that µS(F ) = µS(E ). Note that because E is pure, the subsheaf F cannot be zero-
dimensional, which by the ampleness of H means H · βF > 0. But F is a subsheaf of E , which implies
0 < H · βF ≤ H · β. The equality of slopes, therefore gives the following inequality
0 < χ(X,F ) =
H · βF
H · β
≤ 1. (4.113)
This implies that χ(X,F ) = 1 and H · βF = H · β. The Hilbert polynomials of E and F are there-
fore identical, and by the above lemma, noting the injective morphism F →֒ E , we conclude E ∼= F ,
contradicting that F is a proper subsheaf. As for the second claim, since χ(X, E ) = 1 the condition that
the moduli point E in Mβ(X) is stable is that for all proper subsheaves F →֒ E , we have χ(X,F ) ≤ 0.
Because this is independent ofH , the moduli space is as well.
In [62], it was shown by S. Katz thatMβ(X) carries a symmetric obstruction theory, which led to the
correct mathematical definition of the Gopakumar-Vafa invariants in genus zero.
Definition 4.3.2. The genus zero Gopakumar-Vafa invariants n0,β(X) are given by the Behrend-weighted
Euler characteristic
n0,β(X) =
∫
[Mβ(X)]vir
1 = χ
(
Mβ(X), ν
)
∈ Z, (4.114)
of the D-brane moduli space. IfMβ(X) is smooth, then n0,β(X) = (−1)dimMβ(X)χ
(
Mβ(X)
)
.
This definition is consistent with the more recent proposal ofMaulik and Toda [77] which holds for all genus.
The Hilbert-Chow morphism
π :Mβ(X) −→ Chowβ(X). (4.115)
plays an integral role in the general definition of the ng,β(X). As we just saw, the Behrend-weighted Eu-
ler characteristic of Mβ(X) produces the genus zero invariants and in certain cases, the maximal genus
invariants arise as weighted Euler characteristics of the Chow variety Chowβ(X).
4.3.3 The Physics of the Gopakumar-Vafa Invariants
We will attempt to briefly outline the physics of the Gopakumar-Vafa invariants in a way which is hopefully
approachable to mathematicians. We will therefore leave out many physical details, and refer the interested
reader to [63] as well as the original papers [40, 41].
Let us begin by considering M-theory compactified on a smooth compact Calabi-Yau threefoldX . Not-
ing that M-theory is an 11-dimensional theory, the compactification induces a theory in five dimensionswith
81
4.3. The Gopakumar-Vafa (BPS) Invariants
N = 2 supersymmetry. There exists a Hilbert space of states of particles in the five-dimensional theory.
It is well-known physically that there are b2(X)-many U(1) gauge fields, where b2(X) is the second Betti
number ofX and is defined as the rank ofH2(X,Z). By coupling to these gauge fields, the five-dimensional
particles therefore acquire a charge β lying in the charge latticeH2(X,Z). We can consider the subspace of
the full Hilbert space corresponding to particles with fixed charge β ∈ H2(X,Z), and we can further focus
on the subspace of BPS particles with charge β. If β 6= 0 (which we will assume from here on) these BPS
particles necessarily come from M2-branes wrapping a holomorphic two-cycle in X of homology class β.
Recall that an M2-brane is a fundamental object in M-theory with a three-dimensional worldvolume, one
direction of which is necessarily time. The mass of the BPS particle is proportional to the integral of the
Ka¨hler form over β. This same idea we have encountered a few times now – the BPS condition means mass
minimizing and therefore volume minimizing. Holomorphic cycles minimize volume within a homology
class on Ka¨hler manifolds.
One general principal in physics is that a particle is understood as an irreducible representation of the
spacetime symmetry group. In five dimensions, massive particles transform under the rotation group SO(4)
which is isomorphic at the level of Lie algebras to SU(2)L ⊕ SU(2)R. The subscripts ‘L’ and ‘R’ are
conventional in physics to distinguish the two factors. We therefore need to review the representation theory
of SU(2). Let V (n) denote the unique irreducible representation of SU(2) of dimension n+1 and highest
weight n. Of course, the representation is a morphism
ϕn : SU(2) −→ GL
(
V (n)
)
(4.116)
but we understand V (n) to be the SU(2)-module induced by ϕn. All of the irreducible representations of
SU(2)L ⊕ SU(2)R are therefore of the form V (2jL)⊕ V (2jR) for jL, jR ∈
1
2Z≥0.
Returning to the five-dimensional BPS particles, we see that in addition to charge β ∈ H2(X,Z), they
are charged under SU(2)L ⊕ SU(2)R. Let N
β
jL,jR
be the number of five-dimensional BPS particles with
chargeβ ∈ H2(X,Z) and transforming under the irreducible representationV (2jL)⊕V (2jR) of SU(2)L⊕
SU(2)R. One should think of jL, jR as the spin of the particles. It turns out thatN
β
jL,jR
is not a deformation
invariant of the theory: it can jump in number upon deforming the complex structure of X . For physical
reasons, we are motivated to define the quantities
NβjL :=
∑
jR∈
1
2Z≥0
(−1)2jR(2jR + 1)N
β
jL,jR
(4.117)
by summing over the spin jR in the particular way shown. The point of this is that N
β
jL
is indeed invariant
under complex deformations ofX [63].
Let R be the representation ring of SU(2). The most natural collection of generators is given by{
V (n)
∣∣∣∣ n = 0, 1, 2, . . .
}
but it will be convenient to choose a different basis ofR. We can consider the representationV (1)⊕V (0)⊕
V (0) = V (1)⊕ 2V (0) and define the collection{(
V (1)⊕ 2V (0)
)⊗n ∣∣∣∣ n = 0, 1, 2, . . .
}
. (4.118)
By noting that V (n) ⊗ V (1) = V (n+ 1)⊕ V (n − 1), it is easy to see that this latter collection generates
the representation ring R. Because it will play a key role, we define
Ig :=
(
V (1)⊕ 2V (0)
)⊗g
. (4.119)
82
4.3. The Gopakumar-Vafa (BPS) Invariants
We can then consider the element
∑
jL
NβjLV (2jL) of R. Because the Ig are a basis of R, there must be
integers ng,β(X) such that ∑
jL∈
1
2Z≥0
NβjLV (2jL) =
∑
g≥0
ng,β(X)Ig (4.120)
is an equality in R, for fixed β ∈ H2(X,Z).
Recall that amaximal toral subgroupofSU(2) is one-dimensional and generated by diagonal elements of
the form diag(q, q−1) for q ∈ U(1). This toral subgroup is clearly isomorphic to U(1). Given an irreducible
representation V (n) of SU(2) introduced above, we can consider the action of ϕn(q) := ϕn
(
diag(q, q−1)
)
on V (n), where ϕn was defined in (4.116). This induces a decomposition into eigenspaces
V (n) = Vn ⊕ Vn−2 ⊕ . . .⊕ V−(n−2) ⊕ V−n (4.121)
where ϕn(q) acts on Vk as multiplication by qk. Note that the decomposition (4.121) is not an isomorphism
of representations, as non-toral elements of SU(2) will not preserve the individual Vk. Associated to the
representation V (n)we have a characterχn : SU(2)→ C defined by χn(g) := Trϕn(g) for all g ∈ SU(2).
By (4.121), evaluating χn on elements in the toral subgroup we have
χn(q) = q
n + qn−2 + . . .+ q−(n−2) + q−n q ∈ U(1). (4.122)
Because characters are multiplicative on tensor products and additive under direct sums, we get a well-
defined character χ on the full representation ring R of SU(2). Using the definition (4.119) of Ig in terms
of V (1) and V (0), by (4.122) it is clear that
χ(Ig) = (q + 2 + q
−1)g. (4.123)
Because (4.120) is an equality in the representation ring, it must give rise to an equality after applying
the character χ to both sides and evaluating on the toral element q. Indeed, reindexing in terms of g = 2jL
we get, ∑
g≥0
Nβg/2
(
qg + qg−2 + . . .+ q−(g−2) + q−g
)
=
∑
g≥0
ng,β(X)(q + 2 + q
−1)g. (4.124)
The integers ng,β(X) are called the Gopakumar-Vafa invariants and they are virtual counts of BPS states in
five dimensions with non-zero charge β ∈ H2(X,Z) and spin g ∈ Z≥0. They are deformation invariants of
X . Note that the spin g is not the usual spin measured with respect to the basis {V (g)} of the representation
ring of SU(2). Rather, it is measured with respect to the basis {Ig}.
As we have described, these BPS particles are engineered byM2-branes wrapping two-cycles inX . The
righthand side of (4.124) should be thought of as the partition function ZBPS(X)β of BPS states with fixed
charge β. Summing over the charge latticeH2(X,Z), we get the full partition function of virtual BPS counts
of M2-branes in X
ZBPS(X) =
∑
β∈H2(X,Z)
β 6=0
∑
g≥0
ng,β(X)(q + 2 + q
−1)g−1Qβ (4.125)
where we have inserted an extra factor of (q+2+ q−1)−1, following convention. Compactifying M-theory
on a small circle, an M2-brane is interpreted as a bound state of D2-D0 branes. Though unlike Donaldson-
Thomas theory, the D0-branes lie in the D2-branes.
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Gopakumar-Vafa Invariants and Black Hole Degeneracies
The mass of the BPS particles in five dimensions is directly related to the class β, and is proportional to
the volume of the M2 or D2-branes. Because X is a compact Ka¨hler manifold, the volume of any closed
complex subspace depends only on its homology class, and is given by integrating powers of the Ka¨hler form
against this class. Therefore, if we consider a stack of dM2-braneswrapping a fixed curve in X of class β, we
get a resulting homology class dβ. The mass clearly also increases by a factor of d. If we then take d≫ 1,
we actually get a black hole in five dimensions, and the Gopakumar-Vafa invariant ng,dβ(X) computes the
degeneracy (the number of black hole states with fixed charges and spins). This way of engineering black
holes by wrapping large numbers of branes on fixed cycles was pioneered by Strominger and Vafa [106].
Relation to the Topological String
In order to relate the Gopakumar-Vafa invariants to the topological string, it was the idea of Gopakumar and
Vafa to use the relationship between 11-dimensional M-theory and 10-dimensional Type IIA string theory.
Working with the Euclideanized theory, consider M-theory on R4×X ×S1 whereX is a smooth compact
Calabi-Yau threefold, and let R be the radius of the M-theory circle S1. In the limit R → 0, the theory
reduces to Type IIA superstring theory on R4 ×X .
We recall that M2-branes are fundamental objects in M-theory, which have two spatial dimensions and
a three-dimensional worldvolume. We have seen that the Gopakumar-Vafa invariants are virtual counts of
BPS states ofM2-branes. Writing the 11-dimensional spacetime asR4×X×S1, there are two possibilities:
1. If one of the three dimensions of anM2-branewraps theM-theory circleS1, we get a fundamentalType
IIA string in R4×X upon taking the limit R→ 0. This object, with a two-dimensional worldvolume
in the limit, appears as a string worldsheet.
2. If the M2-brane does not wrap the M-theory circle, in theR→ 0 limit we get a D2-brane in Type IIA
string theory on R4 ×X , with a three-dimensional worldvolume.
One brilliant idea of Gopakumar and Vafa was to take time to be the M-theory circle. Because an M2-brane
necessarily has one time direction, the remaining two dimensions wrap a two-cycle in X . From physical
principles, we expect that a partition function of BPS states is independent of R. So we can relate the com-
putations at R→ 0 with R→∞. By the above comments, in the R→ 0 limit we get a fundamental string
in Type IIA, but it is wrapping a two-cycle inX and it is sitting at a point in R4. This is simply a worldsheet
instanton, and its contributions are computed by the A-model topological string theory. Conversely, in the
R → ∞ limit we get a BPS particle in five dimensions. By relating these two limits, one is therefore able
to write the topological string partition function in terms of the Gopakumar-Vafa invariants.
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5Introduction to Topological Indices and
Localization
In this chapter we review equivariant cohomology and Atiyah-Bott localization with the goal of defining and
explicitly computing equivariant versions of topological indices like the χy-genus and the elliptic genus. We
prove that the elliptic genus can be interpreted as a (regularized) equivariant χy-genus applied to the loop
space of a compact complex manifold. We give examples of equivariant indices applied to the simple non-
compact toric variety C2. More importantly, we give these same examples applied to moduli spaces of
instantons on C2, which inherit a torus action. This latter computation requires localization on a much
more complicated space, but Nakajima-Yoshioka have shown that there are finitely many isolated torus fixed
points whose equivariant tangent spaces can be given explicitly. Summing over the topological charge of the
instantons, we get a generating function known as a Nekrasov partition function of anN = 2 gauge theory.
5.1 Motivating Example: Topological Euler Characteristic
The goal of this section is to preview themajor recurring themes of this chapter byway of the simple example
of the Euler characteristic. The topological Euler characteristic is a topological invariant of a manifold given
by the alternating sum of the Betti numbers. If the manifold is compact and Ka¨hler, it can also be expressed
as an integral of the Euler class over the fundamental class. These two perspectives are related by an index
theorem which generalizes the Gauss-Bonnet theorem. We will also state a powerful localization result
often making the Euler characteristic easily computable when the manifold carries an action by tori. Last
but not least, we will see that in the context of supersymmetric sigma models, the Witten index is simply
the Euler characteristic in physical guise. Each of the above perspectives are important and will reappear in
this chapter in less trivial examples.
The topological Euler characteristic of a compact, orientablem-dimensional manifoldX is defined to
be the alternating sum of the Betti numbers
χ(X) =
m∑
k=0
(−1)kbk(X) (5.1)
The Betti numbers are topological invariants of X , and therefore the Euler characteristic is as well. With
the given hypotheses on X , Poincare´ duality is manifest in the symmetry bk(X) = bm−k(X) of the Betti
numbers. If X is in addition, a complex manifold of (complex) dimension n = m/2, we can define Hodge
numbers which are given by dimensions of sheaf cohomology groups hp,q(X) = dimHq(X,Ωp), for p, q =
1, . . . n. Here, Ωp is the sheaf of holomorphic p-forms onX . Using the compactness ofX , Serre duality is
manifest in the symmetry hn−p,n−q(X) = hp,q(X).
Though the Hodge numbers are defined for any compact complex manifold, when X is additionally
Ka¨hler they have the further symmetry hp,q(X) = hq,p(X) and a relationship with the Betti numbers. In
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particular, the Hodge decomposition induces the equality
bk(X) =
∑
p+q=k
hp,q(X). (5.2)
One should think of the Hodge numbers as a refinement of the Betti numbers for a compact Ka¨hler manifold.
By (5.1) and (5.2), we can express the Euler characteristic in terms of the Hodge numbers
χ(X) =
n∑
p,q=0
(−1)p+qhp,q(X). (5.3)
In general, the Hodge numbers are not topological invariants of X , though certain linear combinations of
them may be. For example, the Betti numbers (5.2).
Given a complex manifoldX of dimension n, the Euler class defined to be the top Chern class of TX
e(TX) := cn(X) =
n∏
i=1
xi (5.4)
is an example of what we will define in Section 5.2 to be a multiplicative class associated to the polynomial
f(x) = x. Here x1, . . . , xn are the formal Chern roots of the tangent bundle TX . We will later consider
topological indices to be integrals of multiplicative classes over X . By the following proposition, if X is
compact and Ka¨hler, the Euler characteristic is a topological index associated to the Euler class.
Proposition 5.1.1 (Chern-Gauss-Bonnet Theorem). On a compact Ka¨hler manifold X of dimension n,
the topological Euler characteristic is given by
χ(X) =
∫
X
e(TX). (5.5)
Proof. By Lemma 5.3.1 which is presented and proven in Section 5.3, it follows that
ch
( n⊕
p=0
(−1)pΩp
)
td(X) = cn(X). (5.6)
This is known as the Borel-Serre identity. Because X is Ka¨hler, using the relationship (5.3) between the
Hodge numbers and Euler characteristic, we see that
χ(X) =
n∑
p,q=0
(−1)p+qhp,q(X) =
n∑
p=0
(−1)p
n∑
q=0
(−1)qdimHq
(
X,Ωp
)
. (5.7)
By the additivity of the Chern character on direct sums, we identify the righthand side with the holomorphic
Euler characteristicχ(X,⊕p(−1)pΩp) and the claim follows by applying (5.6) within Hirzebruch-Riemann-
Roch (3.17).
TheChern-Gauss-Bonnet theorem is a special case of the powerfulAtiyah-Singer index theorem, relating
the analytical index of a differential operator to a topological index. In this thesis, we will not discuss
analytical indices of operators. For a general Riemannianmanifold, the Euler characteristic can be computed
as the integral of the Pfaffian applied to the curvature of the Levi-Civita connection. The Ka¨hler condition
ensures compatibility between the complex and Riemannian theories, and identifies this Pfaffian (applied to
the complexified tangent bundle) with the Euler class.
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WhenX is some moduli space of interest, a topological index may be an interesting invariant of an enu-
merative problem or physical theory. In the context of supersymmetric quantum field theories, a topological
index may be referred to as a supersymmetric index. A powerful computational tool for these invariants is
what we will call localization. In the simple case of the Euler characteristic, we have the following useful
localization result.
Proposition 5.1.2. LetX be a smooth compact manifold with an action by a real or algebraic torus T . Then
the Euler characteristic satisfies χ(X) = χ(XT ), whereXT is the fixed point locus of the action.
The moral of this result (which will reappear in less trivial examples) is that as far as the Euler character-
istic of a manifold with torus action is concerned, one can localize to the fixed point locus without losing
information.
5.1.1 The Euler Characteristic as the Witten Index
The Euler characteristic has a purely physical manifestation as theWitten index in supersymmetric quantum
mechanics, and is an example of a supersymmetric index. In general, a supersymmetric indexmay be simply
a number or it may be given by amore exotic gadget than a numerical invariant, for example the elliptic genus.
We will be brief and omit many physical details, so the interested reader is referred to [51, Section 10.4].
In general, supersymmetric quantum mechanics consists of the following ingredients. There exists a
Hilbert space H of states of the system, admitting a Z/2-grading
H = HB ⊕HF (5.8)
whereHB is the Hilbert space of bosonic states andHF is the Hilbert space of fermionic states. There must
also exist a supersymmetry operator Q with partner Q = Q†, which both act on H and exchange bosonic
and fermionic states,
Q,Q : HB ←→ HF . (5.9)
We call Q and Q supersymmetries. They satisfy Q2 = 0, Q
2
= 0 and their anticommutator is given by{
Q,Q
}
= 2H (5.10)
where H is the Hamiltonian of the theory. The above equation implies that Q and Q commute with the
Hamiltonian. Thus, they are symmetries in the ordinary quantum mechanical sense.
The eigenvalues ofH are the allowed energies, and states with zero energy are called ground states. The
space of ground states is identified with the Q-cohomologyH∗(Q). If in addition, there exists a fermion
operator F commuting withH , then we have a grading
H∗(Q) =
∞⊕
k=0
Hk(Q) (5.11)
where the charge k is the eigenvalue of F . This charge k is even for bosonic states and odd for fermionic
states. The Witten index is a supersymmetric index defined by the trace TrH (−1)F e−βH , and turns out to
coincide with the difference between the number of bosonic and fermionic ground states
TrH (−1)
F e−βH = n
(0)
B − n
(0)
F . (5.12)
TheWitten index is independent of β, and the above difference between bosonic and fermionic ground states
is insensitive to any changes in the parameters of the theory, though n(0)B and n
(0)
F may individually vary.
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Supersymmetric QuantumMechanics on a Riemannian Manifold
All of the above structures emerge nicely in the geometric setting of supersymmetric particles moving in
a Riemannian manifold (M, g) of dimension m. Such a theory is a (1+0)-dimensional non-linear sigma
model, so we study continuous maps φ from S1 or R into the target space M . The bosonic fields are the
local coordinates φi and the fermionic fields ψ are local sections of the tangent bundle ofM (restricted to
the image of φ). One can write down a classical action S, [51] and one reason we needM to be Riemannian
is that the kinetic term must be proportional to gij
dφi
dt
dφj
dt .
This system can be canonically quantized and after some details whichwe omit, one finds that the Hilbert
space H is simply the exterior algebra ofM
H = Λ∗(M) :=
m⊕
k=0
Ωk(M) (5.13)
such that pure bosonic states live in Ωk(M) with k even, and fermionic states live in Ωk(M) with k odd.
The L2-inner product on forms is the natural one described in Section 2.1.8. The supersymmetry partners
are the operators
Q = d Q = d∗ (5.14)
where d is the exterior derivative and d∗ is the adjoint with respect to the inner product (see Lemma 2.1.2).
Recalling (5.10), the Hamiltonian is related to the anticommutator {d, d∗} = ∆ = 2H , and we therefore
identify the space of ground states of the theory with the zero-modes of the Laplacian∆, i.e. the harmonic
formsH∗(M, g). The physical fact thatH∗(M, g) should be isomorphic to theQ-cohomology is consistent
with the identificationQ = d in addition to the Hodge-de Rham isomorphismH∗(M, g) ∼= H∗dR(M).
We can now compute the Witten index (5.12) in this setting. Because the ground states are given by the
harmonic forms, and the Betti numbers bk(M) encode the number of harmonic k-forms, we have
TrH (−1)
F e−βH =
∑
k−even
bk(M)−
∑
k−odd
bk(M) =
m∑
k=0
(−1)kbk(M) (5.15)
which is none other than the Euler characteristic ofM . In addition to the above computation, a fundamental
principle of quantum mechanics guarantees the same result by performing a path integral. This principle
gives rise to the equalities
m∑
k=0
(−1)kbk(M) = TrH (−1)
F e−βH =
∫
DφDψe−S (5.16)
and one can show that the path integral on the righthand side localizes to the expected integral representation
of the Euler class involving the Riemann curvature. If M is compact and Ka¨hler, then (5.16) agrees with
(5.5). The Witten index as an integral of the Euler class overM is sometimes called a spacetime index, and
one benefit of considering the more general field-theoretic formulation is that the index makes sense even if
M is non-compact.
The takeaway from this brief survey should be that certain supersymmetric indices in physics give rise to
interesting mathematical invariants. Moreover, a physical duality may induce a mathematical conjecture, or
an index theorem, such as (5.16). In fact, we have seen this earlier when interpreting the Donaldson-Thomas
invariants as a supersymmetric index; note how analogous (5.16) and (4.103) are! The Donaldson-Thomas
invariants as integrals over the virtual class are analogous to the integral of the Euler class over M , while
the Behrend-weighted Euler characteristic is analogous to TrH (−1)F e−βH , and makes sense even when
the moduli scheme is not proper. Many of these principals reappear when studying more exotic indices.
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5.2 Equivariant Cohomology and Atiyah-Bott Localization
Let X be a compact complex manifold of dimension d and let E be a complex vector bundle onX of rank
k. A multiplicative class A is a characteristic class applied to complex vector bundles on X , such that
A(E1 ⊕ E2) = A(E1)A(E2). Associated to such a multiplicative class is a formal power series f(x) such
that A(L) = f(c1(L)) for all line bundles L, which implies by the splitting principle A(E) =
∏
f(xi),
where x1, . . . , xk are the formal Chern roots of E. Motivated by the Euler characteristic example, we will
study topological indices Φ(X) defined by integrating a multiplicative class A(E) overX
Φ(X) =
∫
X
A(E) =
∫
X
k∏
i=1
f(xi). (5.17)
One very powerful method for computing such a Φ(X) in the case whereX carries a torus action is Atiyah-
Bott localization. IfX is not compact or infinite dimensional, then
∫
X
A(E) does not make sense, but if the
fixed locus is finite dimensional and compact, one can still define the topological indexΦ(X) by performing
the integral equivariantly. It will therefore be necessary for us to understand equivariant cohomology and
localization in some detail.
5.2.1 An Introduction to Equivariant Cohomology
Let M be a smooth manifold carrying a left action by a group. Though one can be more general, we will
only consider the cases where the group is an algebraic torus T = (C∗)n or a real torus T = (S1)n. The
T -equivariant cohomology of M , which we denote H∗T (M) is an invariant encoding topological data of
bothM and the manner in which T acts onM . Unless stated otherwise, we will take coefficients in Q.
The general philosophy of equivariant cohomology is that instead of forgetting the group action, one
should set up a cohomology theory remembering this data. The main application will be that one can
localize a problem to the fixed point locus of the action without losing information. We will also require
it to be functorial with respect to equivariant maps. As an example, if T acts freely onM , thenM/T is a
smooth manifold, and the T -equivariant cohomology should agree with the ordinary cohomology ofM/T
H∗T (M) = H
∗(M/T ). (5.18)
However, when the action is not free, the ordinary cohomology of the orbit space does not retain enough
information, and may in fact be trivial.
The idea of Borel is that one should find a space homotopic to M which encodes the T -action on M ,
and on which T acts freely. Moreover, this space should be canonical up to homotopy. Equivariant coho-
mology should then be defined as the ordinary cohomology of the orbit space. Milnor had proven that for all
topological groupsG, there exists a contractible space EG, unique up to homotopy, on whichG acts freely
from the right [80, 81]. The orbit spaceBG := EG/G is called the classifying space ofG, andEG→ BG
is the universal principalG-bundle on the classifying space.
Returning to the case at hand, because T acts freely onET , it also acts freely onET ×M , with diagonal
action defined by t · (x,m) = (xt, t−1m), for all t ∈ T . The quotient is denoted
MT := ET ×T M =
(
ET ×M
)
/T (5.19)
and can also be interpreted as an associated fiber bundle to the universal principal T -bundleET → BT .
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Definition 5.2.1. The (Borel) T -equivariant cohomology ofM with rational coefficients is defined by
H∗T (M) := H
∗(MT ) (5.20)
whereH∗(MT ) is the ordinary cohomology of the orbit spaceMT .
The T -equivariant cohomology is independent of the choice of ET . Because MT → BT is a fiber
bundle with fiberM , we can consider the inclusion ιM : M →֒ MT , and we get the following ring homo-
morphism induced by pullback
ι∗M : H
∗
T (M) −→ H
∗(M). (5.21)
Moreover, pulling back by the equivariant mapM → pt turns the T -equivariant cohomologyH∗T (M) into
a H∗T (pt)-module. It is clear that in the case ofM = pt, we haveMT = BT . Therefore, the T -equivariant
cohomology of a point agrees with the standard group cohomology
H∗T (pt) = H
∗(BT ). (5.22)
One can also show that in the case where T acts freely onM ,MT is homotopy equivalent toM/T which
verifies that the T -equivariant cohomology ofM agrees with the ordinary cohomology ofM/T (5.18).
It is important to find an explicit set of generators of the T -equivariant cohomology of a point. First
consider T = C∗ or T = S1. We clearly have the following two ways of writing PN as a quotient(
CN+1 − {0}
)
/C∗ = PN = S2N+1/S1. (5.23)
If we formally take N →∞, then C∞ − {0} is a contractible space on which C∗ acts freely from the right
and similarly, S∞ is a contractible space on which S1 acts freely from the right. We then have(
C∞ − {0}
)
/C∗ = P∞ = S∞/S1. (5.24)
Therefore, if T = C∗, we should choose ET = C∞ − {0}, and for T = S1, we choose ET = S∞. By
(5.24), we see that in either case the classifying space is BT = P∞. Given that H∗(P∞) is generated by a
single element ǫ ∈ H2(P∞) without relations, by (5.22) we have
H∗T (pt) = H
∗(P∞) = Q[ǫ]. (5.25)
It is not hard to see that for either T = (C∗)n or T = (S1)n, the classifying space is (P∞)n, and
H∗T (pt) = H
∗((P∞)n) = Q[ǫ1, . . . , ǫn] (5.26)
with generators ǫi ∈ H2((P∞)n). In this case of M = pt, the map ι∗pt in (5.21) is given by setting ǫ1 =
. . . = ǫn = 0. If T = (C∗)n, then the ǫi are complex indeterminates while if T = (S1)n, they are real
indeterminates. In fact, in either case the ǫi may be realized as generators of the Lie algebra t of T , or
equivalently as first Chern classes of (pullbacks of) canonical line bundles on P∞. This can be understood
as follows.
Definition 5.2.2. For T either a real or algebraic torus, let V˜ be a T -equivariant complex vector bundle on
M . This means that the action of T onM lifts to an action on V˜ , linear on each fiber. Then VT := ET×T V˜
is a complex vector bundle on MT . If c∗(−) is any characteristic class, we define the equivariant class
c∗(−)T by
c∗(V˜ )T := c∗(VT ) ∈ H
∗
T (M). (5.27)
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Associated to T , we can also consider the lattice ΓT of characters χ : T → C∗, or χ : T → S1 if T is real.
Definition 5.2.3. Given a character χ ∈ ΓT , denote also by χ the one-dimensional T -module on which
(t1, . . . , tn) ∈ T acts as multiplication by χ
(
(t1, . . . tn)
)
. We will equivalently consider χ to be an equiv-
ariant line bundle over a point. Recalling that ET → (P∞)n is a principal T -bundle, we can use χ to
construct the associated line bundle Lχ := ET ×χ χ on (P∞)n.
For all i = 1, . . . , n we have canonical characters (t1, . . . , tn) 7→ ti, and making a mild (but conventional)
abuse of notation, we denote also by ti the one-dimensional T -module on which (t1, . . . , tn) ∈ T acts as
multiplication by ti. Denote by Li the line bundle on (P∞)n constructed as in Definition 5.2.3, and note
that
Li
∼= p∗iOP∞(−1) (5.28)
where pi : (P∞)n → P∞ is the projection onto the i-th factor, andOP∞(−1) is the tautological line bundle
on P∞. Because ti is an equivariant line bundle over a point, it produces no invariants via characteristic
classes in classical cohomology. But noting that for M = pt, MT = (P∞)n, by the definition (5.27) of
equivariant characteristic classes, we have
c1(ti)T = c1(Li). (5.29)
The connection with the Lie algebra t of the torus comes in the form of the isomorphism t
∨ ∼= ΓT ⊗Z
C between the complexified character lattice and the dual of the Lie algebra. If T is a real torus, one
takes instead the realification of ΓT . These results culminate in the following proposition, whose proof is
straightforward and left to the reader.
Proposition 5.2.1. Given a real or algebraic torus T with Lie algebra t, we have the following isomorphism
of lattices
ΓT ∼= H
2
T (pt;Z) (5.30)
by mapping a character χ to the first Chern class c1(Lχ). Using the relationship noted just above between
t
∨
and ΓT , we have the degree-doubling isomorphism
Q[t] := Sym(t
∨
)
∼
−−−→ H∗T (pt). (5.31)
Remark 5.2.1. By the above proposition, the generators ǫi of the full T -equivariant cohomology of a point
(5.26) can equivalently be thought of as generators of the Lie algebra t or as equivariant first Chern classes
ǫi = c1(ti)T = c1(Li). This induces an interpretation of the parameters
ti = e
−ǫi = ch(L
∨
i ) (5.32)
as equivalently elements of C∗, or as the Chern character of the line bundle L ∨i → (P
∞)n, or finally as
one-dimensional T -modules. The reader should be mindful of the multiple interpretations.
5.2.2 An Introduction to Atiyah-Bott Localization
Atiyah-Bott localization is a powerful tool for computing integrals over smooth compact complex manifolds
carrying a torus action. The general idea is that one can “localize” the integral to a sum of integrals, one over
each of the fixed components on which the torus acts trivially. Therefore, let us begin with some generalities
whereM is a smooth manifold on which T acts trivially. In such a case we haveMT = M × (P∞)n from
which it follows that
H∗T (M) = H
∗(M)⊗Q Q[ǫ1, . . . , ǫn]. (5.33)
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In other words, the T -equivariant cohomology ofM factors into a product of the ordinary cohomology of
M and the T -equivariant cohomology of a point. We allow T to be either a real or algebraic torus. Since the
ǫl can be interpreted as generators of the Lie algebra of T , they will be either real or complex parameters,
depending on which case we have.
Definition 5.2.4. LetM be a smooth manifold on which T acts trivially. For all l = 1, . . . , n and for k ∈ Z
we define an equivariant line bundle Cl(M,k) onM via the relation
(t1, . . . , tn) · (m, z) ∼ (m, t
k
l z)
for allm ∈M, z ∈ C, and all elements (t1, . . . , tn) of the torus T .
One should think ofCl(M,k) as the trivial line bundle in the ordinary sense, but carrying a fiberwise action
by T via multiplication by tkl . We refer to the integer k as the weight of the equivariant bundle. In the case
of a point, Cl(pt, k) is simply a T -module, and coincides with the one-dimensional T -module denoted tkl
(we remind the reader of Remark 5.2.1 where we warn about common multiple interpretations of symbols).
Using Definition 5.2.2 we can construct from Cl(M,k) an associated line bundle onM × (P∞)n. This
line bundle is trivial overM and isomorphic to L kl over (P
∞)n. We therefore see that
c1
(
Cl(M,k)
)
T
= k ǫl ∈ H
∗
T (M). (5.34)
Definition 5.2.5. Let T act trivially on a smooth manifold M and let E → M be an ordinary complex
vector bundle. For a choice of kl ∈ Z for each l = 1, . . . , n an equivariant lift ofE is an equivariant bundle
E˜ := E
n⊗
l=1
Cl(M,kl).
Again using Definition 5.2.2 we can construct from E˜ the bundle ET onM × (P∞)n and compute Chern
classes. The bundle ET is isomorphic to E along M and isomorphic to ⊗nl=1L
kl
l along (P
∞)n. Using
(5.34) along with the fact that the first Chern class is additive on tensor products, we see
c1(E˜)T = c1(E) +
n∑
l=1
klǫl. (5.35)
For the duration of this section we will let X be a compact complex manifold of dimension d carrying
a T -action. Define F1, . . . , Fp to be the connected components of the fixed locus on which T acts trivially.
Each Fj is itself a smooth compact complex manifold. There is a canonical lift of the action on X to the
tangent bundle TX . By the splitting principle we can formally decompose TX = L1 ⊕ · · · ⊕ Ld as a direct
sum of line bundles. Let xi = c1(Li) be the Chern roots. Using the canonical lift of the action to TX , we
can restrict Li to a fixed component Fj and lift the action to get the equivariant line bundle
L˜i|Fj = Li|Fj
n⊗
l=1
Cl(Fj , k
(j)
l,i ) (5.36)
for some weights k(j)l,i . We can do this for all i, j. We can therefore give the following formal expression for
the full equivariant tangent bundle restricted to a fixed component
T˜X |Fj =
d⊕
i=1
L˜i|Fj . (5.37)
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Using the additivity of the first Chern class on tensor products as well as (5.34) we can compute the equiv-
ariant Chern roots of T˜X |Fj to be
c1
(
L˜i|Fj
)
T
= xi +
n∑
l=1
k
(j)
l,i ǫl ∈ H
2
T (Fj ,Z). (5.38)
In order to state and apply the Atiyah-Bott localization theorem, we need to understand the normal
bundles Nj to each Fj as an equivariant bundle. Because T acts trivially on Fj , the directions (labeled by
i = 1, . . . , d) tangent to Fj have weights k
(j)
l,i = 0 for all l = 1, . . . , n. Therefore, the equivariant normal
bundle N˜j to Fj is spanned by directions such that k
(j)
l,i 6= 0 for some l = 1, . . . , n. We are in particular
interested in the equivariant Euler class of N˜j which we know should be the product of all the equivariant
Chern roots computed in (5.38). We therefore get
e(N˜j)T =
∏
I
(
xi +
n∑
l=1
k
(j)
l,i ǫl
)
(5.39)
where the I is meant to indicate that the product is taken over all i such that k(j)l,i 6= 0 for some l = 1, . . . , n.
Theorem 5.2.1 (Atiyah-Bott [7]). If we denote by Q(ǫ1, . . . , ǫn) the field of fractions of the T -equivariant
cohomology ring of a pointH∗T (pt) = Q[ǫ1, . . . , ǫn], we have the following isomorphism
H∗T (X)⊗H∗T (pt) Q(ǫ1, . . . , ǫn)
≃
−−−→
p⊕
j=1
H∗T (Fj)⊗H∗T (pt) Q(ǫ1, . . . , ǫn) (5.40)
induced by the map α 7→
∑p
j=1 ι
∗
j (α)e(N˜j)
−1
T , where the equivariant map ιj : Fj →֒ X is the inclusion.
At least for our purposes, the above result is the primary payoff of studying equivariant cohomology: one
can localize to the fixed locus of a torus action without losing information.
The main application will be in evaluating (and in some cases defining) integrals overX . As described
in an appendix of [38], we want the integral
∫
X
: H∗T (X)→ H
∗
T (pt) to satisfy the following conditions:
1. If α ∈ HqT (X) with q < 2d, then
∫
X α = 0.
2. If α ∈ HqT (X) with q ≥ 2d, then
∫
X
α ∈ Hq−2dT (pt).
We note that if q is odd, then Hq−2dT (pt) = 0, while if q is even, then H
q−2d
T (pt) consists of homogeneous
polynomials in ǫ1, . . . , ǫn of degree q/2− d. In particular, if α ∈ H2dT (X), then
∫
X α ∈ Q is independent
of the equivariant parameters.
The following corollary of (5.40), known as the Atiyah-Bott localization formula gives the following
expression for the integral overX of a T -equivariant cohomology class α ∈ H∗T (X),∫
X
α =
p∑
j=1
∫
Fj
ι∗jα
e(N˜j)T
. (5.41)
By the discussion above, if α ∈ H2dT (X), then
∫
X α ∈ Q and the equivariant parameters which appear
explicitly on the righthand side of (5.41) must drop out after a simplification.
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To end the section where it began, let Φ(X) be a topological index (5.17) associated to a multiplicative
class with formal power series f(x). Applying the Atiyah-Bott localization formula (5.41), we can compute
Φ(X) =
p∑
j=1
∫
Fj
1
e(N˜j)T
d∏
i=1
f
(
xi −
n∑
l=1
k
(j)
l,i ǫl
)
. (5.42)
Notice that ifX is a compact complex manifold, then Φ(X) is well-defined and can in theory be computed
without localization. It follows that the equivariant parameters ǫl must remarkably drop out of the righthand
side of (5.42). We will see an example of this in the next section. We will also be interested in topological
indices Φ(X) in the case when X is either non-compact or infinite-dimensional. However, if X carries a
T -action such thatXT is a finite dimensional, smooth compact complex submanifold ofX with components
Fj , then we can define Φ(X) by the righthand side of (5.42). The price we pay is that Φ(X) will now be a
rational function in the equivariant parameters.
5.3 The Hirzebruch χy-genus
Let us begin with some formal preliminaries which will be of use going forward. Let X be a compact
complex manifold with E a holomorphic vector bundle on X of rank n. We define the following elements
in the formal power series ring in the variable t with coefficients in holomorphic vector bundles
ΛtE :=
n⊕
p=0
tpΛpE StE :=
∞⊕
p=0
tpSpE (5.43)
where ΛpE and SpE are the p-th exterior and symmetric powers of E, respectively.
Lemma 5.3.1. If E is a holomorphic vector bundle onX of rank n and with Chern roots xi, then
ch(ΛtE) =
n∏
i=1
(1 + texi) ch(StE) =
n∏
i=1
1
1− texi
. (5.44)
Proof. Some standard facts areΛt(E1⊕E2) ∼= ΛtE1⊗ΛtE2 and St(E1⊕E2) ∼= StE1⊗StE2. Applying
the splitting principle and formally writing E = L1 ⊕ · · · ⊕ Ln, we therefore have
ΛtE =
n⊗
i=1
ΛtLi StE =
n⊗
i=1
StLi. (5.45)
The exterior powers of a line bundle terminate after only two terms, so we have ΛtLi = OX ⊕ tLi. But in
the case of the symmetric powers we have
StLi = OX ⊕ tLi ⊕ t
2L2i ⊕ · · · (5.46)
By the additivity of the Chern character across direct sums and multiplicativity across tensor products, we
have
ch(ΛtLi) = ch(OX) + tch(Li) = 1 + te
xi
ch(StLi) = ch(OX) + tch(Li) + t
2ch(Li)
2 + · · · =
1
1− texi
.
(5.47)
Finally, the multiplicativity of the Chern character on tensor products applied to (5.45) yields the desired
conclusions.
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We can now finally give an example of a topological index, which is a refinement of the Euler charac-
teristic in the case of a compact Ka¨hler manifold.
Definition 5.3.1. LetX be a compact complex manifold. The χy-genus ofX , denoted χy(X), is defined to
be the holomorphic Euler characteristic of the bundle-valued polynomial ΛyT
∨
X
χy(X) = χ(X,ΛyT
∨
X) =
∫
X
ch(ΛyT
∨
X)td(X) (5.48)
where T
∨
X is the holomorphic cotangent bundle.
Note that a priori, y is simply a formal variable, but it can be analytically continued to an honest complex
variable. The χy-genus is not a topological invariant of X – it generally depends on an almost complex
structure. However, we will soon see that it encodes certain topological invariants ofX .
Proposition 5.3.1. The χy-genus is a topological index associated to multiplicative class ch(ΛyT
∨
X)td(X)
and can be expressed in terms of the formal Chern roots x1, . . . , xn of the tangent bundle TX
χy(X) =
∫
X
n∏
i=1
xi
1 + ye−xi
1− e−xi
(5.49)
where n is the dimension of X . It can also be expressed in terms of the Hodge numbers of X as
χy(X) =
n∑
p,q=0
(−1)qyphp,q(X). (5.50)
Proof. The Todd class td(X) is a multiplicative class which can be written in terms of the formal Chern
roots, and by (5.44) we have an expression for the multiplicative class ch(ΛyT
∨
X). Let us record both
td(X) =
n∏
i=1
xi
1− e−xi
ch(ΛyT
∨
X) =
n∏
i=1
(1 + ye−xi) (5.51)
noting that if xi are the Chern roots of TX , then −xi are the Chern roots of T
∨
X . Therefore, by (5.48), the
expression of χy(X) in terms of the Chern roots, is as claimed. To prove the second claim, by the linearity
of the Chern character across direct sums we have
χy(X) =
∫
X
ch
( n⊕
p=0
ypΛpT
∨
X
)
td(X) =
n∑
p=0
ypχ(X,Ωp) (5.52)
where Ωp = ΛpT
∨
X is the sheaf of holomorphic p-forms. Moreover, the holomorphic Euler characteristic
χ(X,Ωp) can be expanded as the alternating sum of Hodge numbers. This gives
χy(X) =
n∑
p=0
ypχ(X,Ωp) =
n∑
p,q=0
(−1)qyphp,q(X). (5.53)
Corollary 5.3.1. For any compact complex manifoldX , the χy-genus specializes to the holomorphic Euler
characteristic of OX
χ0(X) = χ(X,OX), (5.54)
and if X is additionally Ka¨hler, it can also be specialized to the topological Euler characteristic
χ−1(X) = χ(X). (5.55)
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There is a similar looking one-variable refinement of the topological Euler characteristic called the
Poincare´ polynomial, which is the generating function of the Betti numbers
P (y) :=
2n∑
k=0
bk(X)y
k =
n∑
p,q=0
(−1)p+qhp,q(X)yp+q. (5.56)
IfX is compact, recall that Poincare´ duality implies bk(X) = b2n−k(X). It is therefore clear that y−nP (y)
is invariant under y 7→ y−1. IfX is additionally Ka¨hler, the χy-genus and the Poincare´ polynomial are two
independent one-variable refinements of χ(X). They are essentially different ways of packaging the Hodge
numbers into a polynomial. The coefficients of y in χy(X) are (alternating) sums over the diagonals of the
Hodge diamond while the coefficients of y in P (y) are sums over the rows.
Example 5.3.1. Though not needed for this simple example, to illustrate its utility let us use Atiyah-Bott
localization to compute χy(P2). The projective plane P2 has a canonical action by the torus
T =
{
(u : v : w) ∈ P2
∣∣u, v, w 6= 0} ⊂ P2,
which is isomorphic to (C∗)2. The action is defined by component-wise multiplication, and there are clearly
three isolated fixed points
F1 = (1 : 0 : 0) F2 = (0 : 1 : 0) F3 = (0 : 0 : 1).
In the standard affine open charts centered at each Fj , it is clear that the torus action is given by coordinate-
wise multiplication (
ζ
(j)
1 , ζ
(j)
2
)
·
(
x(j), y(j)
)
=
(
ζ
(j)
1 x
(j), ζ
(j)
2 y
(j)
)
, (5.57)
for j = 1, 2, 3, where
(
ζ
(j)
1 , ζ
(j)
2
)
∈ (C∗)2. However, the crucial point to notice in this example is that by
projecting the global T -action on P2 into the three affine charts, the
(
ζ
(j)
1 , ζ
(j)
2
)
are in fact, not independent.
If we define (t1, t2) := (ζ
(1)
1 , ζ
(1)
2 ), then we have(
ζ
(1)
1 , ζ
(1)
2
)
=
(
t1, t2
)
,
(
ζ
(2)
1 , ζ
(2)
2
)
=
(
t−11 , t
−1
1 t2
)
,
(
ζ
(3)
1 , ζ
(3)
2
)
=
(
t−12 , t1t
−1
2
)
. (5.58)
The next step is to lift the T -action to an action on TP2 . Because the fixed points are isolated, we are simply
turning the tangent space to P2 at the three fixed points into T -modules, precisely in the way prescribed by
the action (5.57) in terms of the ti in (5.58). Recall that we understand ti, for i = 1, 2 to be one-dimensional
T -modules where (t1, t2) ∈ T acts as multiplication by ti. We therefore get equivariant bundles
T˜P2|F1 = t1 + t2
T˜P2|F2 = t
−1
1 + t
−1
1 t2
T˜P2|F3 = t
−1
2 + t1t
−1
2 .
(5.59)
The equivariant Chern roots can be easily determined from (5.59) in terms of the equivariant parameters
ǫ1 = c1(t1)T and ǫ2 = c1(t2)T . We can also record the Euler classes of the equivariant normal bundles
N˜j in equivariant cohomology
e(N˜1)T = ǫ1ǫ2 e(N˜2)T = ǫ1(ǫ1 − ǫ2) e(N˜3)T = ǫ2(ǫ2 − ǫ1). (5.60)
In terms of the parameters t1 = e
−ǫ1 and t2 = e
−ǫ2 , we can finally apply Atiyah-Bott localization (5.42) to
get
χy(P
2) =
(1 + yt1)
(1− t1)
(1 + yt2)
(1 − t2)
+
(1 + yt−11 )
(1− t−11 )
(1 + yt−11 t2)
(1 − t−11 t2)
+
(1 + yt−12 )
(1 − t−12 )
(1 + yt1t
−1
2 )
(1− t1t
−1
2 )
. (5.61)
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Now, because P2 is compact and χy(P2) is a polynomial in y, there is no dependence on the parameters t1
and t2, and they must drop out entirely after simplifying. Indeed, after a trivial but tedious simplification
we find
χy(P
2) = y2 − y + 1. (5.62)
As a consistency check, one verifies that χ−1(P2) = 3, which matches the Euler characteristic of P2.
5.3.1 The χy-genus as a Supersymmetric Index
The χy-genus arises as an index in a one-dimensional supersymmetric sigma model whose target space is
a 2n-dimensional Riemannian manifold (X, g) which also has a complex structure. We will build on our
discussion in Section 5.1.1 where we study one-dimensional sigma models on Riemannian manifolds and
identify the Witten index as the Euler characteristic. The complex structure induces a splitting d = ∂ + ∂
of the exterior derivative, which refines the Hilbert space of the theory to
H =
n⊕
p,q=0
Ωp,q(X) (5.63)
where Ωp,q(X) is the vector space of (p, q)-forms on X . We also get a splitting of the fermion operator
F = F+ + F− where eigenstates of F+ with eigenvalue p are forms in H whose holomorphic part is a
p-form. Similarly for F− and forms whose anti-holomorphic part is a q-form.
We can define the following one-variable supersymmetric index
TrH (−1)
F−yF+e−βH (5.64)
which turns out to be independent of β. In this theory we have supersymmetries which we identify as ∂ and
∂ along with their adjoints. Similarly to the Witten index, the index (5.64) localizes onto the ground states
of the theory which we identify as the ∂-cohomology. But this is none other than the Dolbeault cohomology
n⊕
p,q=0
Hp,q(X) ∼=
n⊕
p,q=0
Hq(X,Ωp). (5.65)
This allows us to evaluate the index (5.64), which we find to be exactly the χy-genus ofX
TrH (−1)
F−yF+e−βH =
n∑
p,q=0
(−1)qyphp,q(X) = χy(X). (5.66)
IfX is compact and Ka¨hler, then by the Hodge decomposition we can identify (5.65) with the ordinary
de Rham cohomology H∗(X,C). It follows that by setting y = −1 we recover the Witten index, which
is consistent with the mathematical results in Corollary 5.3.1. The χy-genus is therefore a supersymmetric
index, refining theWitten index such that the variable y tracks the chargeF+. It is notable that both examples
of topological indices presented thus far find a very natural home in the context of supersymmetric sigma
models.
5.4 The Ordinary Elliptic Genus
We nowwant to introduce the (ordinary) elliptic genus which is an invariant of a compact complex manifold
X . It will be shown to be a refinement of both the Euler characteristic and the χy-genus. We will also
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interpret the elliptic genus to be an equivariant version of the χy-genus applied to the infinite dimensional
loop space of the manifold. Just as we saw with the Euler characteristic and the χy-genus, the elliptic genus
can be expressed as a topological index as an integral over X of a multiplicative class. In physics, it is a
supersymmetric index in a superconformal sigma model with target space X . Unlike the previous indices
we have seen, if certain geometric conditions on X are satisfied, the elliptic genus will be an automorphic
form known as a weak Jacobi form.
Definition 5.4.1. Let X be a compact complex manifold of dimension d with holomorphic tangent bundle
TX . Using (5.43) we define the following formal object
Eq,y = (−y)
−d/2
∞⊗
n=1
(
Λyqn−1T
∨
X ⊗ Λy−1qnTX ⊗ SqnT
∨
X ⊗ SqnTX
)
(5.67)
which aside from the factor (−y)−d/2 is a power series in q and y± whose coefficients are holomorphic
vector bundles. The elliptic genus ofX is simply the holomorphic Euler characteristic of Eq,−y
Ellq,y(X) = χ
(
X,Eq,−y
)
=
∫
X
ch(Eq,−y)td(X). (5.68)
The elliptic genus is a topological index associated to multiplicative class ch(Eq,−y)td(X). Moreover,
because the coefficient of a fixed power of q and y in Eq,−y is a holomorphic vector bundle, by Hirzebruch-
Riemann-Roch the coefficients of the expansion of Ellq,y(X) in q and y are integers
Ellq,y(X) ∈ y
−d/2 ZJq, y±K.
At this stage, the definition ofEq,y may seem completely unmotivated. We nowwant to show that the elliptic
genus as defined is in fact an equivariant (and regularized) version of the χy-genus of the loop space ofX .
5.4.1 The Elliptic Genus as an Equivariant Index on Loop Space
Given any smooth manifoldM , the loop space LM is defined to be the space of continuous maps
LM := Map(S1,M).
The loop space is an infinite dimensional manifold, but it carries a natural S1-action, defined simply by
rotation of the domain circle. The infinite dimensional nature of the loop space makes it difficult to work
with, though one redeeming feature is that we can always find an embedded copy ofM within LM as the
fixed point locus of this action. The fixed point locus LMS
1
corresponds to constant maps, which is clearly
identified withM itself. We therefore have
LMS
1 ∼= M −֒→ LM.
The case we are interested in is when X is a compact complex manifold of dimension d. Let LX be
the loop space, and understand X →֒ LX to be the fixed point locus of the natural S1-action. We would
like to compute the χy-genus of LX making use of Atiyah-Bott localization (5.42) applied to the S1-action.
However, becauseLX is infinite-dimensional it does not have a well-defined χy-genus. Nonetheless, notice
that the righthand side of (5.42) is well-defined since the fixed-point locus X is smooth and compact. We
can therefore still compute the righthand side of (5.42) at the expense of the equivariant parameters not
dropping out of the expression, in general. This quantity will then be defined to be the equivariant χy-genus
of LX . We will show that this is precisely the elliptic genus with the variable q arising as the equivariant
parameter corresponding to the single generator of S1.
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Proposition 5.4.1. The restriction of the tangent bundle TLX to the fixed locusX can be lifted to an equiv-
ariant bundle
T˜LX |X =
⊕
n∈Z
TX ⊗ C(X,n). (5.69)
Here, C(X,n) is the equivariant line bundle on X where q = e2πiθ with θ ∈ S1 acts via multiplication by
qn. This is consistent with Definition 5.2.4 except we have dropped the subscript since dim(S1) = 1.
Proof. Given any loop f : S1 → X , the elements of (TLX)f are interpreted as infinitesimal deformations
of the loop. Such deformations are given by sections of f∗TX . In the case where f is a constant map with
image x ∈ X , the deformations are elements of f∗(TX)x which are simply maps δf : S1 → (TX)x. Given
an infinitesimal deformation δf : S1 → (TX)x of a constant map f with image x ∈ X , we can take the
Fourier expansion
δf(θ) =
∑
n∈Z
a(n)qn, q = e2πiθ (5.70)
with a(n) ∈ (TX)x for all n ∈ Z. By associating an infinitesimal deformation of a constant map to its
spectrum of Fourier coefficients, we get a map (TLX)x −→
⊕
n∈Z(TX)x which is an isomorphism. This
then gives the isomorphism of infinite dimensional vector spaces
TLX
∣∣
X
∼=
⊕
n∈Z
TX . (5.71)
To give TLX |X the structure of an equivariant bundle, we want to lift the S1-action on LX . But by (5.70),
the n-th summand TX on the righthand side of (5.71) is acted on by q = e2πiθ as multiplication by qn. This
gives the n-th summand of (5.71) as the equivariant bundle TX ⊗ C(X,n), proving the proposition.
By the splitting principle we can formally write TX = L1 ⊕ · · · ⊕ Ld, and define xi = c1(Li) to be the
Chern roots. By (5.69) we therefore have the following decomposition
T˜LX |X =
⊕
n∈Z
( d⊕
i=1
Li ⊗ C(X,n)
)
. (5.72)
This allows us to compute the equivariant Chern roots of T˜LX |X to be
c1
(
Li ⊗ C(X,n)
)
S1
= xi + nu (5.73)
where we have used that the first Chern class is additive under tensor products, and we have defined u by
H∗S1(pt) = Q[u]. In other words, u = c1(L ) where L
∼= OP∞(−1). Recalling Remark 5.2.1 where we
warn about multiple interpretations of symbols, u is interpreted as a generator of the Lie algebra R of S1.
Defining q = e−u, we moreover have q = ch(L
∨
).
Let N be the normal bundle to X in LX . We want to lift the S1-action on LX to give the equivari-
ant normal bundle N˜ . By (5.69), the directions with weight n = 0 correspond to TX itself, while those
summands with n 6= 0 span the equivariant normal bundle
N˜ =
⊕
n∈Z\{0}
(
TX ⊗ C(X,n)
)
. (5.74)
The equivariant Euler class is the product over all of the equivariant Chern roots (5.73). We therefore find
e(N˜ )S1 =
d∏
i=1
∏
n∈Z\{0}
(
xi + nu
)
. (5.75)
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Definition 5.4.2. Let X be a compact complex manifold of dimension d. Motivated by the righthand side
of (5.42), and using the equivariant Chern roots (5.73), as well as the equivariant Euler class of N˜ (5.75),
we define the equivariant χy-genus of the loop space LX to be
χy(LX ; q) =
∫
X
d∏
j=1
∏
n∈Z
xj+nu
1−e−xj−nu
(
1 + ye−xj−nu
)
∏
n∈Z\{0}(xj + nu)
=
∫
X
d∏
j=1
xj
∏
n∈Z
(
1 + yqne−xj
)(
1− qne−xj
) (5.76)
where the second equality is a trivial cancellation of terms as well as the definition of the parameter q = e−u.
There is one subtlety arising from the infinite product in the above definition. Technically, convergence
is problematic in the y variable, and we must impose zeta function regularization to get a well-defined index
χy(LX ; q)reg. The details of this regularization will emerge in the proof of the following proposition.
Proposition 5.4.2. For any compact complex manifold X , the elliptic genus Ellq,y(X) coincides with the
(regularized) equivariant χy-genus χ−y(LX ; q)reg of the loop space
Ellq,y(X) = χ−y(LX ; q)
reg (5.77)
after analytically continuing the equivariant χy-genus in the variable q.
Proof. Let us begin by rewriting χy(LX ; q) from (5.76) in a more convenient fashion. We can separate the
infinite product over n ∈ Z into the n = 0, n > 0 and n < 0 contributions. It is easy to see we have
χy(LX ; q) =
∫
X
d∏
j=1
xj
1 + ye−xj
1− e−xj
∏
n≥1
(
1 + qnye−xj
1− qne−xj
)(
1 + q−nye−xj
1− q−ne−xj
)
(5.78)
and with a little more work rewriting the second term in parentheses, we have
χy(LX ; q) =
∫
X
d∏
j=1
xj
1 + ye−xj
1− e−xj
∏
n≥1
(
1 + qnye−xj
1− qne−xj
)(
1 + qny−1exj
1− qnexj
)
(−y). (5.79)
It is now clear where we must employ regularization. The first two terms in parentheses produce no con-
vergence issues, yet thanks to the (−y) factor (which is under the infinite product!) we have a divergent
contribution of
d∏
j=1
∏
n≥1
(−y) =
d∏
j=1
(−y)1+1+... = (−y)dζ(0) = (−y)−d/2
which we have tamed by a standard zeta function regularization, using ζ(0) = −1/2. With this, we may
define the regularized equivariant χy-genus
χy(LX ; q)
reg = (−y)−d/2
∫
X
d∏
j=1
xj
1 + ye−xj
1− e−xj
∏
n≥1
(1 + qnye−xj)
(1− qne−xj)
(1 + qny−1exj)
(1− qnexj )
(5.80)
where the (−y)d/2 factor arises from the above regularization, while all else is as in (5.79).
Recalling the definition of Eq,−y in (5.67), we now want to use properties of the Chern character and
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Todd class to simplify the expression of the elliptic genus Ellq,y(X). We can compute
ch(Eq,−y) = y
−d/2
∞∏
n=1
ch(Λ−yqn−1T
∨
X) ch(Λ−y−1qnTX) ch(SqnT
∨
X) ch(SqnTX)
= y−d/2
d∏
i=1
∞∏
n=1
(1− yqn−1e−xi)(1 − y−1qnexi)
(1 − qne−xi)(1− qnexi)
= y−d/2
d∏
i=1
(1− ye−xi)
∞∏
n=1
(1− yqne−xi)(1 − y−1qnexi)
(1− qne−xi)(1− qnexi)
(5.81)
where the first equality follows from the behavior of the Chern character on tensor products, the second
follows by applying (5.44), while the final equality is trivial reindexing. Finally, recalling the expression
(5.51) for td(X) in terms of the Chern roots, we can apply the definition (5.68) of the elliptic genus Ellq,y(X)
to compute
Ellq,y(X) = y
−d/2
∫
X
d∏
j=1
xj
1− ye−xj
1− e−xj
∏
n≥1
(1 − qnye−xj)
(1− qne−xj)
(1− qny−1exj )
(1− qnexj )
. (5.82)
Comparing (5.82) and (5.80) we conclude that Ellq,y(X) = χ−y(LX ; q)reg.
It is conventional to freely apply the change of variables q = e2πiτ and y = e2πiz . The elliptic genus
Ellq,y(X) is a holomorphic function on H × C where τ is a coordinate on the upper-half plane and z is a
coordinate onC. By the decompositionEq,−y =
⊕
En,lq
nyl, the elliptic genus admits a Fourier expansion
of the form
Ellq,y(X) =
∑
n≥0,l∈Z
c(n, l)qnyl. (5.83)
The integral coefficients c(n, l) have the interpretation of topological indices of the vector bundles En,l
c(n, l) =
∫
X
ch(En,l)td(X). (5.84)
Corollary 5.4.1. For any compact complex manifold X , by setting q = 0 the elliptic genus Ellq,y(X)
specializes to the ordinary χy-genus, up to a prefactor and a change in the sign of y
Ell0,y(X) = y
−d/2χ−y(X). (5.85)
By setting y = 1, it is clear from (5.82) that all higher powers of q vanish, and we recover the Euler
characteristic. In terms of the Fourier coefficients, we have
Ellq,1(X) = χ(X) =
∑
n≥0,l∈Z
c(n, l)qn =
∑
l∈Z
c(0, l). (5.86)
Once we have introduced the relevant automorphic forms in the following chapter, we will note that the
elliptic genus of a Calabi-Yau manifold is a weak Jacobi form.
5.5 Equivariant Topological Indices on C2
With the foundations of equivariant cohomology and localization in place, as well as some examples of
interesting topological indices Φ(X), we would now like to compute these indices for X = C2. Because
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C2 is not compact, we cannot integrate ordinary cohomology classes, and the righthand side of (5.17) is
not well-defined. However, using the canonical algebraic torus action on C2, we can define an equivariant
topological index Φ(C2) by applying Atiyah-Bott localization.
Let Tt = (C∗)2 be the algebraic torus acting onC2 in the natural way by coordinate-wisemultiplication.
Clearly, the origin is the only fixed point of the action, and we should regard the tangent space to C2 at the
origin as a Tt-module. To briefly rehash the constructions of Section 5.2.2, we denote by ti for i = 1, 2
the one-dimensional Tt-module on which (t1, t2) ∈ Tt acts as multiplication by ti. We therefore regard t1
and t2 as Tt-equivariant line bundles over a point, with corresponding line bundles Li ∼= p∗iOP∞(−1) on
(P∞)2. Recall that we write
ǫi = c1(ti)Tt = c1(Li) (5.87)
as well as ti = e−ǫi = ch(L
∨
i ). We treat ǫ1, ǫ2 as the generators of the Tt-equivariant cohomology of a
point, which we denote by Q[ǫ1, ǫ2]. The tangent space to C2 at the origin is clearly just the normal bundle
N of the origin in C2. As a Tt-equivariant bundle, it can be written as
N˜ = t1 + t2 (5.88)
or equivalently, asL1⊕L2 as a bundle on (P∞)2. Either way, it is straightforward to read off the equivariant
Chern roots, as well as the equivariant Euler class of N˜
e(N˜ )Tt = ǫ1ǫ2. (5.89)
Definition 5.5.1. Let Φ(X) be a topological index (5.17) associated to a multiplicative class with formal
power series f(x). Because C2 is not compact, we cannot simply apply (5.17), but we can define an equiv-
ariant index Φ(C2)(t1, t2) by the righthand side of (5.42)
Φ(C2)(t1, t2) :=
1
e(N˜ )Tt
f(ǫ1)f(ǫ2) =
1
ǫ1ǫ2
f(ǫ1)f(ǫ2). (5.90)
In general, we expect Φ(C2)(t1, t2) to have poles when t1 = 1 or t2 = 1 (equivalently, ǫ1 = 0 or ǫ2 = 0)
due to the non-compactness of C2. Note that Φ(C2)(t1, t2) may also depend on other parameters, as will
be the case for the χy-genus and elliptic genus.
Example 5.5.1 (The Euler Characteristic). Recalling the standard index expression for the Euler char-
acteristic of a compact complex manifold, we get an equivariant Euler characteristic by applying (5.90)
χ(C2)(t1, t2) =
ǫ1ǫ2
ǫ1ǫ2
= 1. (5.91)
The equivariant parameters drop out of the Euler characteristic entirely. We will simply write χ(C2) = 1,
which agrees with the topological computation using that C2 is contractible.
Example 5.5.2 (The Equivariant χy-genus). Recalling the expression for the χy-genus of a compact
complex manifold, we compute the equivariant version by applying (5.90)
χy(C
2)(t1, t2) =
1
ǫ1ǫ2
ǫ1(1 + ye
−ǫ1)
(1− e−ǫ1)
ǫ2(1 + ye
−ǫ2)
(1− e−ǫ2)
=
(1 + yt1)(1 + yt2)
(1− t1)(1 − t2)
. (5.92)
Note that under the variable specialization y = −1 we have χ−1(C2)(t1, t2) = 1, recovering the Euler
characteristic. As expected, we have singularities when t1 = 1 or t2 = 1, as a result of the non-compactness
of C2.
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Example 5.5.3 (The Equivariant Elliptic Genus). In exactly the same way as the above two examples, one
can use the index expression of the ordinary elliptic genus on a compact two-dimensional complex manifold,
and apply (5.90) to get the equivariant version
Ellq,y(C
2)(t1, t2) = y
−1
∏
n≥1
(1− yqn−1t1)(1 − y
−1qnt−11 )(1− yq
n−1t2)(1− y
−1qnt−12 )
(1− qn−1t1)(1− qnt
−1
1 )(1− q
n−1t2)(1− qnt
−1
2 )
. (5.93)
Of course, by letting q = 0, we specialize to y−1χ−y(C2), and therefore also the Euler characteristic by
further letting y = 1.
It is often desirable to consider not the full Tt = (C∗)2 action on C2, but rather the diagonal action
generated by (t, t−1) ∈ (C∗)2. If t1 = t
−1
2 , then ǫ1 + ǫ2 = 0 which can be written
c1(L1 ⊕L2) = −(ǫ1 + ǫ2) = 0,
and thought of as an action preserving the Calabi-Yau or hyperka¨hler structure of C2. Of course, Tt =
(C∗)2 ⊂ GL2(C) is a toral subgroup whereas the subgroup generated by (t, t−1) descends to a subgroup of
SL2(C). Instead of having independent parameters t1 and t2, we can specialize any of the above equivariant
indices to the case of t := t1 = t
−1
2 . The specialization of the equivariant elliptic genus will be especially
important, so we record the result here
Ellq,y(C
2; t) = y−1
∏
n≥1
(1 − yqn−1t)(1− y−1qnt−1)(1 − yqn−1t−1)(1− y−1qnt)
(1− qn−1t)(1 − qnt−1)(1 − qn−1t−1)(1 − qnt)
. (5.94)
5.6 An Introduction to Nekrasov Partition Functions
To motivate the partition functions of Nekrasov, we would like to begin by studying instantons onC2 = R4.
Recall that given a compact four-manifold M , a U(r) or SU(r) instanton is an ASD unitary connection
on a Hermitian vector bundle over M . Equivalently, it is a solution of the Yang-Mills equations and a
global minimum of the Yang-Mills functional. However, because C2 is not compact, in order for the theory
to be well-defined, we must consider only field configurations which decay fast enough at infinity. Well-
defined instantons on R4 therefore come from genuine instantons on S4 satisfying this property along with
requiring trivial gauge transformations at the point at infinity. These are called framed instantons and we
denote byM reg0 (r, k) the moduli space of SU(r) framed instantons on S
4 with second Chern class k. This is
a smooth non-compact hyper-Ka¨hler manifold of real dimension 4rk and is isomorphic to the moduli space
Mloc(r, k) of locally-free sheaves of rank r on P2 with second Chern class k framed along the line at infinity
(this framing will be defined shortly for general torsion-free sheaves on P2).
The Uhlenbeck (partial) compactification of the genuine instantonsM reg0 (r, k) is defined by
M0(r, k) = ∪
k
k′=0M
reg
0 (r, k − k
′)× Symk
′
(C2) (5.95)
and acquires orbifold singularities. It admits a resolution of singularities π : M(r, k) → M0(r, k), where
M(r, k) is the moduli space of framed torsion-free sheaves on P2 with fixed discrete invariants, as we will
explain shortly. The moduli spaceM(r, k) is called the Gieseker (partial) compactification and it is smooth,
non-compact, and hyper-Ka¨hler of real dimension 4rk. To summarize, we have the following diagram
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relating the moduli spaces introduced above,
Mloc(r, k) M(r, k)
M
reg
0 (r, k) M0(r, k)
≃ π (5.96)
We will begin by properly definingM(r, k), and it will be our main focus throughout this section. One
should keep in mind that M(r, k) is related to genuine instantons on C2 in the fashion described above.
The Nekrasov partition functions are built from integrals of multiplicative classes over M(r, k). But since
the moduli space is not compact, the integral must be defined equivariantly using Atiyah-Bott localization.
Physically, the Nekrasov partition functions are (the instanton parts of) partition functions of an N = 2
supersymmetric Yang-Mills theory on C2. The precise physical theory will depend on the choice of multi-
plicative class to integrate over the moduli space.
The original physics source for what follows is the paper of Nekrasov [86], while the mathematical
treatment was given in [83]. Gasparim and Liu [38] generalized the results by replacing P2 with an arbitrary
compact toric surface.
5.6.1 Moduli Space of Framed Torsion-Free Sheaves on P2
Consider the projective plane P2 with line at infinity ℓ∞ ∼= P1. We will be interested in instanton counting
on C2, thought of as the compliment P2 \ ℓ∞.
Definition 5.6.1. A framed torsion-free sheaf on P2 is a pair (E,Φ) whereE is a torsion-free sheaf of rank
r on P2, locally-free in a neighborhood of ℓ∞, and
Φ : E
∣∣
ℓ∞
∼
−−−→ O⊕rℓ∞ (5.97)
is a trivialization of E restricted to the line at infinity ℓ∞. We denote byM(r, k) the moduli space parame-
terizing such pairs (E,Φ) where r is the rank of E and k =
∫
P2
c2(E). The moduli spaceM(r, k) is called
the Gieseker (partial) compactification of the genuine SU(r) instantons on C2 with topological charge k.
If (E,Φ) is a framed torsion-free sheaf, then c1(E) = 0. To see this, note that because E is locally-free
around ℓ∞, and trivialized along ℓ∞, we must have
∫
ℓ∞
c1(E) = 0. Because ℓ∞ is a hyperplane in P2, this
implies c1(E) = 0. Therefore, just as with SU(r) instantons on a surface, the only discrete invariants are
the rank r and the topological charge k.
Remark 5.6.1. What we are calling the topological charge here differs by a minus sign from the original
definition in (2.58). If c1(E) = 0, then c2(E) = −ch2(E) so the discrepancy in sign is due to whether
one uses c2(E) or ch2(E) to define k. Because our sheaves originate from ASD bundles, we will use c2(E)
which results in k ≥ 0.
The local structure of the moduli space M(r, k) can be studied by way of the deformation-obstruction
theory of sheaves, with a mild modification to account for the framing [54]. The infinitesimal automor-
phisms of a pair (E,Φ) are given by Ext0(E,E(−ℓ∞)), with the Zariski tangent space toM(r, k) at (E,Φ)
corresponding to Ext1(E,E(−ℓ∞)). The obstruction space is of course Ext
2(E,E(−ℓ∞)). The following
is a technical result showing that the deformations of framed torsion-free sheaves on P2 are unobstructed
with no infinitesimal automorphisms. A proof can be found in [38, 83].
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Proposition 5.6.1. Let (E,Φ) ∈M(r, k) be a framed torsion-free sheaf on P2. We have
Ext0(E,E(−ℓ∞)) = Ext
2(E,E(−ℓ∞)) = 0. (5.98)
Recall that the dimension (or expected dimension) of a moduli space is frequently computed by a
Riemann-Roch calculation. Given any smooth variety X of dimension d, for all coherent sheaves E and
F onX we can define the Euler pairing
χ(E ,F ) :=
d∑
i=0
(−1)idimExti(E ,F ) =
∫
X
ch
∨
(E )ch(F )td(X) (5.99)
where the second equality requires that X additionally be projective. When X is a surface, the alternating
sum has only three terms, and in the case ofX = P2 by the above proposition we have the following
dimM(r, k) = dimExt1(E,E(−ℓ∞)) = −χ(E,E(−ℓ∞)). (5.100)
Corollary 5.6.1. The moduli spaceM(r, k) is a smooth quasi-projective variety of dimension 2rk.
Proof. The smoothness of the moduli space follows from the vanishing of the obstruction space, established
in the above proposition. By (5.100), to find the dimension we must compute
dimM(r, k) = −χ(E,E(−ℓ∞)) = −
∫
X
ch(E
∨
)ch(E)ch(OP2(−ℓ∞))td(X). (5.101)
If ν ∈ H4(P2,Z) is the Poincare´ dual of a point, i.e is normalized by
∫
P2
ν = 1, then we have
ch(E) = ch(E
∨
) = (r, 0,−kν). (5.102)
Likewise, if ℓ ∈ H2(X,Z) is the Poincare´ dual of the class of a line in P2, then it follows that
ch
(
OP2(−ℓ∞)
)
=
(
1,−ℓ, 12ℓ
2
)
td(P2) =
(
1, 32ℓ,
1
12 (9ℓ
2 + 3ν)
)
(5.103)
noting that c1(P2) = 3ℓ. The claim then follows by a trivial computation.
Example 5.6.1. Perhaps the most important example in this thesis will come by considering the case where
E is a rank one torsion-free sheaf. Because we argued above that E cannot vanish on a divisor in P2, we
know E = IZ is an ideal sheaf with Z a zero-dimensional subscheme. Moreover, because IZ is locally-
free in a neighborhood of ℓ∞, the subscheme must be supported in C2 = P2 \ ℓ∞. We therefore have
M(1, k) ∼= Hilbk(C2). (5.104)
The Hilbert scheme12 is smooth, non-compact for k > 0, and indeed has dimension 2k.
Recall the discussion surrounding (5.95). Since rank one vector bundles have vanishing second Chern
class, M reg0 (1, k − k
′) is empty unless k − k′ = 0, in which case it is a point. Therefore, the Uhlenbeck
partial compactification is
M0(1, k) ∼= Sym
k(C2) (5.105)
and the Gieseker partial compactification (5.104) is indeed a resolution of singularities.
12Strictly speaking there are no abelian instantons, as discussed in Section 6.2 of [50]. The typical resolution is to consider instead
U(1) instantons on a non-commutative deformation of Euclidean space. The Hilbert scheme Hilbk(C2) is the moduli space of abelian
instantons on a non-commutative C2.
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5.6.2 The Torus Action onM(r, k) and the Fixed Points
Consider the torus T˜ = Tt × Te = (C∗)2 × (C∗)r, where Tt is the torus acting naturally on P2, and Te is
the maximal torus of GLr(C) consisting of diagonal matrices. In physics, one should think of C2 as flat,
four-dimensional spacetime, with Tt the maximal torus of the Lorentz group of spacetime symmetries, and
Te is the maximal torus of the gauge group. Assume that ℓ∞ is a Tt-invariant line in P2. The moduli space
M(r, k) carries a natural action by the full torus T˜ and moreover, has finitely many isolated fixed points.
Following closely the notation of [38, 83], we will now describe this action as well as the fixed points.
Given (t1, t2) ∈ Tt, we can define an automorphism Ft1,t2 of P
2 by Ft1,t2(x) = (t1, t2) · x. Because it
is Tt-invariant, note that ℓ∞ is preserved by all Ft1,t2 . In addition, for ~e = diag(e1, . . . , er) ∈ Te we define
the isomorphismG~e of O
⊕r
ℓ∞
by
G~e(s1, . . . , sr) = (e1s1, . . . , ersr). (5.106)
This allows us to define a natural action of T˜ on M(r, k). Given a framed torsion-free sheaf (E,Φ) ∈
M(r, k), we define
(t1, t2, ~e ) · (E,Φ) =
(
(F−1t1,t2)
∗E,Φ′
)
(5.107)
where the new framing Φ′ is defined as follows. Given the initial framing Φ, the action by F−1t1,t2 induces
the following commuting diagram of vector bundles on the fixed divisor ℓ∞
E
∣∣
ℓ∞
O⊕rℓ∞
(F−1t1,t2)
∗E
∣∣
ℓ∞
(F−1t1,t2)
∗O⊕rℓ∞
Φ
σt1,t2
(F−1t1,t2 )
∗Φ
(5.108)
In terms of the diagonalmorphismσt1,t2 in the above diagram,we define the new framing as the composition
Φ′ = G~e ◦ σt1,t2 . (5.109)
To describe the torus action intuitively, the sheaf E is pulled back in a straightforward way involving only
(t1, t2) ∈ Tt. The framing however, is transformed by first pulling back along F
−1
t1,t2 , and then multiplying
by the diagonal matrix ~e = diag(e1, . . . , er) ∈ Te. The action therefore intertwines Tt and Te in a precise
manner.
LetPr,k denote the set of r-tuples of one-dimensional partitions ~Y = (Y1, . . . , Yr) such that
∑r
α=1 kα =
k, where kα is the number of boxes in Yα. Let s ∈ Y be a box in the partition Y , interpreted as a Young
diagram. The arm length aY (s) of s is the number of boxes strictly to the right of s while the leg length
lY (s) is the number of boxes strictly below s. If s = (i, j), then the hook length is defined by
hij = aY (s) + lY (s) + 1. (5.110)
We would now like to understand the fixed point locus of the T˜ -action on M(r, k) described above. It
was shown by Nakajima and Yoshioka [83] that there are finitely many isolated fixed points parameterized
by r-tuples of partitions (Y1, . . . , Yr) ∈ Pr,k. It is first shown in [83] that (E,Φ) ∈M(r, k) is a fixed point
if and only if there exists a splitting E = I1 ⊕ · · · ⊕Ir, such that for all α = 1, . . . , r:
1. Iα is an ideal sheaf on P2 corresponding to a zero-dimensional subscheme Zα supported outside ℓ∞
and invariant under Tt.
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2. The action of Φ takes Iα
∣∣
ℓ∞
to the α-th factor of O⊕rℓ∞ .
The subschemes Zα being supported outside ℓ∞ and invariant under Tt clearly force the support to lie
entirely at the orgin of C2 = P2 \ ℓ∞. This corresponds to a pile of kα = c2(Iα) = −ch2(Iα) boxes
at the origin of C2. Accounting for all α = 1, . . . , r we get an r-tuple of partitions or Young diagrams
(Y1, . . . , Yr) and by the additivity of the Chern character on direct sums, we have
∑r
α=1 kα = k.
As we have seen many times in this chapter, associated to the torus T˜ = Tt × Te we can construct the
equivariant line bundles ti and eα on a point, or equivalently line bundles Li and Lα on (P∞)r+2 for all
i = 1, 2 and all α = 1, . . . , r. The equivariant first Chern classes of the bundles are defined to be
ǫi = c1(ti)T˜ = c1(Li), aα = c1(eα)T˜ = c1(Lα). (5.111)
Identifying (ǫ1, ǫ2, a1, . . . , ar) as generators of the Lie algebra of T˜ , we have an equivalent interpretation
of (t1, t2, e1, . . . , er) as,
ti = e
−ǫi = ch(L
∨
i ), eα = e
−aα = ch(L
∨
α ). (5.112)
Remaining mindful of these various interpretations, we now want to express the tangent space toM(r, k) at
~Y as an equivariant vector bundle on a point, in terms of ti, eα. The following theorem is proven in [83].
Theorem 5.6.1. Let (E,Φ) ∈M(r, k) be a T˜ -fixed point correspondingas above, to the r-tuple of partitions
~Y = (Y1, . . . , Yr) ∈ Pr,k. The equivariant decomposition of the tangent space toM(r, k) at ~Y is
T~YM(r, k) =
r∑
α,β=1
Nα,β,
Nα,β = eαe
−1
β ×
{ ∑
s∈Yα
t
−lYβ (s)
1 t
aYα (s)+1
2 +
∑
t∈Yβ
t
lYα (t)+1
1 t
−aYβ (t)
2
}
.
(5.113)
It is straightforward to see that there are 2kr direct summands, consistent with the dimension of M(r, k).
Because the equivariant first Chern class is additive under direct sums and tensor products, from (5.113)
and (5.111) we can extract the equivariant Chern roots. In preparation to apply Atiyah-Bott localization, we
can also record the equivariant Euler class of the normal bundle T~YM(r, k)
e
(
T~YM(r, k)
)
T˜
=
r∏
α,β=1
∏
s∈Yα
(
(aα − aβ)− lYβ (s)ǫ1 +
(
aYα(s) + 1
)
ǫ2
)
×
∏
t∈Yβ
(
(aα − aβ) +
(
lYα(t) + 1
)
ǫ1 − aYβ (t)ǫ2
)
.
(5.114)
5.6.3 The Nekrasov Partition Functions
LetA be a multiplicative class with corresponding formal power series f(x). We can applyA to the tangent
bundle ofM(r, k), which we abbreviate to TM. By formally applying Atiyah-Bott localization with respect
to the T˜ -action onM(r, k), we can consider∫
M(r,k)
A
(
TM
)
T˜
∈ QJǫ1, ǫ2,~aKm ⊂ Q((ǫ1, ǫ2,~a)) (5.115)
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where A
(
TM
)
T˜
=
∏
f(xi) is a multiplicative equivariant cohomology class and xi are the equivariant
Chern roots of TM. Also, QJǫ1, ǫ2,~aKm is the localization of the formal power series ring QJǫ1, ǫ2,~aK at
the maximal ideal m generated by ǫ1, ǫ2, a1, . . . , ar. If f(x) happens to be a polynomial, then the integral
(5.115) lies in Q[ǫ1, ǫ2,~a]m. Applying the Atiyah-Bott localization formula, we see∫
M(r,k)
A
(
TM
)
T˜
=
∑
~Y ∈Pr,k
A
(
TM
)
T˜
e
(
T~YM(r, k)
)
T˜
=
∑
~Y ∈Pr,k
∏ f(xi)
xi
. (5.116)
Definition 5.6.2. Let r > 0 be a fixed integer and letA be a multiplicative class associated to formal power
series f(x). A Nekrasov partition function on C2 (also called an instanton partition function on C2) is a
generating function of the form
ZC
2,r
inst
(
ǫ1, ǫ2,~a,Q)A =
∞∑
k=0
Qk
∫
M(r,k)
A
(
TM
)
T˜
=
∞∑
k=0
Qk
∑
~Y ∈Pr,k
∏ f(xi)
xi
∈ Q((ǫ1, ǫ2,~a))JQK.
(5.117)
If f is a polynomial, thenZC
2,r
inst
(
ǫ1, ǫ2,~a,Q)A ∈ Q(ǫ1, ǫ2,~a)JQK. The classAmay possibly depend on other
parameters as well (for example, with the χy-genus or elliptic genus) in which case the partition function
will depend on these as well. Mildly abusing notation, in the examples below we will find a more creative
way of decorating the partition function such that the multiplicative class A is clear.
Example 5.6.2 (The Equivariant Volume). Consider first the case of A = 1, which means that the
Nekrasov partition function is the generating function of equivariant volumes ofM(r, k)
ZC
2,r
inst
(
ǫ1, ǫ2,~a,Q
)
vol
=
∞∑
k=0
Qk
∫
M(r,k)
1 =
∞∑
k=0
Qk
∑
~Y ∈Pr,k
1
e
(
T~YM(r, k)
)
T˜
(5.118)
where the equivariant Euler class of the normal bundle is given explicitly in (5.114). Physically, this choice
of A gives the instanton partition function of pureN = 2 supersymmetric Yang-Mills theory on C2.
Specifically in the case of rank r = 1, the sum over Young diagrams simplifies in a nice way, as was
shown in [83]. This gives the generating function of equivariant volumes of the Hilbert schemes of points
Hilbk(C2)
ZC
2,1
inst
(
ǫ1, ǫ2, Q)vol = exp
(
Q
ǫ1ǫ2
)
. (5.119)
Example 5.6.3 (The Equivariant Euler Characteristic). The landmark 1994 paper of Vafa and Witten
[108] proposed that the partition function of topologically twistedN = 4 supersymmetric Yang-Mills theory
on a four-manifold M is given by the generating function of Euler characteristics of an instanton moduli
space on M . Moreover, the partition function is expected to have modular properties inherited from S-
duality. We can choose M = C2 with the moduli space M(r, k) of framed instantons and consider the
Nekrasov partition function of equivariant Euler characteristics of M(r, k). This corresponds to choosing
the multiplicative class A to be the Euler class. By the localization formula
ZC
2,r
inst (Q)e =
∞∑
k=0
Qk
∫
M(r,k)
e
(
TM
)
T˜
=
∞∑
k=0
Qk
∑
~Y ∈Pr,k
1 (5.120)
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the equivariant Euler classes cancel, leaving no dependence on the equivariant parameters. In the case of
rank one, the above partition function is simply the generating function of partitions of an integer. Since the
T˜ -fixed points ofM(r, k) are indexed by r-tuples of partitions, and the topological charge is the sum of the
partition sizes, for r > 1 we just get r copies of the rank one result
ZC
2,r
inst (Q)e =
∞∏
n=1
1
(1 −Qn)r
. (5.121)
Notice that because χ(C2) = 1, when r = 1 this is consistent with Go¨ttsche’s result on generating functions
of Euler characteristics of Hilbert schemes of points [42].
Example 5.6.4 (The Equivariant Elliptic Genera). We can also consider the case where the multiplicative
class gives rise to the equivariant elliptic genus, which we will denote Ellq,y(M(r, k))T˜ . The corresponding
Nekrasov partition function is the generating function of elliptic genera of M(r, k), which of course only
makes sense applying localization
ZC
2,r
inst
(
ǫ1, ǫ2,~a,Q, q, y
)
Ell
=
∞∑
k=0
QkEllq,y
(
M(r, k)
)
T˜
=
∞∑
k=0
Qk
∑
~Y ∈Pr,k
∞∏
n=1
r∏
α,β=1
×
∏
s∈Yα
(1− yqn−1eαe
−1
β t
lYβ (s)
1 t
−(aYα (s)+1)
2 )(1− y
−1qne−1α eβt
−lYβ (s)
1 t
aYα (s)+1
2 )
(1− qn−1eαe
−1
β t
lYβ (s)
1 t
−(aYα (s)+1)
2 )(1 − q
ne−1α eβt
−lYβ (s)
1 t
aYα (s)+1
2 )
×
∏
t∈Yβ
(1 − yqn−1eαe
−1
β t
−(lYα (t)+1)
1 t
aYβ (t)
2 )(1 − y
−1qne−1α eβt
lYα (t)+1
1 t
−aYβ (t)
2 )
(1− qn−1eαe
−1
β t
−(lYα (t)+1)
1 t
aYβ (t)
2 )(1− q
ne−1α eβt
lYα (t)+1
1 t
−aYβ (t)
2 )
.
(5.122)
From this general formula, one can specialize in a number of directions. In particular, one can get the
generating functions of the χy-genera or χ0-genera of the instanton moduli spaces. For our purposes in
the final chapter, we will be particularly interested in the generating function of elliptic genera of the rank
one instanton moduli spaces Hilbk(C2) with the diagonal specialization t := t1 = t
−1
2 corresponding to
ǫ1 + ǫ2 = 0. Here we use the notation Ellq,y(Hilb
k(C2); t). Recalling the expression (5.110) for the hook
length hij of the box s = (i, j) in a Young diagram Y , it is straightforward to specialize (5.122) to
ZC
2,1
inst
(
Q, q, y; t
)
Ell
=
∞∑
k=0
QkEllq,y
(
Hilbk(C2); t
)
=
∑
Y ∈P
Q|Y |
∞∏
n=1
∏
(i,j)∈Y
(1 − yqn−1thij )(1− y−1qnt−hij )(1 − yqn−1thij )(1 − y−1qnthij )
(1− qn−1thij )(1− qnt−hij )(1 − qn−1t−hij )(1 − qnthij )
(5.123)
where P is the infinite set of all one-dimensional partitions or Young diagrams.
Example 5.6.5 (PureN = 2 SYM with Massive Adjoint Hypermultiplet). Consider the multiplicative
classEm corresponding to the polynomial f(x) = x+m, for complex parameterm ∈ C. Given a complex
vector bundle V of rank n
Em(V ) = m
n + c1(V )m
n−1 + . . .+ cn−1(V )m+ cn(V ). (5.124)
Notice for m = 1 this is the total Chern class. We can consider the corresponding Nekrasov partition
function
ZC
2,r
inst (ǫ1, ǫ2,~a,Q;m)N=2∗ =
∞∑
k=0
Qk
∫
M(r,k)
Em(TM)T˜ . (5.125)
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As indicated by our notation, this is the partition function of theN = 2∗ supersymmetric Yang-Mills theory
onC2, which is simply pureN = 2 supersymmetric Yang-Mills with a single massive adjoint hypermultiplet
of massm. It is clear from (5.124) that limm→0Em(TM)T˜ = e(TM)T˜ , which implies that
lim
m→0
ZC
2,r
inst (ǫ1, ǫ2,~a,Q;m)N=2∗ = Z
C2,r
inst (Q)e (5.126)
where the righthand side above is given in (5.120). We can trivially rewrite (5.125) in the following form
ZC
2,r
inst (ǫ1, ǫ2,~a,Q;m)N=2∗ =
∞∑
k=0
(Qm2r)k
∫
M(r,k)
1
m2rk
Em(TM)T˜ . (5.127)
Recalling that dim(M(r, k)) = 2rk, by (5.124) we have that limm→∞m
−2rkEm(TM) = 1. If we therefore
take the limits m → ∞ and Q → 0 precisely such that the variable Λ := Qm2r is left finite, then the
N = 2∗ partition function specializes to (5.118) with parameter Λ instead of Q.
This is all consistent with well-known physical facts: givenN = 2∗ theory with massm, in the massless
m → 0 limit we recover the N = 4 theory, while in the limit m → ∞ and Q→ 0, we get the pure N = 2
theory with finite variable Λ = Qm2r.
5.7 The Orbifold Elliptic Genera of Symmetric Products
Given a manifoldX carrying an action by a finite groupG, one can define the orbifold Euler characteristic
χorb(X,G) :=
1
|G|
∑
gh=hg
χ(Xg,h) (5.128)
where the sum is over all commuting elements of G, and we denote by Xg,h the fixed locus of both g and
h. It was shown in [49] that the generating function of the orbifold Euler characteristic of the symmetric
products ofX satisfies the product formula
∞∑
m=0
Qmχorb
(
Symm(X)
)
=
∞∏
n=1
(
1−Qn
)−χ(X)
. (5.129)
Here, χorb
(
Symm(X)
)
= χorb(X
m,Σm) where Σm is the permutation group. According to this formula,
the generating function of the orbifold Euler characteristics is determined simply by the Euler characteristic
ofX ; it is a universal function (the Euler function) raised to the powerχ(X). It was also shown in [49] that if
V is a smooth algebraic variety, and a crepant resolution ofV/G exists, then the ordinary Euler characteristic
of this resolution agrees with the orbifold Euler characteristic. IfX is a smooth algebraic surface, the Hilbert
scheme Hilbm(X) is a crepant resolution of the symmetric product Symm(X), and (5.129) specializes to a
well-known formula of Go¨ttsche [42].
In 1996 a refinement of the product formula (5.129) emerged from string theorists R. Dijkgraaf, G.
Moore, E. Verlinde, and H. Verlinde [25]. For any compact Ka¨hler manifoldX , they gave a physical dere-
vation of the following formula
∞∑
m=0
QmEllorbq,y
(
Symm(X)
)
=
∏
m>0,n≥0
l∈Z
(
1−Qmqnyl
)−c(mn,l)
(5.130)
where c(mn, l) is the coefficient of qnmyl in the ordinary elliptic genus ofX , and Ellorbq,y(−) is the orbifold
elliptic genus, defined in [15]. We will refer to the product formula (5.130) as the DMVV formula. Because
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Ellorbq,1(−) = χorb(−), by (5.86) the DMVV formula indeed specializes to (5.129). One interesting feature
of the DMVV formula is that the only information required is the elliptic genus of X itself. It is therefore
sometimes called the second quantized elliptic genus ofX .
The orbifold elliptic genus Ellorbq,y(X,G) was defined in [15] for a finite group G acting on an algebraic
variety X , and a mathematical proof of the DMVV formula was given. In addition, the authors prove that
if Y → X/G is a crepant resolution, then Ellq,y(Y ) = Ell
orb
q,y(X,G). In particular, for a smooth compact
algebraic surfaceX , the DMVV formula can be given as
∞∑
m=0
QmEllq,y
(
Hilbm(X)
)
=
∏
m>0,n≥0
l∈Z
(
1−Qmqnyl
)−c(mn,l)
(5.131)
noting that the Hilbert scheme is a crepant resolution of the symmetric product. For a K3 surface, we will
see in the next chapter (6.98) that the above product formula is related to the Siegel modular form χ10(Ω).
With respect to the natural torus action on C2, the following equivariant version of the DMVV formula
was proven by R. Waelder [110], which we present for the diagonal specialization t = t1 = t
−1
2
∞∑
m=0
QmEllq,y
(
Hilbm(C2); t
)
=
∏
m>0,n≥0
l,k∈Z
(
1−Qmqnyltk
)−c(mn,l,k)
(5.132)
where c(mn, l, k) is the coefficient of qmnyltk in the Fourier expansion of Ellq,y(C2; t), shown in (5.94).
For all fixed k, these coefficients depend only on the combination 4nm− l2, so we will from now on write
them as c(4nm− l2, k).
One should recognize the lefthand side of (5.132) as one of the examples of a Nekrasov partition function
we presented in (5.123). Recall that by way of equivariant localization on the Hilbert scheme Hilbm(C2),
the generating function of equivariant elliptic genera was expressed as a non-trivial sum over partitions.
Combining this with the result of Waelder, we get a remarkable formula relating an infinite product, with a
sum over partitions
∞∑
m=0
QmEllq,y
(
Hilbm(C2); t
)
=
∏
m>0,n≥0
l,k∈Z
(
1−Qmqnyltk
)−c(4nm−l2,k)
=
∑
Y ∈P
Q|Y |
∞∏
n=1
∏
(i,j)∈Y
(1− yqn−1thij )(1 − y−1qnt−hij )(1− yqn−1thij )(1− y−1qnthij )
(1 − qn−1thij )(1 − qnt−hij )(1− qn−1t−hij )(1− qnthij )
.
(5.133)
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6A Brief Survey of Some Automorphic
Forms
Automorphic forms constitute a large and beautiful subject touchingmany distinct areas in mathematics and
physics. In this chapter we content ourselves to briefly surveying just three related types: ordinary modular
forms, Jacobi forms, and Siegel modular forms. Each of these will arise in our original results presented
in the final chapter. To a modern enumerative geometer, one reason to care about automorphic forms is
that generating functions of enumerative invariants may be automorphic. Having some understanding and
control over these objects, onemay be able to generate conjectures about the geometrywhich were otherwise
not at all obvious. One component of what is to follow, which perhaps is not so widely known, is a detailed
discussion of Hecke operators on weak Jacobi forms and their use in defining the Maass lift.
6.1 Introduction to Modular Forms
Let H be the complex upper-half plane, and consider the natural transitive action by SL2(R) on H via
fractional linear transformations
τ 7→
aτ + b
cτ + d
.
The maximal discrete subgroup of SL2(R) is the modular group SL2(Z) of invertible 2× 2 matrices with
integer entries, and unit determinant. For reasons which will become clear upon introducing Siegel modular
forms, we will often use the notation Γ1 = SL2(Z).
Definition 6.1.1. A modular form of weight k ∈ Z on SL2(Z) is a holomorphic function f : H → C
satisfying the covariance property
f
(
aτ + b
cτ + d
)
= (cτ + d)kf(τ),
(
a b
c d
)
∈ SL2(Z). (6.1)
We refer to (cτ + d)k as the automorphy factor. This transformation law implies that modular forms are
periodic: f(τ + 1) = f(τ). Therefore, f(τ) has a Fourier expansion with q = e2πiτ
f(τ) =
∞∑
n=−∞
a(n)qn, a(n) ∈ Q. (6.2)
There are therefore two different, yet equally important perspectives on a modular form. One can either think
of them as a holomorphic function on the upper-half plane with symmetry group SL2(Z), or equivalently
as a Fourier expansion (6.2) in q with coefficients a(n).
Remark 6.1.1. The coset description of the upper-half plane is the biholomorphism
H ∼= SL2(R)
/
SO(2) (6.3)
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where SO(2) ⊂ SL2(R) is a maximal compact subgroup. That (6.3) is a diffeomorphism follows from
identifying SO(2) as the stabalizer of i ∈ H, but it is not a priori obvious that SL2(R)
/
SO(2) even has
complex structure, so the biholomorphism takes more work [79]. Ultimately, one would say that the modular
forms we have defined are automorphic forms on the Shimura variety
SL2(Z)
∖
SL2(R)
/
SO(2). (6.4)
More general automorphic forms share the two perspectives described above for ordinary modular forms.
Alternatively, instead of being given a modular form, one may have a collection of numbers {a(n)} de-
pending on the discrete invariantn ∈ Z. These might form an interesting arithmetic function, or these might
be invariants coming from a one-parameter counting problem in math or physics. The natural instinct is to
package the invariants into a generating function (6.2) and then study its analytic and modular properties.
Remarkably, answers to counting problems often arise as the coefficients of a modular form. An interesting
converse problem is, given a modular form with integer coefficients, what exactly are the coefficients count-
ing? The answer will very often lead one completely away from the original setting of modular forms, down
the path of algebraic geometry, representation theory, conformal field theory, and string theory.
Under the change of variables q = e2πiτ the upper-half plane is taken to the interior of the unit disk, such
that the point at infinity is mapped to q = 0. As is standard, we will use the q and τ variables interchangeably.
An additional piece of data defining a modular form is a specification of the growth of f(τ) at the point at
infinity of H, which we call the cusp. The growth at the cusp is reflected in the Fourier coefficients which
we summarize with the following definitions.
1. We say f(τ) is a holomorphic modular form if a(n) = 0 for all n < 0, and we denote byMk(Γ1) the
vector space of holomorphic modular forms of weight k. The ring of modular forms defined by
M∗(Γ1) =
⊕
k∈Z
Mk(Γ1) (6.5)
is clearly a graded ring sinceMkMl ⊂Mk+l.
2. We say f(τ) is a cusp form if a(n) = 0 for all n ≤ 0, and we denote by Sk(Γ1) the space of cusp
forms of weight k. The ring S∗(Γ1) ⊂ M∗(Γ1) defined in the obvious way, is an ideal since the
product of a cusp form with an arbitrary modular form is again a cusp form.
3. More generally, if f(τ) = O(q−N ) for some N ≥ 0, then a(n) = 0 for n < −N . Such a modular
form is called a weakly holomorphic modular form, and we denote byM !k(Γ1) the space of weight k
weakly holomorphic modular forms.
For a fixed weight k, these various classes of modular forms constitute finite-dimensional vector spaces over
C. It is easy to see the containment
Sk(Γ1) ⊂Mk(Γ1) ⊂M
!
k(Γ1). (6.6)
Note that holomorphicmodular forms are bounded at the cusp with a(0) being the value attained there. Cusp
forms are characterized by vanishing at the cusp, which explains the name. Weakly holomorphic modular
forms diverge at the cusp, since there are negative powers of q, but they do so in a controlled fashion.
The following two elementary propositions rule out the existence of non-trivial modular forms of certain
weights.
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Proposition 6.1.1. There are no non-zero modular forms of odd weight.
Proof. By the modular transformation law (6.1) with −1 ∈ SL2(Z), we get f(τ) = (−1)kf(τ). Because
this must hold for all τ , if k is odd, then f is identically zero.
Proposition 6.1.2. The only holomorphic modular forms of weight zero are the constants.
Proof. If f is a modular form of weight zero, then f is holomorphic on the upper-half plane, bounded
at infinity, and invariant under SL2(Z). Therefore, it descends to a bounded, holomorphic function on
H/SL2(Z) ∼= C. The only such f are constants.
We have seen that a modular form is a holomorphic function on the upper-half plane, transforming co-
variantly underSL2(Z). Amodular function, as opposed to a weight zeromodular form, is merelymeromor-
phic on the upper-half plane. Hence, whereas weight zero modular forms are constant, there are non-trivial
modular functions. The canonical example is the j-invariant j(τ) which classifies elliptic curves up to iso-
morphism. The j-invariant is meromorphic onH in a rather tame way: it is holomorphic outside of a simple
pole at the cusp. Therefore, j(τ) is an example of a weakly holomorphic modular form of weight zero.
Example: The Eisenstein Series
The following are important examples of weight 2k holomorphic modular forms for k ≥ 2
G2k(τ) =
∑
(m,n)∈Z2\(0,0)
= (m+ nτ)−2k. (6.7)
It can be shown that in the Fourier expansion of G2k(τ), the constant term is 2ζ(2k), where ζ(z) is the
Riemann ζ-function. It is convenient to instead work with the following normalized modular forms with
constant term equal to one
E2k(τ) =
G2k(τ)
2ζ(2k)
= 1−
4k
B2k
∞∑
n=1
σ2k−1(n)q
n. (6.8)
We refer to these normalized modular forms of weight 2k as Eisenstein Series. Here, B2k denotes the
Bernoulli numbers and
σ2k−1(n) =
∑
d|n
d2k−1 (6.9)
is called the divisor function. The first few Eisenstein series are given explicitly as
E4(τ) = 1 + 240
∞∑
n=1
σ3(n)q
n
E6(τ) = 1− 504
∞∑
n=1
σ5(n)q
n.
(6.10)
A crucial structural result in this subject, which we will recall shortly, is that E4(τ) and E6(τ) actually
suffice to generate all modular forms with respect to SL2(Z). The Eisenstein series E2(τ) is defined by
E2(τ) = 1− 24
∞∑
n=1
σ1(n)q
n (6.11)
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but it is not a modular form – it is called quasi-modular.
In parts of this thesis we will make use of a function called the polylogarithm, defined by
Lia(x) :=
∞∑
r=1
r−axr. (6.12)
The polylogarithm generalizes the ordinary logarithm, which we can recover as Li1(x) = − log(1 − x). It
is obvious from the definitions that we have the following relationship between the polylogarithm and the
divisor function, for all k ≥ 1
∞∑
n=1
Li1−2k(q
n) =
∞∑
n=1
σ2k−1(n)q
n. (6.13)
We can therefore express the Eisenstein series (6.8) in term of the polylogarithm as
E2k(τ) = 1−
4k
B2k
∞∑
n=1
Li1−2k(q
n) (6.14)
a relationship which also holds for the quasi-modular formE2(τ). We will make use of this when discussing
Hecke operators on Jacobi forms.
Example: The Modular Discriminant Cusp Form
We will see shortly that in a certain sense, the only cusp form is the modular discriminant∆(τ) defined by
∆(τ) = η(τ)24, η(τ) = q1/24
∞∏
n=1
(1− qn) (6.15)
where η(τ) is the Dedekind eta function. The modular discriminant is a cusp form of weight 12. In addition
to the simple zero at q = 0, any other zeros must lie on |q| = 1, which corresponds to the real axis under the
change of variables. Therefore,∆(τ) is non-vanishing on the upper-half plane with a simple zero at infinity.
We will soon see a direct geometrical interpretation of ∆, as well as more non-trivial appearances of 1/∆
in string theory, algebraic geometry, and combinatorics.
We can use the modular discriminant to prove the following two results.
Lemma 6.1.1. There are no holomorphic modular forms of negative weight.
Proof. For k > 0, let f be a holomorphic modular form of weight −k. By the additivity of the weight,
f12∆k is a holomorphic modular form of weight zero, and hence is a constant. Since the product of any
modular form and a cusp form is again a cusp form, the constant term of f12∆k vanishes, which means
f = 0.
Lemma 6.1.2. There is an isomorphism Mk−12(Γ1) ∼= Sk(Γ1) of complex vector spaces, induced by
multiplication by∆.
Proof. Define the mapMk−12(Γ1) → Sk(Γ1) by f 7→ ∆f . The map is well-defined since the product of
any modular form and a cusp form is again a cusp form, and the weights are consistent. The map is clearly
injective. To show surjectivity, let g ∈ Sk(Γ1) be a cusp form of weight k. The modular form g/∆ indeed
has weight k − 12. Because∆ is non-vanishing except for a simple zero at q = 0, and g has a zero of some
positive order at q = 0, it follows that g/∆ is regular on the upper-half plane.
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Corollary 6.1.1. There are no non-trivial cusp forms of weight less than 12. In weight 12, we have the
isomorphism S12(Γ1) ∼= C induced by ∆. Finally, any cusp form of weight k ≥ 12 is a suitable modular
form multiplying some power of∆. It is in this sense that the modular discriminant∆ is effectively the only
cusp form.
For now, we would like to record an explicit relation determining the dimension of the space of modular
forms Mk(Γ1) for all k. In addition, we would hope to find a nice set of generators for the full ring of
modular forms (6.5). To briefly summarize what we have shown so far: Mk(Γ1) = 0 for k < 0 and k odd,
and M0(Γ1) = C. We have shown that Mk(Γ1) ∼= Sk+12(Γ1) and so computing dimensions of Mk(Γ1)
will give dimensions of the spaces of cusp forms. The only examples of non-cusp modular forms we have
seen so far are E4 and E6. In fact, the content of the following theorem is that these are all we need.
Theorem 6.1.1 (Structure Theorem). The ring of modular forms is freely generated over C by the Eisen-
stein series E4 and E6
M∗(Γ1) = C[E4, E6]. (6.16)
In other words, any modular form over SL2(Z) is simply a polynomial in E4 and E6 with complex coeffi-
cients.
Theorem 6.1.2. The dimension of the space of holomorphic modular forms of weight k is given by
dimCMk(Γ1) =


0 k < 0
0 k odd
⌊ k12⌋ k ≡ 2 (mod 12)
⌊ k12⌋+ 1 otherwise
(6.17)
These two theorems have some non-trivial consequences. First of all, we see that M2(Γ1) = 0: there
are no weight two modular forms. Moreover, for k = 4, 6, 8, 10, 14we haveMk(Γ1) = C, generated by the
Eisenstein series Ek. This leads to non-trivial number-theoretic identities between the Eisenstein series
E8(τ) = E4(τ)
2 E10(τ) = E4(τ)E6(τ) E14(τ) = E8(τ)E6(τ). (6.18)
More generally, given f, g ∈Mk(Γ1) we only have to check agreement up to at most the first dimCMk(Γ1)
coefficients to conclude whether f, g coincide or not. This aspect is very powerful in practice.
In addition, we see thatM12(Γ1) is a two-dimensional complex vector space generated by E34 and E
2
6 .
But we have already encountered one modular form of weight 12: the modular discriminant∆. Therefore,
∆ must be expressible in terms of the Eisenstein series. It turns out that
∆(τ) =
1
1728
(
E4(τ)
3 − E6(τ)
2
)
. (6.19)
This expression gives a nice geometrical interpretation to the modular discriminant ∆, and explains the
name. An elliptic curve is given by a homogeneous cubic equation in P2, but in an affine chart, coordinates
can be chosen such that the equation takes the form y2 = x3+ px+ q. Interpreting τ as a coordinate on the
moduli space of elliptic curves, an affine cubic curve can be parameterized in the following form [52]
y2 = x3 −
E4(τ)
48
x−
E6(τ)
864
. (6.20)
The curve is smooth if and only if a quantity called the discriminant is non-vanishing. Up to scale, the
discriminant is given simply by (6.19), and coincides with the modular discriminant. Recalling that ∆ has
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a single zero (in the upper-half plane) at the cusp, this corresponds to a singular elliptic curve. The smooth
elliptic curves are parameterized up to isomorphism by M1,1 ∼= H/SL2(Z), and the Deligne-Mumford
compactificationM1,1 adds a single point at the cusp corresponding to a nodal elliptic curve with∆ = 0.
The modular discriminant makes a slightly less direct appearance in a combinatorial problem. If we let
p24(n+1) denote the number of partitions of the non-negative integer n+1 into 24 distinct colors, we have
∞∑
n=−1
p24(n+ 1)q
n =
1
∆(τ)
. (6.21)
In other words, the interesting combinatorial quantities p24(n + 1) arise as the Fourier coefficients of the
weakly holomorphic modular form 1/∆ of weight -12. We will also present a physical manifestation of the
coefficients p24(n+ 1).
6.1.1 Modular Forms in String Theory and Quantum Black Holes
Modular forms (as well as the Jacobi forms and Siegel modular forms to come) often arise in physics as
partition functions where the Fourier coefficients count degeneracies of certain quantum black hole config-
urations in superstring theory. Black holes are a phenomena in spacetime inherently belonging to quantum
gravity. They are extremely massive (so they gravitate classically in general relativity) yet they have col-
lapsed to such tiny sizes that quantummechanical effects cannot be neglected. One may think of a black hole
as a macroscopic object in our universe acting in some sense as a microscope to the structure of spacetime
at the tiniest scales.
Suppose there are observable quantum numbers (σ1, . . . , σn) called chargeswhich characterize features
of a black hole (for example mass, charge, or spin). We expect there to exist quantities d(σ1, . . . , σn) called
degeneracies which are integers counting the microscopic black hole states with fixed charge (σ1, . . . , σn).
The presence of symmetries of the physical system may imply that the degeneracies do not depend on the
charges independently, but rather only on a function, or collection of functions of the charges. Of course,
d(σ1, . . . , σn) is defined for all possible values of the charges, but we only get a black hole in some large
mass limit.
As we have seen in Section 3.3, by compactifying Type IIA superstring theory on a Calabi-Yau three-
fold X , we can get BPS particles in four-dimensions by wrapping D-branes on holomorphic cycles in X
such that the observable quantum numbers of the particle are given by the D-brane charges. We inter-
pret d(σ1, . . . , σn) to be the number of BPS states or black hole states with fixed charge (σ1, . . . , σn).
For example, the Gopakumar-Vafa invariants ng,β(X) count BPS states with spin related to g and charge
β ∈ H2(X,Z).
One might hope to engineer black holes in four dimensions using large mass D-brane configurations in
X . In certain cases, the degeneracies d(σ1, . . . , σn) arise as coefficients of an n-variable automorphic form.
This way of engineering black holes was pioneered by Strominger and Vafa13 [106]. The fact that this often
recovers a macroscopic prediction of Bekenstein-Hawking, made it one of the most tantalizing applications
of string theory to potentially observable physics.
Type II Compactification onK3× E
Consider the Type II superstring compactified on the compact Calabi-Yau threefold K3 × E, where E is
an elliptic curve. This induces an N = 4 supersymmetric theory in four dimensions; that is a theory
13Strictly speaking, Strominger and Vafa studied black holes in five dimensions, but by [37] one can relate 4d and 5d black holes.
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with 8 supercharges. One can then study what are called half-BPS states which are states in the Hilbert
space annihilated by 4 of the 8 supercharges. It turns out [23] that such states are engineered by D-brane
configurations inK3×E with only one independent D-brane chargem. We can then construct the partition
function Zˆ(σ) with coefficients d(m) counting the number of half-BPS states with fixed chargem. In this
case, as shown by Vafa and Witten [108]
d(m) = χorb
(
Symm+1(K3)
)
= χ
(
Hilbm+1(K3)
)
(6.22)
where the orbifold Euler characteristic χorb was introduced in (5.128), and the second equality in (6.22)
follows by noting the Hilbert scheme is a crepant resolution of the symmetric product. The generating
function of half-BPS states therefore takes the form
Zˆ(σ) =
∞∑
m=−1
χ
(
Hilbm+1(K3)
)
Qm (6.23)
whereQ = e2πiσ . By a result of Go¨ttsche [42], this is known to be simply the inverse modular discriminant
Zˆ(σ) =
1
∆(σ)
. (6.24)
As is common in physics, this system has a dual description. This means there are two completely dif-
ferent paradigms giving rise to the same physics, and no experiments can determine which paradigm one
is in. In this case, the physical dual is a chiral conformal field theory on a bosonic string [23]. In super-
string theory, with both bosons and fermions, the geometrical background is a ten-dimensional manifold. In
bosonic string theory however, we consider strings propagating in a 26-dimensional background. A propa-
gating string is modeled as an embedding of the worldsheet in the ambient 26 dimensions. The string can
only oscillate in 24 of the directions because it cannot oscillate along its own two-dimensional worldsheet.
For each dimension, there are also discrete modes labeled by an integer n > 0 into which we can put energy.
On a closed string, for each mode n > 0 we can have both a left and right moving field.
In string theory we can interpret the above geometrical setting as a conformal field theory on the world-
sheet. For our purposes, we can consider only the left-moving sector; this system is then called a chiral
conformal field theory, or sometimes a system of 24 free chiral bosons.
When quantizing the system, we introduce raising and lowering operators a†µn and aµn respectively,
where µ = 1, . . . , 24 and n > 0. These operators define an algebra with commutation relations
[aµn, a
†
νm] = δµνδnm. (6.25)
Let |0〉 denote the unique vacuum state defined by its annihilation by all lowering operators aµn|0〉 = 0.
The Hilbert space of states H corresponds to the following Fock space of representations of the algebra
spanned by states of the form
(a†µ1n1)
m1 · · · (a†µknk)
mk |0〉.
The Hamiltonian of the system is given by the following operator
H =
24∑
µ=1
∑
n>0
na†µnaµn − 1 = L0 − 1. (6.26)
Using the commutation relation (6.25) it is straightforward to see that the states above are eigenstates of
the Hamiltonian with energy eigenvalue m1n1 + · · · + mknk − 1. Therefore, the −1 appearing in the
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Hamiltonian corresponds to the energy of the vacuum |0〉 in the quantum theory. The partition function of
the theory is given by the following trace14 over the Hilbert space, where q = e2πiτ
Z(τ) = TrH (q
H) = q−1TrH (q
L0), (q = e2πiτ ). (6.27)
We can now turn to evaluating the partition function (6.27). The proper way of handling exponentiated
operators is by passing to a basis of eigenstates of the operator. In our case, the Fock space states above
are eigenstates of L0 with eigenvaluem1n1 + · · ·+mknk. The commutation relations (6.25) indicate that
we can treat each mode and each of the 24 directions independently. This allows us to write the partition
function as
Z(τ) = q−1
24∏
µ=1
∞∏
n=1
Tr
H
(µ)
n
(
qL0
)
(6.28)
where H (µ)n is the Hilbert space of states spanned by{
(a†µn1)
m1 · · · (a†µnk)
mk |0〉
∣∣∣∣ m1n1 + · · ·+mknk = n
}
.
These are the states with L0 eigenvalue n, excited in one fixed direction. Hence, for all µ and all n ≥ 1
Tr
H
(µ)
n
(
qL0
)
= 1 + qn + q2n + · · · =
1
1− qn
. (6.29)
We finally see that the full partition function
Z(τ) = q−1
∞∏
n=1
(
1
1− qn
)24
=
1
∆(τ)
(6.30)
is given by the inverse of the modular discriminant, in perfect agreement with (6.24) upon exchanging τ and
σ. The dual conformal field theory picture gives a physical interpretation of the quantities p24(n + 1) in
(6.21) as the number of ways a bosonic string in 26 dimensions can distribute n+ 1 units of energy. This is
an example of a duality in physics which generates a mathematical relationship or conjecture; in this case
p24(n+ 1) = χ
(
Hilbn+1(K3)
)
. (6.31)
We note that there was good reason for using two different variables q = e2πiτ and Q = e2πiσ , which
will become clear later in the chapter. To give a hint, the Euler characteristic χ(−) is a specialization of the
elliptic genus Ellq,y(−), and the two partition functions Zˆ(σ) and Z(τ) essentially correspond to different
specializations of a certain Siegel modular form with variables (τ, z, σ).
6.2 Introduction to Jacobi Forms
Jacobi forms are automorphic forms which arise as two-variable generalizations of modular forms by re-
placing the modular group Γ1 = SL2(Z) by the Jacobi group SL2(Z) ⋉ Z2. They are in some sense, a
twisted combination of an elliptic function and a modular form in one variable. The original, and canon-
ical reference is Eichler and Zagier [30] where Jacobi forms were elucidated for the first time. A modern
account, with applications to physics, can be found in [23].
Let ϕ : H × C → C be a holomorphic function with τ a coordinate on the upper-half plane H and z a
coordinate on C. In a specific sense, we want ϕ(τ, z) to be modular in τ and elliptic in z.
14Note that Z(τ) looks similar to the Witten index (5.12). However, the (−1)F is not present as there are no fermions in the system
at hand.
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Definition 6.2.1. A Jacobi form of weight k ∈ Z and indexm ∈ Z≥0 is a holomorphic functionϕ : H×C→
C satisfying the following two conditions
ϕ
(
aτ + b
cτ + d
,
z
cτ + d
)
= (cτ + d)ke
2piimcz2
cτ+d ϕ(τ, z),
(
a b
c d
)
∈ SL(2,Z) (6.32)
ϕ(τ, z + λτ + µ) = e−2πim(λ
2τ+2λz)ϕ(τ, z), λ, µ ∈ Z. (6.33)
By (6.33), ifm = 0 then ϕ is independent of z. Therefore by (6.32), a Jacobi form of indexm = 0 is simply
an ordinary one-variable modular form. In addition, clearly f(τ) := ϕ(τ, 0) is a modular form of weight k.
The two defining conditions of a Jacobi form imply thatϕ is periodic in both components: ϕ(τ+1, z) =
ϕ(τ, z) and ϕ(τ, z+1) = ϕ(τ, z). Therefore,ϕ has a Fourier expansion in terms of the variables q = e2πiτ
and y = e2πiz ,
ϕ(τ, z) =
∑
n,l∈Z
c(n, l)qnyl. (6.34)
By imposing specific growth conditions on the Fourier coefficients, we will soon refine the general definition
of a Jacobi form into certain classes of interest. However, we first establish some important symmetries
manifest in the Fourier coefficients of Jacobi forms with particular weight and index, independent of growth
conditions.
Lemma 6.2.1. A Jacobi form ϕ with Fourier coefficients c(n, l) has even weight if and only if c(n, l) =
c(n,−l) for all n, l.
Proof. This follows directly from the modularity property (6.32) of Jacobi forms. Using−1 ∈ SL2(Z), the
Jacobi form transforms as
ϕ(τ,−z) = (−1)kϕ(τ, z). (6.35)
For even weight k, this happens if and only if we have the symmetry c(n, l) = c(n,−l) of the Fourier
coefficients for fixed n.
In practice, this lemma implies that upon Fourier expanding a Jacobi form of even weight, the coefficient of
any fixed power of q will be palindromic in y. The following theorem establishes further critical symmetries
of the Fourier coefficients.
Theorem 6.2.1. Let ϕ be a Jacobi form of weight k and index m with Fourier coefficients c(n, l). The
coefficients depend only on the quantity∆ = 4nm− l2, and l ∈ Z/2mZ. That is to say,
c(n, l) = c(∆, l), l ∈ Z/2mZ. (6.36)
In addition, for indexm = 1 the coefficients depend only on∆, and the weight of ϕ is even. In such a case,
we will write c(n, l) = c(∆).
Proof. The first part of the theorem follows from the ellipticity property (6.33) of Jacobi forms. Choosing
µ = 0, we have
ϕ(τ, z) =
∑
n′,l′∈Z
c(n′, l′)qn
′
yl
′
= e2πim(λ
2τ+2λz)ϕ(τ, z + λτ)
= qmλ
2
y2mλ
∑
n,l∈Z
c(n, l)qn+lλyl.
(6.37)
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By comparing terms, we see that c(n′, l′) = c(n, l) if and only if
n′ = n+ lλ+mλ2
l′ = l + 2mλ.
(6.38)
The second condition requires l′ ≡ l (mod 2m), since λ ∈ Z is an arbitrary integer. By a trivial computation
one can see that 4mn′ − l′2 = 4mn− l2. This proves the first assertion.
Turning to the second claim, we note that for indexm = 1, by the first part of the theorem the coefficients
depend only on ∆ = 4n − l2 and l ∈ Z/2Z. However, the parity of the quantity 4n − l2 itself encodes
the parity of l. Therefore, the coefficients depend only on ∆. Finally, the dependence on ∆ implies that
c(n, l) = c(n,−l). By Lemma 6.2.1 we conclude that the weight must be even.
In the same spirit as ordinary modular forms, placing particular restrictions on the Fourier coefficients
allow us to refine the general definition of a Jacobi form into special types, in terms of its growth at infinity
of the upper-half plane.
Definition 6.2.2. Letϕ(τ, z) be a Jacobi form of arbitrary weight and index with Fourier coefficients c(n, l).
We say that
1. ϕ is a weakly holomorphic Jacobi form if c(n, l) = 0 unless n ≥ n0, for a non-positive integer n0.
Let J!k,m denote the vector space of weakly holomorphic Jacobi forms of weight k and indexm.
2. ϕ is a weak Jacobi form if c(n, l) = 0 unless n ≥ 0. Let Jwk,m denote the vector space of weak Jacobi
forms of weight k and indexm.
3. ϕ is a holomorphic Jacobi form if c(n, l) = 0 unless 4nm ≥ l2. Let Jk,m denote the vector space of
holomorphic Jacobi forms of weight k and indexm.
4. ϕ is a Jacobi cusp form if c(n, l) = 0 unless 4nm > l2. Let J0k,m denote the vector space of Jacobi
cusp forms of weight k and indexm.
It is straightforward from the definitions to see that every Jacobi cusp form is holomorphic, every holomor-
phic Jacobi form is weak, and every weak Jacobi form is weakly holomorphic.
These various Jacobi forms can be at least partly characterized by their behavior at infinity of the upper-
half plane H. Because q = e2πiτ , all non-constant terms in q of a weak Jacobi form vanish at the point at
infinity of H. By the constraint defining Jacobi cusp forms, we must have c(0, 0) = 0, which forces them
to vanish identically at infinity. Finally, a weakly holomorphic Jacobi form diverges in a controlled way at
infinity. Notice that the conditions defining holomorphic Jacobi forms and Jacobi cusp forms do not merely
constrain the behavior at the point at infinity of H; they also constrain the allowed powers of y in a fashion
depending on the power of q as well as the index of the Jacobi form.
6.2.1 Weak Jacobi Forms of Index One
We have seen that Jacobi forms of index 0 are simply ordinary modular forms, so the next interesting case
to consider is index 1. Given ϕk,1 ∈ Jwk,1, we proved in Lemma 6.2.1 that the weight k must be even. We
can give two examples of weak Jacobi forms of even weight and index 1, and it will turn out that these are
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all we need. To construct both examples we will use the classical Jacobi theta functions defined by
θ1(τ, z) = −
∑
n∈Z
q
1
2 (n+
1
2 )
2
(−y)n+
1
2
θ2(τ, z) =
∑
n∈Z
q
1
2 (n+
1
2 )
2
yn+
1
2
θ3(τ, z) =
∑
n∈Z
qn
2/2yn
θ4(τ, z) =
∑
n∈Z
qn
2/2(−y)n.
(6.39)
These are not Jacobi forms precisely in the sense of Definition 6.2.1. We will primarily focus on θ1(τ, z)
which with a suitable extension of the definition, is a Jacobi form of weight 12 and index
1
2 . The elliptic
transformation law is given for all λ, µ ∈ Z by
θ1(τ, z + λτ + µ) = (−1)
λ+µe−iπ(λ
2τ+2λz)θ1(τ, z) (6.40)
which in comparison to (6.33) is nearly how one would naı¨vely expect a Jacobi form of index 12 to transform.
We record the modular transformation laws for the two generators of SL2(Z)
θ1(τ + 1, z) = e
ipi
4 θ1(τ, z), θ1
(
−
1
τ
,
z
τ
)
= −i
√
τ
i
eiπz
2/τθ1(τ, z). (6.41)
It turns out that θ1(τ, z) can be expressed as the following infinite product
θ1(τ, z) = −iq
1
8 (y
1
2 − y−
1
2 )
∞∏
n=1
(1− qn)(1− yqn)(1 − y−1qn). (6.42)
To verify this beginning with (6.39) is a straightforward computation using the Jacobi triple product
∑
n∈Z
qn
2/2yn =
∞∏
m=1
(1− qm)(1 + qm−
1
2 y)(1 + qm−
1
2 y−1). (6.43)
Clearly θ1(τ, z) is not itself a weak Jacobi form of index 1, but we can use it to construct one. Recalling
the Dedekind eta function η(τ) given in (6.15), we define
Θ(τ, z) := i
θ1(τ, z)
η(τ)3
. (6.44)
From the transformation laws of θ1(τ, z) and η(τ), one can show directly that the squareΘ(τ, z)2 is a weak
Jacobi form of weight -2 and index 1. As such, this form is often called ϕ−2,1(τ, z), but we will stick to the
notation Θ(τ, z)2. By (6.15) and (6.42) we also have an infinite product formula for Θ(τ, z)2
Θ(τ, z)2 = y−1(1− y)2
∞∏
n=1
(1− yqn)2(1− y−1qn)2
(1− qn)4
. (6.45)
Taking the Fourier expansion, the first few terms in powers of q are
Θ(τ, z)2 =
(y − 1)2
y
−
2(y − 1)4
y2
q +
(y − 1)4(y2 − 8y + 1)
y3
q2 + · · · (6.46)
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One can observe that the coefficient of a fixed power of q is a palindromic polynomial in y. In addition, one
sees that the coefficients c(n, l) = c(∆) indeed depend only on the value of ∆ = 4n − l2 which in this
case, satisfies∆ ≥ −1. Finally, notice thatΘ(τ, z)2 is not a holomorphic Jacobi form as there is a non-zero
coefficient c(−1) corresponding to ∆ = −1.
It is also evident from (6.45) that Θ(τ, z)2 vanishes for y = 1 or equivalently, z = 0. This is indeed
evident from the following Taylor expansion in the variable λ = 2πz
Θ(τ, z)2 = −λ2exp
( ∞∑
g=1
(−1)g
B2g
g(2g)!
E2g(τ)λ
2g
)
. (6.47)
It turns out that Θ(τ, z)−2 appears in certain applications in enumerative geometry. This is a meromorphic
Jacobi form of weight 2 and index -1. By taking the reciprocal of (6.47), we have an expansion of the form
1
Θ(τ, z)2
=
∞∑
g=0
λ2g−2Pg(τ) = −
1
λ2
exp
( ∞∑
g=1
(−1)g+1
B2g
g(2g)!
E2g(τ)λ
2g
)
, (6.48)
where Pg(τ) is evidently a quasi-modular form of weight g. That is, it is a weighted-homogeneous polyno-
mial of degree g in E2, E4, E6. This function arises in the enumerative geometry of the trivial K3 fibration
over an elliptic curve as well as Calabi-Yau threefolds fibered in K3 surfaces over P1.
In terms of the additional classical Jacobi theta functions (6.39), we can also define the weak Jacobi form
ϕ0,1 of weight 0 and index 1 by
ϕ0,1(τ, z) = 4
(
θ2(τ, z)
2
θ2(τ)2
+
θ3(τ, z)
2
θ3(τ)2
+
θ4(τ, z)
2
θ4(τ)2
)
(6.49)
where θi(τ) := θi(τ, 0). Taking the Fourier expansion, we can record some of the low-order terms in q
ϕ0,1(τ, z) =
y2 + 10y + 1
y
+
2(y − 1)2(5y2 − 22y + 5)
y2
q + · · · (6.50)
Just as in the case ofΘ2, one observes that for a fixed power of q, the coefficients are palindromic polynomials
in y, and that the Fourier coefficients c(n, l) = c(∆) depend only on the value of∆.
Up to multiplication by a scalar, Θ2 and ϕ0,1 are the unique weak Jacobi forms of index 1 and weight
−2 and 0, respectively. But in fact, the following theorem makes an even stronger statement. A proof can
be found in [30].
Theorem 6.2.2 (Structure Theorem). The ring of weak Jacobi forms Jwk,m of even weight k and indexm
is generated by Θ2 and ϕ0,1 as a module over the ringM∗(Γ1) of modular forms. That is to say, we have
Jwk,m =
m⊕
j=0
Mk+2j(Γ1)(Θ
2)jϕm−j0,1 . (6.51)
The weak Jacobi forms Θ2 and ϕ0,1 combine to produce a well-known function. The Weierstrass ℘-
function is a meromorphic Jacobi form of weight 2 and index 0, which is expressed in the q and y variables
as
℘(τ, z) =
1
12
+
y
(1 − y)2
+
∑
k,r≥1
k(yk − 2 + y−k)qrk. (6.52)
Remark 6.2.1. Beware that the Weierstrass ℘-function as it is often defined is (2πi)2 times our definition.
Our convention ensures that ℘(τ, z) has rational Fourier coefficients in q and y, but one must exercise
caution when applying certain formulas.
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In terms of the polylogarithm (6.12) as well as the Eisenstein series E2(τ), it is straightforward to show
℘(τ, z) =
1
12
E2(τ) + Li−1(y) +
∞∑
n=1
Li−1(q
ny) + Li−1(q
ny−1). (6.53)
A meromorphic Jacobi form is a ratio of Jacobi forms, and indeed we can express theWeierstrass ℘-function
as
℘(τ, z) =
1
12
ϕ0,1(τ, z)
Θ2(τ, z)
. (6.54)
Jacobi Cusp Forms of Index One
We saw above that the weak Jacobi forms Θ2 and ϕ0,1 are indeed, not holomorphic. Nevertheless, we can
use the modular discriminant ∆(τ) = η24(τ) defined in (6.15) to construct forms which are. We define
holomorphic Jacobi forms of index 1 and weights 10 and 12, respectively by
ϕ10,1(τ, z) = ∆(τ) ·Θ
2(τ, z), ϕ12,1(τ, z) = ∆(τ) · ϕ0,1(τ, z). (6.55)
In fact,∆(τ) being a cusp form will force ϕ10,1 and ϕ12,1 to be Jacobi cusp forms of index 1.
6.2.2 The Elliptic Genus of Calabi-Yau Manifolds
Weak Jacobi forms of weight zero arise in practice as elliptic genera of Calabi-Yau manifolds. Recall from
the previous chapter that we can interpret the elliptic genus Ellq,y(X) as a holomorphic function on H×C,
and we can now ask how it transforms under the Jacobi group SL2(Z) ⋉ Z2. A proof of the following can
be found in [43].
Theorem 6.2.3. For a smooth compact Calabi-Yau manifold X of even complex dimension d, the elliptic
genus Ellq,y(X) is a weak Jacobi form of weight 0 and index d/2.
The elliptic genus is therefore a topological index which produces an automorphic form for all compact
Calabi-Yau manifolds. Though it contains no more data than merely all Chern numbers of X , the elliptic
genus packages the information in an attractive way. Because all Jacobi forms enjoy a Fourier expansion
(6.34), whenX is a compact Calabi-Yau manifold of even complex dimension, the Fourier expansion of the
elliptic genus (5.83) agrees with that of a weak Jacobi form introduced above.
Recalling the topological index interpretation (5.84) of the coefficients c(n, l), on a compact Calabi-Yau
manifoldX , we can interpret c(n, l) as the index of a Dirac operator twisted by En,l
c(n, l) =
∫
X
ch(En,l)Aˆ(X) (6.56)
by noting that if X is Calabi-Yau, then X is a spin manifold, and the Aˆ(X)-genus agrees with the Todd
class. Therefore, the elliptic genus of a compact Calabi-Yau manifold is a weak Jacobi form whose Fourier
coefficients have an interpretation as twisted Dirac indices.
Example 6.2.1 (Abelian Varieties). The most immediate example of a Calabi-Yau manifold in each dimen-
sion is an abelian variety. If A is an abelian variety, using Atiyah-Bott localization we see that the elliptic
genus Ellq,y(A) vanishes. The reason of course, is that an abelian variety acts freely on itself. Since the
elliptic genus is given as an integral over A of a particular class in cohomology, this localizes to the fixed
point locus of the action, which is empty. It follows that,
Ellq,y(A) = 0. (6.57)
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Example 6.2.2 (K3 Surface). IfX is a compact Calabi-Yau surface, then Ellq,y(X) is a weak Jacobi form
of weight 0 and index 1. Having already dismissed abelian surfaces, the remaining possibility is a K3
surface. We know there is a unique weak Jacobi form of weight 0 and index 1 up to scale, which implies that
Ellq,y(K3) is a multiple of ϕ0,1(τ, z). Because the elliptic genus is certainly a diffeomorphism invariant
and all K3 surfaces are diffeomorphic, we are justified in writing Ellq,y(K3). By considering the Euler
characteristic, we must have Ellq,1(K3) = 24, and from the low-order terms (6.50) in the expansion of
ϕ0,1(τ, z), we can see that
Ellq,y(K3) = 2ϕ0,1(τ, z). (6.58)
Notice that the constant term in q of Ellq,y(K3) is 2y + 20 + 2y
1, which evidently contains all non-trivial
entries in the Hodge diamond of a K3 surface, and is precisely y−1χ−y(K3).
Finally, we note that as with all Jacobi forms of index one, the Fourier coefficients c(n, l) only depend
on the value of∆ = 4n− l2. We will write the Fourier expansion as
Ellq,y(K3) =
∑
n≥0,l∈Z
c(4n− l2)qnyl. (6.59)
6.2.3 Hecke Operators on Jacobi Forms
Hecke operators play a very large and important role in the theory of automorphic forms, whichwe obviously
cannot do justice to here. We will content ourselves to discussing some of the properties needed later in the
thesis. Of particular interest will be the role played by the Hecke operators in the Maass lift of Jacobi forms
to Siegel modular forms. Hecke operators (on holomorphic Jacobi forms) were originally introduced in [30]
with Borcherds [14] and Aoki [3] providing an important contribution in the weak case. For our purposes,
the exposition of [64] will also be helpful.
Definition 6.2.3. Let ϕk,m ∈ Jwk,m be a weak Jacobi form of weight k and indexm. The action of the Hecke
operator VN on ϕk,m is defined for allN > 0 by
(ϕk,m|VN ) = N
k−1
∑
ad=N
a>0
d−1∑
b=0
d−kϕk,m
(
aτ + b
d
, az
)
. (6.60)
By setting z = 0, we recover the definition of VN acting on the modular form ϕk,m(τ, 0). From the Jacobi
form transformation equations (6.32) and (6.33), one can show that
(ϕk,m|VN ) ∈ J
w
k,Nm. (6.61)
The following important lemma shows that the generating function of Hecke operators on weak Jacobi
forms has a nice expression in terms of the polylogarithm defined in (6.12).
Lemma 6.2.2. Let ϕ be a weak Jacobi form of weight k with Fourier coefficents c(n, l). We then have
∞∑
N=1
QN
(
ϕ
∣∣VN) = ∑
m>0,n≥0,
l∈Z
c(nm, l)Li1−k(Q
mqnyl). (6.62)
Proof. We of course begin by directly applying the definition (6.60) as well as the Fourier expansion of a
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weak Jacobi form
∞∑
N=1
QN
(
ϕ
∣∣VN) = ∞∑
N=1
QNNk−1
∑
ad=N
a>0
d−1∑
b=0
d−kϕ
(
aτ + b
d
, az
)
=
∞∑
N=1
QNNk−1
∑
ad=N
a>0
d−1∑
b=0
d−k
∑
n≥0,l∈Z
c(n, l)qna/de2πinb/dyal.
(6.63)
To proceed, we observe that the sum over b is simply a finite geometric series with ratio e2πin/d. This sum
vanishes unless d|n, in which case it equals d. We therefore get
∞∑
N=1
QNNk−1
∑
ad=N
a>0
d−k+1
∑
n≥0,l∈Z
c(dn, l)qnayal
=
∞∑
d=1
∑
n≥0,l∈Z
c(dn, l)
∞∑
a=1
ak−1
(
Qdqnyl
)a (6.64)
where we have used in the final equality that (Nd )
k−1 = ak−1. We notice that up to relabeling indices, this
is exactly the righthand side of (6.62), completing the proof.
The Hecke operator V0 is also important, though it is more subtle to define.
Definition 6.2.4. Let ϕk,m ∈ Jwk,m be a weak Jacobi form of even weight k ∈ 2Z with Fourier coefficients
c(n, l). Then
(ϕk,m|V0) = c(0, 0)ǫ(k) +
∑
n≥0,l∈Z
l>0 ifn=0
c(0, l)Li1−k(q
nyl) (6.65)
where
ǫ(k) =


1
2
ζ(1 − k), k < 0
0, k = 0
1
2
ζ(1 − k) = −
Bk
2k
, k > 0.
(6.66)
If ϕk,m is a holomorphic Jacobi form, then c(0, l) = 0 for all l 6= 0, and (6.65) therefore specializes to
(ϕk,m|V0) = −c(0, 0)
Bk
2k
Ek(τ). (6.67)
The definition in the holomorphic case appeared in [30] while Borcherds [14] gave the definition of V0
more generally in the weakly holomorphic case for positive weight. For k < 0, this definition can be found
in [64], where they also include the divergent term 12ζ(1) for k = 0. We choose to omit this term.
From (6.67) onemight be worried that the quasi-modular formE2(τ)makes an appearance in (ϕ2,m|V0)
for ϕ2,m a holomorphic Jacobi form of weight two. However, since ϕ2,m(τ, 0) must be a weight two holo-
morphic modular form, we must have ϕ2,m(τ, 0) = 0, which implies that c(0, 0) = 0.
For ϕk,m ∈ Jwk,m with positive even weight k, it was the idea of Borcherds [14] to use derivatives of the
Weierstrass ℘-function to express (ϕk,m|V0) as a meromorphic Jacobi form. We define
℘(r)(τ, z) :=
1
(2πi)r
∂r
∂zr
℘(τ, z) (6.68)
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and we remind the reader of the warning in Remark 6.2.1. It is straightforward to see from (6.53) that for
all even integers k ≥ 2
℘(k−2)(τ, z) =
δ2,k
12
E2(τ) +
(
Li1−k(y) +
∞∑
n=1
Li1−k(q
ny) + Li1−k(q
ny−1)
)
. (6.69)
Consistent with the above expression, it is clear from (6.53) that the Eisenstein series E2(τ) only appears
for k = 2. The derivatives ℘(k−2)(τ, z) are meromorphic Jacobi forms of weight k and index zero.
Notice that by (6.67) if ϕk,m is holomorphic, then (ϕk,m|V0) is a holomorphic Jacobi form of index
zero, i.e. a modular form. This is consistent with the behavior in (6.61). If ϕk,m is not holomorphic, one
might still expect (ϕk,m|V0) to have index zero. By the following proposition, this is indeed the case.
Proposition 6.2.1. If ϕk,m is a weak Jacobi form of even weight k > 0, then (ϕk,m|V0) is a meromorphic
Jacobi form of weight k and index 0. More specifically, we have
(ϕk,m|V0) = −c(0, 0)
Bk
2k
Ek(τ) +
∑
l>0
c(0, l)
(
℘(k−2)(τ, lz)−
δ2,k
12
E2(τ)
)
. (6.70)
Before beginning the proof, we make an important remark. For k = 2, because
∑
l∈Z c(0, l) = 0 for a
weight two Jacobi form, by Lemma 6.2.1 we know
∑
l>0
c(0, l) = −
1
2
c(0, 0).
It follows that the terms proportional to E2(τ) in (6.70) cancel. The full expression for k = 2 is simply
(ϕ2,m|V0) =
∑
l>0
c(0, l)℘(τ, lz). (6.71)
Proof. We begin by rewriting the sum (6.65) defining (ϕk,m|V0) as follows
(ϕk,m|V0) = −c(0, 0)
Bk
2k
(
1−
2k
Bk
∞∑
n=1
Li1−k(q
n)
)
+
∑
n>0,l∈Z\{0}
c(0, l)Li1−k(q
nyl) +
∑
l>0
c(0, l)Li1−k(y
l).
(6.72)
By (6.14), the quantity in parentheses in the first term above, is simply the Eisenstein seriesEk(τ). Because
the weight of ϕk,m is even, we have c(0, l) = c(0,−l) for all l ∈ Z. Therefore, using (6.69) to provide an
expression for ℘(k−2)(τ, lz), it is straightforward to see that (6.72) takes the desired form of (6.70).
So far, we have not really motivated our interest in Hecke operators. They are of great importance in
many parts of number theory and automorphic forms, but for the purposes of this thesis, the main interest
lies in the definition of the following object.
Definition 6.2.5. The Maass lift ML(ϕ) of a weak Jacobi form ϕ is defined by
ML(ϕ) =
∞∑
m=0
Qm
(
ϕ
∣∣Vm). (6.73)
The Maass lift is sometimes called the additive lift, because ML(ϕ1 + ϕ2) = ML(ϕ1) +ML(ϕ2).
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We will tend to think of ML(ϕ) as a function of the three variables (Q, q, y), though one can see from (6.73)
that it is really a power series in Q whose coefficients are holomorphic functions on H× C.
The following lemma expresses the Maass lift of a weak Jacobi form in terms of its Fourier coefficients
and the polylogarithm. The proof follows immediately from Lemma 6.2.2 and (6.65).
Lemma 6.2.3. Let ϕk,m ∈ Jwk,m be a weak Jacobi form of weight k ∈ 2Z with Fourier coefficients c(n, l).
Then
ML(ϕk,m) = c(0, 0)ǫ(k) +
∑
(m,n,l)>0
c(nm, l)Li1−k
(
Qmqnyl
)
(6.74)
where ǫ(k) is defined in (6.66). The notation (m,n, l) > 0 means any of the following conditions hold
(i) m > 0, (ii) m = 0, n > 0, (iii) m = n = 0, l > 0.
This result has a purely formal proof because we are not yet making any claims about the automorphy
of ML(ϕk,m). It is a rather deep collection of results that the Maass lift of certain Jacobi forms indeed has
automorphic properties. For holomorphic or weak Jacobi forms, the Maass lift is a possibly meromorphic
Siegel modular form. We now take the opportunity to introduce these objects.
6.3 A Brief Foray into Siegel Modular Forms and Maass Lifting
Recall that a Jacobi form is a two-variable generalization of amodular formgiven by replacingΓ1 = SL2(Z)
by the Jacobi group SL2(Z) ⋉ Z2. Siegel modular forms provide an additional generalization of ordinary
modular forms by replacing the upper-half planeH by the Siegel upper-half planeHg , and replacingΓ1 with
the group Γg = Sp2g(Z). We call the integer g ≥ 1 the degree or genus of the form. A Siegel modular
form of genus g = 1 is simply an ordinary modular form. Therefore, genus two Siegel modular forms are
the next interesting case to consider. We will reserve ourselves to g = 2 in what follows, and refer the reader
to [109] for a more systematic, and complete account for all genus.
6.3.1 Siegel Modular Forms of Genus Two
We first generalize the upper-half plane H to the Siegel upper-half plane H2, which is defined to consist of
complex symmetric 2× 2 matrices with positive definite imaginary part.15 This can be given explicitly as
H2 =
{
Ω =
(
τ z
z σ
)
∈ Mat2(C)
∣∣∣∣ Im(τ), Im(σ) > 0, det(Im(Ω)) > 0
}
. (6.75)
This is clearly a generalization of the ordinary upper-half planeH in genus one. We knowH carries an action
by the modular group SL2(Z), so the next order of business is to generalize the ordinary modular group to
higher genus. We define the real symplectic group
Sp4(R) =
{
M ∈ Mat4(R)
∣∣MJ4MT = J4}, J4 = ( 0 −12
12 0
)
, (6.76)
to be the group of real 4 × 4 matrices preserving the symplectic form J4. This group can be given more
concretely in the following block form
Sp4(R) =
{
M =
(
A B
C D
) ∣∣∣∣ABT = BAT , CDT = DCT , ADT −BCT = 12
}
(6.77)
15We define the imaginary part of a complex matrix to be the matrix of imaginary components of all entries.
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where A,B,C,D are 2 × 2 real matrices. Considering elements in this block form, we have a transitive
action of Sp4(R) on H2 defined by
M · Ω = (AΩ +B)(CΩ +D)−1, Ω ∈ H2. (6.78)
One must then check this is well-defined; for example CΩ +D must be invertible [109].
Generalizing Remark 6.1.1 for ordinary modular forms, the coset description of the Siegel upper-half
plane is the biholomorphism
H2 ∼= Sp4(R)
/
U(2) (6.79)
where the unitary group U(2) ⊂ Sp4(R) is a maximal compact subgroup. It is clear that (6.79) is a dif-
feomorphism, as U(2) is the stabilizer of i · 12 ∈ H2, but we refer to [79] for understanding the complex
structure on Sp4(R)
/
U(2), which is not at all obvious.
The Siegel modular group Γ2 = Sp4(Z) ⊂ Sp4(R) is the subgroup such that the matrices have integer
entries. The Siegel upper-half plane H2 carries an action of Sp4(Z) by (6.78) which is evidently a general-
ization of the SL2(Z) action on H. Recalling that we have reserved ourselves to genus two, note that one
can more generally define Hg and Sp2g(Z), which we will not do.
Definition 6.3.1. A Siegel modular form of weight k and genus two is a holomorphic function F : H2 → C
such that
F (M · Ω) = det(CΩ +D)kF (Ω) (6.80)
for all Ω =
(
τ z
z σ
)
∈ H2 andM =
(
A B
C D
)
∈ Sp4(Z). We will write either F (Ω) or F (τ, z, σ).
Such an object is sometimes called a holomorphic Siegel modular form. These are automorphic forms on
Sp4(Z)
∖
Sp4(R)
/
U(2). (6.81)
We denote the vector space of genus two Siegel modular forms of weight k by Mk(Γ2). The full ring of
Siegel modular formsM∗(Γ2) is a graded ring in the obvious way.
6.3.2 The Fourier-Jacobi Expansion
As with Jacobi forms, we introduce the parameters q = e2πiτ , y = e2πiz , and we now additionally define
Q = e2πiσ . A Siegel modular form F has the following Fourier expansion
F (Ω) =
∑
m,n,l∈Z
m,n,4nm−l2≥0
A(m,n, l)Qmqnyl. (6.82)
From the above expansion, it is tempting to hope that the coefficient of a fixed power of Q is a Jacobi form
in variables q and y. This is indeed the case, and provides a nice connection to the theory of Jacobi forms.
Theorem 6.3.1 ([30, Thm. 6.1]). Given a Siegel modular form F of weight k and genus two, we have an
expansion
F (Ω) =
∞∑
m=0
Qmϕk,m(τ, z) (6.83)
where ϕk,m is a (holomorphic) Jacobi form of weight k and indexm.
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We refer to (6.83) as theFourier-Jacobi expansion ofF . This theorem is special to genus two Siegel modular
forms. The coefficient ϕk,0 of the Fourier-Jacobi expansion of F is a Jacobi form of index 0, which we have
previously seen to be independent of z, and is in fact simply a modular form of weight k.
Given an ordinary modular form, there is a simple procedure to extract the constant term in the Fourier
expansion. The analogous procedure for Siegel modular forms is applying the Siegel operator.
Definition 6.3.2. The Siegel operatorΦ is a lowering operator on the genus g of a Siegel modular form. In
the case of g = 2, the linear map
Φ : Mk(Γ2) −→Mk(Γ1) (6.84)
takes a Siegel modular form F (Ω) = F (τ, z, σ) of weight k and produces a modular form Φ(F ) of weight
k defined by
Φ(F ) := lim
t→∞
F (τ, 0, it). (6.85)
It is clear thatΦmapsF to the coefficientϕk,0 of the Fourier-Jacobi expansionofF . By the above discussion,
ϕk,0 is independent of z and is a modular form of weight k.
Definition 6.3.3. We define the ideal of Siegel cusp forms of genus two and weight k by
Sk(Γ2) := ker(Φ). (6.86)
Note that this is entirely analogous to the definition of cusp modular forms Sk(Γ1). It is clear that a genus
two Siegel modular form is a cusp form if and only if the coefficient ϕk,0 of the Fourier-Jacobi expansion
vanishes.
6.3.3 Maass ‘Spezialschar’ and Index One Jacobi Forms
From the discussion of Hecke operators, given a holomorphic Jacobi formϕk,m, for allN ≥ 0, we have seen
that
(
ϕk,m
∣∣VN) is a holomorphic Jacobi form of weight k and index Nm. Considering the special case of
index 1 Jacobi forms, we have (ϕk,1|Vm) ∈ Jk,m and the Maass lift (6.73) appears to be the Fourier-Jacobi
expansion of a Siegel modular form! This is indeed the case.
Theorem 6.3.2 ([30, Thm. 6.2]). Let ϕk,1 ∈ Jk,1 be a holomorphic Jacobi form of weight k and index 1.
The Maass lift
ML(ϕk,1) =
∞∑
m=0
Qm
(
ϕk,1
∣∣Vm) (6.87)
is the Fourier-Jacobi expansion of a Siegel modular form ML(ϕk,1) of weight k and genus two. Defining
the Maass ‘Spezialschar’ as the image of the Maass lift inMk(Γ2), we have the following isomorphism
Jk,1
∼
←→
{
Maass Spezialschar
}
⊂Mk(Γ2) (6.88)
where given ϕk,1 ∈ Jk,1 one associates the Maass lift ML(ϕk,1) and conversely, given a weight k Siegel
modular form F in the Maass Spezialschar, one recovers a weight k index 1 holomorphic Jacobi form as
the coefficient of Q in the Fourier-Jacobi expansion.
The Maass lift which we defined purely formally in (6.73) is now seen to have nice automorphic prop-
erties when the Jacobi form is holomorphic and index 1. By results of H. Aoki [2, 3], the same is true for
weak Jacobi forms of index 1, a fact which will be crucial for our results in the final chapter. We should
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remark that what we are calling the Maass lift ML(ϕk,1) is often referred to as the Saito-Kurokawa lift or
the additive lift of ϕk,1.
One should think of theMaass ‘Spezialschar’ as consisting of those special Siegel modular formswhich
are the Maass lift of an index 1 Jacobi form. This space may be equivalently characterized by the behavior
of Fourier coefficients [23]. By writing the action of a Hecke operator in terms of Fourier coefficients, one
can show that F ∈Mk(Γ2) lies in the Maass ‘Spezialschar’ if and only if the coefficientsA(m,n, l) satisfy
A(m,n, l) =
∑
r|(m,n,l)
r>0
rk−1c
(
4nm− l2
r2
)
, (m,n, l) 6= (0, 0, 0) (6.89)
where c(·) are the Fourier coefficients of the weight k index 1 Jacobi form arising as the coefficient ofQ in
the Fourier-Jacobi expansion of F . Recall that the Fourier coefficients of index 1 Jacobi forms depend only
on the quantity 4n − l2. However, the Fourier coefficients A(m,n, l) of the Maass lift depend on not only
4nm− l2, but also the divisibility of the triple (m,n, l).
6.3.4 The Ring of Genus Two Siegel Modular Forms
We should now present the four classical examples of genus two Siegel modular forms, as introduced by
Igusa. It happens that these are the examples of interest to us in the final chapter, and they turn out to
generate the ring of genus two Siegel modular forms of even weight.
Let us refer the reader to (6.55) where we introduced the Jacobi cusp forms ϕ10,1 and ϕ12,1 of index 1.
The two most famous Siegel modular forms are defined as the Maass lifts of ϕ10,1 and ϕ12,1 respectively
χ10(Ω) = ML(ϕ10,1) =
∞∑
m=1
Qm
(
ϕ10,1
∣∣Vm) (6.90)
χ12(Ω) = ML(ϕ12,1) =
∞∑
m=1
Qm
(
ϕ12,1
∣∣Vm). (6.91)
We call χ10 and χ12 Igusa cusp forms of weight 10 and 12, respectively. Recalling (6.67), the action of V0
on a Jacobi cusp form vanishes, which is why the Igusa cusp forms have no Q0 term. They are the unique
genus two Siegel cusp forms of their weight up to scale – they respectively generateS10(Γ2) andS12(Γ2).
The second collection of examples generalize the ordinary Eisenstein series, and are defined as follows
for all k > 2
Ek(Ω) =
∑
(C,D)
det
(
CΩ+D
)−k
. (6.92)
The sum is over pairs of coprime symmetric integral matrices, non-associated with respect to multiplication
on the left by GL2(Z). We call Ek the Siegel-Eisenstein series of weight k. It is a holomorphic Siegel
modular form of weight k and genus two. The normalization is chosen such that [109]
Φ(Ek) = Ek (6.93)
where Φ is the Siegel operator defined in (6.84). This simply says that the Q0 term in the Fourier-Jacobi
expansion of Ek is the Eisenstein seriesEk of weight k, normalized such that the constant Fourier coefficient
is 1. The Siegel operator is clearly not only a linear map, but a ring homomorphism, which means that
Φ(Ek1Ek2) = Ek1Ek2 . For example, we have
Φ(E10 − E4E6) = E10 − E4E6 = 0 (6.94)
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since M10(Γ1) is one-dimensional, and the Eisenstein series are normalized to have constant Fourier co-
efficient 1. Therefore, E10 − E4E6 is a Siegel cusp form of weight 10, and the space of such forms is
one-dimensional. We must then have that E10 − E4E6 is proportional to χ10. Similarly, one can show that
E12 − E26 is a Siegel cusp form of weight 12, proportional to χ12.
The following is the structure theorem for genus two Siegel modular forms of even weight, analogous to
Theorem 6.1.1 in the case ofM∗(Γ1). It was proven by Igusa [56, 57] in the 1960s.
Theorem 6.3.3. The graded ring M2∗(Γ2) of Siegel modular forms of even weight and genus two is given
as the polynomial ring
M2∗(Γ2) = C
[
χ10, χ12, E4, E6
]
. (6.95)
In other words, it is freely generated over C by the Igusa cusp forms χ10 and χ12 as well as the Siegel-
Eisenstein series E4 and E6.
Igusa also introduced a cusp form χ35 of odd weight whose square is an explicit polynomial in χ10, χ12, E4,
and E6. In this thesis, we will only be interested in the ring of even weight Siegel modular forms so we will
not discuss χ35 further.
6.3.5 Infinite Products and Borcherds Lifts
By a result of Gritsenko and Nikulin [44] the Igusa cusp form of weight 10 has the following infinite product
representation
χ10(Ω) = Qqy
∏
(m,n,l)>0
(
1−Qmqnyl
)c(4nm−l2)
(6.96)
where in this case, the notation (m,n, l) > 0 means eitherm > 0, orm = 0, n > 0, orm = n = 0, l < 0.
The exponents c(4nm − l2) in the product representation are the Fourier coefficients of the elliptic genus
Ellq,y(K3) of a K3 surface (6.59). Using the definition of (m,n, l) > 0 as well as some of the low-order
Fourier coefficients of Ellq,y(K3) = 2ϕ0,1 (6.50), it is a simple exercise to show
χ10(Ω) = Qϕ10,1(τ, z)
∏
m>0,n≥0
l∈Z
(
1−Qmqnyl
)c(4nm−l2)
. (6.97)
One should recognize the infinite product in (6.97) as (the inverse of) the second quantized elliptic genus of
aK3 surface from the DMVV formula. Indeed, by (5.131) we have the following formula for the inverse of
the Igusa cusp form
1
χ10(Ω)
=
1
Qϕ10,1(τ, z)
∞∑
m=0
QmEllq,y(Hilb
m(K3)). (6.98)
The inverse of the Igusa cusp form is a meromorphic Siegel modular form of weight −10, and it plays a
leading role in the enumerative geometry ofK3× E [90].
We can also write χ10 as a Borcherd’s lift or multiplicative lift of the elliptic genus Ellq,y(K3)
χ10(Ω) = Qϕ10,1exp
(
−
∞∑
m=1
Qm
(
Ellq,y(K3)
∣∣Vm)). (6.99)
One can roughly think of a Borcherds lift [14] as the exponentiation of a Maass lift, up to a prefactor. To
summarize, χ10 is defined as the Maass lift of ϕ10,1, and has an infinite product representation. It is also the
Borcherds lift of Ellq,y(K3) and is clearly related to the second quantized elliptic genus of aK3 surface.
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Banana Manifold Partition Functions
In this final chapter, much of the background material presented previously will culminate in the original
results of this thesis. We study the enumerative geometry of the banana manifold and find surprising con-
nections to Hecke operators, Borcherds and Maass lifts, as well as Siegel modular forms. Let us briefly
summarize the results of the chapter, necessarily allowing some details and definitions to follow later. For
the reader’s convenience, we refer back to previous sections in the thesis containing the necessary back-
ground material.
The banana manifold Xban is a smooth projective Calabi-Yau threefold fibered over P1 with generic
fiber a smooth abelian surface. One can construct Xban as follows: let r : S → P1 be a generic rational
elliptic surface, and form the self-fibered product S ×P1 S. Because there are 12 singular fibers of r, each
of which is a nodal elliptic curve, there are 12 conifold singularities in the fibered product. All singularities
are contained in the diagonal∆ ⊂ S ×P1 S, which is a Weil divisor. We define the banana manifold to be
the full conifold resolution of singularities
Xban := Bl∆(S ×P1 S). (7.1)
Defining the natural projection π : Xban → P1, the smooth fibers are isomorphic to E × E, where E is a
smooth elliptic curve.
p
q
C2C1 C3
||
||
−
−
C3
C2C1
p
q
Figure 7.1: A banana configuration of curves
There are 12 singular fibers of π, each containing a banana configuration of curves – this consists of three
rational curves C1, C2, C3 all meeting in two distinct points p, q ∈ Xban (see Figure 7.1). The classes in
homology of C1, C2, C3 generate the three-dimensional lattice of fiber curve classes
Γ = ker(π∗) ⊂ H2(Xban,Z). (7.2)
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Let Q1, Q2, Q3 be formal variables tracking degrees along the three banana curves. It turns out there is a
change of variables (7.39) into those defined by
Q = e2πiσ, q = e2πiτ , y = e2πiz Ω :=
(
τ z
z σ
)
∈ H2 (7.3)
where Ω is an element of the Siegel upper-half plane H2 which we introduced in Section 6.3.1. For more
details on the geometry ofXban, see [18, 69, 70].
In this chapter, we will be studying the standard generating functions of Gromov-Witten, Donaldson-
Thomas, and Gopakumar-Vafa invariants of the banana manifold. These three curve-counting theories were
introduced in Sections 4.1, 4.2, and 4.3 respectively. In terms of variables tracking curve classes, we will
switch between Q1, Q2, Q3 and those defined in (7.3) related to the Siegel upper-half plane. The central
object in the construction of the relevant generating functions is the equivariant elliptic genus ofC2 (Section
5.5) which we denote in this chapter for convenience as
Φ0(τ, z, x) := Ellq,y(C
2; t). (7.4)
We will prove that Φ0 is a weak Jacobi form of weight 0 and matrix index. The Gopakumar-Vafa invariants
of Xban are encoded non-trivially into the coefficients of 12Φ0, and have the interesting property that they
depend for all genus only on the value of the quadratic form 4nm − l2, where classes (m,n, l) are those
tracked by the variablesQ, q, y.
As a corollary to a theorem of J. Bryan [18], we prove that under a change of variables, the Donaldson-
Thomas partition function of Xban restricted to the lattice of fiber classes Γ can be identified as the formal
Borcherds lift BL(−) of 12Φ0 (see Proposition 7.2.1)
ZDT(Xban)Γ = BL(12Φ0) =
∏
(m,n,l,k)>0
(
1−Qmqnyltk
)−12c(4nm−l2,k)
. (7.5)
The formal Borcherds lift is related to the second quantized equivariant elliptic genus of C2. We choose
to emphasize the Borcherds lift perspective because it is closely analogous to other models. For example,
Kawai-Yoshioka [64] write the topological string partition function of certainK3 fibrations as infinite prod-
ucts by Borcherds lifting a weight 0Weyl-invariant Jacobi form. In addition, the Borcherds lift of Ellq,y(K3)
– the unique weak Jacobi form of weight 0 and index 1 – gives the full Donaldson-Thomas partition func-
tion forK3× E as an infinite product [90]. Also, the formal Borcherds lift contains factors relevant to the
Donaldson-Thomaspartition function not encoded by the second quantized equivariant elliptic genus (7.35).
With this result in hand, we find very nice arithmetic and automorphic structure by passing to the
Gromov-Witten theory ofXban, assuming the GW/DT correspondence holds. The equivariant elliptic genus
admits the following Laurent expansion in the variable λ = 2πx, where t = eiλ
Φ0(τ, z, x) =
∞∑
g=0
λ2g−2ψ2g−2(τ, z). (7.6)
The functions ψ2g−2 are explicit weak Jacobi forms of weight 2g − 2 and index 1 given below (7.19).
Recalling the Maass lift ML(−) of weak Jacobi forms introduced in Section 6.2.3, one of our main results
is the following.
Theorem 7.0.1. For all genus g ≥ 2, the Gromov-Witten potential Fg of the banana manifold restricted to
fiber classes is the Maass lift of 12ψ2g−2
Fg(Ω) = ML(12ψ2g−2). (7.7)
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By results of H. Aoki, the Maass lift of a weak Jacobi form of weight k and index 1 is a meromor-
phic Siegel modular form of weight k and genus two. The image of the Maass lift is known as the Maass
‘Spezialcshar’ inside the ring of meromorphic Siegel modular forms of genus two. Following a suggestion
of G. Oberdieck, we combine our results with those of H. Aoki to conclude the following.
Theorem 7.0.2. For all genus g ≥ 2, the Gromov-Witten potentials Fg of Xban restricted to fiber classes
are meromorphic Siegel modular forms of weight 2g − 2 and genus two lying in the Maass ‘Spezialschar.’
Moreover, χg−110 Fg is a holomorphic Siegel modular form of genus two.
In Remark 7.3.2 we give a conjectural explanation in terms of mirror symmetry of why genus two Siegel
modular forms are arising as the Gromov-Witten potentials in this particular geometry.
For genus 2 ≤ g < 6, we are able to give a closed form expression for the potential Fg using derivatives
of the Weierstrass ℘-function. The result is a polynomial in the ratio χ12/χ10 as well as E4 and E6, where
these Siegel modular forms were defined in Section 6.3.4. The first few potentials are:
F2(Ω) =
1
240
χ12
χ10
F3(Ω) =
1
60480
(
5
(
χ12
χ10
)2
− 6 E4
)
F4(Ω) =
1
7257600
(
35
(
χ12
χ10
)3
− 63
χ12
χ10
E4 + 30E6
)
F5(Ω) =
1
319334400
(
175
(
χ12
χ10
)4
− 420
(
χ12
χ10
)2
E4 + 200
χ12
χ10
E6 + 42E8
)
.
(7.8)
The diagram below nicely summarizes our results in this chapter: the bottom corner shows the equiv-
ariant elliptic genus of C2 which is related to the Gopakumar-Vafa invariants, as we will show. The top left
corner shows the Donaldson-Thomas partition function, and the top right is essentially the Gromov-Witten
free energy. We regard the banana manifold as an interesting example whereby a weight zero automorphic
object encoding the Gopakumar-Vafa invariants (the elliptic genus) has standard arithmetic lifts producing
the Donaldson-Thomas and Gromov-Witten theories in fiber classes.
ZDT(Xban)Γ
∑∞
g=0 λ
2g−2ML(12ψ2g−2)
12Φ0(τ, z, x) =
∑∞
g=0 λ
2g−212ψ2g−2(τ, z)
(Asymptotic) GW/DT Corresopndence
Formal Borcherds Lift of 12Φ0 Maass Lift of the 12ψ2g−2
(7.9)
We will focus only on fiber classes, but O. Leigh has made progress on understanding the structure of
invariants incorporating section classes of the banana manifold [69, 70].
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7.1 Return to the Equivariant Elliptic Genus of C2
Asmentioned in our introductorydiscussion above, the central object in the analysis of the partition functions
of the banana manifold Xban will be the equivariant elliptic genus of C2. This was computed in (5.94) by
equivariant localization. Changing notations as indicated above, we recall the result here, along with a
definition of the Fourier coefficients
Φ0(τ, z, x) := Ellq,y(C
2; t) =
∑
n≥0
l,k∈Z
c(n, l, k)qnyltk
= y−1
∞∏
n=1
(1− yqn−1t)(1 − y−1qnt−1)(1 − yqn−1t−1)(1− y−1qnt)
(1− qn−1t)(1 − qnt−1)(1 − qn−1t−1)(1− qnt)
.
(7.10)
Here t is the equivariant parameter, and we will employ the change of variables t = e2πix. Notice that
Φ0 has a pole at t = 1 or equivalently, x = 0. This fact will prove to be meaningful in the enumerative
geometry, and should be thought of as a manifestation of the non-compactness of C2.
The equivariant elliptic genus Φ0 actually has automorphic properties. In order to understand these, we
must introduce the following notion of aweak Jacobi formofmatrix index [89]. LetL be a rational r×r sym-
metric matrix such that 2L is integral and has even diagonals. Choose variables w = (w1, . . . , wr) ∈ Cr,
and define the symmetric bilinear form 〈w,w′〉 = wtLw′ on Cr with associated quadratic formQ(w) =
〈w,w〉. Note that we allow L to be non-degenerate, which will be important.
Definition 7.1.1. Given L as above, a weak Jacobi form of weight k ∈ Z and matrix index L is a meromor-
phic function Φk : H× Cr → C satisfying the following modularity and ellipticity conditions
Φk
(
aτ + b
cτ + d
,
w
cτ + d
)
= (cτ + d)kexp
(
2πicQ(w)
cτ + d
)
Φk(τ,w) (7.11)
Φk
(
τ,w +ατ + µ) = exp
(
− 2πiτQ(α)− 4πi〈w,α〉
)
Φk(τ,w) (7.12)
for all
(
a b
c d
)
∈ SL2(Z), and α,µ ∈ Zr. We also require the existence of the Fourier expansion
Φk(τ,w) =
∞∑
n=0
∑
γ∈Zr
c(n,γ)qnζγ (7.13)
where q = e2πiτ and we define ζγ = ζγ11 · · · ζ
γr
r , where ζi = e
2πiwi .
An ordinary weak Jacobi form (see Definition 6.2.1) of weight k and indexm ∈ Z≥0 is a weak Jacobi
form of matrix index where L = (m) is a 1× 1 matrix and Q(z) = mz2 for all z ∈ C. When we refer to a
weak Jacobi form without mentioning a matrix index, we will mean an ordinary weak Jacobi form.
Recall from (6.42) that θ1 is a Jacobi form of weight
1
2 and index
1
2 . A straightforward calculation
comparing (6.42) and (7.10) verifies that the equivariant elliptic genus Φ0 can be written in the following
way
Φ0(τ, z, x) = −
θ1(τ, z + x)θ1(τ, z − x)
θ1(τ, x)2
. (7.14)
As a consistency check, because θ1(τ,−x) = −θ1(τ, x) we indeed have Φ0(τ, 0, x) = 1, which is the
topological Euler characteristic of C2. With this relationship, and using the known automorphic properties
of θ1 provided in (6.40) and (6.41), we can now prove the following proposition.
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Proposition 7.1.1. The equivariant elliptic genus Φ0(τ, z, x) of C2 is a weak Jacobi form of weight 0 and
matrix index
L =
(
1 0
0 0
)
. (7.15)
Before proving this assertion, let us comment on why this is a satisfying way to view Φ0. Recall from
Theorem 6.2.3 that the elliptic genus of a compact Calabi-Yau surface is a weak Jacobi form of weight 0 and
index 1. Indeed, Ellq,y(K3) is the unique (up to scale) weak Jacobi form of this type. The content of the
above proposition is that the equivariant elliptic genus of the non-compact Calabi-Yau surfaceC2 is a weight
zero weak Jacobi form (consistent with the compact case) and it is nearly of index 1 by (7.15), though it has
matrix index to account for the additional equivariant parameter. The equivariant elliptic genus was called
a “generalized weak Jacobi form” in [113], though it was not regarded as having matrix index.
Another reason which is not so transparent at the moment, is that there are a handful of models sharply
analogous to our proposal later in this chapter. The object playing the role of Φ0 in these models is a weight
0 automorphic object.
Proof. We will prove the proposition by directly verifying the modular (7.11) and elliptic (7.12) transfor-
mation laws of weak Jacobi forms using the modular (6.41) and elliptic (6.40) transformation laws of θ1.
We begin by noting that from (6.41) it is clear that Φ0(τ + 1, z, x) = Φ0(τ, z, x), which is the expected
transformation of a weak Jacobi form. We verify the transformation behavior under the other generator of
SL2(Z) with the following computation
Φ0
(
−
1
τ
,
z
τ
,
x
τ
)
= −
θ1
(
− 1τ ,
z+x
τ
)
θ1
(
− 1τ ,
z−x
τ
)
θ1
(
− 1τ ,
x
τ
)2
= exp
(
iπ
(z + x)2
τ
+ iπ
(z − x)2
τ
− 2πi
x2
τ
)
Φ0(τ, z, x) = exp
(
2πiz2
τ
)
Φ0(τ, z, x).
(7.16)
By (7.11) this is indeed how a weight zero weak Jacobi form should transform where the quadratic form
associated to the matrix (7.15) is Q(z, w) = z2. We now verify the elliptic transformation law as follows
Φ0
(
τ, z+α1τ + µ1, x+ α2τ + µ2
)
= −
θ1
(
τ, z + x+ τ(α1 + α2) + µ1 + µ2
)
θ1
(
τ, z − x+ τ(α1 − α2) + µ1 − µ2
)
θ1
(
τ, x+ τα2 + µ2
)2
= exp
(
− 2πi
(
τα21 + 2α1z
))
Φ0(τ, z, x).
(7.17)
By (7.12) this matches the expected transformation given the quadratic form associated to the matrix (7.15).
We have already mentioned the change of variables t = e2πix. To avoid dealing with factors of 2π, let
us define λ = 2πx. The Laurent expansion of Φ0(τ, z, x) in the variable λ will play a crucial role on the
Gromov-Witten side of our proposal. By computations of Zhao [114], this expansion takes the form
Φ0(τ, z, x) =
∞∑
g=0
λ2g−2ψ2g−2(τ, z) (7.18)
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where the ψ2g−2 are weak Jacobi forms of weight 2g − 2 and index 1 for all g ≥ 0. Modifying results of
[114] to match our conventions, they are given explicitly as
ψ2g−2(τ, z) = Θ
2(τ, z) ·


1, g = 0
℘(τ, z), g = 1
|B2g|
2g(2g − 2)!
E2g(τ), g ≥ 2
(7.19)
where B2g are the Bernoulli numbers, and where we recall that Θ2 presented in (6.45) is the unique (up
to scale) weak Jacobi form of weight -2 and index 1. In addition, by (6.54), Θ2℘ is an equivalent way of
writing the unique weak Jacobi form of weight 0 and index 1 up to scale. It is apparent from (7.19) that ψ0
does not fit the pattern held by all other ψ2g−2, a fact which arises in a sense due to the lack of modularity
of E2. For all g 6= 1, we have
ψ2g−2(τ, z) ∈ Θ
2(τ, z)M2g(Γ1), (g 6= 1).
Let us define the Fourier coefficients of ψ2g−2 by
ψ2g−2(τ, z) =
∑
n≥0,l∈Z
c2g−2(4n− l
2)qnyl. (7.20)
Because the ψ2g−2 are weak Jacobi forms of index 1, by Theorem 6.2.1 the Fourier coefficients depend only
on 4n− l2, as our notation suggests. Comparing (7.10) and (7.18), we clearly have the following relationship
between the Fourier coefficients c(n, l, k) of Φ0 and the c2g−2(4n− l2) for all n, l∑
g≥0
λ2g−2c2g−2(4n− l
2) =
∑
k∈Z
c(n, l, k)tk. (7.21)
Proposition 7.1.2. For all n, l, k, the coefficients c(n, l, k) depend only on 4n − l2 and k. Equivalently,
if 4n − l2 = 4n′ − l′2, then c(n, l, k) = c(n′, l′, k) for all k ∈ Z. In addition, c(n, l, k) vanishes unless
4n− l2 ≥ −1.
Proof. For the first claim, because the lefthand side of (7.21) explicitly depends only on 4n − l2 we must
have ∑
k∈Z
c(n, l, k)tk =
∑
k∈Z
c(n′, l′, k)tk.
But this implies that coefficients of corresponding powers of t agree, which proves the first statement. To
show the second claim, we again use (7.21) along with the fact that the coefficients c2g−2(4n − l2) vanish
unless 4n− l2 ≥ −1 since ψ2g−2 are index 1 weak Jacobi forms of even weight.
We therefore change notation, and denote the Fourier coefficients of Φ0 as c(4n − l2, k). We rewrite
equation (7.21) in the new notation∑
g≥0
λ2g−2c2g−2(4n− l
2) =
∑
k∈Z
c(4n− l2, k)tk (7.22)
as this relation will be crucial when we pass from the Donaldson-Thomas to the Gromov-Witten theory of
the banana manifold. We will make use of the following closed form expressions for c(4n− l2, k) for a few
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of the smallest values of 4n− l2. These can be computed directly from (7.10)
c(−1, k) =


0, k ≤ 0
− k, k > 0
c(0, k) =


0 k < 0
1, k = 0
2k, k > 0
(7.23)
In addition, we will also make use of the following explicit values for the constant coefficients of the Jacobi
forms ψ2g−2 which can be computed directly from (7.19)
c−2(0) = −2, c2g−2(0) = −2c2g−2(−1) = −
|B2g|
g(2g − 2)!
(g ≥ 2). (7.24)
7.1.1 The Formal Borcherds Lift of the Equivariant Elliptic Genus
In Section 6.2.3 we gave an introduction to the theory of Hecke operators acting on ordinary weak Jacobi
forms. An important part of our work will be applying the results of that section to Hecke operators acting
on the weak Jacobi forms ψ2g−2. This will come later but for now, we want to study their action on the
equivariant elliptic genus Φ0. Using Proposition 7.1.1 where we established that Φ0 is a weak Jacobi form
of weight 0 and matrix index, we need to slightly adjust the definitions and results on ordinary Jacobi forms
in an obvious way.
Definition 7.1.2. The action of the Hecke operator Vm on Φ0 form > 0 is defined by
(
Φ0
∣∣Vm) = 1
m
∑
ad=m
a>0
d−1∑
b=0
Φ0
(
aτ + b
d
, az, ax
)
. (7.25)
Notice this definition is the natural extension of (6.60) to matrix index Jacobi forms of weight 0. Form > 0,
it is straightforward to show that the action of Vm on a weak Jacobi form of weight k and matrix index L
produces a weak Jacobi form of the same weight k and matrix indexmL.
The following result is the natural generalization of Lemma 6.2.2 to the case of Φ0. We want give an
expression for the generating function of the Hecke operators in terms of the Fourier coefficients and the
polylogarithm defined in (6.12). We omit the proof since it is completely formal and identical to that of
Lemma 6.2.2.
Lemma 7.1.1. Let c(4n− l2, k) be the Fourier coefficients of the equivariant elliptic genus Φ0. We have
∞∑
m=1
Qm
(
Φ0
∣∣Vm) = ∑
m>0,n≥0,
l,k∈Z
c(4nm− l2, k)Li1(Q
mqnyltk). (7.26)
We must also define the Hecke operator V0 and its action on Φ0. Recall that this is more subtle (6.65),
and in the case of weight 0 one must be careful to not allow ill-defined terms proportional to ζ(1). We define(
Φ0
∣∣V0) := ∑
(n,l,k)>0
c(−l2, k)Li1(q
nyltk) (7.27)
where (n, l, k) > 0means either n > 0, or n = 0, l > 0, or n = l = 0, k > 0. This is completely analogous
to (6.65) in the case of weight 0.
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Definition 7.1.3. We define the formal Maass lift of Φ0 to be
ML(Φ0) :=
∞∑
m=0
Qm
(
Φ0
∣∣Vm) (7.28)
as well as the formal Borcherds lift of Φ0 to be the exponential of the Maass lift
BL(Φ0) = exp
(
ML(Φ0)
)
. (7.29)
We call these lifts “formal” as we cannot make conclusive claims about their automorphy.
Combining (7.26) and (7.27), the formal Maass lift of Φ0 is easily seen to take the following form
ML(Φ0) =
∑
(m,n,l,k)>0
c(4nm− l2, k)Li1(Q
mqnyltk) (7.30)
where we define the notation (m,n, l, k) > 0 to mean that any of the following hold
(i) m > 0 (ii) m = 0, n > 0 (iii) m = n = 0, l > 0 (iv) m = n = l = 0, k > 0. (7.31)
An immediate observation one should make from (7.30) is that because Li1(x) = − log(1 − x), the expo-
nential of the formal Maass lift of Φ0 can be written as an infinite product. Because the formal Maass lift
of an object of weight k contains Li1−k, this phenomenon is special to the case of weight 0. The upshot is
that the formal Borcherds lift of Φ0 can be written as
BL(Φ0) =
∏
(m,n,l,k)>0
(
1−Qmqnyltk
)−c(4nm−l2,k)
. (7.32)
It is this expression (raised to the power of 12) which we will soon prove to exactly coincide with the
Donaldson-Thomas partition function of the banana manifold after a simple change of variables.
7.1.2 Relation to Second Quantization and Analogy to χ10
We remark that the formal Borcherds lift (7.32) looks like an equivariant analog of the inverse of the Igusa
cusp form 1/χ10. The infinite product form of Gritsenko-Nikulin (6.96) gives
Qqy
χ10(Ω)
=
∏
(m,n,l)>0
(
1−Qmqnyl
)−c(4nm−l2)
(7.33)
where here, c(4nm − l2) are the Fourier coefficients of Ellq,y(K3). This looks nearly identical to (7.32)
replacing the elliptic genus of K3 with Φ0(τ, z, x) = Ellq,y(C2; t) and accounting for the equivariant pa-
rameter. The analogy is even tighter noting that bothK3 and C2 are Calabi-Yau surfaces, and both of their
elliptic genera are weight 0 weak Jacobi forms, of matrix index in the case of C2.
Recall that starting with the Gritsenko-Nikulin form (7.33), the inverse of the Igusa cusp form can be
written as a prefactor multiplied by the generating function of the elliptic genera of the Hilbert schemes of
points on aK3 surface. This was recorded in (6.98) which we recall here for convenience
1
χ10(Ω)
=
1
Qϕ10,1(τ, z)
∞∑
m=0
QmEllq,y
(
Hilbm(K3)
)
. (7.34)
The infinite sum above is known as the second quantization of the elliptic genusEllq,y(K3). By the following
proposition, BL(Φ0) has the same property.
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Proposition 7.1.3. The formal Borcherds lift of the equivariant elliptic genus of C2 can be written
BL(Φ0) = Z0(q, y, t)
∞∑
n=0
QnEllq,y
(
Hilbn(C2); t
)
Z0(q, y, t) =
M(1, t)2
M(y, t)
∞∏
n=1
M(qn, t)2
(1 − qn)M(qny, t)M(qny−1, t)
(7.35)
where M(x, t) =
∏∞
n=1(1 − xt
n)−n is the weighted MacMahon function. The infinite sum in the above
expression is called the second quantization of the equivariant elliptic genus Φ0.
Proof. By the result of Waelder (5.133) we know that the factors of the infinite product (7.32) withm > 0
produce the generating function of the equivariant elliptic genera of Hilbm(C2). We therefore must verify
that all the factors withm = 0 takes the desired form. Letting Z0(q, y, t) denote the product of these terms,
using (7.31) we see
Z0(q, y, t) =
∏
n≥1,
l,k∈Z
(
1− qnyltk
)−c(−l2,k)∏
k∈Z
(
1− ytk
)−c(−1,k)∏
k≥1
(
1− tk
)−c(0,k)
. (7.36)
Using the fact that c(4nm− l2, k) = 0 for 4nm− l2 < −1, as well as some values of the coefficients (7.23),
it is straightforward to see that Z0(q, y, t) takes the desired form.
Though the formal Borcherds lift is evidently very closely related to the second quantization of Φ0, the
prefactors combining to give Z0(q, y, t) are indeed important in the Donaldson-Thomas partition function
of the banana manifold. We therefore choose to emphasize the Borcherds lift in what follows. Note that the
second quantization of Φ0 is identified with the partition function of rank one (framed) instantons on C2.
7.2 Donaldson-Thomas Partition Function of the Formal Banana
Manifold
As we defined in (7.1), let Xban be the banana manifold, and let C1, C2, C3 be the banana curves. We will
denote by d = (d1, d2, d3) the classes d1C1+ d2C2+ d3C3 in the lattice of fiber classes Γ ⊂ H2(Xban,Z),
and we introduce formal variablesQ1, Q2, Q3 tracking degrees along the respective curves. The following
is a theorem of J. Bryan [18].
Theorem 7.2.1. The Donaldson-Thomas partition function of the banana manifoldXban restricted to fiber
classes is given by the infinite product
ZDT(Xban)Γ =
∏
d1,d2,d3≥0
∏
k∈Z
(
1−Qd11 Q
d2
2 Q
d3
3 t
k
)−12c(||d||,k)
(7.37)
where we require k ≥ 1 if d = (0, 0, 0). In this formula, ||d|| is the quadratic form
||d|| := 2d1d2 + 2d1d3 + 2d2d3 − d
2
1 − d
2
2 − d
2
3 (7.38)
and c(||d||, k) are the coefficients of the equivariant elliptic genus of C2, which we denote Φ0.
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Wewant to identify this Donaldson-Thomas partition function with the Borcherds lift of 12Φ0 presented
in (7.32). This will of course require changing variables from the geometric variablesQ1, Q2, Q3 toQ, q, y.
It turns out the correct change of variables is
Q = Q1Q3, q = Q2Q3, y = Q3. (7.39)
Proposition 7.2.1. Under the change of variables (7.39), the Donaldson-Thomas partition function (7.37)
can be written as the formal Borcherds lift of 12Φ0
ZDT(Xban)Γ = BL(12Φ0) =
∏
(m,n,l,k)>0
(
1−Qmqnyltk
)−12c(4nm−l2,k)
(7.40)
where we recall that the notation (m,n, l, k) > 0 was defined in (7.31).
Proof. A simple computation verifies that under the change of variables,
||d|| = 4nm− l2 ≥ −1. (7.41)
The second equality in (7.40) is simply the expression (7.32) of the formalBorcherds lift of 12Φ0. Therefore,
we have only to show that the infinite products are over the same ranges. Performing the change of variables
we clearly have
Qmqnyltk = Qm1 Q
n
2Q
l+m+n
3 t
k (7.42)
which motivates us to define d1 = m, d2 = n, and d3 = l+m+ n. The parameter t tracking holomorphic
Euler characteristic in Donaldson-Thomas theory is precisely the equivariant parameter of the elliptic genus.
Because n,m ≥ 0 it follows that d1, d2 ≥ 0.
We need to show that d3 ≥ 0. As we have defined it just above, this clearly holds if l ≥ 0, but l can
be negative. It turns out that the coefficients of Φ0 conspire to enforce the non-negativity of d3. To get a
contradiction, let us assume d3 < 0. This means there exists an integer ǫ ≥ 1 such that
d3 + ǫ = l +m+ n+ ǫ = 0. (7.43)
Solving for l, and using Proposition 7.1.2 we know that we must have
−1 ≤ 4nm− l2 = 4nm− (m+ n+ ǫ)2
= −(n−m)2 − ǫ2 − 2ǫ(n+m).
(7.44)
Because ǫ ≥ 1, the only way for this inequality to be satisfied is if ǫ = 1 and m = n = 0. But by (7.31),
this means l > 0 which contradicts our assumption. We therefore have d3 ≥ 0. Finally, if all di vanish, then
m = n = l = 0 which means k > 0, also by (7.31).
With this result in hand, we get the reduced Donaldson-Thomas partition function by simply omitting
option (iv) in the definition (7.31). Indeed, using (7.23) the degree zero terms combine to produceM(t)24
which is consistent with (4.97) noting that χ(Xban) = 24. We therefore get
Z ′DT(Xban)Γ =
∏
(m,n,l)>0
∏
k∈Z
(
1−Qmqnyltk
)−12c(4nm−l2,k)
. (7.45)
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7.3 The Automorphy of the Gromov-Witten Potentials
Using the results detailed above, and assuming the GW/DT correspondence holds for the banana manifold
Xban, the goal of this section is to prove that the Gromov-Witten potentials are Siegel modular forms and to
compute them explicitly for g < 6. We will do this by identifying the genus g potential as the Maass lift of
12ψ2g−2 appearing in the expansion (7.18) of Φ0. Recall that the ψ2g−2 are weak Jacobi forms of weight
2g − 2 and index 1, and are shown explicitly in (7.19). We will rely heavily on the results of Section 6.2.3
where we studied Maass lifts and Hecke operators on ordinary weak Jacobi forms.
Throughout this section we will assume the GW/DT correspondence holds for the banana manifold, and
we will use the results above on the Donaldson-Thomas theory. There is one major subtlety to contend with
– the GW/DT correspondence only relates the two reduced partition functions, whereas the degree zero
contributions will play a non-trivial role in our proposal. We therefore must exercise caution when passing
from Donaldson-Thomas to Gromov-Witten theory.
We recall from (4.50) the form of the degree zero contributions to the Gromov-Witten potentials of the
banana manifold in genus g ≥ 2
F (0)g =
1
2
|B2g|
2g
B2g−2
2g − 2
χ(X)
(2g − 2)!
=
12
(2g − 2)!
|B2g|
2g
B2g−2
2g − 2
(7.46)
which we will need for the following proposition. In the second equality we have used that χ(Xban) = 24.
Let us also record the results of applying (6.74) to the Maass lift of 12ψ2g−2
ML(12ψ2g−2) =


− 12ζ(3) +
∑
(m,n,l)>0
12c−2(4nm− l
2)Li3(Q
mqnyl), g = 0
∑
(m,n,l)>0
12c0(4nm− l
2)Li1(Q
mqnyl), g = 1
F (0)g +
∑
(m,n,l)>0
12c2g−2(4nm− l
2)Li3−2g(Q
mqnyl), g ≥ 2
(7.47)
where c2g−2(4nm − l2) are the Fourier coefficients. The constant terms in the above formula were easily
computed using (7.24) and (6.66).
Proposition 7.3.1. Applying the change of variables t = eiλ, we have the following equality
∞∑
g=0
λ2g−2ML(12ψ2g−2) = −
12ζ(3)
λ2
+
∞∑
g=2
λ2g−2F (0)g + logZ
′
DT(Xban)Γ (7.48)
in the ring λ−2R(y)y↔y
−1
Jλ2, Q, qK. The coefficients are all in Q except for the term with the irrational
number ζ(3). Here, Z ′DT(Xban)Γ is the reduced Donaldson-Thomas partition function given in (7.45).
Proof. We begin by taking the logarithm of the reduced partition function in (7.45)
logZ ′DT(Xban)Γ =
∑
(m,n,l)>0
∑
k∈Z
−12c(4nm− l2, k) log
(
1−Qmqnyltk
)
=
∑
(m,n,l)>0
∑
k∈Z
12c(4nm− l2, k)Li1
(
Qmqnyltk
)
=
∑
(m,n,l)>0
∑
k∈Z
12c(4nm− l2, k)
∞∑
h=1
1
h
Qmhqnhylhtkh.
(7.49)
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We can perform the sum over k ∈ Z using (7.22), which results in
logZ ′DT(Xban)Γ =
∑
(m,n,l)>0
∞∑
h=1
1
h
Qmhqnhylh
∞∑
g=0
(hλ)2g−212c2g−2(4nm− l
2)
=
∞∑
g=0
λ2g−2
∑
(m,n,l)>0
12c2g−2(4nm− l
2)Li3−2g(Q
mqnyl).
(7.50)
By (7.47) we know the form of ML(12ψ2g−2) from which we can compute
∞∑
g=0
λ2g−2ML(12ψ2g−2) =
−
12ζ(3)
λ2
+
∞∑
g=2
λ2g−2F (0)g +
∞∑
g=0
λ2g−2
∑
(m,n,l)>0
12c2g−2(4nm− l
2)Li3−2g(Q
mqnyl)
= −
12ζ(3)
λ2
+
∞∑
g=2
λ2g−2F (0)g + logZ
′
DT(Xban)Γ
(7.51)
which completes the proof.
There are a few important observations to make at this stage. Notice that the righthand side of (7.48) is
very close to the Gromov-Witten free energy FGW(Xban)Γ. Indeed, the GW/DT correspondence says that
F ′GW(Xban)Γ = logZ
′
DT(Xban)Γ (7.52)
under the change of variables t = eiλ. For g ≥ 2, the degree zero contributions are all accounted for in
the righthand side of (7.48). The degree zero contributions for g = 0 and g = 1 are not constants and are
naturally not incorporated. The GW/DT correspondence in the presence of degree zero contributions only
gives an asymptotic equivalence. Therefore, by Proposition 7.3.1 we know the following.
Theorem 7.3.1. Assuming the GW/DT correspondence holds for the formal banana manifold, we have the
equivalences
exp
( ∞∑
g=0
λ2g−2ML(12ψ2g−2)
)
∼ ZGW(Xban)Γ ∼M(e
iλ)12Z ′DT(Xban)Γ (7.53)
under the change of variables t = eiλ. The precise meaning of the equivalence∼ is as follows: the logarithm
of all three quantities has an expansion in Q, q, y as well as a Laurent expansion in λ with only a second
order pole. For terms non-constant in at least one of Q, q, y, ∼ is an equality of series in λ. For terms
constant in all of Q, q, y, ∼ is an equality of the λ-expansions in order λ2 and above.
Remark 7.3.1. Despite the fact that it is forgotten in the above asymptotic equivalences, the term propor-
tional to ζ(3) in ML(ψ−2) is well-known to arise in the asymptotic expansion (4.52) of the logarithm of the
MacMahon functionM(eiλ). Though it is mysterious from an enumerative point of view.
7.3.1 The Gromov-Witten Potentials as Siegel Modular Forms
Using Theorem 7.3.1, we can relate the Maass lift of 12ψ2g−2 with the genus g Gromov-Witten potential of
the banana manifoldXban in the variablesQ, q, y. This is already an interesting arithmetic property, despite
not yet expressing the full automorphy.
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Corollary 7.3.1. Assuming the GW/DT correspondence for Xban, we identify the Gromov-Witten potential
Fg for g ≥ 2 as the Maass lift of 12ψ2g−2
Fg(Q, q, y) = ML(12ψ2g−2) (7.54)
where ML(12ψ2g−2) is shown in (7.47). For g = 1, the Maass lift of 12ψ0 is the reduced potential F
′
1, but
of course does not encode the degree zero terms. Moreover, we have the formula
F ′1(Q, q, y) = ML(12ψ0) =
1
2
log
(
Qqy
χ10
)
. (7.55)
For g = 0, the Maass lift ML(12ψ−2) encodes the full genus zero Gromov-Witten potential outside some
degree zero terms – it certainly encodes all non-degree zero terms, as well as the term proportional to ζ(3)
which is well-known to arise in genus zero Gromov-Witten theory.
Proof. The statements for g = 0 and g ≥ 2 follow directly from Theorem 7.3.1 while for g = 1, we need a
short computation. Also by Theorem 7.3.1 we know
F ′1(Q, q, y) = ML(12ψ0) =
∑
(m,n,l)>0
12c0(4nm− l
2)Li1(Q
mqnyl) (7.56)
where the second equality follows from (7.47). But we have
12ψ0(τ, z) = 12Θ
2(τ, z)℘(τ, z) =
1
2
Ellq,y(K3). (7.57)
The claim then follows immediately from (7.33).
We saw in Section 6.3.3 that the Maass lift of a holomorphic Jacobi form of positive weight and index
1 is a holomorphic Siegel modular form of genus two. Recall that M∗(Γ2) is the graded ring of Siegel
modular forms of genus two, and theMaass ‘Spezialschar’ is the image inM∗(Γ2) of the Maass lift. From
(7.47) it is clear that we are interested in the Maass lift of weak (not holomorphic) Jacobi forms of positive
even weight and index 1. By results of Hiroki Aoki [2, 3] we still get Siegel modular forms of genus two,
though they are meromorphic. I am extremely grateful [88] to Georg Oberdieck for initially pointing out to
me that the Maass lift of a weak Jacobi form should still be a Siegel modular form, as well as to Hiroki Aoki
for graciously discussing the following result of his.
Theorem 7.3.2 (H. Aoki [2, 3]). Let ϕ ∈ Jwk,1 be a weak Jacobi form of even weight k > 0 and index 1. The
Maass lift ML(ϕ) is a meromorphic Siegel modular form of weight k and genus two. We get an isomorphism
of vector spaces
Jwk,1
∼
−→
{
Maass ‘Spezialschar’
}
⊂ M˜k(Γ2) (7.58)
where M˜k(Γ2) is the vector space of meromorphic Siegel modular forms of weight k and genus two, and
the Maass ‘Spezialschar’ is the image of the Maass lift.
Combining our results above with those of Aoki, we have the following remarkable conclusion on the
automorphy of the Gromov-Witten potentials.
Corollary 7.3.2. For all g ≥ 2 the Gromov-Witten potentials of the banana manifoldXban
Fg(Ω) = ML(12ψ2g−2) =
∞∑
m=0
Qm
(
12ψ2g−2
∣∣Vm) (7.59)
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are meromorphic Siegel modular forms of weight 2g− 2 and genus two, where Ω is an element of the Siegel
upper-half plane related to Q, q, y as in (7.3). In other words, the genus g Gromov-Witten potential is an
element of the Maass ‘Spezialschar’ inside of M˜2g−2(Γ2).
Remark 7.3.2. We can interpret Corollary 7.3.2 using mirror symmetry. The Gromov-Witten potentials are
functions of Q1, Q2, Q3 (or Q, q, y) which are coordinates on the Ka¨hler moduli space of Xban. Under the
mirror correspondenceQ, q, y are interpreted as coordinates on the moduli space of complex structures on
the mirror X˜ban. But genus two Siegel modular forms are sections of line bundles over the moduli space of
genus two curves. As a consequence, and since we are only using fiberwise Ka¨hler parameters, we conjecture
that the moduli space of complex structures on X˜ban contains a subspace isomorphic to the moduli space of
genus two curves. Indeed, it has been shown that the mirror of a local banana configuration is a genus two
curve [60].
We will spend much of the remainder of this section attempting to understand precise features of the Fg
as meromorphic Siegel modular forms. The first step is to understand exactly what the denominator of the
meromorphic function is. To do this, we note that for g ≥ 2 the weight 2g − 2 is positive so we can use
(6.70) to compute the action of the Hecke operator V0 on 12ψ2g−2. In the case of g = 2, by (6.71) we have
(
12ψ2
∣∣V0) = 12c2(−1)℘(τ, z) = 1
20
℘(τ, z) (7.60)
where we use the coefficients recorded in (7.24). Since the constant term of ℘ is 112 , one should note that
the constant term above agrees with the degree zero Gromov-Witten term F (0)2 in (7.46). For g ≥ 3,
(
12ψ2g−2
∣∣V0) = −12c2g−2(0) B2g−2
2(2g − 2)
E2g−2(τ) + 12c2g−2(−1)℘
(2g−4)(τ, z)
= F (0)g E2g−2(τ) +
6|B2g|
g(2g − 2)!
℘(2g−4)(τ, z).
(7.61)
Remark 7.3.3. In writing Fg(Ω) = ML(12ψ2g−2), it is clear that the degree zero term F
(0)
g must come
entirely from
(
12ψ2g−2
∣∣V0). Indeed, one can check from (7.60) and (7.61) that the constant terms agree
with F
(0)
g recorded in (7.46).
Because ℘(2g−4) is a meromorphic Jacobi form of weight 2g − 2 and index 0, we see from (7.60) and
(7.61) that for g ≥ 2,
(
12ψ2g−2
∣∣V0) is also a meromorphic Jacobi form of weight 2g − 2 and index 0. It is
this fact which allows one to determine the denominators of Fg in the following lemma.
Lemma 7.3.1 (H. Aoki [3], Sec. 3.4). For all g ≥ 2, the denominator of the Gromov-Witten potential Fg
is χg−110 . In other words,
Sg(Ω) := χ
g−1
10 Fg(Ω) ∈M12g−12(Γ2) (7.62)
is a holomorphic Siegel modular form of weight 12g − 12 and genus two. We therefore have for g ≥ 2
Fg(Ω) ∈
1
χg−110
M12g−12(Γ2) ⊂ M˜2g−2(Γ2). (7.63)
Recall from Theorem 6.3.3 that Igusa proved the ringM2∗(Γ2) of Siegel modular forms of even weight
and genus two is generated freely over C by χ12, χ10, E4, and E6. Therefore, the power of the above lemma
is evidently that only a finite number of computations are needed to determine Sg explicitly in the ring
M2∗(Γ2). However, these computations are not so easy to carry out for large g.
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By (7.62), the lowest power of Q appearing in the Fourier-Jacobi expansion of Sg is Qg−1 from which
we can at least conclude
Sg(Ω) =
∑
i+j≥g−1
fi,j(E4, E6)χ
i
10χ
j
12 (7.64)
where fi,j(E4, E6) is a holomorphic Siegel modular form of weight 12(g−j−1)−10iwhich is a polynomial
in E4 and E6. In other words, the Fourier-Jacobi expansion of Sg indicates that it must consist of a sum of
monomials having at least g − 1 factors of the cusp forms χ10 and χ12. The following lemma can be easily
checked directly.
Lemma 7.3.2. For 2 ≤ g < 6, the sum in (7.64) is over i+ j = g − 1. In other words, we have
Sg(Ω) =
g−1∑
k=0
fk(E4, E6)χ
k
10χ
g−1−k
12 (7.65)
where fk is a Siegel modular form of weight 2k which is a polynomial in E4 and E6. It follows that the
Gromov-Witten potential in such genera is a polynomial in χ12/χ10, E4, and E6
Fg(Ω) =
g−1∑
k=0
fk(E4, E6)
(
χ12
χ10
)g−1−k
. (7.66)
It turns out that for genus 2 ≤ g < 6, the forms (7.61) and (7.60) of
(
12ψ2g−2
∣∣V0) allow us to determine
the polynomial explicitly. Using the well-known formula
℘(1)(τ, z)2 = 4℘(τ, z)3 −
1
12
E4(τ)℘(τ, z) +
1
216
E6(τ) (7.67)
it is straightforward to show the following lemma.
Lemma 7.3.3. For all g ≥ 2 there exists a weighted homogeneous polynomialPg(X,Y, Z) of degree 2g−2
with weight 2 inX , weight 4 in Y , and weight 6 in Z such that
℘(2g−4)(τ, z) = Pg
(
12℘,E4, E6
)
. (7.68)
In other words, all even derivatives of the Weierstrass ℘-functions can be expressed as a polynomial in ℘,
E4, and E6. The first few examples are given by
P2(X,Y, Z) =
1
12
X
P3(X,Y, Z) =
1
24
(
X2 − Y
)
P4(X,Y, Z) =
1
72
(
5X3 − 9XY + 4Z
)
P5(X,Y, Z) =
1
144
(
35X4 − 84X2Y + 40XZ + 9Y 2
)
.
(7.69)
Theorem 7.3.3. First for genus g = 2, the Gromov-Witten potential of the banana manifold is the following
meromorphic Siegel modular form of genus 2 and weight 2
F2(Ω) =
1
240
χ12
χ10
. (7.70)
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For g = 3, 4, 5, the Gromov-Witten potentials are meromorphic Siegel modular forms of weight 2g−2 given
by the formula
Fg(Ω) = F
(0)
g E2g−2 +
6|B2g|
g(2g − 2)!
Pg
(
χ12
χ10
, E4, E6
)
(7.71)
where the F
(0)
g are the degree zero contributions to the Gromov-Witten potentials (7.46). Explicitly, we have
F3(Ω) =
1
60480
(
5
(
χ12
χ10
)2
− 6 E4
)
F4(Ω) =
1
7257600
(
35
(
χ12
χ10
)3
− 63
χ12
χ10
E4 + 30E6
)
F5(Ω) =
1
319334400
(
175
(
χ12
χ10
)4
− 420
(
χ12
χ10
)2
E4 + 200
χ12
χ10
E6 + 42E8
)
.
(7.72)
Proof. The method of the proof is to use the known form (7.66) of the Fg , apply the Siegel operator Φ
defined in (6.84) to produce the Q0 coefficient in the Fourier-Jacobi expansion, and require this to agree
with the known formulas (7.60) and (7.61) for
(
12ψ2g−2
∣∣V0). We will use the relationship between the
Weierstrass ℘-function and the Jacobi cusp forms
℘(τ, z) =
1
12
ϕ12,1(τ, z)
ϕ10,1(τ, z)
. (7.73)
In the case of g = 2, we know from (7.66) that the Gromov-Witten potential takes the form
F2(Ω) =
1∑
k=0
fk(E4, E6)
(
χ12
χ10
)1−k
= c
χ12
χ10
(7.74)
for a constant c. We cannot have a term f1(E4, E6) because it would have to have weight 2. Applying the
Siegel operator, we find
Φ(F2) = c
ϕ12,1(τ, z)
ϕ10,1(τ, z)
= 12 c ℘(τ, z). (7.75)
But since we must have Φ(F2) =
(
12ψ2
∣∣V0), we know from (7.60) that c = 1/240. This completes the
proof in the case of g = 2.
For g = 3, 4, 5 we know the Gromov-Witten potentials take the form presented in (7.66), and we apply
the Siegel operator to get
Φ(Fg) =
g−1∑
k=0
fk(E4, E6)(12℘)
g−1−k. (7.76)
This is a weighted-homogeneous polynomial of degree 2g − 2 in 12℘,E4, and E6 with weights 2, 4, 6
respectively. By (7.61), since g > 2 we must have
Φ(Fg) =
(
12ψ2g−2
∣∣V0) = F (0)g E2g−2(τ) + 6|B2g|g(2g − 2)!℘(2g−4)(τ, z). (7.77)
Using the definition℘(2g−4)(τ, z) = Pg(12℘,E4, E6) of Pg in (7.68), this uniquely fixes the fk and verifies
that Fg takes the form (7.71) as claimed.
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7.3.2 Symmetries of the Gromov-Witten Potentials
Because they are more convenient for studying the Hecke operators andMaass lifting, we have been working
with the Q, q, y variables for some time. However, recall that the geometric variables on the banana curves
areQ1, Q2, Q3 with the relationship given by (7.39). Applying the change of variables, from (7.47) and the
definition of the polylogarithm, it is easy to see that the Gromov-Witten potentials in the geometric variables
for genus g ≥ 2 are given by
Fg(Q1, Q2, Q3) = F
(0)
g +
∑
d1,d2,d3≥0
(d1,d2,d3) 6=(0,0,0)
12c2g−2(||d||)
∞∑
r=1
r2g−3Qrd11 Q
rd2
2 Q
rd3
3 (7.78)
where the quadratic form ||d|| was defined in (7.38). From this formula above, we can extract the Gromov-
Witten invariants for all classes d 6= (0, 0, 0). We find
GWg,d(X) =
∑
r|(d1,d2,d3)
r>0
r2g−312c2g−2
(
||d||
r2
)
. (7.79)
(The invariants for g = 0, 1 of course look similar, but we will not discuss them here due to the subtleties
in degree zero.)
Notice that the Gromov-Witten invariants depend on not only the value of the quadratic form, but also
the divisibility of the class. We will soon find that the Gopakumar-Vafa invariants on the other hand, depend
only on the quadratic form. In either set of variables, the Gromov-Witten invariants exactly match the form
(6.89) for the Fourier coefficients of an object in the Maass ‘Spezialschar.’ This is of course to be expected
from our results in the previous section.
There are geometrical symmetries of the formal banana manifold which should induce symmetries of
the Gromov-Witten potentials in the variablesQ1, Q2, Q3. The banana curves are each identical inXban, so
there is an obvious S3-symmetry permuting theQi. Less obvious, one can perform a flop through the curve
C3 which should yield a symmetry of the potentials under the transformation(
Q1, Q2, Q3
)
7−→
(
Q1Q
2
3, Q2Q
2
3, Q
−1
3
)
. (7.80)
By the permutation symmetry, one can of course equally well flop through the two other banana curves.
It turns out that in theQ, q, y variables, these symmetries come for free after identifying the Fg as Siegel
modular forms. There is a natural embeddingGL2(Z) →֒ Sp4(Z) defined by
M 7−→
(
M 0
0 (M−1)T
)
. (7.81)
By (6.78), the resulting action on the Siegel upper-half plane H2 is by the adjoint action
Ω 7−→MΩMT , Ω =
(
τ z
z σ
)
∈ H2 (7.82)
where we recall the standard conventionsQ = e2πiσ, q = e2πiτ , and y = e2πiz . Since det(M) = ±1, if F
is a genus two Siegel modular form of even weight, we have by (6.80)
F (MΩMT ) = F (Ω). (7.83)
Therefore, all even weight genus two Siegel modular forms have a GL2(Z) invariance acting by the adjoint
action on the Siegel upper-half plane. In fact, because the action is by the adjoint, −1 clearly acts trivially,
so we get a PGL2(Z) invariance. The proof of the following proposition is an easy check.
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Proposition 7.3.2. Let us write GL2(Z) with the following set of ordered generators
GL2(Z) = 〈γ1, γ2, γ3〉 :=
〈(
1 0
0 −1
)
,
(
0 1
1 0
)
,
(
1 −1
0 −1
)〉
. (7.84)
Under the change of variables (7.39), the adjoint action of γ1 on the Siegel upper-half plane H2 induces the
flop transformation (7.80). The adjoint action of γ2 on H2 induces the permutation(
Q1, Q2, Q3
)
7−→
(
Q2, Q1, Q3
)
(7.85)
and the adjoint action of γ3 on H2 induces another permutation(
Q1, Q2, Q3
)
7−→
(
Q3, Q2, Q1
)
. (7.86)
Therefore, identifying the Gromov-Witten potentialFg for g ≥ 2, as an even weight genus two Siegel modular
form, the S3 and flop symmetries of Fg correspond to the adjoint action of PGL2(Z) on H2.
Equivalently, we can define a rank three lattice
(
V, ||d||
)
generated by the banana curvesC1, C2, C3 and
interpret the γi as lattice automorphisms (automorphisms of V , preserving ||d||). From this perspective, the
action of the γi on the generators is
γ1 :
(
C1, C2, C3
)
7−→
(
C1 + 2C3, C2 + 2C3,−C3
)
γ2 :
(
C1, C2, C3
)
7−→
(
C2, C1, C3
)
γ3 :
(
C1, C2, C3
)
7−→
(
C3, C2, C1
)
.
(7.87)
7.4 The Gopakumar-Vafa (BPS) Invariants
Recall from (4.110) and the surrounding discussion that if the Donaldson-Thomas partition function is writ-
ten as an infinite product, then there is a nice relationship between the Gopakumar-Vafa invariants and the
exponents in the product. We use the Donaldson-Thomas partition functionZDT(Xban)Γ computed in (7.37)
and recall that a fiber class in the banana manifold is described as d = (d1, d2, d3) with quadratic form
||d|| = 2d1d2 + 2d1d3 + 2d2d3 − d
2
1 − d
2
2 − d
2
3. (7.88)
We therefore have for all fiber classes d 6= (0, 0, 0)
∞∑
g=0
ng,||d||(Xban)
(
t
1
2 + t−
1
2
)2g−2
=
∑
k∈Z
12c(||d||, k)(−t)k (7.89)
where ng,||d||(Xban) are the Gopakumar-Vafa invariants of the banana manifold Xban in fiber classes, and
c(||d||, k) are the coefficients of the equivariant elliptic genus of C2.
Corollary 7.4.1. The Gopakumar-Vafa invariants of Xban in fiber classes d depend only on the quadratic
form ||d||. In particular, they do not depend on the divisibility of the class.
This is an unusual property of Xban, which also holds for a local K3 surface by the Katz-Klemm-Vafa
conjecture from physics [63], proved by Pandharipande-Thomas [94].
Using the change of variables (7.39), we can equivalently give a fiber class d in terms of Ka¨hler param-
eters (m,n, l) corresponding to variablesQ, q, y. The quadratic form transforms as
||d|| = 4nm− l2. (7.90)
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Corollary 7.4.2. The Gopakumar-Vafa invariants ofXban are encoded into the equivariant elliptic genus of
C2 as follows ∑
a,g≥0,l∈Z
1
12ng,4a−l2(Xban)q
ayl
(
t
1
2 + t−
1
2
)2g−2
= Ellq,y(C
2;−t). (7.91)
Proof. First re-write (7.89) replacing ||d|| with 4nm − l2. Noting that 4nm − l2 only depends on n,m
through a = nm, we let q be a formal parameter tracking a ≥ 0, and y a formal parameter tracking l ∈ Z.
Multiplying both sides of (7.89) by qayl and summing over the parameter values, we have∑
a,g≥0,l∈Z
1
12ng,4a−l2(Xban)q
ayl
(
t
1
2 + t−
1
2
)2g−2
=
∑
a≥0
l,k∈Z
c(4a− l2, k)qayl(−t)k. (7.92)
The righthand side is precisely Ellq,y(C2;−t), which completes the proof.
Let us now return to the diagram presented in the introduction, which we now are able to understand
fully.
ZDT(Xban)Γ
∑∞
g=0 λ
2g−2ML(12ψ2g−2)
12Φ0(τ, z, x) =
∑∞
g=0 λ
2g−212ψ2g−2(τ, z)
(Asymptotic) GW/DT Corresopndence
Formal Borcherds Lift of 12Φ0 Maass Lift of the 12ψ2g−2
(7.93)
The top left corner shows the Donaldson-Thomas partition function, which by (7.40) we identify as the
formal Borcherds lift of the equivariant elliptic genus Φ0(τ, z, x) = Ellq,y(C2; t). The top right corner
shows the generating function of the Maass lifts of the ψ2g−2 which by (7.53) is essentially the Gromov-
Witten free energy. The two corners are related by the GW/DT correspondence, which is technically only
an asymptotic statement since the degree zero contributions are important in this case. Finally, the bottom
corner shows Φ0 which by the above discussion, gives rise to the Gopakumar-Vafa invariants as in (7.91).
Remark 7.4.1. It has long been expected that theGopakumar-Vafa invariants underly both of theDonaldson-
Thomas and Gromov-Witten theories on a Calabi-Yau threefold. We regard diagram (7.93) as an nice illus-
tration of this whereby a modular object encoding the Gopakumar-Vafa invariants produces the Donaldson-
Thomas and Gromov-Witten partition functions via nice arithmetic lifting procedures.
Performing the change of variables t = eiλ in (7.91), it is a straightforward simplification to see that
∑
n,g≥0,l∈Z
1
12ng,4n−l2(Xban)q
nylλ2g−2
(
2 sin(λ/2)
λ
)2g−2
=
∞∑
g=0
λ2g−2ψ2g−2(τ, z) (7.94)
where for the righthand side, we have used that Φ0(τ, z, x) = Ellq,y(C2; t) admits the λ-expansion (7.18).
Recall that the weak Jacobi forms ψ2g−2 for all g ≥ 0 are shown in (7.19). By equating corresponding
powers of λ on each side, we can produce formulas for the fixed-genus generating functions∑
n≥0,l∈Z
1
12ng,4n−l2(Xban)q
nyl
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for all genus as a linear combination of the ψ2g−2. The results up to genus g = 5 are as follows
∑
n≥0,l∈Z
1
12ng,4n−l2(Xban)q
nyl =


Θ2 g = 0
Θ2
(
℘− 112
)
g = 1
Θ2
240
(
E4 − 1
)
g = 2
Θ2
288
(
E6
21 +
E4
10 −
31
210
)
g = 3
Θ2
864
(
E8
200 +
E6
42 +
E4
25 −
289
4200
)
g = 4
Θ2
3840
(
E10
1386 +
E8
180 +
E6
54 +
E4
35 −
317
5940
)
g = 5
(7.95)
These quantities are evidently weak Jacobi forms of index 1, but of non-homogeoeous weight. We will
return to these formulae shortly.
Though it is an interesting structural result in the theory, the fact that the Gopakumar-Vafa invariants
depend only on the value of the quadratic form (7.90) means that formulae such as (7.91) and (7.95) contain a
lot of redundancy. The quadratic form can only take values−1, 0 (mod 4), so we can find a pair of one-index
families of classes taking each value of the quadratic form once. In the Ka¨hler parameters d = (d1, d2, d3),
we choose for n ≥ 0
(d1, d2, d3) = (1, n, n), ||d|| = 4n− 1 ≡ −1 (mod 4)
(d1, d2, d3) = (1, n, n+ 1), ||d|| = 4n ≡ 0 (mod 4).
(7.96)
Under the change of variables (7.39), these classes correspond to
(m,n, l) = (1, n, 1), 4nm− l2 = 4n− 1 ≡ −1 (mod 4)
(m,n, l) = (1, n, 0), 4nm− l2 = 4n ≡ 0 (mod 4)
(7.97)
meaning we can restrict attention to just coefficients of y0 and y1, with the power of q parameterizing the
value of the quadratic form.
Returning to formulae (7.95), let us consider the coefficient of qn or qny, depending on whether the
quadratic form is even or odd. One can check that in (7.95) for g ≥ 2, as the genus increases the coefficients
of the Eisenstein series conspire to eventually make the coefficient of qn or qny vanish. In other words, as
the genus increases, the lowest power of q in the quantities (7.95) does as well. We are observing that for a
fixed class, the Gopakumar-Vafa invariants vanish for large enough genus.
In fact, there are some very nice features and patterns in the Gopakumar-Vafa invariants. Let us now use
(7.95) to present them numerically, differentiating quadratic form values 4n and 4n− 1.
1
12ng,4n−1(X) g = 0 g = 1 g = 2 g = 3 g = 4 g = 5 g = 6
n = 0 1 0 0 0 0 0 0
n = 1 8 -6 1 0 0 0 0
n = 2 39 -46 17 -2 0 0 0
n = 3 152 -242 139 -34 3 0 0
n = 4 513 -1024 800 -304 56 -4 0
n = 5 1560 -3730 3683 -1912 548 -82 5
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1
12ng,4n(X) g = 0 g = 1 g = 2 g = 3 g = 4 g = 5 g = 6
n = 0 -2 1 0 0 0 0 0
n = 1 -12 10 -2 0 0 0 0
n = 2 -56 72 -30 4 0 0 0
n = 3 -208 352 -220 60 -6 0 0
n = 4 -684 1434 -1194 492 -100 8 0
n = 5 -2032 5056 -5252 2908 -902 148 -10
Let us record some of the notable features of these invariants. As we will discuss in more detail below, the
classes with quadratic form value 4n deform into the smooth fibers while those taking value 4n−1 are fixed
within the singular fibers.
• Notice from the above tables, that for n ≥ 1 both for classes which deform into the smooth fibers and
those that do not, we have the following very simple expression for the maximal genus as a function
of n
gmax = n+ 1. (7.98)
For the classes which deform into the smooth fibers, this evidently holds for n = 0 as well.
• Again for n ≥ 1, in both cases the corresponding Gopakumar-Vafa invariant in the maximal genus
exhibit the following behavior
1
12ngmax,4n−1(Xban) = (−1)
n+1n, 112ngmax,4n(Xban) = (−1)
n2n. (7.99)
• For a fixed genus, the Gopakumar-Vafa invariants have the same sign for all n whereas for a fixed
class, the finitely many invariants alternate in sign as one increases the genus.
7.5 The Perspective from the Smooth Fibers
The smooth fibers of the banana manifold can all be identified as the productE × E of some elliptic curve
with itself. We choose the following ordered set of generators for the Neron-Serveri group
NS(E × E) =
〈
E1, E2, E3 := ∆− E1 − E2
〉
∼= Z3 (7.100)
where E1 and E2 are the classes corresponding to the two factors in the product while∆ is the class of the
diagonal. The Neron-Severi group is isomorphic to Z3 as an abelian group but the intersection form gives
it the structure of a rank-three lattice. The square of the class β = mE1 + nE2 + ξE3 is easily computed
to be
β2 = 2nm− 2ξ2 (7.101)
since E1 and E2 are orthogonal to E3, and E23 = −2. We will see that it is not coincidental that β
2 looks
similar to the quadratic form 4mn− l2 in the variablesQ, q, y. We additionally have the anti-diagonal class
∆op, which in terms of the generators is
∆op = 2E1 + 2E2 −∆. (7.102)
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Recall that we denote by C1, C2, C3 the banana curves in the banana manifold, and that they generate
the cone of effective fiber classes of Xban. Certainly, the effective classes on the smooth fibers deform to
some effective class on the singular fiber. One can compute that
E1 = C1 + C3 E2 = C2 + C3 ∆ = C1 + C2 + 4C3. (7.103)
It follows that E3 = 2C3.
We can introduce formal variables v1, v2, v3 tracking degrees of classes along the curves E1, E2, E3
respectively. By (7.103) we see the following relationship to the Q1, Q2, Q3 variables
v1 = Q1Q3 v2 = Q2Q3 v3 = Q
2
3. (7.104)
We notice that this is very close to (7.39). We can therefore also transform into variablesQ, q, y by
v1 = Q v2 = q v3 = y
2. (7.105)
Recall that (m,n, l) are the classes tracked byQ, q, y. The quadratic form 4nm− l2 is even if and only
if l (the power of y) is even. By (7.105), in order to get an integral power of v3, we need the power of y to
be even. In other words, only classes for which 4nm− l2 ≡ 0 (mod 4) deform into the smooth fiber. Note
also that for 4nm− l2 ≡ 0 (mod 4), we have
||d|| = 4nm− l2 = 2β2 (7.106)
where β2 is the intersection form on the smooth fiber (7.101), and ||d|| is the quadratic form (7.88) in the
Q1, Q2, Q3 variables. This gives a nice interpretation of the quadratic form we have been studying: for
classes which deform to the smooth fibers, it is simply (twice) the intersection form.
7.5.1 The Automorphism Group of the Smooth Fibers
Recall that the main theme from Section 7.3.2 was the following: in the variables (Q1, Q2, Q3) the Gromov-
Witten potentials carry an S3-symmetry by permuting the banana curves, as well as a flop symmetry (7.80).
We proved that in the (Q, q, y) variables these symmetries correspond to the PGL2(Z) invariances of even
weight genus two Siegel modular forms. It turns out that there is a PGL2(Z) arising naturally in the geom-
etry of the smooth fibersE×E as well. One should periodically refer back to Section 7.3.2, as here we will
be describing the symmetries on the singular fibers from the perspective of the smooth fibers.
Let us denote points as (p1, p2) ∈ E × E. We have the following isomorphism
GL2(Z)
∼
−→ Aut(E × E) (7.107)
defined by producing automorphisms σ of E × E as
σ(p1, p2) = (ap1 + bp2, cp1 + dp2)
(
a b
c d
)
∈ GL2(Z). (7.108)
The determinantal condition is necessary and sufficient for the above map to be invertible. Strictly speaking,
we get an isomorphism for generic elliptic curves E without enhanced discrete automorphisms. Just as in
Section 7.3.2, let us choose the following set of ordered generators of GL2(Z)
GL2(Z) = 〈γ1, γ2, γ3〉 :=
〈(
1 0
0 −1
)
,
(
0 1
1 0
)
,
(
1 −1
0 −1
)〉
(7.109)
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and let us define the following automorphisms of E × E as the images of the generators under the above
map
σ1(p1, p2) = (p1,−p2), σ2(p1, p2) = (p2, p1), σ3(p1, p2) = (p1 − p2,−p2). (7.110)
Inside E × E we can use the locus {(p, 0)|p ∈ E} as a representative of the class E1, and similarly for
E2. The diagonal class∆ can be represented by {(p, p)|p ∈ E}, and the anti-diagonal class∆op by the set
{(p,−p)|p ∈ E}. The isomorphismGL2(Z) ∼= Aut(E ×E) naturally induces a representation ofGL2(Z)
on NS(E × E) in the obvious way. We interpret the σi as lattice morphisms
σi : NS(E × E) −→ NS(E × E) (7.111)
which act in the following way on the generators of the Neron-Severi lattice
σ1 :
(
E1, E2, E3
)
7−→
(
E1, E2,−E3
)
σ2 :
(
E1, E2, E3
)
7−→
(
E2, E1, E3
)
σ3 :
(
E1, E2, E3
)
7−→
(
E1, E1 + E2 + E3,−2E1 − E3
)
.
(7.112)
Lemma 7.5.1. The action of GL2(Z) on NS(E × E) descends to a three-dimensional representation of
PGL2(Z) on NS(E × E) by lattice automorphisms.
Proof. It is clear that −1 ∈ GL2(Z) acts on E × E by (p1, p2) 7→ (−p1,−p2). This is non-trivial as an
automorphism, but is trivial at the level of homology. The PGL2(Z) representation is defined by (7.112)
and it is easy to verify that these maps preserve the intersection form (7.101).
Recall at the end of Section 7.3.2 we introduced the lattice
(
V, ||d||
)
generated by the banana curves
C1, C2, C3. We define the lattice morphism
α : NS(E × E) −→ V (7.113)
via the relations (7.103). Equivalently, we associate a class in E × E to its image under a degeneration to
a singular fiber. It is easy to check that α preserves the quadratic forms, and is an injection. Recalling that
only half the classes in V deform away from the singular fiber depending on the parity of ||d||, we identify
NS(E × E) as the index 2 sublattice of V defined by those classes with ||d|| ≡ 0 (mod 4).
The following theorem is a compatibility result between the PGL2(Z) representations on NS(E × E)
and
(
V, ||d||
)
via the map α.
Theorem 7.5.1. For i = 1, 2 the following diagram commutes
NS(E × E) V
NS(E × E) V
α
σi γi
α
(7.114)
For i = 3, we must conjugate γ3 by the flop symmetry γ1. Hence, if γ˜ := γ
−1
1 ◦ γ3 ◦ γ1, the following
diagram commutes
NS(E × E) V
NS(E × E) V
α
σ3 γ˜
α
(7.115)
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Proof. The proof follows easily from (7.87), (7.103), and (7.112). First for i = 1, we have(
E1, E2, E3
) α
7−→
(
C1 + C3, C2 + C3, 2C3
) γ1
7−→
(
C1 + C3, C2 + C3,−2C3
)
and (
E1, E2, E3
) σ17−→ (E1, E2,−E3) α7−→ (C1 + C3, C2 + C3,−2C3).
The argument is completely analogous for i = 2. For i = 3, we follow the same direct method(
E1, E2, E3
) σ37−→ (E1, E1 + E2 + E3,−2E1 − E3) α7−→ (C1 + C3, C1 + C2 + 4C3,−2C1 − 4C3)
and (
E1, E2, E3
) α
7−→
(
C1 + C3, C2 + C3, 2C3
) γ1
7−→
(
C1 + C3, C2 + C3,−2C3
)
γ3
7−→
(
C1 + C3, C1 + C2,−2C1
) γ−117−−→ (C1 + C3, C1 + C2 + 4C3,−2C1 − 4C3).
7.6 The Case of the Schoen Calabi-Yau Threefold
One takeaway from the previous sections is that the banana manifold fiberwise partition functions are given
by certain standard arithmetic lifts of a modular object encoding the Gopakumar-Vafa invariants (the elliptic
genus of C2). We will show in this section that this phenomenon arises also for the Schoen manifold. The
Schoen manifoldXSch is defined as the fibered product
XSch = S ×P1 S
′ (7.116)
of two distinct generic rational elliptic surfaces S and S′. There exists a natural projection π : XSch → P1,
and since every fiber of π admits a free torus action, χ(XSch) = 0. There are 24 singular fibers of π, and
the fiber classes Γ = ker(π∗) ⊂ H2(XSch,Z) form a rank 2 lattice generated by the classes C1, C2 of the
two elliptic fibers.
The Schoenmanifold is related to the bananamanifold through a conifold transition, and the Donaldson-
Thomas partition function in fiber classes can be computed to be
ZDT(XSch)Γ = Z
′
DT(XSch)Γ =
∞∏
n=1
(
1−Qn
)−12(
1− qn
)−12
(7.117)
where Q and q are variables tracking degrees along the two fiber classes. Because χ(XSch) = 0, there is
no factor of the MacMahon function. Assuming the GW/DT correspondence, and taking the logarithm of
(7.117), we can extract the reduced Gromov-Witten potentials ofXSch, all of which vanish except
F ′1(Q, q) = 12
∞∑
n=1
(
Li−1(1 −Q
n) + Li−1(1− q
n)
)
. (7.118)
We denote by (d1, d2) the fiber class d1C1 + d2C2. All Gopakumar-Vafa invariants of XSch vanish except
in genus one, and in the class of the two elliptic fibers
n1,(1,0)(XSch) = n1,(0,1)(XSch) = 12. (7.119)
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Let us now make a seemingly vacuous observation. We regard the Gopakumar-Vafa invariant 12 in a
trivial sense, as the weight zero modular form
12 =
∞∑
n=0
c(n)qn, c(n) = 12 · δn,0 (7.120)
where δn,0 is the Kronecker delta function. Identifying the modular form 12 as a weight zero, index zero
Jacobi form, we can compute the Maass lift ML(12) via (6.74) to be
ML(12) =
∑
m,n≥0
(m,n) 6=(0,0)
c(mn)Li−1
(
1−Qmqn
)
= 12
∞∑
n=1
(
Li−1(1 −Q
n) + Li−1(1− q
n)
)
. (7.121)
Comparing with (7.118) and (7.117), we conclude that
F ′1(Q, q) = ML(12) (7.122)
and
ZDT(XSch)Γ = BL(12) = exp
(
ML(12)
)
. (7.123)
Therefore, the only non-vanishing Gromov-Witten potential of XSch is the Maass lift of the constant 12,
while the Donaldson-Thomas partition function is the formal Borcherds lift of 12.
The main takeaway, and the key analogy with the banana manifold is the following: the equivariant
elliptic genus 12Ellq,y(C2; t) of C2 and 12 are both weight zero modular objects, and encode the fiberwise
Gopakumar-Vafa invariants of Xban and XSch, respectively. The formal Borcherds lifts give the respective
Donaldson-Thomas partition functions. Taking the λ-expansion of the elliptic genus (7.18), the Maass lift
of the component Jacobi forms give the Gromov-Witten potentials of Xban, and the Maass lift of 12 gives
the only non-vanishing Gromov-Witten potential ofXSch.
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