Abstract. In machine learning and pattern recognition tasks, the use of feature discretization techniques may have several advantages. The discretized features may hold enough information for the learning task at hand, while ignoring minor fluctuations that are irrelevant or harmful for that task. The discretized features have more compact representations that may yield both better accuracy and lower training time, as compared to the use of the original features. However, in many cases, mainly with medium and high-dimensional data, the large number of features usually implies that there is some redundancy among them. Thus, we may further apply feature selection techniques on the discrete data, keeping the most relevant features, while discarding the irrelevant and redundant ones. In this paper, we propose relevance and redundancy criteria for supervised feature selection (FS) techniques on discrete data. These criteria are applied to the bin-class histograms of the discrete features. The experimental results, on public benchmark data, show that the proposed criteria can achieve better accuracy than widely used relevance and redundancy criteria, such as mutual information and the Fisher ratio.
Introduction
High-dimensional (HD) datasets (i.e., with a large number of features) are becoming increasingly common in many different application domains of machine learning and pattern recognition. For instance, we can find them in different areas, such as genomics, bioinformatics, computer vision, satellite image analysis, and multimodal audio-visual processing. When dealing with HD data, one often resorts to feature discretization (FD) [1] and feature selection (FS) [2] procedures. FS methods aim at finding an adequate subset of the original features, whereas FD looks for compact data representations, desirably ignoring irrelevant fluctuations on the data for the task at hand, and leading to more robust classifiers, and lower training time.
The literature on FD and FS is vast, with many unsupervised and supervised techniques. A comprehensive list of FS techniques can be found in [2] . Regarding FD, there are several comprehensive reviews, such as the recent survey in [3] .
FS methods can be grouped into four classes [2] : wrappers, embedded methods, filters, and hybrid methods. A filter retains some of the features and discards others, based on a criterion that is independent of any subsequent learning algorithm. Although filters are the simplest and fastest approaches, thus expected to perform worse than the other types of methods, it is often the case that they are the only applicable option on HD datasets, where the other approaches can be computationally too expensive.
Regarding FD methods, the dynamic techniques that take into account feature interdependencies are usually preferable to their static counterparts, which discretize each feature individually. However, when dealing with HD data, dynamic FD methods have a prohibitive computational cost, and one has to resort to suboptimal static methods. Thus, when learning from HD data, it is useful to apply some FS filter after data discretization, in order to remove the remaining feature interdependencies. As a consequence, we can combine FD and FS techniques, yielding joint discretization and selection.
Our Contribution
In this paper, we propose four criteria for relevance and redundancy assessment for FS purposes, on discrete features. After running some FD technique, we apply one of our criteria in order to select and keep an adequate subset of features. After the FD process is carried out, the bin-class histogram (BCH) of each feature is computed. In a nutshell, the BCH for one feature holds the number of times that each discretization bin occurs among each class, considering all the available data patterns (see Section 3 for details).
The remainder of the paper is organized as follows. Section 2 briefly reviews some existing supervised FD and FS techniques. Section 3 details the proposed criteria for relevance and redundancy assessment. The experimental evaluation of our methods, compared against standard methods on public benchmark datasets is reported in Section 4. Finally, Section 5 ends the paper with some concluding remarks and directions for future work.
Short Review of Feature Discretization and Selection

Feature Discretization
Many datasets have continuous features (formally, real-valued, but in practice stored with a floating point representation). Some classification algorithms can only deal with discrete features; in this case, a discretization procedure is needed as a pre-processing stage. Regardless of the type of classifier used, discretized features may lead to better results, as compared to their original version [1] .
The information entropy maximization (IEM) method [4] is a well-known supervised FD technique. It relies on the principle that the most informative features to discretize are the most compressible ones. IEM adopts an entropy minimization heuristic for discretization into multiple intervals; it operates in a recursive, incremental, top-down fashion, computing the discretization bins that minimize the number of bits per feature.
The class-attribute interdependence maximization (CAIM) [5] algorithm aims at maximizing the class-attribute interdependence and to generate a (possibly) minimal number of discrete intervals. Similarly to IEM, CAIM does not require a predefined number of bins, being an incremental top-down approach. The experimental reported in [5] , comparing CAIM with six other FD algorithms, show that the discrete features generated by CAIM almost always have the lowest number of bins and yield the highest classification accuracy.
Feature Selection
This section briefly reviews two well-known relevance criteria widely used as supervised FS filters (and in hybrid methods). Consider a supervised dataset, with d features and n instances (each known to belong to one of C classes, {1, 2, ..., C}), stored in d × n matrix X (i.e., X ij is the i-th feature of the j-th instance). The class labels are given in a C × n binary matrix Y , where Y cj = 1, if and only if the j-th instance belongs to class c.
In the multi-class case (C > 2, assuming class labels in {1, 2, . . . , C}), the Fisher ratio (FiR) for the i-th feature (see, e.g., [6] ) is given by
where n c = n j=1 Y cj is the number of instances in class c,
X ij Y cj is the sample mean of feature i in class c;
X ij is the global sample mean of the i−th feature;
is the sample variance of feature i in class c;
Another widely used measure of feature relevance is (the sample-based estimate of) the mutual information (MI) [7] between each feature and the class label. The MI is non-negative, being zero if and only if the two involved variables are statistically independent [7] .
When using either the FiR or the MI for relevance-based FS on a d-dimensional dataset, we simply keep the m ≤ d top-ranked features, according to the adopted relevance measure. Both the FiR and the MI are global ranking measures, in the sense that they assign a number (a relevance value) to each feature. However, when dealing with discrete data, one can further analyze the distribution of the discretization bins among patterns of all classes, thus having some local insight on the discriminative power of each feature. Despite its popularity [8] , when dealing with HD data, MI may not be the best relevance criteria [9] .
With HD data, it is often the case that we have redundant features, which convey the same information. Keeping all these features may have harmful consequences for the learning task, thus they should be discarded. In this context, some FS filters follow the relevance-redundancy (RR) approach, such as the relevance-redundancy feature selection (RRFS) method [10] , which finds the most relevant subset of features, and then efficiently searches for redundancy in this subset, selecting only highly relevant features with low redundancy.
Proposed Relevance and Redundancy Criteria
In this Section, we describe the proposed relevance and redundancy criteria for discrete data and its usage for FS filters. The relevance of the discrete feature is computed by checking the histogram of each discretization interval, across the different classes. The proposed method works as follows: ac is the number of times that feature i takes values in the a-th bin and the class label is c; Fig. 1 illustrates the BCH matrices for two discrete features with four bins (b 1 = b 2 = 4) in a three-class problem (C = 3), for a dataset with n = 75 patterns, 25 per class); 3. apply one of the criteria r 1 , r 2 , r 3 , or r 4 (see below), to assess the relevance (and/or the redundancy) of each feature and keep the most relevant ones.
The key idea of this proposal is to use the local information provided by the BCH, in order to identify the most discriminative features. The rationale is that this local information may be more meaningful for this task, as compared to global indicators such as the FiR and the MI. 
V
The relevance of a discrete feature is proportional to the non-uniformity of its histogram across the discretization bins and classes. For instance, if a given row (discretization bin) of the BCH matrix has an (almost) uniform distribution, this shows that that discretization level dos not contribute to distinguishing among the classes. A special and interesting case is the occurrence of zeros in this matrix, which implies that a given discretization level never occured in the patterns of a given class.
We propose four criteria to assess the relevance of feature i based on its BCH matrix. The first two aim at assessing the non-uniformity of the BCH matrix:
• r • r (i)
2 : the sum of the absolute differences between all pairs of columns of B (i) :
where B The other two criteria are based on matrix norms and matrix similarity measures [11, 12] . The key idea is that an ideal BCH matrix (after normalizing each column to sum to one) is a "rectangular identity matrix" (i.e., an identity with possibly several additional rows of zeros). In detail,
• r
is the the normalized version of B (i) , such that its columns sum up to one. The maximum value of the trace of
T is C, which is achieved by the ideal matrix (as explained above).
• r These criteria can be applied to both binary or multi-class problems. For the example in Fig. 1 , these relevance values are: i) for feature 1, r 1 =2, r 2 =74, r 3 =1.14, and r 4 =1.67; ii) for feature 2, r 1 =5, r 2 =132, r 3 =2.01, and r 4 =2.39. Thus, feature 2 will be considered more relevant than feature 1, which is in accordance with the above considerations about the B matrix.
Experimental Evaluation
We report an experimental evaluation, carried out on public domain standard benchmark datasets, from the UCI [13] and the gene selection model selector (GEMS) 4 repositories. We perform a supervised classification task with the linear support vector machines (SVM) classifier from Weka 5 , with its default parameters. The classification accuracy is assessed using 10-fold cross validation (CV). For each CV fold, the IEM and CAIM FD methods (see Section 2.1) are applied to the training partition to learn a quantizer, which is then applied to the test partition. We perform FS with relevance-only FS filters and relevanceredundancy filters, comparing our criteria against the FiR and the MI. Fig. 2 shows the test set error rate as functions of the number of features for the relevance-based FS filters with our relevance measures: r 1 , r 2 , r 3 , r 4 , the FiR and the MI, after IEM and CAIM discretization. We use the Dermatology dataset, a skin disease diagnosis problem, with d = 34 features, C = 6 classes, and n = 358 instances. The horizontal lines refer to the baseline error without FS; one of these lines corresponds to the absence of FD whereas the other corresponds to FD by the corresponding discretization method (IEM or CAIM). The error rates reported by our four relevance criteria are competitive with those attained by FiR and MI. Regarding the impact of the FD method on the final results, we find no appreciable differences between these methods. Fig. 3 shows the results of the test set error rate as functions of the number of features for the relevance-based FS filters, on the Hepatitis and Dexter datasets with IEM discretization. On the Hepatitis dataset, r 3 and r 4 achieve the best results, with error rates below the baseline values. On the Dexter dataset (with sparse data), r 2 is clearly more adequate than the other three criteria. Table 1 reports the test set error rate attained by the same methods of Fig. 2 , using IEM discretization, for several datasets, with quite different types of data. We rank the features according to the relevance criteria and we keep the m < d top-ranked features. These results show that the proposed relevance measures attain results similar or better to those of FiR and MI, in different problems. Altough none of the relevance criteria outperforms all the others, we can observe that despite their simplicity r 1 and r 2 achieve good results; in fact, r 2 is the best for the sparse data of the Dexter dataset. The relevance criteria r 3 and r 4 also achieve results which are usually equal or better than those of FiR and MI.
We now assess the results of the filter RRFS method (see Section 2.2), using the same relevance criteria as in the previous experiments, for the same datasets as in Table 1 . The results reported in Table 2 suggest that the proposed relevance criteria are also useful for relevance-redundancy FS filters. In many datasets, the proposed criteria yield the lowest test set error rate.
Conclusions
We have proposed new criteria for supervised selection of discrete features, based on their bin-class histograms. Our experiments suggest that all the proposed criteria are useful for both relevance-only and relevance-redundancy FS filters. The classifiers learned on the features selected by our methods usually attain equal or better accuracy than those learned on the original discretized or nondiscretized features. The proposed criteria attain equal or better results than two widely used FS criteria, on different types of data. We conclude that the proposed criteria deserve further study.
