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Deze syllabus bevat de stof die wij in Leiden sinds 1965 al s inleiding 
tot de colleges in de waarschijnl ijkheidsrekening en de mathematische sta-
tistiek voor candidaten in de wiskunde doceren. Naar onze mening is dit de 
rijstebrijberg waar men zich doorheen moet eten om deze beide vakken te 
kunnen bestuderen op het niveau dat in de wiskunde aan onze universiteiten 
gebruikeli.ik is. Het behandelen van deze stof vergt drie uren per week ge-
durende een semester. 
De voor de hand liggende voorbereiding op het bestuderen van deze 
syllabus is het afleggen van een candidaatsexamen in de wiskunde en het 
volgen van een college in de maat- en integratietheorie. Dit laatste is 
gewenst maar niet strikt noodzakelijk. In hoofdstuk 1 wordt een korte 
samenvatting gegeven van begrippen en stellingen uit de maat- en integra-
tietheorie die in de waarschijnlijkheidsrekening een belangrijke rol spelen. 
Bewijzen worden hierbij vaak achterwege gelaten behalve waar het om stel-
lingen gaat die niet in ieder college over maat- en integratietheorie wor-
den behandeld. 
Deze syllabus maakt geen enkele aanspraak op originaliteit . De titel 
is gestolen van Kolmogorov en de aanpak is grotendeels ontleend aan Loeve. 
Alleen bij de behandeling van zwakke convergentie in § 2 .9 hebben wij de 
voorkeur gegeven aan de fraaiere opzet a la Billingsley. 
Gezien het doel van deze syllabus was de keuze van te bespreken on-
derwerpen voor ons geen probleem. Alleen die zaken worden behandeld die 
zowel in de waarschijnlijkheidsrekening als in de mathematische statistiek 
een belangrijke rol spelen. 
Onze dank gaat uit naar de Raad van Beheer van het Mathematisch 
Centrum te Amsterdam die bereid was dit collegedictaat als MC syllabus uit 
te geven . Het manuscript werd getypt door mevrouw S.M.T . Hil lebrand en 
mejuf"frouw O.P. de Jong, de correctie werd uitgevoerd door de heren 
E.J. Sedoc en K.M. van Hee en de reproductie werd verzorgd door de heren 
D. Zwarst en J. Suiker . Wij zijn hun zeer erkentelijk voor hun nauwgezette 
en vlotte werk. 
Leiden, november 1910 J. Fabius 
W.R. van Zwet 
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1 . MAAT- EN INTEGRATIETHEORIE 
In dit hoofdstuk geven wij een samenvatting van de maat- en integratie-
theorie, voor zover nodig voor een goed begrip van de waarschijnlijkheids-
rekening. Een uitgebreider behandeling is o.m. te vinden in de volgende 
boeken: 
[1] Hal.mos, P.R., Measure Theory, D. Van Nostrand Company . Inc. 
[2] Kingman, J.F.C., and Taylor, S.J., Introduction to measure and probabi-
lity , Cambridge University Press. 
[3] Loeve, M. , Probability Theory, D. Van Nostrand Company. Inc. 
[4] Zaanen , A.C., Integration, North-Holland Publishing Company . 
1. 1. VERZAMELINGEN 
Zij gegeven een niet-lege verzameling n, onze ruimte, die bestaat uit 
elementen of pun.ten w. Wij beschouwen in het volgende deeZverzameZingen 
A, B, C, ••. van n; hieronder valt ook de Zege verzameZing ~en de verza-
meling Q zelf. ZoaJ.s gebruikelijk schrijven we wE:A resp. w 'fA als w al dan 
niet een element van A is, en ACB of B:::>A als A een deelverzameling van 
B is, dwz. als ieder element van A ook in B ligt . We omschrijven deze situ-
atie ook wel door te zeggen: A is bevat in B, of: B bevat of omvat A. Twee 
verzamelingen zijn geZijk als zij uit dezelfde elementen bestaan: A = B dan 
en dan alleen aJ.s Ac B en Be A. Een verzameling heet eindig indien hij ui t 
een eindig aantal e lementen bestaat. 
Als P(w) voor ieder punt we: fl een of andere bewering is, dan schrijven 
we {w: P(w)} voor de verzameling van alle we:fl , waarvoor P(w) waar is. Als 
bv. fl = R1 , dan geldt {w: a< w ~ b} = (a,b] voor willekeurige reele a< b. 
De verzameling die uit de punten w1 ,w2 , •.• ,w0 bestaat geven we aan met 
{w1,w2 ···· ,wn}; de verzameling die uit een enkel punt w bestaat met {w}· 
De gebruikelijke verzamelingstheoretische operaties kunnen wij als 
volgt definieren: 
Vereniging: 
AVB =de verzameling van alle wE:.fl, die tot A of B of beide behoren. 
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n U Ai .. A
1
VA
2
U ••• UA
0 
=de verzameling van alle wE:. l'l, die tot min-
i=l stens een der verzsmelingen A1 , A2 , ••. ,A0 beboren. U A. • A U A U ... = de verzameling van alle we:. n , die tot minstens 
i•l l l 2 
een der verzamelingen A1 ,A2 , . .• behoren. U At .. de verzameling van alle w ~ n, met de eigens chap dat we: At voor 
t~T minstens een tE: T. Hierbij is de inds:r:verzame Zing T een wille-
keurige verzameling, niet noodzakelijk bevat in 11 , al dan niet 
eindig, al dan niet aftelbaar. 
Doo1'8neds: 
An B = AB "' de verzsmeling van alle we:l1, die tot A en B beboren . 
n n A. =A nA n .. . nA =A A2 ••. A = de verzameling van alle w~n . 1 l l 2 n 1 n 1
: die tot elk van de verzamelingen A1 ,A2 , .• • ,A0 beboren. n Ai ., A/)A
2n ... = A1A2 • • . = de verzameling van alle we:.l'l , die tot i=1 
elk van de verzamelingen A1,A2 , ..• beboren . n At • de verzameling van alle w..:.n met de eigenschap dat WE:.At voor 
t£.T 
alle t£T. Ook hier is T een willekeurige indexverzameling. 
Tvee verzamelingen heten disjunct als zij geen elementen gemeen hebben : 
A en B zijn disjunct dan en dan alleen als AB = f/l. 
Ccmplement: 
Ac = {w: wfA} = de verzameling van alle w"-n die niet tot A beboren . 
VersohiL: 
A - B = ABc = de verzsmeling van alle we:.11 die tot A maar niet tot B 
behoren. In het bijzonder geldt dus Ac = 11 - A. 
Syrrmetrisch VerechiL: 
A t:. B = (A- B)V(B-A) = (AVB) - AB = de verzsmeling van alle we:.11 die 
tot precies een van de twee verzamelingen A en B behoren. 
Uit deze definities kan men een aantal rekenregels a:f1eiden . Zo blijken 
de operaties U en () commutatief, associatief en distributief ten opzichte 
van elis.ar te zijn: 
AVB .. BVA ; 
AU(BUC) • (AUB)UC; 
AlJ(Bnc) .. (AVB)n(AUC); 
A() B = B(\ A; 
A() (Bnc) .. (A(')B)n C; 
An (BU C) .. (A() B)U (An C) . 
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Bovendien geldt 
AU~= A; AV!l • fl; A('\(l'I = 0; A(l!l A; 
Ac:B~A() B =A ~AU B = B. 
Voor complementen geldt 
(Ac)c = A; ~c = !l ; !le = ~; 
Ac Bio==+ Bee Ac, 
en voor het comp1ement van een vereniging of doorsnede vindt men 
(AU B)c = Acn BC ; (An B)c = ACV BC; 
of, algemeen voor een willekeurige indexverzameling T , 
( U At) c = n A~; ( n At) c = U A~. 
tE.T t<!:.T tE:T tE:.T 
Een eindige of a.ftelbare vereniging kan men op de volgende manier altijd 
schrijven als een disjuncte vereniging, dwz. als een vereniging van paars-
gewijs disjuncte verzamelingen: 
Voor een oneindige rij verzamelingen A1,A2 , •.. definieert men 00 CO <DOO 
lim sup A = () U A ; lim inf' A = U n A • 
n n=1 IIP"n m n n=1 m=n m 
lim sup An bestaat derhalve uit alle we:.n, die tot oneindig veel der verza-
melingen A behoren , en lim inf A bestaat uit alle w.:o::O die tot bijna alle n n 
verzamelingen A , d'W'z. alle verze.melingen A op boogstens een eindig getal n n 
na, behoren. In bet algemeen zal dus lim inf A c lim sup A • Als deze twee n n 
verzamelingen gelijk zijn noemt men de rij verzamelingen A1 ,A2 , ..• convergent 
met 
lim A = lim sup A = lim inf A . n n n 
Een rij verzamelingen A1 ,A2 , • •. heet (monotoon) stijgend als A1c A2c.A3c ... en (monotoon) dal.end als A1 =:,A2:::>A3=. . . . Iedere monotone rij verzame:ingen is convergent met lim A = U A als de rij stijgend is en lim An () A n n=1 n n•1 n als de rij daalt. 
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Een nuttig hulpmiddel bij het werken met verzamelingen is het begrip 
indicatorfunctie (ook: karakteristieke functie ). De indicatorf'unctie IA 
van een verzameling A c. n is een reele functie op n, gedefinieerd door 
als w £A, 
als w f A. 
Met behulp van zulke indicatorfuncties kan men alle verzamelingstheoretische 
relaties en operaties herleiden tot arithmetische 
ACB ~IA~ IB; A= B~IA = IB; 
IAB = min (IA,IB) = IA.IB; 
IAUB = max (IA'~) = 1 - (1 - IA)(l - IB) =IA+ IB - IAB; 
Opgaven: 
1. Bewijs voor willekeurige indexverzamelingen Sen T: 
An( LJ Bt) = U (ABt); 
tCO:T te:T 
AU(() Bt)= (\ (AUBt); 
te: T t E:. T 
u UAB=U UAB; 
ses t£T s t tc:T sE:.S s t 
2. Bewijs: 
A - B = A - AB; 
A ti B = B ti A; 
(A ti B) 6 C = A ti (B ti C); 
At;, A= (l; A ti Ac = n; At;, ~ = A; A ti n = Ac; 
I MB = I I A - IB I = I A + 1B (mod 2) • 
3. Bewijs: 
lim inf' Ac (lim sup A )c; 
n n 
lim sup A~= (lim inf A
0
)c. 
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4. Zij n = R 1, A =(a , b J , n = 1,2, . .. . Bepa.aJ. lim. inf A en lim sup A 
n n n n n 
voor ieder van de volgende gevallen: 
a = n, b = n + 1 ; 
n n 
a = - n, b + n; n n 
~ b 1 + 1 a = = ;; n n n 
1 b 1 a 
= n' n n n 
5. Zij B1 = A1 en Bn+1 = Bn ~ An+1 voor n = 1,2, •... Bewijs dat de rij B1 , 
B2 , ... dan en dan all een convergeert als lim. An= 0. 
1 • 2. ALGEBRA'S EN a-ALGEBRA'S 
Een verzameling, waarvan de elementen zelf verzamelingen zijn, noemen 
wij een klasee. De klasse M(A) van alle deelverzamelingen van een gegeven 
verzameling A heet de machtsverzameling van A. Iedere klasse van deelverza-
melingen van n is dus bevat in M(n) en iedere deelklasse van M(n) is een 
klasse, die uit deelverzamelingen van n bestaat. 
Een niet-1.ege klasse FCM( n) heet a'lgebr>a (van Boole) als 
(1.2.1) 
( 1.2.2) 
A£F ==9Ac€.F, 
A, Bt=F ==:>AV BE:.F. 
Hieruit vol gt dat iedere algebra de verzamelingen O en 0 als elementen 
bevat. Daar AB = (AclJBc)c volgt ook 
( 1.2 . 3) A, B€:F >AB e:: F, 
en herhaalde toepassing van (1.2.2) en (1.2 . 3) geef't 
n n 
( 1.2.4) A1 , A2 , • •• ,A e: F ===> U A. E. F . n A. E:. p . 
n i=1 1 i=1 1 
Een algebra is dus een niet-lege klasse die afgesloten is ender het vormen 
van complementen en eindige verenigingen en doorsneden. 
Een niet-lege klasse ACM(O) heet een a-a'lgebra (van Boole) als 
(1.2.5) 
t. 
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(1.2 .6) 
Evenals boven volgt da.t iedere a-algebra n en ~ als elementen bevat en, 
daa.r n A. = (U A~)c , 
1. 1. 
(1.2 .7) 
co 
A1 ,A2 , • • • E:A~n A.£A . i= l l. 
Nemen wij A. =A voor i ~ n , dan ga.an (1.2.6) en (1.2 .7) over in (1 . 2.4) l. n 
met P vervangen door A. Een a-algebra is dus een niet-lege kl.asse , die afge-
sloten is onder het vormen van complementen en eindige of a:t'telbare vereni -
gingen en doorsneden. 
Uiteraard is M(O) een a- algebra en dus ook een algebra. Verder is iedere 
doorsnede van (o- )algebra's veer een (a-)algebra. Hieruit volgt dat er bij 
iedere klasse CCM(n) een unieke minimale algebra F en een unieke minimale 
a-algebra A bestaa.n, die C omvatten. We noemen F(A) de (a- )algebra voortge-
bracht door C. F(A) is de doorsnede van alle (a- )algebra's die C omvatten . 
Als in een ruimte n een a-algebra A is gegeven, dan noemt men het paar 
(O ,A) een meetbare ruimte, en de elementen van A meetbare verzameZ.ingen. 
Voorbeel.den 
1. 2. 1. Zij C €M{O) de klasse van alle eenpuntsverzamelingen {w}. De door C 
voortgebrachte algebra F bestaat dan uit alle deelverzamelingen van 
0 , die of zelf eindig zijn, of een eindig complement hebben. De door 
C voortgebracbte d-algebra A bestaat uit alle deelverzamelingen van 
n die of zelf eindig of afielbaar zijn , ~f een eindig of a:t'telbaa.r 
complement bebben . Steeds zal CCFCACM(O). Is 0 a.fte1baar, dan 
geldt A = M(O), en is 0 eindig, dan geldt F = A = M(n) • 
1.2.2. Zij n = R1, en zijn c1 de klasse van alle ceZ.Z.en , dwz. intervallen 
van de vorm (a,b] met _ .. ~ a~ b ~ ""· Hierbij stellen we (a,aD = (a , .. ) 
en (a , a] = ~ . De doorsnede van twee cell.en is weer een eel , maar c1 
is niet gesloten onder het vormen van complementen en verenigingen. 
De door C1 voortgebrachte algebra F 1 bestaat uit alle verzamelingen die 
als vereniging van eindig veel cellen geschreven kunnen wor den. Een 
dergelijke verzameling kan altijd als vere01.ging van eindig veel dis-
juncte cellen geschreven worden. De door C1 voortgebrachte ·a - algebr a 
B1 heet de a-al.gebra van Borel. in R1, zijn elementen de BoreZ.- verza-
z. . . 1 1 me ~ngen in R .B bevat ender meer: all.e intervallen , e.l.le open verza-
melingen, alle eindige of afielbare verzamelingen . Zie bv. [1] 
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voor een voorbeeld van een deelverzameling van R1 die niet tot 
8 1 behoort. 
Als D 1 de klasse van alle intervallen van de vorm ( - oo ,a] met 
-""~a ~ oo is , dan is D1 bevat in C 1 • De door D1 voortgebrachte 
(o-)algebra is dus ook bevat in de door c1 voortgebrachte (a-)algebra. 
Daar echter el.ke eel (a,b] = (-00 ,~n(-00,~c, moet de doorD1 voort-
1 1 1 gebrachte (o-)algebra zeker C omvatten. Derhalve brengen D en C 
dezelfde (a-)algebra voort. 
1. 2 . 3. Zij n = Rk. We schrijven de elementen van n als vectoren: 
w = (w1, . •• ,wk), a= (a1, •..• 8K) etc. Verder definieren ve 
0) = (oo, ... ,oo), -a = ( -a1, ••• ,-8K) en betekent a !. b dat ai ~bi voor 
i = 1, ... , k. Als nu voor -"" ~a ~ b ~ oo de aeZ. (a,b] gedefinieerd 
is door 
(a,b, = {w: w. £(a. ,b.JJ i = 1, ... ,k}, 
:I l. l. l. 
en ff- de klasse van alle cellen is, dan is de door ~ voortgebrachte 
algebra ~ net als boven de klasse van alle deelverzamelingen van n 
die als eindige vereniging, of - vat op hetzelfde neerkomt - als 
eindige disjuncte vereniging van cellen geschreven kunnen vorden. 
De door cJr. voortgebrachte a-algebra ~ heet de a-a"lgebra. van Borel. 
in ~. zijn elementen de k-dimensionaZ.e BoreZ.verzameZ.ingen. 
Definieren ve verder vk als de klasse v~ alle cellen van de 
vorm (-oo,a] met _..,~a ~ .. , dan kunnen we een willekeurige eel (a ,b] 
veer uitdrukken in elementen van Dk . Daartoe voeren ve punten 
c. (c. , .. . ,c. ) in, gedefinieerd door 
J Ji Jk 
ti als i :f j. c. = J. l. 
als i j. a.. 
l. 
Nu is gemakkelijk in te zien dat 
k 
(a,b] = (-co,b]n ( U (-co,c .1 )c. 
j=1 j-.J 
i,j 1 ,2 •.• • ,k. 
De door Dk voortgebrachte (o-)algebra moet ck dus omvatten. Omdat 
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echter Dk C ck , volgt ook nu dat ~ en Bk zowel door Dk als door ck 
worden voortgebracht. 
Opgaven 
1. Bepaal. voor ieder van de volgende def'ini ties van CCM(O) de door C voort-
gebrachte algebra en a - algebra: 
a) C bestaat uit een enkele niet- lege verzameling AC.0 
b) C bestaat uit alle verzamelingen die een gegeven verzameling A omvatten; 
c) C bestaat uit alle verzamelingen die in een gegeven verzameling A bevat 
zijn; 
d) c bestaat uit alle verzamelingen die tenminste een punt gemeen hebben 
met een gegeven verzameling A. 
2. Bewijs dat iedere eindige algebra een a-algebra is . 
3. Bepaal de door C voortgebrachte algebra en a-algebra als n 
bestaa.t ui t: 
a) Alle verzamelingen die bevat zijn in een verticale lijn, d.w . z. At:C 
dan en slechts dan als er een ae: R 1 is , zodanig, dat x = a als (x,y )e: A; 
b) Alle verzamelingen van de vorm { (x,y) : xE.(a,b]} met - ~a ;_ b ~ 00 • 
1.3. PRODUCTRUIMI'EN 
Als A1,A2 , •.. ,~ willekeurige, niet noodzakelijk tot een en dezelfde 
ruimte behorende verzamelingen zijn, dan is hun produ.ctve:t'zameling de ver-
zameling van al.le geordende k-tallen (w 1 ,w2 , ... ,wk) met w 1 ~A1 , w2 e::A2 , . •. , 
wke:;~: 
1 , 2, ..• ,k}. 
Als 01,02· · .. .nk gegeven ruimten zijn, dan noemen wij n = n1xn2x · .; .x~ hun 
p:t'oductru.imte. Nemen wij Ai,Bicni voor i = 1,2 , ... ,k, dan zijn A;xAt< · ··x~ 
en B1xB2x .•• xBk deelverzamelingen van deze productruimte en 
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(1.3 . 2.) (A~xn2x . . . xnk)U(A1 xA~xn3x ..• xnk)U ... 
. • • U (A1x ... x~_2x~_ 1 xnk) U (A1x ••. x~_ 1 x~). 
Uiteraard is niet iedere deel verzameling van n een productverzameling. 
Als nu F 1 ,F2 , ••• ,Fk algebra's van deelverzamelingen van resp. 
n1.n2 ..... nk zijn, dan volgt uit het bovenstaa.nde dat de klasse van alle 
eindige (disjuncte) verenigingen van verzamelingen van de vorm A1xA2x ••• x~ 
met A.€. F., i = 1 ,2, • . • ,k, een algebra van deelverzamelinge·n van de product -
1 l 
ruimte n 1xn2 x ..• xS'lk is. We noemen deze algebra de produ.ctaZgebra van 
F 1 ,F2 , . .. ,Fk.-De productalgebra van k a-algebra ' s A 1 ,A 2 ,. .. ,Ak in resp. 
n 1 ,n2 , • • • ,nk is niet noodzakelijk een a-algebra. De a-algebra die door deze 
productalgebra· wordt voortgebracht heet de product-a-algebra A1xA2x •• • xAk . 
De meetbare ruimte (S'l 1x ... xnk , A 1x •. . xAk) heet de meetbare productruimte 
van de meetbare ruimten (S'l 1 ,A 1 ) (S'l2 ,A2 ) , • • • ,(nk,Ak). 
Het voorgaande kan gemakkelijk worden gegeneraliseerd tot producten met 
oneindig veel ":factoren". Wij beperken ons daarbij tot af'te·lbare producten : 
De productverzameZin.g A1xA2 x . .. is per definitie de verzameling van alle 
oneindige rijen w = (w1, w2 , .•. ) met wi€ Ai voor i = 1,2 , •... 
Het product n1xn2x • .. van een rij gegeven ruimten n 1 ,n2 , •.. noemen WlJ weer 
hun productr>uimte . De verzamelingen van de vorm Ax~+ 1 x ••• met Acn1xn2 x •• ~ 
en k < ® noemen wij de cyZirui.erverzameZingen in n 1xn2x •••• Als hierbij de 
verzameling A, de basis van de cylinderverzameling, zelf een productverza-
meling A1xA2 x • .. ~ met A1E:: n 1 , A2€ n2 , • • • , ~€~ is, dan spreken wij van 
een productcyZinderverzameling met zijden A1 ,A2 , .• • ,~. Laten nu F1 ,p2 , •. • 
algebra's in resp. n 1,n2 , • •• zijn. Dan is de kl.asse van alle eindige 
(disjuncte) verenigingen van productcylinders A 1xA2x •. . x~xnk+lx~+2x .• . met 
zijden A. €F. , i = 1,2, ••• ,k, k < ~. een algebra in de productruimte 
l l 
n1xn2x . •. : de productaZgebra van F 1 ,F2 , •• • . Deze producta1gebra kan ook 
beschreven worden als de klasse van alle cylinderverzamel ingen AXQ 
1
xn x •. . k+ k+2 
waarvan de basis tot de productal gebra van F 1 ,F2 , ••• ,Fk behoort. De product-
algebra van een rij a-algebra ' s A . in Q. , i = 1 , 2, . . . , is in het algemeen 
l. l . 
geen o-algebra. De cralgebra die door deze product algebra wordt voortge-
bracht is de product-O- aZgebra A
1
xA2x •. . , en (n1xn2x . •. ,A 1xA2x .. • ) is de 
meetbare productr>uimte van (Q 1,A 1), ~Q2 ,A2 ), .. . . 
10 
Voorbee Zden 
.. O R1 1 1 1 1 i 1.3.1 . Z1J i = , Di= D , Ci = C , Fi= F , Ai= B voor 
(Zie voorbeeld 1.2.2. en 1. 2.3. voor de notatie). 
Dan vol gt: 
n1xn2x ••• ><i\ Rk ; 
Dk { 1 } A1><A2 x • •• x~: Aie:D , i = 1, • • • ,k ; 
1 ,2 • . •. ,k 
ik- is de productalgebra van F 1 ,F2 , •. . ,Fk en wordt voortgebracht zowel 
door ff als door~ . en ook door de klasse {A1XA2 x .• ·><.\:: AiE:F 1 , i = 1, . . . ,k}. 
k B = A1xA2x .. . x.Ak en vordt voortgebracht door ieder van de hierboven 
1 genoemde klassen en ook door de klassen {A1xA2x • . • ~: Aif£B , i "' 1, . . • ,k}. 
1.3.2. Zij ni = R1, Di= D1. Ci = c1. Fi= F1. Ai= B1 voor i = 1,2, ••. 
De productruimte, die beste.a.t uit alle oneindige rijen van reele ge-
tallen noemen wij R~. Voorts definieren we: 
Dw: de klasse van alle productcylinders in R~ met zijden in D1 • 
c®: de klassen van a.lle productcylinders in R~ met zijden in c1. 
l': de klasse van alle productcylinderverzamelingen in Rw met zijden 
in F 1 • 
00 w. F: de productalgebra van F 1,F2 , .. . . F 1s de klasse van alle cylin-
derverzamelingen in R00 met basis in Fk, k < w en al deze cylinder-
verzamelingen kunnen geschreven worden als eindige (disjuncte) 
verenigingen van verzamelingen uit p* . 
B:J4: de klasse van alle productcylinderverzamelingen in ~~ met zijden 
in B 1 • 
+ + . B : de productalgebra van A 1 ,,A2 , . . • B 1s geen er-algebra en bestaat 
uit alle cylinderverzamelingen in R~ met basis in Bk, k < ""· 
B
00
: de product-er-algebra van A 1 ,,A2 , . • . ; We noemen B"" de er- algebra van 
Bore Z. in R00 en zij n element en de !Jore Z.-verzame Ung en in tt. 
11 
co 
De productalgebra F wordt voortgebracht door ieder van de klassen 
co 00 ~ 00 D , C , F • De product-a - algebra B wordt voortgebracht door ieder van 
<» 00 ~ 00 ~ + de klassen D , C , F , F , B , B . 
1.3.3. Zij i"l. :a {0,1} , A.= M(n.), i = 1,2, .• .• De productruimte {o,1}k 
l. l. l. 
n ,xn2x .• • xnk bests.at uit alle geordende k-tallen (w 1,. .. ,wk) met 
wi = O of 1, i =co 1 , • . • , k, en A 1xA 2x •.• xAk = M (n 1xn2x • •• xnk). De pro-
ductruimte {0.1} = n1xn2x ... bestaat uit a.lle oneindige rijen 
w = (w 1,w2 , ••• ) met wi = 0 of 1, i = 1,2 , ••. , en de productalgebra 
van A 1 ,A 2 ,. • • bestaa.t ui t alle cylinderverzamelingen. Deze product-
algebra is geen a-algebra. 
Opgaven 
1. Stel dat E ~ A x B, E 1 = A1 x B1 en E2 = A2 x B2 niet-lege deelverzame-
lingen van n 1 x n 2 zijn. Bewijs dat E = E1UE2 en E1E2 = ~ dan en slechts 
dan als of A= A1U A2 , A1A2 =~en B = B1 = B2 of A= A1 A2 , B = B1UB2 
en B1B2 = ~ . 
2. Zij A. een (a-}algebra van deelverzamelingen van n. , die wordt voortge-1 l. 
bracht door een klasse Ci, i = 1 ,2 , . •• k. Bewijs dat de product-(a-)-
algebra wordt voortgebracht door de klasse {A1xA2x ... x~: Ai~Ci, 
i = 1 , ••. ,k}. 
3. Bewijs dat de a-algebra van Borel ak in Rk wordt voortgebracht door de 
klasse van de open verzamelingen. 
4. Bewijs dat in de meetbare productruimte (11 = {0,1}co, A= A1xA2x ••. ) van 
voorbeeld 1. 3 . 3. de volgende verzamelingen meetbaa.r zijn: 
{w: w. 
l. 
= 0 voor i ~ nl, 
co 
{w: l W· l. < co} • 
co 
- i < .l} {w: l w. 2 • l. 3 
lim .l 
n 
= ..!.} {w: l w. . n-+00 n l. 2 
1. 4. MEETBA.RE FUNCTIES 
Zij f een functie op een ruimte 111 met wa.arden in een tweede ruimte 
n2 • Het inverse bee'ld f-
1(A) van een verzameling ACl12 is per definitie 
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{ • \ - 1 . ai 1: f(f» 1 )£ AJ • Gemakkelijk is in te zien dat f alle verza.mel.1ngstheore-
ti1che operaties bevaa.rt: 
f-l(Ac) • (f-l(A))c ACO · 2' 
f- 1( U At) • u f-l(At) A{:. n 2 , tE:T; 
tE:T tE:.T 
f - 1( (\ At) a n f-l(At) • Atcn2 , t c:T; 
t£T tE: T 
voor een villekeurige , eindige of oneindige indexverzameling T. Wij beschou-
ven tuncties op meetbare ruimte (01 , A1 ) met waarden in een tweede meetbare 
ruimte (n
2
, A2). Ben dergelijke f'unctie f heet A1-A2-meetbaar, of kortweg 
mHtbaar, a.ls f-l (A)€ A voor alle AE" A2 . Definieren wij de door f in 0 l g~t»•rdAI a-al.gabra -~- 1 (A 2 ) • {f- 1(A): AE:A 2} (dit is een a-algebra!}, 
dan kunnen vij ook zeggen dat f dan en slechts dan meetbaar is als 
t-1(A2 )cA 1• Wanneer aan deze eis voldaan is voor een f'u.nctjP. f die slechts 
op een (meetbare) deelverzameling n; van n 1, gedefinieerd is , dan zeggen we 
dat f meetb&ar is op 0; . Als de a-algebra A2 wordt voortgebracht door een 
ltl.aase c2 , dan ia de eis dat f-
1 (C2 ) • {f-
1(B): B~C2}cA 1 nodig en voldoende 
voor de meetbaarbeid van f: Nodig omdat f-l (C2 )c f - l (A2 ) en vo1doende omdat 
de kl.use {A e n2 : f-
1(A) £A 1} een a-algebra is en C2 , en derha1ve ook A2 , 
o:mvat. Als (oi ' Ai) , i • 1,2, 3, meetbare ruimten zijn en f : n 1+ n2 en 
g : n2+ o3 resp. A1 
- A2 - en A2 - A3 
- meetbare f'u.ncties zijn, dan is ook de 
8Qll11J11(11JstsZds flmctU g(f), gedefinieerd door g(f)(w1 )• g(f(w 1 ) )voor w1£ 0 1, 
aeetbaar, en vel A1 - A3 - meetba
ar. 
Indien n 1 of o2 de ruimte Jf( 1 ~ k ~ w) is, dan zal meetbaarheid in het 
hierna volgende zonder nadere aanduiding steeds betrekking hebben op de 
a-algebra van Borel Bk . Daar ~ vordt voortgebracht door Dk vo1gt uit het 
VQOrafgaande: 
Ben reele tunctie f op een meetbare ruimte (O,A) is dan en slechts dan meet-
ba&r als {f»: f(w) ~ a} b A voor alle a~ R 1; daar steeds ia €A en n t: A, is de 
tunctie f • a, &€ R1 • meetbaar ongeacbt de keuze van A. Een functie f op 
een meetbare ruimte (O.A) met vaarden f((I)) • (f1(w), •• .,fk(w))~Rk (k < ... ) 
ot met vaarden f((I)) • ( t 1 ((I)). f 2 ((1)) , ••• )E: R"' is dan en slechts dan meetbaar 
ala {111: fi(w) ,i&}€ A voor alle a'R1 in alle i, d.v.z. als ieder der reele 
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functies f. meetba.ar is; de functie f: a, a.E:Rk ( l ~ k ~ ... ) is steeds meet-
l . Rm d . Rk .. B ,~ . baar. Een meetbe.re functie op met 1'18.e.r en in noemen i.1l.J een orer-Juncti.e. 
voor eencontinue functie fop Rm met wae.rden in Rk is de verzameling 
) l . d 1 {w: f.(w <e.} voore.lle e.E:.R en alle l gesloten; e.e.r B de gesloten ver-
1 -z!IJllelingen in R1 beva.t, zijn alle continue functies Borelfuncties . 
Wil men toele.ten de.t reele functies ook de wae.rden .. en -~ kunnen e.an-
nemen, dan dient men in het voorgae.nde R1 overa.l te verve.ngen door zijn 
-1 l l -1 
e.fslu1t1ng R "'R V {oo}U {-oo}. In plaats van B beschouwt men dan B , de 
a-aZgebra van Borei in R1 , gedefinieerd a.ls de minima.le a-algebra die zoi.1el 
B 1 a.ls de beide verzamelingen {oo} en {-oo} beve.t . 81 vordt dus voortgebre.cht 
door de kle.sse i)1 van a.lle interve.llen van de vorm [-oo,a.J met ac..R1 • Geheel 
ane.loog ke.n men ook Rk en fi- definieren. Wij merken nog op dat in R1 
voor de elementen .. en _,, de volgende rekenregels die met limietoverge.ngen 
corresponderen, gelden: 
00 + co = 
e. .:!. lim x 
X-+<» 
.. 
e..oo = -a.(_...,) a lim x 
X-+<>o 
oo.oo = (-w) . (-oo) = oo , 
....!!.... = _+ a. lim _!_ = 0 
+ .. x 
X-+<>o 
Met name geldt dus o ... = O, doch 
= 
voor - 00 < e. < .. ; 
= -oo; 
[: 
voor 0 < a < .. 
voor a. = 0 
O; voor -oo < a < 
.co=-oo; 
voor _..., < a < ... 
en ~ zijn niet gedefinieerd. 
.. 
BeschoUi.1 tvee eindige reele meetbare functies f en g op een meetbe.re 
ruimte (Q ,A ) . De functies h 1(x,y) = x+y en h2 (x,y) xy van de reele 
ve.ria.belen x en y zijn continu en dus Borelfuncties. Derhe.lve zijn de samen-
gestelde functies h
1
(f,g) = f+g en h2(f ,g ) = f.g meetbae.r. Evenzo is ook 
f/g meetbe.ar op de verzameling {w: g(w) ; O} 1'1aar deze functie is gedefinieerd. 
Iodien wij voor f , s . f+g, f .gen f/g de wae.rden oo en _... toele.ten, dan zijn 
f+g, f.g en f/g 1'1elis.,aar niet noodzakelijk overa.l (c.q . op {w : g(w) ; O}) 
gedefinieerd, doch onze conclusies omtrent meetbaarheid blijven gehe.ndhaafd. 
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Voor een rij reele meetbare f'u.ncties r 1, r2 , ••• op een meetbare ruim-
te (11,A) geldt 
{w: sup f (w) ~a} = (\ {w: f (w) ~ a}E,A. 
n n - n=1 ° -
zodat sup fn , en dus ook inf fn = - sup - fn, meetbaar zijn. Hetzelfde 
geldt voor limnsup f
0 
en lim0 inf f 0 , daar 
= inf sup fm. 
n m~n 
De verzameling C van alle w en waarvoor lim f (w) bestaat is meetbaar , daar 
n n-+«> 
f = lim sup fn en .! = lim inf f 0 meetbaar zijn en dus 
C = {w: f{w) = .f(w) = oo} u {w: f{w) = .f{w) = -oo} u {w: f(w) - !_(w) = O}t.A . 
De f'u.nctie f = lim f , gedefinieerd op c, is daar gelijk aan fen du s meet-
n-+<>o n 
baar op C. Ook l f is dus meetbaar op de verzameling waar deze :functie ge-
n 
definieerd is . 
Iedere meetbare reele functie f op een meet bare ruimte ( rl ,.A ) die 
slechts eindig veel waarden aanneemt, is van de vorm 
n 
f = iil ai IAi met A1 , •• • ,An disjunct, Ai£ A voor i = 1 , 2, • •• , n en 
n < oo. Wij noemen zulke functies eLementaire fu,nctiea . Iedere meetbare 
niet-negatieve f'u.nctie f is de puntsgewijze limiet voor een niet-dalende 
rij niet- negatieve elementaire 
n2° 
l 
k=l 
functies fn· Men kan bijvoorbeeld 
k-l I k-1 k 
n {w: -- < f(w) < - } 2 2n - 2n 
kiezen. Tenslotte is iedere meetbare reele f'u.nctie f te schrijven al s het 
verschil f+ - f - van twee niet-negatieve meetbare functies f+ en f-, waar-
bij 
f+(w) = max(f(w),O) , f-{w) = - min(f(w) , O) . 
We noemen f+ en f - het positieve reap . negatili"Ve deeL van f . 
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Ste'l'ling 7. 4 . 7 
Zij (n1 ,A 1) een meetbare rui.mte met de eigenschap dat A1 de o-al.gebra 
is, die in n1 wordt geinduceerd door een functie g op n1 m
et waarden in een 
meetbare rui.mte (n2 ,A2 ): A1 = g-
1(A2 ) . Dan is een reele functie fop 
(n1,A 1) dan en slechts dan meetbaa.r als er een meetba.re reele functie hop
 
(n2 ,A2 ) is , zodanig dat f = h(g) . 
Be..1JJijs: 
Als er een dergelijke functie h is, dan geldt voor iedere Borelverza-
meling B €, B 1 : 
wegens de meetbaarheid van g en h, en dus is f meetbaar . Zij nu gegeven dat 
f meetbaar is. We dienen dan de existentie van een functie h met de boven-
genoemde eigenschappen aan te tonen. We beschouwen daartoe de volgende ge-
vallen: 
a) f ==IA, een indicatorfunctie, noodzakelijk met AE".A 1• Daar A1 = g-
1(A2 ), 
is er een B ~ A2 , zodanig dat A = g - l (B). Maa.r di t betekent dat 
f(w1) = IB(g(w1)) zodat IB een functie met de gezochte eigenschappen is. 
n 
b) f = r ai IA., een elemeotaire functie. Op grond van a) weten wij dat er 
1 l. 
meetbare functies hi op n2 zijn, zodanig dat IA. = hi(g), i l. 
n 
1,2, ••• ,n. 
Maar dan is ook de functie h = r a. h. meetbaar op n2 en f = h(g). 1 l. l. 
c) f is niet-negatief. 
f(w1) = li.m fn(w1), 
n-+<» 
Er zijn dan elementaire functies f zodanig dat n 
w1 E. n1• Voorts is fn = hn(g) met h0 meetbaar op n2• 
Derhal.ve bestaat li.m h
0 
( w2 ) voor al.le w2 E: { f(w1) : w1 ~ n1}. Definieren 
n-+<» 
wij nu 
{ 
li.m hn(w2 ) als deze limiet bestaat, n....., 
= 0 anders, 
dan is h meetbaar op de hele ruimte n2 , en f h(g). 
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d) Door c) tenslotte toe te passen op f+ en f- volgt de bewering voor een 
willekeurige meetbare f. 
Opgaven 
1. Bewijs dat een 
waarden in een 
dan en slechts 
functie f = (r1,r2 , . •• ) op een meetbare ruimte (Q,A) met 
meetbare productruimte (0 1 x n2 x • • • , A1 x A2 x ••• ) 
dan meetbaar is als f.: (n,A) -+ (n. ,A . ) meetbaar is voor 1 1 1 
i = 1, 2, 
2. Als f een continue reele functie op R1 is met lim f(x) = lim f(x) = O, 
x-+<" x+-"' 
n 
dan is er voor iedere c > O een elementaire functie g = l a. IA met de 
1 1 i 
eigenscbap dat de A. eindige disjuncte intervallen zijn en dat 
1 1 jf(x) - g(x) I < c voor alle x€.R • 
Een maa~ µ is een reele functie op een klasse C van deelverzamelingen 
van een ruimte Q met de eigenschappen 
(i) µ(A) is eindig voor tenminste een At.C; 
(ii) µ(A) ~ 0 voor al.le AEC; .. 
(iii) µ is a-additief, dwz. µ(\j A ) = l µ(A ) voor iedere disjuncte rij 
1 n 1 n 
A1 , A2 , • • • e: C waarvoor ook U A e: C. 1 n 
De maat 11 beet eindig als µ(A) eindig is voor alle A€ C, en a- finiet als 
er verzamelingen A1 , A2 , ••• € C zijn, zodanig, dat Q = U An en µ(An) < 00 
voor alle n. 
In veel gevallen blijkt het mogelijk een gegeven maat op een klasse C 
voort, te zetten tot een maat op de door C voortgebrachte a-algebra. 
SteLLing 1.S.1. (Carath6odory) 
Als m een maat is op een algebra F c M(fl), dan kan m worden uitge-
breid tot een maat µ op de door F voortgebrachte a - algebra A (d.w.z. er be-
staat een maat µ op A met µ(A) = m(A) voor alle A€ F). Als m o-finiet is, 
dan is deze voortzetting uniek, en is er voor iedere c > 0 en iedere A €.A 
met µ (A) < co een B £ F zodanig, dat µ (MB) < c , hetgeen inhoudt dat 
jµ(A) - µ{B)j <c. 
In het volgende beschouwen wij uitsluitend maten op a-algebra's. Als 
(n,A) een meetba.re ruimte en µ een (eindige, o-finiete) ms.at op A is, dan 
heet (n,A , µ) een (eindige, cr-finiete) maatruimte. Een verzameling A~A met 
µ(A) = O heet een µ-nulverzameling, en een bewering P(w) die juist is voor 
alle wc-Ac, ws.arbij A een µ- nulverzameling is, heet µ- bijna overal juist. 
Voor verzamelingen A, B, A1, A2 , . .. €A geldt: 
(1.5 . 1) 
(1.5 . 2) 
(1.5 . 3) 
( 1. 5 . 4) 
(1.5 . 5) 
(1.5.6) 
(1.5.7) 
(1.5.8) 
µ(~) = O; 
µ(A) + µ(Ac) = µ(n); 
µ(A) !, µ(B) als A c B, 
µ(B-A) = µ~B) - µ(A) als bove~dien µ(A) < 00 ; 
µ({)A ) !, l µ(A ), µ(U A ) !, l µ(A ); 
1 m 1 m 1 n 1 n 
µ(lim A
0
) = lim µ(A0 ) als A1, A2 , . •. een stijgende rij is, en 
ook als A1, A2 , en dalende rij is met µ(An) < 00 voor voldoen-
de grote n; 
µ(lim inf An) ~ lim inf µ(An); 
µ(lim sup An) ~ lim sup µ(An) als µ(U A.ui) < 00 voor voldoend grote 
n; n 
lim µ(An) als lim A
0 
bestaat en µ(V Axn) < 00 voor vol-
doend grote n . n 
Voorbeelden 
1. 5 . 1. Zij N een eipdige of aftelbare deelverzameling van een ruimte n , zij 
A c M(n) een a-algebra en zij µ(A) voor een willekeurige verzameling 
A 6 A gelijk aan het aantal elementen van A n N. µ is dan een maat op 
A. Men noemt µ een telmaat. In feite wordt µ geheel vastgelegd door 
1.5.2. 
de eis dat µ(Ne) 0 en µ{w} voor iedere w€ N. 
1 1 Lebesgue maat op (R , B ) 
Voor iedere disjuncte vereniging A = u (a. ,b. ) van cellen definieren 
n 1 l. i 
wij l(A) = l (b.-a.) < 00 • Hiermee is l als functie op F1 ondubbel-
1 l. l. ~ 
zinnig gedefinieerd. Bovendien blijkt l een o- finiete maat op F1 te 
zijn. Er is dus wegens stelling 1.5.1 een unieke voortzetting A1 van 
l , die een..maat op de Borel verzamelingen is . A 1 beet de Lebesgue 
, 1 
maat op B en is op grond van zijn constructie de enige maat op B 
die aan ieder interval zijn lengte als maat toekent. 
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In feite kan 1 tot een maat op een nog grotere a-algebra L. de 
a-algebra va.n de Lebesgue-meetbare vePzcunelingen, vorden uitgebreid . 
Men kan aantonen dat er bij iedere verzameling Le L een Borel verza-
meling B is zodanig , dat L 6 B bevat is in een A 1-nulverzameling in 
81 . 
1 • 5. 3. Lebesgue-Stie "ltj es maat op (R 1, B 1) 
Zij F een reele, niet-dalende, rechtscontinue functie op R1 •en 
laten F(m) en F( - m) gedefinieerd ziJn als de limieten van F(x) voor 
x-+- 00 resp. x + - m. Door nu m(A) = l (F(b.) - F(a.)) te stellen voor 
1 l. l. 
iedere disjuncte vereniging A = u (a. ,b.] van cellen, krijgen vij 
1 l. l. 
evenals boven een ondubbelzinnig gedefinieerde a - finiete maat m op 
F 1 • De unieke voortzetting µop 81 van m heet de Lebesgue-Stieltjes 
maat behorende bij de gegeven functie F. lJ is de enige maat op 8 1 
die aan iedere eel (a ,b] het verschil F(b) - F(a) als maat toekent. 
Neemt men F(x) ;;; x , dan wordt µ de Lebesguemaat op B 1 .Ook bier geldt 
dat men m kan voortzetten tot een gr otere a-algebr a B~, de a-algebra 
van de µ-meetbare vePzcunelingen, die gekarakteriseerd wordt door de 
eigenschap dat er bij iedere A€. 8 een B €. 8 1 is , zodanig dat A 6 B 
lJ 
in een JJ- nuJ.verzsmeling in B1 bevat is . 
Omgekeerd kan men bij iedere maat lJ op B1 , die a.an elk eindig 
interval eindige maat toekent, een niet- dalende , rechtscontinue 
funct ie F vinden zodanig dat JJ(a,b] = F(b) - F(a) voor iedere eel 
(a ,b]. Men neme bijv. 
waarbij x0 een willekeurig doch vast gekozen reeel getal is . F wordt 
op een additieve constante na uniek bepaald doorµ: Als Fen G beide 
voldoen, dan is er een con.stante c zodanig, dat F(x) • G(x) + c. 
Iedere ma.at op B1 die a.an iedere eindige eel eindige maa t toe-
kent, is dus een Lebesgue-Stieltjes maat . 
1 • 5. 4. Lebeegue- Stie ltj es maat op ( R~ Bk) 
Analoog aan het voor gaande noemt men een maat lJ op 'fik, met de eigeo-
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sehap dat µ(a,b] eindig is voor iedere eindige eel, d.v.z. voor 
iedere eel (a,b] met a= (a1, .. . ,8it) en b = (b1, .. . ,bk) eindig, een 
Lebesgue-Stieltjes maat. Voor de eonstruetie van een dergelijke maat 
gaan we uit van een reele f'unetie Fop Rk, die niet-dalend en 
reehtseontinu is in ieder van zijn argumenten. Dit is eehter nog 
niet genoeg. Voor een eindige eel (a,b] definieren wij differentie-
operatoren 6. door 6. F(x1 , . .. ,x..) = F(x1, ... ,x. 1 ,b. ,x. 1 , . . . ,x.) -1 1 K 1- 1 1+ K 
- F(x1, ..• ,xi-l'ai,xi+l'""" ,~) te stellen (i-1,2, ... ,k). We eisen 
nu dat 6 1 62 ... ~ F(a1 , ... ,8K_).::, 0 voor iedere eindige eel (a ,b]. 
We definieren vervolgens m(a,b] = 6 1 62 ... ~ F(a1, ••. ,8Jt) voor 
alle eellen (a,b], zo nodig via een limietovergang als een of meer 
van de coordinaten van a of b oneindig zijn. Gebruik ma.kend van het 
feit dat iedere verzameling in ~ te schrijven is als een eindige 
disjuncte vereniging van cellen, kunnen we m via additiviteit ondub-
belzinnig definieren op~- De aldus verkregen functie m blijkt een 
cr-finiete maat op~ te zijn. Zijn unieke uitbreiding µ op 'fi- is de 
enige maat op~ met µ{a,b] = 6 1 62 . . . ~ F(a1 , . .. ,8it) voor alle 
cellen (a,b]. Omgekeerd is er bij iedere Lebesgue-Stieltjes maat µ 
op~ een fUnctie Fop Rk, die aan alle hierboven gestelde eisen 
voldoet, en die via de geschetste constructie veer tot µ voert. 
Nemen wij F(x1 , . .. ,~) = x 1 x2 .• . ~· dan is aan a1le eisen 
voldaan. Voor eindige cellen (a,b] blijkt 
k k 
6 1 62 • • • 6k F(a1 , .•. ,~); ~ (bi-ai). De corresponderende maat A 
heet de LebeBgue-maat op B . 
Hee~ men een aanta1 cr-finiete maatruimten (n. ,A. ,µ. ), dan 1 1 1 
definieert men een productmaat µ = µ 1 x µ2 x .•. x µk op de product-
meetbare ruimte (n,A) = (n1x •. • x~,A 1 x .•. xAk) . Men gaat daarbij als 
volgt te werk. Eerst definieert men m(A1x •.. x~} = µ 1 (A~) µ2(A2 ) ..• 
µk(~l voor alle product-verzamelingen A1 x . . . x ~met AieAi, 
i = 1, 2, . .. , k . Vervolgens definieert men m(A) voor A in de pro-
ductalgebra F van A1 , . •. , Ak via additiviteit door A als eindige 
disjuncte vereniging van zulke productverzamelingen te schrijven. 
Deze definitie van m is ondubbelzinnig en maa.kt m tot een cr-finiete 
maat op F. De productmaat µ is nu per definitie de unieke voortzet-
ting van mop A.· µ is dus -de-uw.i-elre .. 111Aat op A met de eigenschap dat 
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µ(A1x •.. x~):: µ1(A1) µ2(A2 ) ..• µk(~) als Ai~Ai' i = 1, 2 , .. . • k. 
Men noemt (n,A,11) de product maat?'Uimte van de (ni,Ai,µi). 
De product maatruimte (n,A,µ) van een oneindige rij mas.truimten (ni,Ai,µi), i = 1, 2, . .. , kan men slechts op zinvolle -wijze defi-
nieren a.ls µi(ni) = 1 voor alle i. Men neemt dan n = n1 x n2 x ••• 
en A = A1 x A2 x •••• Voorts definieert men 
m(A) = 11 1 (A1 ) µ2 (A2 ) .•• µk(~) voor iedere product cylinder 
A = A x A x • • • x A x n x • • • , met zijden A.£. A. , 1 2 ~1t k+1 l. l. i = 1, 2, ... , k < ~. vaarna men deze definitie via additiviteit 
uitbreidt tot villekeurige verzamelingen in de product algebra F 
van A 
1, A2
, • • • . De zo verkregen f'unctie m blijkt veer een ondub-
belzinnig gedefinieerde maat op F te zijn met m(n) = 1, en de pro-
ductmaat µ is zijn unieke voortzetting op A. 
Opgaven 
1 1. Zij F een niet-dalende rechtscontinue f'unctie op R en zij µde bijbe-
1 horende Lebesgue-Stieltjes maat op B . 
Bevijs voor villekeurige a < b: 
µ(a.,b) = F(b- 0) - F(a), 
µ[a ,b) = F(b- 0) - F(a-0), 
µ[a.,b] = F(b) 
µ{a} = F(a) 
- F(a-0), 
- F(a-0). 
2. Laat zien da.t (Rk ,if,>. k) de product-mas.truimte van k exemplaren van (R 1 ,B1 , >. 1) is. 
3. Zij F. een niet-dalende rechtscontinue functie op Ren zij µ. de corres-l. l. ponderende Lebesgu&-Stieltjes ma.at op B1 , i = 1, 2, •.• , k. Bevijs dat 
de productmaat µ 1 x µ2 x • •• x µk op if via de in voorbeeld 1.5.4 be-
schreven constructie uit de functie F(x , ... ,x_) = F (x) F (x ) .•. F (x.) 1 It 11 22 kit verkregen kan ~orden. 
4. Zij F(x1, • • • ,"k) = min(x1, . . . ,~). Bevijs da.t F aan alle in voorbeeld 1.5.4 gestelde eisen voldoet en da.t de door F bepaalde Lebesgue..Stiel-
tjes ma.at lJ op Ti"- de eigenschap heeft da.t 1.1(A) = O voor iedere Ae 'fik die geen enltel punt gemeen bee~ met de hoofddia.gonaal 
6 • {(x1, • •• ,~ ) : x 1 = x2 = ... = ~} in Rk . 
21 
5. Als (n,A,µ) de productmaatruimte van de me.atruimten (Q. ,A.,µ.) met 
00 l l l 
µi(S\) = 1, i = 1, 2 , •.. , dan geldt AeA en u(A) = n µ.(A.) voor iedere 
- 1 l l 
productverzameling A= A1 x A2 x met Ai~Ai voor alle i. Bewijs dit . 
5. Zij (O,A,µ) de productruimte van de maatruimten (Q. ,A.,µ.) met l l. 1 
n. = {0 ,1 }, A. = M(Q.) en waar IJ. gegeven wordt door µ.{O} 
l l. l l l 
(i=1,2, • . . ). 
Bewijs: 
a) {w}€.A en µ{w} = 0 voor iedere w€.'2. 
b) E = { w : l w. < 00 } e A en 1J ( E) 0 . 
l .. . 
1J. { 1 } 
l 
c) De functie f(w) = l w. 2-1 op n is meetbaar . 
1 l. 
d) Zij n = EC, A = {A : A€ A t A c EC } t ~(A) = µ(A) voor alle A€A, en 
zij f de restrictie van fop n. f beeldt Q eenduidig af op (0,1] . 
f en zijn inverse functie zijn beide meetbaar. 
e) A1(a ,b] = µ(r- 1(a ,b]) = µ(f- 1(a,b]) voor iedere eel (a,b] c (0,1]. 
f) A1(B) = u(r-1(B)) voor iedere Borel verzameling B c [0,1] . 
1.6. INTEGRA.TIE 
We beschouwen in het volgende aJ. dan niet eindige,reele meetbare 
functies op een gegeven maatruimte (O,A,µ). Voor de integraa.Z van een der-
gelijke functie f over n schrijven wij 
f f(w) dµ(w), of kortweg ff dµ. 
Zulke integral.en worden als volgt gedefinieerd: 
Als f een niet-negatieve elementaire functie is, d.w . z . aJ.s 
n 
f =la. IA met n < 00 , 0 ~ ai ~ .. , Ai€A (i=1 ,2, •.. ,n) en A1 , ••• ,An dis-l l. • junct, dan 1 
J f du n = l a. µ(A.), 1 l. l. 
met de conventie dat 0 . 00 = co.O = 0 (zie §1 . 4). 
Als f een niet-negatieve meetbare functie is, dan is er een rij niet-
negatieve elementaire functies f 0 , zodanig dat 0 ~ fn(w) t f(w) voor n + 00 , 
we: Q en 
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J f dµ = lim J fn dµ. 
n--
Deze definitie is ondubbelzinnig. 
Als f een villekeurige meetbare functie is en tenminste ~~n van de 
integra.len J f+ du en J f- du eindig is, dan zeggen wij dat f integreer-
baar is, of ook wel dat de integr>aaZ van f bestaat, en 
J f du = J f+ du - J f - du . 
I s de aldus gedefinieerde integraal eindig, dan noemen we f BOT17Tleerbaar. 
De integraa.l van een meet bare f'unctie f over een verzameling A£ A wordt 
gegeven door 
J f dµ = J f(w) dµ(w) = J IA(w) f(w) du(w) 
A A A 
mits bet rechterlid gedef inieerd is . We zeggen dan dat f integr>eerbaar op 
A is , of, als de integraa.l eindig is, sorrvneerbaa:r op A is. 
Uit deze definitie van integraa.l kan men de volgende stellingen af-
leiden. 
Ste'lZing 1. 6.1. 
a) Voor iedere constante at. R1 en A€ A geldt 
Iadu=au(A). 
b) A:ls a , b e R1, A8A, en fen g integreerba.e.r op A zijn en a:f + bg op A 
gedefinieerd is, dan is a:f + bg ook integreerbe.a.r op A met 
J (af + bg) du =a J f du + b J g du , 
A A A 
mits bet r echterlid van deze gelijkheid gedefinieerd is . 
c) Als f en g integreerbaar op A€ A zijn en f ~ g u- bijna overa.l op A, dan 
geldt 
J r du~ J g du. 
A A 
d) Ala f integreerbas.r op AE:A is, dan geldt 
1J r dµI ~I lrl I + I -du = f du + f du . A A A A 
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Stellirig 1. 6. 2. (monotone conve:rgentie ateLlirig) 
Als O ~ f (w) t f(w) voor n + ~ µ-bijna overal, dan ge1dt ook 
n 
J fn dµ t J f dµ voor n + m 
Stelling 1.6. 3. (lermia van Patou) 
Als f n ~o ii-bijna overal voor n = 1 , 2, ... , dan geldt 
J lim int· fn dµ ~ lim,.in:r I 1·n dlJ; D n 
Als fn ~ 0 µ-bijna overal voor n = 1, 2, .•• , dan geldt 
I lim sup f
0 
dµ ~ lim sup J f
0 
dµ. 
n n 
Stellirig 1.6.4. (gedomineerde conve:rgentiestelZing) 
Als f (w) + f(w) voor n + ~ µ-bijna overal en er een sommeerbare 
D 
functie g is zodanig dat lr I ~ g ii- bijna overal voor alle n, dan is f n 
sommeerbaar en 
J lr - r I dlJ .... 0 voor n .... m zodat n . , 
J f d\J .... J f dµ voor n + 
m 
• 
uniform in AE:A. 
D 
A A 
Voo:rbee lden 
1.6.1. Lebesgue integ:raZen 
Als (n,A,ii) = (R1,B1 ,A 1) , dan noemen wij J f dg de Lebesgue inte-
gra.ai van f. Voor een elementaire functie f = l y. IA met de bij-
. 1 1 i. . . 
zondere eigenschap dat de verzamelingen Ai disJuncte eindige inter-
vallen zijn volgt uit de definities dat de Lebesgue integraal en de 
Riemann integraal gelijk zijn. Daar de benaderingsprocedure in de 
definitie van beide typen integralen voor een continue functie op 
een eindig interval met elementaire functies van dit speciale type 
kan worden uitgevoerd, impliceert dit dat de Lebesgue integraal van 
een continue functie over een eindig interval en de overeenkomstige 
Riemann integraal gelijk zijn. 
Nemen wij (n,A , ii) (Rk,~,Ak), dan krijgen wij te maken met Lebes-
gue integralen over Rk . Deze vertonen een soortgelijke overeenkomst 
met Riemann integralen over Rk. 
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1.6.2. Lebesgue-StieZtjes integraZen 
Zij (O,A) = (R1,B1) en zij µde Lebesgue-Stieltjes maat die corres-
pondeert met een oiet-dalende rechtscontinue functie Fop R
1
• We 
noemen J f dµ dan ~en Lebesgue-StieZtjes inte~r~Z- Voo~ ~en elem-
taire fUnctie f = l y. IA met A.= (a.,b.] eindig en disJunct 1 l i l l l 
(i=l,2, ... ,n) is de Lebesgue-Stieltjes integraal gelijk aan de Rie-
mann- Stieltjes integraal: 
J f dµ =I y. µ(A . ) 1 l l =I y. (F(b.) - F(a.)) = J f dF . 1 l l l 
Evenals boven volgt hieruit dat de beide typen integraal identiek 
zijn voor continue functies over eindige intervallen. 
SteZZing 1.6.S. (ongeZijkheid van Jensen) 
Als g een reele meetbare en convexe functie op R1 is en f een sommeer-
bare functie op een maatruimte (O,A,µ) met µ(0) = 1 is, dan is de samenge-
stelde i'unctie g·f integreerbaar en 
J g(f) dµ ~ g(J f dµ). 
Beb1ijs: 
Een reele functie g heet convex op een al dan niet eindig open inter-
val I als 
g (.!.!I.) < g(x) + g(y) 2 - 2 
voor alle x , YE: I. Dit is bv. het geval a.ls g op I een niet-dalende afge-
leide bee~. Men kan bevijzen dat iedere meetbare convexe functie ook con-
tinu is, en dat een continue functie g dan en dan alleen convex op I is 
a.ls er bij iedere a€. I een get al m( a) is, zodanig dat 
g(x) ~ g(a) + m(a) (x- a) voor alle X
€ I. Uit bet gegeven volgt dus voor 
villekeurige aE: R 1 : 
g(f(w)) ~ g(a) + m(a) (f(w) - a.), w~O. 
Daar bet recbterlid een sommeerbare functie van w is , is g•f integreerba.ar 
met 
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I g(f) dµ ~ g(a) + m(a) <ff dµ - a}, 
waaruit de stelling volgt als men a = f f dµ invult . 
St eZZing 1.6.6. (ovel"pZantingssteZZing) 
Zij (O,A,µ) een maatruimte en zij (n',A') een meetbare ruimte . Als nu 
f een A - A' - meet bare functie op n is met waarden in n', dan is de functie 
µ'(A ')= µ(f- 1(A')), A'€.A' 
een maat op A'. Als verder g een meetbare reele functie op (n' ,A') is, dan 
geldt 
I g(f) dµ = f g dµ' 
n n• 
in de zin dat de beide integralen bests.an en gelijk zijn zodra een van hen 
bestaat. 
Bewijs: 
De bewering dat µ' een maat is, is een direct gevolg van het feit dat 
r- 1 alle verzamelingstheoretische operaties bewaart. De tweede bewering is 
in het speciale geval dat g = IA' een indicator f'unctie is niets anders 
dan de definitie van µ '. Wegens de lineariteit van integralen volgt deze 
bewering dus voorelementairef'unctiesg; wegens de monotone convergentie-
stelling voor niet-negatieve meetbare functies g, en tenslotte, via de 
splitsing van g in zijn positieve en negatieve delen, voor willekeurige 
meetbare g . 
SteZZing 1. 6. 7. (Fubini) 
Laten (n1 ,A 1,µ 1) en (n2 ,A2 ,µ 2 ) twee o-finiete maatruimten zijn, en ziJ 
(n,A ,µ) de product-maatruimte. Als een reele f'unctie fop (n,A,µ) meetbaar 
en hetzij niet-negatief hetzij sommeerbaar is, dan zijn de integralen 
f f(w 1 ,w2 ) dµ 2 (w2 ) en f f(w 1 ,w2 ) dµ 1(w 1 ) 
n2 n1 
µ 1-bijna overal resp. µ2-bijna overal gedefinieerd en A1 resp. A2 meetbaar, 
en 
f f dµ f <f f(w 1,w2 ) dµ2 {w2 )} dµ 1(w1) 
n
1 
n2 
I <f f(w 1 ,w2 ) dµ 1(w1)} dµ(w2 ). 
n2 n1 
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Zij (n,A) een meetbare ruimte en laten µ en v twee maten op A zijn. 
Men noemt v µ-absoZuut continu als iedere u-nulverzameling tevens een v-
nulverzameling is. 
Steiling 1.6.8. (Radon-Nikodym) 
Als µ a-finiet en v u-absoluut continu is, dan is er een niet-nega-
tieve u-integreerba.re functie g , zodanig dat 
v(A) = J g du voor all.e AC::A. 
A 
Als g 1 en g2 twee zul.ke functies zijn, dan is g1 = g2 µ-bijna overal. Als ook v a - finiet is, dan kan men g eindig kiezen. Men noemt g de dichtheid 
van v ten opzichte van u , of ook vel de Radon-Nikodym afgeleide van v naar dv µ . Men schrijft ook wel g dµ · 
Zij (n,A) een meetbare ruimte en zij µ een maat en N een collectie 
maten op (n ,A). Men zegt dat µ de collectie N domineert indien iedere veN 
µ-absoluut cootinu is. 
Stelling 1.6.9. (domineringssteZZing) 
Indien N vordt gedomioeerd door eeo a-fioiete maat u , dan bestaat er 
.. 
eeo rij maten v-S N en een rij reele getallen c. > O met l c. = 1 zodanig 00 l. l. ... i=1 1 
dat de ma.at L 
i=l 
Be1.rJijs: 
c. v. eveneens N domineert. 1 1 
Daar \J a- finiet is bestaat er een rij disjuncte verzamelingen A ~A 
n met u An = n en 0 < u(A ) < "" voor µ(A n A ) n a.l.le n . De maat ~ gedefinieerd door ~(A) = L n i s eindig en domineert eveneens 
n µ(A
0
) 2° N. Zonder bezwaa.r kan µ 
dus eindig in plaats van a-finiet vorden verondersteld. 
Zij R de klasse van alle maten p = l c. v. met v.e N en c. > O voor 
. 1 1 1 1-1 
a.l.le i en L c. = 1. R vordt 
. ). gedomioeerd door µ: zij r de dichtheid van l. 
P 6 R ten opzichte van u. De stelling is bevezen indien wij een p0e; R con-strueren die R (en dus N} domineert. 
Zij A0 de klasse van alle verzamelingen C E: A waarvoor µ ( C) > O en 
vaa.rvoor er een PE: R bestaat met dichtheid r( w) > 0 voor u-bi jna alle w €..C. 
Indien C1, c2 , . .• g A0 , en p1 , p2 , . .. €.R zo zijn gekozen dat ri (w) > O 
voor µ-bijna alle w
€. Ci , dan geldt voor ci > O met l c. 1 dat 
i 1 
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p = l c. p. ~ R dichtheid r 
. 1 1 
= l c. r. ten opzichte van µ bezit met r(w) > 0 
. l. l. 
1 l. 
voor µ-bijna al le we u c .. Daar µ(C.)> O voor al.lei, geldt µ(uC . ) > O, l. l. l. 
zodat Y. Ci e: A0 • A0 is dus afgesloten onder a:rtelbare vereniging . 
Kies nu een rij C.€A0 met de eigenschap dat lim µ(C.) =sup µ(C) 1 1 C€. A 
(eindig!). Volgens het bovenstaande geldt c0 = ~ Ci8 A0 en dus O 
µ(c 0 ) =sup µ(C) . Zij P0€ R zo gekozen dat r0(w~ > O voor µ- bijna alle C c,A0 
w c, C 
0
• Wij zullen aantonen dat deze p 0 R domineert. 
Hiertoe beschouwen wij een willekeurige verzameling AeA met p0 (A) = 0 
en een willekeurige maat P E R met dichtheid r ten opzichte van µ en bewij -
zen dat p(A) = O. Zij C = {w: r(w) > O} dan geldt p(Cc) O. Voorts is 
p0 (AnC0 ) = 0 daar immers p0 (A) = 0 en aangezien r 0 (w) > O voor µ-bijna alle 
wec0 , geldt µ(AnC 0 ) = 0 en dus p(AnC0 ) = 0 daar µ R domineert . Tenslotte: 
als µ(AnC~nC) > 0 ZOU Zl.Jn , dan ZOU A n C~ n C G AO daar immers r > 0 op C. 
Omdat c0 €. A0 zou dan ook c0 u (Anc~nc) € A0 • Anderzijds volgt uit µ(AnC~nC) > 0 dat µ(c0u(AnC~nC)) > µ(C 0 ) =sup µ(C), hetgeen inhoudt dat 
ce A0 c 
c0 u (Anc~nC) ~ A0 • Uit deze tegenspraak volgt dat µ(Anc0nc) = o dus p(AnC~nC) = 0 . Daar ook p(Cc) = p(Anc0 ) = 0 geldt p(A) = 0 hetgeen te be-
wijzen was. 
Opgaven 
1. Bewijs: Als r 1 , r 2 , . . . r eele sommeerbare functies op de maatruimte 
~ J (n,A,µ) zijn en l lr I dlJ < 00 , dan is de reeks l f (w) IJ-bijna overal. 
1 n J 1 n 
absoluut convergent met sommeerbare som en (Lf
0
) dlJ = l J f
0 
dµ. 
2. Zij f een meetbare reele functie op ~n,A,µ) . Bewijs dat f = O µ-bijna 
overal als J I f I dµ = 0, en ook als J f dµ = 0 voor al le A~ A. 
A 
3. Als f een integreerbare functie op (n,A , µ) is en A1 , A2 , . .• €A disjunct 
zijn, dan geldt: 
J f d)J 
UA 
n 
Bewijs dit . 
= l I r d)J . 
n A 
n 
4. Als v een IJ- absoluut continue maat is en IJ o- finiet is, dan geldt 
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voor iedere reele meetbare functie f in de zin dat beide integralen be-
sta.an en gelijk zijn zodra er een bestaat. Bewijs dit. 
5. Laten µ1 en µ 2 twee maten zijn op een meetbare ruimte (Q,A), en zij 
v(A) '"' µ 1 }A) + µ2(A) voor Af:- A. Bewijs dat v een maat is en dat 
J f dv = J f dµ 1 + f f aµ2 voor alle functies f die zowel µ 1- als µ 2-
sommeerba.a.r :djn. 
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2 . WAARSCHIJNLIJKHEIDSREKENING 
2 . 1 . KANSRUIMI'EN 
Bij ieder experiment bests.at een uitsiagen.:ruimte n: de verzameling 
van alle mogelijke uitkomsten van het experiment . Een eventuaiiteit A be-
horende bij een experiment is een potentiele gebeurtenis, die bij de uit-
voering van het experiment, afhankelijk van de uitslag ervan, al .dan niet op-
t reedt, met dien verstande dat het al dan niet optreden van A volledig be-
paald wordt door de uitslag van het experiment. Dit betekent dat er een 
1-1 correspondentie is tussen eventualiteiten die bij een gegeven experi-
ment behoren enerzijds en deelverzamelingen van de uitslagenruimte n van 
dat experiment anderzijds. De met een eventualiteit A corresponderende 
verzameling bestaat uit juist die uitslagen w, die het optreden van A tot 
gevolg hebben. Op grond van deze 1-1 correspondentie zullen wij in het 
vol gende eventualiteiten en de daarmee corresponderende verzamelingen ver-
eenzel vigen. De verza.melingstheoretische relaties en operaties worden zo 
relaties en operaties voor eventuali tei ten: 
Q is de zekere eventuaiiteit, die bij iedere uitslag van het experiment 
optreedt; 
0 is de onmogeiijke eventuaiiteit, die bij geen enkele uitslag van het 
experiment optreedt; 
UAn is de eventualiteit die dan en slechts dan optreedt als ten.minste een 
van de An optreedt; 
nA
0 
is de eventualiteit die dan en slechts dan optreedt als alle eventu-
aliteiten An optreden; 
AAB is de eventualiteit die dan en slechts dan optreedt als precies een 
van de eventualiteiten A en B optreedt; 
lim sup An is de eventualiteit die dan en slechts dan optreedt als oneindig 
veel van de eventualiteiten An optreden; 
lim inf A is de eventualiteit die dan en slechts dan optreedt als al de 
n 
eventualiteiten An op eindig veel na optreden; 
AcB betekent dat B optreedt als A optreedt, m.a.w. dat het optreden van A 
dat van B i.mpiiaeert; 
AB=0 betekent dat A en B niet beide kunnen optreden, m.a.w. dat A en B 
eikaar uitsiuiten. 
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Bij een gegeven experiment vensen wij vaak niet de gehele klasse M(n) van alle deelverzamelingen van de uitslagenruimte n te beschouwen , doch slechts een deelklasse A hiervan. Wel zullen vij steeds veronderstellen dat A afge-sloten is onder alle eindige en a~elbare verzamelingstheoretische opera-ties , d.v. z. dat A een a-algebra is. Wij krijgen dus bij ieder experiment te maken met een meetbaPe ruimte (n~A). Wij spreken hierbij af dat slechts de meetbare verzamelingen eventualiteiten genoemd vorden. Stel dat vij een gegeven experiment E, steeds onder dezelfde initiele 
omstandigheden, kunnen herhalen. Zij n(A) het aantal ma.l.en dat een bij E beborende eventualiteit A optreedt indien het experiment n maal vordt uit-gevoerd; n(A) vordt de frequentie van A genoemd. Het frequentiequotiiint of de re'latieve frequentie van A in deze reeks van n realiseringen van het 
experiment is dan per definitie 
fq(A) = fil&. 
n 
In het algemeen vertoont fq(A) bij aangroeiende n allerlei grillige fluctu-
aties. Voert men het experiment nogmaals n keer uit, dan za.l men bovendien bij deze tveede reeks van n realiseringen veelal andere waa.rden voor fq(A) 
vinden dan in de eerste reek.s. Nu doet zich echter in de praktijk bij vele experimenten de omstandigheid voor dat, naarmate n groter vordt, deze fluc-tuaties van fq(A) binnen een reeks realiseringen van een gegeven experiment , en ook de verschillen van fq(A) tussen verschillende reeksen realiseringen van hetzelfde experiment, steeds geringer vorden . Men noemt dit verschijn~ sel de empiriache wet van de grote aantail.en. Het lijkt dus alsof fq(A) bij een steeds langer vordende reeks herhalingen van ons experiment convergeert 
naa.r een vaste limiet P(A). Dit getal P(A) nu zouden vij de kans van de 
eventualiteit A willen noemen. Dit is echter geen houdbare definitie van bet begrip kans. Er is hier im.mers geen sprake van een limiet in de gebrui-kelijke zin van bet voord omdat men een experiment nu eenme.al niet oneindig 
vaak kan herhalen. Men is er daarom toe overgegaan de vaarscbijnlijkheids-
rekeoing op axiomatische grondslag op te bouwen door eenvoudig aan iedere eventualiteit A een getal P(A) toe te kennen en dit per definitie de kans 
of 1J)Q(ZI'achijnlijkheid van A te noemen. Willen vij echter bet gedrag van f'requentiequotienten in lange reeksen herhalingen van een gegeven experi-
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ment aJ.s achtergrond voor het begrip kans handh.aven, dan zul.len vij moeten 
eisen dat de aldus ingevoerde vaarschi jnlijkheid de volgende eigenschappen 
van frequentiequotienten ook hee~: 
fq(~) = O, fq(O) = 
O ~ fq(A) ~ 1 voor al.le A e A 
fq(AuB) = fq(A) + fq(B) als A, B e A disjunct zijn . 
Daar wij bovendien steeds werken met o-aJ.gebra ' s van eventuaJ.iteiten ligt 
bet voor de band niet slechts additiviteit maar zelfs o-additiviteit te 
eisen. Deze eisen komen er op neer dat de waarschijnlijkheid P een genor-
meerde ein.d.ige maat op A moet zijn, d.w.z. een maat op A met de eigenschap 
dat P(n) = 1. 
Op grond van deze overwegingen komt men tot de volgende definitie van 
wat men een rrathematisch model voor een experiment zou kunnen noemen . 
Definitie 2.1 .1. 
Een kanaruimte of waarschijnlijkheidsruimte is een genormeerde maat-
ruimte (n,A,P). De verzamelingen A e A noemen wij eventualiteiten, de ge-
normeerde eindige maat P noemen wij waarschijnlijkheid of kans. 
De vraag hoe men n, A en P moet kiezen opdat de kansruimte (n,A,P) een 
redelijk bruikbaar model voor een gegeven experiment is, b1ijft bij deze 
axiomatische opzet van de waarschijnlijkheidsrekening dus geheel buiten be-
schouwing . 
Voorbee lden 
2.1.1 . Alterna.pief 
Een experiment dat slechts twee mogelijke uitkom.sten heeft noemt men 
een alternatief. VeelaJ. zullen wij de twee mogelijke uitkomsten 
"succes" en "mislukking" noemen. Ook duiden wij ze vaak aan met de 
cijfers 1 en 0 . Een kansruimte die als model voor een aJ.ternatief kan 
dienen krijgen wij door Q = {0 ,1 } en A= M(n) te nemen. De kansmaat P 
op A wordt dan geheel vastgelegd door P(1), de kans op een succes: 
Kiezen wij P(1) = p met O ~ p ~ 1 , dan volgt P(O) = 1 - p . 
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Een voorbeeld van een alternatief is bet kruis of munt gooien met een 
geldstuk , wa.arbij bv. de uitslag "kruis" een succes genoemd wordt. Als 
men de beide mogelijke uitkomsten even waa~schijnlijk acht, zodat men 
p ~ stelt , dan spreekt men van een zuivere munt. 
2.1.2. AseLecte trekking 
»e~chouwen wij nu een experiment dat een eindig Aantal (r mogelijke) 
uitkomsten bee~. Een kansruimte voor een dergelijk experiment kan 
men construeren door n = {1,2, ••. ,r} en A= M( O) te kiezen. Een kans-
maat P op A wordt dan geheel vastgelegd door de keu.ze van niet-nega-
tieve getallen P(l), P(2), ... , P(r) , zodanig dat bun som 1 is. Bij 
veel experimenten van dit type, bv. bet gooien met een dobbelsteen, 
het trekken van een kaart uit een goed geschud pak speel.kaarten , het 
blindelings trekken van een loterijbriefje of een knikker uit een 
vaas met r goed doorelkaar gescbudde genummerde briefjes of k.nikkers, 
zal men op grond van symmetrie alle mogelijke uitkomsten even waar-
schijnlijk achten, zodat men P(i) = 1., i = 1, 2 , ... , r zal kiezen. r 
Men spreekt dan van een worp met een zuivere dobbeZsteen of van een 
aseZecte trekking van 1 object uit een collectie van r objecten. 
2. 1 . 3. Ase Zecte trekking van een getaZ tussen 0 en 1 
In voorbeeld 2. 1. 2 hebben wij het woord "aselect" gebruikt om aan te 
geven dat het experiment een zekere symmetrie vertoonde . met als ge-
volg dat alle mogelijke uitkomsten even waarschijnlijk geacht werden. 
Een dergelijke symmetrie kan echter ook aanwezig zijn bij experimenten 
met oneindig veel mogelijke uitkomsten. Wij kunnen hierbij denken aan 
een continu analogon van een roulette: een ronddraaiende wijzer, die 
op zeker moment tot rust komt , waarna men de stand van de wijzer af-
leest op een lineaire schaalverdeling van 0 tot 1 op de cirkel waar-
langs de punt van de wijzer kan bewegen . Bij dit experiment hebben 
wij n = (0 ,1 ], en het ligt voor de hand voor A de a-algebra van alle 
Borelverzamelingen in (0 , 1] te kiezen. De veronderstelling dat alle 
mogelijke uitkomsten even waarschijnlijk zijn is nu ecbter niet vol-
doende om een kansmaat P op A vast te leggen . Uit deze veronderstel-
ling volgt alleen dat iedere eenpuntsverzameling in (0,1] de maat 0 
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moet hebben. De af'vezigheid van enige voorkeur bij dit experiment kun-
nen wij echter ook omschrijven door te stellen dat de kans , dat de 
uitslag van het experiment in een gegeven interval (a ,b] c (0 ,1] valt, 
niet van de ligging, maar alleen van de lengte van dit interval af-
hangt . Maar dan moet deze kans evenredig zijn met de lengte van het 
beschouwde interval, en, daar n zelf lengte 1 heeft, zelfs gelijk zijn 
aan deze lengte. Hiermee is P geheel vastgelegd (zie voorbeeld 1.5.2): 
P is de Lebegue maat op A. Dit voorbeeld verklaart waarom voor de o-
algebra van eventualiteiten A niet steeds M(n) wordt gekozen. Weliswaar 
zou men in dit geval verder kunnen gaan dan de Borelverzamelingen en 
voor A de Lebesgue- meetbare verzamelingen kunnen kiezen , docb de 
Lebesgue maat is niet tot M(Q) uit te breiden. 
2.1.4. Ase'lecte steekproef 
Wij beschouwen nu bet experiment dat bestaat uit het nemen van een 
steekproef van n objecten uit een gegeven collectie van N objecten. 
Om de gedachten te bepalen denken wij bierbij aan een vaas met N ge-. 
nummerde knikkers, waaruit men een steekproef van n knikkers neemt. 
Men kan hierbij op verschillende manieren te werk gaan: 
a) Na de vaas met inhoud goed geschud te hebben neemt men een voor 
een n knikkers uit de vaas. Het resultaat noemt men een geordende 
steekproef zonder teruglegging . De mogelijke uitkomsten van dit 
experiment kan men omschrijven als alle geordende n-tallen van de 
vorm (i 1 ,i2 , ... , in) waarin i 1 , i 2 , ... , i 0 verschillend zijn en 
1 ~ ij ~ N voor j = 1, 2 , •• . , n. Er zijn N!/(N- n)! zulke geordende 
n-tallen, en bet lijkt onder de gegeven omstandigheden redelijk 
a.lle mogelijke uitkomsten even waarschijnlijk te achten. Men komt 
zo :tot een kansruimte ( Q ,A ,P) , waarbij Q ui t N ! I ( N-n) ! punt en be-
staa1., A M(Q) en waarbij de kansmaat P aan iedere eenpuntsver-
zameling de kans (N-n)!/N! toekent; men spreekt dan van een geordende 
ase'lecte steekproef zonder terug'legging, of wel van n ase'lecte 
trekkingen zonder terug'legging. 
b) Na goed schudden neemt men in een keer n knikkers uit de vaas . Men 
bee~ dan een ongeordende steekproef zonder teruglegging. Nu kan 
men de mogelijke uitkomsten identificeren met a.lle verzamelingen 
34 
van de vorm {i1, i 2 , •.. ,in} met i 1, •.• , ~ verschillend en 
1 ~ ij ~ N voor j = 1, 2, .•• , n. Daar er (n) zulke verzamelingen 
zijn, en het wederom redelijk lijkt alle mogelijke uitkomsten even 
waarschijnlijk te achten komt men nu tot een kansruimte die uit 
(~) punten bestaat, die ieder een kans 1 /(~) hebben; m,en noemt dit 
een aselecte steekproef zonder teruglegging. 
De ender a) en b) genoemde kansruimten zijn consistent in de volgende 
zin. De eventualiteit in model a) dat de steekproef uit de knikkers 
i 1, i 2 , • •. , in bestaat ongeacht hun volgorde, bestaat uit n! punten, 
te weten de n! geordende n- tallen die men krijgt als men a1le permu-
taties van i 1 , i 2 , •.• , i opschrijft . De kans van deze eventualiteit 
in model a) is dus n ! (N;~)! = 1/(N), hetgeen gelijk is aan de kans 
. n 
die dezelfde eventualiteit in model b) heeft. Is men uitsluitend ge-
interesseerd in eventualiteiten waarbij de volgorde van de knikkers 
in de steekproef geen rol speelt , dan kan men dus naar verkiezing met 
model a) of b) werken. 
c) Men trekt de knikkers een voor een, maar steeds legt men de laatst 
getrokken knikker , na het nummer te hebben genoteerd, terug in de 
vaas, voordat men deze goed scbudt en de volgende k.nikker neemt. 
Men krijgt zo een geordende steekproef met teruglegging. Waar in 
de gevallen a) en b) noodzakelijk is dat n ~ N, mag bier n > N zijn . 
De mogelijke uitkomsten van bet experiment kunnen we identificeren 
met de geordende n-tallen (i1,i2 , ..• ,i0 ) met 1 ~ ij ~ N voor j = 1, 2 , ••• , n, waarbij de i. niet noodzakelijk verschillend J hoeven te zij n . Het aantal mogelijke uitkomsten isderhalve N° , en 
ook bier is het redelijk aan alle mogelijke uitkomsten dezelfde 
kans N-n toe te kennen; men spreekt van een geordende aseLecte 
eteekproef met teruglegging~ of wel van n aselecte trekkingen met 
terug'legging. 
We veronderstellen nu dat r van de N knikkers in de vaas, bv . de 
knikkers met de nummers 1, 2 , . . • , r, rood zijn en dat de overige 
w = N - r knikkers wit zijn, en we vragen naar de kans pk dat een 
aselecte steekproef van n knikkers precies k rode knikkers zal bevat-
ten. Het a.ntwoord op deze vraag hangt er uiteraard van af of de steek-
proef met of zonder teruglegging wordt genomen. In het laatste geval 
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maakt het echter geen verschil of we met model a) of b) werken, omdat 
de volgorde van de knikkers in de steekproef hier geen ro1 speelt. 
(Dit zou wel het geval zijn als wij bv . vroegen naa.r de kans dat de 
eerste k knikkers in de steekproef rood zijn en de volgende n - k 
knikkers zwart.) 
In het geval dat geen terug1egging plaats vindt zijn er onder de 
(N) mogelijke ongeordende steekproeven precies (r) ( wk) ~ie uit k n k n-
rode en n - k witte knikkers bestaan, zodat 
(r) (N-r) 
k n-k p = 
k (N) 
n 
Hierbij zij opgemerkt dat het aantal rode knikkers in de steekproef 
uiteraard niet groter dan min (n,r) kan zijn en dat het aantal witte 
k.nikkers in de steekproef niet groter dan min (n,w) kan zijn. Bij 
substitutie van een waarde voor k, zodanig dat k > min (n ,r) of 
n - k > min (n,w), in onze uitdrukking voor pk' vinden wij dan ook 
pk = O, dankzij de gebruikelijke conventies voor binomiaalcoefficien-
ten. 
Neemt men de steekproef met teruglegging, dan zijn er onder de ~ 
mogelijke resu1taten rk wn-k waa.rbij de steekproef k rode knikkers op 
k voorgeschreven plaatsen bevat en verder uit witte knikkers bestaat. 
Daar men k plaatsen in de steekproef op (~) manieren kan voorschrijven , 
bestaat de eventualiteit dat de steekproef precies k rode knikkers be-
vat dus uit (~) rk wn-k punten, zodat 
Het aantal rode knikkers in de steekproef moet uiteraard tussen 0 en n 
liggen. Voor k < 0 en k > n geef't onze formule dan ook pk = O. 
Opgave 
Geef een vo1ledige opsonuning van de in voorbeeld 2 . 1.4 a) , b) en 
c) genoemde uitslagenruimte n voor N = 4, n = 3. Als de knikkers 1 en 
2 rood, en de knikkers 3 en 4 wit zijn, geef dan in elk van de model-
len a), b) en c) aan ui t welke punten van n de volgeride eventuali tei~ 
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ten bestaan: 
a) De steekproef bevat alleen rode knikkers 
b) De steekproef bevat 1 rode en 1 witte knikker 
c) De steekproef bevat minstens 1 witte knikker. 
Beschrijf evenzo voor model c) de eventualiteit dat de steekproef uit 
twee verschillende knikkers bestaat . Bereken in ieder van deze geval-len de kans van de beschouvde eventualiteit. 
2.2. VOORWAARDELIJ1CE WAARSCHIJNLIJKHEID 
Zij gegeven een kansruimte (O,A ,P). Voor A, B 
€A met P(A) ~ 0 defini-
eert men de voorwaardeZijke waa:rschijnlijkheid va:n B gegeven A: 
(2.2.1) P(BIA) = ~~~). 
Gemakkelijk is na te gaan dat P(B JA) bij vaste A als funct i e van B een kans-
maat op A is en dat 
P(BJA) -{ O 
- re+ 
als 
als 
c B c A , 
B c A. 
De kansm.a.at P(· JA) wordt dus uit de oorspronkelijke maat P verk.regen door de m.aat die P buiten A legt te verwijderen en de resterende ma.at op de in A bevatte deelverzamelingen opnieuv te normeren. 
We kunnen deze definitie als volgt motiveren. Stel dat (O.A ,P) een 
model is voor een experiment E. We beschouwen dan naast E een nieuw exper i -
ment EA dat in feite gelijk is aan E, ma.ar waarbij als extra voorvaarde 
wordt gesteld dat A moet optreden. Om EA uit te voeren dient men dus aller-
eerst E uit te voeren en te kijken of A daarbij optreedt. Is dit het geval, dan heett men daarbij EA uitgevoerd, en anders beschouwt men het experiment 
a.1s mislukt en doet men bet over. Willen we nu voor EA een ka.nsruimte (OA,AA,PA) construeren, dan mogen we ongestratt OA = n en AA= A nemen , als we tenminste PA(Ac) = 0 stellen. Ter bepaling van PA(B) voor een willekeu- . 
rige eventualiteit B € A beschouven vij een reeks van n realiseringen van het oorspronkelijke experiment E. Ala A hierbij n(A) keer optreedt, dan be-
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vat onze reeks van n realiseringen van E een reeks van n(A) r ealiseringen 
van EA. en bet aantal malen dat B optreedt bij deze n(A) reali seringen van 
EA is gelijk aan n(AB) , bet aantal malen dat AB optreedt bij den realise-
ringen van E. Het frequentiequotient fqA(B) van B in de reeks van n(A) rea-
l i seringen van EA wordt dus gegeven door 
_ n(AB) _ fq~)) fqA(B) - n(A) - fq A . 
Als (n,A ,P) een goed model voor E is , dan zullen fq(AB) en fq(A) bij grote 
n in de buurt van resp . P(AB) en P(A) l iggen, zodat fqA(B) in de buurt van 
P(BIA) komt. Derhalve dienen wij PA= P( · IA) te kiezen. 
Een andere schrijf'wijze voor de definitie (2 .2.1) is 
(2 . 2.2) P(AB) = P(A) P(BiA) , 
een gelijkheid die ook zinvol blijft als P(A) = O, hoewel P(BIA) in dat ge-
val ongedefinieer d blijft . Door inductie volgt uit (2 . 2.2) d e zogenaamde 
productrege i : 
n n -1 (2.2.3) Pr; Ai)= P(A1) P(A2 1A1 ) P(A3 1A1A2 ) P(A 1 n A. >. n 1 i 
Als een eindige of aftelbare collectie verzamelingen A1 • A2 , e A 
een pa.r-titie van n vormt (d .w.z . uA, = n en A. A. = ~ als i ~ j), dan volgt 
... 1 J 
voor willekeurige Be A: 
(2 .2 . 4) P(B) = l P(A.B) = l P(A.) P(B iA.). 
. 1 . 1 1 1 1 
Als bovendien P(B) ,. O, dan volgt hieruit 
(2.2.5) P(A. iB) 
J 
P(A.) P(BIA-) 
=I P(A~ ) P(BIA:) 
i 1 
welke formule bekend staat als de regel van Bayes. 
Zoals uit de volgende voorbeelden zal blijken zijn voorwaardelijke 
waarschijnlijkheden vaak zeer nuttig bi j de constructie van kansruimten bi j 
gegeven exper imenten, daar in veel gevallen door de omschrij ving van bet 
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experiment bepaalde voorwaardelijke kans en worden vastgelegd . 
Voorbee l.den 
2 . 2 . 1.Geordende aselecte steekproef 
De in voor beeld 2.1 . 4 a) omschreven handelwijze laat zich ook als 
volgt omschrijven: Gegeven is een vaas met N knikkers, genummerd van 1 tot 
en met N. Hieruit neemt men aselect 1 knikker en vervolgens kiest men tel-
kens asel.ect 1 k.nikker uit de nog in de vaas aanwezige knikkers , totdat men 
i n totaal n knikkers uit de vaas genomen hee:t't. Zij nu (i 1, i 2 , . . . , in) een 
geor dend n-tal met i 1 , • • . , in verschi llend en 1 ~ ij ~ N voor 
j = 1, 2 , . .• , n. Daar de eerste knikker aselect gekozen wor dt uit alle N 
knikkers moeten we de kans dat de eerste knikker het nummer i 1 hee:t't gelijk 
aan 
1/N stellen . Ala reeds bekend is dat de eerste k knikkers de nummers 
i 1 , • • • , ik hebben , dan wor dt de volgende knikker a select gekozen uit de 
nog resterende N - k knikkers, waaronder knikker ik+l · De voorwaardelijke 
kans dat de (k+l)-ste knikker het nwmner ik+l hee:t't , gegeven dat de eerste 
k knikkers de nummers i 1 , i 2 , .•. , ik hebben , moeten wij dus gelijk aan 1/ N- k stellen (k=1 ,2 , • .• ,n- 1). Toepas sing van de productregel (2.2.3) gee:t't 
nu 
1 (N- n) ! 
N-n+l = N! 
hetgeen in overeenstemming is met de eerder gemaakte keuze voor deze kans . 
Neemt men de steekpr oef met teruglegging , dan is iedere trekking op-
nieuw een aselecte trekking van 1 knikker ui t ooze vaas met N knikkers. Met 
behulp van de productregel volgt hier uit dat we voor ieder geordend n- t a l 
(i 1, . •• , in) met 1 < i. ~N voor j .. 1 • 2 , ... , n , 
- J 
P(i 1,. • . ,i0 ) 
1 1 1 1 
= -
- = N N N N° 
moeten kiezen , hetgeen weer in overeenstemming is met de in voorbeeld 2 . 1. 4 
c) gedane keuze. 
2 . 2 . 2 . Gegeven zijn twee vazen met knikkers: Vaas I bevat 2 witte en 8 rode 
knikker s , vaas II bevat 4 witte en 1 r ode knikker . Men kiest aselect , bv. 
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door met een zuivere munt te gooien, een van deze vazen en trekt daaruit 
aselect 1 knikker. Zij W de eventualiteit dat deze knikker vit is . We kun-
neo P(W) dan berekenen met behul.p van (2.2 . 4). Immers, als A1 resp. A2 de 1 
eventualiteit is dat vaas I resp . II gekozen wordt , dan is P(A1) = P(A2) = 2 
wegens de aselecte keuze van de vaas. Omdat de knikker aselect getrokken 
wordt uit de gekozen vaas geldt 
Hieruit volgt 
P(W) 1 x .l + 1 x ,!!. = 1 
= 2 5 2 5 2 
Door toepassing van de regel van Bayes vinden wij verder 
1 1 
P(A, lw> = 2 ~ 5 = t , P(A2iw) = ~ • 
2 
Op grond van het voorgaa.nde kunnen wij di t a.ls volgt interpreteren: Voert 
men het gehele experiment , inclusief de keuze van de vaas, een groot aantal 
malen uit, dan mag men verwachten , dat in ongeveer de helf't van de geva.llen 
de gekozen knikker wit zal zijn, in ongeveer ~van de gevallen waa.rin de 
gekozen knikker wit is , zal deze knikker uit vaas I afkomstig zijn. 
Zie voor meer voorbeelden en opgaven bv.[1] en (2) . 
2.3. ONAFHANKELIJKHEID 
Zij gegeven een kansruimte (n,A,P). 
Definitie 2.3.1. 
Twee eventualiteiten A, B heten (onderiing) onaf'hankeiijk (afkorting: 
o.o.) als P(AB) = P(A) P(B). 
Twee klassen eventualiteiten c1 , c2 c A heten (onderling) onafhankelijk 
als ieder paar eventualiteiten A1 E C1 , A2 € c2 o.o. is . 
Een eve$tualiteit A waarvoor P(A) = O of 1 is dus o.o . met betrekking 
tot ieder eventualiteit B. Daar P(AB) = P(A) P(B) impliceert dat 
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P(AcB) = P(Ac) P(B), P(ABc) = P(A) P(Bc) en P(AcBc) = P(Ac) P(Bc) (zie op-
gave 2), houdt onafhankelijkheid van A en Bin datde klassen {~,A.Ac ,n} en 
{~,B,Bc,O} o.o. zijn. Indien 0 < P(A) < 1 , dan is onafhankelijkheid van A 
en B dus equivalent met P(B IA) = P(BIAc) = P(B). Hieraan ontleent het be-
grip onaf'hankelijkheid zijn intuitieve interpretatie: inforll18.tie over het 
al dan niet optreden van A brengt geen verandering in de kans die wij aa.n B 
toekennen en leert ons dus niets over het optreden van B. Indien P(A) = 0 
of 1 , dan geef't het al dan niet optreden van A geen enkele irif'ormatie. Daar 
de definitie van onaf'hankelijkheid symmetrisch in A en B is mogen wij in 
deze interpretatie de rollen van A en B verwisselen. 
Een eerste uitbreiding van deze definitie tot meer dan twee (klassen 
van) eventualiteiten is de volgende . 
Definitie 2. 3.2. 
Eventualiteiten At• t € T heten paaragm.Jijs onafhanke'lijk als 
ieder paar eventualiteiten As, At met s, t € T, s ~ t, o.o. is. 
Klassen van eventualiteiten Ct c A, t € T heten paarsgewijs onaf'hanke-
lijk als elk tweetal klassen C
8 , Ct met s, t € T, s ~ t , o.o. is. 
Als A, B en C drie paarsgewijs onaf'hankelijke eventualiteiten zijn, 
dan kan er toch nog een zekere mate van af'hankelijkheid tussen A, B en C 
bests.an, zoals blijkt uit het volgende voorbeeld. 
Voorbee Z.d 2 . 3 . 1. 
Beschouwen wij het experiment dat bestaat uit het doen van twee worpen 
met een zuivere dobbelsteen. Zij n de bijbehorende uitslagenruimte met 
A= M(O) en zij, voor i = 1, 2, Ci de klasse van alle eventualiteiten waar-
van het al of niet optreden geheel bepaal.d wordt door bet resulta.a.t van de 
i-de worp . Het ligt dan voor de hand P zo te kiezen, dat c1 en c2 o.o. zijn. 
In combinatie met de veronderstelling dat de dobbelsteen zuiver is, leidt 
dit tot het toekennen van gelijke kansen a.an de 36 punten in n. 
Zij nu A de eventualiteit dat bet resultaat van de eerste worp even 
is, B de eventualiteit dat het resultaat van de tweede worp ·even is, en C 
de eventualiteit dat bet totale aantal ogen even is. Een eenvoudige bereke-
ning leert dan dat A, B en C paarsgewijs onaf'hankelijk zijn met 
1 P(A) = P(B) = P(C) = 2· Uit de def'initie van A, B en C volgt verder 
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zodat 
AC= BC AB ABC . 
Der halve hebben wij 
P(C IAB) P(B IAC) = P(A IBC) s 1. 
Hoewel informatie over bet al o~ niet optreden van een van de eventualitei-
ten A, B en C ons niets verteld over het al of niet optreden van de ander e 
twee, impliceert bet optreden van twee van deze eventualiteiten, dat ook de 
derde optreedt. 
Gezien het voorga.a.nde zullen wij, als wij elke afhanke1ijkheid tussen 
een aanta1 eventua1iteiten At , t € T willen uitsluiten, moeten eisen dat 
iedere voorwaardelijke kans van de vorm P(At IAt . • • At ), voor zover ge-
1 2 k 
definieerd, gelijk is aan de corresponderende onvoorwaardelijke waarscbijn-
lijkheid P(At ) • 
1 
Definitie 2.3 . 3. 
Eventua1iteiten At , t € T heten ondero'ling onafhanke'lijk. als 
k 
P( {) A ) = 
i=1 ti 
k 
n P(At.) 
i=1 l. 
voor iedere eindige deel verzameling {t 1 ,t2 , • •. ,tk} van T. 
Klassen van eventualiteiten Ct c A , t € T heten onderling ona:fhankelijk 
als voor iedere keuze van At i; C t, t i: T de eventuali tei te.n At, t € T o. o. 
zijn. 
SteUing 2.3 . 1. 
Als algebra's Ft c A , t € T onderling onafhankelijk zijn, dan zijn de 
daardoor voortgebrachte a- algebra ' s dat ook . 
BeJJ>ijs: 
Laat Ai€ At., ti € T , i = 1, 2, ••• , k <~ , en zij c > O. Voor iedere 
l. 
n > 0 en i = 1, 2, • . • , k is er volgens stelling 1.5.1 een verzameling 
B. €Ft. zodanig , dat P(A.6B.) < n. 
l. l. l. l. 
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Daa.r 
volgt dan 
Kiezen wij n > 0 zo klein dat k.n < &/2 en bovendien 
k k 
In P(A.) - rr P(B.)i < &/2, 
1 l. 1 l. 
dan volgt 
k k 
IP(OA.) - n P(A.)I < e , 
1 l. 1 l. 
en due, daar & > 0 willekeurig klein genomen kan worden, 
k k 
P(() A.)= n P(A.). 
1 l. 1 l. 
Voo~beeZd 2.3.2. Onafha:nkeLijke e:cperimenten 
Zij E een sameogesteld experiment dat uit n deelexperimenten E. met 
l. kansruimten (n. ,A. ,P.) bestaat (i=1,2, •.. ,n). Wil.len wij bij E een kans-i l. l. 
ruimte ( 0 ,A ,P) construeren , dan l.igt bet voor de hand ( 0 ,A) gelijk te stel-
len aan de product meetbare ruimte van de ( n. ,A. ) • Voor i = 1 , 2 , • •. , n * l. l. 
Zl.J Ai de klasse van al.le eventualiteiten waarvan het al of niet optreden 
geheel bepaald vordt door de uitslag van E •• Gemak.kelijk is in te zien da t l. A~ een a-algebra is en uit al.le verzamelingen van de vorm l. 
A°': .. A1 x A._ x •.. x A , met A. = n. voor j >< i en A. E A., bestaat . Uiter-1. -"2 n J ~ . i i 
aard moeten wij P zo kiezen dat P(A.) = P.(A. ) voor A.EA., i = 1 , 2, •. . , n, l. l. l. l. l. 
wil ons model (n ,A ,P) in overeenstemming zijn met de gegeven modellen 
( 0. ,A. ,P. ) . We veronderstellen nu dat de deelexperimenten E. op een zodanige l.l.1. 1. 
wijze wor den uitgevoerd, dat zij elkaar niet kunnen beinvloeden, met als 
* consequentie dat in ons model (n,A,P) de a-algebra's Ai o .o . moeten zijn. 
* * * . Daar A1 x A2 x ... x An = A1 n A2 n ••• n An voor Ai E Ai, i. = 1, 2, • . • , n, 
volgt hieruit 
n n 
IT P(A~) = IT 
i=l i=l 
P . (A.) 
l. l. 
voor iedere productverz8llleling A1 x A2 x • • • x An met Ai€ Ai, 
i = 1, 2, ... , n. Maar hiermee is P geheel vastgelegd: P is de productmaat 
P1 x P2 x • •• x Pn en (n,,A,P) is dus de productmaatruimte van de kansruimten 
(n. ,,A. ,P.) . Wij noemen in dit geval de deelexperimenten E1 , • •• , E0 onder-J. l. l. 
ling onafhankelijk. 
De zojuist gegeven redenering blij:ft geldig als wij niet van een ein-
dige maar van een oneindige rij experimenten uitgaan. We kunnen A~ dan be-
. . * l. 
schrijven als de klasse van alle eventualiteiten Ai= A1 x A2 x ••• met* 
Aj = Qj voor j ~ i en Ai€ Ai. De veronderstelling dat de o-algebra ' s Ai , 
i = 1, 2 , .. . o.o . zijn houdt dan in dat voor een willekeurige product cy-
linderverzameling A met zijden A. 
J. 
€ A. , 
J. 
i 1 • 2 , . .. , k < co 
k * k * k P(A) P( n A.) IT P(Ai) IT P.(A. ), 
i=l l. i=l i=l l. l. 
zodat P = P1 x P2 x 
Opgaven 
1. Gegeven zijn twee vazen met knikkers . De ene vaas bevat 1 witte en 4 
rode knikkers, de andere 4 witte en 1 rode . Men kiest aselect een van 
de twee vazen en neemt daaruit met teruglegging een aselecte steek-
proef van n knikkers . Zij Ai de eventualiteit dat de i-de knikker in 
de steekproef wit is (i=l,2, ••• ,n) . Gana of A1 , A2 , •• • , A0 onder-
ling (paarsgewijs) onafbankelijk zijn . 
2. Bewijs: Als in een kansruimte (n,A,P) een collectie o . o . klassen 
Ct c A, t € T gegeven is , dan zijn ook de klassen Ct = {A: A€ Ct of 
Ac € Ct} o.o. 
3. Bewijs: n eventualiteiten A1 , A2 , . . . , An zijn dan en dan alleen o.o. 
als 
n 
P( () A.) 
i=1 l. 
n 
IT 
i=1 
P(A.) 
l. 
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voor ieder van de 2° manieren vaarop men bierin Ai 
kan substitueren. 
4. Bevijs: n aselecte trekkingen met teruglegging vormen o.o. experimen-
ten; voor aselecte trekkingen zonder teruglegging is dit niet bet ge-
val. 
5. Construeer een kansruimte voor een oneindige rij o.o. alternatieven 
met succeokans p. 
2.4. KANSVERDELINGEN 
Een kansm.aat P op(R1 ,B1 ) vordt een (kana)verdeting op R 1 of ook vel 
een een-dimensionale (kans)verdeling genoemd. 
Dsfinitie 2. 4.1. 
Onder een verdetingefu,nctie op R1 (een-dimensionale verdelingsfunctie) 
1 verstaan wij een reele niet-dalende,rechtscontinue functie Fop R met lim F(x) = 1 en lim F(x) = O. 
X-- x;+-oo 
Voor iedere kansverdeling Pop R1 is de functie F, gegeven door 
(2.4.1) F(x) = P((-oo,x]), - 00 < x < .. , 
een verdelingsfunctie. Omgekeerd is er bij iedere verdelingsfunctie Fop R1 
een u.nieke kansverdeling Pop R1 die voldoet aan (2.4.1) (zie voorbeeld 1.5 . 3) . Er is dus een eeneenduidig verband tussen kansverdelingen en verde-lingsfu.ncties op R1• De in (2.4.l) gedefinieerde F vordt de verdelingsf'unc-tie van P genoemd. 
Als een kansverdeling Pop R1 absoluut continu is ten opzichte van een 1 o- finitie me.at µ op B , dan heeft P volgens de stelling van Radon-Nikodym (stelling 1.6.8) een dichtheid f ten opzichte vanµ: er is een eindige niet-
negatieve meetbare fu.nctie r op R1 zodanig dat 
(2 . 4 .2) P(B) • J f(x) dµ(x), B € 8 1, 
B 
zodat in het bijzonder 
(2 . 4.3) f f(x) dµ(x) = 1; 
R1 
t wee versies van f zijn µ-bijna overal gelijk . Omgekeerd is iedere eindige 
niet-negatieve meetbare f'unctie fop R 1 die aan (2.4.3) voldoet, een dicht-
heid t en opzichte vanµ van een kansverdeling Pop R1 gegev en door (2.4.2) . 
Men noemt f een (kans)dichtheid van P ten opzichte vanµ . Uit (2.4 . 1) en 
(2 . 4.2) volgt de relatie t ussen verdelingsfunctie en kansdichtheid van P: 
(2.4.4) F(x) J f(y) dµ(y), - oo < x < 00 
( -oo,x] 
Een kansmaat Pop (Rk,dt), 1 ~ k < 00 , wordt een (kans)verdeling op Rk 
of ook wel een k-dimensionale (kans )verdel ing genoemd. Een verdelingsfunc-
tie op Rk wordt, analoog aan definitie 2 . 4.1, als volgt gedefinieerd (zie 
voorbeeld 1.5.4 voor de notatie). 
Definitie 2.4.2. 
Een reele f'unctie F op Rk 
sionale verdelingsf'unctie) als 
. . k ( . heet een verdelingsfunctie op R k-dimen-
F( x 1, ... , '1t) een niet- dalende rechtscontinue 
functie van ieder van zijn argumenten is met 
lim 
x.-+-«> 
1 
lim 
x.-+«> 
i=1.~, . • . ,k 
F( x 1, .• . ,'1t) 
F( x 1, ..• ,~) 
0 voor i = 1 , 2, ..• , k, 
1 • 
terwijl bovendien 6~ 6St · ·· 6it F(a1 , . .. ,~~ ~ O voor alle a= (a1 , . ••• ~) 
en b = (b1 , • .. ,bk) in R met ai <bi voor 1 = 1 , 2, ..• , k. 
De verdelingsfunctie F van een kansverdeling Pop Rk wordt weer door (2 . 4.1) 
gedefinieerd, nu met x E Rk zodat ( - oo ,x] = {y: y i < xi, i = 1 , 2, ••• , k} 
een eel in Rk voorstelt . Er is een eeneenduidig verband tussen kansverde-
lingen en verdelingsfuncties op ~ ( zie voorbeeld 1. 5. 4). 
Als een kansverdeling P op Rk absoluut continu is ten opzichte van 
een o- finiete maat µop FJ'A, dan is er een eindige niet- negatieve meetba.re 
functie f op Rk zodanig dat (2.4 .2) geldt voor alle B E TI- en dus in het 
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bijzonder 
J f(x) dµ(x) 
Rk 
(2.4.5) 1. 
Men noemt f een kansdichtheid van P ten opzichte vanµ. Tvee versies van f 
zijn ll-bijna overal gelijk en iedere eindige niet-negatieve meetbare func-
tie f we.a.rvoor (2.4 . 5) geld~ is een kansdichtheid van een kansverdeling P 
op Rk. Ook nu geldt (2.4.4) voor x € Rk. 
De kansverdelingen waar men zich in de waarschijnlijk.heidsrekening en 
de matbematische statistiek mee bezig houdt beboren merendeels tot een van 
twee typen, die discrete respectievelijk continue verdelingen worden genoem.d. 
Definitie 2.4 . 3. 
Een kansverdeling P op Rk, k ~ 1, beet discreet als er een eindige of 
aftelbare verzameling D c Rk is met P(D) = 1. 
Voor een discrete kansverdeling P op Rk geldt 
P(B) l P({x}) , 
x.:BnD 
B.: ~. 
vaarbij de som in bet rechterlid steeds hoogstens aftelbaar veel termen be-
vat. Dit betekent dat P absoluut continu is ten opzichte van de telmaat ll, 
gegeven door 
µ(B) = aantal elementen van B n D, B € ~; 
voor de kansdichtheid van P ten opzichte van µ kan worden gekozen 
f(x) P( {x}). 
Omgekeerd is ook iedere kansverdeling die absoluut continu is ten opzichte 
van een telmaat op een eindige of af'telbare verzameling D c Rk , discreet. 
De verdelingsfunctie F van een discrete kansverdeling P kan men beschrijven 
als een sprongfunctie van k ,. 1 en een "terrasfunctie" voor k > 1: 
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F(x}= l P(_{x}), x«Rk, 
y:;,;;c 
y«D 
en iedere kansverdeling met een dergelijke verdelingsfunctie is discreet. 
Definitie 2.4.4. 
Een kansverdeling Pop Rk, k ~ 1, heet·~ontinu als hij ~bsoluut conti-
nu is ten opzichte van de Lebesgue maat xk op "fik- en bovendien de dichtheid 
f van P ten opzichte van xk op een open verzameling C c Rk met xk(Cc) = 0 
continu kH..Il worden gekozen. 
Uit de Xk-absolute continuiteit van een continue verdeling Pop Rk volgt 
dat de bijbehorende verdelingsfunctie F continu is. Voor iedere x « Rk 
geldt immers 
k 
O ,;;. F(x) - F(x-0) ~ P( U {y:y.=x.}) 
i=1 l. l. 
en 
k k 
X ( U {y :y. =x. } ) = 0 . 
i=1 l. l. 
Wij mogen dit echter niet omkeren: Er zijn kansverdelingen met continue 
verdelingsfuncties die niet xk-absoluut continu zijn, laat staan continu. 
Stel:ling 2. 4. 1. 
Een kansverdeling P op Rk is dan en dan alleen continu als de bijbe-
horende verdelingsfunctie F op een open verzameling C c Rk met A.k(Cc) = O 
. . . .• . 3k F(x) 
een continue k-voudige partiele afgeleide " " ., heeft met de 
ax1 ax2 ••• "~ 
eigenschap dat de (eventueel oneigenlijke) Riemann integraa..l 
f 3k F(x) dx = 1. 
c 
De diehtheid f van P ten opzichte van A.k kunnen wij dan op C gelijk stellen 
aan deze afgeleide . 
Bewijs: 
Zij P een continue kansverdeling op Rk met verdelingsfunctie F en 
kansdichtheid f ten opzichte van A.k en laat x « C, de in definitie 2.4.4 
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genoemde open verzameling . Bet punt x heef't dan een omgeving Ox c C wae.rop 
wij f continu mogen veronderstellen . Binnen deze omgeving kiezen wij een 
punt a < x . Als nu y ~a. y i:: Ox• dan zijn de Lebesgue integraa.l en de Rie-
mann integraal van f over (a.y] gelijk: 
zodat 
F(y) - F(a) = J f(t) d>.k(t) 
(a .y] 
ak F(x) · 
___ .._...._""'----- = f(x) . 
ax1 ax2 • •• a~ 
x f c. 
f f(t) dt. 
(a.y ] 
wegens de hoofdstelling van de integraalrekening. Schrijven wij de open ver-
zameling C als de vereniging van hoogstens af'telbaar veel disjuncte begre.ns-
de cellen C.= (a(i) .b(i)] met [a(i) .b(i)]c C, dan volgt uit bet voorgaande l. 
J f(x)d.x:? J f(x)d.x =? J f(x)dAk(x) = f P(Ci) = P(C) = 1. 
c l. c. l. c. ). 
l. l. 
Zij nu omgekeerd P een kansverdeling die aan de gestelde eisen voldoet 
en zij 
l ax1 ::2F~~~ a~ als x £ C f(x) ,. 0 
Schrijven wij C weer als de vereniging van af'telbaar veel disjuncte begrens-de cellen Ci = (a(i).b(i)] met [a(i).b(i)J cc. dan volgt 
P(C) = f P(Ci) = f {F(b(i)) - F(a(i))} =if 
ci 
f(x)d.x = J f(x)d.x = 1 . 
c 
Voor een willekeurige eel (a.b] gel dt dus P((a.b]) = P((a.b]nC) en split-
sing van (a.b] n C in af'telbaar veel disjuncte begrensde cellen 
ci = (c{i),d(i)] met [c{i) .d(i)] cc geef't 
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P((a,b]) = l {F(d(i)) ~ F(c(i))} 
i 
= l t f(x)d).k(x) = f i (a,b] 
1 
f l f(x)dx = 
c. 
1 
f(x)d).k(x) . 
* Hiermee is bewezen dat de kansmaat P en de kansmaat p gegeven door 
Be'ff, . 
B 
op de klasse van alle cellen in Rk overeenstemmen, zodat zij ook op '86-
overeenstemmen. P is dus ).k_absoluut continu en heef't een continue kans-
dichtbeid f op c. 
Voor een continue kansverdeling Pop R1 kunnen wij dus al.s kansdicht-
heid ten opzicbte van de Lebesgue me.at ). kiezen: 
f(x) = F' (x) voor x e C. 
0 voor x e Cc. 
Uit bet bewijs van stelling 2.4.1 blijkt dan dat 
x 
F(x) = f f(y}dy, - oo < x < ao. 
Voor een continue kansverdeling p k op R is 
f(x) ak F~xl c 
ax, ax2 a~ 
voor x e 
0 voor x e Cc 
een kansdichtheid van P ten opzicbte van ).k en 
~ x, 
F(x) = J .. . f f(y1, • •. ,yk} dy1 
-
De verdelings:t'unctie van een continue verdeling op Rk, k ~ 1 , kan dus door 
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Riemann integratie uit de kansdichtheid worden verkregen. 
Opgaven 
1 1. Bewijs dat een verdelingsfUnctie op R hoogstens af'telbaar veel discon-
tinuiteiten heef't. 
2 . Bewijs: Iedere verdelingsfunctie Fop R1 ka.n geschreven worden als een 
1 
convexe combinatie F(x) = p Fc(x) + (1-p) Fd(x) , x ER , met p E [0,1] , 
waarin Fd een discrete en Fe een continue verdelingsfunctie is. 
2.5. STOCHASTISCHE GROOTHEDEN EN VECTOREN 
Zijn wij bij een experiment geinteresseerd in een bepaa.ld quantificeer-
baa.r, d.w.z. in een getal uit te d.rukken aspect van de uitslag van bet ex-
periment, den ligt bet voor de hand di t aspect in bet model ( fl ,A ,P) voor het 
experiment te representeren door een f'unctie X, die aan iedere w E fl een ge-
tal X(w) toevoegt. Daarbij zullen wij steeds eisen dat voor ieder interval 
(a,b] de verzameling {w: X(w) E (a ,b ]} een eventualiteit is, zodat X een 
meetbare f'unctie op n is. 
Definitie 2.5.1 . 
Een reele, eindige, A- B 1-meetbare functie op een kansruimte ( n ,A ,P) 
heet een stochastische grootheid. 
Als regel zullen wij stochastische grootheden aanduiden met hoofdletter 
X, Y, etc. Dit om duidelijk onderscbeid te maken tussen een stochastische 
grootbeid, d.w.z . een f'unctie X en een mogelijke waa.rde x = X(w) ervan. 
( Een andere, speciaal in ons land in zwang zijnde conventie is om stochasti-
sche grootheden met onderstreepte symbolen als ~.;(, etc. a.ante geven. ) 
Wij zullen steeds gebruik maken van de vol.gende verkorte notatie: 
{X E B} = {w: X(w) E B} 
P(X E B) P({X E B}) a P({w: X( w) E B} ) , B E B 1 , 
{X ~ x} = {w: X(w) ~ x} 
P(X ~ x) P({X ~ x}) = P( {w: X(w) ~ x}), X E R 1 • etc. 
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Uit de overplantingsstelling (stelling 1.6.6) volgt dat voor iedere sto-
chastische grootheid X de :functie PX gegeven dbor 
(2.5.1) P(XEB), 1 B E B • 
een kansmaat op B1 • d.w . z. een kansverdeling op R1 is. Wij noemen PX de 
(ka:nsJverdeLing van de s-tochastische grootheid X. De verdelingsfunctie FX 
van PX wordt gedefinieerd door (2.4.1): 
(2.5.2) 
FX wordt ook de verd.eLirl{Jsfunctie van de stochastische groo~heid X genoemd. 
Als PX absoluut continu is ten opzichte van een o-finiete maat µop B1 met 
kansdichtheid fX ten opzicbte van µ, dan geldt 
(2.5.3) PX(B) = P(XEB) = f fx(x) dµ(x), B E 81 • 
B 
(2.5.4) Fx(x) = P(~) f fx(y) dµ(y), X E R1 > 
J fx(x) dµ(x) 
(-w,x) 
(2.5.5) 1. 
R1 
Men noemt fx een (kans)dichtheid van de stochastische grootheid X ten op-
zichte van µ . 
Als x 1 • x2 , ...• ~ stochastische grootheden op een gemeenschappelijke 
kansruimte (n,.A,P) zijn, dan ligt bet voor de hand X = (x1,x2 , .• . • ~) een 
k-dimensionale stochastische vector te noemen. Dit is dan een :functie op 
(n,.A.P) met waarden X(w) = cx,(w).x2(w), •••• ~(w)) E Rk, met de eigenschap 
dat de reele :functies X1 , x2 ••• . , ~ meetbaar zijn. De volgende formuleriog 
is hiermee equivalent (zie ~1.4). 
Definitie 2.5 . 2. 
Een A-Ift-meetbare :functie op een kansruimte (n,.A.P) met waarden in Rk 
beet een k-dimensionate stochastische vector. 
Evenals een stochastische grootheid bepa.alt ook een stochastische vector 
X = (X1.x2 •••• ,~) een kansverdeling PX gegeven door (2.5.1 ), doch nu met 
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B € If-. Deze kansverdeling PX op Rk vordt de (kans)verdeZing van de ato-
chaatische vector X of ook vel de simultane (kansJverdeling van de stochas-
tische grootheden x1 , x2 , ..• , ~ genoemd. De verdelingsfunctie FX van PX 
wordt gedefinieerd door 
(2.5.6) P(X~x) 
k 
P( .n 
i= l 
x = (x1 , • • • ,~) € Rk; 
FX vordt ook de verd.etingsj'unctie van de stochastische vector X of de 
simultane verclel.ingsfunctie van de stochastische grootheden x1 , x2 , . . . , ~ 
geooemd. AJ.s PX absoluut continu is ten opzichte van een c- finiete maat u 
op If- met kansdichtheid fx ten opzichte van u, dan geldt (2.5.3) voor B € -If-, 
k (2.5.4) voor x € R en 
( 2.5 . 7) J fx(x) du(x) 
Rk 
l . 
Meo noemt fx eeo (kans)dichtheid van de stochastiache vector X of een 
simultane (kans)dichtheid van de stochastische grootheden x1 , x2 , •.• , ~ 
ten opzichte van u. 
Wanneer een stochastische vector X = (X1,x2 , . •. ,~) , k ~ 1, een 
discrete kansverdeling PX op een eindige of a~elbare verzameling D c Rk 
bezit (zie defioitie 2. 4 . 3) dan is 
x € 
eeo kaosdichtheid van X ten opzichte van de telmaat op D, en 
l P(X=x), 
x€BnD 
P(X=y), 
l P(X=x) = l. 
X€D 
B € If-, 
x € 
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De ka.nsen P(X=x) voor x e D leggen de verdeling van een discreet verdeelde 
stochastische vector X dus geheel vast. 
Wanneer een stochastische vector X = (x1.x2 •...• ~). k ~ 1, een conti-
nue kansverdeling PX op een open verzameling Cc Rk bezit (zie definitie 
2.4.4) da.n is 
voor x E: C 
(2.5.8) 
0 voor x E: Cc 
een kansdichtheid van X ten opzichte van de Lebesgue maat Ak op "fi'- en 
k 
FX(x) = P( n {X.~x.}) 
i= 1 l. l. 
x, 
J fX(y,, •.• ,yk) dy1 ••• dyk. x E Rk. 
-"" 
Merk op dat voor een continu verdeelde stochastische vector X steeds 
k P(X=x) = 0 voor alle x E R ; deze ka.nsen verschaffen in dit. geval dus geen 
enkele informatie over de verdeling van X. 
Uit de kansverdeling van X = (X1 ••••• ~) kan de verdeling van 
X = (X1 , . ..• x ), m < k, eenvoudig worden afgeleid . Daar voor BE If!!, 
· - m k-m} {X E B} = {X e B x R • geldt 
en hieruit volgt voor x 
FX<x> = lim 
x.-+<><> 
l. 
i>m 
BE If!!. 
In dit verband noemt men deverdeliog ·t>x de marginaLe (karw)verdeLing van X. 
Als de verdeling van X discreet is, dan geldt voor x = (x1 •• • •• xm) e Rm 
P(X=x) = l 
xm+1 
L P(X=(x1 • • •• •"it}) 
~ 
waarbij de sommatie zich uitstrekt over alle (x1 ••••• "k) waarvoor 
(x1 , • •• ,xm) = x. A1s de verdeling van X continu is, dan geldt voor 
x • (x1 , ••• ,xm) volgens bet bovenstaande 
-"' 
_co _m 
-"" 
00 co 
_.. -
Zoals wi.j een k-tal stochastische grootbeden op een kansruimte als een 
k-dimensionale stochastische vector kunnen beschouwen, zo kunnen wij ook 
een oneindige rij X = (X 1 ,x2 , ... ) van stochastische grootheden op een kans-
ruimte (n,A,P) opvatten als een -dimensiona"le stochastische vector, d.w.z . 
als een A-~meetbare tunctie op (n,A,P) met waarden X(wJ = (X1 (w) ,x2(w), ... ) 
in (R00 ,B00) . De A-B00-meetbaarbeid van X is immers e~uivalent met de A-B '-meet-
baarheid van de componenten Xi, i = 1, 2 , .•.. Onder de verde1ing van zulk 
een 00-dimensionale stochastische vector, of de simultane verdeling van de 
stochastische grootheden Xi, i = 1, 2, ..• verstaan wij de kansmaat PX op 
B
00
, gegeven door 
.. B £ B • 
Nu wordt de a-algebra B00 voortgebracht door de algebra B+ die bestaat uit 
alle cylinderverzamelingen van de vorm 
Daar voor een dergelijke verzameling 
Px(B'). P(x,, . • . ,~) £ B) , 
betekent dit, dat PX bepaald wordt door de verdelingen Pk van de stochas~ 
tische vectoren (X 1 , ••• ,~), k "" 1., 2, ..• , en dus ook door bun verdelings-
:f'uncties Fk. Uiteraard zijn deze verdelingen consistent in de zin dat 
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1 , 2, ..• , 
of , in termen van de verdelingsfuncties , 
(2.5.9) 
k 1, 2 , . ... 
Omgekeerd zegt de zogenaamde consutentieste'Liing van Kolmogorov da.t er 
k bij iedere consisteote rij verdelingsf\mcties Fk op R, k = 1, 2, • • . , een 
kansmaat Pop B~ bestaat, zodanig dat 
P{ (y1 ,y2 , •.. ): (y 1 ' .•• ,yk)~(xl ' •. . •"it)} , 
x (x1 , •• • ,'1t) € Rk 
k 1, 2, . .•. 
Het bewijs van deze stelling is o.m. te vinden in [4] en (5). 
In 1 . 4 wordt gesproken over de a-algebra, die door een meetbare f\mctie 
in zijo domein wordt 
stochastische vector 
die bestaat uit alle 
geinduceerd. Zo induce~rt een k- dimensionale ( 1~~00 ) 
X op een kansruimte (n,A,P) een a-algebra AX~ A inn , 
verzamelingen van de vorm {X € B} met B € d". Stellen 
wij ons (n,A ,P) voor als een model voor een experiment E, dan kunnen wij 
AX omschrijven als de collectie van alle eventualiteiten met de eigenschap 
dat het al of niet optreden ervan alleen van de uitslag w van het experiment 
afhangt via de daarbij behorende waarde X(w) van X. Deze interpretatie van 
de door een stocbastische vector in n geinduceerde a - algebra ligt ten grond-
slag aan het begrip onafhankelijkheid van stochastische vectoren. 
Definitie 2 . 5. 3. 
Zij (n ,A,P) een kansruimte , Teen willekeurige indexverzameling, en zij 
Xt voor iedere t € Teen stochastische vector op (n,A,P). De stochastische 
vectoren Xt, t € T heten dan onder'ling (paarsgewijs) onafium.ke'lijk als de 
door hen in Q geinduceerde a- algebra's A~, t £ T dit zijn . 
Sts'Lling 2.5. 1. 
voor een eindige of oneindige rij stochastische gr ootheden X1 , X2 , op een kansruimte (O,A ,P) zijn de volgende drie beweringen equivalent: 
(i) x, , x2 , ... zijn o.o.; 
(ii) De simultane verdeling p X van x1, x2 , • • • is de product kansmaat van 
hUD marginale verdelingen; 
(iii)Voor iedere k = 1, 2, ... is de simultane verdelingsf'unctie Fk x
1
, •.• , ~ het product van hun marginaJ.e verdelingsf'uncties : 
van 
, • 2. . . .. 
Bewijs; 
Zij Pk de simultane verdeling van x1, . . . , ~ (k=1,2, •.• ). Uit de de-finities 2.3.3 en 2.5 .3 volgt dan dat onderlinge onaf'hankelijkheid van x1 , ~· ••• equivalent is met de eigenschap dat 
k k Pk(B1xB2x . . . xl\) = P{
1
jJ_
1
{xi 
€Bi}): n PX_(Bi), 
i=1 l. 
. . . , k,k=1,2, . • • 
De equi valentie van ( i) en (ii) volgt dus rechtstreeks ui t de defini tie van productme.at. De equi vaJ.entie van (ii) en (iii) is een gevolg van de eeneen-duidigheid van het verband tussen verdelingen en verdelings:t'uncties (zie 1. 5, opgave 3) . 
Steiting 2.5.2 . 
Zij X • (X1 , .• .• ~) een k- dimensionale stochastisch'e vector met de 
eigenache.p dat de ma.rginaleverdelingen PX. dichtheden fx. ten opzichte van 
l. l. o-ti.niete maten \Ji hebben (i=1 ,2, .. . ,k). Nodig en voldoende voor onderlinge on&nl.ankelijkheid van x1, ~, ... , ~ is dan dat hun simultane verdeling PX een dichtheid heeft ten opzichte van de productmaat µ = µ 1 x µ
2 x • . • x µk • gegeven door 
fx(x1 , ••• ,~) = 
k 
n fx (x.) . i=1 i l. 
k (x1 , •• • ,~) € R • 
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Bewijs: 
De gestelde voorwaa.rde is, wegens de stelling van Fubini, equivalent 
met 
PX(B1xB2x . .. xBit) = J fX(x)du(x) 
B1x •• • xBk 
k 
= . rr
1 
PX. (B) 
1= 1 
m.a.w. met de eis dat PX = PX 
1 
SteUin.g 2.5.3. 
B B 1 1· = voor i E , 
x ••• x 
fx (x. )dµ. (x.) = 
. 1 1 1 
1 
1 • 2 • . . . ,k. 
Zij ~· t ET een col.lectie o.o. stochastische vectoren op een 'kans-
ruimte {O,A,P). Zij kt de dimensie van Xt en zij ft een Borelf'unctie op 
Rkt met waarden in Rmt (tET) . Dan zijn ook de stochastische vectoren 
Yt = ft(Xt) • t ET onderling onafhankelijk. 
Bewijs: 
Voor t ET en B £ lf11t geldt f~ 1 (B) £ ~t. en dus 
zode.t AY 
t 
c: A , t E T. 
xt 
Wij besluiten deze paragre.af met enige opmerkingen over de kansverde-
ling van een f'unctie van een etochastische vector. Zij X = (X1, ••• • ~) een 
stochastiscbe vector met kansverdeling PX en zij ~ een meetbare f'unctie op 
Rk met waarden in lfl. Dan is Z = ~(X) een m- dimensionale stochastische 
vector waarvan de kansverdeling als volgt uit die van X kan worden gevonden: 
(2.5.10) 
Indien X een kansdichtheid fx ten opzichte van een o-finiete maat u op ik-
bezi t dan geldt dus 
58 
(2 . 5 . 11) J fx(x)d~(x), 
{x:4>(x)~B} 
Als X discreet verdeeld is, dan is de verdeling van Z eveneens discreet en 
wordt bepaald door 
(2.5 . 12) P(Z=z) l P(X=x), 
{x:4>(x)=z} 
a.ls X continu verdeeld is met kansdichtheid fx gegeven door (2.5.8) en bo-
vendien 4> continu is , dan geldt 
(2.5 . 13) Fz(z) = J fx(x)d.x, 
{x:4>(x)~} 
waarbij bet rechterlid een (oneigenlijke) Riemann integraal voorstelt. 
Het eenvoudigste voorbeeld van het bovenstaande is bet volgende . 
Indien X een stochastische grootheid met verdelingsfunctie FX voorstelt, 
dan wordt de verdelingsfunctie van Y = a + bX, b > o, gegeven door 
( ) ( ) (x-a) Fy x = p a+bX~ = Fx b , - 00 < x < ... 
De grafiek van Fy ontstaat dus uit die van FX door verschuiving naar rechts (c.q. links) over een afstand a (c.q - a) en vermenigVUldiging van de scbaal 
langs de horizontale as m~t een factor b-1(d.w.z. bij behoud van dezelfde 
scbaal "ui trekken" van de grafiek in hori zonta.l.e richting met een factor b). 
De kl.asse van alle kansverdelingen van de vorm FX(b-1(x-a)), - oo < a< 00 , 
b > O, noemt men de door FX voortgebrachte famiLie van kansver>deLingen met 
pLaat8pal'Cl171eter a en echaaLparameter b . Evenzo noemt men de kl.assen 
{FX(x-a): - 00 <a< 00 } resp. {FX(b-1x): b > O} de door FX voortgebrachte 
familie van kansverdelingen met plaatsparameter a resp. schaalparameter b . 
Bij de in de waarschijnlijkheidsrekening meest voorkomende families heef't 
men een bepaalde representant vastgelegd ten opzichte waarvan de plaats- . 
en/ of schaalparameter worden gedefinieerd. Deze representant wordt de 
8t;andaard-ven:leLing van de familie genoemd. Indien PX continu is met kans-
dichtheid fX ~ F' (x) dan heef't de verdeling van Y =a+ bX, b > o,. als 
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ka.nsdichtheid 
( ) - I ( ) - ]_ (~) fy x - Fy x - b fX b . 
De grafiek va.n fy wordt uit die van fX verkregen door verschuiven over een 
a.f'stand a , "uitrek.k.en" in horizontale richting met een factor b en delen 
-van de f'Unctiewaarden door b . De klassen van kansdicbtheden 
{b-1 f (b-1(x-a)): - ... <a< ... , b > O}, {f (x- a): - ... <a< 00 } en x x 
{b-1 fx(b- 1x): b > O} worden de door fX voortgebrachte families e.n kans-
dichtheden met plaatsparameter a en/of scbaalparameter b genoemd. 
Een tveede probleem van dit type is bet bepalen van de kansverdeling 
-va.o Z = X + Y vaarbij X en Y o.o. stochastische grootheden zijn. Wanneer 
PX Y = PX x Py de simultane kansverdeling van X en Y voorstelt, dan volgt 
• 
uit (2.5.10) en de stelling van Fubini (stelling 1.6.7) 
(2. 5 . 14) 
J2 I {( x,y):x+y~} (x,y) dPX,Y(x,y) = 
R 
I c ) I cx ,y) dPy(y) = 1 dPX x 1 I{(x,y):y~-x} 
R R 
= f Fy(z-x) dPX(x), 
R1 
Indien X en Y beide discreet verdeeld zijn, da.n vordt de verdeling van Z 
bepaald door 
(2. 5.15) P(Z=z) = l P(Y=z- x) P(X=x), 
x 
.AJ...s X continu verdeeld is met fX = Fx• dan geldt 
(2.5.16) 
'Wanneer ook Y continu verdeeld is met fy = Fy• dan iz Z ev eneens continu 
v-erdeeld. Uit (2.5 . 16) en de stelling van Fubini (stelling 1.6.7) volgt 
immers 
z "" 
-"" 
_ .. 
f dy J fy(y- x) fX(x)dx , 
_.., 
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zodat Z continu is met kansdichtheid 
(2.5.17) 1 z E R . 
De kansverdeling PZ (respectievelijk de verdelingsfunctie Fz of de kans-
dicbtbeid fz) wordt de convoiutie van de kansverdelingen PX en Py (resp. van 
de verdelingsfuncties Fx en Fy of de kansdichtheden fX en fy) genoemd. 
Uit (2.5.10) blijkt dat de kansver deling Py van een functie Y = ~(X) 
van een stochastische vector X slechts afhangt van de kansverdeling PX van 
X; de kansruimte (n,A.,P) waarop X gedefinieerd is en de functie X zelf doen 
hier bij niet ter zake. Om de verdeling Py te bepalen kunnen wij dus naar 
believen een kansruimte (n ,A ,P) construeren, hierop een stochastische vector 
X de:fini~ren met d~ vereiste ver deling Px = PX en hieruit de verdeling Py= PY van Y = ~(X) berekenen. Daar een geschikte keuze van (n,A,P) en X 
de berekeningen vaak aanzienlijk vereenvoudigt, wordt van dit invariantie 
principe veelvuldig gebruik gemaakt (zie §2.6). 
Opgaven 
1 . Als X een stochastische grootheid is met een continue verdelingsfunctie 
F, dan is U = F(X) een stochastische grootheid met P(UeB) = A(B) voor 
iedere Borelverzameling B c [O, 1) . Bewijs dit. 
2. Zij F een verdelings:f'unctie op R1 en zij U een stochastische grootheid 
met P(U~u) = u voor 0 !_ u ~ 1. Als verder F- 1(y) = inf{x: F(x} ~ y} 
voor 0 < y < 1 , dan is X = F- 1(u) een stochastische grootheid met F 
als verdelingsfunctie. Bewijs dit. 
3. Bewijs dat een stochastische vector X = (X1 ,~, . . . ,~) dan en dan al-
4. 
leen een discrete verdeling heeft als de marginale verdelingen van 
X1 , x2 , ••• ,~discreet zijn. 
Zij X = (X1,X2 , ... ,~) een stochastische vect or met een dichtheid fX 
t en opzichte van Ak , en zij Y = (X
1 ,x2 , ••• ,Xm) met m < k. Dan hee~ Y 
een Am- absoluut continue verdeling met dichtbeid 
fy(x 1 , ..• • ~) = f fx(u) dhk(u), (x1 , .•• ,xm) E Rm , 
waarin B 
B = { u: u = (~., ... , ~) , ui = 
Bewijs dit. 
x. voor i = 1 1, 2 , • • . , m} . 
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5. Als x
1
, x
2
, ... o.o. stocbastische grootheden zijn met 
P(X
0
=o) = P(X
0
=1) = ~ voor alle n, dan is ook 
.. 
y = 2 l 
n=l 
een welgedefini~erde stochastische grootheid. 
Bewijs: 
a) P ( o~~ 1 ) = 1 ; 
b) P(x,=o) = P(O~~), P(X,=1) = P(~~l); 
c) Al.s k .:;:., 1 en x
0 
= 0 of 1 voor n = 1 , 2 , ... , k, dan geldt 
kx kx 1 k k p < 2 z: __!!. ~ y ~ 2 r __!!. + -> = pc n { x = x } > = 2 - ; 
1 3° 1 3° 3k n= 1 n n 
0' 1 ' ... ~ 
k 3 - 1, 
0,1,2, •.. ; 
e) Er is een gesloten verzameling Cc R1 met A(C) = 0 en P(Y£C) = 1; 
f) De verdelingst'unctie van Y is continu en is op Cc differenti~erbaa.r 
met afgeleide 0 . 
6. Al.s de stochastische grootbeden x1, x2 , • • • , ~ o.o . zijn en al1e de-
zelfde verdelingst'unct ie F bezitten, dan bezit Y = min(X1, . .. ,:lSt) de 
verdelingsfunctiir. 1 - (1-F)k en Z = max(X1, • . . ,~) de verdelings:f'unctie pJt. Bewijs di t. . 
2 .6. VOORBEELDEN VAN KANSVERDELINGEN 
DIRECTE VERDELINGEN 
2.6.1 . Gedegenereerde verdeiing 
Een stochastische grootheid X bezit een gedegenereerde verdeling in-
1 dien voor zekere x0 £ R geldt P(X=x0 ) = 1. 
2. 6. 2. A itel'natieve ve:t'de Ung 
Een stochastische grootheid X bezit een alternatieve verdeling indien 
1 voor zekere x0 , x1 £ R en 0 < p < 1 geldt P(X=x0 ) = p. P(X=x1 ) = 1 - p . 
2.6.3: BinomiaLe ve:t'deiing 
Beschouw een samengesteld experiment (n,A,P) bestaande uit n o.o . 
(deel) experimenten (n. ,A. ,P. ), i = 1, 2, .• • , n. Zij S. een eventualiteit 1 1 1 1 
waarvan het al dan niet optreden door de uitslag van bet ie experiment 
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wordt bepaald ( d.w.z. s. 
€A.) en waa.rvoor P.(Sl..) = p, i = 1, 2, . .. , n. l. l. l. Indien $. optreedt zeggen wij dat het ie experiment een succes oplevert. l. 
Zij x bet aantal der eventualiteiten s1 , s2 , ... , S0 dat bij uitvoering van bet samengestelde experiment optreedt. Wegens de onafhankelijkbeid van de (deel) experimenten is de kans op het optreden van precies x voorgeschreven 
x )n-x (n) eventualiteiten s. , $. , • •. , $. gelijk aan p (1-p . Daar er x ver-l.1 l.2 l.x 
scbillende deelverzamelingen {i1,i2 , .•. ,ix} c {1,2, ... ,n} zijn, komen wij 
tot het volgende resultaat: Het aantai successen X bij n o . o. experimenten 
met kant; p op succes oezit de kansverdeling 
P(X=x) x 0 ,1, .•. ,n. 
Deze verdeling wordt de binomiale verdeling met parameters n en p genoemd. 
Het bier beschreven model hee~ indepraktijk vrijwel steeds bestrekking op 
n o .o. uitvoeringen van hetzelfde experiment waarbij s1 , s2 , ••• , Sn steeds dezelfde gebeurtenis bij de verschillende uitvoeringen van het experiment 
aangeven . In voorbeeld 2. 1 . 4 c ) vonden wij reeds dat het aantal rode knik..-
kers bij n aselecte trekkingen met teruglegging uit een"vaas met r rode en 
r b . (N-r) witte knikkers een binomiale verdeling met parameters n en ii ezit . 
Daar aselecte trekkingen met teruglegging o.o. experimenten zijn (opgave 4 
in §2.3) en bij iedere trekking de kans op een rode knikker (su~ces) gelijk 
is aan i is dit een speciaal geval van het hier behandelde algemene model. 
Zij Xi het "aantal successen" bij het ie experiment, d.w.z. 
x. 
l. 
als Si optreedt 
O als S~ optreedt, l. 
dan geldt P(X.=1) = p, P(X.=O) = 1 - p, i = 1, 2, •.• , n, terwiJ"l bovendien 1 l. 
X1, X2, ... , xn o.o. zijn. Daar x =I Xi, is hiermee aangetoond dat de in 
ons model geconstrueerde binomiaal verdeelde stochastische grootheid X kan 
worden geschreven als de som van n o.o . stochastische grootheden die alle 
dezelfde alternatieve verdeling bezitten. Toepassing van bet in § 2.5 ge-
noemde invariantie principe levert: de som van n o.o . stocbastische groot-
heden x1, ~, ... ,~met dezelfde alternatieve verdeling P(X.=1) = p, l. 
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P(X.=O) = 1 - p, i = 1, 2 , •• . , n, bezit een binomia.le verdeling met para-1 
meters n en p. Indien (m+n) o.o. experimenten met kans p op succes wordeo 
uitgevoerd en X (resp. Y) bet aantal successen bij de eerste , (resp. de 
laatste n) experimenten voorstelt, dan zijn X en Y o.o. en binomiaal ver-
deeld met parameters m en p resp . n en p, terwijl Z = X + Y een binomiale 
verdeling met parameters (m+o) en p bezit. Volgeos bet iovariantie principe 
geldt dus: de som van twee o.o. stocbastiscbe grootbeden met binomiale ver-
delingen met parameters m en p resp. n en p bezit een binomiale verdeling 
met parameters (m+n) en p. 
2.6.4. Hypergeometrische verd€Ling 
Uit eeo verzameling van N elementen, popuLatie geoaamd, waarvan r 
elementeo een kenmerk R bezitten wordt zonder teruglegging een aselecte 
steekproef van n elementen getrokken. Indien X bet aantal elementen in de 
steekproef voorstelt die bet kenmerk R bezitten, dan geldt (zie voorbeeld 
2.1.4 c)) 
(r) (N-r) 
x o-x 
(N) 
n 
P(X=x) = 
voor max(O,n-N+r),:;. x ~ min(r ,n) , x gebeel. Deze verdeling wordt de hyper-
geometriscbe verdeling genoemd; N, r en n zijn de parameters van deze ver-
deling . Voor vaste n en x geldt 
(r) (N- r) [<~> r x n-x lim x o- x ( .!: ) ( 1 - .!'..) (N) = r+-a> N N N- r+-m n 
= lim r! (N-r) ! (N-n) !!11 1 • z x (N- r-o+x)!(N-r)n-x N! • r+oo (r-x) !r 
N-r....,. 
indien zowel r als (N-r) veel groter zijn dan n, ka.n de binomiale verdeling 
r 
met parameters n en N dus a.ls benadering dienen voor de hypergeometrische 
verdeling met parameters N, r en n . Daar de binomiale verdeling veelal een-
voudiger te berekenen is dan de hypergeometriscbe verdeling, wordt deze 
benadering veel gebruikt. Wanneer wij bedenken dat X bij trekkingen met 
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terugleggiog eeo binom.iale verdeliog met parameters n en i bezit (zie voor-
beeld 2.6.3), ligt deze benadering ook wel voor de hand: als r en (N-r) veel 
groter zijn dan n, dan is het intuitief wel duidelijk dat al dan niet terug-
leggen weinig verschil ma.akt. 
2.6 . 5. Poisson verdeZing 
Een stochastische grootheid X bezit een Poisson verdeling met parruneter 
1.1 ( >O) indien 
P(X=x) 
x 
= e-1.1 L 
x! x = o, 1 , 2, .. . • 
Deze verdeling kan worden opgevat als de limiet van een rij binomiale ver-
delingen met parameters n en pn voor n +~en npn +I.I (dus p0 + 0) . Immers, 
voor vaste x, 
lim 
n-
np n +1.1 
I X 
1 n. P (n) x ( 1- p )n-x = ~, lim ~. ( 1-p )n-x x pn n x. \D-XJ; n = 
.. _!_ 11. m ( )x ( )n 1 x -\I x! npn l-pn = x ! 11 e · 
Voor grote n en kleine p kan de Poisson verdeling met 11 = np dus als bena-
der ing dienen voor de binom.iale verdeling met parameters n en p . Deze bena-
dering wordt veel gebruikt. 
Er zijn echter ook situaties waarin deze limiet overgang reeds op na-
tuurlijke vijze in het model plaatsvindt en wa.arbij da.n in dit model een 
stochastische grootheid optreedt die niet bij benadering, doch exact een 
Poisson verdeling bezit.Bescnouw hiertoe een proces dat zich in de tijd af-
speelt en waarbij op ieder tijdstip een gebeurtenis S kan optredel) (bijv. 
gespreksaanvragen bij een telefooncentrale). Zo ' n proces wordt een Poiason 
proces met parameter X (>O) genoemd indien aan de volgende voorwaarden is 
voldaan (de notatie f(x) = o(g(x)) voor x + O betekent dat lim f(x)/ ( ) = 0): ~ gx 
a ) In een tijdsinterval ter lengte 6t is de kans dat s eenmaal optreedt 
gelijk aan X6t + o(6t) voor 6t + O; de kans dat S in dit tijdsinterva.l 
meer da.n eenmaal optreedt is 0(6t) voor 6t + o. 
b) Het optreden van S in di.sjuncte tijdsintervall.en is onafllankel.ijk . 
Zij X het aantal malen dat S optreedt in een tijdsinterval ter l.engte T. 
Om de verdel.ing van X te bepalen ver delen wij het tijdsinterval in n ge-
lijke delen ter l.engte .! en definieren X. als het aantal malen dat S op-
n i ,n 
treedt in bet ie van deze deelintervallen.Uit a) en b) volgt dat voor 
n + ~ P(X. =1) =AT+ o(n-1 ), P(X. >1) = o(n-1) en dus P(X. =O) = AT l , n 1 n i , n i ,n 
• 1 - - + o(n- ) voor i; 1, 2, ••. , o, en voorts dat x1 • . .• , X n ,n a,n 
zijn voor iedere n. Dus gel.dt voor gehel.e x ~ 0 
o.o. 
P(X=x) > P({X=x} n {X. ~1 voor i=l,2 , .•• ,n}) = ~ 1,n 
= P({x der X. zijn 1 en (n-x) der X. zijn O}) 
i , n i ,n 
AT 1 n-x (1 - - + O(n- )) 
n 
voc.r n + ~. 
Nu gel.dt voor n + ~ en vaste x 
x AT 1 x ).T x 
(
0
) = .!!., (1+0(1)); (-+ o(n- )) = (-) (1+0(1)) 
x x. n n 
n - x n 
(1- AT+ o(n- 1)) = (1- AT) (1+0(1)) = e-AT (1+0(1)), 
n n 
zodat 
P(X=x) > e- AT (.AT)x (1+0(1)) + 
= x! 
-.AT~ 
e ' x. 
voor n + ~. Daar echter 
P(X=x) x 0, 1, ... , 
X bezit dua een Poisson verdeling met parameter µ z AT. 
Zij X (resp. Y) het aantal malen dat S optreedt in het tijdsinterval 
[O,µ) (resp . [µ , µ*v)) bij een Poisson proces met parameter' 1° = 1. Dan zijn 
X en Y o .o. {veronderstel.l.ing b) en Poisson verdeeld met parameter µ resp . 
v, terwijl Z = X + Y een Poissonverdeling met parameter (µ+v) bezit. Toe-
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passing van het invariantie principe levert: de som van twee o.o . stochas-
tische grootheden met Poisson verdelingen met parameter u resp. v bezit een 
Poisson verdeling met parameter (µ+v). 
2 . 6 . 6. Negatief binomiale verdeZing 
Beschouw een rij o.o . experimenten met kans op p > 0 op succes en zij 
X het nwmner van bet experiment waarbij bet ke succes optreedt , d.v.z. bet 
aantal experimenten dat moet worden uitgevoerd om k successen te verkrijgen. 
Daar {X = x} = {(k-1) successen bij de eerste (x-1) experimenten} n {succes 
bij het xe experiment} en de eventualiteiten in het rechterlid kans (~=~) pk- l (1 -p)x-k resp . p bezitten en bovendien o .o. zijn, geldt 
(2 .6.1) P(X=x) ( x-1 ) k (l - )x-k k-1 p p , x = k , k+1 , .•• • 
Deze verdeling wordt de negatief binomia.le verdeling met parameters k en p 
genoemd. Deze naam wordt in de literatuur echter ook wel gebruikt voor de 
verdeling van X = X - k , het aanta.l mislukkingen dat aan het ke succes voor-
afgaat, 
(2.6.2) 
x=0,1, .••. 
en is in feite aan deze laatste schrijf'wijze ontleend. Voor k 1 vindt men 
(2.6.3) P(X=x) ( )x-1 p 1- p • x = 1, 2, ... , 
(2.6.4) P(X=x) p(l-p)X, x 0, 1, ... , 
beide verdelingen vorden in de literatuur aangeduid met de ne.am geometr-isch.e 
verde7,ing of ook wel Pasca7, verde7,ing met parameter p. Om misverstanden te 
vermijden zullen wij de naam negatief binomiale verdeling (c.q. geometrische 
of Pascal verdeling) ·uitsluitend gebruiken om de verdeling van x, zoals ge-
geven in (2.6.1) (c.q. (2.6.3)) aan te duiden. 
Bij een rij o.o. exper imenten met kans p op succes definieren wij nu 
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x1 , x1 + x2 , ... , x1 + ~ + ... + ~ als de nummers van de e:z:perimenten waar-
bij bet 1e, 2e, .•. , ke succes optreedt. x1 is dus bet aanta1 experimenten 
dat moet worden uitgevoerd om bet eerste succes te verkrijgen, terwijl voor 
i = 2, 3, ... , k, Xi het aantal experimenten voorstelt dat na het verkrijgen 
van bet (i-l)e succes nog moet worden uitgevoerd om bet ie succes te ver-
krijgen. De simultane verdeling van X = (X1, ..• ,~) wordt gevonden door op 
te merken dat voor iedere vector x =ex,, ... ,~) van positieve gebe1e geta1-
len de eventua1iteit {X = x} dan en alleen dan optreedt als rijen van 
(x1-1), (x2-1), . .. ,(~-1) mislukkingen steeds Worden gevolgd door een SUC-
CeS . Dus ge1dt 
P(X=x) 
l:x.-k 
Pk (1 - p) l. ' 1,2, •• . ,k, 
waaruit volgt dat x1 , x2 , . •• , ~ o.o. zijn en geometrische verdelingen met 
parameter p bezitten. Daar l Xi een negatief binomiale verde1ing met para-
meters k en p bezit, volgt uit het invariantie principe dat de som van k 
o.o. stochastiscbe grootbeden met Pascal verdelingen met parameter p een 
negatief binomiale verdeling met parameters k en p bezit. Evenzo geldt dat 
de som van twee o.o . stocbastische grootheden met negatief binomiale ver-
deling met parameters k en p resp. m en p , een negatief binomiale verde1ing 
met parameters (k+m) en p bezit. 
2.6.7. Mu'ltinomia'Le verde'Ling 
Juist zoals in voorbeeld 2.6.3 gaan wij uit van een samengestelde ex-
periment ( Q ,A ,P) bestaande ui t n o. o. ( deel) experimenten ( Sl. ,A. ,P. ), 
l. l. l. 
i = 1, 2 , .•• , n. In plaats van twee eventualiteiten S., S~ £A. beschouwen 
l. l. l. 
wij nu , voor iedere i = 1, 2, ... , n, k paarsgevijs disjuncte eventua1itei-
ten S. 1 , $. 2 , . .. , S. k met US .. = Q. en P.(S . . ) = p., L p. = 1, voor 1 , i, i, j l.,J l. J. l.,J J J 
i = 1, 2, •.. , n. Zij x. bet aantal der eventualiteiten s 1 . , s2 ., ... , S . J ,J ,J n , J 
dat bij uitvoering van het samengestelde experiment optreedt en zij 
x = (X1 ,X2·· · ··~). Indien x = Cx,,x2·· ·· ·~) een vector van van niet- nega-
tieve gehele getallen met l xj = n voorstelt, dan is de kans dat voor iedere 
j = 1, 2, • . . , k precies x. voorgeschreven eventualiteit uit 
J X· {S1,j' s2 ,j, ••. , sn,J.} optreden gelijk aan n p.J. Daar de verzam.eling j J 
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{1 , 2, ... , n} op n! (n x. ! )-1 verschillende ma.nieren te splitsen is ink j J 
disjuncte deelverzamelingen waarvan de je x. elementen bevat, komen wij tot J bet volgende resultaat: 
P(X=x) n! 
voor iedere vector x = (x1 ,x2 , ••• ,~) van niet-negatieve gehele getallen 
met ~ x. = n. Deze verdeling wordt de multinomiale verdeling met parameters J 
n en p = (p1 ,p2 , .•• ,pk) genoemd. Uit het model volgt rechtstreeks dat de 
marginale verdeling van Xj een binomiale verdeling met parameters n en pj is . In de praktijk heeft het bier beschreven model vrijwel steeds betrek.-
king op n o.o . uitvoeringen van hetzelfde experiment vaarbij voor iedere j 
S S S steeds dezelfde gebeurtenis bij de verschillende uit-1 ,j' 2,j' .. ., n,j 
voeringen van het experiment a.angeven; X. is dan bet aantal malen dat daze J gebeurtenis optreedt . 
Continue verde'lingen 
Voor continue verdelingen van stochastische grootheden (c.q. vectoren) X zal de kansdichtbeid fx steeds worden gedefinieerd door (2.5.8) voor 
k = 1 (c.q. voor k > 1 ); fX is dus steed.a een kansdichtheid van X ten op-
zichte van de Lebesgue maat op 81 (c.q. op Eft). 
2.6.8. Homogene verdeZing 
Een stochastische grootbeid X bezit een homogene verdeling (ook wel 
1 uniforme verdeZing gens.amd) op (a,b) indien voor a < b £ R 
Dan geldt 
voor a < x < b 
anders. 
voor x ~a 
voor a < x < b 
voor x ~b. 
2.6.9. Gamnu verdeling 
Een Poisson proces met parameter A (zie voorbeeld 2.6.5) wordt vanaf 
het tijdstip O waargenomen. Zij X het tijdstip waarop voor de ke maal de 
gebeurtenis S optreedt, d.w.z. de wachttijd tot de ke gebeurtenis. Voor 
x > O treedt de eventualiteit {X ~ x} dan en slechts dan op indien de ge-
beurtenis S in bet tijdsinterval (O,x] ten minste k ma.al optreedt. Indien 
Y het aantal malen voorstelt dat S opt.reedt i n het t i jdsinterval (O,x], 
dan bezit Y een Poisson verdeling met parameter µ = AX (zie voorbeeld 
2.6.5). Dus geldt 
P(X~x) = P(Y,;:_k) = 1 - P(Y<k) = 
(2.6.5) k~ 1 -Ax ( AX)j 
1 - l e -.-, -j=O J. x > 0. 
Daar FX continu differentieerbaar is op (O,m ) is X continu verdeeld met 
kansdichtheid 
k-1 
l j=O 
-AX ~ 
e . ' -J . 
k-1 ->-x {Ax)j-1 
>- jt e U-1)! = 
(2.6.6) 
Ak - A.x k-1 
= ""(-k---,~)-! .e x x > o. 
De verdelingsfunctie FX is dus ook te schrijven als 
(2.6.7) 
x 
J 
-Ay k-1 
e Y 
0 
dy = (k- 15 ! 
A.x 
J e-y yk-1 dy , x > O, 
0 
was.ruit (2.6.5) door herhaalde partie1e integratie ka.n worden teruggevonden. 
Daar de integraal in bet recbterlid van (2.6.7) bekend staat als een onvol-
ledige gamma functie, wordt deze kansverde1ing met parameters k en A. ge.noemd. 
Voor k = 1 ontstaat de zogenaamde e:z:ponentiele verdeling met paramete.r A. 
waarvan de kansdichtheid en de verde1ingsf\mctie worden gegeven door 
-AX A.e • 
1 - e - AX 
x > o, 
x > o. 
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Laten nu z = x1' z = X1 + x ' . . . ' z.. = x, + x2 + . • . + ~ de tijdstippen 1 2 2 -k e e e 
voorstellen waa.rop de gebeurtenis S voor de 1 , 2 , .•• , k maaJ. optreedt. 
x1 is dus de wachttijd tot de eerste gebeurtenis, terwijl voor 
i = 2, 3, ... , k, x. de wachttijd van de (i-1)e tot de ie gebeurtenis voor-
1 
stelt . Om de simultane kansdichtheid fz van z,. za, ...• zk te bepalen mer-
ken wij op dat de eventualiteit (.) {z. < z. < z. + nl.}. 
l l l - l 
0 < z 1 < z2 < . . • < zk, O < h. < z. 1 - z. , i = 1 , 2, ••• , k, dan en slechts l - i+ l 
d.a.n optreedt a.l.s S niet optreedt in de tijdsintervaJ.len (o,z 1 J,(z1+h 1 ,z2 J , 
..• , (zk-1+11t-1•zk] en precies eenmaa.l optreedt in ieder van de intervallen 
(zi,zi+hi]' i = 1, 2, ... , k. Uit de def'initie van het Poisson proces en 
zijn relatie tot de Poisson verdeling (zie voorbeeld 2.6 . 5) volgt dat voor 
h.~ 0 voor i = 1, 2, ... , k 
l 
P({){z.<Z.~.+h.}) 
i].].].l. 
k 
+o(nh.). 
i=1 l. 
Deling door flhi gevolgd door de limietovergang hi ~ O, i = 1 ,. 2, ••• , k , 
levert 
De simultane verdelingsfuix:tie van x1, ..• ,~in bet punt (x1, ••• ,~) wordt 
gevonden door fz te integreren over de verza.meling {(z1 , ..• ,zk): z 1 ,::_ xp 
zi - zi- 1 ~ xi • i = 2 • 3, · · • • k} · Daar de determin.ant van Jacobi van de 
transformatie z1 = x1 , z2 = x1 + x2 , ••• , zk = x1 + x2 
+ ••. + ~ gelijk is 
aan 1 , levert overgang op de nieuwe variabelen x 1 , ~ , . • • , ~ in de inte-graal 
P( n {X. < x.}) = >.k fit ... fl 
i=l l - l 6 b 
k 
->. r x. 
. i=1 ]. 
e dx1 ••• ~ = 
k 
rr (1-e->-xi), 
i=1 xi > 0 , i = 1 , 2 , •.• , k. 
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x1, ~· .•• , ~ zijn dus o . o. en identiek verdeeld met exponentiele verde-
lingen met parameter >.. Daar Zk een gamma verdeling met parameters k en >. 
bezit, volgt uit het invariantie principe dat de som van k o.o. stochas-
tische grootheden met exponentiele verdelingen met parameter >. een gamma 
verdeling met parameters k en ). bezit. Evenzo geldt dat de som van twee 
o.o. stochastische grootheden met gamma verdelingen met parameters k en >. 
resp. men>., een gamma verdeling met parameters (k+m) en>. bezit. Dat de 
relatie tu.seen de gamma verdeling en de Poisson ver deling een sterke ana-
logie vertoont met die tussen de negatief binomiale en de binomiale verde-
ling, zal na het voorafgaande wel duidelijk zijn. 
Uit (2 .6.5), (2 .6 .6) of (2.6.7) volgt dat voor va.ste k de gamma ver-
delingen een tamilie van kansverdelingen met scha.a.lparameter >.- 1 vormen 
(zie §2.5); als standaard verdeling wordt de verdeling met A= 1 gekozen 
met als kansdichtheid 
f(x) x > o. 
Indien X een stand.aard gamma verdeling met parameter k bezi t, dan hee:f't 
, - 1 - . X = A X dus een gam:na verdeling met parameters k en X. Dit is ook zonder 
meer wel duidelijk uit de definitie van het Poisson proces. Een Poisson 
proces met parameter 1 gaat over in een Poisson proces met parameter >. wan-
neer de eenheid van tijd met een factor X wordt vermenigvuldigd. 
Bij de definitie van de gamma. verdeling hebben wij ons tot nu toe be-
perkt tot positieve gehele waarden van de parameter k. Naar analogie van 
(2.6.6) noemen wij nu voor willekeurige reele k > O en X > 0 de kansverde-
ling met dichtheid 
(2 .6.8) x > 0, 
de gamma verdeling met parameters k en X. Hierin is 
r(k) = I e-x xk- l dx , 
0 
k > o, 
de (volledige) gamma f'u.nctie . Met behulp van partiele integratie vindt men 
r(k+1) = k r(k) voor k > O; daar r(1) = 1 geldt r(k) = (k-1)! voor posi-
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tieve gebele k , zodat (2.6 .8) in dit gevai overgaat in (2 .6.6) en deze bei-
de definities dus consistent zijn. Hoewel voor niet gebele k de relatie met 
het Poisson proces is verbroken , kan men rechtstreeks met bebulp van 
(2.5.17) aantonen dat de som van twee o.o . stochastische grootbeden met 
gamma verdelingen met parameters k en .>. resp. m en .>. ook voor niet gebele 
ken m een gamma verdeling met parameters (k+m) en.>. bezit . Ook de conclu-
sie dat A-l een scbaalparameter van de gamma verdeling is blijft voor niet 
gehele k geldig; a.is standaard gamma verdeling met parameter k wordt ook nu 
bet geval .>. = 1 gekozen . 
2.6.10. DubbeL-ezponentilfle verdeUng 
Een stochastische grootheid X bezit een dubbel-exponentiele verdeling 
met parameter >. > 0 (ook wel Laplace ve-rode'ling genaamd) indien 
- co < x < c:v. 
Daa.r de integraai van fX over R 1 gelijk is aan 1, is fX inderdaad een k&ns-
-1 dichtheid. Juist zoais bij de exponentiele verdeling is .>. een schaalpara-
meter; a.is standaard verdeling wordt het geval .>. = 1 gekozen. De naam La-
place verdeling kan tot verwarring aanleiding geven aangezien in bet Frans 
de normale verdeling (zie voorbeeld 2.6. 12) naar Laplace wordt genoelld. 
2 • 6. 11 . Cauchy verde 'ling 
Een stochastische grootheid X bezit een standa.ard Cauchy verdeling als 
zodat 
~ = .!. + .!. arctn x 
l+y2 2 n • - 00 < x < co. 
Daar FX(~) • 1 is d1·t i·nderdaad k · een ansverdeling. De door deze verdeling 
voortgebrachte familie met plaatsparameter a en schaalparameter b > o 
vordt de familie van Cauchy verdelingen genoemd. 
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2.6 . 12. Norm::i.Ze verd.eZing 
ters 
Een stochastische grootheid X bezit een norms.le verdeling met parame-
- .. < µ < .. en a2 > 0 indien 
(2 .6.9) - 00 < x < oo, 
vaarbij o de positieve wortel uit o2 voorstelt. Deze verdeling wordt sym-
bolisch ale N(µ,a2 )-verdeling aangeduid. De dichtheid (2.6.9) is symmetrisch 
om het punt x = µ, neemt zijn maximum aan in x = IJ en bezit twee buigpunten 
in x = IJ ± o. Door over gang op poolcoordinaten blijkt 
.. co 1 2 .. .. 
-i<x2+y2) 
f f 
~
J J f'x{x)dx)2 
1 ( e 2 dx)2 1 dy =- e d.x = 21T 21T 
_ .. _ ... 
_ CD _co 
21f .. 1 2 
_1_ 
J M J 
? dr = r e = 2n 
0 0 
en daar f'X,;:. O, is f'X dus inderdaad een kansdichtheid voor iedere 
-
00 < µ < 00 en iedere o 2 > o. 
De norms.le verdelingen vormen een f'am.ilie van kansverde1ingen met 
plaatsparameter µ en schaalpa.rameter a • waarbij als standaard norm:::r.Ze ver-
deZing de N(0 ,1 )-verdeling wordt gekozen. De s tandaard norma1e dichtheid 
en de standaard norms.le verdeli ngsf'unctie worden met ~ resp . 4' aangegeven : 
1 2 
(2.6.10) ~(x) 1 = l2n ? e - .. < x < '° • 
x 1 2 
(2 .6.11) t(x) 1 J -:2" dy, = 12-rr e _ ao < x < eo. 
_ .. 
De integraal (2 . 6.11) kan niet in elementaire functies vordeo uitgedrukt . 
Er bestaa.n echter uitgebreide tabe1len van de f'unctie t. Wegens de symme-
trie van '(x) om het punt x = 0 ge1dt voor alle x 
(2.6.12) t(-x) 1 - 4'(x}. 
waardoor met een tabel van 4' voor positieve vaarden van bet argument kan 
vorden volstaan. 
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Indien x een N(v,a2)-verdeling bezit, dan wordt de verdelingsfunctie 
van X gegeven door 
(2.6.13) 
x- µ 
x .)_(Y-IJ)2 a fe2 a dy=J; f 
_ .. _ .. 
~2 
2 dy = ~(X-\J) e a , 
zodat de waarden van FX voor iedere norma.le verdeling in een tabel van ~ kunnen worden gevonden. Voor b > 0 wordt de verde1ingsf'unctie van 
Y = a + bX gegeven door 
zodat Y =a+ bX voor b > O en N(a+bµ ,b2a2)-verdeling bezit. Merk op dat dit la.atste resultaat zowel a.ls (2.6.13) niet anders dan een berha.ling is 
van de reeds uit (2.6.9) getrokken conclusie dat de norma.le verdelingen een familie kansverdelingen vormen met plaatsparameter µ en schaalparameter a . Uit (2.6.12) volgt nu nog dat de verdelingsfunctie van Y =a+ bX voor b < 0 wordt gegeven door 
zodat Y = a + bX voor alle b ~ 0 en N(a+bµ 1b2a2 )-verdeling bezit. Voor 
a = - µ/a. b = 1 /a volgt dat (X-µ )/a. de geetandaardiaeerde van X, een 
standaard norms.le verdeling bezit; deze uitspraak is equivalent a.an (2.6. 13). In voorbeeld 2.6.13 za.l worden aangetoond dat de som van twee o.o. 
stocbastiscbe grootheden met resp. een N(µ 1 ,a~)- en een N(µ2 ,o~) -verdeling, een N(µ 1+µ2 ,a;+a;)-verdeling bezit. 
2.6 . 13. Meezadimensicmale no?'111ale verdeling 
Zij A = (8j_j) een symmetriscbe reele (kxk)-matrix. A beet positief de:finiet a.is voor iedere reele kolomvector c = (c 1, .•• , ck) ' de kwadratische vorm c ' Ac = L L a. · c. c. > 0 is, tenzij c = O. Daar A symmetrisch is, be-i j l.J l. J 
staat er een orthogonale matrix P zodanig dat P' AP = ( >. • o .. ) een diago-i l.J , naa.1.-matrix met elementen A1, >.2, •••• Ak; voor iedere orthogona.le P met deze eigenschap vinden wij dezelfde waarden voor de A. hoewel mogelijk in l. een andere volgorde. A1, A2, ..• , ~ heten de eigenwaarden van A. Als A 
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positief definiet is, dan is ook P'AP positief definiet want voor c ~ 0 is 
d =Pc ~ O zodat c'P ' APc = d'Ad > O. Echter c ' P ' APc = \ A· c~ en uit l 1 1 
l A. c~ > 0 voor alle c > 0 volgt A. > 0 voor i = 1, 2 , ... , k. Omgekeerd: 
1 1 1 
Als Ai> 0 voor i = 1, •• , k, dan geldt voor iedere c ~ 0 dat b = P'c ~ 0 
en dus dat c'Ac c'P(P'AP) P'c l A. b~ > O. Een symmetrische matrix A is 
1 1 
dus dan en slechts dan positief definiet als zijn eigenwa.a.rden Ai alle po-
sitief zijn. Da.sr IAI = IP•AP I = U A. hccf't een positie~ de~iniete matrix A 
1 1 
een positieve determinant U A. en is dus niet-singulier. Daar P'A- 1P de in-
1 1 1 l 
verse is van P'AP =(A.O .. ), geldt P 'A- P =(A~ o .. ). De inverse van een 
1 1J 1 1J 
positief definiete matrix A is dus positief definiet en zijn eigenwaarden 
zijn de inversen van de eigenwaarden van A. 
Zij q = (cr .. ) een reele symmetrische positief definiete (kXk)- matrix 4 t 11J .. 
met inverse 4- = (cr1 J) en zij µ = (µ 1 ,v2 , ••• , µk) ' een reele kolomvector . 
De stocbastiscbe vector X = ( x1 , X2 , ••• ,~) bezi t een k-dimensionale normale 
verdeling als 
(2.6 . 14) 
voor - 00 < x. 
1 
< 00 
' 
i = 1, 2, .•. , k, waarbij 
_, k k 
(2.6.15) Q(x, , • • . ,~) (x-µ)' l (x-v) = l l 
i=l j=l , 
Nij ( ) ( ) v x.-µ. x.-µ. , 
1 1 J J 
en 1l12 de positieve wortel uit de determinant van ~ voorstelt. Deze ver-
deling wordt symbolisch als N( µ .t )-verdeling aangeduid. Voo.r k = 1 is 
(2 .6 . 14) de dicbtheid van de (een- dimensionale) N(µ 1 ,cr
11 )-verdeling. 
Laten A1, A2 , •.. , Ak de eigenwaarden van~ voorstellen en zij Pde 
ortbogonale matrix wa.arvoor geldt P' ~-l P = (A~ 1 o .. ) . Beschouw de trans-4 1 1J 
formatie z = P ' (x- µ), x - µ Pz. Dan geldt 
.. 
= --..,,._,.,...:.1 __ -:-
( 21T )k/2 ( U A. ) 1/2 
1 1 
.. .. 
J J 
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"' 2 
k t J - zi/2">. · 
= n V'2irA. e l. dzi , • 
i=t l. 
- "' 
daar de ie factor in dit product de integraal van de dichtheid van de 
N(O,Ai)-verdeling voorstelt . Daar fx > 0 is fx dus inderdaad een kansdicht-
heid. 
Indien X = (X1 , ..• ,Xit) een N(µ,l)-verdeling bezit dan wordt de kans-
dichtheid van i = (x1 , • .• ,~_ 1 ) gegeven door (zie §2 . 5): 
"' 
k-1 k- 1 
= C exp{- .l l l aij (x.-µ.) (x.- µ.)} . 
2 i=l j=t l. l. J J 
k-1 k-1 . . 
0
ki
0
kj 
= C exp{-~ l l (a1 J - kk ) (x. -JJ.) (x.-JJ.)}. 
i=1 j = l a i 1 J J 
00 
f 1 kk k-1 akj 2 exp{ - 2 a (~-JJk+ l kk (x.-µ. )] } ~ = 
-"' j=t <J J J 
- 1 k-1 k-, . . <Jki<Jkj 
= C exp{- - i;- i;- (ol.J - ) 2 l l kk (x. - µ.) (x.-JJ.)}, 
i=1 j=t <J l. l. J J 
waarin C en C constanten voorstellen. Zij ~ de (k-1 ) x t ontstaat door.weglaten van de ke kolom en de ke rij. (k- 1)-matrix die uit . ~-1 Dan is 4 de matrix 
t 1 l.j ki kj kk - 1 me e ementen o - o a (a ) • Immers, voor i, j = 1, 2 . .. . , k - 1, 
0 . 
SJ 
Dus geldt 
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wa.arbij ~ = (x1 , ... ,~_ 1 )• en µ = (µ 1 , ... ,µk_ 1)•. Daar fX een kansdichtheid 
is en l positief definiet is, leidt het vergelijken van deze uitdrukking 
voor fx met (2 . 6.14) tot de conclusie dat 
k-1 1 
c = { ( 2iT ) 2 ( 1 l 1 ) 2/ 1 
X is dus N(µ.l)-verdeeld. Door permutatie van x1 , •••• Xk en herhaling van 
het bovenstaande procede vinden wij: Indien X = (X1 , ••• ,Xk) een N(µ,~)-ver-
deling bezit, dan bezit X (~ .~ , ... ,~ ), 1 ~ v 1 < v2 < < vm ~k 
l 1 2 m een N(µ, )-verdeling, waarbij µ = (µv ,µv , . •. ,µv )' en l = (ov v ), 1 2 m i'j 
i, j = 1, 2, ..• , m. Door in dit resultaat m = 1 te kiezen vinden wij dat 
de stochastische grootheid x. een (eendimensionale) N(µ. ,o .. )-verdeling be-
• l. l. l.l. 
zit, i = 1, 2, ... , k. De vectorµ en de diagonaal-elementen o .. van V zijn 
11 ~ 
dus juist de parameters van de marginale normale verdelingen van 
X1 ' X2 ' • " " ' Xk . 
De overige parameters oij' i"' j, van de N(µ,~)-verdeling bepalen, zo-
als wij later zullen zien, de mate van a:fhankelijkbeid van x:1 , x2 , ••• , ~. 
In dit stadium constateren wij slechts dat x1 , x2 , ••• , ~ dan en slechts 
dan o.o. zijn indien o .. = 0 voor ieder paar indices i"' j . Nodig en vol-
l.J 
doende voor ona:fhankelijkheid is immers dat 
k 1 
rr fx (x. ) = I I 
i=l i l. (2;r)k 2 (n o .. ) 1 2 
l. l.l. 
1 k -1 2 
exp{ - 2 L o . . (x.-µ.) } i=l l.:L l. l. 
een versie van fx is en hieraan is dan en slechts da.n voldaan als a .. l.J 
voor al le i 
"' 
j . 
Tenslotte tonen wij aan dat meerdimensionale normaliteit door een 
0 
lineare transformatie van de stochastische vector niet verloren gaat. Zij 
X = (X1, .•• ,Xk)' een stochastische vector met ~en N(µ,~)-verdeling, B = (bij) 
een niet-singuliere (kxk)-matrix en a= (a1, ••. ,9K)'. Beschouw de stochas-
tische vector Z =BX+ a, d.w.z. Z = (Z 1 , •.. ,Zk) ' en z. =lb .. x. +a., l. j l.J J l. 
i = 1, 2, .• • , k. De verdelingsfunctie van Zin het punt z = (z 1, • •• ,zk)' 
wordt gegeven door 
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Fz(z) = J ... J fx(x,, ... ,'1t ) a.x, · ··~· 
Bx + a~z 
In deze integraal gaa.n vij over op nieuwe variabelen Y = Bx + a, d.w.z. 
x = B- 1(y-a). De kwadratiscbe vorm (x-µ)' ~-l (x-1.1) in de exponent in 
(2.6.14) gaat over in 
* v*-1 * 
= (y-µ )' ~ (y-1.l ) , 
vaarbij 
(2.6.16) µ* Bµ +a,~*= B l B'. 
Dus geldt 
zJ, , 1 * v*-1 * k/2 t 1 /2 exp{- ~y-JJ ) I ~ (y- JJ )} C21r> <I I> _ .. _ .. 
zf 1 
(211)k/2 
_ .. 
1 1 * • 1·-1 * 1* 1 /2 exp{- 2(y-µ ) ~ (y- 1.1 )} 
< 14 I > 
• dy1 . •• dyk, 
1. 1. 1. 
_, 
aangezien (jrl>2 = (1l1)2 llBll (1~1) 2 l lB- 111 Daar r positief' de-
f'iniet is, bebben vij dus bet volgende results.at verkregen: Indien 
X = (X1, •• . ,~)' een N(µ,t) -verde.ling bezit en Been niet- singuliere (kxk)-matrix voorstelt, dan bezit Z a BX+ a een N(µ*,l*)-verdeling met 
1.1* en t* gegeven door (2.6.16). 
Een tveetal recbtstreekse gevolgen van dit resultaat verdienen bij-
zondere aandacht . Daar B zodanig kan vorden gekozen dat ~* s B ~ B' een 
diagone.al-matrix is (d.w. z. a~.= O voor alle i ~ j), is bet steeds moge-l.J lijk om uit een N(µ,t) -verdeelde stocha.stische vector x = ex, •...• :JSr) I 
door een lineaire transformatie een stocha.stische vector Z = BX + a te 
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verkrijgen waarvan de componenten z1, . ••• ~ o.o. zijn en (eendimensionale) 
normale verdelingen bezitten. Merk op dat dit verschijnsel al impliciet werd 
uitgebuit in het bewijs dat fX een kansdichtheid is. Daar t positief definiet 
is ke.n men B zelfs zo kiezen dat t* = B t B' = I (de eenheidsmatrix); kiest 
men dan tevens a= -Bµ, dan volgt dat Z = B(X-µ) een N(O,I)-verdeling bezit, 
d . w.z. dat z1, ••• , Zk o.o. zijn en standaard normale verdelingen bezitten. 
Een tweede gevolg van ons resul.taat is dat z1 = ? b 1j Xj + ~, een (eeo-
* * J dimensionale) N(µ 1,o11 )-verdeling bezit. Daar iedere b = (b1 , • •• ,bk) ~ 0 als 
eerste rl.J van een niet-singuJ.iere matrix B kan fungeren, volgt hieruit dat, 
indien X = (X1, . . . ,~) een N(µ,~)-verdeling bezit, de stochastsiche grootheid 
Y =lb. X. +a een N(L b. µ. +a, l lo .. b. b.)-verdeling bezit. Beperken j J J j J J i j l.J l. J 
wij ons tot bet geval dat teen diagonaal-matrix is, dan kunnen wij dit ook 
als volgt formuleren: Indien de stochastische grootheden x1, .•• , ~ o.o. 
zijn en X. een N(µ.,o~)-verdeling bezit, j = 1, 2, ..• , k, dan bezit 
J J J 2 2 
Y =lb. x. +a een N(L b. µ. +a, lb. o.)-verdeling. Dit resultaat werd jJJ jJJ jJJ 
reeds in voorbeeld 2.6.12 aangekondigd. 
Opgaven 
1. De som van twee o.o . stocbastische grootheden met binomiale verdelingen 
met parameters m en p resp. n en p bezit een binomiale verdeling met 
parameters (m+n) en p (zie voorbeeld 2.6.3), Bewijs dit, zonder gebruik 
te maken van het invariantie principe, rechtstreeks met behulp van 
(2.5.15). 
2. Uit een populatie van N elementen waarvan r een kenmerk R bezitten 
wordt zonder teruglegging een aselecte steekproef van n elementen ge-
trokken. Zij, voor i = 1, 2, ••• , n, 
als ie element in steekproef ken.merk R bezit 
x. = l. 0 anders. 
Geef de kansverdeling van X. en de simultane kansverdeling van x. en l. l. 
x., i ~ j . Zijn x. en x. o . o.? J l. J 
3. Voor de bypergeometrische verdeling uit voorbeeld 2.6.4 geldt 
8o 
P(X=x) = 
Geef een kanstheoretische interpretatie van deze le.a.tste uitdrukking 
en leid een benadering voor P(X=x) af voor het geval. zowel n als (N-n) 
veel groter zijn dan r. 
4. De som van twee o.o. stochastische grootheden met Poisson verdelingen 
met parameter µ resp. v bezit een Poisson verdeling met parameters 
(µ+v) (zie voorbeeld 2.6 . 5) . Bewijs dit recbtstreeks met behuJ.p van 
(2.5 . 15). 
5. 
6. 
7. 
8. 
Geef een Poisson benadering van de binomial.e verdeling voor het geval. 
n groot is en p dichtbij 1 ligt . 
Bewi.js dat de som van de kansen in de negatief binomie.le verdeling 
(2.6.1) gelijk is aan 1. Wat betekent dit resuJ.te.a.t? 
Bepaal de kansve.rdeling van de som van twee o . o. stochastische groot-
heden die beide een homogene verdeling op (0,1) bezitten. 
' Indien X een binomial.e verdeling met parameters n en p bezit, dan 
geldt 
1 
n ! J P(X,:;.k) = k!(n- k- 1)! k(1 )n-k-1 Au k = y -y ......, , O, 1, • •• , n. 
p 
Indien X een Poisson verdeling met parameter µ bezit da.n geldt 
P(X<k) = .L f e-y yk A .. 
- k! "'4..J ~ k=0,1, ..•• 
µ 
Bewi.js deze resuJ.taten door herhae.lde partiele integratie. Het tweede 
resuJ.taat volgt echter ook rechtstreeks uit de relatie tussen de 
Poisson- en de gamma verdeling (zie voorbeeld 2.6 . 9) . 
9. De som van twee o.o. stochastische .grootheden met gamma verdelingen met 
parameters k en A resp. m en A bezit ook voor niet gehele positieve 
k en m een gsmma verdeling met parameters ( k+m) en L Bevij s di t met 
behuJ.p van (2.5.17) . 
10. Indien X een dubbel- exponentiele verdeling met parameter A bezit, dan 
heef't lxl een exponentiele verdeling met parameter X. Bevijs dit. 
11 . In4ien X en Y o.o. zijn en beide een standaard Cauchy verdeling bezit-
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ten, dan heef't hun gemiddelde Z = ~(X+Y) eveneens een standaard 
Cauchy verdeling. Bewijs dit door de dichtheid van X + Y met behulp 
van contour integratie te berekenen. 
12. Indien X en Y o.o. zijn en beide een standaard 
1 
zitten, dan bezit hun gemiddelde Z = 2(X+Y ) een 
wijs dit rechtstreeks met behulp van (2.5.17). 
normal.e verdeling be-
N( O ,.~ )-verdeling. Be-
13 . Indien X en Y o.o. zijn en beide een standaard normale verdeling be-
zitten, dan heef't Z = X/Y een standaard Cauchy verdeling. Bewijs dit . 
2.7. VERW'ACHTING EN MOMENTEN 
Zij X een stochastische grootheid gedefinieerd op een kansruimte 
(0 ,A .P) . 
Definitie 2. 7. 1 • 
Indien X P-integreerbaar is noemt men 
(2.7.1) EX = f X(w) dP 
n 
de ven.ixichting van X. Indien X P-sommeerbaar is spreekt men van een sto-
chastische grootheid X met eindige verwachting . 
Daar PX(B) = P(X- 1(B)) voor B € B1• volgt uit de overplantingsstelling 
(stelling 1.6. 6) 
(2 .7.2) 
EX hangt dus alleen van de kansverdeling PX van X af. d .w.z. stochastische 
grootheden met dezelfde kansverdeling hebben ook dezelfde verwacbting. Men 
spreekt dan ook wel over de verwachting van een kansverdeling in plaats 
van de verwachting van een stochastische grootheid die deze kansverdeling 
bezit. Soms zull.en wij EX door een symbool willen aangeven. Hiervoor zal 
dan in het algemeen de l etter ~ worden gebruikt. Daarbij za.J. uiteraard 
steeds worden aangegeven op welke stochastische grootheid of op welke kans-
verdeling deze verwachting betrekking heef't. 
Zij Y = (Y1, •.. ,Yk) een stochastische vector met kansverdeling Py en 
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beschouw de stochastische grootheid X = $(Y) = $(Y 1, . . . ,Yk), $ eindig en 
meetbaar. Dan geldt, wederom volgens de ove?"l>lantingsstelling 
EX= E$(Y) = J ~(Y(w))dP = J ~(y) a.Py · 
rl Rk 
(2.7.3) 
Wij kunnen de verwachting van X = $(Y) dus op d.rie verschillende wijzen be-
palen: als integraal over n m.b . t . P, als integraal over R1 m.b . t. zijn 
ka.nsverdeling PX en &ls i ntegraal over Rk m.b.t . de ka.nsverdeling Py van Y. 
In de vaak voorkomende situatie waarin Py gegeven is, is (2 . 7. 3) meestal de 
aangewezen methode; het voordeel boven ( 2. 7 . 2) is dat wij ons de moei te van 
het bepalen van PX besparen . 
Indien X een k.ansdichtheid fX ten opzichte van een o-finiete maat µ op 
(R1 ,B1 ) bezit, kan (2.7.2) volgens de stelling van Radon-Nikodym ook ge-
schreven worden als 
EX= J x lx(x) d).J(x). 
R1 
Als X een discrete verdeling op een eindige of af'telbare verzameling D c R 1 
bezit, kan voor µde telmaat op D worden gekozen waardoor (2 . (.4) overgaat 
in 
(2.7.5) EX= l x P(X=x) . 
XED 
Voor continu verdeelde X met kansdichtheid fX = FX kan voor ~ de Lebesgue 
maat worden gekozen waardoor (2.7 . 4) overgaat in 
00 
(2 .7.6) EX = J x fx(x) dx. 
Op a.naloge wijze kan (2.7.3) worden geschreven a.ls 
(2.7.7) EX = E $(Y) = J ~(y) fy(y) dv(y) 
Rk 
wanneer Y een dichtheid fy ten opzichte van een o-finiete maat v op 
(Rk,d6-) bezit. Als Y discreet is op D c ~ vinden wij 
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(2.7 .8) EX = E .P(Y) l cp(y) P(Y=y), 
k 
terwijl voor continu verdeelde Y met 
3 Fy(y) 
f (y) = en continue .P geldt 
Y 3y1 •.• ayk co 
(2.7.9) EX = E cp(Y) = f J 
_co _.., 
De volgende eigenschappen van de verwachting vol.gen rech ts·treeks ui t die 
van de integraal (zie stelling 1.6.1). 
Ste'lting 2. 7. 1. 
a. 
b. 
c. 
d. 
e. 
Al.s X(w) = IA(w) . A€ A, dan geldt EX= P(A). 
1 Al.s P(X=c) = 1 , c € R , dan geldt EX= c. 
Voor stochastische grootheden x1 en x2 en reele a, b ea c geldt 
E(aX1+b~+c) = a EX1 + b EX2 + c mits bet rechterlid van deze gel.ijk-
heid gedefinieerd is. 
Al.s P(X1~2 ) = 1 dan geldt EX1 ~ ~ mits be~de verwachtingen gedefi-ni~erd zijn; met name volgt uit P(X~c) = 1, c E R1 , dat EX~ c. 
Indien EX gedefini~erd is, geldt IEX I ~ EIXI = EX+ + EX-. 
Natuurlijk bezitten ook de andere stellingen over integra.len een analogon 
voor verwachtingen . Wij noemen bier slechts de ongel.ijkheid van Jensen en 
een specie.al. geval van de stel.ling van Fubini. 
SteLLing 2.7.2 . (Jensen) 
Zij X een stochastische grootheid met eindige verwachting en zij .p een 
reele meetbare convexe fUnctie op R1• Dan geldt E cp(X),;:. cp{EX) . 
SteLLing 2.7 .3, (Fubini) 
Al.s x1 en x2 o .o. stochastische grootheden Zl.Jn waarvoor betzij 
P(x1x~o) = 1 hetzij Elx1x2 1 < ""• dan geldt EX1x2 = EX1EX2 • 
De verwachting van X kan vorden opgevat als een "gemiddel:de waarde" 
van de stochastische grootheid. Evenzo kunnen vij "gemiddelden" van ze-
kere functies van X beschouven. 
Definitie 2.1.2. 
Indien ,}'- voor zekere gehele k > 0 P- integreerbaar is, noem.t men 
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F:/- = J it(w) dP 
het ke moment; van X; als bovendien µ EX gedefinieerd en eindig is, noemt 
men 
E(X-µ)k = J (X(w)-µ)k dP 
het ke centraZ.e moment van X. Voor iedere reele r > 0 heet 
het absoZ.ute moment; van de orde r van X. 
In tegenstelling tot absolute momenten worden momenten en centrale mo-
menten slechts voor gehele waarden van k gedefinieerd. Deze beperking komt 
voort uit bet feit dat wij slechts vervachtingen van reele functies wensen 
te bescbouwen. Merk op dat voor iedere stochastische grootheid X alJ.e abso-
lute momenten en alle even momenten gedefinieerd zijn; als X een eindige 
verwachting bezit, zijn ook alle even centrale momenten gedefinieerd. Dit 
houdt natuurlijk geen.szins in dat deze momenten ook eindig zouden zijn . 
SteUing 2.7 .4. 
Indien voor zekere reele r 0 > 0 het absolute moment van de orde r 0 van een 
stochastische grootheid X eindig is, dan is ook het absolute moment van de 
orde r van X eindig voor alle O < r < r 0 . Tevens zijn dan het ke moment en 
bet ke centrale moment van X gedefinieerd en eindig voor al.le positieve ge-
hele k ~ ro. 
Bewijs: 
Voor 0 < r < r 0 geldt 
Voor gehele positieve k ,:;. r 0 volgt uit de hierboven aangetoonde P-sommeer-
baarheid van lxlk en de meetbaarheid van >f tevens de P-sommeerbaarheid 
van bet positieve en van bet negatieve deel van >f en dus ook die van ~ 
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zelf. Het ke moment is dus gedefinieerd en eindig. Het bestaan van een po-
sitieve gehele k ~ r 0 impliceert dat r 0 ~ 1, zodat volgens het voorafgaan-
de µ = EX gedefinieerd en eindig is. Dus is ook 
P-sommeerbaar, zodat het ke centrale moment gedefinieerd en eindig is. 
Behalve het eerste moment (de verwachting) waarvan in stellingen 
2.7.1 - 2.7.3 reeds eigenschappen werden genoemd, zuJ.len wij in deze pa.ra-
graaf slechts het tweede cent rale moment nader beschouwen. Dit moment wordt 
ook de va.riantie genoemd en aangegeven met het symbool o2 ; deze notatie als 
kvadraat is geoorloofd daar het tweede centrale moment, mits gedefinieerd, 
steeds niet negatief is. 
Definitie 2.7.3. 
De variantie van een stochastische grootheid X met eindige verwachting 
µ = EX wordt gegeven door 
(2.7.10) 
de standaa.rd.a.jt>ijking van X wordt gegeven door de niet negatieve wortel uit 
de va.riantie van X: 
1 
(2.7.11) o(X) = [E(X-µ) 2)2 ~ O. 
Volgens stelling 2.7 . 4 is de variantie van X gedefinieerd en eindig 
indien ~ < ~. Als X discreet verdeeld is op D c R1 dan ge1dt volgens 
(2.7.8) 
(2.7.12) 2 (x- µ) P(X=x); 
als X continu verdeeld is met fX = F ' (x) dan geldt volgens (2 .7.9) 
(2 .7.13) o2(X) = f (x- µ) 2 fx(x) dx. 
-00 
86 
De ste.ndaarda:fwijking van X, als zijnde de wortel uit de verwacbte 
kwadratische a:fwijking van X van zijn verwachting , heeft dezel.fde "fysische 
dimensie" als de stochastische grootbeid X zelf' en wordt algemeen gehanteerd 
als een maat voor de "spreiding" van de kansverdeling van X. 
De variantie bezit de volgende elementaire eigenschappen. 
Stel:ling 2.7.5. 
a . a2 (x) : o dan en slechts da.n indien P(X=c) = 1 voor zekere reele c . 
b . a 2 (X) = F:t.?- - (EX)2 indien het linkerlid gedef'inieerd is . 
c . Indien o2 (x) gedef'inieer d is geldt voor alle reele a en b 
o2 (a+bX) = b2 o2(x) en dus o(a+bX) = lbl o(X). 
Bewija: 
a . o
2 (X) = J (X(w) - µ) 2 = O, µ = EX, impliceert dat (X(w)-µ) 2 = 0 P- bijna 
overal , d.w.z. P(X=µ) = 1. Omgekeerd: ale P(X=c) = 1 dan geldt 
µ = EX = c zodat (X(w)- µ) 2 = 0 P-bijna overal en dus o2 (X) = O. 
b. o2 (X) = E(X-µ) 2 = E(x2-2µX+µ 2 ) = Ex2 - 2µ EX+ µ2 = Ex2 - (EX) 2 waarin 
µ = EX. 
c. Voor µ = EX geldt E(a+bX) = a + bµ zodat a 2 (a+bX) = E(a+bX- a-bµ) 2 = 
= Eb2 (X-µ) 2 = b2 a 2(X). 
Uit c . en stelling 2 .7 . 1 volgt dat indien X eindige verwa.chting 
µ = EX en eindige varaintie o2 = a 2 (X) bezit, de stocha.stische grootheid 
x* = X- µ 
a 
verwa.chting 0 en variant'ie 1 bezi t . Men noemt x* de gestandaardiseerde 
van X. Uit c. blijkt tevens dat de standaa.rdaf'w'ijking de eigenschappen be-
zit die vij van een ma.at voor "spreiding" mogen eisen: hij is invariant 
ender verschui ving van de kansverdeling v an X e.n reageert lineair op schaal-
veranderinge.n. 
Definitie 2.7.4. 
Indien de stocbastische grootheden x1 en ~ eindige verwachtingen µ1 resp. µ2 bezi tten en x1 ~ P-integreerbaar is , wordt de covariantie van x1 en x2 
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gegeven door 
De stochastische gr ootheden x1 en ~ heten ongeaor>reLeerd indien 
cov(x1 ,~) = O. 
Merk op dat cov{X, X) = a 2 (X) 
SteLl.ing 2 .7.6. 
a. cov(x1 ,x2 ) = EX1X2 - EX1Ex2 indien het linker lid gedefinieer d is. 
b . Indien x1 en x2 eindige varianties bezitten is cov(X1 ,~) gedefinieerd 
en eindig. 
c . Indien x
1 en x2 o.o . zijn en een eindige covar iantie bezitten dan zi j n 
x, en x2 ongecorreleerd. 
d. Voor r eele a 1, a 2 , • • • , an en stochastiscbe grootbeden x1, x2 , ••• , X0 
met eindige varianties geldt 
2 n 
a ( l a. X.) 
i=1 1 1 
n n 
l l 
i=1 j=1 
a. a. cov(X. ,X.) = 
1 J 1 J 
D 
= l 
i=1 
2 2 ~ a. a (X.) + 2 l 1 1 . 
1 < 
Indien x, . ~· ... , xn bovendien paarsgevijs ongecorreleerd zijn geldt 
2 D n 2 2 
a(La.X.) = L a.a(X.). i =1 1 1 i=1 1 1 
N.B. Met nadru.k zij er op gewezen dat deel c van de~e stel l ing niet omkeer -
baar is: ongecorreleerde stochastiscbe grootheden x 1 en x2 zijn niet nood-
zakelijk o.o. (zie opgave 1). 
B<Mijs: 
a . Daar cov{X1,x2 ) gedefinieerd is zijn µ 1 = EX1 en µ2 
zodat 
cov(X1 , x2 ) 
E~ beide eindig 
b. 
c. 
d. 
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aa.ngezien het rechterlid gedefinieerd is (stel.ling 2.7.1). Merk op dat 
hieruit volgt dat eindigheid van µ1 en µ2 en P-integreerbae.rheid van 
X1 X2 ook P-integreerb~heid van (X1-µ 1) (~-µ2 ) inhoudt, waarmee de-
finitie 2.7.4 gerechtvaardigd is. 
Daar a2 (x1 ) <~en a2{x~) < ~. zijn EX1 , ~. EX2 en~ al.le eindig . 
Aangezien !2 X1 x2 1 ~ ~ + ~ is dus ook X1 x2 P-sommerbaar zodat het 
gestelde ui t a . volgt. 
Uit stel.ling 2.7.3 volgt dat in dit geval EX,-x2 = EX1.EX2 zodat vol-
gens a. cov(X1,x2 ) = o. 
Uit de eindigheid der varianties volgt de eindigheid der verwachtingen 
en covarianties zodat E L a. x. = L a. µl.. waarbij µ. = EXl.., en 
1 l. 1 l. 
a
2 Cia.X.) = E{L a.(X.-µ.)} 2 =EL la. a. (X.-µ.) (X. - µ.) = l. l. l. l. l. i j 1 J l. l. J J 
= L l ai a . cov(X. ,X.). 
i j J l. J 
Rieruit volgen de overige beweringen onder d. 
Uit stelling 2.7 . 1 c. en stelling 2.7 .6 c . en d. volgt onmiddellijk 
Ste"l"ling 2. 7. 7. 
Indien x, , x2 ••..• xn stochastische grootheden zijn met dezelfde eindige 
varie.gtie a2 = a2(X.) en verwachtin8nµ = EX., dan geldt voor hun som 
l. - 1 l. 
S = l x. en bun gemiddelde X = - l x. 
i=1 1 0 i=1 1 
ES = nµ, EX= µ. 
Als x1 , x2 , • • • , X0 bovendien pa.arsgewijs ongecorreleerd zijn (dus a 
fortiori wanneer zij pa.arsgewijs of onderling onafhankelijk zijn) dan geldt 
2 na , 
02 
= -
n 
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Definitie 2.7 .5, 
Zij X = ex1 ,~· ·· · ,Xn) een stochastische vector 
eindige variantie bezit . De covcaoiantie-matr'ix 
vector is de (nxn)-matrix met elementen a . . = 
l. ,J 
waarvan iedere component 
~X van deze stochastische 
cov(X.,X.) , i , j = 1, 2 , . .. , n. 
l. J 
N.B. Het diagonaal element o .. stelt de variantie van X1. voor en niet de l., l. 
standaardaf'wijking van Xi zoals de notatie zou doen vermoeden. 
SteHing 2.7 .8. 
Zij X = ex1 ,~, ••• ,Xn) een stochastische vector waarvan iedere component 
eindige variantie bezit. Dan is de covariantie-matrix ~X symmetrisch en 
positief semi-definiet. lx is dan en slecbts dan singulier indien er een 
niet triviale lineaire combinatie van x 1 , ~· ••• , Xn bestaat die een ge-
degenereerde verdeling bezit, d.w.z. indien voor zekere reele 
a 1, a2 , ... , an enc waarvoor I a~~ 0, geldt 
c) = 1. 
Bewijs: 
lx is symmetrisch daar cov(X. ,X. ) = covex.,X.). Aangezien een variantie 
l. J J l. 
steeds niet- negatief is volgt uit stelling 2.7.6 . d 
2 n 
o < a ( I a.x.) 
- i=1 l. l. 
n n 
L l a i ,J· ai aJ. , 
i=1 j=1 
a . . = cov(X. , X.), 
l. .J l. J 
voor alle reele a 1 , a 2 , ...• an• zodat lx positief semi- definiet is. lx is 
dus dan en slecbts dan singulier, indien er reele getallen a 1 , a2 , • . • ,an 
met I a~ ~ 0 bestaan, waarvoor de bovenstaande kwadratische vorm gelijk is 
aan nul., d.w. z . waa.rvoor cr2 (IaiXi) = 0 . Toepassing van stelling 2.7.5 . a 
voltooit het bewijs. 
Past men bet bovensta.a.nde toe voor n = 2, dan vindt men da.t voor twee 
stocbastische grootheden x1 en x2 met eindige varianties de matrix 
(2.1.14) 
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positief sem.i-definiet is . De determinant van deze matrix is dus niet 
negatief , d.v.z. 
(2.7.15) 
gelijkheid geldt hierbij dan en slechts dan indien de matrix (2.7.14) 
2 2 singul.ier is, d .w.z. indien voor zekere a 1, a2 enc met a 1 + a 2 ~ O geldt 
(2 .7.16) 
De ongelijkheid (2 .7 . 15) - die in feite niet anders is dan de ongelijkheid 
van Schwartz - is aanleiding tot de volgende definitie. 
Definitie 2.7.6. 
De correZatie- coefficient van twee stochastische grootheden x1 en x2 met 
eindige positieve varianties vordt gegeven door 
Ste'lUng 2.7.9. 
cov(x1,x2 ) 
= o(x1 )o(x2 ) 
Voor twee stochastiscbe grootheden x1 en ~ met eindige positieve varian-
ties geldt steeds 
p(X1,x2 ) = 0 dan en slechts dan indien x1 en~ ongecorreleeerd zijn; 
p(X1,x2 ) = 1 (resp . - 1) dan en slechts dan als (2.7 . 16) geldt voor zekere 
a 1, a2 enc vaarvoor a1.a2 < 0 (resp. >.O). 
Bm,)i,ja: 
De beide eerste beveringen volgen uit (2.7.15), bet feit dat beide varian-
ties positief en eindig zijn en uit de definitie van bet begrip ongecorre-
leerd. Daar de var ianties positief zijn , zijn de verdelingen van x 1 en ~ beide niet gedegenereerd. Dus geldt I P(X1 ,~)I = 1 dan en slechts dan in-
dien (2.7.16) vervuld is voor zekere a 1 en a2 va.arvoor a 1. a2 ~ O. In dit 
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geval geldt 
zodat p(x1 ,x2 ) = 1 (resp. - 1) en dus cov(x1 ,~) > 0 (resp. < O) impliceert 
dat a 1.a2 < 0 (resp . > 0) . 
Een correlatiecoefficient 1 of - 1 geet't dus aan dat er tussen beide 
stocbastische grootbeden met kans 1 en stijgend respectievelijk dalend 
lineair verband bestaat. In het algemeen wordt IP(X1 ,x2 >1 opgevat als een 
aanduiding van de mate van lineaire afhankelijkheid tussen x1 en x2 • 
VoorbeeZden 
Deze paragraaf wordt besloten met het berekenen van verwachtingen, varian-
ties en covarianties van de in §2.6 behandelde kansverdelingen . 
2.7 . 1. Gedegenereerde verdeZing · 
Indien P(X=x0 ) = 1 dan geldt EX = 
en 2.7.5. 
2 x0 en a (X) 
2.7.2. AZternatieve verdeling in 0 en 1 
0 volgens stellingen 2 .7.1. 
A1s P(X=1) =pen P(X=O) = 1 p dan geldt EX= p, ~=pen dus 
a
2 (X) = EX2 - (EX) 2 = p - p2 = p(1-p) . 
2 . 7 .3. BinorrriaZe verdeiing 
Zij X binomiaal verdeeld met parameters n en p, 0 .• w. z. 
x 0 , 1 , .. . , n. 
Zoals in §2.6 werd opgemerkt is de verdeling van X dezelfde al.s die van 
vaarbij x1 , ~ · .•. , X0 o.o . zijn en al.le de in bet vorige voorbeeld be-
sproken. alternatieve verdeling bezitten. Dus geldt volgens stelling 2.7 . 7 
(2.7 . 17) EX= np, o2 (x) = np(l-p). 
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2 .7.4. Hypergeometriache verdeiing 
Veronderstel dat X de by'pergeometrische verdeling 
P(X=x) 
bezit. Een voorbeeld van een dergelijke stochastische grootheid X is het 
aantal rode knikkers in een aselecte steekproef zonder teruglegging van n 
knikkers uit een vaas waarin zich r rode en (N-r) witte knikkers bevinden. 
Definieren wij 
x. = 
l 
n 
als bij de ie trekking een rode knikker wordt getrokken 
0 anders, 
dan geldt X = I X. voor deze X. Bij bet beantwoorden van opgave 2 van §2.6 i-1 l 
wordt gevonden {ga dit na) 
P(Xi=l) = i• P(Xi=O) = 1 -i• i = 1, 2 , • • • , n 
zodat x1, 12• .. . , X0 afhankelijk zijn doch a1le dezelfde a1ternatieve ver-
deling bezitten. Uit het bovenstaande volgt 
EX1. = _Nr • a2(X. ) = r(N-r ) 
l N2 • 
r(N-r) 
N2(N-1) 
Uit het eerste deel van stelling 2.7.7 en uit stelling 2.7.6 d volgt nu 
(2.7 .18) 
aangezien 
EX = .!!!:_ , 0 2(X) .. n(N- n) r(N-r) 
N ?(2(N-1) 
2 n 
= a < I x. > = 
i=l l 
93 
= n r(N-r) _ n(n-l) r(N-r) 
N2 N2(N-1) 
2.7.5. Poisson verdeZing 
n(N-n) r(N-r) 
N2 (N-1) 
Indien X een Poisson verdeling met parameter µ bezit, d .v.z. 
P(X=x) = 
x 
-µ .l:!_ 
e I> x . 
x = o, 1, ••• , 
dan geldt 
(2 . 7.19) EX= µ, 
Immers 
x x 
EX = e-µ l xL= e-µ I I:! e-ll µ eµ = µ. 
x=O x! x=l (x-1} ! 
00 x \lx 
EX(X-1) e-µ I x(x-1) L= e-µ I e-\J = (x-2) ! 
x=O x! x=2 
o2(X) = Ex2 - (EX)2 EX(X-1) + EX - (EX)2 = \.12 + 
2.7.6. Negatief binomiaZe verdeZing 
2 ell 
= 
2 µ \J 
µ 
-
µ2 
= \J. 
Als X een negatief binomiale verdeling met parameters k en p bezit, d.v.z. 
dan geldt 
(2.7.20) EX=~ p • k( 1-p) 2 p 
Immers, voor k = geldt 
00 
EX= I x p(l-p)x-l 
x=l 
00 
00 
p ~p I 
x=O 
EX(X+l) = l x(x+l) p(l-p)x-l 
x=l 
x = k , k + 1. . .. ' 
( 1 ) x d ( -1) 1 
-p = - p dp p = p . 
( l-p)x+1 _ _g_ 
- 2, 
p 
• 
Ex2 - (EX) 2 = EX(X+1) - EX - (EX) 2 = ..l=E. 2· p 
Aangezien de som van k o.o . stochastische grootheden met negatief binomie.l.e 
verdelingen met parameters 1 en p een negatief binomial.e verdeling met 
parameters ken p bezit, volgt (2 .7.20) uit stelling 2 .7.7. 
2 . 7 . ·r • Muitinomiaie verde Ung 
Zij X = (X1 ,~, •• • ,~) een stochastische vector met een multinomial.e verde-
ling met parameters n en p (p1 ,p2 , ••• ,~), d.w.z . 
P(X=x) 
voor iedere vector x = (x1 ,x2 , •.• ,~) van niet-negatieve gehele gete.l.len 
met l xj = n. Daar de margine.J.e verde~ing van Xj een binomial.e verdeling 
met parameters n en p. is, geldt J . 
(2.7.21) EX. 
J 
np ~2(x.) = np (1 p ) j'" J j -j' j = 1 ' 2' .• . ' k. 
Voorts is voor j ,. m 
= n(n-1) P· p l (n-2)! /1 J m y 1! ... yk! 1 
waarbij de eerste sommatie loopt over al.le x = (x1 , . .• ,~) met niet-nega-
tieve gehele componenten met l xi = n en de tweede sommatie over alle 
y = (y1 , •• . ,yk) met niet-negatieve gehele componenten met I yi = n - 2. De 
laatste som is derhal.ve gelijk aan 1. Uit het bovenstaande volgt 
(2.7.22) j ,. m. 
2. 7. 8. Homogene verde Ung op ( O, 1) 
De kansdichtheid van een stochastische grootheid X die homogeen verdeeld 
is op (0 , 1) is 
95 
{ 1 voor 0 < x < 1 fx(x) = 0 anders. 
Daa.r J x dx =ten J 2 1 fx(x) x rx(x) dx = 3' geldt 
(2.7.23) 1 EX= 2• 2 1 a (X) = 12· 
2 • T. 9 . Galruna verde UnfJ 
De kansdichtbeid van een stochastische grootheid X die een gamma verdeling 
met parameters k en A bezit wordt gegeven door 
Daar 
geldt 
(2 .7.24) 
x > 0. 
()() 
- AX k 1 I .:..x k 
e x · dx = Ar (k) e · x dx 
0 
=~ k XF[k) = >:• 
()() ()() 
J x 2 fx(x) dx = r~:) J 
-"° 0 
EX=~ A' 
e-Ax xk+1 dx = r(k+2) = 
A2r(k) 
2.7. 10. TJubbel-e:r:ponen~i~Ze verdeling 
X bezit een dubbel-exponentiele verdeling met parameter A als 
Dan geldt 
(2.7 .25) EX= 0, 
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Bet eerste volgt uit de integreerbaarheid van x f'x(x) en de symmetrie van 
f'X om nul, terwijl 
co .,. 
a2(X) Ex2 = 1. >. J 2 ->-lxl ). J 2 ->.x dx 2 x e dx = x e =~· 2 
_.., 0 
2 .7.11 . Cauahy verdeling 
X bezit een standaard Cauchy verdeling als 
1 f'x{x) = 2 · 
n( 1+x ) 
- . . I 1r ' 2>-1 . b t . ·1 Voor reel.e r ~ 1 is de funct1e x 1+x n1et sommeer aar eI"W"lJ voor 
oneven k ~ 1 de functie xk ( 1+x2)-1 zelf's niet integreerbaar is. De Cauchy 
verdeling bezit dan ook geen enkel eindig moment van een orde ~ 1. De on-
even momeoten en alle centrale momenten zijn niet gedefinieerd; de even 
momenten en alle andere absol.ute momenten van een orde r ~ 1 zijn alle ge-
lijk aan + ... 
2.7.12. Nornnle verdeling 
X bezit een normale verdel.ing met parameters µ en a 2 als 
Zoals de notatie reeds doet vermoeden zijn verwachting en variantie van X 
juist gelijk a.an de parameters µ en a 2 van de verdeling: 
(2.7.26) EX= µ , 
Bet eerste volgt uit de integreerbaarheid van x fx(x) en de symmetrie van 
fx om µ, terwijl partiele integratie l.evert 
2 
=~ 
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2. 7 . 13. Meerdimensionale normaZ.e verdeLing 
De stochastiscbe vector X = (X1,x2 , .•. •Xk) bezit een k-dimensiona.le N(IJ,t)-
verdeling a.ls 
fx(x) = k/2 1 ~ 1/2 eXJ?((x-IJ)' ~-1(x-1J)). (2tr) <I I> 
In §2.6 werd aangetoond dat X. in dit geva.l een eendimensiona.le N(IJ.,O .. )-1 1 11 
verdeling bezit, zodat 
(2.7.27) i = 1, 2, .. • , k. 
Voorts werd bewezen dat l bJ. xJ. een eendimensiona.le N(L b.IJ., r ro .. b.b.)-2 J J l. J l.J l. J verdeling bezit. Hieruit volgt dat o (X.+X.) = o .. + o .. + 20 .. = l J l.l. J J l.J 
= o2 (x.) + o2(x.) + 20 .. voor i ~ j, aangezien de matrix V symmetrisch is . l. J l.J 4 Vergelijking met stelling 2.7.6 d leert nu dat 
(2 .7.28) cov(X.,X.) = o .. (= o .. ), l. J l.J Jl. i ~ j. 
De parameters \J en t van de meerdimensionalc normale verdeling zijn dus 
juist de vector van verwachting en de covariantie- matrix van de stochastische 
vector X. In ditlicht bezien betekent de eis dat t symmetrisch en positief-
definiet is (zie §2 .6) slechts uitsluiting van het geva.l waarin een lineaire 
combinatie van de componenten van X een gedegenereerde verdeling bezit . 
Tenslotte werd in §2.6 aangetoond dat x1 , x2 , .•. , ~ dan en slechts dan o.o. zijn indien l een diagonaal-matrix is. Voor stochastiscbe groot-
heden die een simultane normale verdeling bezitten zijn de begrippen 
"(paarsgewijs) ongecorreleerd" een "onderling onafhanltelijk" dus equivalent. 
Opgaven 
1. De stocbastische grootheden X en Y bezitten de volgende simultane ver-
deling 
P(X=O,Y=1) P(X=O,Y=- 1) P(X=1 ,Y=O) 1 = P(X=-1,Y=O) = 1i• 
Toon aan dat X en Y ongecorreleerd docb niet o.o. zijn. 
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2. Indien x1, x2 , •.. , X0 eindige va.rianties bezitten dan geldt voor 
reele a,' .•. • an, b,' .•. ' bn 
n n 
cov( L aiXi ' L 
i=1 i=1 
Bewijs dit. 
b.X.) 
1 1 
n n 
l l 
i=1 j=1 
a. a. cov(X. , X.). 
1 J 1 J 
3. Indien de stochastischc grootheden X en Y dezelfde eindige variantie 
bezitten, dan zijn de stochastische grootheden X + Y en X - Y ongecor-
releerd. Toon dit aan. 
4. Bepae.l verwachting en va.riantie van de binomiale en van de bypergeome-
triscbe verdeling rechtstreeks uit de betreffende kansverdelingen zon-
der gebruik te ma.ken van splitsing in alternatief verdeelde stochas-
tische grootbeden. 
5. In een flatgebouw met (k+1) woonlagen, van beneden af genummerd 
6. 
0, 1 , ..• , k, vertrekt een lif't met n personen van woonlaag 0 naar bo-
ven. Aangenomen wordt dat op de woonlagen 1, 2, . . • , k geen personen 
wensen in te stappen, zodat alleen wordt gestopt om de n personen te 
laten uitstappen. Voorts wordt verondersteld dat deze n personen bet 
nummer van de woonlaag waar zij ui tstappen as elect en onafbankelijk 
van elka.ar uit de getallen 1. 2, •.• , k kiezen. Bereken verwachting en 
varia.ntie van bet aantal malen dat de lift stopt zonder de kansverde-
ling van di t aantal malen te bepalen . 
X bezit een standaard normale verdeling. 
gebele k geldt 
Bewijs dat voor positieve 
0 als k oneven is , 
k ! 
als k even is. 
Leid hieruit een uitdrukking voor E(Y-µ)k af, wanneer Y een N(µ,o2)-
verdeling bezit. 
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2 . 8. DE ZWAKKE WET VAN DE GROTE AANTALLEN 
St;e Z Ung 2 • 8 . 1 • 
Zij Y een stochastische grootheid waa.rvoor P(Y~O) = 1 en zij $ een niet-
negatieve en niet-da.lende f'unctie gedefinieerd op [0,00 ). Dan geldt voor 
iedere c > 0 waa.rvoor $(c) > 0, 
(2 .8.1) 
Beu>i.js: 
E$(Y) P(Y~) ~ $(c). 
E$(Y) f $(y) dPy = f 
[o ,c) 
$(y) dPy + f 
Cc,00 ) 
~ $(c) f dPY = $(c) P(Y~c) , 
[c , .. ) 
waa.ruit de stelling volgt daar ~(c) > O. 
Ongelijkheden van bet type (2.8.1) worden onge'lijkheden van Chebyshev 
genoemd. Zij zijnalleen dan niet triviaa.l indien E$(Y) < $(c); zeker dient 
dus E$(Y) eindig te worden verondersteld. Meesta.l hanteert men hierbij 
functies $ vaarvoor lim $(y) = 00 • Men gebruikt dan de ongelijkheid om te 
y-..-
concluderen dat voor a.lle niet- negatieve stochastische grootheden Y waar-
voor E$(Y) een gegeven eindige waarde bezit, de kans P(Y!,c) uniform naar 
boven begrensd is door een f'unctie van c die n.aar O nadert voor c + co . 
Voor praktische toepassing zijn ongelijkheden van Chebyshev in bet a.lgemeen 
niet voldoende scherp; a.ls bewijstecbniek zijn zij echter van grote waarde. 
De volgende Speciale gevallen zijn hierbij van bijzonder belang. 
Door voor een willekeurige stochastische grootheid X, Y = lxl en 
$(y) =yr, r > O, te kiezen ontstaat de zogenaa.mde onge'lijkheid van Markov: 
Voor iedere stochastische grootbeid X waarvan het absolute moment van de 
orde r (> 0) eindig is, geldt voor iedere c > O 
(2.8 .2) P(IXI > c) < Elxlr. 
~ ==- r 
c 
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Dit resultaat wordt vooral voor r = 1 en r = 2 veel gebruikt. 
Door voor een stochastische grootheid X met eindige verwachting µ en 
variantie o2 , Y = Ix - µI en ~(y) = y 2 te kiezen ontstaat de ongelijkheid 
van Bienaym~ - Chebyshev: 
2 2( ) . d" Voor iedere stochastische grootheid X waarvoor µ = EX en o = o X ein ig 
zijn, geldt voor iedere c > 0 
(2.8.3) 02 P( Jx-vl !. c) :;,, 2 
c 
al.s o2 > O kunnen rij hiervoor ook schrijven 
(2.8 .4) P( IX-µ I > ) < .L 
o - c - 2 
c 
de ksns dat de gestand.aa.rdiseerde van een stochastische grootheid in abso-
-2 lute waarde ~ c is, is nooit grater dan c 
Definitie 2.8.1. 
Een rij stochastische grootheden x1 • x2 • • • • convergeert in waarschijnUjk-
heid naar een. reeel getal a (notatie: X ~ a voor n + ~) indien voor iedere n 
£ > 0 
lim P(lx -al > £) = o. 
n+<x> n 
Een rij stochastische grootheden x1 • ~· ••• convergeert in waarschijnlijk-
heid naar een stochastische grootheid X (notatie: X : X voor n + ~) in-
dien X - X ~ 0 voor n + ~ . d.w.z . indien voor iede~e £ > 0 n 
lim P(l ~-xl > £) ~ o. 
n+"" 
Merk op dat in het laatste geval de stochastische grootheden 
X, x1 • ~· ••• op dezelfde kansruimte gedefinieerd dienen te zijn; voor 
convergentie in waarschijnlijkheid naar een reeel getal behoef't de rij 
X1, ~· • . • niet op dezelfde kansruimte gedefinieerd te zijn: het betref't 
in dit geval een eigenschap van de rij kansverdelingen PX , PX • 
1 2 
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Ste'l"ling 2.8 . 2. 
Indien x1 , x2 , ••. o.o. stochastische grootheden zijn die a11e dezelfde ver-
vachting µ en dezelfde eindige variantie o2 bezitten, dan convergeert de rij 
der gem.iddelden 
voor n -+ 
&wijs: 
1 n 
x = - I xi , 
n n i=l 
in vaarscbijnlijkheid naar µ. 
n-=1,2, • .• , 
Daar o2 gedefinieerd is, is µ eindig en volgens stel.ling 2 .7 .7 geldt 
EXn = µ • n 
Toepassing van de ongelijkheid van Bienayme-Chel5yshev op X levert voor 
n 
iedere £ > 0 
02 
PC Ix -v 1 > e) < -n ~ 2 
£ n 
zodat voor iedere £ > 0 
lim P(lx -µ I > e) = o. 
n+... n 
Deze stelling staat bekend als de zwakke wet van de gro~e aantaZLen. De 
stelling is overigens een zvak.ke versie van deze zvak.ke wet a.angezien de eis 
van gelijke eindige varianties onnodig restrictief is (zie opgave 1). 
Indien men veronderstelt dat x1 , ~· .•• o.o. en identiek verdeeld zijn met 
eindige vervachting µ = EXi , behoe:f't zelfs geen enkele andere voorwaarde te 
vorden opgelegd om de zvak.ke vet te bewijzen. Een interessant speciaal ge-
val van stelling 2.8.2 is bet volgende. 
SteLLing 2 . 8.3. (Bernoulli) 
Beschouw een oneindige rij van o . o. uitvoeringen van een experiment waarbij 
bij ieder (deel) experiment de kans op het optreden van een eventua.liteit S 
gelijk is aan p. Zij X(n) bet aantal malen dat S optreedt bij de eerste n 
experimenten. Dan convergeert de rij der frequentie-quotienten van S, 
102 
x(n) 
-n-, n=1,2, ..• , 
voor n + m in vaarschijnlijkheid naar p. 
Bet.rijs: 
Zij 
als S bij het ie experiment optreedt 
0 anders, 
dan zijn x1, ~· • • • o .o. en identiek verdeeld met E~ 
o2(x.) = p(l- p) < m . Daar J. 
x'n) 1 
--=-n n 
volgt de stelling rechtstreeks uit stelling 2.8.2. 
= p en 
Stelling 2 .8.3 vertoont een duide1ijke analogie met de empirische wet 
van de grote aantall.en die het intuitieve uitgangspunt bij de opbouw van 
bet kansbegrip vormt. De empirische wet houdt in dat in l.ange reeksen her-
halingen van een experiment - steeds zorgvuldig onder dezel.fde omstandig-
heden uitgevoerd - het frequentie-quotient van een gebeurtenis S zich va.ak 
stabiliseert in de nabijheid van een getal p dat wij intuitief als de kans 
op de gebeurtenis S opvatten. Daar een op deze intuitie gebaseerde def'ini-
tie van het begrip kans als limiet van het frequentie- quotient op ernstige 
moeilijkheden betreffende het bestaa.n van deze limiet stui t, hebben wij 
gekozen voor een axiomatische opbouw van het kansbegrip waarbij de eropiri-
sche vet slechts als intuitieve motivering van de keuze der axioma's een 
rol speelt. Nu blijkt dat ui t de ogenschijnlijk zwe.kke axioma ' s (kans is 
een genormeerde maat) een stelling volgt die redelijk goed overeenltomt met 
de empirische vet, mag men hopen dat het door de axioma ' s gedefinieerde 
viskundige model van bet kansbegrip tot praktisch bruikbare resul.taten zal 
leiden . Men hoede zich echter voor de vergissing te menen dat de zwakke 
vet een bewijs van de empirische vet is . Empirisch gevonden resul.taten 
zijn langs viskundige veg niet te bevijzen. 
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Opgave 
1. Laten x1 , x2 , ••• o.o. stochastische grootheden met eindige varianties 
voorstellen die alle dezelfde verwachting µ bezitten. Indien 
n 
lim -1-2 
n-+<>o n 
L a 2 (x.) = o, 
i=1 l. . 
dan convergeert de rij der gem.iddelden 
1 n 
n l xi • i=1 
in waarschijnlijkheid naar µ. 
n=1,2, ••• , 
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2.9. ZWAKKE CONVERGENTIE VAN KANSVERDELINGEN 
Wij beschouven in deze paragra.e.f kansverdelingen op (Rk,.sk) met 1;;. k < ~. 
Wij gebruiken daarbij de volgende notatie: 
Voor willekeurige x, y E Rk en A c Rk is 
k ~(x,y) = {) 2}~ (x.-y.) 
1 l i=l 
de afstand van x tot y, is 
~(x,A) = inf ~(x,y) 
yEA 
de afstand van x tot A, en stelt 
de rand van A voor. Merk op dat aA gesloten is, zodat aA E E1'- voor alle 
A c Rk. Verder schrijven wij C(~) voor de verzameling van alle reele 
f'uncties op~. die begrensd en continu zijn. 
Definitie 2 .9.1 
Als P een kansve.rdeling op (~,ff-) is en A e ~ de eigenschap hee:rt dat 
P(aA) = O, dan noemen wi.j A een P-continu.tteiteverzameZing. 
Definitie 2.9.2 
Een rij kansverdelingen P1, P2 , ••• op (Rk,ff-) convergeert; zwak naar een 
kansverdeling P op (If ,Ff) (notatie: P ~ P voor n -+ m) als n 
lim J f(x) dP (x) = J f(x) dP(x) 
n+<" Rk n Rk 
voor iedere f'unctie f EC(~) . Een rij verdelingsf'uncties F1, F2 , ..• op Rk convergee.rt zvak naar een verdelingsf'unctie F op Rk (notatie: F ~ F 
n voor n + m) als de met de F0 corresponderende rij kansverdelingen zvak con-
vergeert naar de kansverdeling, die bij F behoort. 
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SteUing 2 . 9.1 
De volgende vijf beweringen betref't'ende kansverdelingen P1 , P2 , .•• , P 
op (Rk,sk) met verdelings:funties F1, F2 , . ..• F zijn equivalent: 
(i) P ~ P voor n + 00 ; 
D 
(ii) lim sup P (A) ~ P(A) voor iedere gesloten verza.meling A c ~. 
n+oo D 
open verzameling A c Rk; (iii) lim inf Pn(A) ~ P(A) voor iedere 
n+oo 
c ~; (iv) lim P (A) P(A) voor iedere P- continuiteitsverzameling A 
n- n 
Rk waar de :f'unctie F (v) lim F (x) F(x) voor ieder punt x E continu 
n+oo n 
Bewijs: 
is. 
Indien wij bij een gesloten verzameling Ac Rk :f'uncties r 1• r2 , .• . E C(Rk) 
definieren door 
dan geldt 
en 
Hierui t volgt 
a.ls ~(x,A) < l 
-m • 
a.ls cl (x,A) > l 
K -m' 
1 , 2. • .• , 
P0 (A) ~ J :f'm(x) dP0 (x), m, n = 1 , 2, .. . , 
Rk 
en dus impliceert (i) op grond van de definitie van zwakke convergentie 
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Laten wij nu m + m, dan gaat bet rechter lid van deze ongelijkheid wegens 
de gedomineerde convergentie van fm naar IA over in P(A). Daar wij voor A 
iedere gesloten deelverzameling van Rk kunnen nemen , is hiermee aangetoond 
dat (ii) uit (i) volgt. Deequivalentievan (ii) en (iii) is gemakkelijlt te 
bewijzen door over te gaan op complementen. Schrijven wij A0 voor het in-
wendige, en A voor de afsluiting van een verzameling A € Bk , dan volgt uit 
(ii) en (iii ) 
P(A0 ) < lim inf P (A0 ) < lim inf P (A) < 
=a: n - n -
< lim sup P (A) < lim sup P (A) < P(A). 
-= n -== n -
Daar voor iedere P- continuiteitsverzameling A per definitie P(A0 ) = P(A) 
volgt (iv) dus uit (ii) en (iii). Verder volgt (v) uit (iv) , omdat conti-
nuiteit van de verdelingsfunctie F in een punt x betekent , dat de eel 
(-w ,x) een P- continuiteitsverzameling is (ga dit na! ). Tenslotte moeten 
wij nog bewijzen dat (i) uit (v) volgt. GemakshaJ.ve geven wij het bewijs 
alleen voor het eendimensionale geval (k=1). Laat f E C(R1) , zodat 
M = s~ lf(x)I < w, en zij E > O. Wij kiezen dan een interval. (a,b] zo 
groot dat P((a,b]) ~ 1 - E en bovendien zo , dat de verdelingsfunctie F 
continu is in ieder van de punten a en b . Dit laatste is mogelijk omdat 
een verdelingsfunctie op R1 hoogstens af'telbaar veel discontinuiteiten 
heef't (zie 2.4 , opgave 1). Nu geldt 
(2.9.1) 
en 
(2.9 .2) 
I f(x) dP(x) I ~ M.P((a,b)c) ~ M. e: , c (a ,b ) 
f f(x) dPn (x) I ~ M.P0 ((a ,b)c) , n = 1, 2 , •••• 
(a ,b]c 
Verder volgt uit de continuiteit van f, dat f uniform continu is op bet 
gesloten interval [a,b) . Er is dus een getal 6 > 0 met de eigeoschap , 
lf(x) - f'(y) I ~ e: voor alle x, y € [a ,b] met Ix - YI ~ 6. We splitsen 
bet interval (a ,b) nu in een aantal deelintervallen I. = (x. 1 ,xJ.], J J -j = 1, 2 , ••• , m met a= x0 < x 1 < • • • < ~ = b , waarbij we er voor 
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zorgen dat xj - xj-l ~ 6 voor alle j en dat F continu is in ieder van de 
punten xj. Nu volgt 
J 
m 
(2.9.3) f(x) d.P(x) - l f(x.) P(I.)I ~£ 
(a.b] j=l J J 
en evenzo. 
J 
m 
(2.9.4) f(x) d.P
0
(x) - l 1'(x.) P (I.)i ~c . n= 1, 2 •.••• 
(a .b] j=l J n J 
daar 
lt(x) - f(xj) I ~c . x £ Ij , j a 1, 2, . •• , m. 
Uit (2.9.1), (2 . 9 . 2), (2 . 9.3) en (2.9.4) concluderen vij 
I J f(x) dP (x) - f f(x) d.P(x) I ~ · 
R 1 n R 1 
m 
~ 2£ + M l 
j=l 
I P ( I. ) - P ( I .) I + MP ( ( a , b Jc ) + Mc , 
n J J n 
n • 1. 2 , .. . • 
Daar F continu is in de punten xj, volgt uit (v) 
en ook 
Derhalve illlpliceert (2.9.5) 
lim sup I J :f'(x) dP 
0 
(x} - J f(x) dP(x) I ~ 2( Mt-1) £, 
n- Rl Rl 
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en dus vol.gt (i) da.ar £ > O willekeurig kl.ein gekozen kan worden. Het 
bewijs voor bet meerdimensional.e geval. (k>l) verl.oopt in prineipe net 
zo. Men kiest eerst een eel. (a,b] die zo groot is, dat P((a ,b]) ~ 1 - e, 
en vervol.gens spl.itst men deze eel met behu.lp van bypervl.akken evenwijdig 
aan de zijvlakken van (a,b] in een aantal deel.cell.en, die zo klein zijn, 
dat f op iedere deelcel minder dan £ varieert. Men dient eehter (a,b] en 
de splitsing daarvan in deeleel.l.en zo te kiezen, dat F eontinu is in al.le k ( ] . k 
. d d ]. ]. 2 boekpunten van a,b en in all.e 2 boekpunten van ie ere ee ee • 
Alleen dan kan men immers uit (v) coneluderen dat Pn((a,b]) + P((a,bJ) 
voor n + "" en evenzo voor de deel.eell.en. Men kan aan deze eis vol.doen 
door bij de construetie uitsl.uitend bypervlakken te gebruiken die P-nul.-
verzamelingen zijn (zie opgave 1). 
Uit stell.ing 2.9. 1 kunnen wij eoneluderen da.t de limiet van een zwak 
eonvergente rij kansverdel.ingen uniek is, daar volgens (v) zijn verdel.ings-
f'unctie vast ligt (zie opgave 1). Hieruit vol.gt de vol.gende stelling. 
SteHing 2 .9. 2 
Twee kansverdelingen Pen Q op (Rk ,dt) met de eigenscha.p dat 
J f(x) dP(x) = J f(x) dQ(x). f £ ccR1t>. 
Rk Rk 
zijn identiek. 
Bei.rijs : 
Stel.l.en wij Pn = P, n = 1, 2, • . • , dan vol.gt P ....:!. P en P ~ Q voor n n n + ""• en dus P = Q. 
Op grond van stel.l.ing 2 .9. 1 bescbikken wij nu over vijf karakte.riseringen 
van het begrip zwakke convergentie. De karakterisering wa.a.rop wij ooze 
definitie gebaseerd hebben is uit theoretisch oogpunt welliebt de belang-
r ijkste. Voor de practijK zijn (iv) en (v) echter van groot bel.ang, daar 
zij betekenen dat men bij zwakke convergentie van P naar p voor grote n , 
waarden van n en een ruime kl.asse verzamelingen, P(A) al.a be.nadering voor 
P n (A) kan beschouwen. Vooral in de statistiek ma.akt men bier va.ak gebruik 
van. Men moet echter wel. bedenken dat zvakke eonvergentie van P naar P 
n 
109 
niet noodza.kelijk voor al.le A e BK- impliceert da.t P (A) + P(A) als n + ~. 
n 
Als bijv. P voor n = 1 • 2, de discrete homogene verdeling op de ver-
.n 
zameling {~: i = O, 1. 2, ... , n} is, zoda.t de verdelingsrunctie van P0 
gegeven wordt door 
0 als x < o. 
F (x) i als i-1 < i i 1 ' 2 . = -- ~ x •• • > n. n n+1 n n 
als 1 ~ x, 
dan convergeert P
0 
voor n + 00 zwa.k naar de homogene verdeling op Co . 1J . 
Voor de verzameling A van al.le irrationale getallen geldt echter Pn(A) = 0, 
n = 1. 2, ...• terwijl de limietverdeling a.an deze verzameling de maat 1 
toekent. Verder mag men niet uit het oog verliezen da.t in stelling 2 . 9.1 
verondersteld wordt dat F een verdelingsf'unctie is. Zonder deze veronder-
stelling mag men uit (v) niet concluderen dat de bij de Fn oehorende rij 
kansverdelingen zwak. convergent is. Zo geldt (v) bijvoorbeeld voor iedere 
rij f'uncties F 1 • F2 •. • • en iedere f\mctie F die nergens continu is . Een 
minder triviaal voorbeeld van een situatie. waarin (v) geldt zonder dat 
er spra.ke is van zwa.kke convergentie, wordt gegeven door 
F0 (x) = i ~(x-n) + -j- ~(x) + i ~(x+n), x e R1 • n = 1. 2, ... , 
waarin ~de verdelingsf'unctie van de N(0,1)-verdeling is. Hier convergeert 
Fn(x) voor n + 00 naar 
(2 .9.6 ) , , 1 F(x) = 3 + 3 ~(x), x ER . 
Deze f'unctie F is geen verdelingsf\mctie, hoewel hij wel een Lebesgue-
Stieltjes maat op R1 bepaalt. Deze maat kent a.an de hele ruimte R1 slechts 
1 de maat 3 toe. Men zegt in dergelijke si tuaties wel da.t er voor n + .. 
massa naar bet oneindige verdwijnt. 
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Definitie 2.9.3 
Wij noemen een collectie kansverdelingen n op (Rk,gk) ~eiatief compact 
als iedere oneindige r i j kansverdelingen Pn en, n = 1, 2, ..• een zvak 
convergente deelrij bevat. 
Stelling 2.9.3 
Een rij kansverdelingen P1 , P2 , ••• op (Rk,~) is dan en slechts dan 
zvak convergent als de collectie n = {Pn : n = 1, 2, •.• } relatief compact 
is en alle zvak convergente deelrijen van de rij P 1, P2 , ••• dezelfde 
limiet hebben. 
Bewijs : 
Zij TI relatief compact, zodat de rij P 1 , P2 , •• tenminste een zva.k con-
vergente deelrij hee:t't, en stel dat alle zvak convergente deelrijen van 
de rij P1, P2 , . . . een gemeenschappelijke limiet P hebben. Voor een ville-
keurige :f'unctie f e C(Rk) vormen de getallen 
J f(x) d.P0 (x), n = 1, 2 , . • . 
Rk 
dan een begrensde getallenrij. Zij a0 , a , • . . een villekeurige deel-1 n2 
rij van deze getallenrij . Uit de relatieve compactheid van n volgt, dat 
de rij P , P , ... een zva.k convergente deelrij P , P , bevat. n 1 n2 m1 m2 
Daar deze deelrij tevens een deelrij van de rij P1 , P2 , is, is zijn 
limiet volgens ooze veronderstelling P. Op grond van de definitie van 
zvak.ke convergentie geldt dus 
= a = J f(x) dP(x). 
Rk 
Hiermee is aangetoond, dat de getallenrij a 1 , a2 , ••• de eigenschap 
heeft , dat iedere deelrij een verdere deelrij bevat, die naar a convergeert. 
Maar dit betekent dat a ~ a voor n ~ "' en dus volgt dat P ~ P voor n n 
n + co. 
Als omgekeerd gegeven is dat de rij P 1 , P 2 , zvak convergeert naar een 
limiet P, dan zijn uiteraard alle deelrijen van deze rij zwa.k convergent 
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met dezelfde limiet P. Als verder P , P , ... een oneindige rij inn n 1 n 2 
is, dan zijn er twee mogelijkheden: 6r er is een kansverdeling P0 die 
oneindig vaak voorkomt in de rij P , P , . . . , zodat deze rij de zwak 
n 1 n2 
convergente deelrij P0 , P0 , ••. bevat, 6f iedere P0 komt slechts eindig 
vaak voor in de rij P , P , •.•. In het laatste geval bevat de rij n 1 n 2 
P , P , • .• echter een deelrij die tevens een deelrij is van de rij n 1 n 2 
P1 , P2 , •.• en als zodanig zwak convergeert. Iedere oneindige rij inn 
bevat dus een zwak convergente deelrij , m.a.w. n is relatief compact. 
Definitie 2 .9.4 
Een reele f'unctie Fop Rk, die niet een verdelingsfunctie is, beet een 
defectieve verdeZingsfunctie als F(x) een niet-dalende rechtscontinue 
f'unctie van ieder van de coordinaten xi, i = 1, 2, •.• , k van x E Rk is 
met 0 ~ F(x) ~ l voor alle x E Rk, terwijl bovendien 61 62 . . • 6kF(a) ~ 0 
voor iedere a, b E Rk met a~ b (zie voorbeeld 1.5.4 voor de notatie). 
Een defectieve verdelingsfunctie op Rk bepaalt een Lebesgue-Stieltjes 
maat P op (Rk .~) met P(Rk) < 1. Men noemt een maat met deze eigenschap 
wel een defectieve kansverdeling. De in (2 . 9.6) gegeven f'unctie F is een 
1 voorbeeld van een defectieve verdelingsf'unctie op R . 
SteZZing 2.9.4 (SeZectiesteZZing van HeZZyJ 
Bij iedere rij verdelingsfuncties F1, F2 , ••• op Rk is er een deelrij k Fop R , F , F , . . • en een, eventueel defectieve, verdelingsfunctie n 1 n2 
zodanig dat F (x) + F(x) voor j + "° en alle x E Rk waar F continu is. n. 
J 
Bewijs: 
Wij geven bet bewijs bier alleen voor bet eendimensionale geval (k=l). 
Het bevi.js voor bet meerdimensionale geval (k>l) is analoog, zij bet 
iets ingewik.kelder. Zij R~ = {r1 , r 2 , .• . } een af'telbare overal dicht 
liggende verzameling in R . We bevi.jzen nu eerst , dat er voor iedere 
i = 1, 2, •.. een stijgende riJ natuurlijke getallen nij' j = 1, 2, ••• , 
is , zodanig dat F (r.) voor j -+ "° convergeert, terwijl boveodien voor n.. 1 
1J 
iedere i = 1, 2, •.. de rij D·+l ·, j = 1, 2, ••• , een deelrij van de rij 1 .J 
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n .. , j = 1 , 2, ••. , is. We b.ewij zen di t door inductie naar i. De existentie lJ 
van een stijgende rij natuurlijke getal.J.en n ., j = 1, 2, ••• , zodanig dat lJ F (r1 ) voor j + oo convergeert, is duidelijk, daar 0 .::_ Fn(r 1 ) ~ 1 voor nlj 
a.lle n . Evenzo kunnen wij bij een gegeven stijgende rij natuurlijke getal-
len n .. , j l.J = 1, 2, . .. , een deelrij n. 1 ., j = 1, 2, • .. , vinden met de l.+ .J 
eigenschap dat F (r. 1) voor j + oo convergeert. Nu wij ons overtuigd ni+1,j i.+ 
hebben van de existentie van geta.llen n:Lj, i, j = 1, 2, •.• ,met de boven 
opgesomde eigenschappen, beschouwen wij de diagonaalrij nj = njj' 
j = 1, 2, ..•. Deze rij is voor iedere i = 1, 2, ••. , afgezien van zijn 
eerste (i-1) elementen, een deelrij van de rij n .. , j = 1, 2, • .. , en dus 1.J 
convergeert F ( r. ) voor j + oo en iedere i = 1 , 2, • . • naar een limiet, n. i 
J 
die wij L(r.) noemen. Laat nu l. 
F(x) inf 
r>x 
reR1 0 
1 L(r),xER. 
1 Men gaat gemakkelijk na dat de zo gedefinieerde :f'unctie F op R niet-
dalend en rechtscontinu is met O ~ F(x) ~ 1 voor al.J.e x £ R 1 , zodat F 
een, eventueel defectieve, verdelings:f'unctie is. Als F continu is in een 
1 punt x en & > O, dan zijn er getallen r, s e R0 , zodanig dat r < x < s en 
F(x) - & < L(r) ~ L{s) < F(x) + &. 
Daa.r verder de beide uiterste leden van de ongelijkheid 
F (r) ~ F (x) ~ F (s) n. n. n. J J J 
voor j + 00 naar L(r) resp. L(s) convergeren, volgt hieruit, dat F (x) 
n. 
voor a.lle voldoend grote j minder dan & van F(x) af'wijkt, zodat 
F (x) + F(x) voor j + oo . n. 
J 
Definit;ie 2.9 . 5 
J 
Een collectie kansverdelingen n op (Rk,it) beet unifol'fTI beperkt (Engels : 
tight) a.ls er voor iedere & > 0 een compacte verzameling K c Rk is met 
de eigenschap dat P(K) !. 1 - e voor alle P E n. 
I 
I 
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Steiiin{J 2.9.5 (Prohorov) 
Een coll.ectie kansverdelingen n op (Rk,it) is dan en slechts dan relatief 
compact als hij uniform beperkt is. 
Bewijs: 
Zij n uniform beperkt en zij P 1, P2 , . .. een rij kansverdelingen inn 
met verdelingsf'uncties F1 , F2 , ••• • Te bewijzen is nu dat deze rij een 
zwak convergente deelrij bevat. Toepassing van stell.ing 2.9.4 geef't ons 
een deelrij P • j = 1, 2, ..• ,en een eventueel defectieve verdelings-n. 
f'unctie Fop R~, zodanig dat F (x) + F(x) voor j +~in alle continu- . n. 
J 
it.eitspunten x van F . Neem nu c > 0 en een compacte Kc Rk zo, dat 
P(K) ~ 1 - c voor alle P E n. Kies a , b E Rk met a~ b zo, dat Kc (a,b] 
en zo, dat F continu is in a en b . Dan geldt 
F(a) 
F(b) = lim F (b) ~ inf P((a,b]) ~ 1 - c . j-- 0 j PEil 
Daar c > O willekeurig klein gekozen kan worden , volgt hieruit dat F een 
verdelingsfunctie is, zodat F ~F voor j + ~. Het omgekeerde bevijzen n. 
J 
wij uit bet ongerijmde. Stel dat n relatief compact maar niet uniform be-
k perkt is. Er is dan een c > 0 zo, dat er bij iedere compacte K c R een 
P ~ n is met P(K) < 1 - c . Geven wij voor r > 0 de k-dimensionale gesloten 
bol om de oorsprong met straal r aan met Sr, dan is er dus een rij 
P 1 , P2 , . • • in IT met P0 (Sn) < 1 - c voor n = 1, 2, • Wegens de rela-
tieve compactheid van IT bevat deze rij een deelrij P , j = 1, 2 , ••• , n. 
J die zwak convergeert naar een limiet P. Kies nu r > 0 zo, dat Sr een P-
continuitei tsverzameling is . Dan geldt 
P(Sr) = ~im Pn_(Sr) ~ lim sup Pn(Sn) ~ 1 - c , 
J-+- J 0--
daar Sr c Sn voor alle n ~ r. Maar ook kunnen wij r zo groot kiezen, dat 
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P(S ) > 1 - £, waarmee wij een tegenspraak gekregen hebben. r 
In de waarschijnlijkheidsrekening en de me.thematische statistiek past men 
de theorie over zwak.ke convergentie van verdelingen vaak toe op verdelingen 
van stochastische vectoren, waarbij het deze stochastische vectoren zijn, 
waarin men primair geinteresseerd is. Men bee:f't daarom de volgende termino-
logie ingevoerd. 
Definit;ie 2.9 .6 
Een rij k-dimensiona1e atochastische vectoren x1 , x2 , •• • convergeert in 
verd.eZing naar een k-dimensiona1e stochastische vector X (notatie: 
Xn ~ X voor n + 00 ) a1s de bijbehorende verdelingen PX voor n + 00 zwak. con-
n 
vergeren naar de verdeling PX van X. Als daarbij de limietverdeling PX ge-
degenereerd is in een punt a€ Rk, d.w.z . a1s P(X=a) = 1 voor een zekere 
a E ~, dan zeggen wij ook wel dat de rij x1 , ~, • . • in verdeling naar a ( • D ) convergeert notatie·: Xn -+ a voor n + 00 • 
Uit de definities 2.9.2 en 2.9.6 volgt, dat convergentie in verdeling van 
X
0 
naar X equivalent is met convergentie van de verwachtingen Ef(X
0
) naar 
Ef(X) voor allef E C(Rk). Ook de andere, in stelling 2.9.1 opgesomde karak-
teriseringen van zwak.ke convergentie van verdelingen kan men met behulp van 
definitie 2.9.6 formuleren in termen van convergentie in verdeling van sto-
cbastiache vectoren. 
Naast convergentie in verdeling kennen wij ook convergentie in vaarschijn-
lij kheid. Dit begrip hebben wij weliswaar in 2 . 8 a1leen voor het eendimen-
sionale geva1 gedefinieerd, maar de de~initie laat zich gemakkelijk genera-
liseren. 
Definitie 2 .9.7 
Een rij k-dimensiona1e stochastische vectoren x1, x2 , ••• convergeert in IJ]aJZrBcmjnUjkheid naar een punt a E: Rk (notatie: X ~ a voor n + "") als n 
voor iedere £ > 0 
lim P(~(X0 ,a) > £) • O. 0--
115 
De rij x1, x2 , ... convergeert in waarschijnl.ijkheid naar een k-dimensionale 
stochastische vector X als ~(Xn ,X) ~ 0 voor n + m , d.w . z. als voor ieder e 
E > 0 
lim P(dk(X
0
, X) > E) = 0. 
n-+<» 
Merk op dat een rij stochastische vectoren x1 , X2 , . •. slechts dan in we.a.r-
schijnlijkheid naa.r een stochastiscbe vector X kan convergeren , als 
x1' x2 •.. . ' x alle op een kansruimte gedefinieerd zijn , terwijl dit l aatste 
niet nodig is voor convergent ie in verdeli ng . Hieruit volgt a1 dat conver -
gentie in ver deling in het a1gemeen niet samen hoeft te gaan met convergentie 
in waarschijnlijkheid. Zelfs als X1, X2 , • .• , X wel alle op een kansruimte 
zijn gedefinieerd , dan nog impliceert conver gentie in verdeling van X naar 
n 
X niet dat ook X ~ X voor n + m. Als bijvoor beeld P(X=1) = P{X=- 1) = ~ en n 
P(~=(- 1)°x) = 1 voor n = 1 , 2 , ... , dan convergeert X
0 voor n + m in ver-
deling naar X, ma.ar P(IX
0
- Xl>E) hee:t't geen limiet voor n + ~ als 0 < E < 2 , 
zodat X niet in waarschijnl.i jkheid naar X conver geert. n 
SteUing 2.9.6 
Uit convergentie in waa.rschijnlijkheid van een rij stocbastiscbe vector en 
volgt convergentie in ver deli ng naar dezelfde l imiet. Omgekeer d ilnpliceert 
conver gentie in verdeling ne.a.r een constante vector a , dat de r i j ook in 
waa.rschijnli jkheid naar a conver geert . 
Bewijs: 
Als X ~ X voor n +~en A E ak, dan geldt voor iedere E > 0 en n n 
zodat 
l im sup P(X
0
EA) ~ P(~(X,A)~E) . 
n-+<» 
1, 2. . . . • 
Daar deze ongelijkheid voor iedere £ > 0 geldt , volgt voor elke gesloten 
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verzameling Ac Rk , 
lim sup P(X £A) < P(X£A), 
n -n-+«> 
en dus (stelling 2 .9 . 1) geldt X ~ X voor n + 00 • 
n 
Het voorgaande geldt in het bijzonder als de verdeling van X de in een punt 
a £ Rk gedegenereerde verdeling P is, d.w . z . als gegeven is dat X ~ a 
. . a D n voor n + ~. De conclu~ie is dan dat Xn + a voor n + 00 • Al.~ omgekeerd dit 
laatste gegeven is, den volgt voor iedere £ > O, 
lim sup P(~(X0 ,a)>£) ~ lim sup P(~(X0 ,a)!_e) = ~ n+oo 
lim sup PX ({x: ~(x , a).::,.£}) ~ Pa({x: ~(x,a)~£}) = O, 
n+oo n 
daar de verzamelingen {x: ~(x,a) ~ £} gesloten zijn. Dus geldt Xn ~ a 
voor n + "'· 
steiling 2.9. 7 
Als twee rijen k-dimensionale stochastische vectoren x1, x2 , •• . en D Y1, Y2 , •.. de eigenschap hebben dat X0 + X voor n + 00 , terwijl 
d_ (X ,Y ) ~ 0 voor n + 00 , dan geldt ook Y R X voor n + 00 • K n n n 
Merk op, dat het gegeven impliceert dat voor iedere n = 1, 2, ••• de twee 
stochastische vectoren X en Y op dezel:f'de kansruimte gede:finieerd zijn. n n 
Bewijs: 
Voor iedere A£ 'fik, £ > O, n = 1, 2, ••• , geldt 
zodat 
lim sup P(Y0 £A) ~ lim sup P(~(~,A)~£) ~ P(Cit(X,A)~£), 
n+oo n--
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da.ar de verzameling {x: ~(x,A) ~ £} geslotec is. Omdat dit voor iedere 
£ > O geldt , volgt hieruit voor alie gesloten verzamelingen A c Rk , 
lim sup P(Y
0 £A) ~ P(X£A) , 
n-+co 
en dus Y
0 
!l X voor n ~ 
Uit de definities valt gemakkelijk af te leiden, dat conver gent ie in ver-
deling van een rij k-dimensionale stochastische vectoren x1, x2 , . .. naar 
een stocbastische vector X impl.iceert, dat voor iedere continue functie g 
op Rk met waarden in lfl, de rij g(X1 ) • . g(~) • ..• in verdeling convergeert 
naar g(X). De volgende stel.l.ing zegt da.t dit ook nog waar is voor Borel. 
functies g op Rk met waarden in Rm die niet overal continu zijn, mits de 
verzameling Dg van alle punten x £ Rk, waar g niet continu is, een PX-nul.-
verzameling is. Wil deze voorwaa.rde zinvol zijn, dan moet uiteraard D £ Bk. g 
Dit is echter altijd het geval, zelfs als de functie g geen Borel f'unctie 
is . Dit is als vol.gt in te zien. Zij A r voor een gegeven functie gen £ , u 
voor £ > O, 6 > 0 de verzameling van alle punten x € Rk met de eigenscbap 
da.t er punten y , z € Rk zijn waarvoor ~(x,y) < 6 , ~(x,z) < 6 en 
dm{g(y) , g(z)) ~ £ . Deze verzameling A r is dan open, zodat A r € rft, en £,u £ , u 
tevens geldt 
waar de vereniging reap. doorsnede genomen wordt over al.l.e rationale £ > 0 
resp. 6 > 0. Derbalve is D een Borel verzameling in Rk . g 
SteUing 2.9 .8 
Als een rij k-dimensionale stocbastische vectoren x1, x2 , . • • in ver deling 
convergeert naar een stochastiscbe vector X en g een Borel. :f:'unctie op Rk · 
is met waarden in lf1, waarvoor P(X€D8 ) = O, dan convergeert de rij 
g(X1), g(X2 ), ••• in verdeling naar g(X). 
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Bewijs: 
Als A een gesloten verzameling in ~ is , dan geldt voor de afsluiting van 
g-1(A), 
e n dus 
Derhalve volgt uit het gegeven 
lim sup P(g(Xn)eA) 
n......, 
= lim sup P(X
0
eg-1(A)) ~ 
n-+<» 
~la sup P(Xneg-1 {A)) ~ P(Xeg- l {A)) = P(g(X)eA) , 
n-+<><> 
D en dus g(X } + g(X} voor n + =. n 
SteUing 2.9.9 
Als een rij k-dimensionale stochastische vectoren x1, x2 , in verde:ling 
convergeert naar een stochastische vector X, en een rij m-dimensionale 
stochastische vectoren Y1, Y2 , •. • in waarschijnlijkheid naar een constante 
a e Rm convergeert, terwijl voor iedere n = 1, 2, .•• ,de twee stochastiscbe 
vectoren xn en yn op een kansruimte zijn gedefinieerd, dan convergeert de 
rij (k+m)- dimensionale stochastische vectoren (x1,Y1}, (~ ,Y2}, •• . in ver-deling naar (X,a) . 
Bewijs : 
Uit het gegeve.n volgt met behulp van stel1ing 2.9 . 8 dat (X , a) ft (X,a) voor n n + m. Verder geldt 
en dus volgt het gestelde uit stelling 2.9.7. 
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Opgaven 
1. Zij peen kansverdeling op (Rk ,zt) met verdelingsf'unctie F. Bewijs: 
a) Onder alle hypervlakken Hin Rk , die loodrecht staan op een geve-
ven richting, zijn er hoogstens af'telbaar veel met P{H) > O; 
b) Als S c elf. een coJ.lectie verzamelingen is met de eigenschap d.at 
aA n aB = ~ voor aJ.le A, B e S met A ~ B, dan bevat S hoogstens 
af'telbaar veel verzamelingen die niet P-continuiteitsverzamelingen 
zijn; 
c) De verzameling van alle punten waar F continu is J.igt overaJ. dicht 
in Rk; 
d) Als F continu is in aJ.le hoekpunten van een ceJ. (a,b], dan is deze 
eel een P-continuiteitsverzamel ing. Laat door middeJ. van een tegen-
voorbeeld zien dat het om.gekeerde niet aJ.gemeen geldt . 
2. Bewijs steJ.J.ing 2.9.2 rechtstreeks, zonder stelling 2.9.1 te gebruiken. 
3. Bewijs dat zwak.k.e convergentie van een rij k- dimensionale verdelings-
:functies F 1 , F2 , • •• naar een continue verdeJ.ings:functie F impliceert 
dat F (x) 4 F(x) voor n 4 00 uniform in x. n 
4 . Bewijs stelling 2 .9 . 4 voor k > 1. 
5 . Zij Px voor x E Rk de gedegenereerde kansverdelin~ op (Rk,ztt) gegeven 
door Px(A) = IA{x). A e "fik. Bewijs dat Px ~~P voor n 4 co dan en dan 
6. 
n 
alleen aJ.s de rij x1 , x 2 , • •. in Rk convergeert naar een limiet x en 
P = Px. Onderzoek de betekenis van relatieve compactheid en uniforme 
beperktheid voor gedegenereerde verdelingen en formuleer de stellingen 
2 . 9. 3, 2.9.4 en 2 .9.5 voor zuJ.ke verdelingen als stellingen van rijen 
1 . . Rk en verzame 1ngen in • 
De Levy afstand X(F,G) tussen twee verdelings:functies F en G op R , 
wordt gedefinieerd aJ.s bet infimum van aJ.J.e reele h met de eigenscbap 
dat voor aJ.le x e R1 
F(x-h) - h ~ G(x) ~ F(x+h) + h . 
Bewijs: 
a) X(F ,G) is op een factor 12' na de grootste afstand tussen de gra-
fieken van F en G, gemeten langs lijnen met richtingscoefficient 
- 1; 
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b) ). is een metriek; 
c) De verzameling van alle verdelingsfuncties op R1 met de metriek A 
is een volledige metrische ruimte; 
d) A(F .F) + O voor n + "' dan en dan e.J.leen als F ~ F voor n + 00 • n n 
7. Als voor iedere n = 1, 2, . .. twee o . o. stochastische vectoren X0 en 
Y . • . D D _.__ .• gegeven ZlJn, zodan1g dat X + X en Y + Y voor n + 00 , """" ZlJO er n n n D twee o.o. stochastische vectoren X' en Y' zo, dat (X
0
,Y
0
) + (X' .Y') 
voor n ~ "'· Bewijs dit. 
?.. 10 KARAKTERISTIEKE FUNCTIES 
In het voorgaande (stelling 2.9.2) hebben wij gezien • dat men een kansver-
deling Pop (Rk,tf-) geheel kan beschrijven door middel van de integralen 
van alle begrensde. reele, continue functies op Rk. In deze paragraaf zal 
blijken dat P in feite al wordt vastgelegd door alle integra1en van de vorm 
J
. k J k 1 
cos(l t.x.) dP(x), sin(L t.x.) dP(x), t 1 , • . • , tk € R. k 1 JJ k 1 JJ R R 
Ter vereenvoudiging van de notatie gebruiken vij complexe integre.J.en, d.w . z. 
integralen. waarbij de integrand een f'unctie met compl.exe waarden is . Dit 
gebruik is echter niet meer dan een afkorting: A.ls f = u + iv, wa.nrin u en 
v reele meetbare functies zijn, dan schrij ven vij 
f fdP = J udP + i J vdP. 
Bovendien zul.l.en vij voortdurend vectornotatie gebruiken. Daarbij beschouwen 
vij el.ementen van Rk, en ook stochastische vectoren, als kol.omvectoren. Wij 
zul.len in de paragraaf derhalve integralen van de vorm 
f •t' J k f k e1 x dP(x) = cos(l t.x.) dP(x) + i sin(L t.x.) k k 1 JJ k 1 JJ R R R dP(x) 
met t = (t 1 ••• • ,tk)' e Rk, of. in termen van een stochastische vector 
x = <x1·····:JSc)'. 
beschouven. 
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k 
E cos<I t .X.) 
1 J J 
k 
+ i E sin(L t.x.) 
1 J J 
Definitie 2 . 10 . 1 
De kax>aktel'istieke functie van een ka.nsverdeling Pop (Rk,Bk) is een :f\mctie 
~op Rk, gegeven door 
it'x k e dP(x), t ER . 
De kara.kteristieke f'unctie $X van een k-dimansionale stocbastische vector 
X is de karakteristieke f'unctie van de verdeling PX van X, zoda.t 
I eit'x ( ) it'X t € Rk. ~x(t) = dPX x = Ee , Rk 
Uit de derinitie volgt onmiddellijk, da.t iedere kara.kteristieke :f\mctie ~ 
op Rk continu is met 
~(O) = 1, 
IHt>I ~ 1 , 
Als x = ex,, ... • ~)· een k-dimensionale stochastische vector is, a een 
m-dimensionale vector is en B een (mxk)-matrix is, dan is a+ BX een m-
dimensionale stocbastische vector met karakteristieke f'unctie 
(2 . 10.1) 
Uit (2.10.1) met m = 1, a= 0 volgt in bet bijzonder 
(2.10.2) 
De kara.kteristieke f'unctie ~X van de stochastische vector X bepaalt dus de 
karakteristieke f'unct~e ~t'X van iedere lineaire combinatie t ' X van de 
componenten van X, en omgekeerd wordt ~X vastgelegd door de karakteristieke 
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f\lncties 4>t'X van a.lle lineaire combinaties t ' X, t E Rk. 
SteUing 2. 10. 1 
Als x = (x1, ..• ,~)' een k- dimensiona.le stochastische vector is met o.o. 
componenten x1, •.. , ~· dan geldt 
(2. 10.3) 
(2. 10.4) 
k 
4>x(t) = n 4>x ( t.), j=1 j J 
k 
4>t ' X(u) = _n 4>x (t.u), t 
J=1 j J 
( t 1 , ... • tk) ' E Rk , u E R 1 ; 
en dus in bet bijzonder 
(2 . 10.5) 
Beti>ijs: 
k 
= n 4>x_(u),uER1. j=1 J 
(2.10.3) volgt uit stelling 2.5.3 en stelling 2.7.3: 
k 
4>x(t) = E n j=1 
e 
it .X. 
J J = 
k 
n 
j=1 
Ee 
it .x. 
J J = 
k 
n 4>x (t.), 
j=1 j J 
k t = ( t l , •• ·• , tk) ' E R , 
en de beide ander e beweringen volgen hieruit door substitutie in (2.10 . 2). 
Ter illustratie van bet voorgaande berekenen wij de karakter istieke func-
ties van een aanta.l norma.le verdelingen . Voor de karakteristieke f'unctie 4> 
van de N(0, 1)-ver deling geldt per definitie 
m 2 
J 
. l 2 - it 4>(t) = _1_ eitx- l!x dx = _e __ 
~ & 
- m 
Nu kan men met behulp van contour integratie gemakkelijk inzien dat 
mJ -Hx- it)2 ""I -~x2 1 e dx = e dx , t E R , 
-~ -~ 
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en dus vordt de karakteristieke fUnctie van de N(0,1)-verdeling gegeven 
door 
(2.10.6) cp(t) 
A1si een stochastische grootheid X een standaard normal.e verde1ing heef't, 
dan heef't µ + ox met µ en o reeel een N(u,o2 )-verdeling. Op grond van 
(2.10.1) en (2.10.6) kunnen vij dus besluiten dat de karakteristieke :f'unctie 
van de N(u,o2 )-verdeling gegeven vordt door 
(2. 10. 7) 
. , 2 2 
cp(t) = eitu-~o t • t € R1. 
Als tenslotte een stochastische vector X = (X1 , ..• ,~)' een N(u,t)-verdeling 
hee:ft, vaarbij nu µ € Rk en vaarbij t een symmetrische positief definiete 
(kxk)-matrix is, dan heef't iedere lineaire combinatie t'X van de componenten 
van X een N(t'µ, t'~t)-verdeling (zie 2.6.13). Uit (2.10.2) volgt derha.lve 
dat de karakteristieke :f'unctie van de N(µ,~)-verdeling gegeven vordt door 
(2.10.8) cp(t) = eit'u-~t·tt, t € Rk. 
In de aanhef van deze paragraaf zinspeelden vij reeds op bet feit dat 
een ka.nsverdeling door zijn karakteristieke functie geheel vastgelegd vordt. 
Om dit te kunnen bevijzen hebben vij de volgende gelijkheid nodig, die men 
vel de geZijkheid van ParsevaZ voor karakteristieke f'uncties noemt. 
SteZUng 2 . 10 . 2 
Ale P1 en P2 tvee kansverdelingen op (Rk,sk) zijn met karakteristieke 
fUncties cp 1 en cp2 , dan geldt 
(2. 10.8) 
Beuijs: 
Bij substitutie van de definitie voor cp 1 en cp2 blijkt (2.10.8) equivalent 
te zijn met de gelijkheid 
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en deze volgt uit de stelling van Fubini. 
Als X en Y twee k-dimensionale stocbastiscbe vectoren zijn met verdelingen 
PX= P 1 en Py= P2 , dan kunnen wij (2.10.8) schrijven als 
(2 . 10.9) 
Vervangen wij hierin X door X- t met t 
€ Rk, dan vinden wij met bebulp van 
(2.10.1) 
Uit stelling 2. 10.2 volgt derhalve de ogenschijnlijk ster kere bewering d.at 
(2.10.10) 
stetting 2.10 . 3 (InversieateLting) 
Als ~ de karak.teristieke f'unctie is van een kansverdeling P op (Rk ,Iit) .• 
dan geldt 
(2.10. 11 ) 
, 
-y' y 
P(A) = lim~ I <f e-it ' y ~(y} e 202 dy} d ).k(t) 
a...,. (21T) A Rk 
voor iedere P- continuiteitsverzameling A. Als bovendien 
dan is P een continue verdeling met dicbtheid 
(2 . 10.12) , f . ' f(x) =---it e-ix Y ip{y) d.y, x £ Rk . 
(21T) Rk 
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Merk op dat deze stelling impliceert dat een kansverdeling Pop (Rk , _a1t) 
door zijn karakteristieke functie geheel vastgelegd wordt. 
Bewijs : 
Wij bewijzen 2.10.11 bier alleen voor het eendimensionale geva.1 (k=1). 
Het bewijs voor het meerdimensionale geval is analoog. Substitutie in 
(2 . 10.10) van P voor P1 en van de N(o,o2 )-verdeling voor P2 gee~ . na 
vermenigvuldigen met o//2Tr , 
(2.10. 13) 1 I e-ity ~(y) 
211 1 
R 
Hu blijkt het rechterl.id va.n deze geJ.ijkheid bij nadere inspectie juist 
gel.ijk te zijn a.an de dichtheid van de convol.utie van P met een N(0 , 1/o2 )-
verdel.ing. Anders gezegd , als X en Y twee o.o. stocbastische grootheden 
zijn, X met verdeling Pen Y met een N(0,1/o2 )-verdeling, dan hee~ 
T = X + Y een continue verdeling met dichtheid fT(t) gegeven door het 
rechterl.id van (2.10.13) (Ga dit na! ) . Derhalve gel.dt voor iedere A e B1 
~ 
P(TeA) =I fT(t) d>.. 1(t) = ~11 f {f e- ity ~(y) e 202 dy} a>.. 1(t). 
A A R1 
Verder is gema.kkel.ijk in te zien dat Y ~ O voor a + ~. zodat (stelling 
D 2.9.7) T + X voor a~~ Hiermee is (2.10.11) bewezen. 
Al.s ~ een >..k-sommeerbare f'unctie is (gezien de continuiteit van $ komt 
de gestelde voorwaa.rde daarop neer) , dan is f door (2.10.12) welgedefini-
eerd en continu op Rk Verder volgt dan uit (2.10.11) en de gedomineerde 
convergentiestelling 
P(A) =~ f l.im {f 
( 211 ) A o-+<>o Rk 
1 
-y'y 
• 
1 202 k e-it Y ~(y) e dy} d>.. (t) = f f(t)d>..k(t), 
A 
voor iedere P-continuiteitsverzameling A. Voor de verdel.ingsf'unctie F van 
P gel.dt dus 
(2.10.14) F(x) = I f(t) d>..k(t) = 
(-oo ,x ] 
f f(t) dt. 
(-oo ,x] 
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voor al.le x € Rk wa.ar F continu is. Maar dit houdt in dat F overal. continu 
is, zodat (2.10.14) voor alle x € Rk geldt. 
De inversiestelling en (2.10.2) imp1iceren samen, dat de verdeling van een 
stochastiscbe vector X wordt vastge1egd door de verdelingen van al.le 
lineaire combinaties t ' X van de componenten van X. Wij kunnen k- dimensio-
nal.e verdelingen dus volledig beschrijven met behu1p van een-dimensional.e 
verdelingen. Zo kunnen wij de meerdimendionale norma.1e verde1ing karakter-
iseren door te stellen dat een k-dimensional.e stochastische vector X dan 
en s1echts da.n N(µ,~)-verdeeld is, al.s voor iedere t e Rk de stochastische 
grootheid t'X een een-dimensional.e N(t'µ,t•tt)-verdeling heef't. 
Tot nu toe bebben wij - sprekend over meerdimensional.e normal.e verdelingen -
al.tijd veronderste1d, dat de covariantie-matrix L positief' def'iniet is. De 
zojuist gegeven karakterisering van de N(µ,t) - verdeling def'inieert echter 
ook een verdeling op (Rk,Bk) als wij slechts veronderstellen dat ~ een 
Symmetriscbe reele pOSitief Semi- def'iniete (kXk)-matriX is, m.itS Wij per 
conventie de eendi.mensionale N(µ,O)-verdeling gelijk stellen aan de in bet 
punt µ gedegenereerde verdeling . We kunnen dit al.s volgt inzien. Als t een 
reele symmetrische positief semidefiniete (kxk)-matrix is, dan is er een 
ortbogonal.e matrix P, zodanig dat P' l P = A een diagonaa1-matrix is met 
diagonaa1-elementen A1 , A2 , ••• , Ak !, 0. Laten Y1 , Y2 , • •• , Yk nu k o.o. 
stochastiscbe grootheden zijn, waarbij voor iedere j = 1, 2, .. . , k de 
stochastische grootbeid Yj een N(O,Aj)-verdeling heef't , met dien verstande 
dat P(Yj=O) = 1 als Aj = o. De karakteristieke f'uncties van Y1 , Y2 , •• • , Yk 
worden dan gegeven door 
1 2 -~A.U 
4'y.Cu)=e J 
, 
u e R , j = 1, 2, . .. , k 
J 
en dus (stelling 2.10 . 1) vinden wij voor de karakteristieke f'unctie van de 
stochastiscbe vector Y = (Y1,Y2 , .•. ,Yk)', 
k 2 -~ L A•t· 
J·=1 J J -~t'At k 4'y(t) = e = e , t = (t 1,t2 , ... ,tk)' € R . 
Als nu µ € Rk en X = µ + PY , dan vo1doet de verdeling van X a.an de gestelde 
eisen. Uit (2.10.1) volgt immers 
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it ' µ 
= e ~y(P 't) it' 1..1-h ,1t = e 4 , 
en dus ook 
zodat t'X voor iedere t e Rk de voorgeschreven eendimensionale verdeling 
hee~. Wij noemen de verdeling van X de N(ll,~)-verdeling, ook als t niet 
positief definiet maar alleen positief sem.idefiniet is. In het laatste 
geval spreken wij van een singuLiere norm:zie verdeLing. Steeds is de 
karakteristieke functie van de vorm (2.10 . 8). Uit de beschreven constructie 
volgt, dat in het singuliere geva.l een of meer componenten van y met ka.ns 
gelijk aan Q zijn . Dit betekent dat de singuliere N(ll,~)-verdeling kans 1 
toekent aan een verzameling, die door de transformatie x = ~ + Py, m.a.w . 
door een translatie en een rotatie, ontstaat uit een lineaire deelruimte 
van Rk met dimensie gelijk aan de rang van ~ en dus kleiner dan k. Daa.r 
dergelijke verzamelingen Ak-nulverzamelingen zijn , zijn singuliere normale 
verdelingen niet absoluut continu . Een singuliere normale verdeling hee~ 
dus geen dichtheid! 
SteHing 2.10.4 
Een rij kansverdelingen P 1 , P 2 , • • • op ( Rk ,Eft) met karakteristieke functies 
~ 1 , $2 , •• • convergeert dan en dan a.lleen zwak naar een verdeling P met 
karakteristieke f'unctie ~. als ~0(t) + ~(t) voor n +co en alle t e Rk. 
Bewijs: 
. it ' x . Rk · f · Daar e voor iedere vaste t e een begrensde continue unctie van 
x e Rk is, impliceert zwakke convergentie van Pn naar P per definitie dat 
~ (t) + ~(t) voor n +co. Bet omgekeerde volgt uit stell.ing 2.10.5. n 
SteZZing 2 . 10 . 5 (Continu!teitsstelLing van L~vy) 
Als de karakteristieke functies ~ 1 , ~2 , • • • van een rij kansverdelingen 
P1, P2 , ••• op (Rk,a1t) de eigenscbap hebben dat ~0 (t) voor iedere t e Rk 
en n + co naar een limiet ~(t) convergeert, die a.ls functie van t continu 
is· in de oorsprong, dan is ~ de karakteristie functie van een kanaverdeling 
P P zw p , en n voor n + "" · 
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Bewij8: 
We bewijzen eerst dat de collectie verdelingen rr = {P1 ,P2 , •• • } uniform 
beperkt is. Als dat niet het geval was , en als S voor r > 0 de gesloten 
r 
k-dimensionale bol met straal r om de oorsprong voorstelt, dan zou er een 
£ > 0 zijn zodanig dat er bij iedere r > O een natuurlijk getal m is met 
Pm(Sr) < 1 - c. Dit betekent , dater een stijgende rij n1• n 2 , ••• zou zijn, 
zodanig dat 
(2. 10 . 15) P (S.) < 1 - c, j = 1, 2, • • • . 
nj J 
Geven wij, voor a> O, de k- dimensionale N(o,a2r)- verdeling aan met~· 
dan geldt volgens ste.lling 2 .10.2 
(2. 10. 16) -~a2x•x ( ) e dP x 
n 
= I -~cr2x• x ( ) + I -~o2x•x dP (x) e dP x e n n 
Sr Sc r 
< 
-
~ p (S ) -~a2r2 n = 1 , 2 ••• • • cr>o, r>O. n r + e • 
Merk op, dat bet eerste lid van (2.10 . 16) dus reeel is. Uit (2.10.15) en 
(2 . 10.16) zou dan volgen dat 
I $ (t) dQ (t) k n. a R J 
1 2.2 ~ 1 - c + e-2 a J , j = 1, 2, . • •• ,a>O, 
en dus, wegens de gedomineerde convergentie van ~ naar ~. 
nj 
(2.10. 17) 
Nu is ~ echter continu in de oorsprong met ~ ( O) = lim ~n ( O) = 1 • Er is dus 
een o > 0 zo , dat Re $(t) > 1 - c/2 voor alle t E s0 , en dus geldt 
I ~{t) dQa(t) = J Re ~(t) dQ (t) > (1 _ £) Q (S ) + Q (Sc) k k a - 2 a o er 6 • R R 
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Daar Q0 voor a + 0 zwak convergeert naar de verdeling die gedegenereerd is 
in de oorsprong, volgt hieruit 
li m inf J $ ( t) dQ0 ( t ) ~ ( 1 - ~), 
a+O Rk 
in strijd met (2.10.17). TI is dus uniform beperkt en derha.lve (stelling 
2 .9.5) relatief compact. De rij P1 , P2 , • .• heef't dus minstens een zwak 
convergente deelrij. Uit het reeds bewezen deel van de vorige stelling 
volgt, dat de bij deze zwak convergente deelrij behorende karakteristieke 
functies naar de karakteristieke functie van de limietverdeling convergeren. 
Daar zij ook naar $ convergeren, kunnen wij hieruit concluderen dat $ de 
karakteristieke functie van een kansverdeling P is . Maa.r nu volgt met behul.p 
van de vorige stelling en de inversiestelling, dat iedere zwak convergente 
deelrij van de rij P1 , P2 , .•. dezelfde limiet P heef't, en dus (stelling 
2 . 9.3) dat P ~ P voor n .... 00 
n 
SteUing 2 . 10.6 
Als de eerste n momenten van een kansverdeling Pop (R1,B1) bests.an en 
eindig zijn , dan heef't de karakteristieke functie $ van die verdeling n 
continue afgeleiden, gegeven door 
(2.10. 18) 
Bewijs: 
~(k)(t) = ik I xkeitx dP(x), t e R1, k 
R1 
1, 2, ••• ,n. 
Stellen wij ~(O) ~. dan geldt (2.10.18) voor k = 0. Verder volgt uit 
(2 . 10. 18) voor een k < n dat (2.10.18) ook geldt voor k + 1. Het gegeven 
betekent immers, dat 
J lxlk dP(x) < ~, k = 1, 2, •. . , n. 
R1 
en dus impliceren (2.10.18) en de gedomineerde convergentiestelling 
eihx_ 1 h dP(x) = ik+l J xk+1eitx dP(x}, 
Rl 
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da.ar 
De continuiteit van ~(k) voor k = 1 , 2, •• • , n- 1 volgt uiter aard uit de 
differentieerbaarheid. De continuiteit van ~(n) kan men rechtstreeks met 
behulp van de gedomineerde convergentiestelling bewijzen. 
Karakteristieke f\mcties worden veel gebruikt als hulpmiddel bij bet be-
studeren van verdelingen van sommen van o.o. stochastische grootheden. Ter 
illustratie geven wij hier de volgende stellingen. De eerste is een al 
eerder genoemde versie van de zwak.ke wet van de grote aantal.len, die aan-
zienlijk sterker is dan stelling 2.8.2, zij bet dan dat bier de stochas-
tische grootbeden in kwestie niet alleen o.o . m.aar ook identiek verdeeld 
worden verondersteld. 
SteUing 2.10.7 
.Als X1. x2 , o.o. en identiek verdeelde stochastische grootheden zijn 
met eindige verwachting µ, dan convergeren de gemiddelden 
voor n + 
Bewije: 
n 
l Xj, n = 1, 2, •• . , 
n j=1 
in waarschijnlijkheid naar µ. 
.Als ~ de karakteristieke :functie van de X. , j = 1 , 2. . . . is . dan wordt 
- J de karakteristieke :t'unctie van X volgens stelling 2.10.1 gegeven door n 
tx (t) = (~(~))0 , t f: R1 , n= 1, 2 , 
n 
Daar ~ volgens stelling 2. 10.6 differentieerbaar is met ~' (0) = iv , impli-
ceert dit voor vaste doch willekeurige t en n + .. , 
rx ( t ) = ( 1 + i nt + .()' ( ~)) n + e i µt • 
n 
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Nu is eiµt de karakteristieke :f'unctie van de verdeling die gedegenereerd 
is in bet puntµ, en dus (stelling 2.10.4) geldt X 2 µ, zodat ook X ~ µ 
n n 
voor n .... 00 • 
De volgende stelling is een eenvoudige versie van de zogenaamde centraie 
ZimietsteZZing. Deze zegt dat onder zekere voorwaarden sommen van grote 
aantallen o.o . stochastische grootbeden bij benadering normaal verdeeld 
zijn. Als gevolg bierva.n speelt de normale verdeling een belangrijke rol 
in vele situaties, waa.r men met SOl!llDen of gemiddelden van vele waarnemingen 
te doen heeft. 
SteZZing 2.10.8 (Lindeberg-L~vy) 
Als x1, x2 • . . . o .o. en identiek verdeelde stochastische grootheden zijn 
met eindige verwacbting µen variantie a2 , dan convergeert de verdeling 
van de gestandaardiseerde som 
z 
n 
n l x.-nµ j=1 J 
cr./Il 
, n = 1, 2, ... 
voor n .... 00 zwak naar de N(0 ,1 )-verdeling. 
Bewijs: 
Als q, de karakteristieke f'unctie van Xj - µ, j = 1 , 2, • • • is, dan wordt 
de karakteristieke :f'unctie van Z gegeven door 
n 
4>z ( t) 
n 
(q,(_i__))n, t E R1 , n = 1, 2, • ••• 
a/Ii 
Uit bet gegeven volgt verder, wegens stelling 2 . 10.6 dat 4> twee keer dif-
ferentieerbaa.r is met t ' (O) = iE(X.--µ) = 0 en <t>"(O) = - E(X.- ia) 2 = - o2 • J J 
Voor vaste doch willekeurige t E R1 en n .... 00 geldt dus 
- ~t2 
e • 
en zo volgt bet gestelde uit stelling 2.10 . 4 en (2.10.6). 
Een interessant en historiscb belangrijk speciaal geval van de laatste 
stelling is bet volgende (zie ook stelling 2.8.3). 
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Stelling 2.10.9 (de Moivre-Laplace) 
Als x(n), n = 1, 2, . • . ,bet as.ntal successen inn o.o. a.1.ternatieven is, 
va.a.rbij voor ieder alternatief de kans op een succes gelij.k is aan P = 1-q 
met pq > O, dan convergeren de gestandaardi seerde grootheden 
-
- x(n)_np 
zn , n = 1. 2 • ...• /npq 
voor n + ~ naar een N(0,1)-verdeelde stochastische grootheid, zodat 
b 2 
+ -
1
- f e-h dt 
l2n 
a 
voor n + ~ en al.le a, b e R 1 met a ~ b. 
Op deze laatste stelling berust de zogenaamde normale bena.dering voor 
binomiale verdelingen. Als een stochastische grootheid X een binomiale 
verdeling heeft met parameters n en p = 1-q met pq > 0, dan geldt voor 
k < 1 en grote va.a.rden van n 
(2.10.19) P(k<X<l) ~ t(l-np) - t(k- np) , 
- mpg_ lllpq 
vaarin t de verdelingsf'unctie van de N( O, 1 )-verdel.ing is. Voor gehele 
waarden van k en l vervangt men ( 2. 1 O. 19) vaak door 
(2 . 10.20) P(k<~) 
In de meeste gevallen geeft dit een iets betere benadering. In het bij-
zonder krijgt men dan voor gehele k, 
P(X=k) ~ ~ck+z-np) _ tCk-z-np>. 
liiPQ. rnpq 
Men zegt dat (2. 10. 20'} uit (2.10. 19) onstaat door het aanbrengen van 
een continu!teitscorrectie. 
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Opgaven 
1. Gana dat de karakteristieke :tunctie van 
a) de binomia1e verdeling met parameters n en p door 
it )n $(t) = (pe +q • _m < t < m; 
b) de Poisson verdeling wet para.meter A door 
.>.( it) $(t) = e - 1-e • _m < t < m; 
c) de negatief binomia1e verdeling met parameters k en p door 
${t) 
it 
= ( pe - )k _m < t < m. it • • 1-qe 
d) de multinomia1e verdeling met parameters n en p 1• p2 , ••• , Pit door 
ls it -
$ ( t 1 , .•• , tk) = ( 2 p . e J ) n • _m < t . < m , j = 1 , 2 , ••• , k ; j=1 J J 
e) de homogene verdeling op (-1,1) door 
$(t) = si~ t , _m < t < m; 
f) de standaard gamma verdeling met parameter k door 
1 
"-(t) = --..,.- m < t < m 
'+' k , - ; ( 1-it) 
g} de standaard dubbel - exponentiele verdeling door 
$(t) 1 = 1+t2 > _m < t < m; 
h) de standaard Cauchy verdeling door 
$(t) = e- ltl , -m < t < m, 
gegeven wordt. 
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2 . Bewijs: 
a) Als XA een Poisson verdeling met parameter A heef't, dan convergeert 
(XA-A)/IA voor A +"' in verdeling naar een N(0 ,1 )-verdeelde sto-
chastische grootheid. 
b) Als Xit een standaard gamma verdeling met para.meter k heeft, dan 
convergeert (Xit-k)/lk voor k +"'in verdeling naar een N(0 ,1)-
verdeelde grootheid. 
3. Laat zien dat bet gemiddelde van n o .o . standaard Cauchy verdeelde 
stochastische grootheden zelf ook een standaard Cauchy verdeling hee~. 
4. Bewijs dat een rij k-dimensionale stochastische vectoren x1 , x2 , dan en dan alleen in verdeling naar een stochastische vector X conver-
geert als t 'X !l t 1 X voor n + "' en al le t 
€ Rk. n 
5. Geef generalisaties van de ste11ingen 2.10.7, 2.10 . 8 en 2.10. 9 voor 
o.o. en identiek verdeelde k-dimensionale stochastische vectoren 
X1 , X2 , 
2 . 11 • VOORWAARDELIJKE VERWACHTING 
Zij gegeven een kansruimte (n,A , P). Voor A, C € A met P(A) ~ 0 wordt de 
voorwaardelijke waarschijnJ.ijkheid van C gegeven A gedefinieerd door (zie 
§2.2) 
(2.11.1) P(c!A) = P~t~~ . 
Indien V = (v1, ... ,Vm) een stochastische vector op (n,A,P) voorstelt, kun-
nen wij de voorwaardelijke kansverdeling van V gegeven A definieren door 
(2 . 11.2) 
Aangezien P(CjA) voor vaste A als f'\mctie van C een kans op {Q,A) is, is 
PVIA een kansverdeling op Rm. Als Y = (Y1, .•. ,Yk) een discreet verdeelde 
stochastische vector op (n,A,P) voorstelt, dan wordt voor iedere y e Rk 
va.arvoor P(Y=y) ~ 0 de voorwa.ardelijke kansverdeling van V gegeven Y = y 
gedefinieerd door 
135 
(2. 11.3) P(VeBIY=y), Be 8f!l. 
Wij i -nterpreteren P vl Y=y al.s de kansverdel.ing van V als bekend is dat Y bij 
het experiment de waarde y hee:f't aangenomen . Als $ een reele Borelfunctie 
op Rm is, dan wordt de verwachting van $(V) met betrekking tot de verdel.ing 
(2.11.3) de voorwaardelijke verwachting van cj>(V) gegeven Y = y genoemd: 
E(cl>(V)IY=y) = J Hv) dPV IY=y(v). 
Rm 
(2.11.4) 
Definitie (2.11.3) wordt mogelijk gem.aakt doordat P(Y=y) x o. Indien 
echter Y een continue verdeling bezit en dus P(Y=y) = O voor al.le ye Rk, 
moeten wij op een andere wijze te werk gaan. Als het paar (V,Y) bijvoor-
beel.d continu verdeel.d is met dichtheid fv Y' dan is ook Y continu verdeel.d , 
met dichtheid fy. Men zou dan kunnen overwegen om, onder het opleggen van 
voldoende regul.ariteitsvoorwaarden om de onderstaande limietovergangen te 
rechtvaardigen, (2.11.3) te vervangen door 
= lim 
h-+-0 
f 
lim P(VeBIYe(y,y+h]) = 
h-+O 
I fv Y(v,u)dvdu , J [y ,y+h] B 
= 
B 
J fy(u)du [y,y+h] 
fV,Y(v,y)dv 
fy(y) 
voor al.le y waarvoor fy(y) x O. Dit komt neer op een definitie waarbij de 
voorwaardelijke verdeling PVIY=y wordt gegeven door zijn dichtheid 
(2.11.5) 
hetgeen een duidelijke anal.ogie met (2.11.3) vertoont. Voor een reele 
Borelfunctie cl> op Rm zou men nu voorts kunnen definieren 
(2.11 .6 ) E(cj>(V)IY=y) = J cj>(v) fVIY=y(v)dv •. 
Rm 
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Een dergelijke aanpak is echter weinig algemeen. Men geef't er daarom 
de voorkeur a.an de begrippen voorwaa.rdelijke verdeling en verwachting op de 
stelling van Radon-Nikodym te baseren. Op grond van de overweging dat een 
kans als een verwachting kan worden opgevat - na.melijk als verwachting van 
een indicator functie - stelt men hierbij de definitie van voorwaardelijke 
verwachting centraal. 
Zij X een stochastische grootheid gedefinieerd op een kansruimte 
(n,A,P) en veronderstel dat EJXI < m. Zij voorts A0 een deel-o-algebra van 
A. 
SteUing 2.11.1 
Er bestaat een A0-meetbare stocbastische grootheid X' zodanig dat voor 
iedere A E A0 
(2.11.5) J XdP = J X'dP . 
A A 
Ieder tweetal A0-meetbare stochastische grootheden met de eigenschap 
(2.11.5) is P-bijna overal gelijk. 
Bewijs: 
Veronderstel eerst dat X ~ 0 op n en definieer voor alle A E A0 
v(A) = J XdP. 
A 
Men verifieert gem.akkelijk dat v een eindige maat op (n,A0 ) is die P- abso-
luut continu is. Uit de stelling van Radon-Nikodym volgt nu het bests.an 
van een niet- negatieve, eindige en A0-meetbare functie X' waarvoor 
v(A) = J X'dP, A E A0 ; 
A 
twee functies met deze eigenschappe.n zijn P- b . o. gelijk . 
Indien X niet niet-negatief is op n schrijven wij X = X+- X-, waarbij 
X+ = max(X,O) en x- = -m.in(X,O) beide niet- negatief en P-somm.eerbaa.r zijn. 
Toepassing van bet voorafgaande op x+ en x- levert het bestaSll van niet-
+' negatieve, eindige en A0- meetbare f'uncties X en X zodanig dat voor 
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iedere A «:: A0 
J 
X+dP 
J 
+ ' I X-dP J -' = x dP, = x dP 
A A A A 
en hieruit volgt dat de A0-meetbare functie 
+ • 
-X' x -x voJ.doet aan 
(2.11.5). 
AJ.s X' en X" beiden A0- meetbaar zijn en a.an ( 2. 11. 5) voldoen, dan 
geJ.dt voor iedere A «:: A0 
J X' dP J X"dP. 
A A 
Door bierin voor A de verzamelingen {w : X' (w) > X"(w)} respectievelijk 
{w: X' (w) < X"(w)} te kiezen ziet men dat deze beide verzamelingen P-maat 
nul bezitten, zodat P(X'=X") = 1. 
Definitie 2.11 . 1 
Een A0-meetbare stochastiscbe grootheid X' zodanig dat voor alle A «:: A0 
aan (2.11.5) is voldaan wordt een voorwaardeZijke verwachting van X gegeven 
A0 genoemd en aangeduid door de notatie X' = E(XjA0 ). Indien wi.j de a:f"hanke-
lijkheid van w «:: n in de notatie tot uitdruk.king wensen te brengen schrijven 
wij X' (w) = E(X jA0 )(w). 
In plaats van over een voorwaardelijke verwachting spreekt men ook wel over 
een ve~sie van de voorwaardelijke verwachting. Volgens stelJ.ing 2.11.1 zijn 
twee versies P-bijna overal gelijk. 
De voJ.gende steJ.ling geef't een tweede karskterisering van E(XjA0 ) die 
echter in wezen nauwelijks van de eerste verschiJ.t. 
Stel:ling 2. 11 . 2 
X' = E(XjA0 ) dan en slechts dan indien X' A0-meetbaar is en 
(2 . 11.6) J :XZdP = I X' ZdP 
(d.w.z. E:XZ = EX'Z) voor iedere A0-meetbare stochastische grootheid Z waar-
voor XZ P-sommeerbaar is (d.w.z . Ejxzj < ~). 
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Bervijs: 
Voor A E A
0 
is de stochastische grootheid Z = IA A0-meetbaar en daar 
EIXI <~is XZ P-sommeerbaar . Uit (2.11.6) volgt dus (2.11.5) . Het bewijs 
dat ook omgekeerd (2. 11. 6) uit (2.11.5) volgt verloopt in vier stappen. 
a) Als Z een elementaire A0-meetbare functie is, is het te bewijzene 
triviaal. 
b) Als X ~ O en Z ~ O op ll, da.n kiezen wij een rij niet-negatieve 
elementaire A0-meetbare f'uncties Zn t Z. Volgens a) geldt 
J :XZndP = J X' ZndP voor alle n. Uit het bewijs van stelling 2 . 11.1 
volgt dat X ~ O op n i111pliceert dat X' ~ 0 P-bijna overal. Toepa.ssing 
van de monotone convergentie stelling levert J :XZndP + I XZdP en 
J X'Znd.P + f X'ZdP, waaruit (2.11.6) volgt . 
c) Als x ~ 0 op n passen wij b) toe op z+ en z- en vinden 
f :XZ+dP =I X' Z+dP en J xz-dP =I x·z-dP. Daar xz P-sommeerbaar is 
zijn deze integralen eindig zodat (2.11.6) geldt. 
d) Voor will.ekeurige X en z kan c) worden toegepast op X+ en x-, daar de 
P-sommeerbaarheid van XZ die van X+Z en x-z impliceert. Dit geef't 
f X+ZdP =I (X+)'ZdP en f x-zdP = f (X-)'ZdP. Daar deze integralen 
eindig zijn en uit het bewijs van stelling 2.11.1 volgt dat 
X' = (X+)'-(X-)' P-bijna overal, geldt (2.11.6) ook nu. 
In het voorafgaande kwa.men herhaaldelijk beweringen voor die P-bijna 
overal juist zijn. In een meer op de waarschijnlijk.heidsrekening afgestem-
de terminologie zegt men dat een dergelijke bewering met kan8 l of bijna 
zeker (afgekort: b.z . ) juist is (in het Engels: atmost surety of a.s. ) . In 
de volgende stelling worden een aantal eenvoudige eigenschappen van voor-
waardelijke verwachtingen opgesomd. Daar voorwaardelijke verwachtingen 
door ons slechts zijn gedefinieerd voor stochastische grootheden. met eindige 
verwachtingen, wordt hierbij stilzwijgend aangenomen dat X, x1 en x2 inder-
daad eindige verwachtingen bezitten. 
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SteZ'ling 2. 11. 3 
a. E(E(XJA0 )) = EX. 
b. E(XJA0 ) = X b.z. als X A0-meetbaar is . 
c. E(XZJA0 ) = ZE(XJA0 ) b.z . als Z A0-meetbaar is met EJxzJ < ~ . 
d. E(XJA 0) =EX b.z. als A0 en de door X geinduceerde a-algebra AX o.o. 
zijn. 
e. E(E(XIA0)1A 1 ) = E(XJA0 ) = E(E(XIA 1) 1A0 ) b.z. als A0 c A1 c A. 
f. Als X = c b.z . dan geldt E(XJA0 ) = c b.z .. 
g. E(aX l+bX21Ao) = aE(XllAo) + bE(X21Ao) b.z .• 
h. Als X ~ 0 b.z . dan geldt E(XJA 0 ) ~ 0 b.z .. 
i. JE(XJA0 >1 ~ E(lxl IA 0 ) b .z .. 
Beu>ijs_: 
a, b, f, gen de eerste gelijkheid in e volgen rechtstreeks uit stelling 
2.11.1 en de daarop aansluitende definitie 2.11.1 . b volgt uit het bewijs 
van stelling 2.11 . l. Uit gen h volgt i daar E(X JA0 ) = E(X+I A0 ) - E(X-JA0 ) b.z. en E( Jx J JA 0) = E(X+IA0 ) + E(x-IA0 ) b.z .. Door in stelling 2 . 11 . 2 Z t e 
vervangen door ZIA, A£ A0 , verkrijgt men c . Als A0 en AX o.o. zijn en Z A0-meetbaar is, zijn X en Z o.o. zodat volgens stelling 2 . T. 3 EXZ = EXEZ 
indien Elxzl < ~. Toepassing van stelling 2 . 11.2 levert d . Daa.r 
J Xd.P = J E ( x I A 1 ) d.P , A E: A l , 
A A 
f Xd.P = I E ( x I A 0 ) dP , A E: A 0 , 
A A 
ziJn de beide rechterleden gelijk voor iedere A € A0 als A 0 c A1 c A. Daar E(XJA0 ) A0-meetbaar is en E(E(X JA0 )) =EX eindig is l evert t oepassing van 
stelling 2 . 11.1 en definitie 2.11.1 de tweede gelijkheid in e. 
Men kan E(X JA0 ) blijkens zijn definitie opvatten als een vergroving 
van X tot een A0-meetbare stochastische grootbeid waarbij de gemiddelde 
waarde over A0-meetbare verzamelingen met betrekking tot P behouden blijt't. 
Als A0 =A treedt geen vergroving op daar volgens stelling 2. 11.3b 
E(XJA) = X b.z .. Na.armate de a -algebra A0 echter kleiner wordt treedt vol-
gens stelling 2 . 11. 3e stapgewijs een steeds verder gaande vergroving op. 
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Dit proces eindigt als men voor A0 de kleinste a- algebr a in A kiest, name-
lijk A
0 
= {~ ,O} . Men gaat met behulp van definitie 2.11 . 1 of stelling 
2.11 . 3d eenvoudig na dat in dit geval E(X IA0 ) =EX b.z . zodat X nu tot een 
P- bijna overal constante stochastische grootheid is teruggebracht. 
Hoewel E(XIA0 ) niet als een integraal is gedefinieerd corresponderen 
de eigenschappen f-i in stelling 2.11 . 3 met eigenschappen van EX (zie stel-
ling 2 .7. 1 b-e ) . Ook de hierna volgende stellingen wij zen erop dat een 
voorwaardelijke verwachting zich, grof gesproken , bijna zeker als een ver-
wachting gedraagt (verg. stellingen 1.6.2-1.6.5). 
Steiiing 2.11.4 {m::;1notone convergentie ateiiing) 
Als 0 < X t X b.z . en EX< 00 , dan geldt ook E(X jA0 ) t E(X IA0 ) b. z . . - n n 
Bewija: 
Daar X
0 b.z . een niet-dalende rij niet-negatieve stochastische grootheden 
is, geldt hetzelfde voor de rij X' = E(X jA0 ) volgens stelling 2.11 . 3g en n n h . De rij X~ convergeert dus b . z. naar een A0- meetbare f'unctie Z. Toepas-
sing van stelling 1.6.2 op X0 IA en XIA respectievelijk X~IA en ZIA levert 
voor iedere A e A0 
A A A A 
Daar de beide linkerleden voor iedere n aan elkaar gelijk zijn, zijn ook 
de rechterleden gelijk . Aangezien Z A0-meetbaar is, volgt hieruit dat 
z = E(XiA0 ) b . z .. 
Steiiing 2 .11.5 (lerrvna van Fatou) 
Als X > 0 b . z . en EX < 00 voor n = 1, 2 , •• . en als voorts n= n 
E(lim inf X ) < .. , dan geldt 
n n 
Als X0 ,;;, 0 b.z. en EXn > - 00 voor n = 1, 2 , . • • en als voorts 
E(lim sup X0 ) > -"° , dan geldt 
E(lim sup X0 IA0 ) ~ lim sup E(X0 jA0 ) b.z • . n n 
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Bewijs: 
Het tweede deel van de stelling volgt uit het eerste door Xn door -Xn te 
vervangen.Om het eerste deel te bewijzen merken wij op dat 
lim in:f xn 
n 
lim yn' yn = inf xm. 
n......, m>n 
Daar y
0 
een niet-dal.ende rij b . z. niet-negatieve stochastische grootheden 
is volgt uit stelling 2.11.4 
E(lim inf xnlA0 ) = lim E(Yn lA0 ). n n~~ 
Voor iedere m ~ n ·geldt Yn ~ Xm. Volgens stelling 2.ll . 3g en h geldt dus 
E(YnlA 0 ) ~ E(Xm!A 0 ) b.z. voor iedere m ~ n, zoda:t 
E(YniA 0 ) ~ inf E(XmlA0 ) b.z .. m>n 
= 
Hieruit volgt dat met kans 
E(lim inf X IA0 ) < lim inf E(X IA0 ) = lim in:f E(X IA0 ) . n = m n n n-+-oo m~p n 
In de formuleringen van stellingen 2.11.4 en 2 . 11.5 wordt de eindig-
heid van een aantal verwachtingen geeist terwijl overeenkomstige voorwaar-
den in stellingen 1.6.2 en 1.6.3 ontbreken. De reden hierva.n is gelegen in 
het feit dat wij voorwaardelijke verwachtingen slechts gedefinieerd hebben 
voor stochastische grootheden die eiod.ige verwachtingen bezitten: de be-
doelde voorwaarden in stellingen 2.1 1 . 4 en 2.11 . 5 dienen uitsluitend om 
het bestaan van de in deze stellingen genoemde voorwaardelijke verwach-
tingen te garanderen. Men kan echter de definitie van voorwaardelijke ver-
wachting gemak.kelijk uitbreiden tot stochastische grootheden die P-inte-
greerbaar zijn, d . w. z. waarvoor de verwachting gedef'inieerd doch niet nood-
zakelijk eindig is. Doet men dit, dan blijven stellingen 2.11.4 en 2.1 1.5 
ook zonder de bedoelde voorwaarden gelden. Stelling 2 . 11 . 4 is dan ook niet 
meer een speciaal. geval. van de hierna volgende stelling 2.11 . 6, hetgeen 
thans wel het gevaJ. is . 
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S~eZZing 2.11.6 (ged.orrrineerde aonvergentie steZling) 
A.l.s X + X b.z. en er een stochastische grootheid Y met EIY I < "'bests.at 
n 
zodan.ig dat IX l < Y b . z. voor alle n , dan geldt 
n -
Bervijs: 
Uit bet gegeven volgt dat de in de stelling en in bet onderstaande bewijs 
voorkomende stochastische grootbeden eindige vervachtingen bezitten zodat 
hun voo:rwaardelijke ve:rwachtingen gedefinieerd zijn. Zij Y = Ix -XI. Dan n n 
is 2Y - Y
0 
~ 0 b.z. zodat volgens stelling 2 . 11.3g en stelling 2.11.5 
E(2YIA0 ) - E(lim sup YnlA0 ) = E(lim inf(2Y-Y0 ) IA0 ) ~ n n 
,; lim inf E(2Y-Y0 IA0 ) = E(2YIA0 ) - lim sup E(Y0 JA0 ) b . z. , n n 
zodat volgens stelling 2. 11.3h en f 
O,; lim sup E(Y0 IA0 ) ~ E(lim sup Y0 IA0 ) = 0 b.z . • n n 
De tweede uitspraak van de stel.J.ing volgt door toepassing van stelling 
2 . 11. 3 i en g. 
In het bovenstaande werd stel.l.ing 2.11 . 5 uit stelling 2.11 . 4 en stel.-
J.ing 2.11.6 uit Stelling 2.11.5 af'geleid. Merk op dat men op precies de-
zelfde manier stelling 1.6.3 uit stelling 1.6.2 en stel.ling 1.6.4 uit 
stelling 1.6.3. kan afleiden . 
S~eZZing 2.11. 7 (ongeUjheid van Jerwen) 
Zij g een reele meet bare en convexe functie op R 1. Indien E I xl < oo en 
EI g(X) I < "' dan geldt 
Bewijs: 
Daa.r g meetbaar en convex is, is g ook continu op R1 en bestaat er voor 
iedere a e R 1 een reeel geta.l m(a) zodanig dat g(x) > g(a) + m(a}(x-a) 
= 
voor a.lle x e R1 (zie pag . 24) . Aangezien g begrensd is op begrensde inter-
vallen geldt hetzelfde voor de functie m; men verifieert zelfs eenvoudig 
dat m monotoon niet-da.lend is op R1. Uit g(X) ~ g(a) + m(a)(X-a) volgt vol-
. ~ R1 -gens stelling 2.11 . 3 dat iedere a~ 
E(g(X)IA0 ),;;, g(a) + m(a)(E(X!A0 )-a) b.z .. 
Zij D een aftelbare verzameling die dicht ligt in R 1 • Daar een aftelba.re 
vereniging van P-nulverzamelingen zelf ook een P-nulverzameling is, geldt 
(2.11.7) E(g(X) IA 0 ) ,;;, sup {g(d}+m(d)(E(XIA0 )-d) } b . z .• dED 
Beschouw de verzameling A e A0 van die w e n waarvoor E(XiA0 }(w} eindig is 
en waarvoor 
E(g(X) IA0 )(w) ~sup {g(d)+m(d)(E(XIA0 }(w)-d)}. 
- deD 
Da.a.r E(XIA0) b.z. eindig is volgt uit (2.11.7) dat P(A) = 1. Voor een 
willekurige vaste w e A kiezen wij een rij d 
€ D die voor n + oo naa.r 
n 1 E(XIA 0 )(w) convergeert. Daar g continu is op R en m begrensd is op begrens-
de intervallen vinden wij voor iedere w e A 
E(g(X) IA0 )(w) ~ lim {g(d0 )+m(d0 )(E(XIA0 )(w)-d.0 )} = n+oo 
Beschouw een stochastische vector Y = (Y,_ •• . ,Yk), 1 .;;, k ~ oo, gedefini-
eerd op dezelfde kansruimte (Q ,A ,P) waarop ook de stocbastische grootheid X 
is gedefinieerd. Zij Ay de door Y in 0 geinduceerde a-algebra . Indien 
Elxl < 00 , definieren wij de voorwaax>deZijke verwach~ing van X gegeven Y a.ls 
de voorwaardelijke verwachting van X gegeven Ay: 
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(2.11.8) 
Dit i~ een Ay-meetbare stochastiscbe grootheid, hetgeen volgens stelling 
1.4.1 equivalent is met bet bestaan ve.n een reele Borelf'unctie g op Rk zo-
danig dat E(XIY) = g(Y). Uit definitie 2.11.1 volgt nu dat (2.11.8) equi-
valent is met: 
Definitie 2.11 . 2 
Een stochastische grootheid X' wordt een voorwaardelijke verwachting van X 
gegeven Y genoemd (notatie: X' 
g op Rk bestaat zodanig dat X' 
(2.11.9) f Xd.P = f X'd.P 
A A 
E(XIY)) indien er een reele Borelf'unctie 
g(Y) en indien voorts 
voor iedere A£ Ay, d.w. z. voor iedere A= Y- 1(B), B £ fit. 
Merk op dat volgens de overplantingsstelling 
f g(Y}d.P = J g(y)d.Py(y), 
Y- 1(B} B 
zodat (2.11.9) in definitie 2.11.2 mag worden vervangen door 
(2.11.10) voor alle B £ "fi't. 
Wegens (2.11.8) zijn twee versies g1(Y) en g2 (Y) van E(XIY) als f'uncties op n P-bijna overal gelijk. Dit is equivalent met de bewering dat 
de bij deze versies behorende f'uncties g1 en g2 op Rk Py-bijna overal ge-lijk zijn. 
Indien twee stochastische vectoren Y en Y dezelfde a-algebra Ay = Ay 
inn induceren, dan geldt volgens (2.11.8) E(XIY) = E(XIY) b . z •. Dit bete-
kent dat versies van deze voorws.ardelijke verwachtingen g(Y(w)) = E(XIY)(w} 
e.n g(Y(w)) = E(XIY)(w) als f'unctie van w P-bijna overal gelijk zijn. De 
f'uncties g en g zijn in het algemeen natuurlijk niet gelijk; zij kunnen 
zelfs op ruimten met van elkaar verschillende dimensies gedef'inieerd zijn. 
Uit (2.11.8) volgt ook dat E(XIY) alle in stellingen 2 . 11 . 2-2. 11.7 
opgesomde eigenschappen van E(XjA0 ) bezit. In de twee volgende stellingen 
noemen wij hiervan slechts de met stellingen 2. 11.2 en 2.11.3c-e correspon-
derende eigenschappen, daar deze met behulp van stelling 1.4.1 formeel een 
a.nder aanzien krijgen (eigenschap bin stelling 2. 11.3 is een speciaal ge-
val van c). 
SteZ'ling 2. 11. 8 
X' = E(XjY) dan en slechts dan indien er een reele Borelfunctie g op Rk be-
staat zodanig dat X' = g(Y) en indien voorts EXh(Y) = EX ' h(Y) voor iedere 
k reele Borel:functie hop R waarvoor E IXh(Y)j < ... 
SteUing ~. 11 .9 
Op een kansruimte (n,A,P) zijn gedefinieerd een stochastische grootheid X 
met Elxl < oo en stochastische vectoren Y = (Y 1 , • •• ,Yk) en Y = (Y1 , ••• ,Ym) ' 1 ~ k, m ~ 00 , zodanig dat Y = ~(Y) vaarbij 4> een Borel:fu.nctie op Rm met w~den i; Rk voorstelt. Zij h een reele Borelfunctie op Rk. Dan geldt: 
1 . E(Xh(Y)jy) = h(Y)E(X jY) b.z . als EjXh(Y)I < 00 
2. E(XjY) = EX b.z . als X en Y o.o. zijn. 
3. E{E(XI Y) IY) = E(XI Y) = E(E(XjY) I Y) b. z . . 
Wij wensen nu het begr ip voorwaa.rdeZijke verwachting. van X gegeven 
Y = y (not at ie: E( X I Y=y) ) voor y E Rk in te voeren . Hiertoe kieze.n wij een 
versie g(Y) van E(X jY) en definieren E(X jY=y) = g(y) voor alle y E Rk 
Keuze van een andere versie va.n E(XIY) leidt voor Py-bi jna alle y E Rk tot 
dezelfde definitie van E(XIY=y). Volgens definitie 2.11.2 en het daarna 
volgende is iedere reele Borelfunctie g op~ die aan (2 . 11 . 10) voldoet een 
versie van de functie E(XIY=·) op~. De eigenschappen van g(y) = E(XjY=y) 
vo.lgen rechtstreeks uit di e van g(Y) = E(XIY), waarbij beweringen die voor 
E(XIY) bijna zeker gelden overgaan in beweringen over E(XIY=y) voor Py- bijna 
alle y E ~. 
Naar analogie van de relatie P(A) = EIA kunnen wij ook voorwaardelijke 
waarschijnlijkheden als voorwaardelijke verwachtingen van de corresponderen-
de indicator functies definieren. Als boven beschouwen wij een kansruimte 
(n,A >P), een deel-cr-algebr a A0 van A en een stochastische vector 
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y = (Y1, ... ,Yk), ~ k ~ m, op (n,A,P) en definieren de volgende begrippen. 
Voor A E A is 
(2.11.11) 
een voonuaardeLijke waarschijnLijkheid van A gegeven A0 . Volgens definitie 
2 . 11. 1 is P(AIA0 ) voor icdere vacte A " A gedefinieerd a.ls een A0-meetbare 
stochastische grootheid waarvoor geldt 
(2 . 11.12) P(AnA0) = J P(AJA 0)dP voor iedere A0 E A0 • 
AO 
Twee versies van P(AJA0 ) zijn P-bijna overal gelijk. Voor A E A is 
(2.11.13) 
een voorwaardelijke waarschijnLijkheid van A gegeven Y. Vol gens definitie 
2.11 . 2 en (2.11.10) is P(A iY) voor iedere vaste A€ A gedefinieer d als een 
reele Borelfunctie g van Y waarvoor geldt 
(2 . 11 . 14) P(AnY-1(B)) = J P(AIY)dP = J g(y)d.PY(y) 
Y-l (B) B 
voor alle B € If-. Indien g(Y) een versie van P(AIY) is, definieren wij voor 
alle y E Rk de voorwaardeLijke waarschijnLijkheid van A gegeven Y = y als 
k P(A!Y=y) = g(y); P(AJY=·) is dus een reele Borelfunctie op R we.a.rvoor 
geldt 
(2.11.15) P(AnY-1(B)) =I P(AiY=y)dPy(y) voor iedere B E Bk. 
B 
Zij V = (V1, ... ,Vm), 1 ~m ~ m, een tweede stochastische vector op 
(n,A,P). Geheel analoog aan de notatie Pv(B) of P~VEB) voor de (onvoorwas.r-
delijke) waarschijnlijkheid P({w:V(w)eB}) = P(V-1(B)) voor B e "Ef'l (zie §2. 5) 
voeren wij nu overeenkomstige notatie in voor de voorwa.ardeli jke wa.arschijn-
lijkheid van de eventualiteit {VE B}. Voor iedere B € ~is 
(2.11.16) 
(2.11.17) 
(2. 11. 18) 
147 
P IA (B) = P(VeBIA0 ) = P(v-
1 (B) IA0 ), v 0 
PVIY(B) = P(VeBIY) = P(V- 1(B)jY), 
P(VeB[Y=y) = P(V- 1 (B) IY=y). 
De relaties die deze drie begrippen definieren volgen rechtstreeks ui t 
(2.11. 12), (2.11. 14) en (2 . 11. 15) door hierin Ate vervangen door v- 1(B), 
B E am. Zo is bijvoorbeeld PVIY=· (B) voor iedere vaste B E li11 gedefinieerd 
als een reele Borelfunctie op Rk waarvoor geldt 
(2.11.19) 
-B 
voor iedere B E Bk. De functie PVIA (respectievelijk Pvjy en PVIY=y) op 
0 FfD wordt een voorwaa:t"delijke kansverdeling van V gegeven A0 (respectievelijk Y en Y = y) genoemd. 
De hierboven ingevoerde terminologie suggereert dat er voor iedere 
A E A een zodanige versie van P(AjA0 ) zou kunnen worden gekozen dat 
P(A!A0 )(w) voor iedere (of P-bijna alle) vaste w E Q als functie van A een 
waarschijnlijkheid op {O,A) zou zijn. Indien dit inderdaad mogelijk is 
noemt men een dergelijke keuze een reguliere Versie van de voorwaardelijke 
waarschijnlijkheid P{.jA0 ). Over het al dan niet bestaan van een reguliere 
versie merken wij het volgende op. Daar 0 ~IA ~ 1 is P(AIA0 ) = E(IAIA0 ) 
voor iedere A E A gedefinieerd en b . z. niet-negatief volgens stelling 
2. T1. 3h. Er is dus voor iedere A E A een versie waarvoor P(A jA0 ) (w) ~ O 
voor a.lle we O. Uit (2.11 . 12) volgt dater een versie van P(OjA0 ) is waar-
voor P(OjA 0 )(w) = 1 voor a.lle w En. Voorts geldt volgens stelling 2 . 11.4 
voor een disjuncte rij A1 , ~, e A 
o:> 
.. 
( 2 . 11. 20) l P(AnjA0 ) b.z .. n=1 
De P-nulverzameling van die w E Q waarvoor de bovenstaande gelijk.heid niet 
geldt zal echter in het algemeen van de beschouwde rij A1, A2 , • . • a:fhangen. 
De verzameling van die w e Q wa.a.rvoor P( . jA0 ){w) niet a-addi tief is op A, 
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is dus de vereniging van een - mogelij k overa:f'telbaar - aantal P- nulverza-
melingen en dus niet noodzakelijk een P-nulverzameling. Men kan a.an de hand 
van een voorbeeld aaotonen dat deze complicatie tot gevolg kan hebben dat 
er geen reguliere versie van P(. IA0 ) bests.at . Tevens kan men echter bewijzen 
dat er voor een stochastische vector V = (V 1 , •• • , Vm), 1 ~ m ~ .. , wel steeds 
een reguliere versie van zijn voorwaardelijke kansverdeling PV IA op (Rm,Ff') 
bestaat . Wij spreken af dat wij voor een voorvRa.rdelijke ka.nsvcr~eling van 
een stochastische vector steeds een reguliere ver sie zullen kiezen. Voor 
P-bi jna alle w, c.q. Py-bijna all.e y , zijn PV IA (B)(w) , PVIY(B)(w) en 
PVIY=y(B) als functie van B dus voorta.an waarscRijnli j kheden op (Rm , ,aDI). 
In bet voorafgaaode hebben wij voorwaardelijke verwachtingen en voor-
waardelijke waarschijnlijkheden impliciet , d.w .z. als oplossing van een 
vergelijking gedefinieerd . De twee volgende stellingen geven een methode 
om in de meest voorkomende gevall.en deze tuncties expli ciet te bepalen. 
SteHing 2. 11. 10 
Laten V = (V1, .. . ,Vm) en Y = (Y1 , •• • ,Yk), l ~m, k <co, twee stochastische 
vect oren op een kansruimte (O,A ,P) voorstellen, µ1 en µ2 t wee o- finiet e maten op (Rm,,am) respectievelijk (Rk,~) enµ= µ 1xµ 2 bun product maat op (Rm+k ,~k). Veronderstel dat de simultane kansverdeling PV ,Y van het paar (V,Y) een kansdichtheid fv Y ten opzichte van µ bezit . Dan is , 
(2 . 11.21) 
· · • m k een kansdichtheid van Y met betr ekking tot µ2• Voor alle v € R en y E R definieren wij 
(2 . 11.22) 
Dan is 
(2 . 11.23) 
0 anders . 
PVIY=y(B) = f fVIY=y(v) dµ 1(v) , y E Rk, B E J/1! , 
B 
een reguliere versie van de voorwe.ardelijke kansverdeling va.n V gegeven 
Y = y. fv l Y=y wordt een voorwaardelijke dichtheid van V gegeveo Y = y ten 
opzichte van µ 1 genoemd. 
Bewijs: 
Voor B € ~ geldt vol gens de stelling van :F\lbini (stelling 1.6 . 7) 
= J {f m rv,Y<v,y) dµ1(v)l dµ2(y), 
B R 
zodat (2.11.21) inderde.ad een dichtheid van Y ten opzichte van µ2 is . Zij C = {yiy e Rk, O < fy(y) < ®} zodat C €~en PY(C) = 1. Door wederom de 
stelling van Fubini toe te passen vinden wij dat het rechterlid van 
(2 . 11.23) voor iedere B € 'Ef1 een Borelfunctie van y is en dat voor iedere 
B e Ff11 en B € Bk 
J <f 
BC B 
J f (v y) dµ(v y) P({V€B}n{Y€BC}) = _ V,Y ' ' 
BxBC 
= P({VeB}n{Y£B}). 
Volgens (2.11 . 19) is (2.11.23) dus inderdaad een versie van PVIY=y" Voorts 
is fVIY=y niet-negatief terwijl voor iedere y E C 
J 
fy(y) 
fvlY=y(v) dµ 1(v) = f:\YT = 1, Rm y 
zodat fVIY=y voor Py-bijna alley€ Rk een kansdichtheid is. (2.11.23) is 
dus een reguliere versie. 
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SteiLing 2. 11. 11 
Laat V = (v1, ... ,V ), 1 ~m ~ ~, een stochastische vector op een kansruimte m - -(n,A,P) voorstellen, q, een reele Borelf'unctie op Rm waarvoor El4i(V)I <~en 
A0 een deel-o-algebra van A. Dan geldt voor een reguJ.iere versie van PVIAo 
E($(V) IA0) = J q,(v) dPVIA (v) b.z . . 
Rm 0 
( 2 . , , . 24) 
Merk op dat het rechterlid slechts gedefinieerd is a.lo PVIAo cen Dlaat is; 
voor een reguliere versie is dit b.z. bet geval. 
Bewijs: 
Als q, = IB, 
(2.11.16) 
terwijl 
BE ~. dan is q,(V) = I 1 zodat volgens (2.11.11) en V- (B) 
PvlA (B) b.z. 
0 
f $(v) dPvlA (v) = J dPvlA = PvlA (B) b.z .. if1 0 B 0 0 
Uit stelling 2.1.3g volgt nu dat (2 . 11.24) juist is indien $ een elemen-
taire Borelfunctie is . Voor een willekeurige niet-negatieve Borel:functie 
~ bewijst men (2.11 . 24) door$ te benaderen door een niet-dalende rij 
niet-negatieve elementaire Borelf\mcties en de monotone convergentie stel-
lingen 1.6.2 en 2.11.4 toe te passen. Voor een willekeurige Borelf'unctie ~ volgt (2.11.24) bet boveostaande toe te passeo op$+ en q,-. 
Als Y = (Y1 , ••• ,Yk) , 1 ~k ~ ~ . eeo tweede stochastische vector op (n,A,P) 
voorstelt dan volgt uit (2.11.24) dat 
( 2. 11 . 25) 
k voor Py-bijna alle y E R • Indien de voorwaarden in stelling 2.11 .1 0 ver-
vuld zijn, kunnen wij dus expliciet een versie van E(q,(v)IY=y) aangeven, 
namelijk 
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(2.11.26) 
waarin fVIY=y wordt gegeven door (2.11 .22). 
In het begin van deze paragraaf werden in (2.11.3)-(2.1 1. 6) voor een 
tweetal eenvoudige gevallen rechtstreeks definities van voorwaardelijke 
kansv~rdeling en voorwaardelijke vervachting gegeven en de vraa.g rijst of 
deze wel in overeenstemming zijn met de daarna gegeven a.lgemene definities. 
Het antwoord op deze vraag is ja. Uit (2 . 11.19) volgt voor discreet ver-
deelde Y dat PV IY=y(B) voor al.le y met P(Y=y) ~ O ondubbelzinnig gedefini-
eerd is en door (2 .1 1.3) wordt bepaa.ld. Indien de simultane verdeling van 
(V,Y) continu is, zijn de voorwaarden in stelling 2 .1 0 .10 vervuld (µ 1 , µ 2 
enµ zijn nu Lebesgue maten) zodat de juistheid van (2 .1 1. 5) uit deze 
stelling volgt. Tenslotte worden de voorwaardelijke verwachtingen in 
(2.11.4) en (2.11.6) gedefinieerd a.ls verwachtingen met betrekking tot 
voorwaardelijke kansverdelingen hetgeen volgens (2.11 . 25) en (2.11 . 26) 
juist is . 
Tot besluit willen wij nog de aandacbt vestigen op enige consequenties 
van (2.11 .19) en stelling 2.11.10. Kiezen wij B = Rk, dan gaat (2 . 11. 19) 
over in 
(2.11.27) 
een formule die grote overeenkomst vertoont met, en voor discrete Y zelfs 
een speciaal geval is van (2 . 2.4). Uit stelling 2 .11.10 volgt onder de ge-
stelde voorwaarden dat een dichtheid van PV met betrekking tot de ma.at µ 1 
gegeven wordt door 
(2.11 . 28) 
Als Ven Y beide discreet zijn is ook (2.11.28) een speciaal geva1 van 
(2.2.4). Verder volgt uit stelling 2 . 11. 10 een ana.logon van (2.2.5), de 
regel van Bayes: 
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(2.11.29) 
voor PV-bijna al.le v en Py-bijna alle y. Als V en Y discreet zijn is dit 
zelfs een speciaal geval van (2.2.5). 
In het voorgaande hebben wij (2.11.19) en stelling 2 .1 1.10 gebruikt 
om de voorvaardelijke verdeling van V gegeven Y = y te definieren in termen 
van de simultane verdeling van Ven Y. In de practijk gebruikt men (2.11.19), 
stelling 2.11.10 en de daaruit afgeleide formules (2 . 11.27)- (2 . 11.29) va.ak 
in omgekeerde richting om de simultane verdeling verdeling van Ven Y, de 
mar ginale verdeling van V, of de voorvaardelijke verdeling van Y gegeven V 
te bepalen als de margioale verdeling van Y en de voorwaardelijke verdeling 
van V gegeven Y bekend zijn. Deze situatie doet zich met name voor bij de 
constructie van kansr uimten bij experimenten die uit twee of meer afhanke-
lijke deelexperimenten bestaan. Bij wijze van voorbeeld beschouwen wij het 
volgende experiment: Men kiest aselect een getal y uit bet eenheidsinterval 
en vervolgens voert men n o.o. alternatieven uit, alle met het eerder ge-
kozen getal y als succeskans. Ret hierbij behaalde aa.ntal successen noemt 
men v. Wij interpreteren deze omschrijving in een matbematisch model door 
te spreken over twee stochastische grootheden, Ven Y, zodanig dat Y de 
bomogene verdeling op (0,1) bezit, terwijl de voorvaa.rdelijke verdeling van 
V gegeven Y = y voor y 
€ (0,1) de binomiale verdeling met parameters n en y 
is. Nemen wij voor µ 1 de telmaat op de gehele get allen en voor µ 2 de Lebesgue maat op R 1 , dan hebbe.n wij dus in de notatie van stel.ling 2. 11. 10 
als y 
€ (0,1), 
anders ; 
en 
Met bebulp van (2.11 . 22) , (2.11.28) en (2.11.29) vinden wij derbalve 
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= -
1
- voor v € {O, 1, . • • ,n} 
n+1 
fylv=v(y) = (n+1)(~) yv(1-y )n-v voor v € {0,1, •• . , n} , y € (0 , 1). 
De verwachting van V kunnen wij op twee manieren bere.kenen: 
en 
E(V) = J vfv(v) dµ 1 (v) 
R1 
E(V) E(E(VIY)) E(nY) 
n 
l ~ = % • 
v=O n+ 
!!. 
2 
Opgaven 
1 • 
2. 
3. 
Bepaal de voorwaardelijke verdeling van X gegeven Y als X en Y tvee 
stochastische grootheden zijn wier simultane verdeling een twee-
dimensionale N(µ,t} - verdeling is met l!I > O dan wel il l = 0. 
x1, x2 , ..• , X°k1 zijn o.o . identiek verdeelde stochastische groot-
heden en Sk = . l Xi, k = 1 , 2, ..• , n+ 1 . Bepa.al de voorwaardelijke 
i=1 
verdeling van de stochastische vector (s1 , . . . ,S0 ) gegeven 80 + 1 als Xi 
a) exponentieel 
b) geometrisch 
verdeeld is . 
Bepaal de voorwaardelijke verdeling van X gegeven Z 
o.o . stochastiscbe grootheden zijn die 
a) Poisson verdelingen met parameters µ resp. v 
X+Y als X en Y 
b) binomiale verdelingen met parameters m en p resp. n en p 
bezitten. 
4. Bepaal de voorwaardelijke verdeling van x1 gegeven M = m.ax(X1, •• . ,X.n) 
als X1, ••• , X0 o.o. stochastische grootheden zijn die bomogeen ver-
deeld zijn op (0,1). 
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5. Voor een stochastische grootheid X waarvoor EX2 < ~ en een stochastische 
vector Y geldt 
waarin a 2 (X IY) de variantie van de voorvaa.rdelijke verde.ling van X ge-
gegeven Y voorstel t en o2(E(XIY)) de variantie van E(XIY) . Bewijs dit . 
6. Bij een samcngcsteld experiment nc:t::mt men eerst de waarde van een 
stochastische grootheid Y waar, waarbij Y een gamma v er deli ng met 
parameters k en A bezit (k geheel). Indien Y de waarde y aanneemt ver-
richt men vervolgens een waarneming van een stocha stische gr ootheid 
met een Poisson verdeling met parameter y. Bepaal de (onvoorwaardelijke) 
kansverdeling van het r esultaat van deze tweede waarneming . 
7. Beantwoord opgave 6 als Y N(µ ,a2) verdeeld is en in tweede instantie 
een N(y , t 2 ) verdeelde stochastische gr ootheid wor dt waargenomen . 
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