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Abstract
In the spirit of Surya [22], we develop an average problem approach to prove the optimality of
threshold type strategies for optimal stopping of Le´vy models with a continuous additive functional
(CAF) discounting. Under spectrally negative models, we specialize this in terms of conditions on the
reward function and random discounting, where we present two examples of local time and occupation
time discounting. We then apply this approach to recursive optimal stopping problems, and present
simpler and neater proofs for a number of important results on qualitative properties of the optimal
thresholds, which are only known under a few special cases [3, 15, 23].
1 Introduction
Let X· = (Xt)t≥0 be a general Le´vy process, with ca`dla`g paths, living on a filtered probability space
(Ω,F , {Ft}t≥0,P), where F is assumed as the augmented natural filtration of X·. We study the optimality
of threshold type strategies in a class of optimal stopping problems driven by X·. In particular, we consider
an optimal single stopping problem with a continuous additive functional (CAF) random discounting, and a
sequence of recursive optimal stopping problems that arise from pricing of swing options [3] and contraction
options [23]. For all those problems, we show that a sufficient condition for the optimality of threshold type
strategy can be formulated in terms of an auxiliary average problem about the running maximum1 of X·
at a doubly stochastic random time. When X· is a spectrally negative Le´vy process, we show that this
average problem can be explicitly solved through the “first-order condition” equation. The optimality of
threshold type strategies then follows from the monotonicity property of the solution to this average problem.
Moreover, we also show that a main result in [9] on optimal stopping with log-concave rewards can be seen
as a special case of our Theorem 2.2.
This work generalizes similar ideas as in [1, 13, 18, 22], where optimal stopping of a Le´vy process under
a constant discounting rate were studied. They show that the optimality of up-crossing threshold type
strategies follows from a special form of the reward function, namely, there exists a nondecreasing function
h(·) such that the expectation of h(Xer ) is equal to the reward function, where er is an independent
exponential random variable with parameter r ≥ 0 equal to the discounting rate. In [15], the authors use
measure change techniques to generalize this approach to case of a negative discounting rate. This approach is
further applied in [20], to evaluate a perpetual American call option with an occupation time type discounting.
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1By considering the Le´vy process −X·, one can easily adjust the argument to incorporate the running minimum of X·.
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As seen in [14, Section 4], knowing the optimality of threshold type strategies and monotonicity of optimal
thresholds effectively helps reduce a complicated stochastic optimization in optimal stopping problems to a
parametric optimization, which can then be developed into an efficient numerical algorithm.
Our objective of this study is to present an application of the average problem approach under random
discounting in a general setting. While the optimality of threshold type strategies often fails to hold in a
random discounting setting (as shown in [5, 20]), it is still valuable to give conclusive answers to a wide
class of problems using results in this work. A further and equally important consideration is to show
that many important, yet difficult-to-prove qualitative results in optimal multiple stopping problems and
recursive optimal stopping problems (e.g. optimality of threshold type strategies, monotonicity of optimal
thresholds, etc) can be easily proved by following the average problem approach. Although this approach is
known for years, to our best knowledge, the above applications are novel and will help the dissemination of
this powerful method in a wider class of problems in practice.
Optimal stopping problems with a random discounting find their applications in many areas such as
finance and applied probability (for instance, in problems driven by continuously time-changed Markov
processes [4], or problems with random maturity [20]). Perpetual optimal stopping of time-homogeneous
diffusions with a random discounting rate were studied in Dayanik [5], by exploiting Dynkin’s concave
characterizations of the excessive functions. In particular, the author managed to directly “construct” the
value function, without postulating (and verifying) any prior ansatz about the structure of the optimal
stopping region. While this is a very promising approach within diffusion framework, it shows limitations
when jumps present. For example, for perpetual American call options on exponential Le´vy models under
an occupation time type discounting [20], it is shown that there can be two disjoint components for both the
continuation and the stopping regions, which appear alternately. Possible overshoots thus make it difficult
to apply [5]’s approach directly.
Optimal stopping problems with multiple exercising and refraction times arise in many application in
finance and operations research. For instance, Carmona and Touzi [3] formulated the valuation of a swing
put option as optimal multiple stopping problem, with constant refraction periods, under the Black-Scholes
model. In a related work, Zeghal and Mnif [24] priced a perpetual American swing put option under spectrally
positive exponential Le´vy models. Later, Leung et al. [15] considered a stock loan with multiple repayments
as an optimal multiple stopping problem with negative discounting rate and general i.i.d. positive refraction
periods. Among them, [3] and [24] subsequently established the optimality of threshold type strategies in
exercising a perpetual American swing put option,2 and demonstrated these monotonicity of the optimal
thresholds using sub-gradients techniques under two special models. By using mathematical inductions and
the supermartingale property of value functions, [15] proved similar results for a multiple-exercising call
option under a general Le´vy model with arbitrary negative jumps and Phase-type positive jumps. Moreover,
optimal multiple stopping problems with a running cost were studied in Yamazaki [23] to address the optimal
timing to withdraw from a project in stages. In particular, under spectrally negative Le´vy models, [23]
explicitly calculated the value of down-crossing threshold type strategies in terms of the so-called scale
functions, which was then used in conjunction with smooth fit to show the optimality of threshold type
strategies.
The remaining paper is structured as follows. In Section 2 we study the single optimal stopping problem
with a random discounting by using the average problem approach. In Section 2.1, we specialize the Le´vy
model to that of spectrally negative processes, and give an explicit construction of the solution to the average
problem. To illustrate the idea, we present two examples in Section 2.2: a generalization of the local time
2[24, Proposition 3.1] proved the optimality of threshold type strategy using monotonicity and convexity of the value function,
which, is not fully legitimate, because the reward functions in the multiple optimal stopping problems can also be curved, convex
functions, leaving arguments based on a put payoff invalid.
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discounting optimal stopping problem as studied in [5] to a spectrally negative β-stable process, and a case
of the Novikov-Shiryaev problem (see [13, 19]) under an occupation time discounting. In Section 3, we
apply the average problem approach to recursive optimal stopping problem and give simpler proofs for some
important results within this context. Specifically, under a general Le´vy model, we study the case with a
deterministic discount rate and refraction times but without running cost in Section 3.1, and the case with a
random discounting and a running cost in Section 3.2. Omitted technical proofs can be found in Appendix A.
Some useful facts about the scale functions of spectrally negative Le´vy processes are reviewed in Appendix
B.
Throughout the paper, we use Px and Ex to denote the probability law and the corresponding expectation
given X0 = x, and we will suppress the subscripts in Px and Ex if x = 0.
2 Single optimal stopping problem with random discounting
We consider the following optimal stopping problem:
V (x) := sup
τ∈T
Ex[e
−Aτ f(Xτ )1{τ<∞}], (1)
where T is the set of all F -stopping times with values in [0,∞], f(·) is the reward function, which is lower
semi-continuous, and satisfies Condition (M) in Definition 2.1 below.3 Here A· = (At)t≥0 is a continuous
additive functional, or CAF, of X·. Namely, A· is an F -adapted process that is almost surely non-negative,
continuous, and satisfies
A0 = 0, As+t = As +At ◦ θs, s, t ≥ 0 a.s.
where θs is the usual Markov shifting operator, namely, Xt ◦ θs = Xt+s for all t, s ≥ 0 (see [8, page 133]
for a more complete definition of CAF). From the definition it is clear that a CAF A· is nondecreasing.
Throughout, we make the following standing assumption.
Assumption 2.1. For all x ∈ R, we have
either Px(A∞ =∞) = 1 or P(lim sup
t→∞
Xt <∞) = 1.
Given an independent, unit mean exponential random variable e, let us introduce the left inverse of e by
A·:
ζ := inf{t > 0 : At > e},
where, as usual, we set inf ∅ =∞. Because
Px(ζ =∞) = Px(At ≤ e, ∀t > 0) = Px(A∞ ≤ e) = Ex[exp(−A∞)],
we have from Assumption 2.1 that, either (i) ζ <∞ almost surely; or (ii) lim supt→∞Xt <∞ almost surely
in case (i) fails to hold.
We Let T+z be the first passage time of X· over a given threshold z from below, i.e.
T+z := inf{t > 0 : Xt > z}, (2)
and denote the running maximum process by Xt := sups∈[0,t]Xs. Then the random variable Xζ is well
defined and is finite a.s. and satisfies
Px(Xζ > z) = Px(T
+
z < ζ, T
+
z <∞) = Px(AT+z < e, T
+
z <∞) = Ex[exp(−AT+z )1{T+z <∞}], ∀z ≥ x. (3)
In fact, we have the following equivalence:
3As seen in Theorem 2.1 below, this will guarantee the problem (1) is well defined.
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Lemma 2.1. Assumption 2.1 is equivalent to
lim
z→∞
Ex[exp(−AT+z )1{T+z <∞}] = 0, ∀x ∈ R. (4)
Definition 2.1 (Condition (M)). We say the reward function f(·) satisfies Condition (M) with random
time ζ if there is a nondecreasing function h such that h(x) > 0 if and only if x > x⋆ for some constant
x⋆ ∈ [−∞,∞), and it holds that
Ex[|h(Xζ)|] <∞, f(x) = Ex[h(Xζ)], ∀x ∈ R, (5)
where Xζ = sups∈[0,ζ]Xs. Moreover, we will denote by Υζ the set of all reward functions satisfying Condition
(M) with random time ζ.
Remark 2.1. The set Υζ is a convex cone. That is, if f(·), g(·) ∈ Υζ , then
(i) αf(·) ∈ Υζ, for any α > 0;
(ii) f(·) + g(·) ∈ Υζ .
Remark 2.2. In the case that the discount factor rate is a constant r > 0, the random time ζ is the
exponential random variable with mean 1/r, which we denote as er. Notice that, if f(·) ∈ Υer , i.e., f(x) =
Ex[h(Xer )] = E[h(x+Xer )] for some nondecreasing function h(·), then we have f(x) ≤ f(y) for any x < y.
So every element in Υer is nondecreasing.
Below we state our main result.
Theorem 2.1. Suppose the reward function f(·) is lower semi-continuous and belongs to Υζ (defined in
Definition 2.1), then we have 4
V (x) = sup
τ∈T
Ex[e
−Aτ f(Xτ )1{τ<∞}] = Ex[h(Xζ)1{Xζ>x⋆}]. (6)
That is, the value function V (·) ∈ Υζ . Besides, the optimal stopping time is the up-crossing strategy τ⋆ = T
+
x⋆.
That is,
Ex[h(Xζ)1{Xζ>x⋆}] = Ex[exp(−AT+x⋆
)f(XT+
x⋆
)1{T+
x⋆
<∞}].
Proof. Let us define function
v(x) := Ex[h(Xζ)1{Xζ>x⋆}].
We first prove that (e−Atv(Xt))t≥0 is a Px-supermartingale for any x ∈ R. As At is additive, the random
variable ζ has the key property of being memoryless and Px(ζ > t|Fs, ζ > s) = Px(As+At−s◦θs < e|Fs, As <
e) = PXs(At−s < e) = EXs [e
−At−s ] for t > s. On the event {t < ζ}, the identity Xζ = Xt ∨ sups∈[t,ζ]Xs ≥
sups∈[t,ζ]Xs holds almost surely, so does h(Xζ)1{Xζ>x⋆} ≥ h(sups∈[t,ζ]Xs)1{sups∈[t,ζ] Xs>x⋆}, thanks to the
nondecreasing property of h(·)1{·>x⋆}. Hence, for any x ∈ R,
v(x) = Ex[h(Xζ)1{Xζ>x⋆}]
≥ Ex
[
Ex[h(Xζ)1{Xζ>x⋆}1{t<ζ}|Ft, t < ζ]
]
≥ Ex
[
1{t<ζ}Ex[h( sup
s∈[t,ζ]
Xs)1{sups∈[t,ζ] Xs>x⋆}|Ft, t < ζ]
]
= Ex
[
1{t<ζ}EXt [h(M)1{M>x⋆}]
]
= Ex[1{t<ζ}v(Xt)] = Ex[exp(−At)v(Xt)],
4If the reward function f(·) satisfies Condition (M) but with an x⋆ =∞, then we have f(x) ≤ 0 for all x ∈ R, so the value
function V (x) is trivially 0. In this case, Eq. (6) still holds.
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where M is a random variable whose law under PXt is identical to the conditional law of sup[t,ζ]Xs under
Px given Ft and {t < ζ}.
Second, we identify v(·) as the expected payoff of the up-crossing strategy T+x⋆ . That is,
v(x) = Ex[exp(−AT+
x⋆
)f(XT+
x⋆
)1{T+
x⋆
<∞}]. (7)
In fact, for any z ∈ R, by conditioning,
Ex[h(Xζ)1{Xζ>z}] = Ex[h(Xζ)1{T+z <ζ,T+z <∞}] = Ex[h(Xζ)1{AT+z <e}
1{T+z <∞}]
=Ex[1{T+z <∞}1{AT+z <e}
Ex[h(Xζ)|FT+z , T
+
z < ζ]].
On the event {T+z < ζ}, the identity Xζ = XT+z ∨supt∈[T+z ,ζ]Xt = supt∈[T+z ,ζ]Xt holds almost surely because
XT+z = XT+z , hence we have
Ex[h(Xζ)|FT+z , T
+
z < ζ] = EX
T
+
z
[h(M)] = f(XT+z ),
where M is a random variable whose law under PX
T
+
z
is identical to the conditional law of supt∈[T+z ,ζ]Xt
under Px given FT+z and {T
+
z < ζ}, from which the last equality results.
It follows from the tower property of conditional expectations that
Ex[h(Xζ)1{Xζ>z}] = Ex[Ex[1{T+z <∞}1{AT+z <e}
f(XT+z )|FT+z ]] = Ex[exp(−AT+z )f(XT+z )1{T+z <∞}]. (8)
Applying (8) for z = x⋆ we obtain (7).
As a consequence, we know that, for any x ≥ x⋆, v(x) = Ex[h(Xζ)] = f(x). And it is easy to see that
f(x)− v(x) = Ex[h(Xζ)]− Ex[h(Xζ)1{Xζ>x⋆}] = Ex[h(Xζ)1{Xζ≤x⋆}] ≤ 0,
since h(Xζ)1{Xζ≤x⋆} is a non-positive random variable.
In summary, we have proved that, for any x ∈ R, (e−Atv(Xt))t≥0 is a positive Px-supermartingale, and
that v(x) ≥ max{f(x), 0} ≥ f(x) for all x ∈ R. To finish the proof, we need to show that, for any stopping
time τ ∈ T , we have
v(x) ≥ Ex[e
−Aτ f(Xτ )1{τ<∞}], ∀x ∈ R. (9)
To establish the above inequality (without knowing if (e−Atv(Xt))t≥0 is ca`dla`g), we let n ∈ N be a positive
integer, and define
τn := min{
m
n
: m ∈ N,
m
n
≥ τ} whenever τ <∞.
Then by applying the optional sampling theorem and Fatou’s lemma to the discrete-time supermartingale
(exp(−A k
n
)v(X k
n
))k=0,1,..., we obtain that
v(x) ≥Ex[e
−Aτn v(Xτn)1{τn<∞}] ≥ Ex[e
−Aτn max{f(Xτn), 0}1{τn<∞}], ∀x ∈ R, (10)
where the last inequality follows from the fact that v(x) ≥ max{f(x), 0} for all x ∈ R. On the other hand,
notice that {τn <∞} = {τ <∞} for all n ∈ N, and as n→∞, we have τn ↓ τ on {τ <∞}. Because Le´vy
process X· has ca`dla`g path almost surely, and A· is continuous and nondecreasing, we know that, as n→∞,
Xτn → Xτ and Aτn ↓ Aτ on event {τ <∞}. Moreover, we also know that the function max{f(x), 0} is lower
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semi-continuous, so on event {τ <∞}, we have lim infn→∞max{f(Xτn), 0} ≥ max{f(Xτ), 0}. Together, we
apply Fatou’s lemma and a property of liminf (see Lemma A.1) to obtain that
lim inf
n→∞
Ex[e
−Aτn max{f(Xτn), 0}1{τn<∞}] ≥ Ex[lim inf
n→∞
(e−Aτn max{f(Xτn), 0})1{τ<∞}]
= Ex[ lim
n→∞
e−Aτn · lim inf
n→∞
max{f(Xτn), 0} · 1{τ<∞}]
≥ Ex[e
−Aτ max{f(Xτ ), 0}1{τ<∞}]
≥ Ex[e
−Aτ f(Xτ )1{τ<∞}], (11)
where the last inequality follows from the fact that max{f(x), 0} ≥ f(x) for all x ∈ R. By combining (10)
with (11), we obtain (9). This completes the proof.
Remark 2.3. A close look at the proof reveals that the lower semi-continuity is only used in the sec-
ond inequality of (11). More generally, the final result still holds if the reward function f(·) is such that
lim infn→∞ f(Xτn) ≥ f(Xτ ) on event {τ < ∞}, for any nonincreasing sequence of stopping times {τn}n≥1
that converges to τ almost surely.
Remark 2.4. From the above proof, it is easily seen that the result of Theorem 2.1 still holds if we drop
the monotonicity condition for h(·) over (−∞, x⋆] in Definition 2.1. That is, for single stopping problems,
the only condition needed for h(·) is that h(x) > 0 if and only if x > x⋆ and h(·) is nondecreasing over
(x⋆,∞). Moreover, it is easily seen that the optimal stopping region for problem (1) is contained in the set
Supp+(f) := {x ∈ R : f(x) > 0} provided it is nonempty, so if there is an x0 ∈ R such that Supp
+(f)
is a nonempty subset of [x0,∞), then it suffices to apply Theorem 2.1 (and verify Condition (M)) only for
x > x0. For example, if the reward function is (e
x − K)+ with K > 0, then we can take x0 = logK and
verify Condition (M) for ex −K.
2.1 The case of spectrally negative Le´vy processes
For a given reward function f(·), we have seen that a sufficient condition for the optimal strategy to be of
threshold type is to look for a representation as prescribed in Theorem 2.1. In general, it is a very challenging,
if not impossible task to obtain such representation. In this section, we focus on the special case that X·
is a spectrally negative Le´vy process, and derive the h function based on conditions on f and the random
discounting term A·.
Remark 2.5. If X· has no positive jumps, then from the strong Markov property and the additive property
of X· and A·, we notice that, for any z1 > z2 ≥ x,
Px(Xζ > z1) =Ex[exp(−AT+z1
)1{T+z1<∞}
]
=Ex[exp(−AT+z2
)1{T+z2<∞}
Ez2 [exp(−AT+z1
)1{T+z1<∞}
]]
=Px(Xζ > z2)Pz2(Xζ > z1). (12)
Hence, the law of Xζ exhibits some properties similar as exponential random variable, in the sense that
Px(Xζ > z1|Xζ > z2) = Pz2(Xζ > z1).
Moreover, it becomes clear after (12) that the cumulative distribution function of Xζ under Px will be
differentiable at z for every x ≤ z, so long as it holds for x = z. In other words, the “hazard rate” of Xζ
under Px, if exists, will not depend on the starting point x. This gives rise to the following assumption.
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Assumption 2.2. There exists a positive function Λ(·) ∈ L1loc(R), such that,∫ ∞
x
Λ(z)dz =∞, Λ(z) = −
1
Px(Xζ > z)
dPx(Xζ > z)
dz
, ∀x <z. (13)
Remark 2.6. In the case that the discount factor rate is a constant r > 0, the running maximum Xζ = Xer
follows an exponential distribution with mean 1/Φ(r), where er is an independent exponential random variable
with mean 1/r, and Φ(r) > 0 is the right inverse of the Laplace exponent of X·, see Appendix B. So we have
Λ(z) = Φ(r) for all z ∈ R.
Corollary 2.1. Under Assumption 2.2, we have that
Px(Xζ > z) = exp(−
∫ z
x
Λ(y)dy), ∀z > x.
In particular, (13) implies that Px(Xζ < ∞) = 1 (so Assumption 2.1 holds by Lemma 2.1). Moreover, on
the event {T+z <∞}, we have
Px(Xζ > y|FT+z , Xζ > z) = exp(−
∫ y
z
Λ(u)du), ∀y > z ≥ x. (14)
Proof. We only prove (14) below. Notice that {Xζ > y} = {T
+
y < ζ, T
+
y <∞} = {AT+y < e, T
+
y <∞}. By
the memoryless property of exponential random variable, we have
Px(AT+y < e|F∞, AT+z < e, T
+
y <∞) = exp(AT+y −AT+z ) = exp(AT+y ◦ θT+z ).
The conclusion now follows from iterated conditional expectations given FT+z .
To find a representation of the reward function f(·) as in Definition 2.1, we make the following assumption.
Assumption 2.3. The reward function f(·) satisfies the following:
(i) f(x) > 0 for all sufficiently large x;
(ii) The reward function f(·) is absolutely continuous with respect to the Lebesgue measure. Let h(x) =
f(x)− f
′(x)
Λ(x) , a.e. x ∈ R. Then there is an x
⋆ ∈ [−∞,∞] such that
(a) h(x) > 0 a.e. x > x⋆ and h(x) ≤ 0 a.e. x ≤ x⋆ (if x⋆ =∞ then h(x) ≤ 0 for all x ∈ R);
(b) the function h(·) is nondecreasing over (x⋆,∞).5
Remark 2.7. By using (3), Corollary 2.1 and Assumption 2.3(ii), we know that, the mapping
z 7→ Ex[e
−A
T
+
z f(XT+z )1{T+z <∞}] = f(z)Px(Xζ > z) = f(z) exp(−
∫ z
x
Λ(y)dy), ∀z > x,
is differentiable almost everywhere, and that this function is nondecreasing over [x, x⋆ ∨ x], and is strictly
decreasing over [x⋆∨x,∞), i.e., the function is maximized at x⋆∨x for each x. In the case that the discount
factor rate is a constant r > 0, then for any fixed β ∈ (0,Φ(r)) and K > 0, functions (eβx + eΦ(r)x −K)+
and (eΦ(r)x −K)+ satisfy Assumption 2.3(i),(ii), with x⋆ = 1
β
log(K/(1− βΦ(r))) and x
⋆ =∞, respectively.
5This means that there is a nondecreasing function h˜(·), such that, h(x) = h˜(x), almost everywhere on (x⋆,∞).
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The following lemma explains why Assumption 2.3 is necessary for Condition (M) to hold.
Proposition 2.1. Suppose Assumption 2.2 holds, f(·) satisfies Condition (M) and let h(·) be the nonde-
creasing function in Definition 2.1. Then all conditions in Assumption 2.3 hold.
Proof. By (5) and Corollary 2.1, we know that
f(x) = Ex[h(Xζ)] =
∫ ∞
x
h(z)Λ(z)e−
∫
z
x
Λ(y)dydz, ∀x ∈ R.
Clearly, f(x) > 0 for all x > x⋆, so Assumption 2.3(i) holds. On the other hand, from f ′(x) = −Λ(x)h(x) +
Λ(x)f(x), we know that f(·) is absolutely continuous, and h(x) = f(x) − f
′(x)
Λ(x) , a.e.. So Assumption 2.3(ii)
holds.
Before we prove a reverse of Proposition 2.1, we show that the limit of the value for the up-crossing
strategy T+z as the threshold z →∞ is well-defined.
Lemma 2.2. Under Assumption 2.2 and Assumption 2.3, the limit
c0 := lim
z→∞
f(z)e−
∫
z
0
Λ(y)dy = lim
z→∞
E[e
−A
T
+
z f(XT+z )1{T+z <∞}], (15)
exists. If x⋆ <∞, we have c0 ∈ [0,∞); if x⋆ =∞, then we have c0 ∈ (0,∞].
Remark 2.8. If Condition (M) holds for f(·) and f(x) = Ex[h(Xζ)], then, from (8) we have
f(z)e−
∫
z
x
Λ(y)dy = Ex[exp(−AT+z )f(XT+z )1{T+z <∞}] = Ex[h(Xζ)1{Xζ>z}], ∀x < z,
we know that the limit of the above as z → ∞ is zero (i.e., c0 = 0), because of the integrability of random
variable h(Xζ). Therefore, given Assumption 2.2, the conditions given in Assumption 2.3 are more general
than those in Definition 2.1.
Proposition 2.2. Suppose that Assumptions 2.2 and Assumption 2.3 hold, and c0 defined in (15) is finite.
Then it holds that
Ex[|h(Xζ)|] <∞, f(x)− c0e
∫
x
0
Λ(y)dy = Ex[h(Xζ)], ∀x ∈ R.
Proof. We only prove the case that x⋆ ∈ R, the remaining cases that x⋆ is ±∞ can be proved similarly. To
prove the finiteness of E[|h(Xζ)|], we prove that both E[h(Xζ)1{Xζ>x⋆}] <∞ and −E[h(Xζ)1{Xζ≤x⋆}] <∞
hold. To establish the former, we fix an x and any constant D > x⋆, we use Corollary 2.1 to obtain that
Ex[h(Xζ)1{D>Xζ>x⋆}] =
∫ D
x⋆
h(z)Px(Xζ ∈ dz) =
∫ D∨x
x⋆∨x
f(z)Λ(z)e−
∫
z
x
Λ(y)dydz −
∫ D∨x
x⋆∨x
f ′(z)e−
∫
z
x
Λ(y)dydz
=f(x⋆ ∨ x)e−
∫
x⋆∨x
x
Λ(y)dy − f(D ∨ x)e−
∫
D∨x
x
Λ(y)dy,
where the last step is due to integration by parts (see, e.g., [6, Theorem 9 on page 163]). Take the limit as
D →∞, we use the monotone convergence theorem to obtain that (also using the a.s. finiteness of Xζ)
Ex[h(Xζ)1{Xζ>x⋆}] = limD→∞
Ex[h(Xζ)1{D>Xζ>x⋆}]
= f(x⋆ ∨ x)e−
∫
x⋆∨x
x
Λ(y)dy − lim
D→∞
f(D)e−
∫
D
x
Λ(y)dy
= f(x⋆ ∨ x)e−
∫
x⋆∨x
x
Λ(y)dy − c0e
∫
x
0
Λ(y)dy <∞, (16)
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where the last step is due to Lemma 2.2.
Similarly, for any fixed x,
−Ex[h(Xζ)1{Xζ≤x⋆}] = −
∫ x⋆∨x
x
h(z)Px(Xζ ∈ dz)
=
∫ x⋆∨x
x
f ′(z)e−
∫
z
x
Λ(y)dydz −
∫ x⋆∨x
x
f(z)Λ(z)e−
∫
z
x
Λ(y)dydz
= f(x⋆ ∨ x)e−
∫
x⋆∨x
x
Λ(y)dy − f(x) <∞. (17)
Therefore, we know that Ex[|h(Xζ)|] <∞. Moreover, from (16) and (17) we also obtain that
Ex[h(Xζ)] = Ex[h(Xζ)1{Xζ>x⋆}] + Ex[h(Xζ)1{Xζ≤x⋆}] = f(x)− c0e
∫
x
0
Λ(y)dy.
This completes the proof.
Below we present the main result of this section, a generalization of Theorem 2.1.
Theorem 2.2. Under Assumption 2.2 and Assumption 2.3, we have
V (x) = sup
τ∈T
Ex[e
−Aτ f(Xτ )1{τ<∞}] = Ex[h(Xζ)1{Xζ>x⋆}] + c0e
∫
x
0
Λ(y)dy. (18)
If x⋆ < ∞, then the above value can be attained by stopping time T+x⋆. If Λ(·) is continuous and c0 < ∞,
and in the case of x⋆ < ∞ we also have f(·) is continuously differentiable, then V (·) is also continuously
differentiable. In particular, smooth fit holds at x = x⋆ if x⋆ ∈ (−∞,∞).
Proof. Let us first suppose that x⋆ < ∞ and c0 = 0. In this case, Theorem 2.1 already gives us both the
value function and the optimal stopping time, and hence we only need to prove that the smooth fit condition
holds when x⋆ is finite. To that end, we notice that
V (x) =
∫ ∞
x⋆
h(z)Λ(z)e−
∫
z
x
Λ(y)dydz = e−
∫
x⋆
x
Λ(y)dy
∫ ∞
x⋆
h(z)Λ(z)e−
∫
z
x⋆
Λ(y)dydz, ∀x ≤ x⋆,
which is continuously differentiable over (−∞, x⋆). Indeed,
V ′(x) = Λ(x)V (x),
so we have V ′(x⋆−) = Λ(x⋆)V (x⋆) = Λ(x⋆)f(x⋆). Thus,
V ′(x⋆−)− V ′(x⋆+) = V ′(x⋆−)− f ′(x⋆) = Λ(x⋆)
(
f(x⋆)−
f ′(x⋆)
Λ(x⋆)
)
= Λ(x⋆)h(x⋆) = 0,
which indicates that V (·) satisfies smooth fit at x = x⋆ if x⋆ ∈ (−∞,∞).
Let us suppose x⋆ < ∞ and c0 > 0. In this case, we can apply Theorem 2.1 to the reward function
f(x)− c0e
∫
x
0
Λ(y)dy, to obtain that
Ex[h(Xζ)1{X>x⋆}] = sup
τ∈T
Ex[e
−Aτ (f(Xτ )− c0e
∫
Xτ
0
Λ(y)dy)1{τ<∞}]
= Ex[e
−A
T
+
x⋆ (f(XT+
x⋆
)− c0 exp(
∫ X
T
+
x⋆
0
Λ(y)dy))1{T+
x⋆
<∞}]
= Ex[e
−A
T
+
x⋆ f(XT+
x⋆
)1{T+
x⋆
<∞}]− c0e
∫
x∨x⋆
0
Λ(y)dy
Ex[e
−A
T
+
x⋆ 1{T+
x⋆
<∞}]
= Ex[e
−A
T
+
x⋆ f(XT+
x⋆
)1{T+
x⋆
<∞}]− c0e
∫
x
0
Λ(y)dy. (19)
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On the other hand, Lemma A.2 in Appendix A proves that (exp(−At +
∫Xt
0
Λ(y)dy))t≥0 is a nonnegative
ca`dla`g local martingale, hence it is a supermartingale. Hence, for any stopping time τ ∈ T , by using the
optional sampling theorem and Fatou’s lemma, we have
0 ≤ Ex[e
−Aτ+
∫
Xτ
0
Λ(y)dy1{τ<∞}] ≤ e
∫
x
0
Λ(y)dy.
So
0 ≤ sup
τ∈T
Ex[e
−Aτ · c0e
∫
Xτ
0
Λ(y)dy1{τ<∞}] ≤ e
∫
x
0
Λ(y)dy. (20)
By the well-known properties of supremum, we obtain from (19) and (20) that
sup
τ∈T
Ex[e
−Aτ · f(Xτ )1{τ<∞}]
≤ sup
τ∈T
Ex[e
−Aτ (f(Xτ )− c0e
∫
Xτ
0
Λ(y)dy)1{τ<∞}] + sup
τ∈T
Ex[e
−Aτ · c0e
∫
Xτ
0
Λ(y)dy1{τ<∞}]
≤Ex[h(Xζ)1{X>x⋆}] + c0e
∫
x
0
Λ(y)dy = Ex[e
−A
T
+
x⋆ f(XT+
x⋆
)1{T+
x⋆
<∞}].
Thus, all inequalities in the above are in fact equalities. This proves the optimality of T+x⋆ . Finally, smooth
fit at x⋆ when x⋆ is finite can be proved similarly as before.
If x⋆ =∞ and c0 ∈ (0,∞), then by footnote 4 and Proposition 2.2, we know that
0 = Ex[h(Xζ)1{X>x⋆}] = sup
τ∈T
Ex[e
−Aτ (f(Xτ )− c0e
∫
Xτ
0
Λ(y)dy)1{τ<∞}].
Using the same argument as above, we have
sup
τ∈T
Ex[e
−Aτ f(Xτ )1{τ<∞}] ≤ c0e
∫
x
0
Λ(y)dy. (21)
On the other hand, we trivially have (for z > x)
sup
τ∈T
Ex[e
−Aτ f(Xτ )1{τ<∞}] ≥ Ex[e
−A
T
+
z f(XT+z )1{T+z <∞}] = f(z)e
−
∫
z
x
Λ(y)dy → c0e
∫
x
0
Λ(y)dy, (22)
as z →∞, thanks to Lemma 2.2. It follows that the inequality in (21) is an equality. The value function is
clearly continuously differentiable.
If x⋆ = c0 =∞, then by (22) we know that the optimal value is ∞.
From the proof of Theorem 2.2, we immediately obtain the following result.
Corollary 2.2. The positive process (exp(−At +
∫Xt
0
Λ(y)dy))t≥0 is a true martingale.
Finally, we show that Theorem 2.2 implies the results in [9, Theorem 3.1] on optimality of a threshold
type strategy in optimal stopping problem with constant discounting rate r > 0 and spectrally negative Le´vy
model.
Corollary 2.3. Assuming that the reward function f(·) is log-concave, increasing and non-negative. Define
function
h(x) := f(x)−
f ′(x−)
Φ(r)
.
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Then there is a constant x⋆ ∈ [−∞,∞] such that h(x) > 0 if and only if x > x⋆, and h(·) is nondecreasing
over (x⋆,∞). Moreover, if x⋆ <∞,
V (x) = sup
τ∈T
Ex[e
−rτf(Xτ )1{τ<∞}] = Ex[h(Xer )1{X
er>x
⋆}] = Ex[e
−rT+
x⋆f(XT+
x⋆
)1{T+
x⋆
<∞}].
If x⋆ =∞, then the value function is given by
V (x) = sup
τ∈T
Ex[e
−rτf(Xτ )1{τ<∞}] = lim
z→∞
Ex[e
−rT+z f(XT+z )1{T+z <∞}] = c0 · e
Φ(r)x,
where c0 is defined in (15).
Proof. First, Assumption 2.2 and Assumption 2.3(i) obviously hold. Therefore, to apply Theorem 2.2, we
only need to verify that Assumption 2.3(ii) holds as well.
Let Supp(f) := {x ∈ R : f(x) > 0} be the support of the reward function f(·). Since log f(·) is
concave on Supp(f), we know that f(·) is absolutely continuous, and the left-hand derivative
(
log f(x−)
)′
=
f ′(x−)/f(x) is non-increasing over Supp(f). On the other hand,
h(x) > 0⇔ f(x)−
f ′(x−)
Φ(r)
> 0⇔
f ′(x−)
f(x)
< Φ(r)⇔
(
log f(x−)
)′
< Φ(r), (23)
where the second step comes from the observation that {x ∈ R : h(x) > 0} ⊂ Supp(f), thanks to f ′(x−) ≥ 0.
By the monotonicity of
(
log f(x−)
)′
, let us define
x⋆ := inf{x ∈ R :
(
log f(x−)
)′
< Φ(r)} ∈ [−∞,∞].
If x⋆ =∞, then h(x) ≤ 0 for all x ∈ R so there is nothing more to verify. Below we assume that x⋆ <∞,
and prove that h(·) is nondecreasing over (x⋆,∞). To this end, consider any x⋆ < x ≤ y, then we have
f ′(y−)− f ′(x−) =
(
log f(y−)
)′
f(y)−
(
log f(x−)
)′
f(x)
≤
[(
log f(y−)
)′
−
(
log f(x−)
)′]
f(y) +
(
log f(x−)
)′
[f(y)− f(x)]
≤
(
log f(x−)
)′
[f(y)− f(x)],
where the last inequality holds since log f(·) is concave and
(
log f(·−)
)′
is non-increasing. However, we
know that f(y) ≥ f(x), and for x > x⋆ we have
(
log f(x−)
)′
≤ Φ(r). Thus, we have
f ′(y−)− f ′(x−) ≤ Φ(r)(f(y) − f(x)),
which holds if and only if
h(y)− h(x) =
(
f(y)−
f ′(y−)
Φ(r)
)
−
(
f(x)−
f ′(x−)
Φ(r)
)
≥ 0.
Therefore h(·) is nondecreasing on (x⋆,∞), so Assumption 2.3(ii) holds.
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2.2 Examples
2.2.1 Discounting with local time
We consider a generalization of the local time discounting problem as studied in [5]. More specifically, we
let X· be a spectrally negative β-stable process with index β ∈ (1, 2], and Lt be the local time of X· at level
0, which is defined as the occupation time density at 0. That is,
Lt = lim
ǫ↓0
1
2ǫ
∫ t
0
1(−ǫ,ǫ)(Xs)ds, P-a.s. (24)
Thanks to the fact that 0 is regular for itself when X· has unbounded variation (see, e.g., [2, Corollary
VII.5]), we know from [21, page 327] that the occupation density Lt defined in (24) exists.
Fix constants r, α > 0, our objective is to solve the following optimal stopping problem:
V (x) := sup
τ∈T
Ex[e
−r Lτ (Xτ ∨ 0)
α1{τ<∞}]. (25)
This problem was studied in the special case of β = 2, i.e., standard Brownian motion, in [5, Section 4.2].
Our objective is to extend this result to a general β ∈ (1, 2].
We begin by deriving the law of the local time stopped at the up-crossing strategy T+z , z > 0.
Lemma 2.3. Let X· be a general spectrally negative Le´vy process with unbounded variation (so that W (0) =
0), we have
Ex[e
−r L
T
+
z 1{T+z <∞}] =
eΦ(0)x + rW (x)
eΦ(0)z + rW (z)
, ∀z > x ≥ 0, (26)
where W (·) is the 0-scale function of X· (see Appendix B).
In the special case that X· is a spectrally negative β-stable process, it is well-known that Φ(0) = 0 and
hence Px(T
+
z <∞) = 1 for any z > 0. Moreover, from [12, page 233] we know that
W (x) =
xβ−1
Γ(β)
1{x≥0}, ∀x ∈ R.
Therefore, from Lemma 2.3 we know that, for any z > x ≥ 0,
Px(Xζ > z) = Ex[e
−rL
T
+
z 1{T+z <∞}] =
Γ(β) + rxβ−1
Γ(β) + rzβ−1
,
where ζ = inf{t > 0 : rLt > e}. Using the limit of the above equation as z → ∞, one also knows that
the additive functional L satisfies Assumption 2.1, thanks to Lemma 2.1. On the other hand, by the strong
Markov Property of X· at stopping time T
+
0 , we have for any x < 0 that,
Px(Xζ > z) = Ex[e
−rL
T
+
z 1{T+z <∞}] = Ex[EXT+0
[e
−rL
T
+
z 1{T+z <∞}]] = E[e
−rL
T
+
z 1{T+z <∞}] =
Γ(β)
Γ(β) + rzβ−1
.
It follows that the “hazard rate” of Xζ is given by
Λ(z) =−
1
Px(Xζ > z)
∂
∂z
Px(Xζ > z) =
r(β − 1)zβ−2
Γ(β) + rzβ−1
, ∀z > x > 0.
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Figure 1: Here we plot the reward function f(x) = (x∨0)α (in gray dashed line) and the value function given
in (28) (in black solid line). Model parameters: α = 0.3, β = 1.5, r = 1. The optimal threshold x⋆ = 1.7672.
According to Theorem 2.2, smooth fit holds at x⋆. The black dot stands for the pasting point where optimal
exercising occurs.
So we know that Assumption 2.2 holds. Obviously, Assumption 2.3(i) also holds.
To verify Assumption 2.3(ii), we consider the reward function f(x) = xα1{x>0}, and define for any x > 0,
h(x) :=xα −
αxα−1
Λ(x)
= xα − αxα−1
Γ(β) + rxβ−1
r(β − 1)xβ−2
=
β − α− 1
β − 1
xα − Γ(β − 1)
α
r
xα−β+1.
Let us first assume that α ∈ (0, β − 1). Then it is easily seen that h(·) satisfies the following properties
(notice that β − α− 1 ≥ 0, α > 0):
h′(x) =
α(β − α− 1)
β − 1
xα−1 + (β − α− 1)Γ(β − 1)
α
r
xα−β > 0,
h(x) > 0 if and only if x > x⋆ ≡
(
αΓ(β)
r(β − α− 1)
) 1
β−1
. (27)
Hence, when α ∈ (0, β − 1), Assumption 2.3(ii) holds with a finite x⋆. Furthermore, we compute c0 =
limz→∞ z
α
E[e
−rL
T
+
z 1{T+z <∞}] = 0.
If α = β − 1, then we have h(x) = −Γ(β)/r < 0 for all x > 0. Hence Assumption 2.3(ii) holds with
x⋆ =∞. Moreover, we compute c0 = limz→∞ zαE[e
−rL
T
+
z 1{T+z <∞}] =
Γ(β)
r
.
If α > β − 1, then from h(0) = 0 and h′(x) < 0 for all x > 0, we know that h(x) < 0 for all x > 0. Hence
Assumption 2.3(ii) holds with x⋆ =∞. Moreover, we compute c0 = limz→∞ zαE[e
−rL
T
+
z 1{T+z <∞}] =∞.
By Remark 2.4 and Theorem 2.2, we obtain the following result:
Proposition 2.3. If α ∈ (0, β − 1), the optimal stopping time for problem (25) is the up-crossing strategy
T+x⋆. Moreover, (see Figure 1 for a visualization)
V (x) = Ex[exp(−r LT+
x⋆
)(XT+
x⋆
)α1{T+
x⋆
<∞}] =
(x
⋆)α
Γ(β) + r(x ∨ 0)β−1
Γ(β) + r(x⋆)β−1
, if x ≤ x⋆,
(x)α, if x > x⋆,
(28)
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where x⋆ is defined in (27).
If α = β − 1, then the value function for problem (25) is given by
V (x) =
Γ(β)
r
+ (x ∨ 0)β−1, ∀x ∈ R. (29)
If α > β − 1, then the value function for problem (25) is ∞.
2.2.2 Discounting with occupation time
We let X· be any spectrally negative Le´vy process with Le´vy triplet (µ, σ,Π), such that the tail jump measure
Π(−∞,−x) has a completely monotone density over (0,∞). For fixed r, q > 0, we consider the following
optimal stopping problem:
V (x) := sup
τ∈T
Ex[e
−rτ−q
∫
τ
0
1(−∞,0)(Xs)ds(Xτ ∨ 0)1{τ<∞}], ∀x ∈ R. (30)
The occupation time process obviously satisfies Assumption 2.1. Notice that problem (30) corresponds to
a random discounting generalization of the Novikov-Shiryaev optimal stopping problem for degree one (see,
e.g., [12, Section 9.4] and [13], see also [19] for a study of the same problem in discrete time). In the spirit of
[16], we can consider the problem as the evaluation of a perpetual American style step option on risky asset
S· = (e
Xt)t≥0 with reward exp(−q
∫ τ
0
1(0,1)(Ss)ds)(log Sτ ∨ 0).
We begin by deriving the law of the occupation time stopped at an up-crossing stop time. By [20,
Proposition 4.1] (or [17, Corollary 2(ii)]), we know that for x ≤ z,
Ex[e
−rT+z −q
∫ T+z
0 1(−∞,0)(Xs)ds1{T+z <∞}] =
∫∞
0
e−Φ(r+q)yW (r)(x + y)dy∫∞
0
e−Φ(r+q)yW (r)(z + y)dy
,
where W (r)(·) is the r-scale function of X (see Appendix B). It follows that, for the random variable Xζ
with ζ = inf{t > 0 : rt+ q
∫ t
0
1{(−∞,0)}(Xs)ds > e}, we have
Px(Xζ > z) =
∫∞
0 e
−Φ(r+q)yW (r)(x+ y)dy∫∞
0 e
−Φ(r+q)yW (r)(z + y)dy
, ∀z > x,
and its “Hazard rate” Λ given by [20, Eq. (4.5)] becomes
Λ(z) = −
1
Px(Xζ > z)
∂
∂z
Px(Xζ > z) = Φ(r + q)−
W (r)(z)∫∞
0
e−Φ(r+q)yW (r)(z + y)dy
, ∀z > x. (31)
In [20, Lemma 4.2], it is proved that the function Λ(z) is non-increasing over R, satisfying
Λ(−∞) = Λ(0−) = Φ(r + q) ≥ Φ(r + q)− qW (r)(0) = Λ(0) > Λ(∞) = Φ(r) > 0.
Clearly, Assumption 2.2 and Assumption 2.3(i) hold. To verify that Assumption 2.3(ii) also holds, define
h(x) = x−
1
Λ(x)
, ∀x > 0,
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where we only consider positive x because of Remark 2.4. It is easily seen that h(x) < 0 for sufficiently small
x > 0 and h(x)→∞ as x→∞. Moreover, straightforward calculation yields that
h′(x) =
1
Λ(x)2
(
Λ′(x) + (Λ(x))2
)
=
(Λ(x))−2∫∞
x
e−Φ(r+q)yW (r)(y)dy
N(x),
where we defined for any x > 0 that
N(x) = (Φ(r + q))2
∫ ∞
x
e−Φ(r+q)yW (r)(y)dy − Φ(r + q)e−Φ(r+q)xW (r)(x)− e−Φ(r+q)xW (r)′(x).
By (58), (59) and (61) We notice that
lim
x→∞
N(x) = 0− lim
x→∞
(e−Φ(r+q)xW (r)(x))
(
Φ(r + q) + lim
x→∞
W (r)′(x)
W (r)(x)
)
= 0. (32)
On the other hand, for any x > 0
N ′(x) = −e−Φ(r+q)xW (r)′′(x), ∀x > 0.
By [11, Theorem 3.4], we know that when the tail jump measure Π(−∞,−x) has a completely monotone
density over (0,∞), there is a constant a∗ such that W (r)′′(x) = −eΦ(r+q)xN ′(x) < 0 for x ∈ (0, a∗) and
W (r)′′ = −eΦ(r+q)xN ′(x) > 0 for x ∈ (a∗,∞). It follows that N(·) is strictly increasing over (0, a∗), and is
strictly decreasing over (a∗,∞). Given that N(x) → 0 as x → ∞, we know that N(x) > 0 for at least all
x ∈ [a∗,∞). Using the monotonicity property of N(·), we know that,
(i) either N(x) > 0 provided that N(0+) ≥ 0, in which case h(·) is strictly increasing over (0,∞);
(ii) or there is a x0 ∈ (0, a
∗) such that N(x) < 0 for all x ∈ (0, x0) and N(x) > 0 for all x ∈ (x0,∞). In
this case, because h(0) = − 1Λ(0) < 0, h
′(x) < 0 for x ∈ (0, x0), and h′(x) > 0 for x ∈ (x0,∞), we know
that there is a unique root to equation h(x) = 0 over (0,∞), denoted by x⋆, and it holds that x⋆ > x0.
Hence, we also have h(·) is strictly increasing over (x⋆,∞).
So in both cases, Assumption 2.3(ii) holds with a finite x⋆. Moreover, we compute
c0 = lim
z→∞
zE[e−rT
+
z −q
∫ T+z
0 1(−∞,0)(Xs)ds1{T+z <∞}] = 0.
By Remark 2.4 and Theorem 2.2, we obtain the following result:
Proposition 2.4. There is a unique root to equation x − 1Λ(x) = 0 over (0,∞), which we denote by x
⋆.
The optimal stopping time for problem (30) is the up-crossing strategy T+x⋆. Moreover, (see Figure 2 for a
visualization)
V (x) =Ex[e
−rT+
x⋆
−q
∫ T+
x⋆
0 1(−∞,0)(Xs)dsXT+
x⋆
1{T+
x⋆
<∞}]
=
x
⋆
∫∞
0
e−Φ(r+q)yW (r)(x+ y)dy∫∞
0
e−Φ(r+q)yW (r)(x⋆ + y)dy
, if x ≤ x⋆,
x, if x > x⋆.
(33)
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Figure 2: Here we plot the reward function f(x) = (x ∨ 0) (in gray dashed line) and the value function
given in (33) (in black solid line). Laplace exponent used: ψ(λ) = 0.18λ+ 0.02λ2 − 0.25( λ
λ+4 ). Parameter:
r = 0.18, q = 2. The optimal threshold x⋆ = 0.8356. According to Theorem 2.2, smooth fit holds at x⋆. The
black dot stands for the pasting point where optimal exercising occurs.
3 Recursive optimal stopping problems
In optimal stopping, a natural question to ask is whether the optimality of a threshold type strategy for
a single optimal stopping problem will imply that for the corresponding multiple stop version or recursive
stop version of the problem. As seen in [3, 15], this question is not trivial even for the most popular reward
function (ex −K)+. It is thus our objective in this section to provide a positive answer to this question.
3.1 Cases with constant discount rate, refraction times, and no running cost
In this section, we will discuss the optimality of a threshold type strategy in recursive optimal stopping
problems with refraction times but no running cost. More specifically, for a constant discounting rate6
r > 0, let X· be a general Le´vy process henceforth, and let f(·) be a lower semi-continuous function,
satisfying Condition (M) in Definition 2.1. For a positive integer n ≥ 1, we consider the following recursive
optimal stopping problems
v(l)(x) = sup
τ∈T
Ex[e
−rτf (l)(Xτ )1{τ<∞}], l = 1, 2, . . . , n, (34)
with f (l)(x) = f(x) + Ex[e
−rδv(l−1)(Xδ)], (35)
where v(0)(x) ≡ 0, and δ > 0 is the refraction time.
Remark 3.1. We point out, in order for the problems in (34) to admit finite value functions v(l)(·), l =
1, . . . , n, we only need v(1)(·) ≡ v(·) to be well defined and finite. This is due to the supermartingale property
6Our approach does not apply to a general CAF discounting here, because of the “delay” caused by the refraction time δ
and possible spatially inhomogeneity of the law of the associated random time ζ in X0. See the proof of Proposition 3.1 for
more details.
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of value function v(·):
f(x) ≤ f (2)(x) ≤ f(x) + v(x) ⇒ v(2)(x) ≤ v(x) + sup
τ∈T
Ex[e
−rτv(Xτ )1{τ<∞}] ≤ v(x) + v(x) = 2v(x),
f(x) ≤ f (3)(x) ≤ f(x) + v(2)(x)
⇒ v(3)(x) ≤ v(x) + sup
τ∈T
Ex[e
−rτv(2)(Xτ )1{τ<∞}] ≤ v(x) + 2v(x) = 3v(x).
Remark 3.2. The recursive optimal stopping problems defined in (34) and (35) naturally arise in optimal
stopping problems with multiple exercising opportunities. In particular, consider
V (n)(x) := sup
~τ∈T
(n)
δ
Ex[
n∑
i=1
e−rτif(Xτi)], ∀x ∈ R, (36)
where T
(n)
δ is the set of admissible sequence of exercise times, defined as
T
(n)
δ := {~τ = (τn, ..., τ1) ∈ T
n : τi+1 + δ ≤ τi, ∀i = n− 1, . . . , 1}
with a constant δ > 0 representing the refraction time that separates consecutive exercises. Then it is a
standard argument to show that the value function v(n)(·) determined in (34) is identical to V (n)(·) in (36),
subject to some (extra) mild condition on f(·) (see, e.g., [3, 15]).
Obviously, by Theorem 2.1, we know that lower semi-continuity and Condition (M) imply the optimality
of the up-crossing strategy T+x⋆ for the optimal stopping problem with reward function f(·). If one can show
that both the lower semi-continuity property and the set Υer are invariant under the recursive operation as
prescribed in (34)-(35), then the optimality of threshold type strategies for the recursive optimal stopping
problems (34)-(35) can be proved by applying Theorem 2.1 sequentially.
Proposition 3.1. Suppose the reward function f(·) is lower semi-continuous and belongs to Υer (defined in
Definition 2.1), then so does f (l)(·) for all l = 1, 2, . . .. That is, for every positive integer l, f (l)(·) is lower
semi-continuous, and there is a nondecreasing function h(l) such that h(l)(x) > 0 if and only if x > x⋆l for
some constant x⋆l ∈ [−∞,∞), and
Ex[|h
(l)(Xer )|] <∞, f
(l)(x) = Ex[h
(l)(Xer )], ∀x ∈ R.
Moreover, a recursion equation hold: for any l = 1, 2, . . .,
h(l+1)(x) = h(x) + e−rδE[h(l)(x+Xδ)1{x+Xδ>x⋆l }], ∀x ∈ R.
Proof. We apply mathematical induction to prove the claim. To that end, we assume that, for some positive
integer k, f (l)(·) ∈ Υer holds for all l = 1, 2, . . . , k. By Theorem 2.1, we know that the value function for the
reward function f (k)(·) is given by
v(k)(x) = Ex[h
(k)(Xer )1{Xer>x⋆k}
] = E[h(k)(x+Xer )1{x+Xer>x⋆k}
], ∀x ∈ R.
Let us denote by Y a random variable that is independent of X·, having the same law as Xer under P. Then
we have
v(k)(x) = E[h(k)(x + Y )1{x+Y >x⋆
k
}], ∀x ∈ R.
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Hence, by (35) we have
f (k+1)(x) = f(x) + e−rδE[v(k)(x +Xδ)]
= E[h(1)(x +Xer )] + E[E[e
−rδh(k)(x+Xδ + Y )1{x+Xδ+Y >x⋆k}|Xδ]]
= E[h(1)(x + Y )] + E[e−rδh(k)(x+Xδ + Y )1{x+Xδ+Y >x⋆k}]
= E[h(k+1)(x+ Y )] = Ex[h
(k+1)(Xer )], (37)
where h(k+1) is defined as in the statement of the proposition. Because both h(1)(·) and h(k)(·) are nonde-
creasing, we know from the definition of h(k+1)(·) that it is also nondecreasing. Moreover, from (37) we also
see the integrability condition of h(k+1)(·) holds.
On the other hand, for any x > x⋆1, we know from h
(k)(·)1{·>x⋆
k
} > 0 that
h(k+1)(x) ≥ h(1)(x) > 0. (38)
This implies that there exists an x⋆k+1 ∈ [−∞, x
⋆
1] such that, h
(k+1)(x) > 0 if and only if x > x⋆k+1.
Finally, we need to prove that f (k+1)(·) is lower semi-continuous, or equivalently, left continuous since
it is nondecreasing. Using Lemma A.3 we know that v(k)(·) is nondecreasing and lower semi-continuous.
Therefore, for any x1 > x2 we have P-a.s that,
v(k)(x1 +Xδ) ≥ lim sup
x2↑x1
v(k)(x2 +Xδ) ≥ lim inf
x2↑x1
v(k)(x2 +Xδ) = v
(k)(x1 +Xδ),
which implies that v(k)(x1 +Xδ) = limx2↑x1 v
(k)(x2 +Xδ) holds P-a.s.
Moreover, by the supermartingale property of value function v(k)(·), we know that nonnegative random
variable v(k)(x1 +Xδ) has a finite expectation. By the dominated convergence theorem, we have
lim
x2↑x1
E[v(k)(x2 +Xδ)] = E[ lim
x2↑x1
v(k)(x2 +Xδ)] = E[v
(k)(x1 +Xδ)].
Thus, E[v(k)(x+Xδ)] is left continuous in x. The left continuity of f
(k+1)(·) now follows from the first line
of (37). This completes the proof.
Proposition 3.2. The sequence {x⋆l }1≤l≤n in Proposition 3.1 is non-increasing in l. The sequence of
functions {h(l)(·)}1≤l≤n in Proposition 3.1 is nondecreasing in l.
Proof. First, from the proof of Proposition 3.1, we already know the claim holds for l = 1, 2. Suppose it
holds for l = 1, 2, . . . , k for some k ≥ 2. In particular,
h(k)(x) ≥ h(k−1)(x), ∀x ∈ R, and x⋆k ≤ x
⋆
k−1.
Then, from
h(k+1)(x) =h(1)(x) + E[e−rδh(k)(x+Xδ)1{x+Xδ>x⋆k}],
h(k)(x) =h(1)(x) + E[e−rδh(k−1)(x+Xδ)1{x+Xδ>x⋆k−1}],
we know that
h(k+1)(x) − h(k)(x)
=e−rδE[h(k)(x+Xδ)1{x+Xδ>x∗k} − h
(k−1)(x+Xδ)1{x+Xδ>x⋆k−1}]
=e−rδ
(
E[(h(k)(x+Xδ)− h
(k−1)(x+Xδ))1{x+Xδ>x∗l−1}] + E[h
(k)(x+Xδ)1{x⋆
k−1≥x+Xδ>x
⋆
k
}]
)
≥e−rδE[(h(k)(x+Xδ)− h
(k−1)(x+Xδ))1{x+Xδ>x∗l−1}] ≥ 0.
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Therefore, we have
x⋆k+1 ≡ sup{x ∈ R : h
(k+1)(x) ≤ 0} ≤ sup{x ∈ R : h(k)(x) ≤ 0} ≡ x⋆k. (39)
This completes the proof.
Remark 3.3. There are easily verifiable sufficient conditions that lead to a strictly decreasing sequence of
thresholds
x⋆1 > x
⋆
2 > . . . .
For example, if X· has unbounded variation and h
(1) is continuous on R, then we are in this case. To see this,
we apply mathematical induction to show that h(l) is continuous over R for all l ≥ 1. On the other hand, by
[21, Theorem 24.10(i)], we know that the random variable Xδ is supported on R. Hence, the first inequality
(38) becomes a strict inequality and in particular, h(2)(x) > h(1)(x) for all x ∈ R. As a consequence, we
know that x⋆2 < x
⋆
1. By the same argument, we see that the sequence {x
⋆
l }l≥1 is strictly decreasing in l.
In conclusion, we obtain the following result.
Theorem 3.1. Assume that the reward function f(·) = f (1)(·) is lower semi-continuous and satisfies Con-
dition (M). Then the recursive optimal stopping problems (34) and (35) are solved by up-crossing strategies
T+x⋆
l
. And these thresholds satisfy
−∞ ≤ x⋆n ≤ x
⋆
n−1 ≤ . . . ≤ x
⋆
1 <∞.
Finally, we give an example of swing options under general Le´vy processes.
Corollary 3.1. Suppose the discount factor rate is a constant r > 0 such that E[eX1 ] < er. For any
K1,K2 > 0, the results in Theorem 3.1 hold if the reward function f
(1)(·) can be written as a convex
combination of ex −K1 and K2 − e−x.
Proof. It suffices to prove that both f1(x) = e
x−K1 and f2(x) = K2− e−x satisfy Condition (M). The claim
for the convex combination αf1(x) + βf2(x) follows from Remark 2.1.
From [18, Theorem 1] we know that f1(x) = Ex[h1(Xer )] for h1(x) = e
x/E[eXer ]−K1, and h1(x) ≷ 0 if
and only if x ≷ log(K1E[e
Xer ]).
Similarly, from [18, Theorem 2] we know that E[e−Xer ] = E[einfs∈[0,er ](−Xs)] > 0. Then it is straight-
forward to verify that f2(x) = Ex[h2(Xer )] for h2(x) = K2 − e
−x/E[e−Xer ], and h2(x) ≷ 0 if and only if
x ≷ log(K2E[e
−Xer ]).
3.2 Cases with random discounting and a running cost
In a recent work [23], the author considered the following type of multiple stopping problem:
sup
τ (1)≤...≤τ (n)
τ (l)∈T
n∑
l=1
Ex[
∫ τ (l)
τ (l−1)
e−rt(−Cl(Xt))dt+ e
−rτ (l)fl(Xτ (l))1{τ (l)<∞}],
where we interpret Cl(·) as the running cost between the (l − 1)-th and the l-th stoppings, and fl(·) as the
reward upon the l-th stopping, and r > 0 as the discounting rate. In particular, it is shown using explicit
19
calculations (and the principle of smooth fit) under the spectrally negative Le´vy model that the optimal
strategies τ (l) are of threshold type.
In this section, we let X· be a general Le´vy process, and use the average problem approach to show that
threshold type strategy is optimal for a related recursive optimal stopping problems. Formally, consider
v(l)(x) = sup
τ∈T
Ex[
∫ τ
0
e−At(−Cl(Xt))dt+ e
−Aτ f (l)(Xτ )1{τ<∞}], l = 1, 2, . . . , n. (40)
with f (l)(x) = fl(x) + v
(l−1)(x), (41)
where C(0)(x) = v(0)(x) ≡ 0 as before, and A· is the CAF random discounting.
Assumption 3.1. For all 1 ≤ l ≤ n, the cost functions Cl(x) satisfy
Ex[
∫ ∞
0
e−At |Cl(Xt)|dt] <∞.
Remark 3.4. The condition in Assumption 3.1 holds when, for example, Cl(·) is uniformly bounded and
Ex[e
−At ] is integrable over t ∈ (0,∞). If X· is spectrally negative and it holds that At ≥ rt, for all t ≥ 0
holds Px-a.s. for some r > 0, then by [12, Corollary 8.9] we have
0 ≤ Ex[
∫ ∞
0
e−At |Cl(Xt)|dt] ≤ Ex[
∫ ∞
0
e−rt|Cl(Xt)|dt] =
∫ ∞
−∞
(
Φ′(r)e−Φ(r)(y−x) −W (r)(x− y)
)
|Cl(y)|dy,
where W (r)(·) is the r-scale function of X· and Φ
′(r) is the derivative of Φ(r) (see Appendix B). Thus,
Assumption 3.1 holds if
∫∞
−∞
(Φ′(r)e−Φ(r)(y−x) −W (r)(x− y))|Cl(y)|dy <∞. More sufficient conditions can
be found in [23].
To apply the average problem approach, we need to recast the problem (40)-(41) to one without the
running cost −Cl(·). To that end, we define for any 1 ≤ l ≤ n that
Cl(x) := Ex[
∫ ∞
0
e−AtCl(Xt)dt].
We also define that C0(x) ≡ 0. It follows that, for any stopping time τ ∈ T , and 1 ≤ l ≤ n such that f (l)(·)
is well defined using (41), we have
Ex[
∫ τ
0
e−At(−Cl(Xt))dt+ e
−Aτ f (l)(Xτ )1{τ<∞}]
=Ex[
∫ ∞
0
e−At(−Cl(Xt))dt− 1{τ<∞}
∫ ∞
τ
e−At(−Cl(Xt))dt+ e
−Aτ f (l)(Xτ )1{τ<∞}]
=Ex[
∫ ∞
0
e−At(−Cl(Xt))dt− e
−AτEXτ [
∫ ∞
0
e−At(−Cl(Xt))dt]1{τ<∞} + e
−Aτ f (l)(Xτ )1{τ<∞}]
=− C l(x) + Ex[e
−Aτ g(l)(Xτ )1{τ<∞}],
where we used the strong Markov property of X· in the second equality, and defined
g(l)(x) := Cl(x) + f
(l)(x). (42)
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It follows that (using (41) and (42))
v(l)(x) =− C l(x) + sup
τ∈T
Ex[e
−Aτ g(l)(Xτ )1{τ<∞}], (43)
g(l+1)(x) =Cl+1(x)− C l(x) + fl+1(x) + sup
τ∈T
Ex[e
−Aτ g(l)(Xτ )1{τ<∞}], (44)
whenever the right hand sides are well defined. By (43) and (44) we obtain the main results of this section.
Proposition 3.3. Under Assumption 3.1, and assume that C l(·)−Cl−1(·)+ fl(·) is continuous and belongs
to Υζ for all 1 ≤ l ≤ n. Then for 1 ≤ l ≤ n, functions g(l)(·) are well defined and belong to Υζ ; moreover,
g(l)(·) satisfies
lim
n→∞
g(l)(Xτn) = g
(l)(Xτ ) on {τ <∞}, (45)
for any stopping time τ ∈ T and a nonincreasing sequence of stopping times (τn)n≥1 such that τn ↓ τ as
n→∞. And there are thresholds {x⋆l }1≤l≤n such that v
(l)(x) + Cl(x) = g
(l)(x) if and only if x ≥ x⋆l . That
is, the threshold type strategy T+x⋆
l
is optimal for problems (40) and (41).
Proof. In light of (42) and Theorem 2.1, the claim for l = 1 is obvious. In particular, the condition in (45)
follows from lower semi-continuity of g(1)(x) = C1(x) + f1(x).
Suppose the claim holds for l = k for some k ≥ 1, then we know that there is h
(k)
g (·) satisfying conditions
in Definition 2.1, and
g(k)(x) = Ex[h
(k)
g (Xζ)], ∀x ∈ R,
and h
(k)
g (x) > 0 if and only if x > x⋆k for some x
⋆
k ∈ [−∞,∞). To obtain a similar representation for
supτ∈T Ex[e
−Aτ g(k)(Xτ )1{τ<∞}], we cannot apply Theorem 2.1 directly (even though we already know that
T+x⋆
k
is optimal), as we don’t know if g(k)(·) is lower semi-continuous (except when k = 1). However, as
discussed in Remark 2.3, the property in (45) of g(k)(·) ensures that the proof of Theorem 2.1 goes through,
so we obtain
Ex[e
−Aτ g(k)(Xτ )1{τ<∞}] = Ex[h
(k)
g (Xζ)1{Xζ>x⋆k}
].
On the other hand, by the assumption, there is h
(k+1)
f (·) satisfying conditions in Definition 2.1, and
Ck+1(x) − Ck(x) + fk+1(x) = Ex[h
(k+1)
f (Xζ)], ∀x ∈ R, (46)
and h
(k+1)
f (x) > 0 if and only if x > x
⋆
k+1 for some x
⋆
k+1 ∈ [−∞,∞). Now from (44), we have
g(k+1)(x) =Ck+1(x) − Ck(x) + fk+1(x) + Ex[h
(k)
g (Xζ)1{Xζ>x⋆k}
]
=Ex[h
(k+1)
f (Xζ) + h
(k)
g (Xζ)1{Xζ>x⋆k}
]
=Ex[h
(k+1)
g (Xζ)], (47)
where
h(k+1)g (x) := h
(k+1)
f (x) + h
(k)
g (x)1{x>x⋆k}. (48)
By Remark 2.1, we know that g(k+1)(·) ∈ Υζ . In particular, there is a unique x⋆k+1 ∈ R such that h
(k+1)
g (x) >
0 if and only if x > x⋆k+1.
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Figure 3: Here we plot the reward function f (l)(·) (in purple, green and gray dashed lines) and the value
function v(l)(·) given in (40) (in blue, red, black solid lines), for l = 3, 2, 1, respectively. Le´vy process used:
a spectrally negative Le´vy process with Laplace exponent: ψ(λ) = 0.18λ+ 0.02λ2 − 0.25( λ
λ+4 ). Parameter:
constant discounting rate r = 0.18 (hence At = 0.18t for all t ≥ 0), reward functions f1(x) ≡ f2(x) ≡ f3(x) ≡
f(x) = 1 − e−x and the common cost function C1(x) ≡ C2(x) ≡ C3(x) ≡ C(x) with C(x) ≡ −0.02 (left) or
C(x) ≡ 0.02 (right). By using Theorem 2.2 with mathematical induction, we know that smooth fit holds at
the pasting points. The black dots stand for the pasting points where optimal exercising occurs. In the left
figure, x⋆ = 0.6207 = x⋆3 = x
⋆
2 < x
⋆
1 = 0.7384; in the right figure, x
⋆
1 = 0.5153, x
⋆
2 = 0.5666, x
⋆
3 = 0.5843 and
x⋆ = 0.6207.
We now prove that g(k+1)(·) satisfies the property in (45). To that end, denote
ĝ(k)(x) := v(k)(x) + Ck(x) = sup
τ∈T
Ex[e
−Aτ g(k)(Xτ )1{τ<∞}].
We already know that (e−At ĝ(k)(Xt))t≥0 is the Snell envelope of right continuous process (e
−Atg(k)(Xt))t≥0
(due to (45)), so it is ca`dla`g (see [10, page 353]). In particular, using Lemma A.1 we have on {τ <∞} that,
lim
n→∞
ĝ(k)(Xτn) = exp(Aτ ) · lim
n→∞
exp(−Aτn) · lim
n→∞
ĝ(k)(Xτn) = exp(Aτ ) · lim
n→∞
exp(−Aτn)ĝ
(k)(Xτn)
= exp(Aτ ) · exp(−Aτ )ĝ(k)(Xτ ) = ĝ(k)(Xτ ), (49)
where the third step is due to the ca`dla`g property. It follows that, on {τ <∞},
lim
n→∞
g(k+1)(Xτn) = lim
n→∞
(
Ck+1(Xτn)− Ck(Xτn) + fk+1(Xτn)
)
+ lim
n→∞
ĝ(k)(Xτn)
=
(
Ck+1(Xτ )− Ck(Xτ ) + fk+1(Xτ )
)
+ ĝ(k)(Xτ ) = g
(k+1)(Xτ ). (50)
By mathematical induction, the claim holds for all l = 1, 2, . . . , n.
Remark 3.5. A special case that can be conveniently checked against conditions in Proposition 3.3 is the
situation when we have identical cost functions and identical reward functions, i.e.
Cl(·) ≡ C1(·), fl(·) ≡ f1(·), ∀l ≥ 2, (51)
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where it is assumed that C1(·)+f1(·), f1(·) are continuous and belong to Υζ . In the case of spectrally negative
Le´vy with constant discounting rate r > 0, we can construct a class of such examples with C1(x) = c · eβx
for c > 0 and 0 ≤ β < Φ(r), and f1(x) ∈ Υer .
Proposition 3.4. Under the condition of Proposition 3.3, for 1 ≤ l ≤ n, let x⋆l be the unique constant in
[−∞,∞) such that
h
(l)
f (x)
{
> 0, x > x⋆l ,
≤ 0, x ≤ x⋆l ,
where h
(l)
f (·) is given in (46) when l = k + 1. Then we have x
⋆
1 = x
⋆
1, and for any k ≥ 2:
(i) if x⋆k < x
⋆
k−1, then x
⋆
k = x
⋆
k;
(ii) if x⋆k ≥ x
⋆
k−1, then x
⋆
k−1 ≤ x
⋆
k ≤ x
⋆
k.
In particular, in the special case that x⋆l ≡ x
⋆ for all 2 ≤ l ≤ n:
1. if x⋆ < x⋆1, then thresholds {x
⋆
l }1≤l≤n satisfy
x⋆ = x⋆n = . . . = x
⋆
2 < x
⋆
1;
2. if x⋆ ≥ x⋆1, then thresholds {x
⋆
l }1≤l≤n satisfy
x⋆1 ≤ x
⋆
2 ≤ . . . ≤ x
⋆
n ≤ x
⋆.
See Figure 3 for a visualization.
Proof. The claim that x⋆1 = x
⋆
1 obviously holds. For k ≥ 2, if x
⋆
k < x
⋆
k−1, then h
(k)
f (x) > 0 and h
(k−1)
g (x) > 0
for all x > x⋆k−1, so by (48) we know that h
(k)
g (x) > 0 for all x > x⋆k−1. This implies that x
⋆
k ≤ x
⋆
k−1. On
the other hand, for all x ≤ x⋆k−1, we have h
(k)
g (x) = h
(k)
f (x), so x
⋆
k = x
⋆
k.
If x⋆k ≥ x
⋆
k−1, then by a similar argument, we know that h
(k)
g (x) > 0 for all x > x
⋆
k, so x
⋆
k ≤ x
⋆
k. On the
other hand, for all x ≤ x⋆k−1, h
(k)
g (x) = h
(k)
f (x) ≤ 0 . So we know that x
⋆
k−1 ≤ x
⋆
k ≤ x
⋆
k.
The results in the special case now follow from mathematical induction.
Remark 3.6. Suppose Eq. (51) holds, and C1(·) + f1(·), f1(·) are continuous and belong to Υζ , then we
have x⋆l ≡ x
⋆ for all 2 ≤ l ≤ n, so we are in the special case of Proposition 3.4. Specifically, we can write
C1(x) + f1(x) = Ex[h1(Xζ)], f1(x) = Ex[h2(Xζ)], ∀x ∈ R,
where h1(·) and h2(·) are nondecreasing functions prescribed in Definition 2.1. Moreover, we can define x⋆1
and x⋆ with
h1(x)
{
> 0, x > x⋆1,
≤ 0, x ≤ x⋆1,
h2(x)
{
> 0, x > x⋆,
≤ 0, x ≤ x⋆.
In this case, Proposition 3.4 gives us a very simple rule for solving the optimal stopping problems (40)-(41),
via the comparison between the optimal threshold for l = 1, x⋆1, and x
⋆:
If x⋆ < x⋆1, then it will be optimal to use the first (n − 1) opportunities all at once upon crossing the
threshold x⋆ from below, and use the last exercising opportunity only when the underlying process crosses x⋆1
from below. The intuition behind this is that the cost component −C1(·) is actually beneficial, in the sense
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that the perpetuity −C1(·) tend to be positive (a constant perpetuity function C1(·) ≡ C1 < 0 will cause x⋆1 to
be larger than x⋆). In this case, one should be slightly patient, and use the last exercising opportunity when
the underlying reaches a higher target x⋆1. See Figure 3(a).
If x⋆ ≥ x⋆1, then it will be optimal to exercise all n opportunities upon crossing x
⋆
n from below. In this
case, the cost component −C1(·) is not beneficial, in the sense that the perpetuity −C1(·) tend to be non-
positive (a constant perpetuity function C1(·) ≡ C1 ≥ 0 will cause x⋆1 to be no larger than x
⋆), so one should
exercise all opportunities as soon as possible. See Figure 3(b).
In both cases, it is always optimal to exercise at least the first (n − 1) opportunities at the same time.
This is because the cost functions are the same, and there is no benefit to make separate, consecutive stops
except possibly the last one.
The same intuition works for the general cases of Proposition 3.4. For example, x⋆k < x
⋆
k−1 means that
the cost to be paid between the (n+1−k)-th and the (n+2−k)-th exercises is beneficial, suggesting separate,
consecutive stops; in contrast, x⋆k ≥ x
⋆
k−1 means that there is no benefit to separately use these two exercising
opportunities.
Corollary 3.2. Assume that the discounting rate is constant r > 0, and the reward functions (fl(·))1≤l≤n
are continuous and belong to Υer , and f1(·) has representation h(·). Suppose that for all 1 ≤ l ≤ n, the cost
functions Cl(x) ≡ C(x) = −L +
∑k
i=1 cie
αix, where L > 0, ci, αi > 0, E[e
αiX1 ] < ∞ and ψ(αi) < r for all
i = 1, 2, . . . , k or C(x) ≡some constant in (−r · h(∞),∞). Then results in Propositions 3.3 and 3.4 hold.
Proof. In this case, we notice that Cl(·)−Cl−1(·)+ fl(·) = fl(·) for 2 ≤ l ≤ n, so we only need to verify that
C(·) + f1(·) ∈ Υer . If C(·) is a constant function bounded in (−r · h(∞),∞), then the conclusion obviously
holds. Otherwise, we calculate C(·) as follows:
C(x) = Ex[
∫ ∞
0
e−rtC(Xt)dt] =−
L
r
+
k∑
i=1
ci
∫ ∞
0
e−rtEx[e
αiXt ]dt
=−
L
r
+
k∑
i=1
cie
αix
∫ ∞
0
e−(r−ψ(αi))tdt
=−
L
r
+
k∑
i=1
ci
r − ψ(αi)
eαix. (52)
One can also see from the above calculation that Assumption 3.1 holds. On the other hand, similar as in
the proof of Corollary 3.1, we have
C(x) = Ex[hc(Xer )] where hc(x) :=
k∑
i=1
ci
r − ψ(αi)
eαix
E[eαiXer ]
−
L
r
.
So the function C(·) + f1(·) ∈ Υer . Thus, results in Propositions 3.3 and 3.4 apply.
AcknowledgementsWe are grateful to the associate editor and anonymous referees who offered helpful
comments that improve this work.
A Proofs
Proof of Lemma 2.1. As z →∞, we know that T+z →∞, Px-a.s. Therefore, if Assumption 2.1 holds, then
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1. if Px(A∞ =∞) = 1, we have
0 ≤ lim
z→∞
Ex[exp(−AT+z )1{T+z <∞}] ≤ limz→∞
Ex[exp(−AT+z )] = Ex[exp(−A∞)] = 0,
where we used the bounded convergence theorem to get the first equality;
2. if P(lim supt→∞Xt <∞) = 1, we know that X∞ is an almost surely finite random variable, so
0 ≤ lim
z→∞
Ex[exp(−AT+z )1{T+z <∞}] ≤ limz→∞
Px(T
+
z <∞) = lim
z→∞
Px(X∞ > z) = 0.
On the other hand, from the additive and nonnegative property of A·, we know that A∞ ≥ AT+z holds on
the event {T+z <∞}. So
0 ≤ Ex[exp(−A∞)1{T+z <∞}] ≤ Ex[exp(−AT+z )1{T+z <∞}].
If (4) holds, then we have
lim
z→∞
Ex[exp(−A∞)1{T+z <∞}] = 0. (53)
To prove Assumption 2.1 holds, we only need to demonstrate that, if P(lim supt→∞Xt < ∞) = 1 fails to
hold, then Px(A∞ =∞) = 1. But by [2, Theorem VI.12], we know that in this case X· is either drifting to∞,
or oscillating, so Px(T
+
z <∞) = 1 for all z > x. This implies that (53) actually reads as Ex[exp(−A∞)] = 0,
so Px(A∞ =∞) = 1.
Proof of Lemma 2.2. Consider the function
z 7→ E[e
−A
T
+
z f(XT+z )1{T+z <∞}] = f(z)P(Xζ > z) = f(z) exp(−
∫ z
0
Λ(y)dy), ∀z > 0.
By the monotonicity of the function as discussed in Remark 2.6, and Assumption 2.2(i), we know that the
limit in (15) exists, and the limit c0 ∈ [0,∞) if x⋆ <∞, and c0 ∈ [0,∞] if x⋆ =∞. To see why c0 = 0 cannot
happen with x⋆ =∞, notice that f ′(x) ≥ Λ(x)f(x) for all x ∈ R in this case, and by Gro¨nwall’s inequality,
we have f(z)e−
∫
z
0
Λ(y)dy ≥ f(x)e−
∫
x
0
Λ(y)dy for all z ≥ x. Choosing an x sufficiently large such that f(x) > 0
implies that the limit c0 ≥ f(x)e
−
∫
x
0
Λ(y)dy > 0.
Proof of Lemma 2.3. Using Corollary 2(i) and equation (11) of [17], we know that, for 0 < ǫ, x < c,
Ex[e
−q
∫ T+c
0 1(−ǫ,ǫ)(Xt)dt1{T+c <∞}] =
eΦ(0)(x+ǫ) + q
∫ ǫ
−ǫW (x− y)H
(q)(y + ǫ)dy
eΦ(0)(c+ǫ) + q
∫ ǫ
−ǫW (c− y)H
(q)(y + ǫ)dy
, (54)
where, for any q ≥ 0, we defined
H(q)(x) = eΦ(0)x + q
∫ x
0
eΦ(0)(x−y)W (q)(y)dy. (55)
To obtain the law of local time LT+c , we use the occupation time density formula:
LT+c = limǫ↓0
1
2ǫ
∫ T+c
0
1(−ǫ,ǫ)(Xt)dt, Px-a.s. on the event {T
+
c <∞}.
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In particular, by letting q = r2ǫ and taking the limit as ǫ ↓ 0 in (54), we will get the result, thanks to the
bounded convergence theorem. However, this limit requires a subtle estimate in order to properly control
the H(q) term in the above integrals. To that end, we recall the estimate of the q-scale functions appeared
in the proof of [12, Lemma 8.3]:
0 ≤W (q)(x) ≤
∑
k≥0
qk
xk
k!
W k+1(x) =W (x)eqxW (x).
The above inequalities imply that, for any y ∈ (−ǫ, ǫ), by 0 < y+ǫ2ǫ < 1 we have
r
2ǫz < r for all z ∈ (0, y+ ǫ),
so
0 ≤ H(
r
2ǫ )(y + ǫ)− eΦ(0)(y+ǫ) ≤
r
2ǫ
∫ y+ǫ
0
eΦ(0)(y+ǫ−z)W (z)erW (z)dz ≤ re2Φ(0)ǫW (2ǫ)erW (2ǫ).
Hence,
r
2ǫ
∫ ǫ
−ǫ
W (x− y)H(
r
2ǫ )(y + ǫ)dy ≥
r
2ǫ
∫ ǫ
−ǫ
W (x− y)eΦ(0)(y+ǫ)dy → rW (x), as ǫ ↓ 0.
On the other hand,
r
2ǫ
∫ ǫ
−ǫ
W (x− y)H(
r
ǫ
)(y + ǫ)dy ≤
r
2ǫ
∫ ǫ
−ǫ
W (x− y)
(
eΦ(0)(y+ǫ) + re2Φ(0)ǫW (2ǫ)erW (2ǫ)
)
dy
→rW (x)(1 + rW (0)erW (0)) = rW (x), as ǫ ↓ 0,
thanks to the fact that W (0) = 0. The equation (26) now follows from taking the limit as ǫ ↓ 0 in both the
numerator and the denominator of (54).
Lemma A.1. Let (an)n≥1 and (bn)n≥1 be two nonnegative sequences, and (an)n≥1 is bounded and nonde-
creasing. Then
lim inf
n→∞
(anbn) = lim
n→∞
an · lim inf
n→∞
bn.
We omit the proof of Lemma A.1 as it is a standard exercise in real analysis.
Lemma A.2. The process (exp(−At +
∫Xt
0 Λ(y)dy))t≥0 is a local martingale.
Proof. Let us denote Ut = exp(−At+
∫Xt
0
Λ(y)dy). Consider the sequence of stopping times (T+n )n≥1, which
is almost surely increasing and diverging (i.e., T+n →∞, P-a.s.). Then for all t ≥ 0, we have
Ex[Ut∧T+n ] = U0 = e
∫
x
0
Λ(y)dy, ∀n ≤ x;
for any fixed x ∈ R and all n > x, we have
U0 = e
∫
x
0
Λ(y)dy = e
∫
n
0
Λ(y)dy
Ex[e
−A
T
+
n 1{T+n <∞}] = Ex[UT+n 1{T+n <∞}]
= Ex[Ex[UT+n 1{T+n <∞}|Ft∧T+n ]] = Ex[e
−A
t∧T
+
n · e
∫
n
0
Λ(y)dy · EX
t∧T
+
n
[e
−A
T
+
n 1{T+n <∞}]]
= Ex[exp(−At∧T+n +
∫ X
t∧T
+
n
0
Λ(y)dy)] = Ex[Ut∧T+n ], (56)
where the second line follows from the tower property of conditional expectation and the strong Markov
property of X·. Hence (Ut∧T+n )t≥0 is a martingale for all n ≥ 1.
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Lemma A.3. If f(·) is lower semi-continuous and belongs to Υer , then the value function
V (x) = sup
τ∈T
Ex[e
−rτf(Xτ )1{τ<∞}]
is nondecreasing and lower semi-continuous in x.
Proof. Suppose there are a nondecreasing function h(·) such that f(x) = E[h(x + Xer )] and a constant
x⋆ ∈ [−∞,∞) such that h(x) > 0 if and only if x > x⋆. Then by Theorem 2.1, we know that V (x) =
E[h(x+Xer )1{x+Xer>x⋆}
], and V (·) ∈ Υer , which, by Remark 2.2, implies that V (·) is nondecreasing.
Recall that, for nondecreasing functions, the lower semi-continuity is equivalent to the left continuity. In
particular, f(·) is left continuous. To show that V (·) is left continuous, consider any x1 > x2, notice that
the non-negative random variable defined as ∆(x1, x2) = h(x1 +Xer )− h(x2 +Xer ) is decreasing in x2 for
each fixed x1, and satisfies (by Fatou’s lemma)
0 ≤ E[ lim
x2↑x1
∆(x1, x2)] ≤ lim inf
x2↑x1
E[h(x1 +Xer )− h(x2 +Xer )] = lim inf
x2↑x1
(f(x1)− f(x2))
= f(x1)− lim sup
x2↑x1
f(x2) = f(x1)− lim
x2↑x1
f(x2) = 0, (57)
where the last two steps are due to the left continuity of f(·). It follows that the nonnegative random
variable limx2↑x1 ∆(x1, x2) = 0, P-a.s. That is, limx2↑x1 h(x2 + Xer ) = h(x1 + Xer ), P-a.s. which implies
that limx2↑x1 h(x2 +Xer )1{x2+Xer>x⋆} = h(x1 +Xer )1{x1+Xer>x⋆}, P-a.s. On the other hand, because
0 ≤h(x1 +Xer )1{x1+Xer>x⋆} − h(x2 +Xer )1{x2+Xer>x⋆} ≤ h(x1 +Xer )1{x1+Xer>x⋆},
by the dominated convergence theorem, we know that the value function V (x) = E[h(x+Xer )1{x+Xer>x⋆}]
is left continuous at x1, so it is also lower semi-continuous at x1.
B Scale functions of spectrally negative Le´vy processes
Let X· be a spectrally negative Le´vy process, with Laplace exponent ψ(λ) = logE[e
λX1 ], which is well defined
for all real number λ ≥ 0 (see, e.g., [12, page 78]). For q ≥ 0, the q-scale function of the process X· is the
unique function supported on [0,∞), defined via the Laplace transform∫ ∞
0
e−λyW (q)(y)dy =
1
ψ(λ)− q
, for λ > Φ(q), (58)
and Φ : [0,∞) → [0,∞) is defined by Φ(q) = sup{λ ≥ 0 : ψ(λ) = q} such that ψ(Φ(q)) = q, q ≥ 0. It is
well-known that W (q)(·) is strictly increasing on [0,∞), and is continuously differentiable over (0,∞) if the
jump measure of X· has no atoms. Suppose ψ
′(Φ(q)) > 0, i.e., q > 0 or q = 0 and ψ′(0) > 0, then as x→∞,
we have
e−Φ(q)xW (q)(x)→ 1/ψ′(Φ(q)). (59)
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Moreover, W (q)(0) = W (0)(0) = W (0) ≥ 0,7 where the last inequality becomes an equality if and only if X·
has paths of unbounded variation. In case that W (q) is continuously differentiable on (0,∞), we have
W (q)′(0+) =

2
σ2
, if σ > 0
∞, if σ = 0 and Π(−∞, 0) =∞
q +Π(−∞, 0)
γ2
, else
. (60)
In addition, it is known that, (see, e.g., the proof of [12, Lemma 8.2], and [7, Eq. (3.13)]), the mapping
x 7→W (q)′(x)/W (q)(x) is strictly decreasing over (0,∞), with limit
lim
x→∞
W (q)′(x)
W (q)(x)
= Φ(q). (61)
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