Introduction
The purpose of this paper is to deal with the existence of positive periodic solutions for the general functional differential equationṡ
y(t) = −a(t)y(t) + b(t)g(t, y(t − τ (t))) (1.1) where a(t) ∈ C(R, R), ω 0 a(t) dt > 0, b(t) ∈ C(R, (0, ∞)), τ (t) ∈ C(R, R), g ∈ C(R × [0, ∞), [0, ∞)), and a(t), b(t), τ (t), g(t, y) are all ω-periodic functions. ω > 0 is a constant.
It is well known that the functional differential equation (1.1) includes many mathematical ecological equations.
For example, the Hematopoiesis model [2, 4] 
y(t) = −a(t)y(t) + b(t)e −β(t)y(t−τ (t))
; (1.2) more general the model of blood cell production [2, 7, 9] y(t) = −a(t)y(t) + b(t) 1 1 + y(t − τ (t)) n , n > 0, (1.3)
y(t) = −a(t)y(t) + b(t) y(t − τ (t)) 1 + y(t − τ (t)
) n , n > 0; (1.4) and the more general Nicholson's blowflies model [2, 5, 6, 8] 
y(t) = −a(t)y(t) + b(t)y(t − τ (t))e −β(t)y(t−τ (t))
.
The function a(t) is not necessarily positive. Since the environment fluctuates randomly, in bad conditions a(t) may be negative.
To the knowledge of the authors, there are very few works on the existence of positive periodic solutions for Equation (1.1), or even for (1.2)-(1.5). The systems (1.2), (1.3) and (1.5) have been investigated in [4, 5, 7] . The estimates of solutions have been obtained, and they show that the solutions are uniformly bounded and uniformly-ultimately bounded. A group of conditions to guarantee the existence of positive ω-periodic solutions for Equations (1.2), (1.3) and (1.5) have been obtained by applying the Yoshizawa theorem [10] . In all these papers, a(t) is positive.
In this short paper, we apply a new method (the Krasnoselskii fixed point theorem [1, 3] ) to establish a group of conditions to guarantee that (1.1) has to have positive periodic solutions. The conditions can be checked easily.
Existence of positive periodic solutions
Let X be a real Banach space, and K a closed, non-empty subset of X. K is a cone provided:
Suppose that: 
In view of the examples (1.4) and (1.5), we have THEOREM 2.2. Assume that (P 1 ) holds and
Then Equation (1.1) has at least one ω-periodic positive solution, provided the following condition holds:
The proofs of Theorems 2.1 and 2.2 will be based on an application of the following fixed point theorem due to Krasnoselskii. 
Then has a fixed point in K ∩ (¯ 2 \ 1 ).
Proof of Theorem 2.1
First of all, we point out that to find a ω-periodic solution of Equation (1.1) is equivalent to finding a ω-periodic solution of the integral equation
where
Then X with the norm · is a Banach space. Define a operator on X as follows,
where is defined by
for y ∈ X. Clearly, is a completely continuous operator on X.
Let K = {y ∈ X : y(t) ≥ 0 and y(t) ≥ σ y } where 0 < σ = A/B < 1, and
Proof. For any y ∈ K, we have
So we have ( y)(t) ≥
i.e. y ∈ K. This completes the proof of Lemma 2.3. ✷
We prove the conclusion under the assumptions (P 1 ) and (P 2 ).
Thus, if y ∈ K with y = R 1 , then y(t) ≥ σ R 1 . It follows from (2.5) and (2.6) that we have for u > N. Let
Then for y ∈ K with y = R 2 , we have
b(s)g(s, y(s − τ (s))) ds = B y(s−τ (s))≤N b(s)g(s, y(s − τ (s))) ds + B y(s−τ (s))>N b(s)g(s, y(s − τ (s))) ds
This implies that y < y for y ∈ K ∩ ∂ 2 , where 2 := {y ∈ X : y < R 2 }. Therefore, by Theorem A, it follows that has a fixed point y ∈ K ∩ (¯ 2 \ 1 ). Furthermore, R 1 ≤ y ≤ R 2 and y(t) ≥ σ R 1 > 0, which means that y(t) is a ω-periodic positive solution of (1.1). This completes the proof Theorem 2.1. ✷
Proof of Theorem 2.2
Put Here G(t, s) and σ are defined in Section 2.1. We consider the modified equation of (1.1):
Similar to as in Section 2.1, we point out that to find a ω-periodic solution of Equation (2.12) is equivalent to finding a ω-periodic solution of the integral equation
Let y(t) be a positive ω-periodic solution of Equation (2.12), then
From these we have
This means that each positive ω-periodic solution of Equation (2.12) is a positive ω-periodic solution of Equation (1.1).
Proof. Assume that there is a point t 0 ∈ [0, ω] such that y(t 0 ) < θ. It follows from (2.14) that we have
Then by (P 3 ) and (2.9)-(2.11), we obtain
On the other hand, since lim u↑∞ max t ∈[0,ω] (g * (t, u)/u) = lim u↑∞ max t ∈[0,ω] (g(t, u)/u) = 0, similar to as in Section 2.1, there exists a R 2 > ε 0 such y < y for y ∈ K ∩ ∂ 2 , where 2 := {y ∈ X : y < R 2 }.
Therefore, by Theorem A, it follows that has a fixed point y ∈ K ∩ (¯ 2 \ 1 ). Furthermore, θ ≤ y ≤ R 2 and y(t) ≥ σθ > 0, which means that y(t) is a ω-periodic positive solution of (2.12). Then by Lemma 2.4, this means that y(t) is also a positive ω-periodic solution of Equation (1.1) This completes the proof of Theorem 2.2. ✷ Remark 1. In a similar way as in this paper, we can deal with the existence of positive periodic solutions for the general Volterra integro-differential equationṡ
Examples
In this section, we apply the main results obtained in the previous section to study some examples which have some biological background.
From Theorem 2.1, we have the following. COROLLARY 3.1. Assume that:
and β(t) are all ω-periodic functions. ω > 0 is a constant. Then Equation (1.2) has at least one ω-periodic positive solutions. 
Then Equation (1.4) has at least one ω-periodic positive solution. 
a(t).
We improve their results.
