This paper studies vector space interference alignment for the three-user MIMO interference channel with no time or frequency diversity. The main result is a characterization of the feasibility of interference alignment in the symmetric case where all transmitters have M antennas and all receivers have N antennas. If N ≥ M and all users desire d transmit dimensions, then alignment is feasible if and only if (2r + 1)d ≤ max(rN, (r + 1)M ) for all nonnegative integers r. The analogous result holds with M and N switched if M ≥ N .
I. INTRODUCTION
When designing a wireless communication system, the engineer must work within certain system constraints to meet the desired performance. System parameters typically include maximum transmit power, available communication bandwidth, time and frequency diversity, and number of transmit and receive antennas. While it can be argued that these parameters are inherently flexible, in deciding whether to increase the transmit power, for example, the potential benefit must be carefully weighed against the significant cost. Similarly, time and frequency diversity are fundamentally limited as a function of communication duration and bandwidth, and antenna elements add expense and physical volume to a device. This paper focuses on interference-limited communication, and studies the case of K mutually interfering links. It was shown in [2] that up to 1/2 degrees-of-freedom per user are achievable assuming an unbounded time or frequency diversity. However, real systems have only finite channel diversity, which raises the question of what system performance is possible with a given fixed-finite-amount of diversity. This problem was addressed in the case of time and frequency diversity for 3-user channels in [1] . Here we consider the problem of determining system performance with spatial diversity due to multiple antennas at transmitters and receivers (MIMO), but no time or frequency diversity (i.e. flat-fading and no time-variation). Finding the maximum degrees-of-freedom available is equivalent to the problem of determining, for a fixed number of degrees-offreedom per user, the values of M and N which support this desired performance. Specifically, given a requirement of d degrees-of-freedom per user, we obtain the following necessary and sufficient condition on N, M, d for there to exist a valid linear encoding and decoding strategy (as defined in Subsection I-D).
Theorem 1 (Symmetric degrees-of-freedom). Consider the three-user Gaussian MIMO interference channel with no time or frequency diversity. Fix the number of desired
Im(H [12] ) Im(H [13] ) Fig. 2 . Sub-region 1: The figure indicates that no alignment is possible when 2M ≤ N . Since the three subspaces V 1 , H [12] U 2 , H [13] U 3 are each of dimension d, complementary, and lie in C N at receiver 1, we obtain the constraint 3d ≤ N . (1)
A. Explanation of result
Before providing rigorous arguments, in this subsection we describe the geometry underlying the problem (relevant definitions are provided in subsequent sections).
A given vector u i in the signal space of transmitter i is said to initiate an alignment path of length r + 1 if there exists a sequence of vectors
Here channel indices are interpreted modulo 3. For example, a vector u 2 at transmitter 2 initiating an alignment path of length 3 means that there exist vectors u 3 and u 1 such that H [12] u 2 = H [13] u 3 and H [23] u 3 = H [21] 
The feasible region of Figure 1 is divided up into subregions labeled with the maximum length of an alignment path; this number depends on M and N through the incidence geometry of the images of the channel matrices. We begin by examining sub-region 1, and we then look at how things generalize to the other sub-regions.
The point of departure is the obvious constraint d ≤ M in order to have a d-dimensional subspace of an M dimensional vector space. Now, assuming M ≥ d, suppose 2M ≤ N , so (M, N ) lies in sub-region 1 of Figure 1 . At receiver one, the images Im(H [12] ) and Im(H [13] ) of the channels from transmitters two and three are in general position and therefore their intersection has dimension [2M − N ] + = 0; in other words, alignment is impossible in sub-region 1. Figure 2 shows pictorially that because alignment is not possible here, we have the constraint 3d ≤ N . Mathematically, we see that alignment is not possible because the map from C 2M to C N given by the matrix H [12] H [13] is injective.
Moving onward to sub-region 2, we have 2M > N and thus alignment is possible. This means that alignment paths of length 2 are possible ( Fig 3) , with up to 2M − N interference dimensions overlapping at each receiver. Noting that the interference space H [12] U 2 + H [13] 
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Im(H [21] ) one occupies at least 2d − (2M − N ) dimensions, we have the constraint 3d ≤ 2M . However, because 3M ≤ 2N , no vector at (say) transmitter three can be simultaneously aligned at both receivers one and two, as indicated in Figure 4 . It is useful to change perspective somewhat, to that of a combined receiver one and two. One may check directly that (as a special case of Lemma 2), the map H [12] H [13] H [23] H [21] (2) from the three transmitters to C 2N is injective; analogously to the case in sub-region 1, this can be interpreted to mean that no alignment is possible in the combined receive space C 2N (see Fig. 5 ). Thus, five complementary d-dimensional subspaces lie in C 2N and we obtain the constraint 5d ≤ 2N . The basic rule-of-thumb is to create alignment paths of maximum length. Thus, in sub-region 2, where alignment is possible, the achievable strategy aligns as many vectors as possible and the remaining ones (if d > 2(2M − N )) are not aligned.
Both the necessary conditions and achievability arguments extend in a natural way. On the achievability end, alignment paths of maximum length are used. For example, in subregion 4, alignment paths of length four are used ( Fig 6) .
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Tx3 For the converse, a generalization of the matrix in (2) is shown to be full-rank in Lemma 2, giving the constraints in (1).
B. Related work
The problem we consider, of maximizing degrees-offreedom using linear strategies for the K-user MIMO IC with finite number of transmit and receive antennas, has received significant attention in the last several years. Jafar and Fakhereddin [3] determined the degrees of freedom of the two-user MIMO IC with an arbitrary number of antennas at each of the four terminals. Cadambe and Jafar [2] considered the problem for K = 3 users and N = 2 antennas, and showed that 3/2 dof was achievable. For more than 3 users or N > 2 they assumed an infinite number of parallel channels and applied their main K/2 result. Gomadam et al. [4] , [5] , posed the problem of determining feasibility of linear alignment in the constant channel setting, but left the problem unanswered and proposed a heuristic iterative numerical algorithm.
Also at the heuristic level, Yetis et al. [6] proposed to determine feasibility of alignment by counting the number of equations and comparing to the number of variables. This approach was carried out rigorously to show a necessary and sufficient condition in [7] for the symmetric square case of N = M transmit antennas at all K transmitters and receivers and by Razaviyayn et al. [8] for the case that the number of transmit dimensions d divides both the number of transmitters and number of receivers. Works other than [6] to heuristically count dimensions for related problems include [9] and [10] .
Almost all other work on linear alignment for the MIMO IC has focused on various heuristic algorithms, mainly iterative in nature (see [5] , [11] , [12] , [13] , and [14] ). Some have proofs of convergence, but performance guarantees are not available.
We emphasize that in this paper we restrict attention to vector space interference alignment, where the effect of finite channel diversity can be observed. Interfering signals can also be aligned on the signal scale using lattice codes (first proposed in [15] , see also [16] , [17] , [18] ), however the understanding of this type of alignment is currently at the stage corresponding to infinite parallel channels in the vector space setting. In other words, essentially "perfect" alignment is possible due to the infinite channel precision available at infinite signal-to-noise ratios.
Ghasemi et al. [19] apply alignment on the signal scale to the K-user M × N MIMO IC. The converse arguments in that paper are obtained by forming a two-user interference channel with two users transmitting and decoding jointly; thus they obtain the inequality 3d ≤ max(N, 2M ) corresponding to r = 1 in (1) of the present paper.
Finally, in exactly the same setting as the present paper, Amir et al. [20] have independently proposed a similar achievable strategy for critical M, N satisfying both (1) and M + N = 4d. [20] is limited to critical values of M, N and contains no converse arguments beyond the equation counting bound of [7] and [8] .
C. Interference channel model
The K-user interference channel has K transmitters and K receivers, with transmitter i having M i antennas and receiver i having N i antennas. For i = 1, . . . , K, receiver i wishes to obtain a message from the corresponding transmitter i. The remaining signals from transmitters j = i are undesired interference. The channel is assumed to be constant over time, and at each time-step the input-output relationship is given by
Here for each user i we have x i ∈ C Mi and y i , z i ∈ C Ni , with x i the transmitted signal, y i the received signal, and z i ∼ CN (0, I Ni ) is additive isotropic white Gaussian noise. The channel matrices are given by H [ij] ∈ C Ni×Mj for 1 ≤ i, j ≤ K, with each entry assumed to be independent and with a continuous distribution. We note that this last assumption on independence can be weakened significantly to a basic non-degeneracy condition but we will not pursue this here. For our purposes this means the channel matrices are generic. Each user has an average power constraint,
D. Vector space strategies and degrees-of-freedom
We restrict the class of coding strategies to vector space strategies. In this context degrees-of-freedom (dof) has a simple interpretation as the dimensions of the transmit subspaces, described in the next paragraph. However, we note that one can more generally define the degrees-of-freedom region in terms of an appropriate high transmit-power limit P → ∞ of the Shannon capacity region C(P ) normalized by log P ([2] , [21] ). In that general framework, it is wellknown and easy to show that vector space strategies give a concrete non-optimal achievable strategy with rates
Here d i is the dimension of transmitter i's subspace and P is the transmit power.
The transmitters encode their data using vector space precoding. Suppose transmitter j wishes to transmit a vector x j ∈ C dj of d j data symbols. These data symbols are modulated on the subspace U j ⊆ C Mj of dimension d j , giving the input signal x j =Ũ jxj , whereŨ j is a M j ×d j matrix whose column span is U j . The signal x j is received by receiver i through the channel as H [ij] U jxj The dimension of the transmit space, d j , determines the number of data streams, or degrees-of-freedom, available to transmitter j. With this restriction of strategies, the output is given by
The desired signal space at receiver i is thus H [ii] U i , while the interference space is given by j =i H [ij] U j , i.e. the span of the undesired subspaces as observed by receiver i.
In the regime of asymptotically high transmit powers, in order that decoding can be accomplished we impose the constraint at each receiver i that the desired signal space
and
Here [4] for some brief remarks). Hence we focus on condition (5) . The goal is to maximize degrees of freedom, i.e. choose subspaces U 1 , . . . , U K , V 1 , . . . ,
To this end, it is sufficient to answer the following feasibility question: given number of users K, number of antennas M 1 , . . . , M K , N 1 , . . . , N K , and desired transmit subspace dimensions d 1 , . . . , d K , does there exist a choice of subspaces U 1 , . . . , U K and V 1 , . . . ,
For the rest of the paper, we fix K = 3, and we introduce two notational conveniences for this case. First, we interpret the indices modulo three, so that H [12] = H [42] and so on. Second, since the indices can always be chosen to differ by exactly one, we will adopt the shorthand H [i,+] and H [i,−] for H [i,i+1] and H [i,i−1] respectively.
II. PROOF OF CONVERSE
We begin with a key lemma.
H [12] H [13] H [23] H [21] H [31] H [32] . . .
where the indices are interpreted as described above. For generic channel matrices H [ij] , the matrix A r has full rank.
Proof: In order to prove that A r has full rank for generic channel matrices, it is sufficient to prove that it does for one particular set of matrices. We specialize to the matrices where I M denotes the M × M identity matrix and the 0 denotes a block of 0s of size (N − M ) × M . We will prove that, with these specializations, A n has full rank by simultaneous induction on r, N , and M . If r = 0, then A r is a 0 × M matrix, which trivially has full rank. If N ≥ 2M , then every row vector is a unit vector and all such unit vectors appear in some row, so the matrix has full rank. Now we suppose that N < 2M . We permute the rows and columns of A n as follows. We extract the first block of N rows, followed by the last N − M rows of each of the subsequent r − 1 blocks. We put these rows last, after the remaining rows, each in their induced order. Similarly, we take the first block of M columns, followed by the last N − M columns of each of the other r column blocks, and place these to the right of all the other columns. This creates a square matrix of size M + r(N − M ) in the lower right, and we will prove that this submatrix is the identity.
If we divide B and C into blocks by separating off the last N −M rows and columns of each, then using our assumption that N − M < M , we get
Therefore, the rearranged matrix has the form 
We Proof: We fix the value of r ≥ 0, and omit dependence on r whenever convenient. Define the product of transmit spaces U = U 2 × U 3 × · · · × U r+2 ⊂ (C M ) r+1 , where as usual indices are interpreted modulo 3, and similarly let V = V 1 × . . . V r ⊂ (C N ) r . Note that each U i and V i has dimension d, so U and V have dimensions (r + 1)d and rd respectively.
First, suppose that rN ≥ (r + 1)M . Then Lemma 2 implies that the linear map A r : (C M ) r+1 → (C N ) r is injective. By the orthogonality condition (5), we obtain V ⊥ A r U, and thus rd + (r + 1)d = dim V + dim(A r U) ≤ dim(C N ) r = rN .
On the other hand, if (r + 1)M ≥ rN , the Hermitian transpose A r * is an injective linear map A r * : (C N ) r → (C M ) r+1 . Again, the orthogonality conditions (5) imply that A r * V ⊥ U so (2r+1)d ≤ (r+1)M . This proves the lemma.
Note that when r = 0 Proposition 3 reduces to the obvious constraint d ≤ M in order to have a d-dimensional subspace of an M -dimensional vector space. In fact, the proposition and its proof can be considered generalizations of this observation, with the inequality arising from the fact that the vector spaces V + A r U or A r * V + U must be contained in (C N ) r and (C M ) r respectively.
III. PROOF OF ACHIEVABILITY
Theorem 5 (Achievability). Fix any M, N, and d satisfying (1). Then alignment is feasible, i.e. there exists a choice of subspaces
Proof: The proof for the critical points satisfying N + M = 4d is given as part of Proposition 6 below. The more general argument is similar, but tedious, and deferred to the appendix. Proof: The necessity follows by some manipulations of Proposition 3. If N = M and d/(2d − M ) is not an integer, then we set r to be the nearest integer to M/(N −M ), which is well-defined because of the equality:
where e has absolute value strictly less than one half. Now, we get
Which of the latter two is larger will depend on the sign of e. Assuming that e is positive, we can substitute and clear denominators to get that (2r + 1)d ≤ max{rN, (r + 1)M } is equivalent to
which will be false because e is less than one half. The case when e is negative works similarly. Now suppose that 2d − M is positive and evenly divides d. We set r = d/(2d − M ) − 1, from which it follows that M = d(2r + 1)/(r + 1) and N = d(2r + 3)/(r + 1). For any integer i, we define shifted versions of the block matrix from (7):
By Lemma 2, for generic channel matrices, A i r has full rank. Therefore, its kernel is a vector space of dimension (r + 1)M − rN = d/(r + 1), and we denote this vector space by W i . For i + 1 ≤ j ≤ i + r + 1, define W i,j to be the projection of W i onto the (j − i)th block of coordinates. We claim that
constitutes a feasible strategy for interference alignment. Before rigorously justifying this, we first do a naive dimension count to verify that
Any element of W i consists of r + 1 vectors x i,j ∈ C M for i + 1 ≤ j ≤ i + r + 1, and these vectors satisfy
First, since the channel matrices are injective, the only way for a subvector x i,j to be zero is for the whole vector to be zero, and thus each projection W i,j has the full dimension d/(r + 1). Second, these equations explain the apparent asymmetry in the definition of V j , which can equivalently be defined as the complement of the sum over all applications of H [j,−] and H [j,+] to appropriate vector spaces W * , but such vector spaces coincide. Indeed, this is the essence of the construction. From this observation, it follows that that H [j,+] U j+1 and H [j,−] U j−1 are orthogonal to V j , which is what is required to be feasible.
The only thing remaining to be checked is that U j and V j actually have the expected dimensions. This is verified in Lemma 7 below.
Finally, we suppose that M = N = 2d. The channel matrices are square, and thus, generically, they are invertible, so we can define B = H [1, 2] (H [3, 2] ) −1 H [3, 1] (H [2, 1] ) −1 H [2, 3] (H [1, 3] ) −1 .
Again, generically, this matrix will have 2d distinct eigenvectors, and we choose V 1 to be the span of any d of them. Then we set
These form a feasible strategy. Note that our constructions imply that the alignment solution is unique when 2d − M divides d, but there exist Proof: We first show that U 1 has dimension d; by symmetry of the construction, the dimensions of U 2 and U 3 will also be d.
The subspace U 1 = 0 i=−r W i,1 is the sum of r + 1 subspaces W i,j , which we claim are independent; suppose to the contrary, that there is some set of linearly dependent vectors w i1 , w i2 , . . . , w is , with
Let s be the minimum such value, with all sets of subspaces W i1,j , W i2,j , . . . , W is−1,j for j = 1, 2, 3 being complementary. Now, by the definition of the subspaces W i,j , for each vector w i there is a sequence u We observe that a sequence of vectors of total length q + i s = r + 1 + (i s − i s−1 ) > r + 1 has been constructed, none of which are zero. Stacking the first r + 2 of these vectors produces a nonzero element in the kernel of A is r+1 . However, A is r+1 is full-rank by Lemma 2; the dimension of the kernel is (r + 2)M − (r + 1)N
the kernel is trivial. This is the desired contradiction. We now check that V 1 has dimension d, and again by symmetry, the dimensions of V 2 and V 3 will also be d. Note that if V 1 had dimension greater than d, we could choose a d-dimensional subspace and this would still satisfy the alignment equations (5) . But V 1 is the orthogonal complement of the sum of r + 2 subspaces W i,j of dimension d/(r + 1), so by subadditivity of dimension, we have the lower bound on dimension dim V 1 ≥ N − (r + 2) dim W i,j = d.
IV. EQUATION COUNTING
One requirement for feasibility of interference alignment is that the number of parameters defining the set of strategies must be at least the number of the constraints imposed by the decoding conditions. In [7] and [8] , this argument is carried out to obtain necessary conditions on the feasibility of interference alignment, which in the setting of Theorem 1 reduces to the constraint 4d ≤ M + N .
This constraint is strictly implied by the constraints (1) (see Fig. 1 ).
Let us briefly recall the calculation leading to the inequality 4d ≤ M + N . The strategy space consists of a dimension d subspace at each transmitter and receiver, i.e. a point in the product of Grassmannians G(d, M ) 3 × G(d, N ) 3 . This is an algebraic variety of dimension 3d(M −d)+3d(N −d), while the orthogonality conditions (5) can be seen to impose 6d 2 constraints. Comparing number of variables to number of constraints gives the inequality.
APPENDIX: PROOF OF THEOREM 5
Here we prove Theorem 5 showing achievability for M, N, d satisfying (1). Let r be the (unique) integer such that rN < (r + 1)M and (r + 1)N ≥ (r + 2)M .
Note that this implies, from equation 1, that (2r + 3)d ≤ (r + 1)N
and (2r + 1)d ≤ (r + 1)M .
We prove achievability by examining two cases: 1) d ≤ (r + 1)[(r + 1)M − rN ] and 2) d > (r + 1)[(r + 1)M − rN ]. Suppose case 1 holds, which means that most of the signal space can be obtained from alignment paths of length r + 1 (up to integer rounding). Consider A i r as in the proof of Proposition 6, and let W i be a dimension d r+1 subspace in the kernel of A i r . Let d := d−(r +1) d r+1 , and let w i be a general line (1-dimensional subspace) in the kernel of A i d −1 . The spaces w 1 , w 2 , w 3 are required to accommodate the remainder from dividing d by r + 1, and together contribute d dimensions to each signal space U j . We put If e 1 is one then e 2 is strictly positive, so the fact that dim V j is an integer implies dim V j ≥ d.
