The paper studies the continuous-time dynamics of VIX with stochastic volatility and jumps in VIX and volatility. Built on the general parametric affine model with stochastic volatility and jump in logarithm of VIX, we derive a linear relation between the stochastic volatility factor and VVIX index. We detect the existence of co-jump of VIX and VVIX and put forward a double-jump stochastic volatility model for VIX through its joint property with VVIX. With VVIX index as a proxy for the stochastic volatility, we use MCMC method to estimate the dynamics of VIX. Comparing nested models on VIX, we show the jump in VIX and the volatility factor is statistically significant. The jump intensity is also statedependent. We analyze the impact of jump factor on the VIX dynamics.
Introduction
Modelling VIX index and its derivatives has been a hot topic among researchers. As a measure for market's expectation of 30-day implied volatility of S&P500 index, VIX provides rich information for the prediction of market's future trend. It can be seen as a compression of information involved in S&P500 options. Usually, the VIX and S&P500 index have an empirical negative correlation relationship, so VIX index is often referred to as the fear index or the fear gauge. For more about VIX, see e.g. Carr and Wu (2005) .
Out of its importance, much attention has been focused on modelling the dynamics of VIX directly. Earlier work tries using geometric Brownian motion, square root diffusion or log-normal Ornstein-Uhlenbeck (OU) diffusion to model VIX. Jumps in VIX are also added by some authors. Recently, a novel parameterized stochastic volatility model for VIX is put forward by Mencia and Sentana (2013) and Kaeck and Alexander (2013) . They specify a new process to model the volatility of VIX which may be correlated with VIX and show its empirical advantage over the other traditional models. Both of them also point out that the appearance of this stochastic volatility reduces the impact of jump on VIX. However, the model specification of this novel stochastic volatility diverges between them. Mencia and Sentana (2013) adopt a pure-jump OU process out of the analytical treatability while Kaeck and Alexander (2013) characterize the volatility as a square root diffusion which takes the correlation of the volatility and VIX into account. How to specify and estimate this volatility factor and further interpret the dynamics of VIX better is still an open problem.
In 2012 CBOE introduces a new volatility index named VVIX into market. Like the role of VIX, VVIX measures the 30-day implied volatility of VIX index. Huang and Shaliastovich (2014) construct the realized volatility of VIX index (i.e. realized volatility of volatility) and show that the VIX index itself is not a good predictor for its realized volatility while VVIX serves as a better candidate. We thus can infer from their empirical conclusion that the VVIX index may provide some extra information about the volatility of VIX beyond the VIX itself.
In this paper we mainly study the dynamics of VIX and especially concentrate on modelling its stochastic volatility under the physical measure via additional information provided from VVIX index. Based on joint behavior of VIX and VVIX we put forward a double-jump stochastic volatility model for logVIX and its volatility. We will show that under a general affine assumption for the logarithm of VIX and its stochastic volatility, the stochastic volatility and VVIX satisfy a linear relationship, then the property of this stochastic volatility follows from VVIX naturally. This relation can be seen as a benchmark to see whether the estimated stochastic volatility factor is accurate enough and also provide the empirical evidence for its model specification. From the historical data of VIX and VVIX, we find both of them are mean-reverting. Furthermore, through a formal test we find there exists evident co-jump between them. Thus we conduct an empirical analysis of the double-jump stochastic volatility model and its nested models using Markov-Chain-Monte-Carlo (MCMC) method with historical data of VIX and VVIX. We provide evidence consistent with jumps in both VIX and the volatility and that jump intensity is stochastic. We demonstrate the superiority of our main model through residual analysis and simulation result.
The structure of this paper is as follows: Section 2 reviews the related literature. Section 3 shows the linear relationship between VVIX index and the stochastic volatility. Section 4 analyzes model specification and sets ip our model. Section 5 gives our empirical method.
Section 6 describes the data of VIX and VVIX that we use in this paper. Section 7 summarizes the estimation results and provide empirical analysis. Section 8 concludes.
Literature review
To build a parameterized stochastic model for VIX, there are usually two different starting points. One is first modelling a multi-factor stochastic volatility process for S&P500 index and then derive a calculating formula for VIX index under this circumstance. For more about multi-factor model setup, see e.g. Duffie et al. (2000) , Gatheral (2008) , Egloff et al. (2010) , Cont and Kokholm (2013) and Papanicolaou and Sircar (2014) . From the model assumption, the final VIX may be a combination of one or more factors (see e.g. Ait-Sahalia et al. (2014) , Song and Xiu (2012) , Luo and Zhang (2012) , Lin and Chang (2009) ). The other method is to model VIX index directly which often has mean-reverting property. In this case, there are usually two ways to deal with the dynamics of VIX: affine and non-affine (see e.g. Mencia and Sentana (2013) , Kaeck and Alexander (2013) , Goard and Mazur (2013) ). In the catalogue of non-affine models, modelling logarithm of VIX directly is most popular and has been proved empirically better than affine assumption of VIX.
Recently, modelling VIX with an additional stochastic volatility calls more attention.
Along the literature, the existence of stochastic volatility in the dynamics of S&P500 has been widely proved and accepted empirically. Similarly, in terms of VIX index, the justification for stochastic volatility is also tested and verified (see e.g. Daigler (2012), Huang and Shaliastovich (2014) ). Various authors has built VIX model with stochastic volatility and found the model with stochastic volatility factor outperforms the others without it.
In Mencia and Sentana (2013) , they make comparison of different models for VIX with VIX, VIX futures and VIX options as the data source. They use extended Kalman filter to estimate stochastic volatility and conclude that modelling logarithm of VIX with stochastic mean and stochastic volatility (named 'CTOUSV' in their paper) is the best among all of the candidate models. In that paper, they first put forward the stochastic volatility of volatility model of VIX and model the volatility factor using pure jump OU process. Kaeck and Alexander (2013) employ VIX data of nearly 20 years to estimate the VIX models with and without stochastic volatility using MCMC method. They model the volatility factor as a square-root diffusion process and prove the stochastic volatility model fits better for the VIX historical data. Barndorff-Nielsen and Veraart (2013) derive probabilistic properties of a class of stochastic volatility of volatility models. From Huang and Shaliastovich (2014) , we conclude that using only VIX index to infer the dynamics of the stochastic volatility factor of VIX is not a good idea. At least some additional data set must be taken into consideration. In terms of estimation, the data source matters. Estimation using various data sources can produce distinct empirical results which show their different information content (see e.g. Bardgett et al. (2013) , Chung et al. (2011) ). In the framework of parameterized SDE model for VIX, employing VIX and its derivatives (futures and options) has been implemented before. However the formulas for VIX options are generally vey complex and usually involve inverse Fourier transform which may increase the calculation burden. Closed-form solutions are thus not easy to obtain for VIX options. In that case, expansions is a good way (see e.g. Li (2013) , Xiu (2014) ). The information from VIX options are in essence equivalent to their implied volatility as other variables like time to maturity and strikes are known. As a volatility index for VIX options, VVIX just serves as the role of the implied volatility of VIX. Using VVIX index to estimate dynamics of VIX is still a vacuum in the literature and we will fill this gap in our paper.
VVIX as a proxy for volatility of VIX

A motivation
In Kaeck and Alexander (2013) , they put forward a stochastic volatility of volatility model for VIX. They assume the logarithm of VIX has a normal jump while its stochastic volatility factor satisfies a square-root diffusion model. Denote by Y (t) the VIX index, we write this model under P ,
where dW P Y (t) , dW P ω (t) = ρdt. N (t) is Poisson process with constant jump intensity λ,
They use VIX data of 20 years as the input to estimate (1) and give the estimated latent stochastic volatility ω (t). A question arises naturally: how to guarantee and measure the accuracy of the estimation of this unobserved spot volatility? Bardgett et al. (2013) find that both of S&P500 options and VIX options contain some information that are unspanned by their counterpart. VIX is a volatility index summarized from S&P500 options while its diffusion part must reflect the implied volatility of VIX options. So employing VIX index as the only input to infer the dynamics of its stochastic volatility is doubted. While VIX options can provide wanted extra information, the computation burden rises quickly and sometimes complicated inverse Fourier transform is needed out of the complex expression of the price of VIX options. However, we will show in the next part that there exists a simple linear relationship between the stochastic volatility factor and the VVIX index which is compiled from a strip of VIX options mentioned above.
Linear relationship between VVIX and volatility of VIX
Following Mencia and Sentana (2013) and Kaeck and Alexander (2013) , in this part we build model on the logarithm of VIX instead of VIX directly. We show that if logVIX mean reverts to a constant central tendency with stochastic volatility and jumps in logVIX and volatility, then there exists a linear relationship between VVIX index and this stochastic volatility factor of the logVIX. This relationship can provide a gauge to see whether a stochastic volatility model for VIX can be reliable. The similar idea of finding a proxy for some unobservable factor can also be found in Ait-Sahalia and Kimmel (2007), Duan and Yeh (2010) and Ait-Sahalia et al. (2014) . In this paper, VIX index is the underlying asset so its dynamics are observed under P measure. As VVIX is compiled from VIX options which is calculated under the pricing measure Q, all of the derivation involving VVIX below will be implemented under Q measure.
Let Y (t) = log V IX (t) and assume that under Q, Y (t) and ω (t) follow a general affine jump diffusion model
where we assume dW Q Y (t) , dW Q ω (t) = ρdt. N (t) is a Poisson process with stochastic jump intensity λ (t) = λ 0 + λ 1 ω (t) at time t for analytical treatability. The jump for VIX and its volatility factor are characterized by
Similar to the idea that regarding VIX square as the expectation of quadratic variation of the logarithm of the S&P500 index under the pricing measure approximately (see, e.g.
Ait-Sahalia et al. (2014)), we set
With simple calculation from (2) we obtain
and
Combine (3), (4) and (5), we finally have
Relationship (6) can be seen as a benchmark for the estimated volatility factor. The dynamics of VVIX can reflect the property of ω (t) more directly than the indirect impact of VIX option. It can provide more intuitive empirical evidence for the model specification
for ω (t) which will be seen in Section 4.
Examination using the benchmark
If we define a suitable set of risk premia specification for this model to guarantee that its Qcounterpart remains the same structure as that under P , then the linear relation in Section 3.2 holds. We want to use VVIX index as a benchmark (let J Q ω = 0, λ 1 = 0) to judge whether the estimation for ω (t) from only VIX index is reliable and reflect the real evolution of the market. As the VVIX data only starts from 2007, so in this part, we use VIX data from Jan 2007 to Sep 2014 to estimate this model again using the same method as Kaeck and Alexander (2013) . We plot the estimated volatility factor ω (t) and VVIX time series of the same period in Figure 2 . The correlation between this posterior volatility and VVIX index is only 0.4193. Although some of the peaks of estimated ω (t) coincide with VVIX, more
inconsistence between them appears. This indicates that when we use VIX index as the only data source to sample latent variable ω (t), it could only provide limited information about the dynamics of its stochastic volatility and the stochastic volatility is unspanned by the VIX in some sense. To obtain more accurate ω (t), the relationship between it and the VVIX index can be utilized.
Model specification and setup 4.1 Model specification
The log-normal Ornstein-Uhlenbeck model is put forward by ?. Ever since, modelling the logarithm of VIX or VIX futures is considered in Psychoyios et al. (2010) and Huskaj and Nossman (2013) . Mencia and Sentana (2013) and Kaeck and Alexander (2013) compare and examine different model specification for VIX dynamics. Both of them conclude that the setup for modelling logVIX as an affine jump process is superior to modelling VIX directly which is consistent among all of the model specifications in more detail. So in our model, we also study the affine property of logVIX.
Since there exists such linear relationship between VVIX and ω (t), the VVIX index can be seen as a proxy for this unobservable variable. The joint modelling of VIX index and its stochastic volatility is thus equivalent to the joint modelling for VIX index and VVIX index.
In this sense, the model should reflect some of their joint property.
Both VIX and VVIX have the mean-reverting property. For VIX, it may mean revert to a constant or stochastic central tendency. In Mencia and Sentana (2013) , they make both assumptions and examine the model performance respectively. As their data source consists of VIX, VIX futures and VIX options, the stochastic central tendency of VIX models performs better. In fact the specification of the central tendency of VIX is mainly characterized by the information from VIX futures while the VIX options play a relatively light role. However, from the derivation in Section 3.2 we know that the expression of VVIX index is irrelevant of the drift part of VIX. In fact, this is consistent with its stochastic volatility role. As our paper mainly concerns about the impact of VVIX data for the estimation, we make a simple assumption that the VIX mean reverts to a constant central tendency. As VVIX has the similar empirical property, we also assume the stochastic volatility of VIX has a constant central tendency.
From historical daily data of VIX and VVIX from Jan 2007 to Nov 2014, we observe that there exists evident co-jump between the two index, no matter positive or negative jump happened. To make a formal test to verify this phenomenon, we adapt the method in Bollerslev et al. (2008) to the lower sampling frequency (see also Gilder (2009) for the practice of this method for daily data). The testing procedure is divided into two steps:
first, we show there exist jumps in both VIX and VVIX and second, the VIX and VVIX have common jumps.
To carry on the first step, we assume a process X (to be VIX or VVIX) is observed in [0, T ] at daily times t = 0, 1, . . . , T and denote the time series by X t , t = 1, 2, . . . , T . The return process r t = X t − X t−1 , t = 1, 2, . . . , T is also defined. We compute the n-day rolling sample estimates of realized volatility,
and bipower variation
The relative contribution measure
follows from (7) and (8) immediately. The tripower quarticity for daily changes is defined by
where µ 4/3 = 2 2/3 Γ 7 6 Γ 1 2 . Finally, the statistic
is constructed using (8), (9) and (10) to test whether a jump occurs at day t. We reject the null hypothesis of no jumps at α% confidence level if |z t | > Φ −1 1−α/2 where Φ is the cumulative normal distribution for a given day t.
To implement the second step, denote the VIX and VVIX by X 1 and X 2 . Assume VIX and VVIX index are observed in [0, T ] at daily times t = 1, 2, . . . , T , the time series are thus X i t , t = 1, 2, . . . , T, i = 1, 2 respectively. Given the return processes r i t = X i t − X i t−1 , t = 1, 2, . . . , T, i = 1, 2, we calculate the contemporaneous correlation
and study the studentized statistic
at time t. We reject the null hypothesis of no common jumps at α% confidence level if |z cp,t | > Φ −1 1−α/2 where Φ is the cumulative normal distribution for a given day t.
Employing the methods given above, we test the jump behavior of VIX and VVIX from January 3, 2007 to November 26, 2014. Given the 5% significant level, 222 days for VIX and 141 days for VVIX out of 1939 days indicate the significant jump for the first step. In the second step, 131 days call for co-jump. Thus the specification for co-jump in VIX and VVIX is justified and this phenomenon provides an important foundation for our model setup.
Basic model
This demonstrates that in addition to the diffusion part, we should assume jump in both Y (t)
and ω (t) and the jumps should be dominated by a single Poisson process. The jump intensity may be constant or state-dependent on the affine factor. In this paper we assume it is affected by ω (t). The assumption for constant or stochastic jump intensity will be examined below.
As both positive and negative jumps appear, we make the normal distribution assumption for the jump size. For logVIX this may be a sensible assumption. While for the square root diffusion plus a jump for ω (t), as jump is a rare event for the historical path, the assumption is also acceptable. For more previous work on jumps in volatility, we refer to Duffie et al. (2000) , Eraker et al. (2003) , Eraker (2004) , Todorov and Tauchen (2011) and Xiu (2014) .
We thus assume that under Q,
We specify the risks of price between Q and P about Brownian motions as
where dW P Y (t) , dW P ω (t) = ρdt and N (t) is a Poisson process with stochastic jump inten-
The jump sizes are characterized by
The parameter set under P is denoted by
which the parameter set under Q is summarized as
We also assume that there exists a pricing error for VVIX from our theoretical model,
and ε ∼ N 0, σ 2 P we need to estimate
We call the general model (13) the SVJJ-S model (stochastic λ). If we let λ 1 = 0, it reduces to the SVJJ-C model (constant λ) model. If we further let J P ω J Q ω = 0, it collapses to the SVJ-C model (constant λ) model. Finally, when there are no jumps, i.e., J y = J ω = 0,
we call it SV model. We want to examine these models using the real market historical data of VIX and VVIX to see: 1, whether adding the jump into VIX and ω (t) can improve the VIX model significantly; 2, whether the jump intensity is constant or stochastic.
Model inference with VIX and VVIX
In this part, we use VIX and VVIX index data from January 3, 2007 to November 26, 2014 to estimate the models. In total we have 1991 daily observations for VIX and VVIX index respectively. We adopt MCMC method as the estimation method. Compared with maximum-likelihood estimation (MLE), generalized method of moments (GMM) and some other methods, MCMC has two advantages that adapts to our aim. First, not only does MCMC estimate the unknown parameters, it can also provide posterior estimated latent variables such as stochastic volatility, jump times and jump sizes. These variables are fundamental and essential for subsequent empirical analysis and model comparison. Second, MCMC is very efficient for implementation. For more details about applications of MCMC method in finance, we refer to Johannes and Polson (2003) , Eraker et al. (2003) and Amengual and Xiu (2012) .
Denote by the parameters set by Θ = (Θ P , Θ M , Θ E ), the latent variables by Z and the observed data by Y = (V IX, V V IX), for some model M we are interested in the joint posterior of parameters and latent variables given data:
We assume the market data are observed daily. Let the time interval ∆ = 1/252 be one day, assume we have T observations Y i∆ , 0 ≤ i ≤ T + 1 for logarithm of VIX. A time discretization of the dynamics (13) with time interval ∆ gives
where y i∆ and ω i∆ are correlated Normal variables with correlation ρ, j y i∆ and j ω i∆ are normal with different parameters.
Denote by Y i∆ = Y i∆ − j y i∆ n i∆ for 2 ≤ i ≤ T + 1 and ω i∆ = ω i∆ − j ω i∆ n i∆ for 2 ≤ i ≤ T , then we transform from (15) to the jump-adjusted processes
In this part, we will apply Y i∆ , 0 ≤ i ≤ T + 1 to estimate latent variables
As the joint posterior distribution p (Θ, Z|M) are not known in closed-form, the MCMC algorithm samples these parameters and latent variables sequentially from posterior conditional distributions as follows:
where g represents the iteration times. In this paper, we sample 5000 times and discard the first 2000 samples.
Estimation Strategy
In this part we consider the sampling method for the latent variables and parameters. We will discuss the corresponding algorithms for the stochastic volatility ω t , the Q-parameters Θ M and the pricing error parameter Θ E . For jump times, jump sizes and parameters in Θ P , the sampling methods are standard and Appendix gives detailed algorithm.
Sampling the stochastic volatility ω t should take the information from both VIX and VVIX into consideration. Utilizing the linear relationship in (14), we use random-walk metropolis method to sample ω t . Let ω (g−1)
where the index (g) represents the iteration times, we specify the full conditional density as
for 2 ≤ i ≤ T − 1. The case for i = 1 and i = T follows similarly. Note that this target density contains information from both VIX and VVIX.
The Q-parameters Θ M are related to the observed VVIX index through (14). We thus use random walk metropolis method to sample these parameters with the target density as
. Assume the prior for σ 2 P is π σ 2 P (σ 2 P ) ∼ InvGam α σ 2 P 1 , α σ 2 P 2 , we then sample σ 2 P using InvGam α *
Model diagnostics and specification tests
Residual analysis
Given the sampled posterior latent variables (spot volatility, jump times and jump sizes) and parameters, we can construct several statistics to test and assess the ability of the model to fit historical data. Recall the discretization of Y (t) during the MCMC estimation
The representation of y i∆ follows immediately and given by
With the estimated variables and parameters at hand we can calculated these residuals immediately. We will compare the Q-Q plot of the residuals of different models. If these residuals follow standard normal distribution approximately, then model performs well for fitting historical VIX index. If there exists big discrepancy between the residuals and standard normal distribution, the corresponding model must have potential for further improvement.
With
where ω i∆ = ω i∆ − j ω i∆ n i∆ for 2 ≤ i ≤ T , and c 0 = α ω ∆, c 1 = 1 − κ P ω ∆. We can calculate the residual for ω (t) similarly
This residual can be used to compare the various model for ω (t).
The jump times of Y (t) and ω (t) can be used to test whether the jump intensity is constant or stochastic. If the posterior sampled jump times are clustered, the constant jump intensity assumption is rejected.
p−value method
We also perform simulation study using the posterior parameters to test different specifications. We first specify some statistics that can reflect the dynamics of VIX and calculate these statistics for the logVIX data. Then for every model, we simulate many trajectories for Y with the same sample size as the VIX data using the estimated parameters from MCMC results. With the simulated trajectory, we calculate the sample statistics and compare them with that obtained from original VIX data. More specifically, we use the following reference statistics • standard deviation Denote these statistics calculated from logVIX data by φ k , k = 1, 2, · · · , 10. Then, for a given model, simulate N trajectories for Y using the estimated parameters from MCMC results. For the nth simulated trajectory Y , 1 ≤ n ≤ N , calculate the statistics above which is denoted by φ (n) k , k = 1, 2, · · · , 10. For every k, 1 ≤ k ≤ 10, calculate
where 1 A is the indicator function. Too high or too low p k , 1 ≤ k ≤ 10 indicates that the given model may distort from the genuine form. For more details about this method, we refer to ?? and Kaeck and Alexander (2013) .
Data
In 1993, CBOE introduced VIX index and it serves as a benchmark for the volatility of the market. In September 22, 2003, the CBOE revised the calculation method of VIX which utilized a wider range of S&P500 options and back-calculated the new VIX to 1990. The well-known generalized formula now for calculating VIX is
which utilizes a strip of OTM S&P500 options prices Q (K i ) and F t is the forward S&P500 index level derived from S&P500 options.
In March 14, 2012, CBOE released a new volatility of volatility index called VVIX. VVIX is a measure of volatility of volatility which represents the expected volatility of the 30-day forward price of the CBOE volatility index. The calculation method of VVIX is similar to VIX, it is calculated from the price of a strip of at-and out-of the money VIX options, i.e.
where O (K i ) is the midpoint of the bid-ask spread for VIX option with strike K i and F t is the forward VIX index level derived from VIX option prices. K 0 is the first strike below the forward index level F t . Using this method, CBOE has also calculated the VVIX index before the release data up to the start of 2007. We plot the historical time series of VIX and VVIX from Jan 2007 to Nov 2014 in Figure 1 . From the picture we can see that the range of VVIX is at a significantly higher level than that of the VIX. Like VIX, VVIX also mean reverts to its historical mean value which is nearly 80. Furthermore, they share some of their peak values, especially during the 2008 financial crisis. Compared with VIX, VVIX is more volatile and when VIX is high, the range of variation of VVIX widens. The statistics of VIX and VVIX from Jan 2007 to Nov 2014 are summarized in Table 1 7 Empirical results
In this section we discuss the estimation result for VIX dynamics among different models.
The parameter estimation for four models are summarized in Table 2 and the simulation results are showed in Table 3 . For all of the candidate models, the estimates of ρ are positive and around 0.52 which is close to the result in Kaeck and Alexander (2013) (ρ = 0.659 for SVJ model in their paper). As the parameter ς V enters into the drift of the VIX, the estimation for θ is relatively low compared to the mean value of logVIX market data during the same period. κ P ω is significantly larger than κ V and this reflects the fact that the volatility of VIX or VVIX is more volatile than VIX itself. Figure 3 gives the estimated volatility process of VIX for four models. As we use VVIX index as a proxy for the volatility, this four processes present similar forms. The correlation between the estimated spot volatility and VVIX of the four models are 0.9781, 0.9782, 0.9822 and 0.9807 respectively. The average posterior volatility for SV and SVJ models is slightly higher compared to the other two models. This can be explained that the addition of jumps in volatility reduces the demand on the volatility process. Figure 4 shows the Q-Q plot of the residuals of VIX calculated by (17) for all of the four models and Figure 5 plot the time series form. From the upper left panel in Figure 4 we find the SV model is misspecified for it requires very large shocks to Brownian motion. This can also be seen from the upper left panel in Figure 5 . Compared to the other three models, the range of the residuals for SV model is significantly larger and there exists many large innovations.
From the two upper panels in Figure 4 we can see the tail of the residuals become slightly thin so SVJ model improves SV model better. Much of the big Brownian shocks can be absorbed into the jump part. The estimated jump size in VIX is reported in the upper left panel in Figure 6 . However, from the simulation results in Table 3 , we find that for both SV and SVJ model, there are one or more statistics whose p-value are out of the [0.05, 0.95] bound. In contrast, in Kaeck and Alexander (2013) , they also test the SV and SVJ model (with normal jump) and demonstrate that all of the p-value are within the [0.05, 0.95] bound.
This shows that the addition of VVIX as the poxy for volatility of VIX help detect the further space of improvement for the stochastic volatility of volatility model for VIX. We also turn to Figure 7 calculated using (18) which compares the residuals of volatility processes among four models. The residuals of SV and SVJ models are evidently larger than SVJJ-C and SVJJ-S model.
Next we come to the SVJJ-C and SVJJ-S models. As mentioned above, the residuals of volatility processes for this two models performs better than SV and SVJ models. This shows the impact of jump on the volatility. Figure 8 describe the estimated daily jump probability for SVJ, SVJJ-C and SVJJ-S models. Evidently, with the jump in volatility added, the jump occurs a bit more frequently. We recall that for SVJ model in which no jump happens in volatility, the jump time are determined mainly by the information of the VIX index. While for SVJJ-C and SVJJ-S models, we sample the jump time using both information or signal from VIX and volatility (VVIX). As we assume that the jumps of VIX and its volatility factor are determined by the same Poisson process, a big jump in volatility may raise the jump probability. This means that not only does the volatility jump, but furthermore it jumps more heavily than VIX. Return to Figure 4 , the bottom panels for SVJJ-C and SVJJ-S performs better than the upper ones, this show that the jump in volatility can also have impact on the dynamics of VIX. The influence channel can be through moments of high order or extreme values which can be seen from Table 3 .
Unlike transient Brownian motion shocks, the influence of jump in volatility is more persistent. After positive or negative jump, the volatility enters a new regime. As the diffusion part of VIX, its effect will last for a period. A simple empirical method for judging the existence of jump in volatility in some day is to compare the fluctuation of a period of VIX data before and after that day. From Figure 8 , we observe that for SVJJ-C model, the jump times are clustered. This is extremely unlikely under the constant jump intensity assumption. We can also see from Table 2 that the estimation of λ 1 in SVJJ-S model is significant above zero. These facts indicate that the SVJJ-S model is superior to SVJJ-C model and depict the dynamics of VIX more accurately. When the stochastic volatility ω (t) enters into a relatively high regime, more jumps happen and affect the dynamics of VIX.
Conclusion
This paper discusses the model specification for stochastic volatility models of VIX from information of VVIX. We construct a volatility proxy of VIX using VVIX index as the benchmark and study its role for improving the model assumption of VIX from empirical observations. Based on the joint behavior of VIX and VVIX we propose a double-jump stochastic volatility model for VIX. We use MCMC method to estimate and compare different nested models using daily data of VIX and VVIX. Based on this, we point out that the jumps in VIX and volatility are essential and statistically significant and analyze the impact of the jumps on VIX dynamics. We show the jump intensity is stochastic and state dependent.
The use of VVIX brings the estimation of some Q-parameters. Compared with richer dataset composed of VIX futures and options, the accuracy of these parameters have potential for further improvement. The corresponding risk premia could be further specified. This will be left for future work.
Appendix: MCMC algorithm for inference
The MCMC sampling methods for parameters under physical measure P , jump times and jump sizes provided here are standard. Our sampling algorithms here borrow from Johannes and Polson (2003) , Kaeck and Alexander (2010) and Amengual and Xiu (2012) . To set up, the jump-adjusted discretization of the processes under P are stated as follows:
Our aim is to estimate P -parameters
and latent variables n i∆ , j y i∆ and j ω i∆ , 2 ≤ i ≤ T + 1.
(λ 0 + λ 1 ω T ∆ ) ∆. We can thus sample n i∆ for i = 2, 3, · · · , T + 1.
• Sample Jump Sizes
When n i∆ = 1, we then sample j ω i∆ using
When n i∆ = 0, the posterior distribution of j y i∆ and j ω i∆ are same with the prior distribution, i.e.,
where the parameters are updated simultaneously.
We thus sample j y i∆ and j ω i∆ for i = 2, 3, · · · , T + 1.
B. Sampling parameters Θ P
Assume the prior for θ is N (µ θ , σ 2 θ ), we sample the posterior using θ ∼ N (
Assume the prior for these parameters are:
Then we sample the posterior using index. The level of the volatility in SV and SVJ models is slightly higher than that in SVJJ-C and SVJJ-S models. "SV" denotes diffusion model with no jumps. "SVJ" introduces jumps in VIX in the SV model with constant jump intensity, "SVJJ-C" adds double jumps in VIX and its volatility in the SV model with constant jump intensity. "SVJJ-S" assumes the jump intensity to be stochastic in the SVJJ-C model. assumes the jump intensity to be stochastic in the SVJJ-C model.
Figure 7: Volatility Residuals
The figures show the estimated jump probability of SVJ, SVJJ-C and SVJJ-S models. "SVJ" introduces jumps in VIX with constant jump intensity and models the volatility using square root diffusion model, "SVJJ-C" introduces double jumps in VIX and its volatility with constant jump intensity. "SVJJ-S" assumes the jump intensity to be stochastic in the SVJJ-C model. 
