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Abstract
The steady-state approximation (hereafter abbreviated as SSA) consists in setting dy/dt = 0,
where y denotes the concentration of a short-lived intermediate subject to first-order decay with a
rate constant k. The sole reason for enforcing SSA is to convert the rate equation for y into an alge-
braic equation. The conditions under which SSA becomes trustworthy are now well understood,
but a firm grasp of the physical content of the approximation requires more maturity than few
teachers, let alone their students, may be expected to possess; furthermore, there is no simple way
to gauge the accuracy of the approximation. The purpose of this note is to demonstrate that a bet-
ter, but equally simple, approximation results if, instead of setting dy/dt to zero, one substitutes
y(t + τ) for y+ τ dy/dt, where τ = 1/k; SSA is a cruder approximation because it neglects the
second term. For systems modelled as damped harmonic oscillators, the “reverse Taylor approx-
imation” can be extended by retaining one more term in the Taylor expansion. The utility of the
approximation (or its extension) is demonstrated by examining the following systems: radioactive
equilibria, Brownian motion, dynamic response of linear first- and second-order systems.
1 Introduction
More than a hundred years have elapsed
since Rutherford introduced the terms
“secular equilibrium” and “transient equilib-
rium” [1, p. 429]. The confusion surrounding
these terms has long been a source of chagrin
and concern to educators [2], and there ap-
peared as late as 2004, a publication bearing
the title “The concepts of transient and sec-
ular equilibrium are incorrectly described in
most textbooks, and incorrectly taught to most
students and residents”; there is still room, in
the present author’s opinion, for another article
with a similar title but the words “transient and
secular equilibrium” replaced by “steady state
approximation”. The purpose of this article is
to discuss these terms in the light of an approx-
imation that surpasses SSA without requiring a
deeper knowledge of calculus; apart from being
transparent, this approach permits a reliable es-
timate of the error caused by its use, and it is the
author’s hope that this note will dispel the fog
that has been preventing clear thinking about
SSA and secular/transient equilibria.
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2 Statement of the new approxi-
mation
We will denote time, the independent variable,
by the symbol t, and will use, when convenient,
the abbreviation D ≡ d/dt. We will begin by
considering differential equations (ODE’s) in-
volving only DY. The symbol Yst will be used
for the result obtained by using SSA.
Let Y denote the quantity to which the new
approximation is to be applied, and let its time
rate of change be described by the ODE (in
which k is independent of t)
dY
dt
= f (t)− kY, (1a)
which can be easily rearranged as
Y+
1
k
dY
dt
=
f (t)
k
(1b)
Upon setting DY = 0 in Eq. (1a), one gets
Yst =
f (t)
k
= τ f (t), (τ = 1/k). (2)
Recalling that Y(t+ τ) can be expanded as a
Taylor series
Y(t+ τ) = Y(t) + τ
dY
dt
+
τ2
2
d2Y
dt2
+ · · · , (3)
we go on to introduce two versions of what will
be called the reverse Taylor approximants:
Y(0)(t+ τ) = Y(t) (4a)
Y(1)(t+ τ) = Y(t) + τ
dY
dt
. (4b)
The zero-order approximant, since it results
from puttingDY = 0, coincides withYst; in con-
trast, the first-order approximant retains DY,
and replaces the left-hand side of Eq. (1b) by
Y(1)(t+ τ), which gives
Y(1)(t+ τ) = τ f (t). (5a)
Whence follows the result
Y(1)(t) = τ f (t− τ). (5b)
2.1 Range of validity and accuracy
The first-order reverse Taylor approximant (for
short, RTA-1) does not contain Y0, the initial
value of Y, which may have any finite value
(Y0 ≥ 0). Since Eq. (1a) is linear, we know that
its solution must contain a term Y0 exp(−kt),
and this term will not be negligible unless we
confine attention to times which are longer than
a few lifetimes of the labile species (and we will
take few to mean five). We conclude therefore
that TA-1 is inapplicable at early times (t ≤ 5τ).
The accuracy of the approximation is deter-
mined by the fact that we have ignored terms
containing DnY (n ≥ 2). If each term in the Tay-
lor expansion is an order of magnitude smaller
than its predecessor, we are entitled to expect
an accuracy of around 1%; formally, we express
this restriction as
µnDnY ≤ εµn−1Dn−1Y, (n ≥ 1), (6)
where ε ≈ 10−1 and D0 = 1. The following sec-
tions will demonstrate how the above inequal-
ity can be applied to deal with specific cases.
3 Application to successive disin-
tegration
The frist-order Taylor approximation will now
be applied to the nuclear reaction
A1
λ1−−−−→ A2 λ2−−−−→ A3, (Scheme 1)
which has only one intermediate, and obeys the
following set of rate equations [3, p. 98]:
dN1
dt
= −λ1N1, (7)
dN2
dt
= λ1N1 − λ2N2, (8)
dN3
dt
= λ2N2, (9)
where Ni stands for the number of atoms of the
radioactive species Ai at time t; the initial con-
dition will be taken as: Ni = N
0
i at t = 0.
Since the right superscript will now be used
for denoting the initial value of Ni, the order of
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the approximation will appear as the left super-
script. It will avoid clutter if we use symbols
for the disintegration constants and their recip-
rocals that do not have subscripts; accordingly,
we introduce the notations
λ = λ1, κ = λ2, µ = κ
−1 (10)
and replace Eqs. (7) and (8) by the pair shown
below
dN1
dt
= −λN1, (11)
N2 + µ
dN2
dt
=
λN1
κ
, (12)
Replacing the left-hand side of Eq. (12) by the
first approximant (1)N2(t), we obtain
(1)N2(t+ µ) =
λ
κ
N1(t) (13)
∴
(1)N2(t) =
λ
κ
N1(t− µ). (14)
But, since N1(t) = N
0
1 e
−λt, we have
(1)N2(t) =
λ
κ
N01 exp[−λ(t− µ)]. (15)
As stated above, the solution should be used
only when t ≥ 5µ. It also follows from Eq. (15)
that
µ2D2
[
(1)N2(t)
]
= λ2µ2 · (1)N2(t) (16)
In view of the inequality (6), we will impose the
demand that terms involving second and higher
powers of λ/κ = λµ will be considered negli-
gible in comparison with unity. Given the for-
mula
1+ λµ + (λµ)2 + (λµ)3 + · · · = 1
1− λµ , (17)
one sees that it will be legitimate to use the ap-
proximations
eλµ ≈ 1+ λµ ≈ 1
1− λµ , (λµ ≪ 1), (18)
because eλµ, 1+ λµ and (1− λµ)−1 differ only
by terms of order λ2µ2.
We return now to Eq. (15) and carry out the
following manipulations
(1)N2(t) = N
0
1
λ
κ
e−λ(t−µ) = e−λteλµ
≈ N01
λ
κ
e−λt
1
1− λµ
= N01
λ
κ
e−λt
1
1− (λ/κ)
=
λ
κ − λN
0
1 e
−λt. (19)
The time has now come to revert to the original
notation, to redress the above result as
N2 ≈ N(1)2 =
λ1
λ2 − λ1N
0
1 e
−λ1t =
λ1N1
λ2 − λ1 , (20)
and to recall the exact solution given in his
Eq. (10-19) by Kaplan [3]:
N2 =
λ1
λ2 − λ1N
0
1 (e
−λ1t − e−λ2t)+
N02 e
−λ1t. (Kaplan: 10-19)
Kaplan writes:
A . . . state of affairs, called transient equilib-
rium, results if the parent is longer-lived than
the daughter (λ1 < λ2), but the half-life of the
parent is not very long. . . .After t becomes suf-
ficiently large, e−λ2t becomes negligible com-
pared with e−λ1t, and the number of atoms of
the daughter becomes
N2 ≈ λ1
λ2 − λ1
N01 e
−λ1t. (Kaplan: 10-35)
Thus, the daughter eventually decays with the
same half-life as the parent. Since N01 e
−λ1t =
N1, it follows from Eq. (10-35) that
N1
N2
=
λ2 − λ1
λ1
. (Kaplan: 10-36)
If we envisage a system where λ2 ≫ λ1,
with 1/λ1 so very large that the decay of the
species A1 during a much smaller time interval
(which may be the duration of the experiment
or the life span of the observer) is truly negligi-
ble, a state of affairs, called secular equilibrium, is
reached, characterized by the relation
λ1N1 = λ2N2, (21)
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which can be obtained directly from Eq. (8) by
invoking SSA and setting
dN2
dt
= 0 (22)
Though the ratio N1/N2 is found to be a con-
stant whether one uses the steady-state approx-
imation (equivalent to secular equilibrium) or
RTA-1 (equivalent to transient equilibrium), the
value of the ratio is not the same, being λ2/λ1
in the former case and (λ2− λ1)/λ1 in the latter
case.
The reader will not have failed to notice that
RTA-1 led us to the desired result without ac-
tually solving the rate equation [namely, Eq. (8)],
and that this result is more accurate than that
furnished by SSA, which corresponds to RTA-0
(zero-order reverse Taylor approximation).
4 Dynamic response of a first-
order sensor
The dynamic response of a first-order sensor is
modelled by the ODE
dY
dt
+ kY = f (t), (23)
were Y is the output of the sensor and f (t)
the input. The constant τ = 1/k is called the
time constant, but the term response time will be
equally apt in the present context.
We will now investigate the response (out-
put) of a first-order sensor to a ramp input:
f (t) = 0 for t < 0, and f (t) = At for t ≥ 0,
where A is a constant. The initial condition is
Y = 0 at t = 0
The expression for TA-1 can be stated imme-
diately:
Y(1)(t) =
A
k
[
t− 1
k
]
=
A
k2
(kt− 1) (24)
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Figure 1: The response of a first-order sensor to
a ramp input. For other details, see the text.
The exact solution is easily found to be
Y(t) =
A
k
[
t− 1
k
(1− e−kt)
]
, (25)
and it will be instructive to split it into an
asymptotic part (Yas) and a transient part (Ytr)
that becomes negligible when kt > 5:
Y(t) =
A
k2
(kt− 1)
= Yas
+
A
k2
e−kt
= Ytr
(26)
The steady state approximation, which con-
sists in setting DY = 0, leads to the result
Y ≈ Yst = At
k
= Y(0), (27)
is always inferior to Y(1), except when kt < 1,
but at such short times neither of these approx-
imations should be used.
Figure 1 shows plots (with A/k2 = 1) of the
ramp input, output Y and its asymptotic part
Yas.
The first-order reverse Taylor approxima-
tion ignores terms containing DnY (for n ≥ 2),
and application of D2 to Eq. (25) shows that
D2Y = Ae−kt, (28)
from which one may conclude that the higher
derivatives do indeed die out when kt ≥ 5.
For a ramp input, RTA-1 (that is, Y(1)) coincides
with the asymptotic form of the solution, but
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this is not a general result. To demonstrate this,
it will be enough to consider a parabolic input
f = Bt2. The expression for RTA-1 now comes
out to be
Y(1) =
B
k
(t− τ)2 (t ≥ 5τ) (29)
=
B
k3
[
k2t2 − 2kt+ 1] (kt ≥ 5) (30)
Though the asymptotic part of the exact solu-
tion, show below,
Y =
B
k3
(
k2t2 − 2kt+ 2)
asymptotic part
−2B
k3
e−kt (31)
is not identical with Y(1), the difference occurs
at the expected level of accuracy, namely the
constant term, which becomes unimportant in
the time range of interest, kt > 5.
5 Brownian motion
For one-dimensional brownian motion in a
field-free infinite region, Einstein was able to
show that the diffusion equation
∂F
∂t
= D
∂2F
∂x2
, (32)
in which F(x, t) is the probability density and D
the diffusion coefficient, implies the following
result for the mean-squared displacement of the
diffusing particle:
x2 ≡
∫
∞
−∞
x2F(x, t)dx = 2Dt.
Ornstein [4] appears to have been the first
to show that, when the inertia of the particle is
taken into account, the mean-squared displace-
ment is given by the formula
x2 =
2D
β
(βt− 1+ e−βt), (33)
where β, known as the velocity relaxation time,
may be defined through the the equation of mo-
tion
dv
dt
= −βt+A
that is supposed to govern the time dependence
of the velocity v of a brownian particle subject to
a random accelerationA . Ornstein commented:
“As long as βt is large in relation to 1− e−βt the
formula of Einstein is thus the right one.” From
what has been said above, it becomes clear that
the formula
x2 = 2D(t− β−1)
provides a much better description at t ≥ 5β−1.
For more details, the reader is referred to some
earlier works [5–7].
6 Dynamic response of a second-
order sensor
The heart of a second-order sensor is a damped
harmonic oscillator governed by the equation of
motion shown below:
(
1
ω2
D2 + 2γ
ω2
D + 1
)
Y =
1
ω2
f (t). (34)
The key parameter in this context is the damp-
ing ratio ζ = γ/ω. The oscillator is said to
be overdamped, critically damped, or under-
damped according as ζ is larger than, equal to,
or smaller than unity. In sensing applications, a
frequency analysis of the sensor response shows
that the optimum value of the damping ratio is
ζ = 1/
√
2 [8, p. 70]. It will now be shown that
this is also the optimum value for providing the
best Taylor approximant for the output
Our aim in this section is to replace the left-
hand side of Eq. (34) by Y(2)(t+ η) (or RTA-2),
which is defined below
Y(2)(t+ η) ≡ Y(t) + η dY
dt
+
η2
2
d2Y
dt2
, (35)
where
η =
2γ
ω2
. (36)
We can now rephrase Eq. (34) as
(
1+ ηD + 1
2ζ2
η2
2
D2
)
Y =
1
ω2
f (t), (37)
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and, if 2ζ2 = 1, as
Y(2)(t+ η) =
f (t)
ω2
, (38)
from which follows the result
Y(t) ≈ Y(2)(t) = f (t− η)
ω2
. (39)
The task of ascertaining the accuracy of this re-
sult is left to the reader.
7 Concluding remarks
It has been shown above that, by reversing the
direction in which Taylor’s expansion is used
traditionally, one can approximate an equation
of the form Dy + ky = f (t) as y(t + k−1y) =
k−1 f (t), which is a substantial improvement,
both in terms of accuracy and ease of interpre-
tation, over the equation y = k−1 f (t), obtained
by the application of SSA to the same equation.
The foregoing analysis also throws new light on
the exact nature of SSA. For a clear statemet of
the traditional explanation, I simply paraphrase
Briggs and Haldane [9] by adapting their justi-
fication for SSA to Scheme 1: “Since N2 is al-
ways negligible compared with N1 and N3, its
rate of change must, except during the first in-
stant of the reaction, be negligible compared
with theirs.” According to the formulation de-
veloped above [see Eq. (12)], and presented
briefly in a recent article [10], SSA ignores (in
comparison with N2) the product µ(dN2/dt),
which is the change in N2 during an interval of
time µ (that is exceedingly short compared with
the lifetime of the parent). The main point of
this article is to demonstrate that there is, in fact,
no need to ignore this term, since the reverse
Taylor approximation allows one to accommo-
date it easily. Whence follows the conclusion
that the time has come to regard SSA as a relic
of the past, and start using the reverse Taylor
approximation proposed above.
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