As motivation for our designs, first consider the identity 1=0 Next, imagine inserting an' bi in the /th term of the sum and replacing 2' by (a + b)n The result is the binomial theorem.
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Next, imagine inserting an' bi in the /th term of the sum and replacing 2' by (a + b)n The result is the binomial theorem.
Our objective here is to examine the effect of an analogous "pollination" of Vandermonde's identity (nt) ( 
1)
Guided by our binomial theorem example, we slip four letters (two per binomial coefficient) with exponents that add to n inside the sum in (1) to obtain C) ( 
2)
Although there is no simple formula for this sum to rival the (a + b)n of the binomial identity, an interesting metamorphosis ensues, producing a noteworthy matrix identity.
For convenience, we abbreviate the sum in (2) by (a:db). The leading role in our story is played by the matrix As motivation for our designs, first consider the identity
Next, imagine inserting a nl b l in the lth term of the sum and replacing 2 n by (a + b)n.
The result is the binomial theorem. Our objective here is to examine the effect of an analogous "pollination" of Vandermonde's identity
Guided by our binomial theorem example, we slip four letters (two per binomial coefficient) with exponents that add to n inside the sum in (1) to obtain
For convenience, we abbreviate the sum in (2) by Vi,j (:::). The leading role in our story is played by the matrix
O~i,j~n
which we shall refer to as the nth Vandermonde matrix with parameters a, b, c, and When transposed, this case of (3) is aptly referred to as the nth Pascal matrix. The case of (3) with e = 0 and a = d = 1 has also received some attention. It coincides with the transpose of a generalization of Pascal's matrix considered first by Call and Velleman [2] and later by Aggarwala and Lamoureux [1] . Getting back to our story, our pollination of the sum in (2) leads to the following result. THEOREM 1. !fa, b, ... , g are elements ofa field, then (5) In other words, the product of two Vandermonde matrices is Vandermonde. Moreover, the matrix of parameters for the product miraculously coincides with the product of the underlying two-by-two matrices of parameters! Before proving (5) , we present a sampling of its remarkable implications in the next two sections. In the final section, we briefly describe the context that led us to Theorem 1.
A sampler of inverses and determinants The most amusing consequences of Theorem 1 involve inverses and determinants of Vandermonde matrices. For ad -be i= 0, (5) implies that
ad -be ad -be n
As an example of (6), the inverse of the transpose of Pascal's matrix is readily seen to be
So, for n = 3,
Although the origin of this equality is unclear to us, it is well known and appears in a number of contexts (including inclusion-exclusion [5, p. 67]). Next, we note that the determinant of the Vandermonde matrix is just a power of the determinant of its underlying two-by-two matrix of parameters.
Proof. The result follows directly if a, b, e, or d is zero; for instance, if e = 0, then (3) (the example in (4) and as the determinant of a product is the product of determinants, we have
Corollary 1 bears a resemblance to the classical Vandermonde determinant
• Motivated by the similarities, we tried introducing even more variables, indexing our parameters a and b by row. The result in (8) below, which we refer to as the Vandermonde expansion, may be regarded as a distant cousin of the binomial theorem.
For a= (ao, aI, ... , an) and b= (b 
O~i,j~n·
Then, a slight variation on our proof of Corollary 1 leads to
The key is to observe that the matrix on the extreme right in (7) is independent of a and b. So (7) remains true when, in both of the other matrices, the a and b in row where i is any integer from 0 to n.
To extract (1) from (9), note that 
In the realm of the exotic, we note that the special casẽ (1, -1) (1,1) (-1,0) Vi,k 1, 1 Vk,j 2,1 = Vi,j 3,2 of (9) translates into 23 6 Closed formulas for such sums are easily produced. The trick is to select a, b,. ..,h so that at least one of the parameters on the right in (9) is zero.
MATHEMATICS MAGAZINE
Next, as Vandermonde's identity (1) holds when j is viewed as an indeterminate, it is only natural to ask whether (9) has a similar extension. Annoyingly, the answer in general is no. Recall that for j an indeterminate and 1 a nonnegative integer, the extended binomial coefficient is defined by G) (11) Of course, (11) agrees with the usual binomial coefficient when j is replaced by an integer greater than or equal to 1. Also, (11) is a polynomial in j of degree 1. The difficulty in extending (9) is exposed by noting that, if j is a real number other than  0, 1, . . . , or n, then k However, (9) may be extended with some restrictions.
One approach, among many, is to restrict a, b,...,h to the field of real numbers and require that eh = gf and that e, f, ae +bg and af bh are all positive.
The proof that (9) holds under these conditions parallels the standard technique for extending (1): First, for 0 < k < n, note that ei is a polynomial in j of degree at most k. Now, for 0 < i < n, define p(i) With (12) in mind and a little work, it may be verified that p(j) is a polynomial in j of degree at most n. As (9) implies that p(j) has at least n+1 roots (namely, 0, 1,...,n), p(j) must in fact be the zero polynomial. Thus, under the terms of (12), (9) holds for j an indeterminate.
As a final example, we note that setting a = c = e = f = 1, b = d = g = h = 0, and j = 1 in our extension of (9) gives the commonplace equality i An algebraic proof There are a number of proofs of Theorem 1. For one, it is possible to extend the usual combinatorial proof of (1). It is not too difficult to see that the sum in (2) may be interpreted as a weighted selection of a committee of size i from a group of people consisting of j women and n-j men. Induction will also do the job: With judicious use of (10), it may be verified that both sides of (9) (which, we recall, is equivalent to (5) in Theorem 1) satisfy the recurrence relationship Pi,j(n) 236 
Closed formulas for such sums are easily produced. The trick is to select a, b, . .. , h so that at least one of the parameters on the right in (9) is zero. Next, as Vandermonde's identity (1) holds when j is viewed as an indeterminate, it is only natural to ask whether (9) has a similar extension. Annoyingly, the answer in general is no. Recall that for j an indeterminate and 1 a nonnegative integer, the extended binomial coefficient is defined by
Of course, (11) agrees with the usual binomial coefficient when j is replaced by an integer greater than or equal to 1. Also, (11) is a polynomial in j of degree 1. The difficulty in extending (9) is exposed by noting that, if j is a real number other than 0, 1, ... , or n, theñ
However, (9) may be extended with some restrictions.
One approach, among many, is to restrict a, b, ... , h to the field of real numbers and require that eh = gf and that e, f, ae + bg and af + bh are all positive.
(12)
The proof that (9) holds under these conditions parallels the standard technique for extending (1) With (12) in mind and a little work, it may be verified that p(j) is a polynomial in j of degree at most n. As (9) implies that p(j) has at least n + 1 roots (namely, 0, 1, ... , n), p(j) must in fact be the zero polynomial. Thus, under the terms of (12), (9) holds for j an indeterminate.
As a final example, we note that setting
and j = -1 in our extension of (9) gives the commonplace equality An algebraic proof There are a number of proofs of Theorem 1. For one, it is possible to extend the usual combinatorial proof of (1). It is not too difficult to see that the sum in (2) may be interpreted as a weighted selection of a committee of size i from a group of people consisting of j women and n -j men. Induction will also do the job: With judicious use of (10), it may be verified that both sides of (9) (which, we recall, is equivalent to (5) in Theorem 1) satisfy the recurrence relationship However, we find neither the combinatorial approach nor the induction argument entirely satisfying. In our opinion, the slickest proof, the only one we present, relies on linear algebra. We set the stage. Let V be an m-dimensional vector space with ordered basis b+,n).
The However, we find neither the combinatorial approach nor the induction argument entirely satisfying. In our opinion, the slickest proof, the only one we present, relies on linear algebra. We set the stage. The algebraic key to (5) 
Identity (13) is a handy tool for establishing properties of matrix multiplication that avoids much of the tedium of indices! It's perfect for our purposes. By thinking in terms of matrix products, we may express the formulas for M and N in the more satisfying forms M(P)=P(X'Y)(~~)) and N(P)=P(X,y)(; {)). To determine the matrix of M relative to the ordered basis y, we fish the coefficient of x n -i yi out of (15) For 0~I~i, the binomial theorem tells us that the coefficient of
