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We apply a recently introduced hybridization flow functional renormalization group scheme for
Anderson-like impurity models as an impurity solver in a dynamical mean-field theory (DMFT)
approach to lattice Hubbard models. We present how this scheme is capable of reproducing metallic
and insulating solutions of the lattice model. Our setup also offers a numerically rather inexpensive
method to calculate two-particle correlation functions. For the paramagnetic Hubbard model on
the Bethe lattice in infinite dimensions we calculate the local two-particle vertex for the metallic
and the insulating phase. Then we go to a two-site cluster DMFT scheme for the two-dimensional
Hubbard model that includes short-range antiferromagnetic fluctuations and obtain the local and
non-local two-particle vertex functions. We discuss the rich frequency structures of these vertices
and compare with the vertex in the single-site solution.
I. INTRODUCTION
A prominent phenomenon in the field of strongly corre-
lated systems is the Mott Hubbard metal-insulator tran-
sition (MIT),1,2 where the lattice electrons undergo a
quantum phase transition from a paramagnetic metal to
a paramagnetic insulator driven by the local Coulomb
repulsion. For small values of the interaction the kinetic
energy of the electrons dominates over their interaction
energy, leading to a metallic state. For a large local re-
pulsion doubly occupied sites become energetically costly
and hence, for one electron per lattice site, the system
will minimize its energy by localizing the electrons. The
system becomes an insulator. The simplest microscopic
model describing the Mott MIT is the one-band Hubbard
model.3–5 In nature Mott MITs are found for example
in transition metal oxides like chromium-doped V2O3,
6
or in the undoped mother substances of cuprate high-
temperature superconductors.7
The qualitative features of the Mott transition re-
garding the ground state can be understood using the
Gutzwiller approximation8 and Brinkmann-Rice9 theory.
A controlled access in infinite dimensions and a quanti-
tative theory of the spectral properties of models and
materials near or in the Mott state are well described
by the various forms of the dynamical mean-field theory
(DMFT).10–12 Here, a local problem for a subset of the
full lattice, augmented by a dynamical Weiss field that
represents the influence of the environment, is solved ex-
actly by means of an impurity solver. Then the solution
of this local problem is proliferated to the whole lattice,
from which a new Weiss field is determined. Then the
local problem is solved again. This procedure is iterated
until the Weiss field and the local properties converge.
The use of a local ’impurity’ problem in the DMFT
framework is the key approximation for any finite di-
mension, which makes the whole scheme applicable (and
exact in infinite dimensions). There have been force-
ful and physically insightful attempts to include non-
local correlations in the DMFT setup, as for exam-
ple cluster extensions13–15 and diagrammatic expansions
around the local DMFT solution like the dynamical ver-
tex approximation,16–18 the dual fermion method,19,20
the one-particle irreducible functional approach,21 or
multi-scale methods.22 In the dual fermion strategy, for
instance, the DMFT solution of a local core is used
in the bare action of a non-local ’dual fermion’ prob-
lem. Here one key issue is that the interaction of the
dual fermions, which are obtained from the interaction
vertex of the local problem, is intrinsically frequency
dependent, and in order to be able to treat the dual
fermion problem well, some insights about the frequency
structure of these interactions will be helpful. A sim-
ilar statement also holds for improvements of strate-
gies like the functional renormalization group (fRG,23)
to stronger interactions, either by starting at weak cou-
pling and including the frequency structure and the self-
energy feedback,24,25 or by starting in the atomic limit
by a flow in the hopping parameters, as recently shown
to work for the single impurity problem26, for bosonic
problems,27,28 and for spin-systems.29 In all these fRG
approaches, the frequency dependence of the vertex con-
stitutes a severe complication when it has to be combined
with a wavevector or space dependence. For the lat-
ter part, rather well-working approximations have been
found,23,30–32 but on the frequency part, not much is
known beyond direct studies with rather large effort24
or boson-exchange parametrizations.25
In this work, we follow two goals in this context. First
we explore how a fRG hybridization flow method that
was recently developed for the single impurity Anderson
model performs as an impurity solver in DMFT cycles,
i.e. in DMFT(fRG). Primarily, the fRG is still a rela-
tively cheap impurity solver in terms of numerical effort,
so studying its applicability in the DMFT framework may
be useful. Furthermore, the fRG is a flexible and trans-
parent method that nicely illustrates how nonlocal corre-
lations emerge from local interactions, so using the fRG
to build in correlations beyond the local core physics may
be rewarding. If one wants to pursue this line, one should
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2check how well the fRG works for small cores. We find
that in DMFT(fRG) the hallmarks of the Mott transi-
tion can be reproduced, but also notice some technical
complications that may require further improvements of
the fRG scheme in order for the method to become truly
competitive with other, established solvers. But as the
results are qualitatively reasonable and the numerical ef-
fort is rather manageable, we can go to a second field of
interest, the frequency structure of the local and nonlo-
cal effective interaction vertices. Knowing the frequency
dependence of these objects is of strong importance in
the above-mentioned attempts to include nonlocal corre-
lations beyond current DMFT schemes. We find that the
effective vertices exhibit ’boson-like’ frequency features,
but also other ’loop coupling’ features that are not eas-
ily captured by simple parametrizations of the frequency
dependence in terms of frequency transfers or the total
frequency. Here, our findings confirm results by the Vi-
enna group33 for the local vertex, obtained with DMFT
using exact diagonalization (ED) as an impurity solver,
and expand them to the non local situation.
This paper is organized as follows: In Sec. II we give
a brief introduction to the single-site and the cluster
DMFT framework and explain in which way the fRG hy-
bridization flow scheme can be used as an impurity solver
in the DMFT self-consistency cycle. In the next Sec.
III we present results for the spectral density, the ver-
tex function and the spin susceptibility in the insulating
and the metallic phase, obtained with single-site DMFT
(Sec. III A) and with two-site cluster DMFT (Sec. III B).
A discussion of the differences in the frequency structure
between single-site and two-site cluster DMFT vertices
and the conclusion are given in Sec. IV.
II. METHOD
In this paper, we consider variants of the Hubbard
model at half filling. The Hamiltonian is given by
Hˆ = −t
∑
〈i,j〉,σ
c†i,σcj,σ + U
∑
i
(nˆi,↑ − 1/2) (nˆi,↓ − 1/2) ,
(1)
where c†i,σ(ci,σ) create (annihilate) electrons with spin σ
on site i and nˆi,σ = c
†
i,σci,σ. t is the hopping amplitude
between nearest neighbours 〈i, j〉 on lattices specified be-
low and U > 0 is the onsite Coulomb repulsion. If the
model is defined on a bipartite lattice, the Hamiltonian
(1) is particle hole symmetric.
A. Single-site DMFT
In the first part of the paper we study the Hubbard
model on a Bethe lattice with infinite connectivity z →
∞. To make sure that this limit is physically meaningful
we have to scale the hopping parameter t like t
∗√
z
with
constant t∗.34 The local density of states (DOS) is then
semi-elliptic35
DOS (ω) =
1
2pit2
√
4t2 − ω2 Θ (2t− |ω|) (2)
with bandwidth W = 4t.36 The self-energy becomes a
purely local quantity i.e. Σij (iω) = Σi (iω) δij and be-
cause of translational invariance it is site-independent
Σi (iω) = Σ (iω). This locality of the self-energy is the
essential part of the DMFT, which is therefore exact in
infinite dimensions. The local lattice Green’s function is
then given by
G(iω) =
∫
d
DOS()
iω − Σ(iω)−  = G0(iω − Σ(iω)) (3)
with the free local lattice Green’s function G0.
The local self-energy can be written as a functional of
the local lattice Green’s function Σ = S [G] in terms of
skeleton diagrams.37,38 This can be used to map the Hub-
bard model to a single impurity Anderson model (SIAM)
HˆAnd = Hˆdot + Hˆbath + Hˆhybridization (4)
Hˆdot =
∑
σ
dd
†
σdσ + Unˆd,↑nˆd,↓ (5)
Hˆbath =
∑
~k,σ
~kb
†
~k,σ
b~k,σ (6)
Hˆhybridization = −
∑
~k,σ
(
V~kd
†
σb~k,σ +H.c.
)
, (7)
that describes a dot level with onsite energy d and local
interaction U that is coupled by a hybridization term V~k
to uncorrelated bath levels with energy ~k. d
(†)
σ create
and annihilate electrons on the dot level and b
(†)
~k,σ
on the
bath levels respectively. The local dot Green’s function
is given by
Gdot(iω) = 1
iω − d − Σdot(iω)−∆(iω) (8)
with the hybridization function
∆(iω) =
∑
~k
|V~k|2
iω − ~k
. (9)
The self-energy is by construction local on the dot level.
It has the same functional dependence on the dot Green’s
function as in the Hubbard model, Σdot = S [Gdot]. If we
now choose the parameters V~k and ~k such that
∆(iω) = iω − d − Σdot(iω)− G(iω)−1 (10)
holds, we arrive at
Σdot(iω) = Σ(iω). (11)
With Eqs. 3, 10 and 11 we can express ∆(iω) by the free
hybridization function ∆0(iω) = iω − d − G0(iω)−1 via
∆(iω) = ∆0(iω − Σ(iω)). (12)
3The Eqs. 3, 10 and 11 form a set of self-consistency
equations for the local self-energy Σ(iω). The SIAM can
be solved by a large class of numerical methods (so-called
’impurity solvers’) like for instance the numerical renor-
malization group,39,40 the quantum Monte Carlo,38,41 or
the exact diagonalization method.42,43
In the following we use a functional renormalization
group scheme, introduced in Ref. 26 and described be-
low, as impurity solver. In order to apply this scheme
we have to map the bath of the Anderson model to a
semi-infinite tight binding chain in which its first site is
connected to the impurity site,
HˆAnd = d
∑
σ
d†σdσ + U (nˆd,↑ − 1/2) (nˆd,↓ − 1/2)
− v
∑
σ
(
d†σb1,σ +H.c.
)
−
∞∑
i=1
∑
σ
ti
(
b†i,σbi+1,σ +H.c.
)
+
∞∑
i=1
∑
σ
ib
†
i,σbi,σ.
For a general bath this can be achieved by the Lanczos
algorithm described for example in Ref. 44. For a semi-
elliptic local DOS (2) we have to choose i = 0 and ti = t
for all i. Then the free hybridization function has the
form
∆0(iω) = v
2gt (iω)
with gt (iω) =
1
2t2
(
iω − isgn(ω)
√
4t2 − (iω)2
)
.(13)
If we now additionally choose d = 0 and v = t the free
local dot Green’s function G0 is given by gt and the local
DOS(ω) = − 1pi ImG0 (iω → ω + i0+) is semi-elliptic.
B. Impurity solver: fRG hybridization flow
In order to solve the impurity model (13) we apply
a functional renormalization group (fRG) scheme,23,45,46
introduced in Ref. 26. In this reference a detailed de-
scription of the formalism is given and we just repeat the
main aspects.
The fRG scheme is designed to treat impurity models
in the form of a semi-infinite tight binding chain, where
the interaction term is located on the first site which is
the situation in the model (13). Later we will see that
this formalism can be extended to multi-impurity models
in the form of a N -chain ladder as shown in Figure 5. As
in the Figures 1 and 3 we denote the interacting site
by d and the remaining ’bath’ sites by b1, b2, etc. First,
the system is divided into two parts. One (called ’core’)
contains the interacting site and the first L bath sites
and one (called ’bath’) contains the remaining sites bi
with i > L. We start with a situation where the core
and the bath are completely decoupled. Therefore we
multiply the hopping matrix element between them by
a factor Λ and set Λ = 0 in the beginning. Then we
solve the Hamiltonian of the isolated core exactly and
calculate the one- and two-particle correlation functions.
These serve as input to fRG flow equations with Λ as
flow-parameter, that are integrated from Λ = 0 to Λ = 1.
This means that the flow leads from the decoupled core
to the fully embedded core. In Ref. 26 we showed how
the Kondo physics of a single correlated site is obtained
in a qualitatively correct way for the L = 1-core, but not
for the L = 0-core.
It turns out to be useful to implement the fRG flow in
an effective theory on the bath site bL+1, in which the
interacting core and all bath sites with index > L + 1
are integrated out. The effective action of this theory
and the fRG flow equations can be found in Appendix C.
We work with two different approximation levels, called
approximation 1 and approximation 2. In the first level,
only the self-energy flow is considered, and the interac-
tion vertices remain fixed to their initial values, while in
approximation 2, also the vertices are allowed to change
from their starting values.
As can be seen from this description, this fRG impurity
solver explicitly involves the one-particle irreducible ver-
tex function (i.e. the interaction vertex). Yet, in terms
of the numerical effort, the fRG scheme is relatively in-
expensive. For example a parallelized integration of the
flow equations on eight cores using 200 Matsubara fre-
quencies in approximation 2 takes about 8 hours. For
other impurity solvers, the calculation of the vertex func-
tion represents a formidable growth of the numerical ef-
fort. Hence it appears worthwhile to explore the use of
our fRG scheme as a numerically relatively inexpensive
tool to study this quantity in more detail, especially in
cluster DMFT calculations. Due to the truncation of the
infinite set of flow equations our setup is not exact and
we do not claim to obtain quantitative predictions. But
as discussed below, the frequency structure of the vertex
function comes out in good qualitative agreement with
DMFT(ED) calculations,33 and, in addition, we can go
to nonlocal correlations as well.
C. Single-site DMFT(fRG)
1. Insulating phase
As just mentioned, in the functional renormalization
group scheme that is used to solve the SIAM the system
is separated into two parts. One part, called ’core’, con-
tains the correlated impurity site and the first L bath
sites and the other part, called ’bath’, contains the re-
maining bath sites. In the simplest case, L = 0, the core
consists only of the impurity site. As shown in Ref. 26
the fRG scheme with this choice of the core fails in de-
scribing the quasi-particle properties of the SIAM, i.e.,
the imaginary part of the Matsubara self-energy has a
finite step at iω = 0, which does not become reduced by
decreasing temperature and therefore one cannot define
4a finite quasiparticle weight
Z−1 = 1− dImΣ (iω)
dω
∣∣∣∣
ω=0+
. (14)
Due to this the L = 0-core is not suitable to describe
the metallic phase of the Hubbard model. However one
can still hope to arrive at a reasonable description of the
insulating phase even with this simplest choice for the
core. Below we see that this indeed works.
The full hybridization function ∆(iω) is given by Eq.
12. It corresponds to a semi-infinite tight binding chain
with a local term Σ(iω) on each lattice site (cf. Fig.1).
FIG. 1. (color online) Anderson model (core size L=0) with
semi-infinite tight binding chain as bath.
To get an estimate for which interactions U this ap-
proach delivers a reasonable description of an insulating
phase, we show in Fig. 2 the gap ∆ as function of U for
β = 30/t. The gap sizes ∆ are obtained from the spec-
tral density calculated in approximation 1 of the fRG flow
equations. The gap vanishes at Uc ≈ 3.8t.
2. Metallic phase
In order to describe the metallic phase of the Hubbard
model, the L = 1-core, containing the correlated site and
one bath site, is an appropriate starting point, as this
core also successfully reproduced the Kondo central peak
in the SIAM setup.26 In the spectrum of the decoupled
core one obtains two peaks near zero energy which lead
to a continuous Matsubara self-energy at iω = 0 resulting
with Eq. 14 in a finite quasiparticle weight Z.
The full hybridization function is again given by
∆(iω) = ∆0(iω−Σ(iω)), but opposite to the L = 0-case a
local self-energy term on the first bath site that is part of
the L = 1-core, is forbidden, because the exact diagonal-
ization of the core requires a frequency-independent core
Hamiltonian. To circumvent this we approximate Σ(iω)
for small frequencies as Σ(iω) ≈ (1− Z−1) iω, with the
quasiparticle weight Z. The full hybridization function
0
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FIG. 2. (color online) The plot shows the gap size ∆ in the
insulating phase and the quasi-particle weight Z in the metal-
lic phase as function of the interaction strength U at several
temperatures, calculated in single-site DMFT(fRG). The gap
sizes are estimated from the spectral density calculated in ap-
proximation 1 of the fRG flow equations. Compared to the
literature47 the quasi-particle weight Z goes down too slowly,
which is consistent with the behavior found in the Anderson
Impurity case.26
∆(iω) is then given by
∆(iω) = ∆0(iω − Σ(iω)) ≈ ∆0(iω/Z)
=
v2
2t2
 iω
Z
− isgn(ω)
√
4t2 −
(
iω
Z
)2
=
(
√
Zv)2
2(Zt)2
(
iω − isgn(ω)
√
4(Zt)2 − (iω)2
)
= (
√
Zv)2gZt(iω). (15)
It corresponds to a semi-infinite tight binding chain with
hopping Zt and impurity-bath coupling
√
Zv (cf. Fig.3).
In each selfconsistency cycle of the DMFT equations
one calculates the quasi-particle weight Z from the lo-
cal self-energy which defines the new hopping parameters
for the next cycle. For Λ = 0, i.e. without solving the
fRG flow equations, this scheme is equivalent to the two-
site DMFT scheme introduced in Ref. 48. This two-site
DMFT scheme49 yields a satisfactory description of the
Mott transition and the Fermi liquid state in the single-
band Hubbard model at T = 0. The quasi-particle weight
is predicted as Z = 1 − U2/U2c with Uc = 1.5W , which
is very close to the result of the numerical renormaliza-
tion group.40 For values of U larger than Uc this scheme
reduces to the Hubbard-I approximation.3 Our extended
scheme is implemented at finite temperatures. In Fig. 2
we show the quasi-particle weight Z as a function of U
at β = 30/t and β = 50/t (calculated in approximation
5FIG. 3. (color online) The Anderson model for the case L =
1. It corresponds to a semi-infinite tight binding chain with
hopping Zt and impurity-bath coupling
√
Zv.
1). These temperatures are still lower than the critical
end point of the MIT phase diagram. The quasi-particle
weight Z vanishes discontinuous at certain values Uc(T ),
which marks the breakdown of the metallic state. For
larger values of U the quasi-particle weight decreases in
the DMFT cycle until a linearization of the self-energy
is no more possible. Compared to the literature,47 the
obtained values Uc(T ) come out too small. Note that
the approximation for the hybridization function (15) be-
comes very bad at large frequencies especially for small
quasi-particle weights near the phase transition. The ob-
tained Uc is larger than the interaction strength, where
the gap ∆ vanishes (cf. Fig. 2). Although one expects a
hysteresis region at the phase transition and the two val-
ues are indeed different, a direct comparison is of course
problematic due to the distinct approaches used to de-
scribe the insulating and the metallic phase.
D. Two-site cluster DMFT(fRG)
Although the DMFT is only exact in the limit of in-
finite dimensions, it turns out to be an extremely useful
approximation scheme for systems with finite dimension.
In these systems nonlocal correlation effects, like e.g. an-
tiferromagnetic fluctuations or superconducting d-wave
pairing, play an important role and several extensions of
the simple DMFT framework exist that capture these ef-
fects. Important examples are perturbational expansions
around the local DMFT solution16,17,19,20,50 or numerical
cluster DMFT schemes, where short ranged correlations
within a finite cluster are included.13–15
In the second part of the paper we extend our setup to
a cluster DMFT scheme for the Hubbard model (1) on a
2-dimensional square lattice with tight binding dispersion
~k = −2t [cos(kx) + cos(ky)] (16)
and bandwidth W = 8t. As shown in Fig. 4 we divide the
lattice into plaquettes with L = 2 sites. This breaks the
translational invariance of the original lattice problem
FIG. 4. (color online) Tiling of the square lattice with two-site
clusters. Each lattice site can be uniquely described by a clus-
ter vector and the site within the cluster ~Rj . Note, that other
periodic arrangements of the two-site clusters, corresponding
to a different choice of the superlattice, would be also pos-
sible. However, this would only lead to another equivalent
description of our problem and with our choice the quantities
in the reciprocal superlattice acquire the most compact form.
and introduces a superlattice Γ of clusters, whose sites
form a subset of the original lattice γ. Each lattice site
of the original lattice ~ri can then be uniquely described
by a cluster-vector ~rm and the site within the cluster ~Rj
as ~ri = ~rm + ~Rj .
The Brillouin zone of the original lattice (BZγ) con-
tains L points of the reciprocal superlattice. For the
two-site clusters these are ~K1 = (0, 0) and ~K2 = (pi, pi).
Any wavevector ~k ∈ BZγ can be uniquely written as
~k = ~K +
~˜
k, with ~K ∈ { ~K1, ~K2} and ~˜k belonging to the
Brillouin zone of the superlattice (BZΓ).
51
The hopping amplitude between two sites of the same
cluster ~Ra and ~Rb can be obtained from the dispersion
relation by the Fourier transformation
tab =
1
N
∑
~k
ei
~k(~Ra−~Rb)~k
=
1
N
∑
~K,
~˜
k
ei(
~K+
~˜
k)(~Ra−~Rb) ~K+~˜k
=
L
N
∑
~˜
k
ei
~˜
k(~Ra−~Rb) 1
L
∑
~K
ei
~K(~Ra−~Rb) ~K+~˜k︸ ︷︷ ︸
tˆab(
~˜
k)
. (17)
tˆ(
~˜
k) is the partial Fourier transformation of the band dis-
persion i.e. a matrix in the cluster space which depends
on the wavevector
~˜
k of the reciprocal superlattice. For
6the tight binding dispersion (16) it is given by
tˆ(
~˜
k) =
[
0 e−ik˜y~˜
k
eik˜y~˜
k
0
]
. (18)
If we assume that the self-energy is local on each cluster
i.e. independent of
~˜
k we obtain the local cluster Green’s
function as
Gˆ(iω) = L
N
∑
~˜
k
[
iω1− tˆ(~˜k)− Σˆ(iω)
]−1
= Gˆ0
(
iω1− Σˆ(iω)
)
. (19)
This can be interpreted as the local Green’s function of
a two-impurity Anderson model with hybridization func-
tion
∆ˆ(iω) = iω1− tˆ− Σˆ(iω)− Gˆ(iω)−1
= ∆ˆ0
(
iω1− Σˆ(iω)
)
. (20)
The free hybridization function ∆ˆ0 is again given by
∆ˆ0(iω) = iω1− tˆ− Gˆ0(iω)−1. (21)
tˆ is the cluster hopping matrix defined by
tˆ =
[
0 −t
−t 0
]
. (22)
Note that in the present work we do not allow for any
symmetry-breaking, neither in the single-site DMFT, nor
in the two-site cluster DMFT approach. This means that,
e.g., the antiferromagnetic ground state of the square lat-
tice Hubbard model will not be captured. In principle,
the symmetry breaking could be included by consider-
ing spin- and sublattice-dependent self-energies. Here, in
order to keep the first applications of the DMFT(fRG)
scheme simple, we do not allow for this additional aspect
and focus on the non-magnetic ’mother states’ of the true
ground states.
To apply our fRG scheme the two-impurity Anderson
model must have the form of a two-chain ladder as shown
in Fig.(5) with Hamiltonian
Hˆ2-site-And = U
2∑
j=1
nˆd,j,↑nˆd,j,↓ − t⊥0
∑
σ
(
d†1,σd2,σ +H.c.
)
− t0
∑
σ
2∑
j=1
(
d†j,σb1,j,σ +H.c.
)
−
∞∑
i=1
2∑
j=1
∑
σ
(
tib
†
i,j,σbi+1,j,σ +H.c.
)
−
∞∑
i=1
∑
σ
t⊥i
(
b†i,1,σbi,2,σ +H.c.
)
. (23)
FIG. 5. Illustration of the two-chain ladder, corresponding to
Hamiltonian (23)
To determine the parameters of the two-chain lad-
der we fit the eigenvalues of the free hybridization func-
tion, ∆
(1)
0 (iω) and ∆
(2)
0 (iω), to a discretized hybridiza-
tion function of the form
∆
N,(i)
0 (iω) =
N∑
i=1
|vi|2
iω − i , (24)
where the fit-parameters vi and i are calculated by a
conjugate gradient minimization10 of the distance func-
tion
d =
1
ωmax
∑
ω
|∆(i)0 (iω)−∆N,(i)0 (iω)|2. (25)
Note that the fit-parameters for the two eigenvalues are
not independent because it is ∆
(2)
0 (iω) = −∆(1)0 (iω)∗ due
to particle hole symmetry. The finite bath can then be
transformed to a tridiagonal form by the Lanczos algo-
rithm, which determines the hopping parameters of the
two-chain ladder.
The extension of our fRG scheme to multi-impurity
problems in the form of a N -chain ladder like in Eq. 23
can be found in Appendix C.
III. RESULTS
A. Single-site DMFT
First let us discuss the results for using the hybridiza-
tion flow as DMFT solver for the case of single-site
DMFT, embedded in a Bethe lattice. We show that the
approach can reasonably describe both the insulating as
7well as the metallic phase, and give results for the effec-
tive interaction vertices in these phases.
1. Insulating phase
From our numerical data for the self-energy on the
Matsubara frequency axis we obtain the spectral density
A(ω) = − 1pi ImG(ω + i0+) by an analytical continuation
using a Pade´-algorithm described in Ref. 52. The spec-
tral density for several values of U/t is shown in Fig. 6.
One obtains an opening of a Mott gap around ω = 0 with
an average center-to-center separation of the two Hub-
bard bands of ∼ U . The width of the Hubbard bands for
these moderate U -values is only a little smaller than the
band width of the noninteracting problem, W = 4t. The
rich multi-peak structure of the Hubbard bands (with a
variable number of maxima) is probably an artifact of
our approximation, most likely due to the discrete core
used in the initial condition of the flow equation.
-5 -4 -3 -2 -1 0 1 2 3 4 5
ω / t
0
0.05
0.1
0.15
0.2
0.25
0.3
A
(ω
) t
U = 4.8 t, β = 30 / t
U = 5.0 t, β = 30 / t
U = 5.2 t, β = 30 / t
U = 5.6 t, β = 30 / t
FIG. 6. (color online) spectral density for U =
4.8t, 5t, 5.2t, 5.6t at β = 30/t.
Next let us discuss the frequency structure of the local,
one-particle irreducible (1PI) interaction vertex (defined
in Appendix A, Eq. (A6)) at the converged DMFT solu-
tion as it comes out of the fRG flow that embeds the core
into the lattice. In Fig. 7 we show the density part of this
1PI local vertex, |Γd(iω1, iω2|iω1−iν, iω2+iν)−U/2|, and
the magnetic part, |Γm(iω1, iω2|iω1− iν, iω2 + iν)+U/2|,
for U = 5t and β = 30/t as functions of the incoming fre-
quencies ω1 (x-axis) and ω2 (y-axis). The decomposition
of the general vertex into the density and magnetic part
is described in Appendix B, in Eqs. B5 and B6. The out-
going frequencies are parametrized by the bosonic Mat-
subara frequency ν. We show the two cases ν = 0 and
ν = 40piβ . To visualize the frequency structure better we
subtracted the frequency independent term U/2 (−U/2)
from the density (magnetic) part. For particle hole sym-
metry, these vertices are purely real.
Note that the connected part of the dynamic
charge and spin susceptibilities χcharge/spin,c(iν) is ob-
tained from the connected two-particle Green’s function
Gc,(2)d/m (iω1, iω2|iω1− iν, iω2 + iν) by summations with re-
spect to ω1 and ω2 (cf. Eq. B9 and B15). Gc,(2)d/m and
Γd/m are related by Eq. A6, from which follows that the
frequency structure of Γd/m determines the local charge
and spin response of the system.
The main features of the obtained frequency structure
correspond to those that are already visible in the single-
site Hubbard vertex (B22) and (B23) at half filling that
describes the response of a free spin 1/2. This is of course
expected, because the insulating phase in the single-site
DMFT is given by a paramagnetic insulator with local
uncoupled spin degrees of freedom.
In all vertices of Fig. 7 one recognizes a sharply peaked
diagonal structure for ω2 = ω1−ν. In the single-site Hub-
bard vertex (B22) and (B23) this corresponds to the term
proportional to δω2,ω1′ . In the DMFT vertex for the em-
bedded site, it remains very sharp and no broadening is
observed. As discussed in Ref. 33 it diverges in the Mott
phase for T → 0, which explains the strong enhancement
of this structure at these low temperatures.
The first δ-term in the single-site Hubbard vertex
(B22) and (B23), that is proportional to δω1,−ω2 , would
lead to an additional peak structure on the secondary
diagonal in the ω1, ω2-plane. But for repulsive interac-
tions U > 0 it is exponentially suppressed already for the
isolated single site. Hence, also in the DMFT vertex no
such structure is obtained.
The last term in the single-site Hubbard vertex (B22)
and (B23) proportional to δω1,ω1′ only gives a contribu-
tion for ν = 0. In the density part this contribution is
not visible, because this term is again exponentially sup-
pressed. In the magnetic part it is finite and occurs in
the DMFT vertex as large difference in the offset between
ν = 0 and ν 6= 0 (right column of Figure 7). This dif-
ference leads to a term ∝ δν,0 in the spin susceptibility,
which will be discussed further below.
Furthermore there is a ’+’-shaped cross structure in
the DMFT vertex, that is centered at (ω1 = 0, ω2 = 0)
(for ν = 0). At nonzero ν = 40piβ four of those struc-
tures can be found, centered at (0, 0), (−ν, 0), (−ν, ν)
and (0, ν). In the local Hubbard vertex these correspond
to the terms proportional to U3 and U5.
Summarizing these observations we can state that the
1PI interaction vertex is by no means a structureless ob-
ject. At least for this insulating regime it appears difficult
to parametrize the vertex in a simple way. In particular,
the cross structures indicate that a parametrization in
terms of bosonic transfer frequencies does not capture
the vertex in all aspects.
In order to see that these vertices make physical sense,
we now compute the local dynamical spin susceptibility
from the 1PI vertex, by Eq. B15. Due to our finite fre-
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FIG. 7. (color online) Absolute values of the 1PI local vertex functions for U = 5t, β = 30/t, obtained with single-site
DMFT(fRG). The left plots show the density part |Γd(iω1, iω2|iω1 − iν) − U/2|, and the right plots the magnetic part
|Γm(iω1, iω2|iω1 − iν) + U/2|. Upper panel: Transfer frequency ν = 0, Lower panel: ν = 40piβ . The frequencies are signed by
their Matsubara index.
quency patching (we included 200 Matsubara frequencies
at β = 30/t) our results become inaccurate especially for
large frequencies because of the different speed of con-
vergence of the connected and the disconnected part of
the susceptibility. Nevertheless we obtain reasonable re-
sults by an analytical continuation of our data at least
at low frequencies. In Fig.8 we show the real part of the
spin susceptibility on the Matsubara axis (the imaginary
part vanishes due to particle hole symmetry). Beside a
continuous frequency dependence at nonzero frequencies
we obtain an additional term proportional to δν,0, which
is characteristic for a free spin degree of freedom. This
feature is already visible in the spin susceptibility of the
local Hubbard model (B29). It does not occur in the
imaginary part of the spin susceptibility on the real fre-
quency axis, shown in Fig. 9, because this vanishes at
ω = 0 due to Imχspin(ω) = −Imχspin(−ω). In this quan-
tity we obtain a broad spectrum of spin excitations with
an onset of twice the single-particle gap in agreement
with Ref. 53 or the data shown in Fig. 6. The two peak
structure for U = 6t could be an artifact of our approx-
imation. Note that in this single-site DMFT approach
nonlocal collective spin excitations that should appear
below the particle hole continuum are not included.
2. Metallic phase
Next let us explore the results of single-site
DMFT(fRG) for the metallic regime of the Bethe lat-
tice Hubbard model, using the scheme presented in Sec.
II C 2. In Figure 10 we show the spectral density for
U = 1t, 2t, 3t at β = 30/t. In all cases we get only
stable Pade´-results for frequencies |ω| < 2t. The spec-
tral weight at ω = 0 is pinned to the noninteracting
value A(ω = 0) = DOS(ω = 0) = 1pit , which is for
T = 0 expected from Luttinger’s theorem.54,55 Here
we find it also for nonzero temperature values. The
shoulders at the sides of the quasi-particle are located
near the position of the low energy peaks at energies
± 14
(√
U2 + 64z(U)v2 −√U2 + 16z(U)v2) in the spec-
trum of the L = 1-core and remain as artifacts in the
DMFT spectra (cf. the discussion in Sec. V.B. in Ref.
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FIG. 9. (color online) Imaginary part of the spin susceptibility
on the real frequency axis in the insulating regime of single-
site DMFT(fRG) for U = 5t, 5.2t, 6t at β = 30/t.
26).
In Fig. 11 the density part Γd(iω1, iω2|iω1 − iν, iω2 +
iν) − U/2 and the magnetic part Γm(iω1, iω2|iω1 −
iν, iω2 + iν) + U/2 of the 1PI vertex function for U = 2t
and β = 30/t are shown. Again, the vertices are purely
real due to particle hole symmetry.
The main features of the frequency structure described
above for the insulating phase are also visible in the
metallic phase, but there are also certain differences. It
can be clearly seen that now the vertices are continuous
in the whole frequency plane and no sharp δ-like features
or singularities, as in the insulating phase, occur.
On the main diagonal at ω2 = ω1−ν one observes again
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FIG. 10. (color online) Single-particle spectral density for
U = 1t, 2t, 3t at β = 30/t in the single-site DMFT(fRG)-
solution of the Bethe lattice.
a pronounced structure, which is much more broadened
compared to the insulating phase. In addition there is a
similar structure on the secondary diagonal at ω1 = −ω2,
which was absent in the insulating phase. As discussed
in Ref. 33 these features stem diagrammatically from
particle hole and particle-particle scattering processes re-
spectively. Both are already visible in the vertices of the
L = 1-core and become only more pronounced in the fRG
flow.
There is also a ’+’-shaped structure at the same posi-
tion as in the insulating phase. As seen in the lower panel
of Fig. 11 this structure evolves into a band with width
|ν| for ν = 40piβ . In perturbation theory these structures
correspond to third-order diagrams33 which involve mix-
ing of particle-particle and particle-hole bubbles. No such
structures occur in the vertices of the L = 1-core. This
means that they are generated entirely in the fRG flow
that accomplishes the embedding into the lattice.
We compared our vertex data with DMFT(ED)-
vertices, calculated by the Vienna Group33 for the same
set of parameters. All described features are also visi-
ble in the frequency structure of the DMFT(ED)-vertices
and even their relative size and sign are qualitatively re-
produced in our scheme. Quantitatively there are differ-
ences. For example the vertical structure at ω2 = ω1 − ν
is broadened and its absolute size comes out smaller in
our scheme.
Summarizing the description of the single-site vertices,
we can state that both in insulating as well as in the
metallic state, the interaction vertices exhibit a lot of
structure. The bosonic (diagonal) features could be cap-
tured by simpler parametrizations using functions de-
pending on certain transfer frequencies only,56 but other
features like the ’+’-structures would not be captured by
that. In Ref. 33 the decomposition of the 1PI vertex
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FIG. 11. (color online) 1PI vertex functions in the metallic solution of single-site DMFT(fRG) for U = 2t, β = 30/t. The
density part Γd(iω1, iω2|iω1− iν)−U/2 is shown on the left and magnetic part Γm(iω1, iω2|iω1− iν) +U/2 on the right. Upper
panel: ν = 0, Lower panel: ν = 40pi
β
. The frequencies are signed by their Matsubara index.
into two-particle irreducible (2PI) vertices and the fully
irreducible vertex is discussed. We have reproduced this
reasoning for some examples. In the 2PI vertices, certain
bosonic features are removed, but other bosonic features
due to the channel coupling remain, e.g. in the particle-
particle 2PI vertices one still sees sharp features for spe-
cific frequency transfers that originate from particle-hole
insertions. The fully irreducible vertex has a nontrivial
frequency structure as well.33,57
B. Two-site cluster DMFT
In Fig. 12 we show the local spectral density A(ω) =
− 1pi Im Gii(ω + i0+) for U = 4t and U = 10t at β = 30/t.
Unlike for the single-site DMFT(fRG) scheme, using the
two-site cluster as core, we can describe metallic and in-
sulating behavior with the same fRG-scheme, without
having to parametrize the self-energy by a Z-factor. For
U = 10t we find an insulating spectrum with two Hub-
bard bands at ω = ±5t separated by a gap. In the metal-
lic spectrum for U = 4t these Hubbard bands are still
visible as weakly pronounced shoulders at ω = ±2t. The
sharp peak at ω = 0 is due to the Van Hove singularity in
the free density of states of the two-dimensional square
lattice. Hence the single-particle spectra are qualitatively
correct and show the expected energy scales. This gives
us a robust starting point for studying the 1PI interaction
vertex for the two-site core, now including its nonlocal
part.
As for the single-site DMFT, we discuss the frequency
structure of the 1PI vertex functions for the insulating
and the metallic phase in terms of the density and mag-
netic parts. Note that in units of the bandwidth W ,
the onsite interaction U is in both cases the same as
in the data shown for the single-site DMFT. Therefore,
the vertices can be directly compared to each other on
the energy axis.58 Opposite to the single-site DMFT, the
two-site cluster DMFT includes antiferromagnetic fluctu-
ations between neighbored sites. These should be char-
acterized by the energy scale J that is for large U given
by J ∼ 4 t2U .
By the Fourier transformation U ~Ki, ~Rj =
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FIG. 12. (color online) Local single-particle spectral density A(ω) = − 1
pi
Im Gii(ω + i0+) for U = 4t and U = 10t at β = 30/t,
obtained by two-site DMFT(fRG).
1√
2
exp(i ~Ki ~Rj) we transform the vertices to cluster
momentum space with the cluster momenta ~K1 = (0, 0)
and ~K2 = (pi, pi). ~R1 = (0, 1) and ~R2 = (0, 0) are shown
in Fig. 4. Due to momentum conservation the only
non-negative contributions are given by
Γd/m( ~K1, iω1; ~K1, iω2| ~K1, iω1′ ; ~K1, iω2′) ≡ Γ1111d/m(iω1; iω2|iω1′ ; iω2′),
Γd/m( ~K1, iω1; ~K2, iω2| ~K1, iω1′ ; ~K2, iω2′) ≡ Γ1212d/m(iω1; iω2|iω1′ ; iω2′),
Γd/m( ~K1, iω1; ~K2, iω2| ~K2, iω1′ ; ~K1, iω2′) ≡ Γ1221d/m(iω1; iω2|iω1′ ; iω2′),
Γd/m( ~K1, iω1; ~K1, iω2| ~K2, iω1′ ; ~K2, iω2′) ≡ Γ1122d/m(iω1; iω2|iω1′ ; iω2′)
and the same quantities with ~K1 ↔ ~K2 respectively. Due
to particle hole symmetry one has Γ2222d/m =
(
Γ1111d/m
)∗
,
Γ2121d/m =
(
Γ1212d/m
)∗
, Γ2112d/m =
(
Γ1221d/m
)∗
and Γ2211d/m =(
Γ1122d/m
)∗
. Hence we can restrict the discussion to the
former vertices.
If we plot Γ#1#2#3#4d/m (iω1; iω2|iω1 − iν; iω2 + iν) in
the ω1 − ω2-plane we have the symmetry axes (A) at
ω2 = ω1− ν and (B) at ω1 = −ω2. MA and MB are mir-
ror operators at axis (A) and (B) respectively. In Table
I we show the transformation behavior of Γ1111d/m , Γ
1212
d/m ,
Γ1221d/m and Γ
1122
d/m under MA and MB which follows from
time reversal symmetry and particle hole symmetry. For
ν = 0 one can furthermore show that Γ1221d/m ∈ R and
Γ1122d/m ∈ R. In presenting the data, we will restrict the
discussion to the case of zero transfer frequencies ν, ei-
ther for the charge or the magnetic channel. Based on
the experience from the single-site vertex, this data con-
tains the main features, which would get shifted or split,
TABLE I. In the ω1 − ω2-plane there are two symmetry
axes: (A) at ω2 = ω1 − ν and (B) at ω1 = −ω2 with
the corresponding mirror operators MA and MB respec-
tively. In the table we show the transformation behavior of
Γ#1#2#3#4d/m (iω1; iω2|iω1 − iν; iω2 + iν) under MA and MB.
MA MB
Γ1111d/m Γ
1111
d/m
(
Γ1111d/m
)∗
Γ1212d/m
(
Γ1212d/m
)∗
Γ1212d/m
Γ1221d/m Γ
1221
d/m Γ
1221
d/m
Γ1122d/m
(
Γ1122d/m
)∗ (
Γ1122d/m
)∗
but not changed drastically in the case of finite frequency
transfer.
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1. Insulating phase
In Fig. 13 we show the vertices
|Γ1111d/m(iω1; iω2|iω1; iω2)∓U/4|, |Γ1212d/m(iω1; iω2|iω1; iω2)∓
U/4|, Γ1221d/m(iω1; iω2|iω1; iω2) ∓ U/4 and
Γ1122d/m(iω1; iω2|iω1; iω2)∓ U/4 for U = 10t and β = 30/t.
Since Γ1111 and Γ1212 are complex-valued we plot their
absolute values.
In the density and magnetic part of Γ1111 and Γ1221,
the only apparent feature is a ’+’-shaped structure, which
reaches its maximum in the center at (ω1 = 0, ω2 = 0).
It is much more broadened compared to the single-site
DMFT (Fig. 7) and its width increases with the interac-
tion U .
The density and magnetic part of Γ1212 and Γ1122 are
dominated by a peaked diagonal frequency structure at
ω1 = ω2, which reaches its maximum at (ω1 = 0, ω2 = 0).
Except for the magnetic part of Γ1122, an additional ’+’-
shaped structure is only very weakly pronounced. Snap-
shots of the peaked structure at ω1 = ω2 along or parallel
to the main diagonal can be described by a Lorentzian
with width ≈ J . This should be compared to the local
vertex of the single-site DMFT (cf. Fig. 7). Here the an-
tiferromagnetic coupling J is absent and also the peaked
structure at ω2 = ω1 is δ-shaped, i.e. its width is equal to
zero. This difference is mainly caused by the fact that in
the two-site core, the localized spins couple antiferomag-
netically and form a singlet. The embedding of this core
in the gapped bath only leads to quantitative changes,
but without allowing for longer-ranged spin correlations
in this cluster DMFT framework, the singlet character
does not change. Therefore, qualitatively, the important
features in the frequency structure of the embedded ver-
tex are already visible in the vertex of the isolated two-
site Hubbard model, which serves as ’core’ in our cluster
DMFT scheme. Hence, if one tries to describe a short-
range correlated system, using a finite-site vertex of a
core with qualitatively similar properties may be a good
approximation or guide to look for viable parametriza-
tions. Near phase transitions the picture may become
more complicated18.
In Fig. 14 we show the local and next-neighbor spin
susceptibilities on the Matsubara-axis. In contrast to the
single-site DMFT (cf. Figure 8) no term ∝ δν,0 occurs in
the local spin susceptibility, which was characteristic for a
free spin degree of freedom. Now, the spin moments are
screened by an antiferromagnetic exchange interaction.
The Pade´-spectra show sharp spin excitations at certain
values ±∆Espinij and the Matsubara data are consistent
with a functional dependence of the form χspinij (iν) ∼
(−1)(i−j) ∆E
spin
ij
ν2+(∆Espinij )
2
. The spin excitation energy in
the two-site Hubbard model is given by ∆Espin2-site,11 =
∆Espin2-site,12 = ∆E
spin
2-site =
(√
U2 + 16t2 − U) /2. It is
equal to the antiferromagnetic exchange energy J2-site in
the corresponding two-site Heisenberg model. In Table II
TABLE II. Spin excitation energies ∆Espin11 and ∆E
spin
12
obtained from the data in Figure (14) in comparison
with the two-site Hubbard model ∆Espin2-site = J2-site =(√
U2 + 16t2 − U) /2.
U/t ∆Espin11 /t ∆E
spin
12 /t ∆E
spin
2-site/t
10 0.351 0.357 0.385
12 0.310 0.316 0.325
14 0.274 0.280 0.280
we present the fitted values ∆Espin11 , ∆E
spin
12 and ∆E
spin
2-site
for the data in Fig. 14. Not unexpectedly, the trend
shows that for increasing insulating character, i.e. larger
U , the excitation energies come closer to the value of the
isolated two-site cluster.
2. Metallic phase
In Fig. 15 we show the vertices
|Γ1111d/m(iω1; iω2|iω1; iω2)∓U/4|, |Γ1212d/m(iω1; iω2|iω1; iω2)∓
U/4|, Γ1221d/m(iω1; iω2|iω1; iω2) ∓ U/4 and
Γ1122d/m(iω1; iω2|iω1; iω2) ∓ U/4 for U = 4t and β = 30/t,
i.e. in the metallic phase.
Compared to the insulating phase, the obtained fre-
quency structures are now even richer. The density and
magnetic parts of Γ1111 and the density part of Γ1221 are
beyond a simple description and posses rather detailed
structures along the ω1 = ω2 and ω1 = −ω2 lines, over-
laid by an additional ’+’-shaped structure. Opposite to
the insulating case, the vertices become minimal in their
absolute values at this ’+’-shaped structure, especially at
the point (ω1 = 0, ω2 = 0), rather than reaching a maxi-
mum. This is best visible in the magnetic part of Γ1221,
which is determined solely by this structure. Except to
this different behavior at the ’+’-shaped structure, the
vertices Γ1212 and Γ1122 are similar to the corresponding
vertices in the insulating phase.
IV. CONCLUSIONS
In this paper we showed that a recently introduced26
fRG scheme for Anderson impurity problems can serve as
an efficient and flexible impurity solver for the dynam-
ical mean-field theory. Using this new impurity solver,
we studied in the first part of the paper the half-filled
Hubbard model on a Bethe lattice in infinite dimension.
This showed that the hallmarks of metallic and insulat-
ing phases can be reproduced, although the transition
region could not be resolved very clearly, at least with
the current implementation.
While we think that it is interesting and important to
explore new impurity solvers, we certainly do not claim
that the current version of this fRG impurity solver is
superior to the established techniques with respect to
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FIG. 13. (color online) Vertex functions |Γ1111d/m(iω1; iω2|iω1; iω2)∓U/4|, |Γ1212d/m(iω1; iω2|iω1; iω2)∓U/4|, Γ1221d/m(iω1; iω2|iω1; iω2)∓
U/4 and Γ1122d/m(iω1; iω2|iω1; iω2) ∓ U/4 for U = 10t, β = 30/t, obtained in two-site DMFT(fRG). Left column: density part.
Right column: magnetic part. The frequencies are signed by their Matsubara index.
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FIG. 14. (color online) Spin susceptibility χspinij (iν) on the Matsubara-axis, obtained in the insulating regime of the two-site
DMFT(fRG) for the Hubbard model on the square lattice. Left plot: local spin susceptibility. Right plot: next-neighbor spin
susceptibility.
single-particle properties. However, a quantity that has
not been investigated thoroughly in the past but that is
quite easily accessible in the fRG impurity solver is the
local one-particle irreducible vertex function. It explic-
itly appears in the fRG solution of the impurity problem
and is hence obtained at no additional cost. We obtained
its density and magnetic part for the insulating and the
metallic phase in good qualitative agreement with recent
calculations using DMFT with exact diagonalization as
impurity solver.33 Understanding the frequency structure
of this vertex function in DMFT is important for several
reasons. On the one hand it is an important ingredient of
perturbative DMFT extensions that include nonlocal de-
grees of freedom,16,17,19–21,50,59 but also in the single-site
DMFT two-particle correlation functions can be used to
identify nonperturbative precursors of the Mott physics
inside the metallic phase of the MIT.57 Note that there
are additional ways to separate the 1PI vertex into other
parts, like the fully irreducible vertex and 2PI vertices,
see Ref. 33. As shown in this reference, these other ver-
tices show slightly reduced complexity in their frequency
structures, but also remain a nontrivial function of the
frequencies. In order to keep the discussion manageable,
we have not taken this road and only present data for the
1PI vertex.
In the second part of the paper we studied the Hub-
bard model on a square lattice in two dimensions within
a two-site cluster DMFT approach. In this scheme, an-
tiferromagnetic fluctuations between nearest neighbored
sites are included. We obtained the density and magnetic
part of the cluster vertex functions for the insulating and
the metallic case. From the local and next-neighbor spin
susceptibility we obtained the spin-spin coupling J as
function of U in the insulating phase.
Quite generally, our data support the findings of
Ref. 33 that the vertices show rich structure, includ-
ing ’+’-structures that cannot be parametrized in terms
of the ’bosonic’ transfer frequencies. While the phys-
ical meaning of these structures beyond a connection
to higher-order diagrams is not obvious, they represent
a formidable challenges for above-mentioned approaches
that want to use the DMFT vertices as input in order
to explore correlations on longer scales, in particular if
wave vector dependencies are supposed to be added. Be-
yond this principal statement, we can use our data to
make two valuable comparisons. First we can study a)
the difference between the vertices in the metallic and
the insulating phase. Second we can b) scrutinize what
changes occur when nonlocal correlations are included.
Regarding comparison a), we find much milder fre-
quency dependences in the metallic case. In particu-
lar, the sharp bosonic features of the single-site solution
are smeared out, and the ’+’-structures are broadened as
well. Furthermore, many (but not all) cross sections of
the vertices in the metallic phase show a reduction at low
frequencies compared to high frequencies which points to
a screening effect. In the insulating state, the opposite
is found. Here, the low frequency vertices are mostly en-
hanced. Finally, in the metallic phase of the single-site
solution one can also find enhancement features at zero
incoming frequency, pointing to the role of pairing fluc-
tuations. These cannot be seen in the insulating state,
and these features are also much weaker in the two-site
solution, possibly due to the spin gap. Note that the
possible soft collective fluctuations that are not captured
by the present cluster schemes could lead to additional
frequency structures. Their systematics should however
correspond to what is known from random-phase approx-
imation or related approaches.
Comparison b) between single-site and two-site DMFT
vertices shows on one hand that new features and energy
scales can come in. Our data describe how the sharp
delta-like diagonal features for fixed frequency transfer
get broadened. These structures were indicative of a free
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FIG. 15. (color online)Vertex functions |Γ1111d/m(iω1; iω2|iω1; iω2)∓U/4|, |Γ1212d/m(iω1; iω2|iω1; iω2)∓U/4|, Γ1221d/m(iω1; iω2|iω1; iω2)∓
U/4 and Γ1122d/m(iω1; iω2|iω1; iω2) ∓ U/4 for U = 4t, β = 30/t. Left column: density part. Right column: magnetic part. The
frequencies are signed by their Matsubara index.
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moment in the insulating single-site solution and caused
a peak in the spin susceptibility at zero Matsubara fre-
quency. Now, the insulating two-site solution displays
the exchange energy scale J , both in the vertex and the
spin susceptibility. The embedding of the two-site core
in the DMFT causes only slight additional broadenings.
Beyond these expected changes, the frequency structures
are definitely dispersive, as can be seen from the vertices
for different wavevector combinations. From our work
one can only see that nonlocal correlations have a def-
inite effect on the vertices. However, we are far away
from understanding how far one should go in the cluster
size to obtain convergence, e.g., of the local vertex. Yet,
at least for larger U , the behavior on a nearest neighbor
bond captured in our results should contain the dominant
strong coupling physics, unless phase transitions with di-
verging length scales or geometric frustration comes into
play.
To obtain the local dynamic charge- and spin suscep-
tibilites from our vertex data is more challenging due
to the finite frequency patching and the different speed
of convergence of the connected and disconnected parts
of the susceptibilities, but we still managed to estimate
effective exchange coupling from the data. Yet, the an-
alytical continuation by a Pade´-algorithm does not de-
liver meaningful results for all sets of parameters. One
might try to achieve better results by an appropriate
parametrization of the vertex function in the lines of Ref.
60. Note, that frequency dependent vertex corrections
are found to be essential for understanding experimen-
tally observed dynamic susceptibilites in realistic mate-
rial calculations, as for example in the case of iron-based
superconductors.61–63 Therefore, there is a great need for
developing new flexible solvers, that facilitate the heavy
calculation of these quantities in realistic multi-orbital
cases.
We thank S. Andergassen, A. Liebsch, C. Taranto and
A. Toschi for helpful discussions and for providing data
for comparison. This work was supported by the DFG
research units FOR 732 and FOR 912.
Appendix A: Green’s and Vertex functions
The n-particle Green’s functions are defined as the time ordered expectation values by64
G(n)(α1τ1, ..., αnτn|α1′τ1′ , ..., αn′τn′)
= (−1)n〈〈Tτaα1(τ1)...aαn(τn)a†αn′ (τn′)...a†α1′ (τ1′)〉〉Z
=
(−1)n
Z
Tr
[
exp
(
−βHˆ
)
Tτaα1(τ1)...aαn(τn)a
†
αn′ (τn′)...a
†
α1′ (τ1′)
]
(A1)
with the time dependent Heisenberg operators
a
(†)
i (τ) = exp
(
τHˆ
)
a
(†)
i exp
(
−τHˆ
)
. (A2)
The Fourier transform of the Green’s functions is given by
G(n)(α1τ1, ..., αnτn|α1′τ1′ , ..., αn′τn′) = 1
β2n
∑
iω1,...,iωn
∑
iω1′ ,...,iωn′
e−
∑
j iωjτje
∑
j iωj′τj′
×G(n)(α1ω1, ..., αnωn|α1′ω1′ , ..., αn′ωn′), (A3)
G(n)(α1ω1, ..., αnωn|α1′ω1′ , ..., αn′ωn′)) =
∫ β
0
dτ1...
∫ β
0
dτn
∫ β
0
dτ1′ ...
∫ β
0
dτn′e
∑
j iωjτje−
∑
j iωj′τj′
×G(n)(α1τ1, ..., αnτn|α1′τ1′ , ..., αn′τn′). (A4)
In the following, if not stated otherwise, the multi index αi stands for either (αi, τi) or (αi, ωi). By subtracting the
disconnected parts of G(2) one gets the connected two-particle Green’s function
Gc,(2)(α1, α2|α1′ , α2′) = G(2)(α1, α2|α1′ , α2′)− G(1)(α1|α1′)G(1)(α2|α2′) + G(1)(α1|α2′)G(1)(α2|α1′). (A5)
From Gc,(2) one obtains the 1PI-Vertex-function by amputing the full one-particle Green’s functions at the outer legs
Γ(α1, α2|α1′ , α2′) = −
∑
β1,β2
β
1′β2′
[
G(1)
]−1
α1,β1
[
G(1)
]−1
α2,β2
Gc,(2)(β1, β2|β1′ , β2′)
[
G(1)
]−1
β1′ ,α1′
[
G(1)
]−1
β2′ ,α2′
. (A6)
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Appendix B: Dynamic susceptibilities
If we assume spin rotation invariance, a general two-particle Green’s function can be parameterized in the following
way:
G(2) (α1, σ1;α2, σ2|α1′ , σ1′ ;α2′ , σ2′) = A (α1, α2|α1′ , α2′) δσ1,σ1′ δσ2,σ2′ + B (α1, α2|α1′ , α2′) δσ1,σ2′ δσ2,σ1′ (B1)
Because G(2)(1, 2|1′, 2′) is antisymmetric under the permutations 1↔ 2 and 1′ ↔ 2′ the functions A and B obey the
relation
A (α1, α2|α1′ , α2′) = −B (α1, α2|α2′ , α1′) = −B (α2, α1|α1′ , α2′) . (B2)
Using the identity
2δσ1,σ2′ δσ2,σ1′ = δσ1,σ1′ δσ2,σ2′ + ~σσ1,σ1′~σσ2,σ2′ , (B3)
we write the two-particle Green’s function as
G(2) (α1, σ1;α2, σ2|α1′ , σ1′ ;α2′ , σ2′) = G(2)d (α1, α2|α1′ , α2′) δσ1,σ1′ δσ2,σ2′ + G(2)m (α1, α2|α1′ , α2′)~σσ1,σ1′~σσ2,σ2′ (B4)
with the density part G(2)d and the magnetic part G(2)m given by
G(2)d (α1, α2|α1′ , α2′) = A (α1, α2|α1′ , α2′) +
1
2
B (α1, α2|α1′ , α2′) , (B5)
G(2)m (α1, α2|α1′ , α2′) =
1
2
B (α1, α2|α1′ , α2′) . (B6)
In an analogue way one can define a density and magnetic part of the connected Green’s function Gc,(2)d/m and of the
1PI vertex function Γd/m.
1. Dynamic charge susceptibility
The dynamic charge susceptibility is defined as
χchargeij (iν) =
∫ β
0
dτeiντ [〈〈Tτ (ρˆi(τ)ρˆj(0))〉〉 − 〈〈ρˆi〉〉〈〈ρˆj〉〉] (B7)
with the density-operator
ρˆi =
∑
σ
c†iσciσ. (B8)
The expectation value is given by a two-particle Green’s function
χchargeij (iν) =
∫ β
0
dτeiντ
∑
σ,σ′
G(2) (i, σ, τ ; j, σ′, 0−|i, σ, τ ; j, σ′)− βδν,0〈〈ρˆi〉〉〈〈ρˆj〉〉
=
1
β2
∑
iω1,iω2
∑
σ,σ′
G(2) (i, σ, iω1; j, σ′, iω2|i, σ, iω1 − iν; j, σ′)− βδν,0〈〈ρˆi〉〉〈〈ρˆj〉〉
=
4
β2
∑
iω1,iω2
G(2)d (i, iω1; j, iω2|i, iω1 − iν; j)− βδν,0〈〈ρˆi〉〉〈〈ρˆj〉〉
=
4
β2
∑
iω1,iω2
Gc,(2)d (i, iω1; j, iω2|i, iω1 − iν; j)−
2
β
∑
iω
G (iω, i, j)G (iω − iν, j, i)
= χcharge,cij (iν) + χ
charge,dc
ij (iν) . (B9)
Here we used that the density part G(2)d is given by
G(2)d (i, iω1; j, iω2|i, iω1 − iν; j) =
1
2
(
G(2) (i, ↑, iω1; j, ↑, iω2|i, ↑, iω1 − iν; j, ↑) + G(2) (i, ↑, iω1; j, ↓, iω2|i, ↑, iω1 − iν; j, ↓)
)
(B10)
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and
〈〈ρˆi〉〉 = 2
β
∑
iω
eiω0
+G (iω, i, i) . (B11)
2. Dynamic spin susceptibility
The dynamic spin susceptibility is defined as
χspinij (iν) =
∫ β
0
dτeiντ
〈〈
Tτ
(
Sˆ+i (τ)Sˆ
−
j (0)
)〉〉
(B12)
with the spin operators
Sˆ+i (τ) = c
†
i↑(τ)ci↓(τ), (B13)
Sˆ−i (τ) = c
†
i↓(τ)ci↑(τ). (B14)
The expectation value is given by a two-particle Green’s function
χspinij (iν) = −
∫ β
0
dτeiντG(2) (j, ↑, 0−; i, ↓, τ |i, ↑, τ ; j, ↓)
= − 1
β2
∑
iω1,iω2
G(2) (j, ↑, iω1; i, ↓, iω2|i, ↑, iω2 − iν; j, ↓)
=
2
β2
∑
iω1,iω2
G(2)m (i, iω2; j, iω1|i, iω2 − iν; j)
=
2
β2
∑
iω1,iω2
Gc,(2)m (i, iω2; j, iω1|i, iω2 − iν; j)−
1
β
∑
iω
G (iω, i, j)G (iω − iν, j, i)
= χspin,cij (iν) + χ
spin,dc
ij (iν) . (B15)
3. Local Hubbard model
The Hamiltonian of the one-site Hubbard model (for µ = −U/2 i.e. particle-hole symmetry), which serves as ’core’
in our single-site DMFT(fRG) scheme for the insulating phase, is given by
Hˆ = −U
2
∑
σ
nσ + Un↑n↓. (B16)
From the one-particle Green’s function
G(iω) = iω
(iω)2 − U24
=
1
iω + U/2− Σ(iω) (B17)
follows the self-energy as
Σ(iω) =
U
2
+
U2
4iω
. (B18)
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The two-particle 1PI vertex function65 is given by
Γ (↑, iω1; ↑, iω2| ↑, iω′1; ↑) = −β
U2
4
δω1,ω′1 − δω2,ω′1
(iω1)2(iω2)2
[
(iω1)
2 − U
2
4
] [
(iω2)
2 − U
2
4
]
, (B19)
Γ (↑, iω1; ↓, iω2| ↑, iω′1; ↓) = U +
(
U
2
)3 ∑
i=1,2,1′,2′(iωi)
2∏
i=1,2,1′,2′(iωi)
− 6
(
U
2
)5 ∏
i=1,2,1′,2′
1
(iωi)
−βδω1,−ω2
U2
2
nF
(
U
2
) [(iω1)2 − U24 ] [(iω1′)2 − U24 ]
(iω1)2(iω1′)2
+βδω2,ω′1
U2
2
nF
(
−U
2
) [(iω1)2 − U24 ] [(iω1′)2 − U24 ]
(iω1)2(iω1′)2
−βδω1,ω′1
U2
4
(
nF
(
U
2
)
− nF
(
−U
2
)) [(iω1)2 − U24 ] [(iω2)2 − U24 ]
(iω1)2(iω2)2
(B20)
with ω′2 = ω1 + ω2 − ω′1 and the Fermi function
nF (x) =
1
1 + exp (βx)
. (B21)
The density and magnetic part of Γ follow with Eqs. (B5) and (B6) as
Γd (iω1, iω2|iω1′) = 1
2
[Γ (↑, iω1; ↑, iω2| ↑, iω′1; ↑) + Γ (↑, iω1; ↓, iω2| ↑, iω′1; ↓)]
=
U
2
+
1
2
(
U
2
)3 ∑
i=1,2,1′,2′(iωi)
2∏
i=1,2,1′,2′(iωi)
− 3
(
U
2
)5 ∏
i=1,2,1′,2′
1
(iωi)
−βδω1,−ω2
U2
4
nF
(
U
2
) [(iω1)2 − U24 ] [(iω1′)2 − U24 ]
(iω1)2(iω1′)2
+βδω2,ω1′
U2
4
[
1
2
+ nF
(
−U
2
)] [(iω1)2 − U24 ] [(iω2)2 − U24 ]
(iω1)2(iω2)2
−βδω1,ω1′
U2
4
nF
(
U
2
) [(iω1)2 − U24 ] [(iω2)2 − U24 ]
(iω1)2(iω2)2
, (B22)
Γm (iω1, iω2|iω1′) = 1
2
[Γ (↑, iω1; ↑, iω2| ↑, iω′1; ↑)− Γ (↑, iω1; ↓, iω2| ↑, iω′1; ↓)]
= −U
2
− 1
2
(
U
2
)3 ∑
i=1,2,1′,2′(iωi)
2∏
i=1,2,1′,2′(iωi)
+ 3
(
U
2
)5 ∏
i=1,2,1′,2′
1
(iωi)
+βδω1,−ω2
U2
4
nF
(
U
2
) [(iω1)2 − U24 ] [(iω1′)2 − U24 ]
(iω1)2(iω1′)2
+βδω2,ω1′
U2
4
[
1
2
− nF
(
−U
2
)] [(iω1)2 − U24 ] [(iω2)2 − U24 ]
(iω1)2(iω2)2
−βδω1,ω1′
U2
4
nF
(
−U
2
) [(iω1)2 − U24 ] [(iω2)2 − U24 ]
(iω1)2(iω2)2
(B23)
with ω′2 = ω1 + ω2 − ω′1.
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With Eq. (B9) one gets the dynamic charge susceptibility
χcharge,c (iν) = −U nF
(
U
2
)− nF (−U2 )
(iν)2 − U2 + βδν,0nF
(
U
2
)2
, (B24)
χcharge,dc (iν) = U
nF
(
U
2
)− nF (−U2 )
(iν)2 − U2 + βδν,0nF
(
U
2
)
nF
(
−U
2
)
, (B25)
χcharge (iν) = βδν,0nF
(
U
2
)
. (B26)
With Eq. (B15) one gets the dynamic spin susceptibility
χspin,c (iν) = −U
2
nF
(
U
2
)− nF (−U2 )
(iν)2 − U2 + βδν,0
1
2
nF
(
−U
2
)2
, (B27)
χspin,dc (iν) =
U
2
nF
(
U
2
)− nF (−U2 )
(iν)2 − U2 + βδν,0
1
2
nF
(
U
2
)
nF
(
−U
2
)
, (B28)
χspin (iν) = βδν,0
1
2
nF
(
−U
2
)
. (B29)
Appendix C: fRG flow equations
A detailed derivation of the fRG flow equations that are used to solve the impurity problem, given in the form of
a semi-infinite tight binding chain, (13) can be found in Ref. 26. In the following we show that this formalism can
be generalized to impurity problems in the form of a semi infinite N -chain ladder like, for example, Eq. 23. The
derivation is completely analog to the case before and we just present the important steps.
The Hamiltonian of a N -chain ladder with an interaction term on the first rung is given by
HˆN-site-And = U
∑
σ
N∑
j=1
nˆd,j,↑nˆd,j,↓ − t⊥0
N−1∑
j=1
∑
σ
(
d†j,σdj+1,σ +H.c.
)
− t0
∑
σ
N∑
j=1
(
d†j,σb1,j,σ +H.c.
)
−
∞∑
i=1
N∑
j=1
∑
σ
ti
(
b†i,j,σbi+1,j,σ +H.c.
)
−
∞∑
i=1
N−1∑
j=1
∑
σ
t⊥i
(
b†i,j,σbi,j+1,σ +H.c.
)
, (C1)
where at we mulitiply the hopping between the core and the remaining bath rungs by a factor Λ, i.e. tL → ΛtL.
The fRG flow is implemented in an effective theory on the bath rung bL+1 which follows from the original theory
(C1) by integrating out the core and all bath rungs with index i > L+ 1 in a functional integral representation. Up
to the fourth order in the fields, the effective action is given by
Seff
(
b¯L+1, bL+1
)
= − 1
β
∑
iω
∑
σ
b¯L+1,σ(iω)Qˆ
eff,Λ
σ (iω)bL+1,σ(iω)
− (ΛtL)
4
4β3
∑
iω1,iω2,
iω
1′ ,iω2′
∑
i1,i2,
i
1′ ,i2′
∑
σ1,σ2,
σ
1′ ,σ2′
b¯L+1,i1,σ1(iω1)b¯L+1,i2,σ2(iω2) (C2)
×Gc,(2)core (iω1, bL, i1, σ1; iω2, bL, i2, σ2|iω1′ , bL, i1′ , σ1′ ; iω2′ , bL, i2′ , σ2′)
×bL+1,i1′ ,σ1′ (iω1′)bL+1,i2′ ,σ2′ (iω2′)δω1+ω2,ω1′+ω2′ δσ1+σ2,σ1′+σ2′ (C3)
with
Qˆeff,Λσ (iω) = iω1− tˆ⊥L+1 − (ΛtL)2Gˆc,(1)core,σ(iω, bL, bL)− t2L+1gˆbL+2,bL+3,...(iω, bL+2, bL+2). (C4)
Here we used the abbreviation b¯L+1,σ =
(
b¯L+1,1,σ, b¯L+1,2,σ, ..., b¯L+1,N,σ
)
for vectors in the bL+1 rung subspace. Ma-
trices in this space are denoted by a hat. Gc,(n)core is the connected n-particle Green’s function of the isolated core and
gbL+2,bL+3,... the one-particle Green’s function of the bath. tˆ
⊥
L+1 is the free hopping matrix on rung L+ 1. Note, that
an additional frequency-dependent local term, as for example the local self-energy that arise in a DMFT cycle can be
easily included in Qˆeff,Λσ .
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The fRG flow equations form an infinite set of differential equations with respect to the parameter Λ for the one-
particle irreducible vertex functions.23,45,46 We truncate them by neglecting the flow of the three-particle vertex and
all higher vertex functions. Then we are left with a coupled set of flow equations for the self-energy ΣΛeff and the
two-particle vertex ΓΛeff. The latter can be separated into two different spin channels like in Eq. B1 and we denote
the direct part as V Λeff. The flow equations are given by
d
dΛ
ΣΛeff (iω, i1, i1′) = −
1
β
∑
iω′
∑
i2,i2′
SΛeff (iω
′, i2′ , i2)
[
2V Λeff (i1, iω; i2, iω
′|i1′ , iω; i2′ , iω′)
−V Λeff (i1, iω; i2, iω′|i2′ , iω′; i1′ , iω)
]
(C5)
d
dΛ
V Λeff (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′) = ΦΛpp (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′) + ΦΛdph (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′)
+ΦΛcrph (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′) (C6)
with
ΦΛpp (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′) =
1
β
∑
iω3,iω4
∑
i3,i4
i
3′ ,i4′
LΛ (iω3, iω4, i3′ , i3, i4′ , i4) (C7)
×V Λeff (i3, iω3; i4, iω4|i1′ , iω1′ ; i2′ , iω2′)V Λeff (i1, iω1; i2, iω2|i3′ , iω3; i4′ , iω4)
ΦΛdph (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′) = −
1
β
∑
iω3,iω4
∑
i3,i4
i
3′ ,i4′
LΛ (iω3, iω4, i3′ , i3, i4′ , i4) (C8)
×[2V Λeff (i1, iω1; i3, iω3|i1′ , iω1′ ; i4′ , iω4)V Λeff (i2, iω2; i4, iω4|i2′ , iω2′ ; i3′ , iω3)
−V Λeff (i1, iω1; i3, iω3|i1′ , iω1′ ; i4′ , iω4)V Λeff (i2, iω2; i4, iω4|i3′ , iω3; i2′ , iω2′)
−V Λeff (i1, iω1; i3, iω3|i4′ , iω4; i1′ , iω1′)V Λeff (i2, iω2; i4, iω4|i2′ , iω2′ ; i3′ , iω3)
]
ΦΛcrph (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′) =
1
β
∑
iω3,iω4
∑
i3,i4
i
3′ ,i4′
LΛ (iω3, iω4, i3′ , i3, i4′ , i4) (C9)
×V Λeff (i2, iω2; i3, iω3|i4′ , iω4; i1′ , iω1′)V Λeff (i1, iω1; i4, iω4|i3′ , iω3; i2′ , iω2′)
and the single scale propagator
SˆΛeff(iω) = GˆΛeff(iω)
d
dΛ
[
Qˆeff,Λ(iω)
]
GˆΛeff(iω). (C10)
The function LΛ is defined as
LΛ (iω1, iω2, i1, i2, i3, i4) = GΛeff (iω1, i1, i2)SΛeff (iω2, i3, i4) + SΛeff (iω1, i1, i2)GΛeff (iω2, i3, i4) (C11)
with the Green’s function [
GˆΛeff(iω)
]−1
= Qˆeff,Λ(iω)− ΣˆΛeff(iω). (C12)
We use the following replacement in the flow equation for the vertex function (C6), which is motivated by the
fulfillment of Ward identities in the fRG flow66
SˆΛeff → −
dGˆΛeff
dΛ
= SˆΛeff − GˆΛeff
dΣˆΛeff
dΛ
. (C13)
The initial conditions for Λ = 0 are
ΣΛ=0eff (iω, i1, i1′) = 0, (C14)
V Λ=0eff (i1, iω1; i2, iω2|i1′ , iω1′ ; i2′ , iω2′) = t4LGc,(2)core (bL, i1, ↑, iω1; bL, i2, ↓, iω2|bL, i1′ , ↑, iω1′ ; bL, i2′ , ↓, iω2′) . (C15)
In the most simple approximation the flow of V Λeff is neglected and only the flow equation for the self-energy (C5) is
integrated (’approximation 1’). Integrating the full set of flow equations (C5) and (C6) is denoted as ’approximation
2’.
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Finally one needs relations that connects the vertices of the effective theory with those of the original theory Σ
and Γ. In the setup of the effective theory one can derive the local Green’s function on rung bL+1 from the effective
self-energy Σˆeff ≡ ΣˆΛ=1eff
Gˆσ(iω, bl+1, bL+1) =
[
Qˆeff,Λ=1σ (iω)− Σˆeff(iω)
]−1
. (C16)
The same Green’s function can be derived in the setup of the original theory and one can use its functional dependence
on the dot self-energy Σˆ(iω) to derive a relation between Σˆeff and Σˆ. For L = 0 this relation is given by
Σˆ(iω) = iω1− tˆ⊥0 − t20
[
t20Gˆc,(1)core,σ(iω, bL, bL) + Σˆeff(iω)
]−1
. (C17)
In a similar way one gets the local 1PI vertex function on the dot site from the vertex function of the effective theory
ΓΛ=1eff ≡ Γeff. The connected two-particle Green’s function on rung bL+1 is given by
Gc,(2) (bL+1, α1; bL+1, α2|bL+1, α1′ ; bL+1, α2′) = −
∑
β1,β2
β
1′ ,β2′
Gˆ(bL+1α1; bL+1, β1)Gˆ(bL+1α2; bL+1, β2)Γeff (β1, β2|β1′ , β2′)
×Gˆ(bL+1β1′ ; bL+1, α1′)Gˆ(bL+1β2′ ; bL+1, α2′). (C18)
Here greek indices are super-indices that contain Matsubara frequency, spin and channel-index. By amputing the
Green’s function that connect the dot rung with rung bL+1 one gets the vertex function on the dot rung
Γ(d, α1; d, α2|d, α1′ ; d, α2′) = −
∑
β1,β2
β
1′ ,β2′
[
Gˆ(bL+1, β1; d, α1)
]−1 [
Gˆ(bL+1, β2; d, α2)
]−1
×Gc,(2) (bL+1, β1; bL+1, β2|bL+1, β1′ ; bL+1, β2′)
×
[
Gˆ(d, α1′ ; bL+1, β1′)
]−1 [
Gˆ(d, α1′ ; bL+1, β1′)
]−1
. (C19)
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