Introduction aux dynamiques cat\'egoriques connectives by Dugowson, Stéphane
ar
X
iv
:1
11
2.
52
41
v1
  [
ma
th.
DS
]  
22
 D
ec
 20
11
Introduction aux dynamiques
cate´goriques connectives
S. Dugowson
25 septembre 2018
Abstract. Introduction To Categorical Connective Dynamics.
—This text is a continuation to my former article “On Connectivity Spaces”.
It takes into account that connectivity spaces gives rise to phenomena which
are essentially dynamic. In a first stage, the representation of finite connec-
tivity spaces by links (Brunn-Debrunner-Kanenobu’s theorem) leads to the
notion of connective representation. But examples of connective representa-
tions often come from dynamical systems. And this is even more obvious
when we study the adjoint notion of connective foliation. To apply those
notions to dynamics, we first need to consider dynamical systems in an uni-
fied way. This is done with a categorical point of view on temporalities and
dynamics. It is then possible to define categorical connective dynamics, and
to apply to them the various connective notions, specially the connectivity
order of a connectivity space.
Re´sume´. Ce texte est la suite de mon article ≪ On connectivity Spaces ≫.
Cette fois, c’est la nature essentiellement dynamique de ces espaces qui nous
inte´resse. Dans un premier temps, la repre´sentation par entrelacs des espaces
connectifs finis (the´ore`me de Brunn-Debrunner-Kanenobu) conduit a` la no-
tion de repre´sentation connective. Mais les exemples de telles repre´sentations
proviennent souvent de syste`mes dynamiques. Cela est encore plus flagrant
avec la notion adjointe de feuilletage connectif. Pour appliquer ces notions
aux syste`mes dynamiques, il nous faut d’abord conside´rer ces syste`mes de
fac¸on unifie´e. Cela est rendu possible par l’adoption d’un point de vue cate´gorique
sur les temporalite´s et les dynamiques. Il est alors possible de de´finir les dy-
namiques cate´goriques connectives, et de leur appliquer les diverses notions
connectives, en particulier celle d’ordre connectif d’un espace connectif.
Keywords : Connectivity. Dynamics. Dynamical System. Categories. Links.
Borromean. Time. Indeterminism. Foliation. Connective representation. Connec-
tivity order. Interpretation. Essentialization. Verticalization.
Mathematics Subject Classification 2010 : 37C85. 54A05, 54B30, 54H20.
57M25. 57R30.
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Introduction
Les espaces connectifs constituent une ≪ cate´gorie topologique 1 ≫, mais
elles n’entrent pas pour autant dans les de´finitions de la topologie ge´ne´rale.
Faisant suite a` notre article ≪ On connectivity Spaces ≫ [13], dans lequel
ces espaces et plusieurs notions fondamentales les concernant sont de´finis,
le pre´sent ouvrage commence par un chapitre de courts rappels de ces no-
tions, avec e´galement quelques comple´ments qui nous serons utiles pour la
suite (en particulier la notion d’ordre connectif pour des espaces connectifs
quelconques).
La conside´ration des structures connectives les plus simples, telle celle du
nœud borrome´en, conduisent naturellement a` s’inte´resser a` la repre´sentation
par entrelacs de ces structures. Comme il est indique´ dans [13], le the´ore`me de
Brunn-Debrunner-Kanenobu re´pond positivement a` la question de la repre´sen-
tabilite´ par entrelacs de toute structure connective finie.
Si l’on souhaite un jour — nous ne le ferons pas ici — traiter cette meˆme
question mais dans le cas des espaces connectifs infinis, il nous faut commen-
cer par pre´ciser la notion ge´ne´rale de repre´sentation d’un espace connectif
dans un autre. Ceci fait, la notion de repre´sentabilite´ par entrelacs apparaˆıt
alors comme un cas particulier de la notion ge´ne´rale, a` condition de munir
l’espace ou` la repre´sentation a lieu d’une structure connective particulie`re,
de´finie ≪ par se´paration ≫. Ces notions, et la de´finition de certaines cate´gories
de repre´sentations connectives, font l’objet de la premie`re section du chapitre
2.
Les premiers exemples de repre´sentations par entrelacs de structures con-
nectives infinies sont issus de la me´canique (fibration de Hopf, tores de
Liouville-Arnold pour les syste`mes hamiltoniens inte´grables, ...) et des syste`-
mes dynamiques (syste`me dynamique de Lorentz, de Ghrist, etc). Ce constat
nous a conduit a` la notion de feuilletage connectif, de´finie et de´veloppe´e dans
la deuxie`me section du chapitre 2.
1. Au sens de [1]. Cela revient a` peu pre`s a` dire que les structures connectives sur un
ensemble donne´ de points s’organisent (fonctoriellement) en un treillis complet, exactement
comme le font les structures de la topologie ge´ne´rale.
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Les relations entre repre´sentations et feuilletages connectifs s’ave´rent fonc-
torielles. Plus pre´cise´ment, dans certains cas, un couple de foncteurs adjoints
structure ces relations. Ces questions sont traite´es dans la troisie`me section
du chapitre 2.
Afin de pouvoir appliquer les notions pre´ce´dentes aux syste`mes dyna-
miques, et en particulier la notion d’ordre connectif de´finie en toute ge´ne´ralite´
dans les comple´ments du chapitre 1, nous devons pouvoir nous appuyer sur
une de´finition suffisamment ge´ne´rale des syste`mes dynamiques connectifs,
elle-meˆme construite sur une conception unifie´e des syste`mes dynamiques.
Il n’y aurait en effet gue`re eu de sens a` faire appel a` des de´finitions frag-
mente´es des syste`mes dynamiques, traitant en particulier de manie`re se´pare´e
les syste`mes discrets et les syste`mes continus, alors que les structures connec-
tives que nous utilisons re´sultent pre´cise´ment d’un souci d’unification.
J’ai donc profite´ de l’occasion pour reprendre a` la base la notion de
syste`me dynamique, donc aussi celles de temps, d’instants, etc., en m’ap-
puyant sur la proprie´te´ fondamentale de ces syste`mes : la transformation
de la composition des e´coulements temporels en composition des transitions
correspondantes.
En faisant des e´coulements temporels les ingre´dients fondamentaux de
toute dynamique, et donc du temps, les instants se trouvent en quelque sorte
rele´gue´s au second plan. En particulier, le fait que l’ensemble des instants
puisse eˆtre ordonne´, ne serait-ce que partiellement, ne constitue plus une
exigence premie`re. Sans rechercher la ge´ne´ralisation abstraite a` tout prix et
pour elle-meˆme, le cadre qui nous a paru le mieux adapte´ a` un point de vue
unificateur est un cadre cate´gorique, de sorte que les e´coulement temporels
seront de´finis comme les fle`ches d’une petite cate´gorie quelconque. Sur cette
base, les dynamiques — non ne´cessairement de´terministes, puisque la` aussi il
nous a paru ne´cessaire de ne pas nous enfermer a priori dans un cadre dont
plusieurs de´veloppements scientifiques de´ja` anciens ont clairement montre´
la nature par trop restrictive — sont alors de´finies par des foncteurs. Les
instants apparaissent alors comme les e´tats de dynamiques (de´terministes)
particulie`res, notamment celles que nous baptisons existentielles et essen-
tielles. Les dynamiques ainsi de´finies s’organisent elles-meˆmes en cate´gories,
et des foncteurs inte´ressants apparaissent alors entre la cate´gorie des petites
cate´gories et celle des dynamiques, donnant lieu a` des ope´rations dont nous
ignorons si elles pourraient avoir un jour des applications scientifiques, mais
dont nous pouvons d’ores et de´ja` relever le puissant parfum me´taphysique :
solution existentielle canonique d’une dynamique essentielle, verticalisation
des temporalite´s, essentialisation des dynamiques. Le chapitre 3 se conclut sur
deux sections consacre´es a` l’ide´e que l’on peut interpre´ter une dynamique par
une autre, la premie`re constituant en quelque sorte une perception re´ductrice,
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une projection de la seconde.
Finalement, le chapitre 4 introduit les dynamiques cate´goriques connec-
tives. En particulier, a` toute dynamique cate´gorique connective est associe´
son ordre connectif, un ordinal qui mesure en quelque sorte la complexite´
connective de la dynamique conside´re´e.
L’objet de ce texte est essentiellement d’introduire la notion de dyna-
mique cate´gorique connective et il est e´vident que beaucoup de questions
restent ouvertes dans ce champ immense, a` commencer par la question de
savoir ce qui du chapitre sur les dynamiques cate´goriques ensemblistes peut
eˆtre transpose´ dans celui concernant les dynamiques connectives, ainsi que
celles relatives a` la de´termination effective de l’ordre connectif des exemples
classiques de dynamiques et a` l’obtention de dynamiques d’ordre connectif
donne´.
Version 1.0, acheve´e le 22 de´cembre 2011, a` Paris.
PS : On trouvera des indications sur les notations utilise´es en fin d’ou-
vrage, juste avant les re´fe´rences bibliographiques et la table des matie`res.
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Chapitre 1
Espaces connectifs (rappels et
comple´ments)
Pour une pre´sentation de´taille´e des espaces connectifs, nous renvoyons
a` notre article [13]. Au rappel succinct des notions de base (de´finition des
cate´gories Cnct etCnc, treillis et engendrements de structures, limites et co-
limites, structures initiales et finales, structure induite, structure quotient...),
le pre´sent chapitre ajoute quelques comple´ments, a` commencer par de rapides
repe`res historiques puis la construction du quotient d’un espace connectif par
une relation d’e´quivalence partielle (section 1.8), la notion de quotient struc-
tural (section 1.9), celle d’espace de se´paration (section 1.10). Enfin, la notion
d’ordre connectif, pre´sente´e dans [13] uniquement dans le cas des espaces fi-
nis, est e´tendue a` tous les espaces connectifs dans la section 1.11.
1.1 Brefs repe`res historiques
A` ma connaissance, le premier article de´crivant des structures ge´ne´rales
de type proprement connectif est [5], publie´ par Hermann Brunn en 1892. Re-
prises par Debrunner au de´but des anne´es 1960 ([9, 10]) puis par Kanenobu
[21, 22] en 1985, les structures connectives conside´re´es par Brunn n’y sont pas
vraiment conside´re´es pour elles-meˆmes — elles ne surgissent qu’en relation
avec les entrelacs — elles ne comportent qu’un nombre fini de composantes
et les morphismes correspondants ne sont pas de´finis. Inde´pendamment et
pour la premie`re fois, en 1981 et 1983, Reinhard Bo¨rger [3, 4] de´finit la
cate´gorie des espaces connectifs. Inde´pendamment encore, en 1988, Georges
Matheron et Jean Serra [23, 24] posent une de´finition identique, mais sans
les morphismes. Inde´pendamment, en 2006, Joseph Muscat et David Buha-
giar [26] introduisent une notion plus restreinte, les connective spaces, qu’ils
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e´tudient d’un point de vue cate´gorique. La de´finition de Muscat et Buhagiar,
plus proche des espaces topologiques, est trop restrictive pour ce qui nous
inte´resse ici puisqu’elle ne permet pas de conside´rer la structure connective
des entrelacs 1.
Au de´but des anne´es 2000, ignorant a` l’e´poque ces diffe´rents travaux, j’ai
moi-meˆme pose´, a` l’occasion d’une re´flexion sur la nature topologique ou non
du jeu de go, une de´finition de la cate´gorie des espaces connectifs inte`gres
e´quivalente a` celle de Bo¨rger ([11, 12, 13]). Par contre, la conside´ration d’es-
paces connectifs non inte`gres, c’est-a`-dire la possibilite´ d’avoir des singletons
non connexes, qui joue un roˆle important dans la notion de feuilletage connec-
tif, est tout-a`-fait nouvelle, de meˆme que le the´ore`me d’engendrement des
structures connectives et la mise en e´vidence de la structure mono¨ıdale ferme´e
de la cate´gorie des espaces connectifs inte`gres 2, qui constituent, avec l’histoire
du the´ore`me de Brunn-Debrunner-Kanenobu et la notion d’ordre connectif
pour les espaces finis, l’essentiel de mon article [13]. Sont e´galement nou-
velles les principales notions du pre´sent ouvrage, indique´es en introduction :
la notion d’ordre connectif d’un espace connectif quelconque 3, les notions
en quelque sorte adjointes de feuilletage connectif et de repre´sentation d’un
espace connectif dans un autre 4, celles de dynamique cate´gorique connective,
de feuilletage et d’ordre connectif d’une telle dynamique, notions construite
sur les concepts des dynamiques cate´goriques que nous introduisons au cha-
pitre 3.
1.2 De´finition
De´finition 1 (Espaces connectifs). Un espace connectif est un couple X =
(|X|, κ(X)) forme´ d’un ensemble |X| et d’un ensemble non vide κ(X) de
parties de |X| tel que pour toute famille I ∈ P(κ(X)), on ait
⋂
K∈I
K 6= ∅ =⇒
⋃
K∈I
K ∈ κ(X).
L’ensemble |X| est le support de X, l’ensemble κ(X) est la structure connec-
tive de X et ses e´le´ments sont les parties connexes ou parties connecte´es de
l’espace connectif X. Un point x ∈ |X| est absent s’il n’appartient a` aucune
partie connexe de X, il est pre´sent dans le cas contraire. On appelle compo-
sante absente de X l’ensemble des points absents de X. On appelle compo-
1. Voir plus loin la remarque 5 page 19.
2. Voir plus loin la remarque 32, ainsi que la section 4 de l’article [13].
3. Section 1.11 du pre´sent chapitre.
4. Chapitre 2 du pre´sent ouvrage.
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santes connexes de X les parties connexes maximales pour l’inclusion. Pour
tout point pre´sent x de X, on appelle composante connexe de x l’unique com-
posante connexe de X contenant x. Nous dirons d’un espace connectif qu’il
est inte`gre si tout singleton est connecte´. Un morphisme connectif, ou appli-
cation connective, d’un espace connectif (|X|, κ(X)) vers un autre (|Y |, κ(Y ))
est une application f : |X| → |Y | telle que :
∀K ∈ κ(X), f(K) ∈ κ(Y ).
Remarque 1. Selon cette de´finition, la partie vide de |X| est toujours connexe
puisque, dans le cas ou` |X| est non vide, elle est l’union de la famille vide
(dont l’intersection est non vide).
Remarque 2. Si X est un espace connectif non vide sans point absent, en
particulier s’il est inte`gre, les composantes connexes de X constituent une
partition de son support |X|.
Notations 1. On notera Cnc la cate´gorie des espaces et morphismes connec-
tifs, et Cnct la sous-cate´gorie pleine de Cnc dont les objets sont les espaces
connectifs inte`gres.
1.3 Quelques exemples
Exemple 1 (Espaces connectifs topologiques). On de´finit un foncteur UT :
Top → Cnct en associant a` tout espace topologique l’espace connectif
inte`gre ayant les meˆmes points, et dont les connexes sont les parties connexes
pour la topologie de l’espace conside´re´. En particulier, pour tout entier n,
nous noterons (En, τ) l’espace connectif associe´ par UT a` l’espace affine
En ≃ R
n muni de la topologie usuelle. Nous dirons qu’un espace connec-
tif est topologique s’il est dans l’image objet de UT .
Exemple 2 (Espaces connectifs graphiques). La connexite´ au sens des graphes
conduit a` la de´finition d’un foncteur UG : Grf → Cnct sur la cate´gorie Grf
des graphes simples non oriente´s dont les fle`ches sont les applications qui
pre´servent cette connexite´. Nous dirons qu’un espace connectif est graphique
s’il est dans l’image objet de UG.
Exemple 3 (Relations d’e´quivalence). Une relation d’e´quivalence ∼ sur un
ensemble E peut eˆtre vue comme un graphe de sommets dans E, comme
une structure topologique sur E ou encore comme une structure connective
inte`gre κ∼ sur E, a` savoir : K ∈ κ∼ ⇔ ∀(x, y) ∈ K
2, x ∼ y. Autrement dit,
une partie non vide de E est connexe pour la structure κ∼ si et seulement si
elle est incluse dans une classe d’e´quivalence de ∼. Plus ge´ne´ralement, toute
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relation d’e´quivalence partielle peut eˆtre vue comme une structure connec-
tive 5, mais une telle structure n’est pas inte`gre en ge´ne´ral, donc n’est ni
graphique ni topologique.
Exemple 4 (Espace borrome´en, espaces brunniens). Un espace connectif inte`gre
peut eˆtre a` la fois topologique et graphique, graphique sans eˆtre topologique,
topologique sans eˆtre graphique 6, ou encore ni graphique ni topologique.
L’exemple le plus simple d’espace inte`gre ni topologique ni graphique est
l’espace borrome´en B3, ou` pour tout entier n on de´signe par Bn l’espace
inte`gre a` n points dont la seule partie connexe non re´duite au vide ou a` un
singleton est la partie pleine. Pour n > 3, Bn est appele´ espace brunnien a`
n points. A noter que la me´thode de Newton dans le plan complexe pour
les racines cubiques de l’unite´ fournit un exemple ≪ naturel ≫ de morphisme
connectif a` valeur dans l’espace borrome´en B3 (voir [13], exemple 9).
Exemple 5 (Espaces diffe´ologiques). Les parties connecte´es d’un espace diffe´o-
logique (voir [20], chapitre 5, en particulier les sections 5.1, 5.6 et 5.9) consti-
tuent une structure connective sur l’ensemble des points de cet espace. En
outre, toute application lisse pre´serve la connexite´ ([20], section 5.9). Autre-
ment dit, il y a un foncteur (d’oubli) de la cate´gorie des espaces diffe´ologiques
dans celle des espaces connectifs. On ve´rifie facilement que les espaces Bn
de´crits ci-dessus dans l’exemple 4 sont diffe´ologisables. Plus ge´ne´ralement :
Exercice 1. Montrer que tout espace connectif fini est diffe´ologisable.
D’autres exemples sont de´veloppe´s dans [13].
1.4 Treillis et engendrement des structures
Pour tout ensemble E, l’ensemble des structures connectives dont E peut
eˆtre muni constitue un treillis complet (pour l’inclusion). La structure la
plus fine (i.e. la plus petite pour l’ordre de´fini par l’inclusion), pour laquelle
seul le vide est connexe, est appele´e structure totalement discre`te ou encore
structure de´sinte´gre´e. La moins fine est la structure grossie`re, ou indiscre`te,
pour laquelle toute partie de E est connexe.
De meˆme, l’ensemble des structures connectives inte`gres dont E peut eˆtre
muni constitue un treillis complet pour l’inclusion. La plus fine d’entre elle
est appele´e structure discre`te, ou encore, pour e´viter tout risque de confusion,
structure discre`te inte`gre.
5. Voir plus loin la section 1.8 page 14
6. Cette possibilite´ n’est re´alise´e que pour des espaces infinis : sur un ensemble fini
de points, toute structure topologique de´finit une structure connective de´termine´e par les
paires connexes, donc graphique.
10
Ces treillis de structures admettent une expression fonctorielle, faisant en-
trer la cate´gorie des espaces connectifs (resp. inte`gres) dans le cadre de ce que
j’ai appele´ les cate´gories a` treillis de structures ([13], § 3.1), qui constituent,
comme par exemple la cate´gorie des espaces topologiques, un cas particulier
de cate´gories topologiques au sens de Adamek, Herrlich, et Strecker [1].
Comme dans le cas des espaces topologiques, une conse´quence de l’orga-
nisation en treillis complets des structures connectives sur un ensemble E est
la notion de structure connective la plus fine contenant un ensemble donne´
quelconque A de parties de E. La construction d’une telle structure, de`s lors
appele´e structure connective engendre´e par A, est donne´e dans [13], § 2. On
note [A]0 la structure connective engendre´e par A, tandis que la structure
connective inte`gre engendre´e par A sera note´e [A]1 ou [A], de sorte que
[A] = [A]0 ∪ {{a}, a ∈ E}.
1.5 Structures initiales, structures finales
En conse´quence du fait que Cnc et Cnct sont des cate´gories a` treillis
de structures, elles sont comple`tes et cocomple`tes : toutes les limites (pro-
duits carte´siens, fibre´s, etc.) et colimites (unions disjointes, amalgame´es, etc.)
existent (voir [13], § 3.2). A` la base de toutes ces constructions on trouve les
notions de structures initiales et finales. Soit f : E → E ′ une application
entre deux ensembles E et E ′. Si K est une structure connective sur E, la
structure finale sur E ′ associe´e a` K par f , note´e f!(K) est la plus fine des
structures connectives sur E ′ qui fasse de f un morphisme connectif. Elle est
donne´e par la formule
f!(K) = [{f(K), K ∈ K}]0, (1.1)
ou, dans le cas ou` on se limite aux structures connectives inte`gres,
f!(K) = [{f(K), K ∈ K}]. (1.2)
De meˆme, si E ′ est muni d’une structure connective K′, la structure la
moins fine sur E qui fasse de f un morphisme connectif, appele´e structure
initiale associe´e a` K′ par f , est note´e f ∗(K′) et ve´rifie
f ∗(K′) = {K ∈ PX , f(K) ∈ K
′}. (1.3)
La section § 3.3 de [13] de´veloppe en particulier les notions de quotient
d’un espace connectif par une relation d’e´quivalence et de structure connec-
tive induite sur une partie d’un espace connectif. E´tant donne´e l’importance
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de ces constructions, nous faisons quelques rappels et comple´ments a` leur
sujet dans les sections qui suivent.
1.6 Structure connective induite sur une par-
tie
Dans toute cate´gorie d’ensembles a` treillis de structures, la structure in-
duite sur une partie d’un espace est la structure initiale associe´e a` la structure
de cet espace par l’injection canonique de la partie conside´re´e. Dans le cas
des espaces connectifs, on obtient la construction suivante : e´tant donne´ un
espace connectif X et A une partie de l’ensemble |X|, la structure connec-
tive induite par X sur A est la structure connective initiale i∗(κ(X)) sur A
associe´e a` κ(X) par l’injection canonique i : A →֒ |X|, autrement dit c’est la
structure connective la moins fine sur A qui fasse de l’injection canonique i
un morphisme connectif, de sorte que, notant X|A l’espace induit par X sur
A, on a
κ(X|A) = i
∗(κ(X)) = {K ∈ PA, A ∈ κ(X)} = κ(X) ∩ P(A).
Il est remarquable que s’agissant des structures induites, il n’y aura pas
d’ambigu¨ıte´ concernant les structures connectives associe´es aux topologies,
du fait du re´sultat suivant.
Proposition 1. Soit (|X|, τ) un espace topologique, A une partie de l’en-
semble |X|, κ l’ensemble des parties connexes de l’espace topologique X, τ|A
la structure topologique induite sur A par (|X|, τ) et κ|A la structure connec-
tive induite sur A par (|X|, κ). Alors (A, κ|A) = UT (A, τ|A) : la structure
connective associe´e a` la structure topologique induite sur A par τ co¨ıncide
avec la structure connective induite sur A par la structure connective sur X
associe´e a` τ .
Preuve. Soit K ∈ κ|A. On a K ∈ κ, donc K ne peut eˆtre se´pare´ par deux
ouverts de X , au sens ou` il n’existe pas deux ouverts U et V de X tels que
U∩K 6= ∅ 6= V ∩K et U∪V ⊃ K et U∩K∩V = ∅. Alors K ne peut pas non
plus eˆtre se´pare´ par deux ouverts de (A, τ|A), puisque ceux-ci sont la trace
sur A des ouverts de X , de sorte que K est connexe dans l’espace topologique
(A, τ|A). Re´ciproquement, si K ∈ UT (A, τ|A), les meˆmes arguments montrent
que K est connexe dans (|X|, τ), d’ou` K ∈ κ|A.

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1.7 Quotient par une relation d’e´quivalence
Dans toute cate´gorie d’ensembles a` treillis de structures, l’espace quotient
X/ ∼ d’un espace X par une relation d’e´quivalence ∼ sur l’ensemble des
points de l’espace est de´fini en munissant l’ensemble quotient |X|/ ∼ de la
structure finale associe´e a` celle de X par la surjection canonique. Dans le cas
des espaces connectifs, on obtient la construction suivante : e´tant donne´ un
espace connectif (|X|, κ(X)) et une relation d’e´quivalence ∼ sur l’ensemble
|X|, le support de l’espace quotient est l’ensemble quotient |X|/ ∼, et la
structure connective de l’espace quotient est la structure connective
[{s(K), K ∈ κ(X)}]0
engendre´e par l’ensemble {s(K), K ∈ κ(X)} des images par la surjection
canonique s : |X| → |X|/ ∼ des connexes de X .
Contrairement aux structures induites, le foncteur UT ne respecte pas les
structures quotients, de sorte que le point de vue connectif peut de ce point
de vue se re´ve´ler parfois plus fin que le point de vue topologique. Par exemple,
le quotient de l’espace topologique usuel R par la relation d’e´quivalence
x ∼ y ⇐⇒ x− y ∈ Q
conduit a` un espace grossier, puisque l’union d’une famille non vide de classes
d’e´quivalence ne peut eˆtre un ouvert deR que si elle les contient toutes, tandis
que le quotient de l’espace connectif usuel UT (R) par la meˆme relation d’e´qui-
valence conduit sur l’ensemble R/ ∼ a` une structure brunnienne : outre
le vide et les singletons, seul l’espace entier est connexe, du fait que tout
intervalle de R non vide et non re´duit a` un point est d’inte´rieur non vide et
que toutes les classes d’e´quivalence sont denses dans R.
Dans le cas particulier ou` toutes les classes d’e´quivalence sont connexes,
la structure de l’espace quotient peut s’exprimer plus simplement. Pour toute
partie A ⊂ |X|, notons Aˆ la partie de |X| de´finie par
Aˆ =
⋃
x∈A
s(x). (1.4)
Proposition 2 (Cas de classes connexes). Si toutes les classes d’e´quiva-
lence sont connexes, la structure connective de l’espace quotient X/ ∼ est
l’ensemble {s(Kˆ), K ∈ κ(X)}.
Preuve. Pour tout connexe non vide K, Kˆ =
⋃
x∈K s(x) = K ∪
⋃
x∈K s(x) =⋃
x∈K(K ∪ s(x)) est l’union de connexes d’intersection non vide, donc est
connexe. Donc {s(Kˆ), K ∈ κ(X)} ⊂ [{s(K), K ∈ κ(X)}]0. Pour prouver
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l’inclusion re´ciproque, il suffit de montrer que {s(Kˆ), K ∈ κ(X)} est une
structure connective de l’espace quotient, contenant {s(K), K ∈ κ(X)}. Par
construction, on a trivialement s(A) = s(Aˆ). Par ailleurs, si A est une famille
de connexes de X telle que
⋂
K∈A s(Kˆ) 6= ∅, alors
⋃
K∈A s(Kˆ) = s(Lˆ) ou`
Lˆ = L =
⋃
K∈A Kˆ est une partie connexe de X comme union de connexes
d’intersection non vide (puisque c ∈ s(Aˆ)⇒ ∅ 6= c ⊂ Aˆ).

Corollaire 3. Si toutes les classes d’e´quivalence sont connexes, et si A est
telle que Aˆ soit une partie non connexe de X, alors s(A) est une partie non
connexe de l’espace quotient X/ ∼.
Preuve. Si par absurde s(A) = {s(x), x ∈ A} e´tait une partie connexe de
X/ ∼, on aurait s(A) = s(Kˆ) pour une certaine partie connexe K de X , d’ou`
Aˆ =
ˆˆ
K = Kˆ et Aˆ serait connexe.

1.8 Relations d’e´quivalence partielle
Une relation d’e´quivalence partielle sur un ensemble est une relation bi-
naire sur cet ensemble, syme´trique et transitive, mais non ne´cessairement
re´flexive. On appelle partie pre´sente d’une telle relation l’ensemble des e´le´-
ments en relation avec eux-meˆmes. Le comple´mentaire de la partie pre´sente
est la partie absente.
Une relation d’e´quivalence partielle est entie`rement de´finie par la donne´e
de ses classes d’e´quivalence, c’est-a`-dire les classes d’e´quivalence de sa res-
triction a` la partie pre´sente.
Comme pour les relations d’e´quivalence 7, toute relation d’e´quivalence
partielle ∼ peut eˆtre identifie´e a` la structure connective κ∼ pour laquelle les
parties connexes sont les parties des classes de la relation en question. La
diffe´rence est que cette fois la structure κ∼ n’est pas inte`gre en ge´ne´ral.
De´finition 2 (Saturation d’une structure connective). E´tant donne´e une
structure connective K sur un ensemble E, on appelle saturation de K, et
l’on note K˜, la structure connective sur E telle qu’une partie quelconque A
de E est K˜-connexe si et seulement s’il existe une partie K-connexe K de
E telle que K ⊃ A. Par ailleurs, on appelle relation d’e´quivalence partielle
7. Voir l’exemple 3 page 9.
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engendre´e par K la relation d’e´quivalence partielle χ[K] dont les classes sont
les composantes connexes de K.
Bien entendu, toute structure connective K sur E a meˆme partie absente
que la structure sature´e K˜. La proposition suivante est e´galement e´vidente.
Proposition 4. La structure connective κχ[K] associe´e a` la relation d’e´qui-
valence partielle χ[K] engendre´e par K co¨ıncide avec la sature´e K˜ de K.
De´finition 3 (quotient par une relation d’e´quivalence partielle). Soit X un
espace connectif, et ∼ une relation d’e´quivalence partielle sur |X|. On de´finit
le quotient X/ ∼ comme e´tant l’espace connectif quotient X ′/ ∼′, ou` X ′
est l’espace connectif induit par X sur la partie pre´sente de ∼, et ∼′ est la
relation d’e´quivalence induite par ∼ sur |X ′|.
1.9 Quotient structural
Dans cet ouvrage, nous aurons en outre besoin d’une construction voisine
de celle du quotient d’un espace X par une relation d’e´quivalence ∼, mais
consistant a` ne modifier que la structure connective et non le support de
l’espace conside´re´, de sorte que les points situe´s dans une meˆme classe d’e´qui-
valence partagent les meˆmes relations connectives, au sens ou` s’il existe une
bijection ϕ entre deux parties A et B de l’espace telle que pour tout a ∈ A,
a ∼ ϕ(a), alors A est connexe si et seulement si B l’est. Plus pre´cise´ment,
on pose la de´finition suivante.
De´finition 4 (Quotient structural). Soit X un espace connectif et ∼ une
relation d’e´quivalence sur |X|. Le quotient structural de X par ∼ est l’espace
connectif
X
∼
de´fini par
X
∼
= (|X|, s∗(κ(X/ ∼))),
ou` s de´signe la surjection canonique s : |X|։ |X/ ∼ |. Autrement dit, on a
|
X
∼
| = |X| et κ(
X
∼
) = {A ∈ P|X|, s(A) ∈ [s(K), K ∈ κ(X)]0}.
Remarque 3. Plus ge´ne´ralement, on pourrait de´finit le quotient structural
d’un espace connectif X par une relation d’e´quivalence partielle ∼ comme le
quotient structural de l’espace X ′ par la relation ∼′, ou` X ′ de´signe l’espace
induit par X sur la partie pre´sente de ∼, et ∼′ la restriction a` X ′ de la
relation ∼. Avec cette de´finition, le quotient structural d’un espace X par
la relation d’e´quivalence partielle ∼ [κ(X)] co¨ıncide avec sa partie pre´sente
munie de la structure sature´e κ˜(X).
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Exemple 6. Pour la relation d’e´quivalence x ∼ y ⇔ x − y ∈ Q, l’espace
R
∼
a pour connexes d’une part toute partie de toute classe d’e´quivalence, et
d’autre part tout ensemble de re´els contenant au moins un repre´sentant de
chaque classe, comme par exemple les intervalles d’inte´rieur non vide.
Exemple 7 (Sphe`re ligature´e). Soit S2 la sphe`re unite´ de l’espace euclidien
R3, muni de la structure connective usuelle (topologique), et soit∼ la relation
d’e´quivalence telle que deux points distincts (x, y, z) et (x′, y′, z′) sur la sphe`re
sont e´quivalents si et seulement s’ils ont meˆme hauteur non rationnelle z =
z′ /∈ Q. Alors les parties connexes de
S2
∼
sont d’une part les arcs de cercles
de hauteur constante z ∈ Q, et d’autre part toute partie A de la sphe`re dont
la projection orthogonale p(A) sur l’axe des z soit un intervalle non re´duit a`
un singleton rationnel.
En effet, notant Cz le cercle de hauteur z trace´ sur S2, l’image par la
surjection canonique s : S2 → S2/ ∼ d’une telle partie A co¨ıncide avec
l’image par s de l’ensemble A′ = A ∪
⋃
z∈p(A)\Q Cz.
Or, A′ est une partie connexe de la sphe`re. Soit en effet U et V deux
ouverts disjoints de S2 recouvrant A
′. Il n’existe pas de z ∈ p(A) tel que
U ∩ Cz 6= ∅ 6= V ∩ Cz. En effet, cela est impossible si z /∈ Q, car chaque Cz
est connexe, tandis que si l’on suppose que U et V rencontrent tous deux Cz
avec z ∈ Q ∩ p(A), alors U et V devraient e´galement rencontrer un cercle
Cz′ avec z
′ ∈ p(A) \ Q, ce qui est impossible. Donc, la projection p e´tant
une application ouverte, p(U) et p(V ) sont des ouverts de R recouvrant
l’intervalle p(A) mais tels que p(U)∩ p(V )∩ p(A) = ∅, donc U ∩A ou V ∩A
est en fait vide.
Re´ciproquement, il est clair que S2[∼] ne peut contenir d’autres parties
connexes que celles indique´es.
1.10 Espaces de se´paration
Cette dernie`re section est consacre´e a` une manie`re particulie`re de spe´cifier
les espaces connectifs inte`gres, graˆce a` ce que j’appelle des dispositifs de
se´paration. Ce proce´de´ jouera un roˆle dans la notion de repre´sentation connec-
tive, en particulier dans la repre´sentation par entrelacs (voir l’exemple 22
page 27).
Soit E un ensemble.
De´finition 5. On appelle dispositif de se´paration sur E tout ensemble S de
paires {S, T} de parties non vides et disjointes de E :
S 6= ∅ 6= T et S ∩ T = ∅.
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Les paires {S, T} d’un tel dispositif sont appele´s paires se´paratrices, ou paires
de se´parateurs.
De´finition 6. Soit S un dispositif de se´paration sur E. On dit qu’une partie
A de E est se´pare´e par S, et l’on note (S : A), s’il existe dans S une paire
de se´parateurs {S, T} qui recouvre A et dont chaque membre rencontre A,
A ⊂ S ∪ T, A ∩ S 6= ∅ et A ∩ T 6= ∅.
Remarque 4. Pour tout sous-groupe G du groupe des permutations de E et
tout dispositif de se´paration S sur E, l’ensemble GS = {{ϕ(S), ϕ(T )}, ϕ ∈
G, (S, T ) ∈ S} est encore un dispositif de se´paration sur E. On a alors
(GS : A) si et seulement s’il existe ϕ ∈ G tel que (S : ϕ(A)).
De´finition 7 (Espace connectif de´fini par se´paration). Soit S un dispositif
de se´paration sur E. L’ensemble des parties de E qui ne sont pas se´pare´es
par S constitue une structure connective inte`gre sur E, que nous noterons
κ(S) :
κ(S) = {K ∈ P(E),¬(S : K)}.
L’espace connectif (E, κ(S)) est l’espace connectif de´fini sur E par le dis-
positif de se´paration S. On le notera E[S], de sorte que |E[S]| = E et
κ(E[S]) = κ(S).
The´ore`me 5. Tout espace connectif inte`gre peut eˆtre de´fini par un dispositif
de se´paration.
Preuve. On forme un dispositif de se´paration ade´quat en prenant tous les
couples de parties disjointes non vides (A,B) telles que toute composante
connexe de A ∪B soit contenue dans A ou bien dans B.

Exemple 8. Le dispositif de se´paration le plus faible sur l’ensemble E est
obtenu en prenant S = ∅. Aucune partie ne peut alors eˆtre se´pare´e par
S, et κ(S) est la structure connective grossie`re sur E : l’espace obtenu est
totalement connecte´.
Exemple 9. Le dispositif de se´paration le plus fort sur l’ensemble E est ob-
tenu en prenant pour S l’ensemble de toutes les paires de parties non vides
disjointes de E. Toute partie ayant au moins deux e´le´ments est se´pare´e par
S, et κ(S) est alors la structure connective inte`gre la plus fine sur E, pour
laquelle seuls le vide et les singletons sont connecte´s.
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Exemple 10 (Foncteur VT ). A tout espace topologique, on associe l’espace
connectif de´fini sur le meˆme ensemble de points en prenant pour dispositif
de se´paration l’ensemble des paires d’ouverts non vides disjoints. En asso-
ciant en outre elle-meˆme a` toute application continue, on de´finit ainsi un
nouveau foncteur, notons-le VT : Top → Cnct, de la cate´gorie des espaces
topologiques dans celle des espaces connectifs inte`gres : en effet, une applica-
tion continue transforme ne´cessairement une partie non se´parable par ouverts
disjoints de l’espace de de´part en partie non se´parables par ouverts disjoints
de l’espace d’arrive´e (puisque dans le cas contraire l’image re´ciproque des
ouverts se´parateurs de l’espace d’arrive´e permettrait de se´parer la partie
conside´re´e dans l’espace de de´part).
Remarquons que toute partie connexe au sens topologique est ne´cessaire-
ment connexe au sens de cette nouvelle structure connective. Autrement dit,
le foncteur UT est connectivement plus fin que le foncteur VT . Si par exemple
on prend pour espace topologique X l’ensemble de points {1, 2, 3} avec pour
ouverts non triviaux {1, 2} et {1, 3}, alors {2, 3} est une partie non connexe
de l’espace UT (X), mais est une partie connexe de VT (X).
Par contre, il est connu que dans un espace me´trique la connexite´ d’une
partie est e´quivalente a` l’impossibilite´ de la se´parer par des ouverts disjoints :
Proposition 6. Pour tout espace me´trique (ou me´trisable) X, on a UT (X) =
VT (X).
Preuve. Montrons que toute partie non connexe W d’un espace me´trique,
dont nous noterons δ la distance, est effectivement se´parable par deux ouverts
disjoints. Par de´finition, il existe deux ouverts A et B de E ve´rifiant

W ⊆ A ∪B
A ∩ B ∩W = ∅
A ∩W 6= ∅
B ∩W 6= ∅
De´signant par B(a, ρ) la boule ouverte de centre a et de rayon ρ, l’ensemble
{ρ ∈ R+,B(a, ρ) ⊆ A} est, pour tout a ∈ A ∩ W , de la forme [0, Ra],
avec Ra un re´el strictement positif. On pose de meˆme, pour tout b ∈ B ∩W ,
Sb = max{ρ ∈ R+,B(b, ρ) ⊆ B}. Pour tout couple (a, b) ∈ (A∩W )×(B∩W ),
on a δ(a, b) ≥ Ra et δ(a, b) ≥ Sb, donc B(a,
1
2
Ra)∩B(b,
1
2
Sb) = ∅, de sorte que
les ouverts A′ =
⋃
a∈A∩W B(a,
1
2
Ra) et B
′ =
⋃
b∈B∩W B(b,
1
2
Sb) sont disjoints
et se´parent W : 

W ⊆ A′ ∪ B′
A′ ∩ B′ = ∅
A′ ∩W 6= ∅
B′ ∩W 6= ∅
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Exemple 11. Tout espace affine re´el En de dimension n est muni d’une struc-
ture connective note´e σn ou σ, et appele´e la structure connective usuelle de
se´paration sur En en prenant pour dispositif de se´paration GS avec G le
groupe des home´omorphismes de l’espace topologique En ≃ R
n et pour S le
singleton {{S, T}}, avec S et T les deux demi-espaces ouverts de´finis par un
hyperplan quelconque.
De´finition 8. L’espace connectif (En, σ) est appele´ l’espace usuel de se´paration
n-dimensionnelle.
A noter que (En, σ) est un espace connectif moins fin (il a plus de connexes)
que l’espace connectif (En, τ) associe´ par UT a` l’espace topologique usuel En.
On munit de meˆme la sphe`re n-dimensionnelle re´elle d’une structure
connective, note´e e´galement σ, en prenant pour G le groupe des home´omor-
phismes de l’espace topologique Sn et pour paire se´paratrice de base les deux
demi-espaces se´pare´s par une sphe`re (n−1)-dimensionnelle plonge´e dans Sn.
De´finition 9. L’espace connectif (Sn, σ) est appele´ la sphe`re usuelle de se´paration
n-dimensionnelle.
Notons que d’autres structures connectives, moins fines, sont obtenues
en remplac¸ant les home´omorphismes par des diffe´omorphismes de classe Ck,
ou en remplac¸ant les demi-espaces se´pare´s par un hyperplan par des demi-
espaces se´pare´s par un voisinage tubulaire d’un tel hyperplan.
Proposition 7. La structure connective de l’espace usuel de se´paration (En, σ)
n’est pas celle d’un espace topologique.
Preuve. On ve´rifie facilement que dans tout espace topologique, si A et B
sont deux parties connexes non vides et que x est un point de l’espace tel que
x /∈ A∪B et que A∪ {x} et B ∪ {x} soient non connexes, alors A∪B ∪ {x}
est encore non connexe. Or, dans (En, σ), si l’on prend par exemple pour A
une demi-sphe`re, pour B la demi-sphe`re comple´mentaire et pour x le centre
de la sphe`re A ∪B, la proprie´te´ pre´ce´dente est contredite.

Remarque 5. Cette de´monstration repose sur le fait qu’une certaine proprie´te´
des structures connectives topologiques n’est pas ve´rifie´e par la structure
connective conside´re´e ici. Cette proprie´te´ fait partie de celles incorpore´es par
Muscat et Buhagiar dans leur de´finition des connective spaces [26]. Ainsi, en
excluant les structures associe´es a` la se´paration par les hyperplans (trans-
forme´s par les home´omorphismes de l’espace) les espaces de Muscat et Bu-
hagiar ne permettent pas de rendre compte de la structure connective des
entrelacs.
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1.11 Ordre d’un espace connectif
On rappelle qu’un ordinal est un ensemble transitif bien ordonne´ par
l’appartenance. Si α et β sont des ordinaux, on a l’e´quivalence
β ∈ α⇔ β ( α⇔ β < α
Les premiers ordinaux sont 0 = ∅, 1 = {0}, 2 = {0, 1}, etc. On note Ord
la classe des ordinaux. On de´signera par ω0 ou ℵ0 le plus petit ordinal infini,
c’est-a`-dire l’ensemble des ordinaux finis, et par ℵ1 le plus petit ordinal non
de´nombrable, c’est-a`-dire l’ensemble des ordinaux de´nombrables.
Pour tout ordinal α, nous notons α− l’ordinal de´fini par
– si α a un pre´de´cesseur β, α− = β,
– si α n’a pas de pre´de´cesseur, α− = α.
De´finition 10. Soit α ∈ Ord un ordinal. Un ensemble (partiellement) or-
donne´ (R,) est dit supe´rieur ou e´gal a` α, et l’on note α ≤ R, s’il existe une
application strictement croissante de l’ensemble ordonne´ α dans l’ensemble
ordonne´ (R,).
Remarque 6. La de´finition pre´ce´dente est compatible avec la relation d’ordre
entre ordinaux : α ≤ β si et seulement si α ∈ {0, ..., β} = β + 1.
Soit maintenant (R,) un ensemble ordonne´. La classe des ordinaux α
tels que α ≤ R est borne´e (en fonction du cardinal de R), c’est donc un
ensemble, et c’est un ordinal puisque α ≤ R⇒ β ≤ R pour tout β ≤ α.
De´finition 11. On appelle hauteur de l’ensemble partiellement ordonne´
(R,), et on note Γ(R), l’ordinal
Γ(R) = {α ∈ Ord, α ≤ R}
Exemple 12. Soit (R,6) la droite re´elle munie de l’ordre usuel. Alors Γ(R) =
ℵ1. En effet, on a d’un cote´ Γ(R) 6 ℵ1 car tout ordinal α qui appartient a`
Γ(R) est ne´cessairement de´nombrable : dans l’hypothe`se contraire, l’existence
d’une injection strictement croissante φ : α → R entrainerait celle d’une fa-
mille non de´nombrable (]φi, φi+1[)i∈α d’intervalles ouverts non vides disjoints
de R, ce qui ne se peut. D’un autre cote´, montrons que Γ(R) > ℵ1. Il suffit
pour cela d’e´tablir que Γ(R) n’est pas de´nombrable. Supposons le contraire.
Dans cette hypothe`se, il existe une bijection Ψ : N→ Γ(R). Pour tout entier
n ∈ N, Ψn ≤ R, d’ou`, par une composition e´vidente, Ψn ≤ [n, n+ 1[, autre-
ment dit il existe une application strictement croissante φn : Ψn → [n, n+1[.
Alors l’ensemble A =
⋃
n∈N φn(Ψn) est une partie de R bien ordonne´e — car
pour toute partie non vide B de A, il existe un plus petit entier n tel que
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B ∩ [n, n + 1[6= ∅, et B ∩ [n, n + 1[ admet a` son tour un plus petit e´le´ment
b puisque B ∩ [n, n + 1[ est une partie non vide de l’ensemble bien ordonne´
φn(Ψn), et b est alors le plus petit e´le´ment de B — donc A est en bijec-
tion croissante avec un ordinal γ ≤ R, qui ve´rifie donc γ ∈ Γ(R). Or, par
construction, cet ordinal est strictement supe´rieur a` tout e´le´ment de Γ(R),
puisque par exemple on de´finit facilement, pour tout n, une application stric-
tement croissante Ψn+1→ γ. Donc γ est strictement supe´rieur a` lui-meˆme,
ce qui est absurde.
De´finition 12 (Connexes irre´ductibles). Soit X = (|X|, κX) un espace
connectif. Une partie connexe K ∈ κX est dite irre´ductible si et seulement
si elle n’appartient pas a` la structure connective engendre´e par les autres
parties : K /∈ [κX \ {K}]0.
Notations 2. Pour tout espace connectif X, on note (GX ,⊂) l’ensemble
ordonne´ par l’inclusion des parties connexes irre´ductibles de X.
Remarque 7. Un morphisme connectif transformant toute partie connexe
irre´ductible en une partie connexe irre´ductible est dit distingue´. Un espace
connectif dont toutes les parties connexes sont irre´ductibles est dit distingue´.
Remarque 8. La partie vide n’est pas irre´ductible, tandis que les singletons
connexes le sont.
Remarque 9 (Parties connexes irre´ductibles d’un espace fini). Soit X un es-
pace connectif fini. Une partie connexe non vide K ∈ κ(X) est irre´ductible si
et seulement s’il n’existe pas deux parties propres connexes A $ K et B $ K
telles que
K = A ∪B et A ∩ B 6= ∅.
De´finition 13 (Ordre connectif d’un espace). Soit X un espace connectif.
On appelle ordre connectif de X l’ordinal Ω(X) = Γ(GX)
−−.
Proposition 8. Ω(X) = {α ∈ Ord, α+ 2 ≤ GX}.
Exemple 13. Pour un espace X sans connexe irre´ductible, GX n’est supe´rieur
qu’a` 0, de sorte que Γ(GX) = 1 et Ω0(X) = ∅ = 0. C’est par exemple le cas
de la droite re´elle lorsqu’on la munit de la structure connective pour laquelle
les connexes non vides sont les intervalles non re´duits a` un point.
Exemple 14. Pour un espace X comportant au moins un connexe irre´ductible
mais aucun couple de connexes irre´ductibles emboˆıte´s. Alors Γ(G(X)) = 2,
et Ω0(X) = ∅ = 0. C’est par exemple le cas de la droite re´elle munie de la
structure connective topologique usuelle, qui admet les singletons pour seuls
irre´ductibles.
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Exemple 15. L’ordre connectif Ω(X) d’un espace connectif fini inte`gre X
co¨ıncide avec l’ordre connectif de´fini dans [13], a` savoir la hauteur du graphe
oriente´ acyclique GX constitue´ des connexes irre´ductibles (points ge´ne´riques)
munis de la relation d’inclusion. Par exemple, un graphe fini comportant au
moins une areˆte est d’ordre 1, de meˆme l’espace borrome´en. A noter qu’un
espace connectif fini est entie`rement caracte´rise´ par la donne´e de ses connexes
irre´ductibles.
Exemple 16. On munit l’intervalle ]0, 1[ de la structure connective pour la-
quelle les connexes sont exactement les intervalles de la forme ]0, x[, avec
x ∈ [0, 1]. Il y a une infinite´ continue de connexes emboˆıte´s, et ils sont tous
irre´ductibles. On a Γ(GX) = Γ(]0, 1[) = Γ(R) = ℵ1, d’ou` Ω(X) = ℵ1.
Exemple 17. Soit (Xi)i∈N une famille d’espace connectifs inte`gres finis tel
que tout espace connectif inte`gre fini soit isomorphe a` l’un et un seul des Xi
(une telle famille existe puisque pour tout cardinal fini donne´ il n’y a qu’un
nombre fini d’espaces connectifs (a` isomorphismes pre`s) ayant ce cardinal
pour nombre de points), et soit Z l’union disjointe de tous les Xi. Alors Z
est un espace connectif inte`gre, non connexe, de´nombrable, d’ordre connectif
Ω(Z) = ω0.
Exemple 18. On munit l’ensemble {0, 1, 2}Z, c’est-a`-dire l’ensemble de toutes
les suites u = (un)n∈Z a` valeur dans {0, 1, 2}, de la structure connective pour
laquelle les connexes sont de la forme K(k,v) = {u ∈ {0, 1, 2}
Z, ∀n ≤ k, un =
vn} avec k ∈ Z et v ∈ {0, 1, 2}
Z. Cet espace est non connexe et non inte`gre,
il est d’ordre connectif ω0.
Exemple 19. Pour tout ordinal α, il existe un espace connectif d’ordre α.
Un exemple d’un tel espace est obtenu en munissant l’ensemble α + 2 de la
structure connective pour laquelle les connexes non vides sont les sections
commenc¸antes k + 1 = {0, 1, ..., k} avec k ∈ α.
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Chapitre 2
Feuilletages et repre´sentations
2.1 Repre´sentations connectives
2.1.1 The´ore`me de Brunn-Debrunner-Kanenobu
L’espace borrome´en B3 (voir exemple 4 page 10), plus simple des espaces
connectifs inte`gres dont la structure ne soit ni celle d’un espace topologique
ni celle d’un graphe, tient son nom de la possibilite´ de le repre´senter par
l’entrelacs borrome´en. Plus ge´ne´ralement, on peut se poser la question de
savoir si tout espace connectif fini peut eˆtre repre´sente´ par un entrelacs dans
R3. Il s’ave`re que la question avait de´ja` e´te´ pose´e et en partie re´solue de`s 1892
par Hermann Brunn [5, 7, 6], sans que le concept d’espace connectif (fini) ait
toutefois e´te´ clairement de´gage´ par lui : d’une certaine fac¸on, les structures
connectives conside´re´es par Brunn restent attache´es aux entrelacs. Quoi qu’il
en soit, pour Brunn, toute structure connective finie peut effectivement eˆtre
repre´sente´e par un entrelacs, et il donne une ide´e de preuve, utilisant comme
≪ briques e´le´mentaires ≫ de sa construction certains entrelacs particuliers,
appele´s aujourd’hui, depuis Rolfsen [27], les ≪ entrelacs brunniens ≫. En 1964,
Debrunner [10] affirme que la preuve de Brunn est insuffisante et il en propose
une autre mais valable seulement pour les entrelacs n-dimensionnels plonge´s
dans l’espace de dimension n + 2 avec n ≥ 2. En 1985 et 1986, Kanenobu
[21, 22] publie finalement deux preuves de la possibilite´ de repre´senter toute
structure connective finie par un entrelacs classique. L’ide´e essentielle de ces
diffe´rentes construction se trouve de´ja` dans l’article de Brunn : plusieurs
entrelacs peuvent toujours eˆtre globalement connecte´s en nouant leurs brins
a` la fac¸on des ≪ entrelacs brunniens ≫.
The´ore`me 9 (Brunn-Debrunner-Kanenobu). Toute structure connective fi-
nie est la structure connective d’un entrelacs plonge´ dans R3 (ou dans S3).
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On peut alors se demander ce qu’il en est de la repre´sentabilite´ par
entrelacs des espaces connectifs infinis. Il est clair qu’un espace connectif
posse´dant davantage de parties connexes qu’il n’y a de courbes ferme´es dans
R3, autrement dit un espace connectif dont l’ensemble des parties connexes
a un cardinal strictement supe´rieur a` la puissance du continu, ne saurait eˆtre
repre´sentable par entrelacs. Mais qu’en est-il pour les structures connectives
de cardinal infe´rieur ou e´gal au continu ? Avant de pre´tendre aborder cette
question, ce que nous ne ferons pas dans le pre´sent ouvrage, il est ne´cessaire
de pre´ciser ce que l’on entend par ≪ repre´sentation par entrelacs ≫ : dira-t-on,
par exemple, que le cylindre engendre´ par le de´placement d’un cercle dans
une direction exte´rieure au plan qui le contient constitue une repre´sentation
par entrelacs d’un intervalle re´el ? Les cercles obtenus ne sont-ils pas, en effet,
davantage ≪ colle´s ≫ par continuite´ qu’entrelace´s ? Le point de vue que nous
soutenons ici est que la repre´sentation d’un espace connectif fini par entrelacs
doit eˆtre comprise comme un cas particulier de repre´sentation d’un espace
connectif dans un autre. C’est cette dernie`re notion qui constitue l’objet de
la pre´sente section.
2.1.2 L’espace des parties
L’ide´e essentielle de la repre´sentation connective est d’associer a` tout
point de l’espace connectif repre´sente´ une partie non vide de l’espace connec-
tif dans lequel a lieu la repre´sentation. D’ou` l’appel aux foncteurs puissances,
avec une variante selon que l’on souhaite ou non repre´senter uniquement des
espaces connectifs inte`gres. De´finissons d’abord le foncteur puissance connec-
tive ge´ne´rale, que nous noterons P∗ comme le foncteur ensembliste des par-
ties non vide dont il constitue en quelque sorte un prolongement aux espaces
connectifs.
De´finition 14. On de´finit un endofoncteur P∗ de la cate´gorie Cnc, appele´
puissance connective ge´ne´rale ou espace connectif des parties non vides, en
associant a` tout espace connectif X l’espace connectif, note´ P∗X (ou P
∗(X),
ou P∗X) de´fini par
– son support |P∗X | = P
∗
|X|,
– et sa structure connective κ(P∗X) = {A ∈ PP
∗
|X|,
⋃
A ∈ κ(X)},
et en associant a` tout morphisme connectif f : X → Y , le morphisme
connectif, encore note´ f , de´fini pour toute partie non vide A de |X| par
f(A) = {f(a), a ∈ A}.
Remarque 10. L’espace connectif P∗X n’est pas inte`gre en ge´ne´ral, meˆme
lorsque X l’est. Plus pre´cise´ment, P∗X est un espace inte`gre uniquement
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si X est un espace grossier. Nous verrons d’autres situations, en particu-
lier en relation avec les feuilletages, ou` les espaces connectifs non inte`gres
apparaissent assez ≪ naturellement ≫.
2.1.3 L’espace des parties connexes
De´finition 15. On de´finit un endofoncteur K∗ de la cate´gorie Cnct, appele´
puissance connective inte`gre ou espace des parties connexes non vides, en
associant a` tout espace connectif inte`gre X l’espace connectif K∗X de´fini par
– son support |K∗X | = κ(X) \ {∅},
– et sa structure connective κ(K∗X) = {A ∈ P(|K
∗
X |),
⋃
A ∈ κ(X)},
et en associant a` tout morphisme connectif f : X → Y , le morphisme connec-
tif, encore note´ f , de´fini pour toute partie connexe non vide A de |X| par
f(A) = {f(a), a ∈ A}.
Remarque 11. En appliquant cette de´finition aux espaces connectifs non ne´-
cessairement inte`gres, on prolonge naturellement l’endofoncteur K∗ en un
foncteur Cnc → Cnct puis en un endofoncteur Cnc → Cnc. Ces divers
foncteurs seront tous note´s K∗.
2.1.4 Repre´sentation connective
De´finition 16 (Repre´sentation connective). On appelle repre´sentation connec-
tive d’un espace connectif X dans un espace connectif Y tout morphisme
connectif de X dans l’espace connectif P∗(Y ). On e´crira ρ : X  Y pour
exprimer que ρ est une repre´sentation de X dans Y . Etant donne´e ρ une
telle repre´sentation, Y sera appele´ l’espace de ρ, et sera note´ Y = sp(ρ) ; X
sera appele´ l’objet de ρ, et sera note´ ob(ρ).
Dans le cas ou` X est inte`gre, une repre´sentation ρ : X  Y s’identifie a`
un morphisme connectif de X dans l’espace inte`gre K∗(Y ).
De´finition 17. On dit qu’une repre´sentation f : X  Y est inte`gre si son
objet et son espace sont tous deux inte`gres.
2.1.5 Composition des repre´sentations
Soit ǫ la transformation naturelle IdCnc → P
∗ de´finie pour tout espace
connectif X par ∀x ∈ |X|, ǫX(x) = {x}, et µ la transformation naturelle
Q∗ → P∗ de´finie par ∀A ∈ Q∗|X|, µX(A) =
⋃
A. Le triplet (P∗, ǫ, µ) constitue
alors une monade sur Cnc. La cate´gorie de Kleisli associe´e a` cette monade
25
a pour objets les espaces connectifs, et pour morphismes les repre´sentations,
dont la composition est de´finie pour ρ : X  Y et τ : Y  Z par
τ ⊙ ρ : X  Z
x 7→ µZ(τ
P(ρ(x))).
E´tant donne´e une repre´sentation ρ : X  Y , on notera µρ l’application
de P∗X dans P∗Y de´finie par µρ = µY ◦ ρ
P . Une repre´sentation de X dans
Y est donc une application ρ de X dans P∗Y telle que
µρ transforme toute
partie connexe non vide de X en une partie connexe non vide de Y .
Pour toute partie non vide A de X , on a donc
µρ(A) = µY (ρ
P(A)) = µY ({ρ(a), a ∈ A}) =
⋃
a∈A
ρ(a) ⊂ Y
tandis que la compose´e de deux repre´sentations s’e´crit
τ ⊙ ρ = µτ ◦ ρ.
On de´finit une cate´gorie de Kleisli analogue pour les espaces connectifs
inte`gres : notant encore ǫ la transformation naturelle IdCnct → K
∗ de´finie
pour tout espace connectif inte`greX par ∀x ∈ |X|, ǫX(x) = {x}, et µ la trans-
formation naturelle K∗K∗ → K∗ de´finie par ∀A ∈ |K∗K∗X|, µX(A) =
⋃
A, le
triplet (K∗, ǫ, µ) constitue une monade sur Cnct, dont la cate´gorie de Kleisli
associe´e a pour objets les espaces connectifs inte`gres, et pour morphismes
les repre´sentations inte`gres, avec la composition des repre´sentations de´finie
comme pour le cas ge´ne´ral.
2.1.6 Repre´sentations claires, repre´sentations distinctes
De´finition 18. Soit ρ : X  Y une repre´sentation d’un espace X dans un
espace Y . On dit que ρ est claire si
∀A ∈ P|X|, A /∈ κ(X)⇒
µ ρ(A) /∈ κ(Y ).
On dit que ρ est distincte si
∀(x, y) ∈ X2, x 6= y ⇒ ρ(x) ∩ ρ(y) = ∅.
Exemple 20. Soit X l’espace connectif non inte`gre de support |X| = {a, b, c}
et de structure connective κ(X) = {∅, {a}, {b}, {a, b, c}}. Une repre´sentation
claire mais non distincte de X dans la droite connective usuelle (R, τ) est
donne´e par
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– ρ(a) = [0, 1[,
– ρ(b) =]1, 2],
– ρ(c) = {0, 1, 2}.
On obtient une repre´sentation claire et distincte de l’espace non inte`gre
X en remplac¸ant ci-dessus les intervalles par leur inte´rieur.
Exemple 21. Une repre´sentation claire et distincte de l’espace borrome´en B3
est obtenue en associant a` chacun des trois e´le´ments de cet espace une des
trois composantes d’un noeud borrome´en plonge´ dans l’espace tridimension-
nel usuel de se´paration (E3, σ3). Plus ge´ne´ralement, les entrelacs brunniens
constituent, dans l’espace de se´paration (E3, σ3), des repre´sentations claires
et distinctes des espaces connectifs brunniens.
A noter qu’en supprimant un point sur chacune des composantes des
entrelacs conside´re´s on obtient encore des repre´sentations claires et distinctes
des espaces brunniens.
The´ore`me 10. Tout espace connectif admet une repre´sentation claire et dis-
tincte dans un espace inte`gre. En particulier, tout espace connectif fini admet
une repre´sentation par entrelacs, les points non connexes e´tant repre´sente´s
par deux ou plusieurs composantes se´parables de tels entrelaces.
Preuve. Soit X un espace connectif. On pose |X ′| = |X|×{0, 1} ≃ |X|⊔|X|,
et soit ρ : |X| → P(|X ′|) l’application de´finie par
ρ(x) = {(x, 0), (x, 1)}.
On munit l’ensemble |X ′| de l’unique structure connective inte`gre dont les
connexes non triviaux sont donne´s par
κ(X ′)• = {µρ(K), K ∈ κ(X)}.
Alors ρ est une repre´sentation claire et distincte de X dans l’espace inte`gre
X ′.
En particulier, tout espace connectif fini admet une repre´sentation claire
et distincte dans un espace connectif fini inte`gre, qui admet a` son tour une
repre´sentation claire et distincte par entrelacs (Brunn-Debrunner-Kanenobu).
En composant ces deux repre´sentations, on obtient le re´sultat annonce´

De´finition 19 (Repre´sentations de type S). Soit S un dispositif de se´paration
sur un ensemble Y . On appelle repre´sentation de type S toute repre´sentation
claire et distincte d’un espace connectif X dans l’espace Y [S].
Exemple 22. Soit S un dispositif de se´paration engendrant l’espace de se´paration
usuel (E3, σ3). Une repre´sentation par entrelacs d’un espace connectif fini est
une repre´sentation de type S.
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2.1.7 Cate´gories de repre´sentations
On a vu (section 2.1.5 ci-dessus) que les repre´sentations e´taient les mor-
phismes entre espaces connectifs dans certaines cate´gories de Kleisli. Mais
l’on peut prendre a` leur tour les repre´sentations comme objets, de`s lors qu’on
aura de´fini les morphismes entre repre´sentations.
De´finition 20. On de´finit une cate´gorie RC, dite cate´gorie des repre´senta-
tions connectives en prenant pour objets les repre´sentations connectives, et
pour morphismes d’une repre´sentation ρ : A  B vers une repre´sentation
ρ′ : A′  B′ les couples (α, β) ou` α : A → A′ et β : B → B′ sont des
morphismes connectifs tels que
βP ◦ ρ ⊂ ρ′ ◦ α,
au sens ou`, pour tout a ∈ A, βP(ρ(a)) ⊂ ρ′(α(a)).
La sous-cate´gorie pleine de RC admettant pour objets les repre´sentations
claires et distinctes sera note´e RCD.
Exemple 23 (points d’une repre´sentation). La cate´gorie RC admet comme
objet final l’unique repre´sentation 1RC : • 7→ {•} d’un singleton connecte´
dans lui-meˆme. Un point d’une repre´sentation ρ : A  B est alors un mor-
phisme 1RC → ρ, c’est-a`-dire la donne´e d’un point connecte´ p de A et d’un
point connecte´ q de ρ(p) ⊂ B. En particulier, si l’objet ou l’espace d’une
repre´sentation ne posse`de pas de point inte`gre, celle-ci n’a pas de point.
Exemple 24. On de´finit un foncteur RC : Cnc→ RC, appele´ repre´sentation
canonique, en associant a` tout espace connectifX sa repre´sentation canonique
dans un espace inte`gre X ′ tel que |X ′| = |X| × {0, 1} (voir le the´ore`me 10
page 27), et a` tout morphisme d’espaces connectifs f : X → Y le morphisme
(α, β) : X ′ → Y ′, ou` α = f et β((x, i)) = (f(x), i) pour tout x ∈ X et
i ∈ {0, 1}.
2.2 Feuilletages connectifs
De´finition 21 (Feuilletage connectif). Un feuilletage connectif est un triplet
(E, κ0, κ1) constitue´ d’un ensemble E appele´ le support du feuilletage, et d’un
couple (κ0, κ1) de structures connectives sur E, la premie`re, κ0, e´tant dite
structure connective interne, et la seconde, κ1, structure connective externe.
Lorsque que κ0 ⊂ κ1, le feuilletage est dit re´gulier.
Lorsqu’une partie de E est connexe pour κ0 (resp. κ1), on dit aussi qu’elle
est κ0-connexe, ou encore qu’elle est connexe interne, ou encore inte´rieurement
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connexe (resp. κ1-connexe, ou connexe externe, ou encore exte´rieurement
connexe). E´tant donne´ un feuilletage connectif Z, on notera |Z| son sup-
port, κ0(Z) sa structure connective interne et κ1(Z) sa structure connective
externe, de sorte que Z = (|Z|, κ0(Z), κ1(Z)). Souvent, on notera Z0 l’es-
pace connectif inte´rieur Z0 = (|Z|, κ0(Z)), et Z1 l’espace connectif exte´rieur
Z1 = (|Z|, κ1(Z)).
De´finition 22. La cate´gorie des feuilletages connectifs FC a pour objets les
feuilletages connectifs, et pour morphismes d’un feuilletage Z vers un feuille-
tage Z ′ les applications |Z| → |Z ′| qui sont connectives de Zi = (|Z|, κi(Z))
vers Z ′i = (|Z
′|, κi(Z
′)) pour chacun des deux indices i ∈ {0, 1}.
De´finition 23 (Feuilles). Soit Z un feuilletage. On appelle domaine de Z,
et on note dom(Z), la partie pre´sente de la structure interne κ0(Z). On ap-
pelle feuilles de Z les composantes connexes non vides de la structure interne
κ0(Z). La structure interne d’une feuille F est la structure connective induite
sur F par κ0(Z). La structure externe de F est la structure induite sur F
par κ1(Z).
Pour tout feuilletage Z, on note F(Z) l’ensemble des feuilles de Z. Si
dom(Z) est non vide, F(Z) en constitue une partition.
Remarque 12. Il ne peut exister de composante connexe inte´rieurement vide
que dans le cas ou` le domaine du feuilletage est lui-meˆme vide, autrement
dit lorsque la structure interne est la structure de´sinte´gre´e. Et dans ce cas, il
n’y a pas de feuilles : F(Z) = ∅.
Remarque 13. Par de´finition, chaque feuille est inte´rieurement connexe. Par
contre, si le feuilletage n’est pas re´gulier, une feuille peut ne pas eˆtre exte´rieurement
connexe.
De´finition 24. On dira qu’un morphisme de feuilletages φ : Z → Z ′ est
strict si φP transforme toute feuille de Z en une feuille de Z ′. La cate´gorie
ayant pour objets les feuilletages connectifs et pour morphismes les mor-
phismes de feuilletages stricts sera note´e FS.
Exemple 25. Un espace topologique Y muni d’une relation d’equivalence ρ
de´finit un feuilletage connectif, en prenant (|Z|, κ1(Z)) = UT (Y ) et κ0(Z) =
ρ, la structure connective associe´e a` la relation d’e´quivalence ρ.
Exemple 26. Un exemple fondamental de feuilletages connectifs est issu des
feuilletages au sens des varie´te´s : une varie´te´ feuillete´e est en effet munie de
deux structures de varie´te´ de dimensions diffe´rentes, la structure de plus faible
dimension e´tant construite sur une topologie plus fine que celle sur laquelle
est construite la structure de varie´te´ de dimension plus grande. On prendra
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pour structure connective interne celle associe´e a` la topologie la plus fine, et
celle associe´e a` l’autre pour structure connective externe. A noter que dans
cet exemple, les composantes connexes pour la structure interne (les feuilles)
sont ne´cessairement connexes e´galement pour la structure externe.
2.2.1 Espace induit des feuilles d’un feuilletage
De´finition 25 (Espace induit des feuilles). Soit Z = (|Z|, κ0(Z), κ1(Z)) un
feuilletage connectif. L’espace induit des feuilles de Z est l’espace connectif
note´ F↓(Z), ou plus simplement Z↓, de support |Z↓| l’ensemble F(Z) des
feuilles de Z, et de structure connective celle qui y est induite par l’espace
connectif des parties non vides P∗(Z1), ou` Z1 = (|Z|, κ1(Z)), de sorte qu’un
ensemble A de feuilles est κ(Z↓)-connexe si et seulement si
⋃
F∈A F ∈ κ1(Z).
Remarque 14. Si une κ0-composante connexe n’est pas κ1-connexe, elle de´finit
un point non connexe de l’espace Z↓. Ainsi, l’espace induit des feuilles d’un
feuilletage Z est-il inte`gre si et seulement si toute composante connexe de la
structure interne de Z est exte´rieurement connexe.
Remarque 15. Nous appellerons e´galement entrant l’espace induit des feuilles
d’un feuilletage, pour exprimer ce qu’on pourrait appeler la supre´matie qui
y est accorde´e a` la structure externe du feuilletage sur la structure interne.
2.2.2 Espace quotient des feuilles
Il existe une autre fac¸on, qui pourrait d’ailleurs sembler plus naturelle,
de munir l’espace des feuilles d’une structure connective. En effet, les feuilles
d’un feuilletage Z e´tant les composantes connexes (non vides) de sa structure
interne κ0(Z), elles sont e´galement les classes de la relation d’e´quivalence par-
tielle χ[κ0(Z)], d’ou` tre`s naturellement la de´finition suivante de l’espace quo-
tient des feuilles, fonde´e sur la notion de quotient par une relation d’e´quivalence
partielle (voir la de´finition 3 page 15).
De´finition 26 (Espace quotient des feuilles). Soit Z un feuilletage. L’espace
quotient des feuilles de Z, note´ F↑(Z) ou plus simplement Z↑, est le quotient
de l’espace connectif externe Z1 = (|Z|, κ1(Z)) par la relation d’e´quivalence
partielle χ[κ0(Z)]
Z↑ = Z1/χ[κ0(Z)].
Remarque 16. Nous appellerons e´galement sortant l’espace quotient des feuilles
d’un feuilletage, premie`rement en relation avec le fait que, sous des conditions
en pratique souvent ve´rifie´es (par exemple que l’espace externe soit inte`gre),
l’espace quotient est lui-meˆme inte`gre, ce qui revient a` affirmer en un sens la
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supre´matie du point vue interne sur le point de vue externe, deuxie`mement
parce que cet espace est destine´ a` eˆtre repre´sente´ dans un espace dont la
structure de´pendra non seulement de la structure externe du feuilletage, mais
aussi de sa structure interne, troisie`mement par opposition a` l’espace entrant
des feuilles.
Proposition 11. Pour qu’un ensemble de feuilles soit une partie connexe
de l’espace quotient, il suffit qu’il existe inclus dans l’union de ces feuilles un
connexe externe rencontrant chacune des feuilles. Cependant, cette condition
n’est pas, en ge´ne´ral, ne´cessaire.
Preuve. La condition est e´videmment suffisante, puisque l’image par la sur-
jection canonique d’un tel connexe externe est e´gal a` l’ensemble des feuilles
conside´re´es, qui est donc connexe dans l’espace quotient.
Montrons que cette condition n’est pas ne´cessaire. Soit Z le feuilletage
de´fini par |Z| = {a, a′, b, b′, c, c′}, κ0(Z) = {∅, {a, a
′}, {b, b′}, {c, c′}} et κ1(Z) =
{∅, {a, b}, {b′, c′}}. Il y a trois feuilles, notons-les A,B,C (avec A = {a, a′},
etc.). La structure de l’espace quotient est
κ(Z↑) = {∅, {A,B}, {B,C}, {A,B,C}}.
C’est donc un espace connexe, meˆme s’il n’existe pas de connexe dans
l’espace externe rencontrant chacune de ces trois feuilles (a` noter que l’espace
induit des feuilles est, lui, de´sinte´gre´).

Corollaire 12. Pour tout feuilletage, l’espace entrant (induit) des feuilles
est plus fin que l’espace sortant (quotient) des feuilles.
Ne´anmoins, meˆme dans le cas de la structure quotient, l’espace des feuilles
n’est pas ne´cessairement inte`gre (si une feuille ne contient aucun connexe
externe, le singleton qu’elle forme sera non connexe).
2.3 Relations fonctorielles entre feuilletages
et repre´sentations
2.3.1 Foncteurs RC→ FC
A` toute repre´sentation connective ρ : ob(ρ)  sp(ρ) on souhaite asso-
cier fonctoriellement un feuilletage Φ(ρ). Pour la structure externe de ce
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feuilletage, on prendra naturellement la structure de l’espace sp(ρ) de la
repre´sentation. Par contre, il y a plusieurs choix possibles, a priori le´gitimes,
pour la structure interne du feuilletage.
Pour pre´ciser ces choix, nous aurons besoin de faire appel a` ce que nous
appellerons des structures connectives fonctorielles :
De´finition 27. Une structure connective fonctorielle est une application γ
de´finie sur la classe des espaces connectifs et qui a` tout espace connectif B
associe une structure connective γ(B) sur |B| qui soit fonctorielle au sens ou`
il existe un endofoncteur Γ de Cnc de´fini
– sur les objets de Cnc par Γ(B) = (|B|, γ(B)),
– sur les fle`ches par Γ(f) = f .
Nous dirons qu’une structure connective fonctorielle γ est plus fine qu’une
autre, γ′, et l’on notera γ ⊂ γ′, si pour tout espace connectif B on a γ(B) ⊂
γ′(B).
Par exemple, notons respectivement κD(B) et κG(B) la structure connec-
tive de´sinte´gre´e et la structure connective grossie`re sur |B|. Alors κD et κG
sont des structures connectives fonctorielles. De meˆme, l’application note´e
simplement κ qui a` tout espace connectif B associe sa structure connective
κ(B) est une structure connective fonctorielle, et l’on a :
κD ⊂ κ ⊂ κG.
Soit (γ0, γ1) un couple de structures connectives fonctorielles tel que γ0 ⊂
γ1. On va de´finir a` partir de ce couple la structure interne du feuilletage
associe´ a` une repre´sentation ρ comme la structure connective engendre´e par
les parties des ρ(a) qui sont connexes pour l’une ou l’autre des structures γi
selon que a est un point connexe ou non de l’objet de la repre´sentation ρ.
Plus pre´cise´ment, a` toute repre´sentation connective ρ : A B, on associe le
feuilletage Z = Φ(γ0,γ1)(ρ) = Φ(ρ) de support |Z| = |B|, de structure externe
κ1(Z) = κ(B) et de structure interne
κ0(Z) = [
⋃
i∈{0,1}
⋃
a∈Ai
(γi(B) ∩ Pρ(a))]0,
ou` A0 de´signe la partie absente de A et A1 sa partie pre´sente.
Proposition 13. Soit (α, β) : ρ → ρ′ un morphisme de repre´sentations
connectives. Alors l’application β : |sp(ρ)| → |sp(ρ′)| est un morphisme de
feuilletages β : Φ(ρ)→ Φ(ρ′).
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Preuve. Posons A = ob(ρ), B = sp(ρ), A′ = ob(ρ′) et B′ = sp(ρ′).
Si K est une partie exte´rieurement connexe du feuilletage Z = Φ(ρ),
alors βP(K) est une partie exte´rieurement connexe de Z ′ = Φ(ρ′) puisque
les structures exte´rieures des feuilletages co¨ıncident avec les structures des
espaces de repre´sentation que respecte β.
Soit maintenant K un connexe de base 1 pour la structure interne de Z.
On veut montrer que βP(K) est inte´rieurement connexe dans Z ′.
Si K ∈ γ0(B) ∩ Pρ(a) avec a ∈ A0, alors β(K) ∈ γ0(B
′) puisque γ0 est
fonctoriel. Et K ⊂ ρ(a) =⇒ βP(K) ⊂ βP(ρ(a)) ⊂ ρ′(α(a)). Si a′ = α(a) ∈
A′0, on a alors β
P(K) ∈ γ0(B
′) ∩ Pρ(a′) ⊂ κ0(Z
′), tandis que si a′ ∈ A′1, on a
βP(K) ∈ γ1(B
′) ∩ Pρ(a′) ⊂ κ0(Z
′), puisque γ0 ⊂ γ1.
Si K ∈ γ1(B)∩Pρ(a) avec a ∈ A1, on a ne´cessairement a
′ = α(a) ∈ A′1, et
comme pre´ce´demment le fait que βP(ρ(a)) ⊂ ρ′(a′) permet de conclure que
βP(K) ∈ γ1(B
′) ∩ Pρ(a′) ⊂ κ0(Z
′), puisque γ1 est fonctoriel.

On en de´duit que l’application Φ = Φ(γ0,γ1) qui a` toute repre´sentation
ρ associe le feuilletage Φ(ρ) et a` tout morphisme de repre´sentations (α, β)
associe β est un foncteur de la cate´gorie des repre´sentations dans celle des
feuilletages. Dans le cas ou` γ0 = γ1 = γ, on le notera simplement Φγ . Lorsque
γ = κG (resp. γ = κD), on notera simplement ΦG (resp. ΦD) le foncteur Φγ .
Exemple 27. Soit ρ la repre´sentation claire et distincte, dans la droite R
usuelle, de l’objet X = ({a, b, c}, {∅, {a}, {b}, {a, b, c}}) de´finie par ρ(a) =
]− 2,−1[, ρ(b) =]1, 2[ et ρ(c) = [−3,−2] ∪ [−1, 1] ∪ [2, 3].
Les feuilletages Φ(κD ,κ)(ρ) et Φ(κD ,κG)(ρ) posse`dent chacun deux feuilles,
et celles-ci sont exte´rieurement connexes. Φκ(ρ) et Φ(κ,κG)(ρ) ont chacun cinq
feuilles exte´rieurement connexes. Enfin, ΦκG(ρ) = ΦG(ρ) a trois feuilles, deux
exte´rieurement connexes, une exte´rieurement non connexe, toutes trois e´tant
de structure interne grossie`re.
Proposition 14. Pour toute repre´sentation connective ρ, le feuilletage Φκ(ρ)
est re´gulier.
Preuve. La structure interne de Φκ(ρ) e´tant (par de´finition de cette struc-
ture interne et de la structure fonctorielle κ) engendre´e par des parties
exte´rieurement connexes, elle est ne´cessairement plus fine que la structure
externe.

1. C’est-a`-dire un connexe appartenant a` la famille qui, dans la de´finition qui en est
donne´e ci-dessus, engendre la structure interne de Z.
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La proposition suivante de´coule imme´diatement des de´finitions.
Proposition 15. Soient (γ0, γ1) un couple de structures connectives foncto-
rielles, tel que γ0 ⊂ γ1, et soit Φ = Φ(γ0,γ1) le foncteur RC→ FC associe´.
Si ρ est une repre´sentation distincte alors, pour Z = Φ(ρ), on a
κ0(Z) =
⋃
i∈{0,1}
⋃
a∈Ai
(γi(B) ∩ Pρ(a)),
de sorte que si γ1 ⊃ κ et que a est un point connecte´ de ob(ρ), alors ρ(a) est
une composante connexe de (Z, κ0(Z)), c’est-a`-dire une feuille de Z.
Si ob(ρ) est inte`gre, alors la premie`re structure connective fonctorielle γ0
de Φ(γ0,γ1) n’a trivialement aucune incidence : si γ
′
0 est une autre structure
connective fonctorielle telle que γ′0 ⊂ γ1, alors Φ(γ0,γ1)(ρ) = Φ(γ′0,γ1)(ρ).
Corollaire 16. Si ρ est une repre´sentation distincte d’un objet inte`gre, les
feuilles de Φκ(ρ) sont les parties de sp(ρ) de la forme ρ(a) :
F(Φκ(ρ)) = {ρ(a), a ∈ ob(ρ)}.
2.3.2 Foncteurs FC→ RCD
A` tout feuilletage on veut associer une repre´sentation de son espace des
feuilles. Puisque nous avons vu qu’il y avait deux notions distinctes possibles
pour la structure de l’espace des feuilles, a` savoir l’espace induit et l’espace
quotient, nous sommes conduits a` de´finir deux foncteurs diffe´rents : le fonc-
teur ≪ repre´sentation induite ≫ R↓ et le foncteur ≪ repre´sentation quotient ≫
R↑.
Repre´sentation induite R↓ d’un feuilletage
De´finition de R↓ sur les objets A` tout feuilletage Z, R↓ associe la
repre´sentation R↓(Z) : Z↓  Z1 de´finie pour toute feuille F ∈ F(Z) = |Z
↓|
par
R↓(Z)(F ) = F ⊂ |Z1|.
Ceci est bien une repre´sentation connective puisque, par de´finition, un en-
semble de feuilles est connexe dans PZ1 si et seulement si son union est
connexe dans Z1, et que cette dernie`re proprie´te´ caracte´rise la structure
connective de l’espace induit Z↓. On ve´rifie en outre imme´diatement que
la repre´sentation R↓(Z) est claire (si un ensemble de feuilles est non connexe
dans Z↓, alors leur union est e´galement non connexe dans l’espace externe
du feuilletage, donc dans l’espace de la repre´sentation), et distincte (deux
point diffe´rents, c’est-a`-dire deux feuilles diffe´rentes, sont repre´sente´es par
deux composantes connexes internes ne´cessairement disjointes).
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Proposition 17. Si le feuilletage Z est re´gulier, l’objet de la repre´sentation
R↓Z est inte`gre.
Preuve. Toute feuille e´tant exte´rieurement connexe, elle constitue un sin-
gleton connexe de ob(R↓Z).

De´finition de R↓ sur les fle`ches R↓ est de´fini sur les fle`ches de FC
en associant a` tout morphisme de feuilletage φ : Z → Z ′ le morphisme
de repre´sentations (φ0, φ1), ou` φ0 : Z
↓ → Z ′↓ est de´fini pour toute feuille
F ∈ F(Z) par : φ0(F ) est celle des composantes connexes de l’espace interne
(|Z ′|, κ0(Z
′) qui contient le κ0(Z
′)-connexe φP(F ), et ou` φ1 : Z1 → Z
′
1 est le
morphisme connectif qui en tant qu’application ensembliste co¨ıncide avec φ.
Repre´sentation quotient R↑
De´finition de R↑ sur les objets A` tout feuilletage Z est associe´ la
repre´sentation R↑(Z) : F↑(Z)  (|Z|, [κ0(Z) ∪ κ1(Z)]) de l’espace quotient
des feuilles F↑(Z) dans l’espace (|Z|, [κ0(Z) ∪ κ1(Z)]) qui a` toute feuille F
(qu’elle soit ou non connexe dans F↑(Z)) associe elle-meˆme en tant que par-
tie (ne´cessairement connexe) de (|Z|, [κ0(Z) ∪ κ1(Z)]). Ceci de´finit bien une
repre´sentation car si un ensemble de feuilles est un connexe ≪ de base ≫ dans
F↑(Z), c’est-a`-dire qu’il s’agit d’un ensemble de feuilles dont l’union contient
un connexe K de Z1 rencontrant toutes ces feuilles, alors cette union est
connexe dans (|Z|, [κ0(Z) ∪ κ1(Z)]) du fait de la κ0(Z)-connexite´ de chaque
feuille et de la κ1(Z)-connexite´ de K.
Exercice 2. Pre´ciser ce que doit eˆtre l’action du foncteur R↑ sur les mor-
phismes de feuilletages.
Remarque 17. La repre´sentation quotient associe´e a` un feuilletage n’est pas
ne´cessairement distincte (une feuille non connexe peut ≪ devenir connexe ≫
dans l’espace de repre´sentation).
2.3.3 Une adjonction
La composition des divers foncteurs de´finis plus haut entre cate´gories de
feuilletages et cate´gories de repre´sentations conduisent a` des endofoncteurs
pre´sentant diverses proprie´te´s inte´ressantes. Par exemple, notons
ρ↓G = R
↓(ΦG(ρ))
la repre´sentation associe´e a` une repre´sentation ρ par l’endofoncteur R↓ ◦ΦG.
On a alors la proposition suivante.
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Proposition 18. Si ρ est une repre´sentation claire et distincte, alors le
couple d’applications (α, β) de´fini par α(a) = ρ(a) ∈ ob(ρ↓G) et β = Idsp(ρ)
constitue un isomorphisme entre les repre´sentations ρ et ρ↓G.
Preuve. Soit ρ une telle repre´sentation. Le feuilletage associe´ ΦG(ρ) a pour
structure interne celle engendre´e par les parties des ρ(a) lorsque a de´crit
ob(ρ). La repre´sentation e´tant distincte, les ρ(a) sont deux a` deux disjoints,
de sorte que les composantes connexes de la structure interne du feuille-
tage sont pre´cise´ment les ρ(a), et l’ensemble des feuilles s’identifie a` l’ob-
jet de ρ. Si un ensemble K ⊂ ob(ρ) est connexe, l’ensemble correspon-
dant de feuilles, {ρ(a), a ∈ K}, est connexe dans l’espace induit des feuilles
F↓(ΦG(ρ)) = ob(ρ
↓
G) puisque ρ e´tant une repre´sentation, on a ρ
P(K) connexe
dans P∗(sp(ρ)), autrement dit µρP(K) =
⋃
a∈K ρ(a) est connexe pour la
structure externe du feuilletage ΦG(ρ). Si au contraire un ensemble A ⊂ ob(ρ)
est non connexe, la repre´sentation ρ e´tant claire, on aura
⋃
a∈K ρ(a) non
connexe dans sp(ρ), autrement dit non connexe pour la structure externe du
feuilletage ΦG(ρ), de sorte que l’ensemble des feuilles {ρ(a), a ∈ A} sera non
connexe dans l’espace F↓(ΦG(ρ)) = ob(ρ
↓
G). Ainsi, ρ et ρ
↓
G ont-ils des objets
isomorphes. Ils ont e´galement meˆme espace, et le couple indique´ constitue
alors trivialement un isomorphisme entre ces deux repre´sentations.

Beaucoup d’autres proprie´te´s restent a` explorer. On se contentera dans
cette section de prouver l’existence d’une adjonction entre les foncteurs R↓
et Φκ lorsqu’ils sont restreints a` certaines cate´gories de feuilletages et de
repre´sentations. Pour cela, nous ferons appel aux trois lemmes suivants (lemme
19 a` lemme 21).
Lemme 19. Soit Z un feuilletage re´gulier, ρ une repre´sentation quelconque,
et (α, β) : R↓Z → ρ un morphisme de repre´sentations. Alors β est un mor-
phisme de feuilletages Z → Φκ(ρ).
Preuve. Par de´finition d’un morphisme de repre´sentations, β est un mor-
phisme connectif sp(R↓Z) → sp(ρ), autrement dit un morphisme connectif
Z1 → (Φκ(ρ))1.
D’autre part, en appliquant le foncteur Φκ au morphisme (α, β) (propo-
sition 13), on en de´duit que β est un morphisme de feuilletages Φκ(R
↓Z)→
Φκ(ρ), donc en particulier un morphisme pour les structures internes
(Φκ(R
↓Z))0 → (Φκ(ρ))0.
Mais Z e´tant re´gulier, κ0(Z) ⊂ κ0(Φκ(R
↓Z)). En effet, tout connexe
inte´rieur est trivialement inclus dans une composante connexe inte´rieur et,
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par la re´gularite´ de Z, est aussi un connexe exte´rieur, de sorte que, par
de´finition de la structure κ0(Φκ(R
↓Z)), se trouve bien appartenir a` celle-ci.
Finalement, on a a` la fois β : Z1 → (Φκ(ρ))1 et β : Z0 → (Φκ(ρ))0,
autrement dit β est bien un morphisme Z → Φκ(ρ).

Lemme 20. Soient Z un feuilletage connectif, ρ une repre´sentation connec-
tive distincte et (α, β) : R↓(Z) → ρ un morphisme de repre´sentations.
Alors la connaissance de β de´termine celle de α. Autrement dit, si (α′, β) :
R↓(Z) → ρ est e´galement un morphisme de repre´sentations, on a ne´cessai-
rement α = α′.
Preuve. Par de´finition, α est un morphisme connectif de ob(R↓Z) = F↓(Z) =
Z↓ dans ob(ρ). Soit F ∈ ob(R↓(Z)), autrement dit une composante connexe
de Z0 = (|Z|, κ0(Z)). Par de´finition d’un morphisme de repre´sentations, on
a l’inclusion
βP(R↓Z(F )) ⊂ ρ(α(F )).
Or, R↓Z(F ) = F ⊂ |Z|, d’ou` βP(F ) ⊂ ρ(α(F )). La repre´sentation ρ e´tant
distincte, il n’y a au plus qu’un point a de ob(ρ) pouvant ve´rifier βP(F ) ⊂
ρ(a), d’ou` l’unicite´ annonce´e.

Lemme 21. Soit Z un feuilletage, ρ une repre´sentation claire et distincte,
d’objet ob(ρ) inte`gre, et soit β : Z → Φκ(ρ) un morphisme de feuilletages.
Alors il existe un et un seul morphisme connectif α : F↓Z → ob(ρ) tel que
(α, β) soit un morphisme de repre´sentations R↓Z → ρ.
Preuve. S’il existe, le morphisme α est unique d’apre`s le lemme 20. Pre´cisons
l’application ensembliste α : FZ → |ob(ρ)| dont, ne´cessairement, il s’agit.
Pour F ∈ FZ, on a βP(F ) ∈ κ0(Φκ(ρ)), puisque β pre´serve aussi les mor-
phismes internes.
Notons βP(F ) la composante κ0(Φκ(ρ)-connexe contenant β
P(F ). Alors
βP(F ) ∈ F(Φκ(ρ)). D’apre`s le corolaire 16, il existe alors un e´le´ment unique
aF ∈ ob(ρ) tel que βP(F ) = ρ(aF ). L’application α est donc de´finie par
α(F ) = aF . Autrement dit,
α(F ) = a⇔ βP(F ) ⊂ ρ(A)⇔ βP(F ) ⊂ βP(F ) = ρ(A).
Il s’agit de prouver que l’application α ainsi de´finie est un morphisme connec-
tif F↓Z → ob(ρ), et que le couple (α, β) est bien un morphisme de repre´senta-
tions.
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Soit donc L un ensemble κ(Z↓)-connexe de feuilles. Par de´finition de
Z↓, on a
⋃
F∈L F ∈ κ1(Z), donc l’ensemble W =
⋃
F∈L β
P(F ) ve´rifie W ∈
κ1(Φκ(ρ)).
Posons A = αP(L) = {a ∈ ob(ρ), ∃F ∈ L, ρ(a) ⊃ βP(F )}. On veut
montrer que A est une partie connexe de ob(ρ). Or, ρ e´tant claire, il suffit
pour cela de prouver que µρ(A) =
⋃
F∈L β
P(F ) est connexe dans sp(ρ).
Par de´finition, les βP(F ) sont κ0(Φκ(ρ))-connexes. Mais, le feuilletage
Φκ(ρ) e´tant re´gulier (proposition 14), les βP(F ) sont e´galement κ1(Φκ(ρ))-
connexes. Il en de´coule que
⋃
F∈L
βP(F ) =
⋃
F∈L
(βP(F ) ∪W )
est l’union de κ1(Φκ(ρ))-connexes d’intersection non vide . Ainsi,
⋃
F∈L β
P(F )
est κ1(Φκ(ρ))-connexe, autrement dit κ1(sp(ρ))-connexe, de sorte que A est
connexe dans ob(ρ).
Reste a` ve´rifier que βP ◦ R↓Z ⊂ ρ ◦ α, mais c’est la` une conse´quence
imme´diate de la construction meˆme de α.

Soit FR la sous-cate´gorie pleine de FC constitue´e des feuilletages connec-
tifs re´guliers, et soit RIO la sous-cate´gorie pleine de RCD constitue´e des
repre´sentations claires et distinctes dont l’objet est inte`gre. Reprenons les
notations R↓ et Φκ employe´es pre´ce´demment, mais pour de´signer cette fois
les restrictions de ces foncteurs a` FR et a` RIO.
D’apre`s la proposition 17, on obtient bien de cette manie`re un foncteur
R↓ : FR → RIO. Et d’apre`s la proposition 14, on obtient de meˆme un
foncteur Φκ : RIO→ FR.
Soit maintenant Z un feuilletage re´gulier, et ρ une repre´sentation claire
et distincte d’un objet inte`gre. A` tout morphisme de repre´sentation (α, β) :
R↓Z → ρ, on associe, d’apre`s le lemme 19, le morphisme de feuilletages β :
Z → Φκ(ρ). Re´ciproquement, a` tout morphisme de feuilletage β : Z → Φκ(ρ),
on associe d’apre`s le lemme 21, un unique morphisme de repre´sentations
(α, β) : R↓Z → ρ. On a ainsi construit des applications re´ciproques, donc
bijectives, entre HomRIO(R
↓Z, ρ) et HomFR(Z,Φκ(ρ)), et il est clair que ces
bijections sont naturelles par rapport a` Z et ρ. On peut ainsi e´noncer :
Pour tout feuilletage re´gulier
The´ore`me 22. Le foncteur R↓ : FR→ RIO est adjoint a` gauche du fonc-
teur Φκ : RIO→ FR :
R↓ ⊣ Φκ
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Chapitre 3
Dynamiques cate´goriques
ensemblistes
Il cre´e ainsi divers avenirs, divers temps
qui prolife`rent aussi et bifurquent.
Jorge Luis Borge`s
3.1 Introduction
La conception classique des syste`mes dynamiques est celle de syste`mes
de´terministes dont la de´finition diffe`re selon qu’il est question de syste`mes
continus ou discrets, de´coupage qui d’ailleurs se prolonge dans la subdivi-
sion entre syste`mes re´versibles et syste`mes irre´versibles. Ces quatre types de
syste`mes dynamiques correspondent de fait a` quatre mode´lisations distinctes
du temps, fonde´es respectivement sur N et Z pour les syste`mes discrets,
sur R+ et R pour les syste`mes continus. En outre, ces mode´lisations ne
sont ge´ne´ralement pas suffisamment explicites pour que l’on y distingue par-
faitement les notions d’instants et d’e´coulements temporels (les dure´es), en
te´moigne en un sens la re´fe´rence permanente au mythique ≪ instant 0 ≫, tan-
dis que le roˆle exact joue´ par le fait que les mono¨ıdes cite´s sont ordonne´s
reste souvent difficile a` de´finir.
Souhaitant appliquer les notions conside´re´es dans les chapitres pre´ce´dents
aux dynamiques qui semblent y apparaˆıtre assez spontane´ment — les exemples
≪ naturels ≫ de repre´sentations connectives d’espaces connectifs infinis et de
feuilletages connectifs comportant une infinite´ de feuilles viennent en effet
souvent des syste`mes dynamiques, notamment de la me´canique (fibration
de Hopf, tores de Liouville-Arnold, ...) — il e´tait logique de chercher a` re-
39
prendre a` la base la question des mode´lisations temporelles. La base dont
il s’agit, qui n’est sans doute pas aussi profonde qu’on pourrait le souhaiter
— nous n’avons en particulier pas su prendre d’emble´e en compte le point
de vue relativiste sur l’espace-temps, qui supposerait en quelque sorte de ne
pas pre´supposer une source (le temps) et un but (l’espace) aux foncteurs
dynamiques, mais de les faire e´merger de tels foncteurs — consiste en ce
fait e´le´mentaire : un syste`me dynamique transforme l’addition des dure´es
en composition des transitions d’e´tats. Autrement dit, l’essentiel, dans un
syste`me dynamique et pour toute notion de flot, est que les transformations
des e´tats du syste`me soient re´gle´es sur la composition des e´coulements tem-
porels. Ainsi, dans la de´finition des syste`mes dynamiques, la notion d’instant
n’intervient pas, seule celle de dure´e (ou d’e´coulement temporel) est un jeu,
et plus pre´cise´ment la composition de ces e´coulements. C’est pourquoi les
e´quation diffe´rentielles a` coefficients variables n’entrent pas (ou pas directe-
ment) dans la the´orie classique des syste`mes dynamiques 1.
Cette rele´gation au second plan des instants y place simultane´ment la
relation qui habituellement les ordonne. Meˆme si le mode`le propose´ plus loin
n’est pas, a priori, relativiste, il est difficile d’ignorer que, depuis 1905, les
travaux d’Albert Einstein ont remis de´finitivement en question l’ide´e d’un
temps totalement ordonne´. Du reste, l’ide´e meˆme de relation d’ordre est ex-
clue des conceptions les plus antiques de temps cyclique, conceptions qui font
re´gulie`rement retour comme en te´moigne la pense´e de Nietzsche. Plus pre`s
de nous, de nombreux travaux en informatique font appel a` des temporalite´s
arborescentes, dans lesquelles les instants sont partiellement ordonne´s. C’est
notamment le cas, depuis le de´but des anne´es 1980, de la logique dite CTL
(Computation tree logic) [2, 15].
Quelles sont, de`s lors, les pistes qui s’offrent a` nous pour une refonda-
tion des mode`les temporels ? Dans des travaux re´cents, Claudio Mazzola et
Marco Giunti [19] discutent divers types d’irre´versibilite´s dans les syste`mes
de´terministes fonde´s sur une temporalite´ de´finie par un mono¨ıde. Dans sa
the`se, [25], C. Mazzola soutient que ce cadre serait le plus ge´ne´ral possible
pour les syste`mes dynamiques, et trouve un argument cate´gorique pour soute-
nir ce point de vue. Il apparaˆıt pourtant que le typage des e´coulements tempo-
rels, donc des restrictions pose´es a` leur composabilite´, e´largit conside´rablement
la porte´e de ce type de mode`le. Du reste, de`s 1965, Mme Andre´e Ehresmann-
Bastiani [14] a conside´re´ des syste`mes guidables (de´terministes) ou` la tempo-
ralite´ e´tait donne´e par une cate´gorie topologique 2 agissant sur un ensemble
1. La the´orie des syste`mes dynamiques non-autonomes (Nonautonomous Dynamical
Systems) vise pre´cise´ment a` e´largir le cadre classique en ce sens.
2. i.e. munie d’une structure topologique
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d’e´tats, ces syste`mes e´tant d’ailleurs eux-meˆme une ge´ne´ralisation de certains
polysyste`mes dynamiques [8]. Dans ce qui suit, nous reprenons cette ide´e et
en explorons diverses conse´quences qui nous semblent nouvelle, notamment
avec les notions de solutions existentielles et essentielles d’une dynamique,
d’interpre´tation d’une dynamique par une autre, e´galement avec la compo-
sition de certains foncteurs reliant la cate´gorie des petites cate´gories et la
cate´gorie que nous de´finissons comme cate´gorie des dynamiques. A` noter
qu’une grande partie de l’inte´reˆt selon nous de ces conside´rations vient de ce
qu’elles s’appliquent a` des dynamiques non-de´terministes.
3.2 Ecoulements cate´goriques
De´finition 28. Un syste`me cate´gorique d’e´coulements E est une petite cate´gorie.
Les fle`ches de E sont appele´s les E-e´coulements. Les objets de E sont les
modes 3 d’e´coulements.
Exemple 28. Comme il est bien connu, la cate´gorie des mono¨ıdes (avec e´le´ment
neutre) peut eˆtre plonge´e dans celle des petites cate´gories.
Bien que cette question puisse paraˆıtre triviale, plusieurs points me´ritent
d’eˆtre pre´cise´s a` ce sujet. Tout d’abord, il y a une opposition entre les conven-
tions usuelles concernant la composition des fle`ches dans une cate´gorie, ou`
c’est la convention employe´e pour la composition des applications qui domine,
et la convention issue de la concate´nation, convention qui convient davan-
tage aux mono¨ıdes puisque c’est celle employe´e pour les mono¨ıdes libres. Par
ailleurs, il y a deux choix possibles pour l’unique objet de la petite cate´gorie
que l’on souhaite associer a` un mono¨ıde : soit on prend un objet abstrait
arbitraire •, et dans ce cas les fle`ches sont simplement de´finies par la manie`re
dont elles se composent, soit on prend pour objet l’ensemble des e´le´ments du
mono¨ıde, et dans ce cas les fle`ches peuvent s’interpre´ter comme des actions
sur le mono¨ıde, plus pre´cise´ment comme des actions a` droite ou a` gauche
selon que la loi de composition du mono¨ıde s’interpre`te dans l’ordre oppose´
ou dans le meˆme ordre que la composition des morphismes correspondants.
Par exemple, on de´finit un foncteur covariant, appelons-le MC, de la
cate´gorie des mono¨ıdes dans celle des petites cate´gories, en posant :
– pour tout mono¨ıde (M, ∗),MC(M, ∗) est la cate´gorie ayant pour unique
objet l’ensemble M , pour fle`ches les applications de la forme ∗f : M →
M , de´finies pour tout m ∈ M par ∗f(m) = m ∗ f , avec f ∈ M , de
3. On pourrait aussi les appeler les types d’e´coulements, a` condition de ne pas confondre
cette notion avec celle de type d’une dynamique, un tel type de´signant une cate´gorie E
(voir la de´finition 33 page 44).
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sorte que, notant simplement f l’action ∗f , la loi de composition ◦ des
morphismes de cette cate´gorie s’e´crit f ◦ g = g ∗ f ,
– pour tout morphisme de mono¨ıdes µ : (M, ∗) → (N, .), MC(µ) est le
foncteur covariant 4 de la cate´gorieMC(M, ∗) dansMC(N, .) de´fini sur
les (uniques) objets par MC(µ)(M) = N et sur les fle`ches e ∈ M par
MC(µ)(e) = µ(e) ∈ N .
Par ce plongement, les syste`mes pre´sentant un unique mode d’e´coulements
s’identifient aux mono¨ıdes. Ainsi, munis de l’addition, N, Z, R+, R, consti-
tuent autant de syste`mes commutatifs d’e´coulements ; le mono¨ıde libre a` deux
lettres est un exemple de syste`me non commutatif d’e´coulements ; les groupes
cycliques forment des syste`mes d’e´coulements non ordonne´s, etc.
Notations 3. On notera souvent gf la compose´e f ◦ g de deux e´coulements
composables. Avec cette notation, le plongement de la cate´gorie des mono¨ıdes
dans la cate´gorie des petites cate´gories est de´finie par la formule gf = g ∗ f .
Exemple 29. Tout pre´odre de´finit une petite cate´gorie. En particulier, tout
ensemble partiellement ordonne´ de´finit un syste`me cate´gorique d’e´coulements
temporels. Par exemple, la cate´gorie de´finie par (R,6) a pour e´coulements
les couples de re´els (r, s) avec r 6 s. On notera (r 6 s) un tel e´coulement.
On a alors
(s 6 t) ◦ (r 6 s) = (r 6 s)(s 6 t) = (r 6 t)
Remarque 18. Lorsqu’un mono¨ıde est ordonne´, ce qui est le cas des quatre
structures temporelles classiques, il donne lieu a` deux cate´gories d’e´cou-
lements ge´ne´ralement fort diffe´rentes l’une de l’autre selon que l’on conside`re
l’aspect mono¨ıdal ou l’aspect ordonne´. En effet, les e´le´ments d’un mono¨ıde
de´finissent les e´coulements d’un certain syste`me cate´gorique, tandis que les
e´le´ments d’un ensemble ordonne´ de´finissent les modes d’e´coulements d’un
autre syste`me cate´gorique. Par exemple, pour E = (R+,+) on obtient des
e´coulements toujours composables, puisqu’il n’y a qu’un seul mode, tandis
que pour E = (R+,6), les e´coulements sont type´s, les types, c’est-a`-dire
les modes d’e´coulements, pouvant eˆtre identifie´s a` des instants 5. Les aspects
mono¨ıde et ordonne´ d’un mono¨ıde ordonne´ sont en quelque sorte orthogo-
naux l’un a` l’autre. Philosophiquement, toute re´flexion sur le temps devrait
certainement tenir compte de cette distinction fondamentale, qui prolonge
en un sens la diffe´rence entre les e´coulements et les instants.
Exemple 30. On constitue un syste`me d’e´coulements a` deux modes en reliant
les deux mono¨ıdes (R+,+) et (N,+) par des fle`ches fr : R+ → N de la forme
4. MC(µ) est bien un foncteur covariant puisque MC(µ)(f ◦ g) = µ(g ∗ f) = µ(g) ∗
µ(f) =MC(µ)(f) ◦MC(µ)(g).
5. Voir plus loin la definition 39 des instants essentiels.
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fr(x) = E(x+r), ou` E de´signe la partie entie`re, la composition de trois fle`ches
s : R+ → R+, fr : R+ → N et n : N→ N e´tant de´finie par
n ◦ fr ◦ s = fs+r+n : x 7→ E(x+ s+ r) + n
Exemple 31. Plus ge´ne´ralement, e´tant donne´ un mono¨ıde (M, ∗) et une suite,
finie ou non, d’objets abstraits deux a` deux distincts T1, ... Tn, ... on de´finit
un syste`me cate´gorique d’e´coulements en se donnant, pour chaque indice
k, un sous-mono¨ıde Mk de M , et pour chaque indice k tel que k + 1 soit
e´galement un indice de la suite, un sous-mono¨ıde Nk de M contenant Mk
et Mk+1 : les fle`ches de Tk dans lui-meˆme s’identifient a` Mk, la composition
e´tant donne´e par f ◦ g = g ∗ f , les fle`ches de Tk dans Tk+1 s’identifient a`
Nk, toutes les autres fle`ches e´tant engendre´es par composition, de´finie de
meˆme par la loi ∗ de M . Notons E[(M, ∗);M1, N1,M2, ...Mn, ...] la cate´gorie
obtenue. L’exemple 30 correspond alors a`
E[(R,+);R+,R+,N].
Exemple 32. On constitue un syste`me d’e´coulements a` deux modes en reliant
les deux mono¨ıdes (R+,+) et (Z/12Z,+) par des fle`ches R+ → Z/12Z de la
forme fr : x 7→ E(x + r) mod 12, la composition de trois fle`ches s : R+ →
R+, fr : R+ → Z/12Z et n : Z/12Z→ Z/12Z e´tant de´finie par
n ◦ fr ◦ s = fs+r+n : x 7→ E(x+ s+ r) + n mod 12
De´finition 29 (re´gularite´, irre´versibilite´). Un e´coulement f est dit re´gulier
a` droite si pour tous e´coulements g, h composables a` gauche avec f , on a
g ◦ f = h ◦ f ⇒ g = h. Un syste`me de temporalite´s est dit re´gulier a` droite
si tout e´coulement l’est. On de´finit de meˆme les e´coulements et les syste`mes
de temporalite´s re´guliers a` gauche. Un e´coulement inversible, c’est-a`-dire un
iso, est aussi dit re´versible. Dans le cas contraire, on le dit irre´versible.
3.3 Transitions
Notations 4. Pour tout ensemble A, on note PA l’ensemble des parties de
A. Pour toute application f : A → B, on note fP l’application de PA dans
PB de´finie pour toute partie U de A par fP(U) = {f(u), u ∈ U}. Pour toute
application f : A → PB, on note µf l’application de PA dans PB de´finie
pour toute partie U de A par µf(U) =
⋃
u∈U f(u).
De´finition 30. On appelle cate´gorie des transitions la cate´gorie P
– dont les objets sont les ensembles,
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– telle que, pour tout couple d’ensembles (A,B), les fle`ches de A vers B,
appele´es transitions de A vers B, sont les applications de A vers PB,
– et telle que la compose´e de deux transitions f ∈ P(A,B) et g ∈
P(B,C), note´e g ⊙ f , est donne´e par
g ⊙ f = µg ◦ f.
Les fle`ches de P sont appele´es les transitions.
Notations 5. On notera f : A B pour exprimer que f est une transition
de A vers B.
Remarque 19. La cate´gorie P est isomorphe a` la cate´gorie des relations en-
semblistes. Elle admet l’ensemble vide pour objet terminal (objet nul), et le
produit carte´sien y co¨ıncide avec l’union disjointe. Par ailleurs, les fle`ches de
P peuvent eˆtre interpre´te´es comme des distributeurs tre`s particuliers (entre
les cate´gories discre`tes associe´es aux ensembles conside´re´s).
Remarque 20. Au lieu d’ensembles, on pourrait conside´rer les objets d’un
topos. Nous ne de´velopperons pas ce point de vue ici.
De´finition 31. Une transition p : A  B est dite quasi-de´terministe si,
pour tout a ∈ A, l’ensemble p(a) a au plus un e´le´ment. Elle est dite comple`te
si p(a) n’est vide pour aucun a ∈ A. Elle est dite de´terministe si elle est a` la
fois quasi-de´terministe et comple`te.
Notations 6. Une transition quasi-de´terministe p : A B s’identifie a` une
fonction de A vers B, et une transition de´terministe a` une application de A
vers B. Dans ce cas, commettant un le´ger abus d’e´criture, on notera souvent
encore p la fonction correspondante, et donc p(a) l’unique e´le´ment, s’il existe,
de la transition p applique´e a` a.
De´finition 32. Une transition de´terministe p : A → B est dite re´versible
si, en tant qu’application p : A→ B, elle est bijective.
3.4 Dynamiques de type E
3.4.1 De´finitions
De´finition 33 (E-dynamiques). E´tant donne´e un syste`me d’e´coulements E,
une dynamique de type E, ou E-dynamique, est un foncteur de E dans P.
Notations 7. L’image par une E-dynamique α d’un mode d’e´coulement T ∈
E˙ sera le plus souvent note´e T α. De meˆme, l’image par α d’un e´coulement
d ∈ ~E sera note´ dα plutoˆt que α(d).
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De´finition 34 (Etats et transitions d’une dynamique). L’ensemble des e´tats
de la E-dynamique α est
Stα =
⋃
T∈E˙
T α.
Pour tout e´coulement d ∈ ~E, dα est la transition associe´e a` d par α.
L’image par une transition dα d’un e´tat e ∈ dom(d)α sera e´galement
de´signe´e comme l’action de d sur e dans (ou pour) la dynamique α, ou encore,
s’il n’y pas d’ambigu¨ıte´ sur la dynamique en jeu, comme l’action dynamique
de d sur e.
Certaines constructions 6 ne´cessitent qu’on se limite aux dynamiques pour
lesquelles un seul mode d’e´coulements peut agir sur chaque e´tat de la dyna-
mique. D’ou` la de´finition suivante.
De´finition 35 (Dynamiques propres). Une dynamique α : E → P est dite
propre si pour tout couple (S, T ) ∈ |E|0 de types temporels, on a l’implication
S 6= T =⇒ Sα ∩ T α = ∅.
Proposition 23. E´tant donne´e une dynamique propre α : E→ P, la relation
α de´finie sur les e´tats de α par
∀a, b ∈ Stα, a α b⇔ ∃e ∈ ~E, b ∈ e
α(a)
est une relation de pre´-ordre.
Preuve. La relation α est re´flexive car tout e´tat est laisse´ invariant par
l’action dynamique de l’identite´ du mode de temporalite´ (unique) a` l’image
duquel il appartient. Cette relation est en outre transitive car, la dynamique
ayant e´te´ suppose´e propre, si deux e´coulements peuvent agir (dans la dyna-
mique) successivement sur un e´tat c’est ne´cessairement que ces e´coulements
se composent (dans la cate´gorie des e´coulements).

De´finition 36 (Orbite). Soit α une E-dynamique, et a ∈ Stα un e´tat de α.
L’orbite de a est l’ensemble
Orba =
⋃
f∈~E,a∈dom(fα)
fα(a).
6. Notamment celles de la section 3.5.3.
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Remarque 21. Pour une dynamique propre, la relation de pre´-ordre a α b
peut eˆtre de´finie par b ∈ Orba. Par contre, pour une dynamique impropre,
cette dernie`re relation n’est pas ne´cessairement transitive : il peut arriver
qu’un e´tat c appartenant a` l’orbite d’un e´tat b de l’orbite de a n’appartienne
pas a` l’orbite de a.
De´finition 37 (comple´tude, de´terminisme, re´versibilite´). Soit α une E-
dynamique. Si, pour tout e´coulement f : T → T ′ de E la transition fα est
de´terministe (resp. quasi-de´terministe, comple`te, inversible), on dit que la dy-
namique α elle-meˆme est de´terministe (resp. quasi-de´terministe, comple`te,
inversible).
3.4.2 Exemples
Exemple 33 (Dynamiques sur un groupe). Pour tout groupe (G, ∗), une G-
dynamique est une action du groupe G sur un ensemble d’e´tats A. En effet,
G s’identifie a` une cate´gorie avec un unique objet ∗, l’ensemble des e´tats de
la dynamique est donc de la forme A = ∗α, tandis que pour tout g ∈ G, on
a (g−1)α ⊙ gα = gα ⊙ (g−1)α = idA, d’ou` l’on de´duit que g
α est de´terministe
(et, en fait, inversible). Ainsi,
– une (Z,+)-dynamique α consiste en la donne´e d’un ensemble d’e´tats A
et d’une bijection f = 1α : A→ A, les autres transitions de α ve´rifiant
nα = fn ;
– une dynamique sur (R,+) est ne´cessairement de´terministe 7, et elle est
entie`rement de´termine´e par la connaissance des bijections f r : A → A
pour r de´crivant un intervalle ouvert non vide quelconque. L’exemple
classique est le flot d’une e´quation diffe´rentielle autonome sur une
varie´te´ diffe´rentielle admettant pour toutes conditions de Cauchy une
solution unique de´finie sur R tout entier. A noter que, dans le cadre
ensembliste ou` nous nous plac¸ons pour le moment, les trajectoires
r 7→ f r(x) ne sont pas ne´cessairement diffe´rentiables, ni meˆme conti-
nues.
Exemple 34. Une (N,+)-dynamique consiste en la donne´e d’un ensemble
d’e´tats A et d’une transition f : A → PA. Cette application de´termine en
effet la suite de transitions de´finie par f 0 = idA et f
n+1 = f ⊙ fn.
Les jeux de plateau (go, e´checs, dames,...) peuvent eˆtre vus comme de
telles dynamiques, e´videmment non de´terministes puisque jeu il y a 8, sur
7. Rappelons qu’a` ce stade il n’est pas question de la notion d’instant : ce sont les
e´coulements qui de´crivent ici (R,+).
8. Ces dynamiques seront e´galement incomple`tes, de`s lors que l’on conside`re des espaces
d’e´tats incluant des situations ne pouvant exister dans ces jeux.
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(N,+).
Par exemple, pour le go, on prend pour ensemble d’e´tats
A = ({−1, 0, 1}({1,...19}
2))3 × {−1, 1},
et pour tout e ∈ A, 1α(e) sera l’ensemble des e´tats possibles, y compris la
me´moire des deux dernie`res configurations, apre`s qu’on aura applique´ la re`gle
suivante : le joueur 1 ou −1, selon ce qu’en dit e, aura pose´ sa pierre sur le
goban en respectant les trois re`gles fondamentales du go, y compris la re`gle
du ko 9.
Exemple 35. Pour une (N,+)-dynamique quasi-de´terministe, on peut rem-
placer f par une fonction A → A. Pour une dynamique de´terministe, f est
une application.
Exemple 36. Une dynamique α sur (R+,+) consiste en la donne´e d’un en-
semble d’e´tats A et, pour tout re´el positif r, d’une application f r = rα : A→
PA, de sorte que f r ⊙ f s = f s+r. En voici trois exemples admettant A = R
pour ensemble des e´tats.
1. Pour tout r > 0, et tout t ∈ R, on pose
f r(t) = [t, t + r].
2. Pour tout r > 0, on de´finit f r par
– pour x > 0, f r(x) =]max(0, x− r), x+ r],
– pour x = 0, f r(0) = {0},
– pour x < 0, f r(x) = [x− r,min(x+ r, 0)[.
3. Dans le meˆme genre, on prend pour f r la transition de´finie par
f r(x) = [max(E(x), x − r), min(x+ r, E(x) + 1)[,
ou` E(x) de´signe la partie entie`re de x.
Exemple 37. Pour tout mono¨ıde (unitaire) (M, ∗), uneM-dynamique de´termi-
niste s’identifie a` une action de M sur l’ensemble des e´tats A = ∗α de cette
dynamique.
Exemple 38. Une dynamique α sur (N,6) consiste en la donne´e d’une suite
d’ensembles d’e´tats (An)n>0 et d’une suite quelconque de transitions fn :
An  An+1. En effet, tout e´coulement de (N,6) se de´compose de fac¸on
unique en e´coulements e´le´mentaires (k, k + 1) mutuellement inde´pendants.
En particulier, toute suite (un)n>0 dans un ensemble quelconque A peut eˆtre
conside´re´e
9. La re`gle du ko rend ne´cessaire de garder en me´moire les deux configurations
pre´ce´dentes.
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– soit comme une dynamique de´terministe avec pour ensembles d’e´tats
les singletons An = {un},
– soit comme une dynamique quasi-de´terministe avec pour ensembles
d’e´tats An = A et pour transitions les fonctions fn dont le domaine
de de´finition est re´duit a` {un} ⊂ A, avec fn(un) = un+1.
Exemple 39. Une dynamiques sur (Z,6) consiste en la donne´e d’une suite
quelconque indexe´e par n ∈ Z de transitions fn : An  An+1.
Exemple 40. Une dynamiques γ sur (R,6) consiste en la donne´e d’une famille
d’ensembles Γr = r
γ indexe´e par r ∈ R, et d’une famille de transitions
γ(r6s) = (r 6 s)
γ : Γr  Γs, indexe´e par les couples (r, s) de´crivant le
demi-plan r 6 s de R2, ve´rifiant
γ(s6t) ⊙ γ(r6s) = γ(r6s)γ(s6t) = γ(r6t).
Remarquons que, ǫ > 0 e´tant donne´, une telle dynamique est de´termine´e
par la donne´e des transitions de la forme γ(r6s) ou` s de´crit R et r ∈]s− ǫ, s[.
A noter que, pour tout ensemble Γ, tout chemin g : R → Γ peut eˆtre
conside´re´ comme une dynamique de´terministe en prenant Γr = {g(r)}(ou
comme une dynamique quasi-de´terministe avec Γ pour ensemble constant
d’e´tats).
Exemple 41. On prend E = E[(R,+);R+,R+,N] (voir les exemples 30 et 31
page 42). Une E-dynamique consiste alors en la donne´e de deux ensembles
d’e´tats A et B et
– pour tout re´el positif r, d’une transition f r : A A,
– pour tout re´el positif t, d’une transition gt : A B,
– d’une transition h : B  B,
de sorte que les relations suivantes soient satisfaites :
∀r, s ∈ R+, f
r ⊙ f s = f s+r,
∀r, t ∈ R+, ∀n ∈ N, h
n ⊙ gt ⊙ f
r = gr+t+n.
Puisque gt = g0⊙f
t, la donne´e de g0 de´termine tous les gt, et la de´finition
d’une E-dynamique se rame`ne a` la donne´e des f r, de g0 et de h ve´rifiant
∀r, s ∈ R+, f
r ⊙ f s = f s+r,
h⊙ g0 = g0 ⊙ f
1.
Par exemple, on de´finit une telle dynamique en prenant A = B = R, et
1. f r(x) = x+ r, g0(x) =]−∞, x] et h(x) = x+ 1.
2. f r(x) = x+ r, g0(x) =]−∞, x] et h(x) = [x− 1, x+ 1].
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3. f r(x) = x+ r, g0(x) = 0 et h(x) = [−2|x|, |x|].
4. f r(x) = [x− r, x+ r], g0(x) = 0 et h(x) = 2x.
5. f r(x) = [x− r, x+ r], g0(x) = 0 et h(x) = [−2|x|, |x|].
6. f r(x) = [x− r, x+ r], g0(x) = R et h(x) = 2x.
3.4.3 Instants essentiels, existentiels, etc...
Jusqu’a` pre´sent, nous avons conside´re´ les dynamiques sans faire appel
a` la notion d’instant. Dans cette section, nous associons des instants aux
syste`mes cate´goriques d’e´coulements : l’ide´e est que les instants d’un tel
syste`me E sont les e´tats de dynamiques de´terministes spe´cifiques, en par-
ticulier celles que nous appellerons respectivement la dynamique essentielle
et la dynamique existentielle de E, conduisant respectivement a` la de´finition
des instants essentiels et des instants existentiels. Plus ge´ne´ralement, nous
de´finissons les α−instants de E pour toute dynamique de´terministe α sur E.
De´finition 38 (α-instants). Soit α une dynamique propre de´terministe sur
un syste`me cate´gorique d’e´coulements E. On appelle α-instants de E les e´tats
de α.
Remarque 22. Comme pour tout dynamique propre, l’ensemble des α-instants
est naturellement muni d’un pre´-ordre (voir la proposition 23 page 45).
De´finition 39 (Dynamique et instants essentiels). La dynamique essentielle
associe´e a` un syste`me d’e´coulements E est la E-dynamique de´terministe ζE =
ζ ainsi de´finie :
– pour tout mode d’e´coulement T ∈ E˙, T ζ = {T},
– pour tout e´coulement (f : S → T ) ∈ ~E, f ζ est de´fini par f ζ(S) = {T}.
Les ζ-instants de E, autrement dit les modes d’e´coulement de E, sont appele´s
les instants essentiels de E.
Dans la de´finition suivante, on note 10 {→ S} la classe des fle`ches de but
S dans la cate´gorie conside´re´e, ou` S de´signe un objet de ladite cate´gorie.
De´finition 40 (Dynamique et instants existentiels). La dynamique existen-
tielle associe´e a` un syste`me d’e´coulements E est la E-dynamique de´terministe
ξE = ξ ainsi de´finie :
– pour tout mode d’e´coulement T ∈ E˙, T ξ = {→ T},
– pour tout e´coulement (f : S → T ) ∈ ~E, f ξ est de´finie pour tout e´tat
a ∈ Sξ par f ξ(a) = {f ◦ a}.
Les ξ-instants de E sont appele´s les instants existentiels de E.
10. voir notations 8 page 73.
49
Exemple 42. Soit E = (R+,+).
– La dynamique ζE admet un unique instant essentiel, notons-le •, et
l’identite´ pour unique transition : pour tout e´coulement r ∈ R+,
rζ(•) = •.
– Les instants existentiels s’identifient aux re´els positifs s ∈ R+, et la
transition associe´e a` l’e´coulement r agit sur tout instant s selon
rξ(s) = s+ r.
– On de´finit les instants re´els pour (R+,+) comme les e´tats de la dyna-
mique de´terministe ρ de´finie par
– ses e´tats : R+
ρ = R,
– ses transitions : pour tout e´coulement r > 0, la transition rρ est
l’application R→ R telle que rρ(t) = t + r pour tout t ∈ R.
Exemple 43. Soit E = (R+,6).
– Les instants essentiels sont les r ∈ R+, et la transition associe´e a`
l’e´coulement 11 (r 6 s) n’agit que sur le seul instant r, selon
(r 6 s)ζ(r) = s.
– Les instants existentiels de mode r ∈ R+ sont de la forme (t 6 r) et
constituent un ensemble [0, r] × {r} ≃ [0, r]. La transition associe´e a`
l’e´coulement (r 6 s) est de´finie pour tout t ∈ [0, r] par
(r 6 s)ξ(t 6 r) = (t 6 s),
ce que nous noterons (r 6 s)ξ : [0, r] ∋ t 7→ t ∈ [0, s].
Exemple 44 (Instants essentiels et existentiels de (R,6)). Soit E = (R,6).
– Les instants essentiels sont les r ∈ R, et la transition associe´e a` l’e´coulement 12
(r 6 s) n’agit que sur le seul instant r, selon
(r 6 s)ζ(r) = s.
– Les instants existentiels de mode r ∈ R sont de la forme (t 6 r)
et constituent un ensemble ] − ∞, r] × {r} ≃] − ∞, r]. La transition
associe´e a` l’e´coulement (r 6 s) est de´finie pour tout t ∈]−∞, r] par
(r 6 s)ξ(t 6 r) = (t 6 s),
ce que nous noterons (r 6 s)ξ :]−∞, r] ∋ t 7→ t ∈]−∞, s].
11. Voir la notation de l’exemple 29 page 42.
12. Voir la notation de l’exemple 29 page 42.
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3.4.4 E-dynamorphismes
On se propose de constituer une cate´gorie dont les objets seront les
E−dynamiques. Plusieurs ide´es peuvent venir a` l’esprit pour la de´finition
des morphismes : transformations naturelles entre dynamiques conside´re´es
comme des foncteurs, endofoncteurs de la cate´gorie des transitions P ou bien
foncteurs entre cate´gories images des dynamiques conduisant a` des triangles
commutatifs. Mais c’est une de´finition encore diffe´rente que nous choisissons,
fonde´e comme on va voir sur l’inclusion plutoˆt que sur l’e´galite´, en parti-
culier parce que nous avons en vue une de´finition de la notion de solutions
d’une dynamique. En outre, nous rencontrerons une situation analogue avec
l’inclusion d’une repre´sentation connective dans une autre.
De´finition 41 (Inclusion des transitions). E´tant donne´s deux ensembles G
et D, et u : G  D et v : G  D deux transitions, on dit que u est incluse
dans v, et l’on note
u ⊂ v
pour exprimer le fait que, pour tout e´le´ment g ∈ G, on ait
u(g) ⊂ v(g).
De´finition 42 (E-dynamorphismes). Soit α et β deux E-dynamiques. Un E-
dynamorphisme δ : α# β consiste en la donne´e, pour tout mode d’e´coulement
S ∈ E˙, d’une transition δS : S
α  Sβ de sorte que pour tout e´coulement
(f : S → T ) ∈ ~E on ait
δT ⊙ f
α ⊂ fβ ⊙ δS.
Autrement dit, δ est un E-dynamorphisme de α vers β si, pour tout
e´coulement f : S → T et pour tout e´tat s ∈ Sα, on a l’inclusion
µδT (f
α(s)) ⊂ µfβ(δS(s)).
On ve´rifie sans difficulte´ que, munie des E-dynamorphismes, la classe des
E-dynamiques constitue une cate´gorie. On la notera E−Dy.
Remarque 23. Cette cate´gorie admet la dynamique vide comme objet nul.
De´finition 43. Un E-dynamorphisme δ : α # β est dit complet (resp.
quasi-de´terministe, resp. de´terministe) si, pour tout mode d’e´coulement T et
tout e´tat t ∈ T α, δT (t) est une partie non vide (resp. a au plus un e´le´ment,
resp. est un singleton) de T β.
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Remarque 24 (Topos des E-dynamiques de´terministes). E´tant donne´e une
petite cate´gorie quelconque E, la classe des E-dynamiques de´terministes et
la classe des E-dynamorphismes de´terministes entre ces dynamiques consti-
tuent un topos. En effet, dans ce cas, l’inclusion qui pre´side a` la de´finition
des dynamorphismes devient une e´galite´, et la cate´gorie ainsi de´finie co¨ıncide
avec la cate´gorie des pre´faisceaux sur (la cate´gorie oppose´e a`) E. En particu-
lier, lorsque E est un mono¨ıde, il s’agit du topos des actions de E. Si E est
un groupe, les objets de ce topos sont toutes les E-dynamiques.
3.4.5 Solutions d’une dynamique
De´finition 44 (solutions d’une dynamique). E´tant donne´e une E-dynamique
propre de´terministe τ , une τ -solution σ d’une E-dynamique α est un E-
dynamorphisme quasi-de´terministe σ : τ # α. Si σ est un dynamorphisme
complet, on dit que la solution est comple`te. Si τ = ζ, on dit que σ est
une solution essentielle de α, et si τ = ξ, on dit que c’est une solution
existentielle.
Remarque 25. Si une τ -solution σ d’une E-dynamique α est vide a` un τ -
instant s ∈ Aτ , alors elle est e´galement vide a` tout instant ulte´rieur t τ s.
En effet, en notant e : A → B un e´coulement tel que t = sδ(s), on a, par
de´finition d’un dynamorphisme
σB(eτ (s)) ⊂ eα(σA(s)),
d’ou`
σB(t) = ∅.
Exemple 45 (Solutions vides d’une dynamique α). Pour toute dynamique
propre de´terministe τ , le dynamorphisme vide τ # α constitue une solution
(e´videmment non comple`te), dite solution vide.
Exemple 46 (solutions essentielles et existentielles en temps continu irre´versible).
On prend E = (R+,+). Soit α une dynamique de type E, et soit S = R+
α
l’ensemble de ses e´tats.
Une solution existentielle de α consiste en la donne´e d’une fonction f :
R+ → S telle que pour tous re´els positifs t et r, on ait f(t + r) ∈ r
α(f(t)).
Cette solution est comple`te si f est une application de´finie sur tout R+.
Une solution essentielle de α consiste en la donne´e d’un e´tat s0 ∈ S tel
que pour tout e´coulement r ∈ R+, s0 ∈ r
α(s0). En particulier, une telle
solution essentielle de´termine une solution existentielle stationnaire, de´finie
par f(t) = s0 pour tout t ∈ R+.
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Une solution re´elle de α est une ρ-solution de α (voir l’exemple 42), au-
trement dit c’est une fonction f de R dans l’ensemble des e´tats de α telle
que pour tout ρ-instant t ∈ R et tout e´coulement r > 0, on ait
f(t+ r) ∈ rα(f(t)).
On retrouve ainsi la notion habituelle de solution de´finie sur R d’une dyna-
mique, sans que celle-ci soit pour autant ne´cessairement de´terministe, puisque
le mode d’e´coulement n’est pas le groupe R mais le semi-groupe R+. Souli-
gnons que la nette distinction entre e´coulements et instants est indispensable
a` l’e´tablissement d’un tel point de vue.
Exemple 47. Pour E = (R+,+), on conside`re la E-dynamique α de´finie par
(R+)
α = R2 et pourM ∈ R2, et r ∈ R+, r
α(M) est le disque ferme´ de centre
M et de rayon r :
rα(M) = D(M, r).
Alors les solutions existentielles comple`tes de α sont les applications σ :
R+ → R
2 telles pour tout instant s ∈ R+ et tout e´coulement r ∈ R+, on a
σ(s+ r) ∈ D(σ(s), r), autrement dit
d(σ(s), σ(s+ r)) 6 r.
Ce sont donc les mouvements plans σ de ≪ vitesse ≫ infe´rieure ou e´gale a` 1.
Exemple 48 (Solution existentielle canonique de la dynamique essentielle). .
E´tant donne´s un syste`me cate´gorique d’e´coulements E, sa dynamique essen-
tielle ζ et sa dynamique existentielle ξ, on de´finit une solution existentielle
comple`te Z de ζ en posant, pour tout mode d’e´coulement S ∈ E˙, et tout
instant existentiel t ∈ Sξ,
ZS(t) = S.
A` toute solution essentielle σ d’une E-dynamique α se trouve alors canoni-
quememt associe´e une solution existentielle de la meˆme dynamique, a` savoir
σ ◦ Z. Les solutions existentielles de cette forme pourront eˆtre appele´es les
solutions existentielles essentielles. Dans le cas des syste`mes d’e´coulement
posse´dant un seul mode, les solutions existentielles essentielles sont les solu-
tions stationnaires.
Exemple 49. Soit α(r6s) : Ar  As une E-dynamique avec E = (R,6) (voir
l’exemple 40 page 48 et l’exemple 44 page 50).
Une solution essentielle de α est la donne´e d’une fonction f : R −→⋃
r∈RAr telle que, pour tout r ∈ R, f(r) ∈ Ar et pour tout s > r, f(s) ∈
α(r6s)(f(r)).
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Une solution existentielle de α est une fonction g : {(r, s) ∈ R2, r 6 s} −→⋃
t∈RAt telle que, pour tout (r 6 s), g(r, s) ∈ As et pour tout (r 6 s 6 t),
g(r, t) ∈ (s, t)α(g(r, s)). En particulier, si α est une dynamique de´terministe,
et si g en est une solution comple`te, alors g est une application de´finie sur
{(r, s) ∈ R2, r 6 s} qui ve´rifie
g(r, t) = (s, t)α(g(r, s))
pour tout triplet (r, s, t) tel que r 6 s 6 t.
Par exemple, la solution existentielle canonique Z de la dynamique es-
sentielle ζ de (R,6) est de´finie pour tout (r 6 s) par Z(r, s) = s, et l’on a
bien t = (s, t)ζ(s) pour tout triplet (r, s, t) tel que r 6 s 6 t.
A noter qu’une solution comple`te g d’une E-dynamique de´terministe α
est entie`rement de´termine´e par les valeurs qu’elle prend sur la diagonale
{(r, r), r ∈ R}, puisque
g(r, s) = (r, s)αg(r, r).
Par contre, les g(r, r) ne sont pas, en ge´ne´ral, de´termine´es par d’autres va-
leurs. En munissant l’ensemble {(r, s) ∈ R2, r 6 s} du pre´ordre (r1, s1) 
(r2, s2) ⇔ s1 6 s2, on peut interpre´ter ce qui pre´ce`de de la fac¸on suivante :
chaque instant re´el r est constitue´ de tous les instants existentiels de la forme
(q, r) avec q 6 r, ou` q repre´sente en quelque sorte la trace a` l’instant r de
l’instant ante´rieur q, et une dynamique de´terministe ne de´termine en fait a`
chaque instant que ce qui dans cet instant est une trace du passe´, la pointe
de pre´sent pur (r, r) de l’instant r e´tant quant a` lui le lieu du libre choix de
nouvelles conditions initiales pour une telle dynamique.
De´finition 45 (trajectoire d’une solution). La trajectoire d’une τ -solution
σ d’une E-dynamique α est l’ensemble {σT (t), T ∈ |E|0, t ∈ T
τ}, ou` l’on
a identifie´ la transition quasi-de´terministe σT a` une fonction T
τ → T α. La
trajectoire d’une τ -solution sera appele´e τ -trajectoire de la dynamique. En
particulier, les trajectoires existentielles (resp. essentielles) sont les trajec-
toires des solutions existentielles (resp. essentielles).
En ge´ne´ral, les trajectoires d’une dynamique ne co¨ıncident pas avec ses
orbites.
3.5 Cate´gorie des dynamiques : Dy
3.5.1 De´finition de Dy
Nous allons voir que l’association a` toute petite cate´gorie de sa dynamique
existentielle, ou de sa dynamique essentielle, est une ope´ration fonctorielle.
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Un tel constat n’a de sens que si l’on commence par de´finir la cate´gorie de
toutes les dynamiques cate´goriques ensemblistes, inde´pendamment du choix
d’une cate´gorie d’e´coulements. L’objet de la pre´sente section est de de´finir
une telle cate´gorie, que nous noterons Dy. Entre autres choses, cela nous
permettra de de´finir les τ -solutions d’une dynamique α, avec τ et α de types
e´ventuellement diffe´rents.
De´finition 46. La cate´gorie Dy des dynamiques cate´goriques ensemblistes
a
– pour objets : les α tels qu’il existe une petite cate´gorie E, ne´cessairement
unique, telle que α soit une E-dynamique,
– pour morphismes d’une E-dynamique α vers une F-dynamique β les
couples (∆, δ) ou`
– ∆ est un foncteur E→ F,
– δ consiste en la donne´e, pour tout E-mode d’e´coulement T , d’une
transition δT : T
α  (∆T )β,
tels que pour tout E-e´coulement e : S → T on ait
δT ⊙ e
α ⊂ (∆e)β ⊙ δS
autrement dit, tel que pour tout e´tat s ∈ Sα, on ait
µδT (e
α(s)) ⊂ µ(∆e)β(δS(s)).
Ces morphismes seront appele´s des dynamorphismes.
Remarque 26. E´tant donne´e α une dynamique quelconque, on notera parfois
Eα sa cate´gorie source, de sorte que α 7→ Eα est la partie objet du foncteur
d’oubli Dy −→ Cat, dont l’action sur les fle`ches est donne´e par (∆, δ) 7→ δ.
Remarque 27. La cate´gorie des E-dynamiques se plonge naturellement dans
Dy, en identifiant tout E-dynamorphisme δ au dynamorphisme (IdE, δ).
De´finition 47. Un dynamorphisme (∆, δ) est dit fide`le si le foncteur ∆
est fide`le. Il est dit quasi-de´terministe (resp. complet, resp. de´terministe)
si toutes les transitions δT sont quasi-de´terministes (resp. comple`tes, resp.
de´terministes).
De´finition 48 (λ-solutions d’une dynamique). Soit α une dynamique de
type A, et λ une dynamique de´terministe de type L. On appelle λ-solution de
α tout dynamorphisme quasi-de´terministe de λ vers α. Selon les proprie´te´s
de ce dynamorphisme, la solution sera dite comple`te, fide`le, etc... Si λ est
la dynamique essentielle (resp. existentielle) de L, une λ-solution sera aussi
dite L-solution essentielle (resp. existentielle).
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Exemple 50. Soit F un syste`me cate´gorique d’e´coulements, β une dynamique
de type F, E une sous-cate´gorie de F et α la restriction de β a` E. On obtient
alors un dynamorphisme de´terministe (∆, δ) de α vers β en prenant pour ∆
l’injection de E dans F et pour δ l’identite´ sur chaque ensemble d’e´tats T α
de α.
Exemple 51. On prend E = (N,+) et F = (R+,+). Une E-dynamique
α est caracte´rise´e par la donne´e d’un ensemble d’e´tats A et une transition
1α = u : A  A, de sorte que l’image par α de l’e´coulement n est un =
u⊙ ...⊙u. Une F-dynamique β est caracte´rise´e par la donne´e d’un ensemble
d’e´tats B et pour chaque r > 0 d’une transition rβ : B  B de sorte que
sβ ⊙ rβ = (r + s)β. Un dynamorphisme (∆, δ) : α # β consiste alors en un
foncteur ∆ : (N,+)→ (R+,+), c’est-a`-dire un morphisme de mono¨ıdes de la
forme ∆(n) = nτ avec τ > 0 constante re´elle, et en une transition δ : A B,
de sorte que
δ ⊙ u ⊂ τβ ⊙ δ,
autrement dit, pour tout e´tat a ∈ A,
µδ(u(a)) ⊂µ τβ(δ(a)).
Cette condition est en effet suffisante, puisqu’on a
δ ⊙ u ⊂ τβ ⊙ δ ⇒ δ ⊙ u⊙ u ⊂ τβ ⊙ δ ⊙ u ⊂ τβ ⊙ τβ ⊙ δ
soit δ ⊙ u2 ⊂ (2τ)β ⊙ δ, puis par re´currence δ ⊙ un ⊂ (nτ)β ⊙ δ pour tout
e´coulement n ∈ N˙, ce qui est la condition requise par de´finition d’un dyna-
morphisme.
Dans le cas particulier ou` α est la dynamique existentielle de (N,+), ou`
β est une dynamique de´terministe et ou` le dynamorphisme δ est lui-meˆme
de´terministe, la condition pre´ce´dente s’e´crit
δn+1 = τ
β(δn),
la suite (δn)n∈N d’e´tats appartenant a` B constituant alors, si τ > 0, une
solution discre`te de la dynamique continue β.
Exemple 52. On prend E = (N,6) et F = (N,+). Une E-dynamique α est
de´finie par la donne´e d’une famille d’ensembles (An)n∈N et, pour tout entier
n, d’une transition un : An  An+1, les autres transitions se de´duisant de
celles-ci par composition. Une F-dynamique β est de´finie par un ensemble
d’e´tats B et une transition f : B  B d’ou` se de´duisent par ite´ration les
autres transitions. Un dynamorphisme (∆, δ) de α vers β consiste alors en
un foncteur ∆ : (N,6) −→ (N,+) — caracte´rise´ par la valeur entie`re ∆n
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attribue´e par ∆ a` chaque fle`che e´le´mentaire (n 6 n+1) de (N,6) — et, pour
chaque entier n, d’une transition δn : An  B, tels que pour tout n ∈ N et
tout a ∈ An,
µδn+1(un(a)) ⊂
µ(f∆n)(δn(a)).
En particulier, si les dynamiques conside´re´es sont de´terministes, les dy-
namorphismes de´terministes (∆, δ) entre elles sont caracte´rise´s par la donne´e
d’une suite d’entiers positifs Nn et d’une famille d’applications δn : An → B
telles que
δn+1 ◦ un = f
Nn ◦ δn.
Par exemple, si α de´signe la E-dynamique essentielle et β la F-dynamique
existentielle, de sorte que un : An = {n} → {n + 1} et f : B = N ∋
n 7→ n + 1 = f(n), les dynamorphismes de´terministes α # β s’identifient
aux suites croissantes (au sens large) d’entiers positifs (βn)n∈N. On constate
ainsi que la (N,+)-dynamique existentielle admet une infinite´ (continue) de
(N,6)-solutions essentielles.
3.5.2 Foncteur ≪ dynamique essentielle ≫ (resp. exis-
tentielle)
On sait que la dynamique essentielle et la dynamique existentielle d’une
petite cate´gorie sont des dynamiques de´terministes propres. Le the´ore`me sui-
vant pre´cise la nature fonctorielle de ces notions.
Notons DyP la sous-cate´gorie pleine de Dy constitue´e des dynamiques
propres, et DyPd la sous-cate´gorie de DyP obtenue en ne conservant que
les dynamorphismes de´terministes.
The´ore`me 24. L’association a` tout petite cate´gorie de sa dynamique essen-
tielle (resp. existentielle) se prolonge en un foncteur ζ (resp. ξ) de la cate´gorie
Cat des petites cate´gories dans la cate´gorie DyPd. La solution existentielle
canonique de la dynamique essentielle de´finit une transformation naturelle Z
de ξ dans ζ.
Preuve. Soit, en effet, ∆ : E→ F un foncteur entre deux petites cate´gories.
La dynamique de´terministe essentielle ζE associe a` tout E-e´coulement e :
S → T l’unique application entre singletons {S} → {T}.
On de´finit alors ζ∆ comme le dynamorphisme de´terministe (∆, δ˙), avec
δ˙ = ∆˙|{•}, autrement dit : δ˙, applique´e a` un E-mode d’e´coulement quel-
conque S, de´signe l’unique application entre singletons ∆˙|{S} : {S} → {∆S}.
On a alors en effet δ˙T (e
ζE(S)) = δ˙T (T ) = ∆T tandis que (∆e)
ζF(δ˙S(S)) =
(∆e)ζF(∆S) = ∆T , d’ou` δ˙T (e
ζE(S)) = (∆e)ζF(δ˙S(S)) pour tout e, ce qui,
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dans le cas de´terministe, est par de´finition la condition qui doit eˆtre ve´rifie´e
par δ˙. La fonctorialite´ de ζ : Cat → Dy ainsi de´fini se ve´rifie alors sans
aucune difficulte´.
De meˆme, la dynamique de´terministe existentielle ξE associe a` tout E-
e´coulement e : S → T l’application 13 eξE : {→ S} → {→ T} de´finie par
eξE(s) = e ◦ s. On obtient alors un dynamorphisme de´terministe (∆, ~δ) :
ξE # ξF en posant
~δ = ~∆|{→•},
autrement dit en prenant pour tout E-mode d’e´coulement S, ~δS : {→ S} →
{→ ∆S} tel que ~δS(s) = ∆s. On a alors ~δT (e
ξE(s)) = ~δT (e ◦ s) = ∆(e ◦
s) tandis que (∆e)ξF(~δS(s)) = (∆e)
ξF(∆s) = ∆e ◦ ∆s, d’ou` ~δT (e
ξE(s)) =
(∆e)ξF(~δS(s)) pour tout e et pour tout s ∈ ξE(dom(e)), ce qui, dans le cas
de´terministe, est par de´finition la condition qui doit eˆtre ve´rifie´e par ~δ. On
pose donc ξ∆ = (∆, ~δ), et la fonctorialite´ d’un tel ξ : Cat → Dy se ve´rifie
alors sans plus de difficulte´ que pour le cas essentiel.
Ve´rifions enfin que la solution existentielle canonique ZE de la dynamique
essentielle ζE d’une petite cate´gorie quelconque E de´finit bien une transfor-
mation naturelle du foncteur ξ sur le foncteur ζ . ZE est un dynamorphisme
ξE # ζE qui, avec, des notations analogues aux pre´ce´dentes, peut s’e´crire
ZE = (IdE, cod|{→•}).
Il s’agit alors de ve´rifier que pour tout foncteur ∆ : E→ F, on a ZF◦ξ∆ =
ζ∆ ◦ ZE, ou`
ξ∆ = (∆, ~∆|{→•}) et ζ∆ = (∆, ∆˙|{•}).
Or, on a
ZF ◦ ξ∆ = (IdF, cod|{→•}) ◦ (∆, ~∆|{→•})
= (IdF ◦∆, cod|{→•} ◦ ~∆|{→•})
= (∆, (∆˙ ◦ cod)|{→•})
= (∆, ∆˙|{•}) ◦ (IdE, cod|{→•}).

13. Voir notations 8 page 73.
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3.5.3 Cate´gories dynamiques
Soit α : E→ P une dynamique propre sur une petite cate´gorie E.
De´finition 49. On appelle cate´gorie dynamique de α, cate´gorie des tran-
sitions de α, ou encore cate´gories des e´tats de α, la petite cate´gorie T Cα
dont les objets sont les e´tats de α et telle que les fle`ches d’un objet a ∈
|T Cα|0 = Stα vers un objet b ∈ |T Cα|0 sont les triplets (a, f, b) avec f ∈ ~E
telle que b ∈ fα(a), la composition des fle`ches de T Cα e´tant de´finie par
(a, f, b)(b, g, c) = (a, fg, c).
Remarque 28. Pour cette de´finition, il est ne´cessaire en effet de supposer que
la dynamique α est propre, faute de quoi b ∈ cod(fα)∩dom(gα) ; cod(f) =
dom(g)
Remarque 29. On pourrait interpre´ter la cate´gorie T Cα comme une cate´gorie
des ≪ chemins ≫ entre les e´tats de la dynamique α, a` condition de pre´ciser
qu’il s’agit alors de chemins en quelque sorte ≪ quantiques ≫, en ce sens
qu’un e´coulement (a, f, b) ne contient pas en ge´ne´ral d’information sur les
e´tats ≪ interme´diaires ≫ entre a et b (pour autant que la notion ait un sens) :
on ne sait pas ≪ par ou` c’est passe´ ≫.
Proposition 25. L’association a` toute dynamique propre de sa cate´gorie
dynamique se prolonge en un foncteur DyPd→ Cat.
Preuve. L’image par T C d’un dynamorphisme de´terministe quelconque (∆, δ) :
α→ β est donne´e par T C(∆,δ) = D, ou` D est le foncteur de la cate´gorie T Cα
dans la cate´gorie T Cβ ainsi de´fini :
– pour tout objet s ∈ |T Cα|0 = st(α), on pose D(s) = δS(s), ou` S de´signe
l’objet — ne´cessairement unique puisque α est une dynamique propre
— de Eα tel que s ∈ S
α,
– pour toute fle`che (s, f, t) ∈ |T Cα|1, on pose Df = (Ds,∆f,Dt).
Ve´rifions qu’on a bien de´fini ainsi un T Cβ-e´coulement Df : Ds → Dt.
Puisque (s, f, t) est un morphisme de T Cα, on a t ∈ f
α(t), mais (∆, δ) e´tant
un DyPd-morphisme α → β, on a e´galement δPT (f
α(s)) ⊂ ∆fβ(δS(s)), de
sorte qu’on a bien, en particulier, δT (t) ∈ (∆f)
β(δS(s)), autrement dit Dt ∈
(∆f)β(Ds) et Df est bien de´fini.
La fonctorialite´ de D : T Cα → T Cβ, puis de T C : DyPd → Cat se
ve´rifient alors imme´diatement.

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Toute petite cate´gorie est dynamique Quelles sont les petites cate´gories
qui s’identifient a` la cate´gorie dynamique de α pour une certaine dynamique
α ? La proposition suivante montre notamment que c’est le cas de toute petite
cate´gorie.
Proposition 26. Toute petite cate´gorie est isomorphe a` la cate´gories des
transitions de sa dynamique essentielle. Plus pre´cise´ment, l’endofoncteur
TC ◦ ζ : Cat → Cat est naturellement isomorphe a` l’endofoncteur iden-
tite´ IdCat.
Preuve. On ve´rifie sans difficulte´ que
– pour tout Cat-objet E, TC ◦ ζ(E) est obtenue en gardant les meˆmes
objets que E et y remplac¸ant les fle`ches f : S → T par les triplets de
la forme (S, f, T ),
– pour tout Cat-morphisme D : E→ F, TC ◦ ζ(D) est le foncteur de´fini
– pour tout objet S de TC ◦ ζ(E), par TC ◦ ζ(D)(S) = DS,
– pour toute fle`che (S, f, T ) : S → T , par TC ◦ ζ(D)(S, f, T ) =
(DS,Df,DT ).
On obtient alors un isomorphisme naturel de IdCat vers TC ◦ ζ en as-
sociant a` toute petite cate´gorie E le foncteur E → TC ◦ ζ(E) qui a` tout
E-morphisme f : S → T associe (S, f, T ) : S → T .

Essentialisation Notons Ess = ζ ◦ T C l’endofoncteur de DyPd que nous
appellerons foncteur d’essentialisation. A` toute dynamique cate´gorique propre
α : E → P, il associe une dynamique de´terministe Essα, dite essentialise´e
de α, de´finie par
– pour tout type s de T Cα-e´coulement, autrement dit pour tout e´tat
s ∈ Stα de α, s
Essα = {s},
– pour tout e´coulement ((s, f, t) : s → t) ∈ ~T Cα, (s, f, t)
Essα est de´fini
par (s, f, t)Essα(s) = {t}.
Remarque 30. La dynamique essentielle Essα e´tant de´terministe, on pourra
aussi noter, avec l’abus d’e´criture usuel pour les dynamiques de´terministes
indique´e dans la notation 6 page 44 : (s, f, t)Essα(s) = t.
Proposition 27. Ess2 est naturellement isomorphe a` Ess.
Preuve. Ess ◦Ess = (ζ ◦ TC) ◦ (ζ ◦ TC) = ζ ◦ (TC ◦ ζ) ◦ TC, d’ou`, d’apre`s
la proposition 26, Ess ◦ Ess ≃ Ess.

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Comme, en ge´ne´ral, Essα n’est pas isomorphe a` α, on en de´duit que
la connaissance de Essα ne suffit pas en ge´ne´ral a` caracte´riser α (meˆme a`
isomorphisme pre`s), puisque Essα et α ont meˆme essentialise´e.
Par contre, il existe une transformation naturelle AV : Ess → IdDyPd
qui ≪ recouvre ≫ toute dynamique propre α par son essentialise´e, au sens
ou` tout e´tat de α est dans l’image d’une des transitions qui constituent le
dynamorphisme AVα. On de´finit en effet une telle transformation naturelle
en posant AVα = (AVα, avα), avec
– AVα : TCα → Eα le foncteur qui
– a` tout objet s ∈ |TCα|0 = st(α) associe l’unique
14 S ∈ |Eα|0 tel que
s ∈ Sα,
– a` toute fle`che (s, f, t) ∈ |TCα|1, associe (f : AVα(s) = S → T =
AVα(t)) ∈ |Eα|1,
– avα de´fini pour tout s ∈ st(α) par avαs : {s} → (AVα(s))
α telle que
avαs(s) = s.
Puisque avαs(s) = s, tout e´tat de α est dans l’image d’une des transitions.
Par contre, on ne peut pas en de´duire que AVα soit e´pique, comme le montre
le contre-exemple de la dynamique vide sur une petite cate´gorie non vide E.
Exercice 3. Ve´rifier que ce qui pre´ce`de de´finit effectivement une transforma-
tion naturelle AV : Ess→ IdDyPd.
Exercice 4. A` quelles conditions sur α le dynamorphisme AVα est-il e´pique
dans DyPd ?
Verticalisation On pose V ert = TC ◦ ξ : Cat → Cat, et on appelle
≪ verticalisation ≫ l’action de ce foncteur.
Exercice 5. Quelle est l’image par l’endofoncteur V ert de la cate´gorie de´finie
par le mono¨ıde (R,+). Justifier l’appellation ≪ verticalisation ≫ donne´e a` ce
foncteur. De´terminer la cate´gorie V ert2(R,+).
3.5.4 E-interpre´tations
L’essentialisation des dynamiques permet en particulier, en affinant les
temporalite´s, de ≪ rendre compte ≫ de n’importe laquelle d’entre elles par
une dynamique de´terministe.
Dans la pre´sente section, on introduit le concept d’interpre´tation d’une
dynamique par une autre, dans laquelle c’est l’espace des e´tats qui est affine´.
L’ide´e intuitive est qu’une interpre´tation d’une ≪ dynamique observe´e ≫ β par
14. Rappelons qu’on ne travaille ici qu’avec des dynamiques propres.
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une dynamique α doit permettre de ≪ rendre compte ≫ ou d’≪ expliquer ≫la
premie`re par la seconde.
Il s’ave`re que plusieurs de´finitions non e´quivalentes, plus ou moins res-
trictives, peuvent eˆtre pose´es en ce sens. En particulier, on peut de´finir une
interpre´tation de β par α comme un dynamorphisme α # β ve´rifiant cer-
taines conditions — nous parlerons dans ce cas d’interpre´tation entrante —,
ou bien comme un dynamorphisme β # α ve´rifiant certaines autres condi-
tions, et nous parlerons alors d’interpre´tation sortante. En appliquant des
conditions restrictives, on peut faire en sorte que les deux notions deviennent
e´quivalentes : on parlera dans ce cas d’interpre´tation mixte. D’un autre cote´,
on peut aussi chercher a` englober les deux notions dans une notion plus
ge´ne´rale, dans laquelle une interpre´tation ne serait plus ne´cessairement un
dynamorphisme, et dans ce cas on parlera d’interpre´tation ge´ne´ralise´e.
Les de´finitions qui suivent posent des jalons en ce sens.
De´finition 50 (Interpre´tation entrante d’une E-dynamique). Soit β : E −→
P une E-dynamique. On appelle E-interpre´tation entrante de β tout couple
(α, ψ) constitue´ d’une E-dynamique α et d’un dynamorphisme quasi-de´ter-
ministe 15 ψ : α −→ β tel que pour tout E-e´coulement f : S → T , on ait
ψPT ◦
µfα ◦ ψ−1S = f
β
autrement dit 16
ψT ⊙ f
α ⊙ ψ−1S = f
β
La de´finition ci-dessus exprime en effet l’ide´e que ψ permet d’interpre´ter
les e´tats et les transitions ≪ observe´s ≫ de β comme correspondant ≪ en
re´alite´ ≫ aux e´tats et transitions de α. On demande que ψ soit quasi-de´ter-
ministe car deux e´tats observe´s distincts ne doivent pas pouvoir s’interpre´ter
par un meˆme e´tat de la dynamique α, tandis que certains e´tats de α peuvent
bien ne pas eˆtre ≪ observe´s ≫ dans la dynamique β.
Remarquons que, par de´finition d’un dynamorphisme, on a ne´cessairement
l’inclusion ψT ⊙ f
α ⊙ ψ−1S ⊂ f
β, de sorte qu’il aurait suffit dans la de´finition
pre´ce´dente de demander l’inclusion re´ciproque.
Proposition 28. E´tant donne´ un dynamorphisme quasi-de´terministe ψ :
α→ β, avec Eα = Eβ = E, le couple (α, ψ) est une E-interpre´tation entrante
de β si et seulement si les deux conditions suivantes sont satisfaites
– pour tout f : S → T dans ~E, ψPT ◦ f
α = fβ ◦ ψS,
15. Voir la de´finition 47 page 55.
16. Avec un trans-typage implicite selon que l’on conside`re ψT comme une fonction
de´finie sur Sα ou comme une transition.
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– pour tout S ∈ E˙, ψS est une fonction surjective.
Preuve.
1. On suppose que (α, ψ) est une E-interpre´tation entrante de β. Pour tout
S tel que Sβ soit non vide, et tout s ∈ Sβ, on a ψPT ◦
µIdS
α ◦ψ−1S (s) = Id
β
S(s),
soit ψPT (ψ
−1
S (s)) = {s}, donc ψ
−1
S (s) 6= ∅, d’ou` la surjectivite´ de ψS.
En outre, pour tout r ∈ Sα tel que ψS soit de´fini en r (sinon la conclusion
est imme´diate), et tout t ∈ fβ(ψS(r)), on a t ∈ ψ
P
T ◦
µfα ◦ ψ−1S (ψS(r)) =
ψPT ◦
µfα({r}) = ψPT ◦ f
α(r).
2. Re´ciproquement, si ψS est une fonction surjective alors tout e´le´ment
s ∈ Sβ s’e´crit {s} = ψPS (ψ
−1
S (s)), de sorte que l’e´galite´ ψ
P
T ◦ f
α = fβ ◦ ψS
implique que ψPT ◦
µfα(ψ−1S (s)) =
µfβ ◦ψPS (ψ
−1
S (s)), d’ou` ψ
P
T ◦
µfα(ψ−1S (s)) =
fβ(s), et (α, ψ) est bien une interpre´tation entrante de β.

Remarque 31. On trouve facilement des contre-exemples illustrant qu’aucune
des deux conditions de la proposition 28 n’est a` elle seule suffisante a` assurer
que ψS constitue une interpre´tation entrante.
Par exemple, soit E = {S → T} une cate´gorie ayant deux objets S et T
avec une unique fle`che non identite´ f : S → T , et soit
– α la E-dynamique de´finie par Sα = {s0}, T
α = {t0}, f
α(s0) = {t0},
– β la E-dynamique de´finie par Sβ = {s0, s1}, T
β = {t0, t1}, f
β(s0) =
fβ(s1) = {t0},
– ψ : α# β de´fini par ψS(s0) = s0 et ψT (t0) = t0,
ou` s0, t0 et t1 de´signent les e´tats de ces dynamiques. Alors la premie`re condi-
tion de la proposition 28 est satisfaite, mais ψS et ψT ne sont pas surjectives,
et l’on n’a donc pas ici une interpre´tation de β puisque tous ses e´tats ne sont
pas ≪ sauve´s ≫.
De meˆme, toujours sur E = {S → T}, conside´rons
– β la E-dynamique de´finie par Sβ = {s0}, T
β = {t0, t1}, f
β(s0) =
{t0, t1},
– α la E-dynamique de´finie par Sα = {s0}, T
α = {t0, t1}, f
α(s0) = {t0},
– ψ : α# β de´fini par ψS(s0) = s0 et ψT (ti) = ti pour i ∈ {0, 1}.
Cette fois ψS est surjective pour tout S, mais cela ne suffit pas car une
interpre´tation entrante doit en quelque sorte rendre compte de toutes les
transitions possibles : sur ce contre-exemple α ≪ n’explique pas ≫ comment
β peut passer de s0 a` t1.
De´finition 51. Une E-interpre´tation sortante de β est un couple (ϕ, α) ou`
α est une E-dynamique et ϕ est un E-dynamorphisme ϕ : β # α ve´rifiant
les conditions suivantes pour tout S ∈ E˙ et tout (f : S → T ) ∈ ~E :
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– ∀s ∈ Sβ, ϕS(s) 6= ∅,
– ∀s0, s1 ∈ S
β, s0 6= s1 ⇒ ϕS(s0) ∩ ϕS(s1) = ∅.
Si en outre ϕ ve´rifie fα ⊙ ϕS = ϕT ⊙ f
β, l’interpre´tation sortante (ϕ, α)
est dite re´gulie`re.
Pour toute E-interpre´tation entrante (α, ψ) de β, on note ψ˜ la famille de
transitions (ψ˜S : S
β  Sα)S∈E˙ de´finie par
ψ˜S = ψ
−1
S .
Pour toute interpre´tation sortante (ϕ, α) de β, on note ϕ˜ la famille de
transitions (ϕ˜S : S
α  Sβ)S∈E˙ de´finie par
– ϕ˜S(r) = ∅ si r /∈
µϕS(S
β)
– ϕ˜S(r) = {s} si r ∈ ϕS(s) (il existe au plus un tel s),
De´finition 52. Soient (α, ψ) et (ϕ, α) deux E-interpre´tations, respective-
ment entrante et sortante, de β. Si, pour tout S ∈ E˙, ψ = ϕ˜ ou, de fac¸on
e´quivalente, ϕ = ψ˜, on dit que ces deux interpre´tations sont associe´es. Lors-
qu’une interpre´tation admet une interpre´tation associe´e, elle est dite mixte.
Une interpre´tation mixte est dite re´gulie`re si elle est sortante re´gulie`re ou
associe´e a` une interpre´tation sortante re´gulie`re.
Proposition 29. Soit (α, ψ) une E-interpre´tation entrante de β. Si ϕ = ψ˜
de´finit un dynamorphisme ϕ : β # α, alors (α, ψ) est mixte, d’interpre´tation
sortante associe´e (ϕ, α).
Soit (ϕ, α) une E-interpre´tation sortante de β. Si ψ = ϕ˜ de´finit un dy-
namorphisme ψ : α # β, alors (ϕ, α) est mixte, d’interpre´tation entrante
associe´e (α, ψ).
Preuve. La premie`re assertion de´coule simplement de ce que ψ est quasi-
de´terministe, de sorte que ϕS(s1) ∩ ϕS(s2) = ∅ pour s1 6= s2 deux e´le´ments
de Sβ avec S ∈ E˙ quelconque, et qu’en outre ψS est surjective, de sorte que
ϕS(s) 6= ∅ pour tout s ∈ S
β.
Ve´rifions la seconde assertion. Pour tout E-e´coulement f : S → T , ϕ
e´tant un dynamorphisme, on a ϕT ⊙ f
β ⊂ fα ⊙ ϕS, d’ou` ψT ⊙ ϕT ⊙ f
β ⊂
ψT ⊙ f
α ⊙ ϕS. Or, ψT ⊙ ϕT = IdTβ . D’ou` f
β ⊂ ψT ⊙ f
α ⊙ ϕS. D’un autre
cote´, ψ e´tant e´galement un dynamorphisme, on a ψT ⊙ f
α ⊂ fβ ⊙ ψS, d’ou`
ψT ⊙ f
α ⊙ ϕS ⊂ f
β ⊙ ψS ⊙ ϕS. En utilisant l’e´galite´ ψS ⊙ ϕS = IdSβ , on en
de´duit ψT ⊙f
α⊙ϕS ⊂ f
β, d’ou` finalement ψT ⊙f
α⊙ϕS = f
β ce qui, d’apre`s
la de´finition 50, devait eˆtre de´montre´.

Dans les cinq exemples suivants (53 a` 57), on prend pour E la cate´gorie
ayant deux objets S et T avec une unique fle`che non identite´ : f : S → T ,
et pour dynamique ≪ a` interpre´ter ≫la dynamique β de´finie par Sβ = {p},
T β = {q} et fβ(p) = {q}.
Exemple 53 (Une interpre´tation mixte non re´gulie`re). On de´finit α par Sα =
{x}, T α = {y, y′} et fα(x) = {y, y′}. On de´finit ψ par ψS(x) = {p}, ψT (y) =
{q} et ψT (y
′) = ∅.
L’interpre´tation entrante (α, ψ) est mixte, mais n’est pas re´gulie`re a` cause
du y′. On remarque que dans la dynamique α, l’e´coulement f peut conduire
de l’e´tat x a` l’e´tat y′ qui reste insu de β : cela n’est pas en contradiction avec
le fonctionnement de β, car on rappelle que fβ(p) = {q} ne signifie pas que
le passage de p a` q soit obligatoire, certaines solutions e´tant vides en en T .
Exemple 54 (Une interpre´tation entrante (non mixte)). On de´finit α par
Sα = {x}, T α = {y, y′, y′′} et fα(x) = {y′, y′′}. On de´finit ψ par ψS(x) = {p},
ψT (y) = ψT (y
′) = {q} et ψT (y
′′) = ∅.
On remarque que dans cette interpre´tation, q n’est pas ne´cessairement
interpre´te´ comme ≪ conse´quence ≫ de p, car il peut aussi se faire qu’un e´tat
y ait surgi on ne sait d’ou`.
Exemple 55 (Une interpre´tation sortante (non mixte) re´gulie`re ). On pose
Sα = {x, x′}, T α = {y, y′, y′′}, fα(x) = {y, y′} et fα(x′) = y′. et comme
interpre´tation sortante on prend ϕ avec ϕS(p) = {x}, ϕT (q) = {y, y
′}.
L’interpre´tation n’est pas mixte a` cause de l’e´tat x′, ≪ insu ≫ de β, mais
qui e´volue vers un e´tat y′ correspondant a` un e´tat de β.
Exemple 56 (Une interpre´tation sortante (non mixte) non re´gulie`re ). On
pose comme dans l’exemple pre´ce´dent Sα = {x, x′}, T α = {y, y′, y′′}, fα(x) =
{y, y′} et fα(x′) = y′.
L’interpre´tation sortante est de´fini par ϕS(p) = {x}, et ϕT (q) = {y
′}.
Comme dans l’exemple pre´ce´dent, l’interpre´tation n’est pas mixte a` cause
du x′ qui ≪ entre dans le jeu ≫E˙n outre, elle est non re´gulie`re a` cause du y
qui, lui, en sort.
Exemple 57 (Une interpre´tation ge´ne´ralise´e). Si, dans les donne´es de l’exemple
pre´ce´dent, on remplace uniquement ϕT (q) = {y
′} par ϕT (q) = {y
′, y′′}, on
obtient une famille ϕ = (ϕS, ϕT de transitions qui, avec α, ne constitue une
interpre´tation au sens d’aucune des de´finitions pre´ce´dentes. Ne´anmoins, on
peut de´crire la configuration obtenue en assemblant des morceaux des situa-
tions pre´ce´dentes, et l’on pourrait par conse´quent songer a` e´largir la notion
d’interpre´tation pour y inclure ce type d’exemples. Nous ne le ferons pas ici.
Exercice 6. On dit qu’une interpre´tation entrante (α, ψ) ou une interpre´tation
sortante (ϕ, α), est de´terministe (resp. non de´terministe, etc.) si α l’est. Mon-
trer que toute E-dynamique de´terministe admet une E-interpre´tation mixte
65
re´gulie`re non de´terministe, et que toute E-dynamique non de´terministe ad-
met une E-interpre´tation mixte re´gulie`re de´terministe.
3.5.5 Interpre´tations trans-temporelles
On cherche a` pre´sent a` de´finir l’interpre´tation d’une dynamique par une
autre n’ayant pas ne´cessairement meˆme type temporel. Par exemple, on veut
pouvoir interpre´ter une dynamique discre`te, de´finie sur (N,+) par une dy-
namique continue 17, de´finie sur (R+,+). Un dynamorphisme entre deux
dynamiques admet une partie fonctorielle qui, si on voulait de´finir les in-
terpre´tations par des dynamorphismes ≪ entrant ≫, autrement dit avec pour
but la dynamique a` interpre´ter, serait sur l’exemple conside´re´ introuvable,
puisqu’il n’y a qu’un seul morphisme de mono¨ıde (R+,+) → (N,+), autre-
ment dit qu’un seul foncteur entre les cate´gories correspondantes.
C’est pourquoi nous posons la de´finition suivante en ge´ne´ralisant la notion
de E-interpre´tation sortante d’une E-dynamique β.
De´finition 53. E´tant donne´es deux dynamiques β : E → P et α : F → P,
et (Φ, ϕ) : β # α un dynamorphisme. On dit que ((Φ, ϕ), α) constitue une
interpre´tation (sortante) de β si
– Φ est un foncteur fide`le 18,
– pour tout S ∈ E˙ et tout (f : S → T ) ∈ ~E :
– ∀s ∈ Sβ, ϕS(s) 6= ∅,
– ∀s0, s1 ∈ S
β, s0 6= s1 ⇒ ϕS(s0) ∩ ϕS(s1) = ∅.
On dit que l’interpre´tation est re´gulie`re si pour tout E-e´coulement f : S → T ,
on a ϕT ⊙ f
β = (Φf)α ⊙ ϕS.
Exemple 58 (Interpre´tation continue d’une dynamique discre`te). En voici un
exemple e´le´mentaire. On prend E = (N,+), st(β) = R, 1β(x) = x + 1,
F = (R,+), st(α) = R et rα(x) = x+α. On obtient ainsi une interpre´tation
re´gulie`re de la dynamique discre`te β par la dynamique continue α.
17. Par contre, on ne cherchera pas a` interpre´ter une dynamique continue par une dy-
namique discre`te : au sens ou` nous l’entendons, une interpre´tation n’est pas une approxi-
mation, elle doit rendre compte de fac¸on comple`te de la dynamique interpre´te´e.
18. C’est-a`-dire injectif sur les fle`ches, donc sur les objets.
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Chapitre 4
Dynamiques cate´goriques
connectives
Le but de ce chapitre est essentiellement de de´finir les dynamiques cate´go-
riques connectives, a` savoir les dynamiques cate´goriques dont le type de tem-
poralite´ et l’ensemble des e´tats sont chacun munis d’une structure connective.
A` cette fin, on commence par de´finir les cate´gories connectives. La de´finition
des dynamiques cate´goriques connectives est alors donne´e, ainsi que celle du
feuilletage associe´, d’ou` de´coule imme´diatement la notion d’ordre connectif
d’une dynamique cate´gorique connective.
4.1 Cate´gories connectives
4.1.1 De´finition
Pour tout couple (A,B) d’ensembles de fle`ches d’une cate´gorie, on note
B ◦ A l’ensemble des fle`ches de la forme b ◦ a avec b ∈ B et a ∈ A :
B ◦ A = {b ◦ a, a ∈ A, b ∈ B, dom(b) = cod(a)}. (4.1)
De´finition 54 (Cate´gories connectives). Une cate´gorie connective C est une
petite cate´gorie |C| dont l’ensemble des fle`ches ~C est muni d’une structure
connective κC telle que, pour tout couple d’ensembles connexes de fle`ches
(A,B), l’ensemble de fle`ches B ◦ A soit connexe :
∀(A,B) ∈ κC
2, B ◦ A ∈ κC (4.2)
E´tant donne´e une cate´gorie connective C, on notera, conforme´ment a` la
de´finition pre´ce´dente,
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– C0 ou C˙ l’ensemble de ses objets,
– C1 ou ~C l’ensemble de ses fle`ches,
– |C| = (C0,C1, ◦, dom, cod, id) la cate´gorie sous-jacente,
– κC sa structure connective, de´finie sur C1.
Pour distinguer les structures connectives sur l’ensemble C1 des structures
connectives sur la cate´gorie |C|, on dira parfois de ces dernie`res qu’elles
sont des structures connectives cate´goriques. Une structure connective sur
l’ensemble ~C est donc cate´gorique si elle ve´rifie en outre la relation (4.2).
De´finition 55. La cate´gorie des cate´gories connectives est de´finie en prenant
pour morphismes entre cate´gories connectives les foncteurs connectifs, c’est-
a`-dire les foncteurs qui transforment tout ensemble connexe de fle`ches en
ensemble connexe de fle`ches.
4.1.2 Treillis de structures connectives cate´goriques
Proposition 30 (Treillis de structures). L’ensemble des structures connec-
tives dont peut eˆtre munie une petite cate´gorie donne´e constitue un treillis
complet pour l’inclusion. La structure minimale est la structure totalement
discre`te, qui n’admet pour connexe que la partie vide. La structure maximale
est la structure grossie`re ou indiscre`te, pour laquelle tout ensemble de fle`ches
est connexe. La borne infe´rieure d’une famille de structures connectives sur
la cate´gorie conside´re´e est leur intersection.
Les structures connectives inte`gres ve´rifient les meˆmes proprie´te´s, a` ceci
pre`s que la structure minimale est dans ce cas la structure discre`te inte`gre,
qui n’admet pour connexes non vides que les singletons.
Preuve. La ve´rification est imme´diate, en particulier le fait que l’intersection
d’une famille non vide quelconque de structures connectives cate´goriques
sur une cate´gorie est encore une structure connective cate´gorique sur cette
cate´gorie, et de meˆme pour les structures inte`gres.

Corollaire 31. Tout ensemble F ⊂ P(~E) d’ensembles de fle`ches est contenu
dans une structure connective cate´gorique minimale, note´e JFK0. De meˆme,
il existe une structure connective cate´gorique inte`gre minimale contenant F ,
note´e JFK, et l’on a
JFK = JF ∪ {{f}, f ∈ ~E}K0.
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Exercice 7. Donner une construction de JFK0 et de JFK a` partir de F ⊂ P(
~E).
Dans ce but, on pourra noter ◦F l’ensemble des ensembles de fle`ches de´fini
par
◦F =
⋃
n>1
{A1 ◦ ... ◦ An, (A1, ..., An) ∈ F
n}. (4.3)
L’obtention d’une telle construction permettra de de´signer JFK0 comme la
structure connective cate´gorique engendre´e par F
4.1.3 Ordre brunnien d’une petite cate´gorie
E´tant donne´e E une petite cate´gorie. On lui associe une cate´gorie connec-
tive EB, dite brunnienne inte`gre, en prenant pour structure connective sur
E1 la plus fine des structures cate´goriques inte`gres qui rende E1 connexe :
κ(EB) = J{E1}K. (4.4)
De´finition 56 (Ordre brunnien d’une petite cate´gorie). On appelle ordre
brunnien d’une petite cate´gorie E l’ordre connectif de la cate´gorie brun-
nienne inte`gre associe´e, c’est-a`-dire l’ordre connectif de l’espace connectif
(E1, κ(EB)).
On remarquera que l’ordre brunnien d’un groupe (vu comme petite cate´gorie)
est 1, que celui de (N,+) est ℵ0, que celui de (R+,+) est ℵ1.
Exemple 59 (Composantes connexes d’une cate´gorie). On munit ordinaire-
ment la classe des objets d’une cate´gorie E d’une structure connective (en
fait une relation d’e´quivalence), de la manie`re suivante : deux objets sont
e´quivalents (ou connecte´s) si et seulement si il existe un morphisme de l’un
vers l’autre. La fac¸on la plus e´conomique de retrouver cette structure en
terme de (petites) cate´gories connectives est sans doute de poser
κ(E) = [{{idA, idB}, (A,B) ∈ E˙
2, ∃f ∈ ~E, dom(f) = A, cod(f) = B}]0
un ensemble d’objets de E e´tant alors conside´re´ comme connexe si l’ensemble
de leurs identite´s l’est.
4.1.4 Mono¨ıdes connectifs
Le foncteurMC (voir l’exemple 28 page 41) permet de de´finir les mono¨ıdes
connectifs : ce sont les mono¨ıdes qui, vus comme petites cate´gories, sont mu-
nis d’une structure connective. La de´finition suivante explicite et de´veloppe
cette ide´e.
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De´finition 57 (mono¨ıdes connectifs, (semi-)groupes (semi-)connectifs). Un
mono¨ıde connectif est un quadruplet (M, ∗, ε,M) tel que
– (M, ∗) est un mono¨ıde d’e´le´ment neutre ε,
– (M,M) est un espace connectif,
– ∀(A,B) ∈ M2, A ∗B ∈M, ou` A ∗B = {a ∗ b, (a, b) ∈ A× B}.
Un semi-groupe connectif est un mono¨ıde connectif qui est un semi-
groupe, c’est-a`-dire dont la loi est re´gulie`re : ∀a, b, c ∈ M, [(a ∗ b = a ∗
c) ou (b ∗ a = c ∗ a)]⇒ b = c.
Un groupe semi-connectif est un mono¨ıde connectif (G, ∗,G) tel que (G, ∗)
soit un groupe.
Un groupe connectif est un groupe semi-connectif tel qu’en outre l’inver-
sion transforme toute partie connexe en partie connexe.
Remarque 32. Contrairement a` l’usage qui pre´vaut par exemple dans la de´fi-
nition des groupes topologiques, la de´finition des mono¨ıdes connectifs n’im-
plique pas que la loi de composition M × M → M soit connective. Par
exemple, muni de l’addition et de sa structure connective usuelle, l’ensemble
N des entiers naturels constitue un mono¨ıde connectif, bien que l’addition
ne soit pas connective sur le carre´ carte´sien de cet espace, puisque par
exemple l’ensemble de couples {(0, 0), (1, 1)} est une partie connexe de ce
carre´ carte´sien (ses deux projections sont connexes dans N) mais son image
par l’addition est l’ensemble non connexe {0, 2}. Par contre, l’addition est
connective sur le carre´ tensoriel connectif de N, dont {(0, 0), (1, 1)} n’est pas
une partie connexe. Cette notion de produit tensoriel des espaces connectifs
est de´veloppe´e dans la section 4 de notre article [13]. On retiendra en parti-
culier qu’une application de plusieurs variables est partiellement connective
par rapport a` chacune de ces variables si et seulement si elle est connective
sur le produit tensoriel des espaces connectifs de´crits par ces variables, et que
muni du produit tensoriel la cate´gorie des espaces connectifs inte`gres est une
cate´gorie mono¨ıdale ferme´e.
Proposition 32. Muni d’une structure connective inte`gre, un mono¨ıde (M, .)
est un mono¨ıde connectif si et seulement si pour tout x ∈ M , la translation
a` gauche y 7→ x.y et la translation a` droite y 7→ y.x sont des applications
connectives de M dans lui-meˆme, autrement dit si pour tout x ∈M et toute
partie connexe K de M , on a x.K et K.x connexes.
Preuve. L’espace e´tant suppose´ inte`gre, la condition est e´videmment ne´-
cessaire. Montrons qu’elle est suffisante. Soient donc F et G deux parties
connexes de M , que l’on peut supposer non vides, la connexite´ de FG e´tant
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triviale si l’une de ces parties est vide. Soit g0 ∈ G, on a
F.G =
⋃
f∈F
f.G =
⋃
f∈F
(f.G ∪ Fg0)
Les deux parties f.G et F.g0 sont connexes et d’intersection non vide,
donc leur union est connexe. Les parties f.G∪F.g0 sont donc connexes, mais
comme elles sont elles aussi d’intersection non vide, leur union est encore
connexe.

4.2 Dynamiques cate´goriques connectives
De´finition 58. E´tant donne´e un syste`me cate´gorique d’e´coulements E, une
E-dynamique connective (α, κ0, κ1), simplement note´e α s’il n’y a pas d’am-
bigu¨ıte´, est la donne´e
– d’une E-dynamique cate´gorique α : E→ P,
– d’une structure connective κ0 sur la cate´gorie E,
– d’une structure connective κ1 sur l’ensemble Stα =
⋃
T∈E0
T α des e´tats
de α.
A partir de cette de´finition, on pourra de´finir et e´tudier diffe´rentes cate´gories
de dynamiques connectives. On pourra en particulier e´tudier ce qui, dans les
notions relatives aux dynamiques cate´goriques ensemblistes conside´re´es au
chapitre 3, peut eˆtre transpose´ de fac¸on naturelle dans le contexte connectif
ou` nous nous plac¸ons ici.
Nous ne proce´derons pas dans le pre´sent ouvrage a` ces explorations, notre
objectif ayant e´te´ ici essentiellement de poser la de´finition des dynamiques
cate´goriques connectives. On se contentera pour le moment de de´finir l’ordre
connectif d’une dynamique connective.
De´finition 59. E´tant donne´e (α, κ0, κ1) une dynamique cate´gorique connec-
tive de´finie sur une petite cate´gorie E, le feuilletage connectif Fα associe´ est
de´fini par
– ses points, qui sont les e´tats de la dynamique : |Fα| = Stα,
– sa structure interne, qui est la structure connective engendre´e par les
Kα(a) = {b ∈ Stα, ∃f ∈ K, b ∈ f
α(a)} avec K ∈ κ0 et a ∈ Stα,
– sa structure externe, qui est κ1.
Remarque 33. La structure interne du feuilletage associe´ a` une dynamique
cate´gorique connective n’est pas ne´cessairement inte`gre. En effet, si pour un
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e´tat a ∈ T α le seul e´coulement temporel f et le seul e´tat b tels que fα(b) = {a}
sont b = a et f = IdT , alors il suffit que le singleton {IdT} ne soit pas dans
la structure temporelle κ0 pour que {a} n’appartienne pas a` la structure
interne du feuilletage. C’est par exemple ce qui se produit si l’on muni le
mono¨ıde (R+,+) de la structure connective telle que les connexes sont les
intervalles qui ne contiennent pas 0, et que l’on conside`re une dynamique
α telle que tous les e´tats a situe´s en dehors d’une famille donne´e d’orbites
ve´rifient fα(a) = ∅ de`s que f > 0.
De´finition 60. L’ordre connectif d’une dynamique connective α est l’ordre
connectif de son feuilletage Fα, c’est-a`-dire l’ordre connectif de l’espace connec-
tif induit des feuilles Fα
↓.
Exemple 1. Une rotation irrationnelle sur un cercle de´finit une dynamique
discre`te. Le mono¨ıde (N,+) e´tant muni d’une structure connective qui en
fasse un espace connexe (on peut par exemple prendre la structure engendre´e
par les {n, n+ 1}, ou bien la structure brunnienne inte`gre, etc.), et le cercle
de la structure connective associe´e a` la topologie usuelle, la dynamique en
question admet pour espace de feuilles induit un ensemble qui a la puissance
du continu et dont la structure connective est la structure brunnienne non
inte`gre.
Exemple 2. Le pendule sphe´rique line´aire de´termine, sur un sous-espace
d’iso-e´nergie S3 de son espace de phase, une dynamique connective d’ordre 1
(S3 e´tant munie de la structure de se´paration standard). En effet, les feuilles
de cette dynamiques sont les cercles constituant une fibration de Hopf, et
l’on sait que ces cercles sont deux a` deux entrelace´s. Meˆme chose pour le
papillon de Lorenz, dont les orbites pe´riodiques sont deux a` deux entrelace´es
(et dont les orbites non pe´riodiques ne sont pas davantage se´parables par un
plan topologique).
Exemple 3. En 1996, dans [16, 17, 18], Ghrist et Holmes pre´sentent une
e´quation diffe´rentielle dont l’ordre connectif est au moins ℵ0, puisqu’on peut
former tout entrelacs avec ses trajectoires pe´riodiques, de sorte que, d’apre`s
le the´ore`me de Brunn-Debrunner-Kanenobu, toute structure connective finie
se trouve repre´sente´e dans le flot.
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Notations
Cate´gories, fle`ches et objets Pour tout objet S d’une cate´gorie, la fle`che
identite´ de S est note´e IdS. En particulier, pour toute cate´gorie E, l’endo-
foncteur identite´ de E est note´ IdE, tandis que 1E de´signe, s’il existe, l’objet
terminal de E. En outre,
Notations 8.
– la classe des objets de E est note´e E˙ ou bien |E|0,
– la classe des fle`ches de E est note´e ~E ou |E|1.
– Si F de´signe un foncteur, on notera parfois F˙ la partie objet de F , et
~F son action sur les fle`ches.
– La source de f ∈ ~E est dom(f), son but est cod(f),
– On note parfois fg la compose´e g ◦ f de deux fle`ches (voir a` ce propos
la notation 3 page 42),
– Si T est un objet de E, on note {→ T} la classe des fle`ches de E de
but T : {→ T} = {f ∈ ~E, cod(f) = T}.
Outre les cate´gories usuelles, telle que la cate´gorie des petites cate´gories
Cat, les principales cate´gories spe´cifiques conside´re´es dans cet ouvrage sont :
– Cnc et Cnct : notation 1 page 9,
– RC et RCD : de´finition 20 page 28,
– FC : de´finition 22 page 29,
– P : de´finition 30 page 43,
– E−Dy : proposition 3.4.4 page 51,
– Dy : de´finition 46 page 55,
– DyP, DyPd : page 57, section 3.5.2.
Certaines fle`ches sont note´es de fac¸on spe´cifique. Ainsi les transitions (voir
la de´finition 30 page 43) sont-elles note´es , tandis que les dynamorphismes
(voir la de´finition 42 page 51 et la de´finition 46 page 55) sont note´s #.
Nous notons e´galement de fac¸on spe´cifique la composition des repre´sentations
et des transitions, a` l’aide du symbole ⊙ (voir la section 2.1.5 page 25 pour
les repre´sentations, et la de´finition 30 page 43 pour les transitions).
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Remarque. La cate´gorie des dynamiques cate´goriques connectives, CaCoDy,
n’est pas de´finie dans cet ouvrage, ou` l’on se contente d’en de´finir les objets.
Ensemble de parties Outre la notation standard P pour de´signer l’en-
semble des parties, et les notations fP , µf de´finies dans la notation 4 page 43,
on utilise e´galement les notations suivantes, lorsque KX de´signe un ensemble
de parties de X :
Notations 9 (parties non vides, parties non triviales). On pose :
– K∗X : ensemble des e´lements de KX qui sont des parties non vides de
X,
– K•X : ensemble des e´lements de KX qui sont des parties de cardinal
> 2 de X,
En particulier,
– P∗X de´signe l’ensemble des parties non vides de X,
– P•X de´signe l’ensemble des parties de X de cardinal > 2.
Les notation [A]0 et [A] sont rappele´es page 11 (section 1.4).
De meˆme, les notations JFK0 et JFK sont introduites dans le corolaire 31
page 68.
Autres notations Les autres notations sont introduites dans le cours du
texte, par exemple :
– notation Aˆ dans la formule 1.4 page 13,
– notation (r 6 s) dans l’exemple 29 page 42,
– notation E[(M, ∗);M1, N1,M2, ...Mn, ...] dans l’exemple 31 page 43,
– notation 5 page 43, notation 6 page 44, 7 page 44, etc...
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