SUMMARY This paper describes a new color segmentation based on a normalized RGB chromaticity diagram for face detection. Face skin is extracted from color images using a coarse skin region with fixed boundaries followed by a fine skin region with variable boundaries. Two newly developed histograms that have prominent peaks of skin color and nonskin colors are employed to adjust the boundaries of the skin region. The proposed approach does not need a skin color model, which depends on a specific camera parameter and is usually limited to a particular environment condition, and no sample images are required. The experimental results using color face images of various races under varying lighting conditions and complex backgrounds, obtained from four different resources on the Internet, show a high detection rate of 87%. The results of the detection rate and computation time are comparable to the well known real-time face detection method proposed by Viola-Jones [11], [12] .
Introduction
Many machine vision applications for recognizing people and their activities have been developed, such as surveillance system, security and control system, human computer interaction, etc. One important task in those systems is face detection, which is usually used as a front-end process to detect and localize a human face from images.
Many researchers have proposed various techniques to detect human faces from images [1] - [14] . In [1] , [2] , YCrCb color space was used to detect faces in the context of video sequences. A two-dimensional Cr-Cb histogram was employed for separating a facial region from the background [1] , and a region-growing technique was applied on the remaining area. Finally faces are detected by ellipse matching and using criteria based on face's characteristics. In [2] , they have shown that under a normal illumination condition, the skin color falls into a small region on the CbCr plane, and the luminance (Y) is uncorrelated with respect to the CbCr. Thus, a pixel is classified as skin-like if its chrominance value falls into the small region defined in CbCr plane, and the luminance (Y) falls into the interval defined empirically. Gaussian models were employed to build the skin color models based on YPrPb [3] or normalized RGB color spaces [4] . The skin-likelihood image is obtained from the model and will be a grayscale image whose gray values represent the likelihood of the pixel belonging to skin. Then, skin regions and non-skin regions are obtained by thresholding the skin-likelihood image. Faces are detected by computing the ratio of width and height, and the number of holes representing eyes and mouth inside the extracted skin regions [4] .
The performance of different skin models and different color spaces (HSV, YCrCb, RGB, normalized RGB, etc) have been studied in [5] , [6] . Those models have shown a relative robustness against illumination changes under a limited condition, and when illumination color is uniform over the face. The skin locus defined as the range of skin chromaticities under varying illumination in normalized RGB color space was proposed to extract skin color [7] - [10] . In [10] , they proposed a modification of skin locus used in [7] to improve the extraction results. The skin locus method classifies pixels as skin color when the chromaticity values fall within the upper and lower bounds.
The drawback of the Gaussian models used in [3] , [4] is the high computational time in calculating the probability of each pixel in the image. The very low computational time is achieved by a simple method using the skin locus as proposed in [7] - [10] . However, the skin locus is cameradependent. Different camera parameters have different skin loci.
In recent years, a well known real-time face detection approach with very high detection rate was introduced in [11] . Instead of using color images [1] - [10] , the approach worked with grayscale images. It employed an Adaboost classifier [15] to select the appropriate Haar-like rectangular features for face detection. One of the major contributions of the paper is the concept of integral image which allows the features to be computed very fast. Secondly, they constructed a learning algorithm, based on Adaboost to select a small number of important features. Furthermore, a method to combine the Adaboost classifiers in a cascade allows nonface regions of the image to be discarded quickly. The extended rotated Haar-like features were introduced in [12] to improve the detection performance.
The drawback of methods in [11] , [12] is that they require huge-sized sample images in the training process, usually thousands of positive sample images (face images) and negative sample images (non face images). In addition, the training process might take several days to be completed.
The face detection methods proposed in [1] - [12] work with static images which only consider the information contained in one image (current frame) to detect the face object. The performance would be improved by taking into account the information from several frames up to the current frame using a particle filter approach as proposed in [13] , [14] . In the approach, each particle refers to a candidate location of face object in the image. The particle locations are compared with a target model to measure the likelihood function which is used to estimate the probability of presence face in the current frame given the history of observations up to current time. In [13] , an observation density based on the static face detection using rectangle features introduced by [11] was adopted. In [14] , the face detection on the skin color in HSV color space was adopted to compute the observation density.
In this paper, we propose a new method to overcome the problems encountered in the previous works, which depend on the specific camera and lighting condition, and/or need to prepare sample images in the training process. Our proposed method works in more general conditions, and does not need the training process.
To avoid the training process, we adopt the approach using the skin locus as proposed in [7] - [10] . However, our skin locus is adjusted automatically by observing the peaks/valleys of the newly developed histograms. Therefore when the camera parameters and the lighting conditions change, our method adjusts the skin locus appropriately.
We propose the new skin color segmentation based on the normalized RGB chromaticity diagram by developing the coarse skin region and the fine skin region to extract skin color. The fixed straight lines are used as boundaries of the coarse region, while the variable straight lines are used as boundaries of the fine region. We take advantages of the newly developed histograms which show prominent peaks of skin and non-skin colors and valleys between them for determining the boundaries of the skin regions.
The paper deals with detection of single frontal face, where the shape could be assumed to be an ellipse. An ellipse detection technique is employed to detect the face from the extracted skin pixels. Since our approach is composed of two steps: skin segmentation and face detection, it is possible to develop the system for non frontal multi faces by extending the techniques used in the steps accordingly. It will be addressed in a different paper separately. Our main contribution presented in this paper is the skin segmentation method which is effective to extract human skin color from images.
There are many face detection applications which employ single frontal face images, such as a system to monitor the driver's fatigue using a video camera installed in the vehicle's dashboard, an access control system using a video camera installed in front of the door to allow a recognized person to enter the room, or a system to recognize people's face and comparing it with the photograph printed in the passport for people identification for assisting the immigration officer at the entrance gate in the airport, etc.
The rest of this paper is organized as follows. Section 2 presents the proposed face segmentation method. Experimental results are presented in Sect. 3. Conclusions are presented in Sect. 4.
Skin Segmentation

Skin Locus
Color distribution of human skin from various countries has been investigated in [16] , which is a shell-shaped area in the r-g color space (normalized RGB color space) that is called as skin locus, where r = R/(R+G+B) and g = G/(R+G+B). They proposed a physical based model of skin color that can be used to detect skin color, when the spectrum of the light source and the camera characteristics are known.
In [7] - [10] , [17] , they employed a skin color distribution obtained empirically to develop the skin locus in the r-g color space. The upper and lower bounds of the skin locus are quadratic functions, which the quadratics coefficients are found using least square estimation of the sampled points on the boundaries. In [7] , [10] , the upper bound quadratic function is g = −1.3767r 2 + 1.0743r + 0.1452, while the lower bound quadratic function is g = −0.776r 2 +0.5601r+0.1766 as illustrated in Fig. 1 . In [17] , the upper bound quadratic function is g = −5.05r 2 + 3.71r − 0.32, while the lower bound quadratic function is g = −0.65r 2 + 0.05r + 0.36 as illustrated in Fig. 2. 
Proposed Skin Segmentation
Instead of developing the skin locus empirically, we develop a more general skin locus by utilizing color distribution in the r-g chromaticity diagram as described in this section. Figure 3 illustrates color distribution in the r-g chromaticity diagram, where reddish colors, bluish colors, and greenish colors are separated in the three sides of the triangle. Our previous work [18] has shown that we could utilize a line-p in Fig. 3 to extract red color effectively. In addition to the line-p, a line-n is utilized here to extract skin color by introducing the coarse and fine skin regions. At first, the coarse skin region is defined using fixed boundaries, where Fig. 1 Skin locus proposed in [7] , [10] . skin and skin-like colors (colors near to skin color) are extracted. Then, the fine skin region with variable boundaries is used to separate skin color from skin-like colors.
Coarse Skin Region
When images are taken under normal lighting condition, the skin locus occupies an area around the center of the r-g chromaticity diagram [7] - [10] , [17] . However, when the spectrum of light sources changes, e.g. from skylight in the early morning (bluish appearance) to sunlight during sunset (reddish appearance), the skin locus moves to the right (reddish) on the r-g chromaticity diagram as observed in [16] .
The coarse skin region proposed in this paper is developed by considering the results obtained in [16] to cope with the different lighting conditions. We define the boundaries of the coarse skin region as illustrated in Fig. 4 , where line-G, line-R, line-B, and line-up are expressed with the following equations:
The line-G, line-R, and line-B are used to remove the greenish, reddish, and bluish pixels respectively, while the line-up is used to remove yellow-green pixels.
In addition to those boundaries, to exclude the white pixels, we use a circle (indicated by line-c in Fig. 4 ) similar to [7] , [8] , [10] , which is expressed as:
At the first stage, we extract pixels whose values of r and g fall inside the coarse skin region. It is able to extract skin color from images under the different lighting conditions as illustrated in Fig. 5 . Figures in the first row are three images with different lighting conditions. Figures in the second, third, fourth, and fifth rows are extracted images obtained using the skin region proposed in [7] , [8] , [17] , and our proposed method respectively. The figures show the superiority of our method compared to the others for extracting skin color from images taken under different lighting conditions. However, in some conditions non-skin objects with colors near to skin are also extracted. Therefore, further processes are needed to separate skin objects from non-skin objects as described below.
Fine Skin Region
After color extraction using the coarse skin region, we have an image that contains both skin pixels and non-skin pixels. To separate skin pixels from non-skin pixels, we develop the fine skin region by moving the line-p and the line-n shown in Fig. 3 to the particular positions according to the developed histograms as described below.
In our previous work [18] , a diagonal line with slope 1.0 called line-p could be used for separating red color effectively, in the sense that by utilizing the line, the resulted g pos histogram discussed in the following shows prominent peaks/valleys for easy threshold calculation.
A histogram represents the number of pixels in an image at each different intensity. We develop two histograms in different ways. The first histogram called g pos is the one created by counting pixels with the value obtained by subtracting r value from g value (g − r). The second histogram [7] ; (g), (h), (i) Extracted skin color using method in [8] ; (j),(k), (l) Extracted skin color using method in [17] ; (m), (n), (o) Extracted skin color using our proposed coarse skin region.
called g neg is created by counting pixels with the value obtained by adding g value and r value (g + r). Then, by employing histogram peaks/valleys analysis, we could find the appropriate line-p and line-n for separating skin color, because those lines are represented by g−r = k 1 and g+r = k 2 , respectively, where k 1 , k 2 are constants. To find a peak, first the Gaussian smoothing is employed to reduce small fluctuations of the histogram. Then a point in the histogram is defined as the peak if it has a maximum (local maximum) value, and is preceded by a value lower than a threshold (in the experiment, the threshold is set to 5). Since the threshold is introduced here, a small up and down in the histogram could be neglected. The valley is defined in the opposite manner. Figure 6 is typical examples of g pos and g neg histograms obtained from an image after the extraction using the coarse skin region. There are two peaks in Figs. 6 (a) and 6 (b), and three peaks in Fig. 6 (c) . In Fig. 6 (a) , the higher peak represents non-skin pixels, and the lower peak represents skin pixels. In Fig. 6 (b) , the higher peak represents skin pixels, and the lower peak represents non-skin pixels. In Fig. 6 (c) , skin pixels are represented by the highest peak. Thus we do not have a common rule to extract skin pixels from the histograms.
To overcome the difficulty and make our method works with almost all cases, we define all possible fine skin regions from the histograms and extract skin color for each region. Then we verify extracted pixels from each region by geometry analysis and perform ellipse fitting to extract a face.
Let us define cluster as "a hill-curve" with one peak and two valleys in the left and right. It is noted that if the peak is in the most left/right of the histogram then the lowest point in the left/right of the peak is considered as a valley. We search the clusters by finding the peaks and valleys in the histograms. From a few experiments on single face images, we found that those non-skin pixels concentrate in a cluster with the high peak, when they are the uniform background of the image. When the background is non-uniform, the non-skin pixels scatter into a few clusters with the low peaks. Therefore, we assume that the cluster of skin pixels will have the highest or second highest peaks. Thus only two clusters with the highest peaks are selected for further process, due to the fact that skin color will fall into one of them.
The assumption could be justified, because non-skin pixels far from the skin color have been removed in the previous step, namely, by the coarse skin region. Therefore, it does not imply that the face should occupy a large area in the image.
The left and right valleys of the two clusters for g pos histogram are expressed as PTL1, PTR1, PTL2, and PTR2 as illustrated in Figs. 6 (a) and 6 (c), where PT Lx denotes the left valley of cluster-x, and PT Rx denotes the right valley of cluster-x. In Fig. 6 (a) , since there are two clusters, we select both of them as the first and second clusters, and PTL2 = PTR1. In the case of only one cluster exists, then PTL1 = PTL2, and PTR1 = PTR2. Figure  6 (c) shows the case when three peaks or clusters exist, and since the two highest peaks do not appear successively, then PTR1 PTL2. The same process is applied to g neg histogram, and NTL1, NTR1, NTL2, and NTR2 are obtained as illustrated in Fig. 6 (b) . Referring to Fig. 3, PTL1, PTR1 , PTL2, and PTR2 are the parameters to be used to select the appropriate line-p for extracting skin color. While NTL1, NTR1, NTL2, and NTR2 are the parameters to be used to select the appropriate line-n for extracting skin color.
Using the above parameters, we define ten fine skin regions as follows:
Let us define:
Then Region-1 to Region-10 are defined using the following rules:
-Region-6 :
where the values of R, G and B are normalized to 1.0 (0 ≤ R, G, B ≤ 1.0), and "∪" in Eqs. (11)- (14) denotes the combination of regions. Figure 7 illustrates the representation of the fine skin regions in the chromaticity diagram inside the coarse skin region which is shown in Fig. 4 . In Fig. 7 , PTL1, PTR2, NTL1, and NTR2 are not always on the border of the coarse skin region. Areas-E,G,H appear when PTR1 PTL2, areas-B,J,M appear when NTR1 NTL2, and area-F appears when (PTR1 PTL2) and (NTR1 NTL2). They represent non-skin colors as discussed previously (see Fig. 6 (c) ). Region-10 does not appear in the figure, because it is used to overcome the limitation of the r-g chromaticity color as discussed below.
The ten regions are defined to cope with all possible image conditions. We might extract a skin face properly from Region-1 to Region-4, when the skin pixels fall in one cluster of both g pos and g neg histograms. However, they may separate into two clusters when the light illuminates over the face non-uniformly. In the case, none of Region-1 to Region-4 can extract all the skin pixels. Therefore, Region-5 to Region-8 are defined to cope with such cases, that is, at least one of regions can extract all the skin pixels Fig. 7 Representation of the fine skin regions in the chromaticity diagram inside the coarse skin region.
properly.
There are a few conditions, where the chromaticity values of non-skin objects are the same as or very close to those of skin object. In those cases, there are no valleys in the g pos and g neg histograms to find PTR1, PTL2, NTR1, and NTL2. Thus PTR1=PTR2, PTL1=PTL2, NTR1=NTR2, NTL1=NTL2. Hence, Region-1 to Region-8 are all the same, and could not be used for separating the skin and non-skin objects. To cope with the problems, additional Region-9 and Region-10 are defined as shown in Eqs. (15) and (16) .
Region-9 is used to remove non-skin objects with colors near to the white point (r = 0.33, g = 0.33), which are not removed by line-c in Eq. (5) nor Regions from 1 to 8. As shown in Fig. 7 , if the non-skin objects occupy area-L, and the skin object occupies area-A+C+D, then there will be a valley in the g pos histogram where PTR1 PTR2, PTL1 PTL2, and PTR1=PTL2. Thus Region-5 will extract skin color properly. However, if the skin object occupies area-I or area-I+A, then there will be no valley in the g pos and n pos histograms for separating the skin and non-skin objects. Thus Region-1 to 8 could not be used to extract skin color as discussed previously. Instead, Region-9 is introduced to discard the non-skin objects.
Region-10 is used to remove non-skin objects having the same chromaticity values as addressed in [10] . Due to the normalization effect in the r-g chromaticity color, dark pixels and bright pixels might have the same r and g values. 
Face Detection
The coarse and fine skin regions extract all human skin, including face, hand, neck, etc. In some conditions, especially when images have the complex backgrounds including colors similar to skin, non-skin pixels are also extracted. Therefore we employ geometric analysis and ellipse detection to detect face, since we deal with frontal face whose shape could be assumed as ellipse.
After extracting skin pixels in ten regions, connected component analysis is used to group the connected pixels called as blobs. In the research, the original image is resized into 60 × 80 pixels using nearest neighbor method that simply matches a pixel in the original image to the corresponding position in the resized image, thus there is no new colors are created. Therefore the edges are relatively sharp compared with methods such as bilinear and bicubic ones, thus it is suitable for color segmentation. To reduce the number of non-face objects, the resulted blobs are pre-processed as follows. First, a median filtering is applied to remove spurious pixels or very small blobs. Blobs usually have holes due to the non-skin parts on the face, such as eyes and mouth. A morphology operator "filling" is used to fill the holes. Then, a connected component analysis is used to form the solid blobs and label or group them. Finally blobs are removed if the number of the pixels is less than 400 pixels and greater than 3,000 pixels.
In the next stage, edge pixels of each labeled blob are extracted and used to detect the ellipse using an ellipse fitting method [24] . This ellipse fitting method is based on the least square criterion as described in the following. The equation of an ellipse can be written as
The least square estimator estimates the coefficients
T from the given data points (x 1 , y 1 ), . . . , (x N , y N ) by minimizing the squares sum of an error between the data points and the ellipse
The values of estimated coefficients A are then converted to the ellipse parameter; orientation (θ), center coordinate (h, k), semi-major axis (a), and semi-minor axis (b). (Readers may refer to Ref.
[24] for the detail formulas). The final stage is to verify whether the detected ellipses are faces or not. Many methods have been proposed for face verification, such as calculating the ratio of height to width [1] , [4] , [9] , symmetry analysis [9] , and facial components analysis, i.e. detecting eyes, lips, and nose [1] , [3] , [4] , [9] , [10] . Facial component analysis might be the best method for face verification, however it contributes to high computation time. It is reported that the facial component analysis takes about 70% of the overall face detection time [10] .
Face verification using the height-width ratio is the most popular and simplest method, since it is reasonable that the ratio of height to width of human face should fall within a specific range. In the paper we employ the method; the ratio of height to width should fall within 1.2 to 2.2, followed by a simple proposed method to calculate the ratio of blob's mismatch area as described below.
There are several cases, where even though the height to width ratio of detected ellipse falls within face's ratio, the fitted ellipse is not a true face. It causes false detection. We propose to utilize the blob's mismatch area for ellipse verification to overcome the problem.
Instead of computing all possible pixels along the ellipse's circumference which consumes the computational time, we only calculate eight points using ellipse parameter described previously as illustrated in Fig. 8 using the following formulas:
where, P i (x) is the x-coordinate of point P i ; P i (y) is the ycoordinate of point 
The ellipse matching ratio is defined as Match ratio = (blob oct area − mismatch area)/elp area, (22) where elp area is the area of ellipse defined by π × semimajor axis × semiminor axis. From Eq. (22), it is easily known that a blob representing the true ellipse will have a high match ratio. Thus, only blobs with high match ratio are verified as face candidates. Since we deal with single face images, only the one with the highest match ratio is considered as the face candidate.
There is another problem when extracted blob contains neck. Since face and neck have the same skin color, they belong to the same object/blob and in some cases the fitted ellipse does not represent face. One method to overcome the problem is by removing the lower part of the blob before ellipse fitting using the following procedure. First, we divide the original blob into three parts with the same height called upper, middle, and lower parts. Then we scan the blob from the top to the bottom in the middle part to find the vertical position where the blob's width is maximum, called as the blob width. This position is supposed to be the ear's position. From this ear's position, we scan the blob to the bottom to find the vertical position where the blob's width is minimum. This position is supposed to be the turnoff point between face and neck as shown in first example of Fig. 9 . Finally we remove the blob's pixels below the position.
In some cases, the minimum width's position might not be found due to the shapes of face or neck which do not form a turnoff point (see second example of Fig. 9 ), or when the original blob does not contain a neck (see third example of Fig. 9 ), e.g. when neck is hidden by a muffle, a turtleneck, etc. In the case, a vertical position below ear's position with a distance equals to 0.7 × blob width is considered as the starting position for removing the lower blob's pixels. The method will not remove (remove a few) the lower part of blob that contains only the face as illustrated in third example of Fig. 9 . Therefore the method extracts ellipse that fits the face properly for both cases where the neck is hidden or not.
The overall procedure of the face detection is shown in Fig. 10 . The ten fine regions described in the previous section are devised so that at least one of them could extract the face skin color in a given test image. However, there might no common rule to choose the most appropriate region for a given particular test image. Therefore, we conduct skin color extraction using all the ten fine skin regions, then apply the face detection described above for each blob image obtained from each region, as illustrated in Fig. 10 . Let a set of face candidates obtained from ten regions is defined as f c = { f 1 , f 2 , . . . , f 10 }, where f i is a face candidate obtained from region-i. The corresponding match ratio is expressed as m( f i ). The detected face (df ) is selected from the face candidates which has the highest match ratio, or mathematically is expressed as
Experimental Results
We implemented our face segmentation algorithm using MATLAB running on PC Pentium-D, 2. Observing the figures, skin regions occupy different locations in the chromaticity diagrams and have different areas for different images. The area of skin region in Fig. 11 (f) is larger than the others. It is obvious that the fixed skin locus methods proposed in [7] - [10] , [17] are not effective to extract skin from images with the different conditions. However our algorithm by adjusting the boundaries of the fine region could extract skin and detect faces effectively as illustrated in the figures. Our method works well with indoor and outdoor images. Moreover, it could overcome the problem of non-uniform light illuminated face as illustrated in Fig. 11 (d) .
To verify the effectiveness of our algorithm, we make comparison to four existing methods; three methods based on the skin locus proposed in [8] , [10] , [17] called as M1, M2, and M3, and one method based on Adaboost proposed by [11] , [12] called as AM, by computing the true detection rate (TD), the false detection rate (FD), and the misdetection rate (MD) of each method for all images from dataset-1, dataset-2, dataset-3, and dataset-4.
TD is defined as the ratio of the total number of detected faces to the total number of face images, FD is defined as the ratio of the total number of detected wrong faces to the total number of face images, and MD is the ratio of the total number of mis-detected faces to the total number of face images.
In the comparisons, we use the bounding-box created from the detected ellipse instead of the detected ellipse itself as shown in Figs. 9,11,12 to determine the true detection because of two reasons: a) In fact, the face detection is used to localize face in the image. Then further process which requires the facial information in more details is carried out by another algorithm according to the specific application such as face recognition, facial recognition, or fatigue recognition, etc. Therefore, the bounding-box is sufficient for face localization; b) To make a fair comparison to the existing face detection technique (AM) which does not use the ellipse for detection, but use rectangle/square for face localization.
The detection is judged as the true detection when all three conditions in the following are satisfied: a) The bounding-box encloses both eyes and mouth; b) The horizontal deviation of the bounding-box from the face is less than 10% of the actual face's width; c) The vertical deviation of the bounding-box from the face is less than 10% of the actual face's height. Figure 12 illustrates the detection results, where Fig. 12 (a) represents the true detection, while Figs. 12 (b) and 12(c) represent the false detection.
In PM (proposed method), we apply our proposed skin segmentation and then apply a median filtering, a morphology operator to fill holes, and a connected component anal- Fig. 12 (a) True detection, (b) ,(c) False detection. ysis using the MATLAB functions MEDFILT2, IMFILL, BWLABEL, respectively, built in MATLAB Image Processing Toolbox, ellipse fitting using least square method [24] and our proposed face verification as described before. In M1, M2, and M3, we apply the skin locus proposed in [8] , [10] , and [17] for skin color segmentation respectively, and apply the same method as PM for connected component analysis, ellipse fitting and face verification.
For AM, we use the method proposed by [12] which has been implemented in the OpenCV [25] (an open source computer vision library developed by Intel). Two different training data are used, called AM-1 and AM-2. In AM-1, we trained the Adaboost classifier using 700 positive images taken from the datasets-1,2,3,4 randomly: 100 faces from dataset-1, 150 faces from dataset-2, 225 faces from dataset-3, 225 faces from dataset-4; and 255 negative images (nonface images). The training parameters are the same as the ones used in [12] . The detection process is applied to the rest of images in the datasets which are not used as the training samples. In AM-2, we use the pre-trained classifier used in [12] , which is trained by 5000 positive images and 3000 negative images available in [25] . The detection process is applied to all images in the datasets as used in PM, M1, M2, and M3.
Since we deal with single face images in all datasets, only the best ellipse is detected in the face verification step, thus the total of the true detection rate, the false detection rate, and the misdetection rate for each dataset is 1.0 for PM, M1, M2, and M3, but not for AM, due to the different approach. The comparison results are given in Table 1 .
From Table 1 , it is clear that the existing skin segmentation methods using fixed skin regions or skin locus [8] , [10] , [17] are not effective to extract faces, when the image's conditions differ from the ones used to determine the skin locus. However, the proposed method shows a high true detection rate for all images from four datasets with different image's conditions.
The results of AM-1 and AM-2 show that the true detection rate of the Adaboost relies on the training data used for training. It requires a proper selection of a number of training data, the quality and diversity of training data, and the training parameters to achieve a high detection rate. On the other hand, our approach does not need the training data, therefore it does not have such problems. Comparing the true detection rates of PM, AM-1, and AM-2, we could say that our approach is very efficient, especially when we do not want to be bothered with the problems of preparing and conducting the training process.
Since our method requires to compute ten fine skin regions, the computational time is higher than the existing methods (M1,M2,M3). In the experiment, we resize images into 60 × 80 pixels to compute all ten fine regions. The average computation time of our face detection method using MATLAB running on a PC Pentium-D, 2.8 Ghz is 0.75 seconds. To make a comparison with AM, we run AM in MATLAB using Matlab interface (Mex file) provided by [26] . The computation time is 0.1 seconds on the same PC. This result suggests that our method is feasible to be implemented in real time using the faster program such as C++.
The weakness of our method which requires to compute ten fine skin regions could be overcome by working with video images instead of still images. Using the video images, we may track the face from frame to frame, thus the ten skin regions are not computed in every frame. Therefore overall detection time will be reduced.
Conclusions
In this paper, we proposed a new approach for face segmentation based on the normalized RGB chromaticity diagram. It extracts skin color using a coarse region with fixed boundaries and a fine region with variable boundaries. Then, the face verification is carried out using ellipse fitting and blob's mismatch ratio.
In the experiments using single frontal face images consisting of various races and under varying lighting conditions obtained from four different resources in the Internet, the proposed method showed a high detection rate. The method is simple, no sample images required, and the computation cost is relative low, thus suitable to be implemented in real situations.
In future works, we will improve our method for detecting multiple faces under various orientations, incorporate video images for face detection and tracking to increase the performance, and implement our method into the real hardware system. of Computer Science, University of Essex, UK, VALID Database University College Dublin, Ireland, and Markus Weber at California Institute of Technology, USA for sharing the face image datasets used in this research.
