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GRADED CARTAN DETERMINANTS OF THE SYMMETRIC
GROUPS
SHUNSUKE TSUCHIOKA
Abstract. We give the graded Cartan determinants of the symmetric groups. Based on
it, we propose a gradation of Hill’s conjecture which is equivalent to Ku¨lshammer-Olsson-
Robinson’s conjecture on the generalized Cartan invariants of the symmetric groups.
1. Introduction
Let g0 be a finite-dimensional simple simply-laced complex Lie algebra. The purpose
of this paper is to give the Shapovalov determinants of the basic representation V (Λ0) of
the untwisted quantum affinization Uv(ĝ0) weight space wise (see Theorem 5.6) and apply
them to the graded representation theory of the symmetric groups (see §6 and §7).
1.1. Kashiwara’s problem on the specialization for quantum groups. The mo-
tivation of this paper comes from a problem of Kashiwara. Let g be a symmetrizable
Kac-Moody Lie algebra and let λ ∈ P+ be a dominant integral weight. In [Kas, Problem
2], Kashiwara asks at which specialization v = ξ ∈ C× (see Remark 4.14) the integrable
highest weight Uv(g)-module V (λ) remains irreducible. When g is a finite-dimensional
simple complex Lie algebra, it is known that the specialized module remains irreducible
if ξ is not a root of unity [APW, Theorem 6.4]. More precisely, for an ℓ-th root of unity
ξ = exp(2π
√−1
ℓ
) where ℓ ≥ 1, the specialized Uv(g)|v=ξ-module V (λ)|v=ξ is irreducible if
ℓ < (α, λ) for any positive root α ∈ ∆+ of g [APW, Theorem 6.7].
When g is an affine Kac-Moody Lie algebra, almost nothing is known about Kashiwara’s
problem. Chari-Jing proved that the specialized Uv(ĝ0)|v=ξ-module V (Λ0)|v=ξ is irre-
ducible if ξ is not a root of unity. More precisely, for an ℓ-th root of unity ξ = exp(2π
√−1
ℓ
)
where ℓ ≥ 1, if ℓ is coprime to the Coxeter number N of g0, then the specialized module
is irreducible [CJ, Theorem 4]. Recall that N = n (resp. 2(m− 1), 12, 18, 30) when g0 is
of type An−1 for n ≥ 2 (resp. Dm for m ≥ 4, E6, E7, E8). The main result of this paper
(Theorem 5.6) gives an answer to Kashiwara’s problem when g = ĝ0 and λ is level 1.
Theorem 1.1. Let g0 be a finite-dimensional simple simply-laced complex Lie algebra of
type X. Then, for ℓ ≥ 1 the specialized Uv(ĝ0)|v=exp( 2π
√−1
ℓ
)
-module V (Λ0)|v=exp( 2π
√−1
ℓ
)
is
irreducible if and only if
(a) gcd(ℓ, 2n) = 1, 2 when X = An−1 for n ≥ 2,
(b) ℓ 6∈ 4Z (resp. 6∈ 3Z, 6∈ 4Z, 6∈ 60Z) when X = Dn for n ≥ 4 (resp. E6, E7, E8).
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1.2. Graded Cartan determinants. Recently, Khovanov-Lauda and Rouquier inde-
pendently introduced a remarkable family of algebras (the KLR algebras) that categori-
fies the negative half of the quantized enveloping algebras associated with symmetrizable
Kac-Moody Lie algebras [KL1, KL2, Rou] (see Definition 6.7). An application of the KLR
algebras is the homogeneous presentation of the symmetric group algebras [BK2, Rou]
(see Theorem 6.15) which quantize [BK1] Ariki’s categorification of the Kostant Z-form
of the basic ŝlp-module V (Λ0)
Z ∼=
⊕
n≥0 K0(Proj(FpSn)). Since the Shapovalov-like form
(see Proposition 4.8) on the left hand side and the graded Cartan pairing on the right
hand side are compatible [BK3] (see Theorem 6.16), the main result of this paper (Theo-
rem 5.6) can be interpreted as the graded Cartan determinants of the symmetric groups.
The story is also valid for its q-analog, the Iwahori-Hecke algebra of type A (see §6.4).
Theorem 1.2. Let p ≥ 2 be a prime number (resp. p ≥ 2 an arbitrary integer). Then, the
graded Cartan determinant of a block of the symmetric group algebra over characteristic p
(resp. the Iwahori-Hecke algebra of type A over quantum characteristic p) whose p-weight
is d is given by
∏d
s=1[p]
Np,d,s
s where
Np,d,s =
∑
λ∈Par(d)
ms(λ)
p− 1
∏
u≥1
(
mu(λ) + p− 2
mu(λ)
)
=
∑
(λi)
p−1
i=1 ∈Parp−1(d)
ms(λ1).
For the notations on partitions, see Notations in the end of §1.
In virtue of the classical results of the modular representation theory of finite groups,
the Cartan determinant (see Definition 6.1) of (a block of) a group algebra of a finite
group G over characteristic p ≥ 2 is a power of p [Bra, Theorem 1] and its degree reflects
p-defects of p-regular conjugacy classes of G [BrNe, Part III,§16] (see Theorem 7.6). Based
on Olsson’s calculation of p-defects of the symmetric groups [Ols], Bessenrodt-Olsson gave
an explicit formula for the Cartan determinants of (a block of) a symmetric group algebra
over characteristic p in terms of generating functions [BO1, Theorem 3.3, Theorem 3.4].
On the other hand, Brundan-Kleshchev arrived at the same formula by a different
method [BK4, Corollary 1]. They utilized Ariki’s categorification and turned the calcu-
lation of the p-Cartan determinants of the symmetric groups into the calculation of the
Shapovalov determinants of the basic ŝlp-module V (Λ0). Their block-theory-free method
has an advantage in that it is applicable to the Iwahori-Hecke algebra of type A. In fact,
Brundan-Kleshchev settled affirmatively the conjecture of Mathas that the Cartan deter-
minants of (a block of) the Iwahori-Hecke algebra of type A over quantum characteristic
ℓ is a power of ℓ for arbitrary ℓ ≥ 2 (see [Don]).
Theorem 1.2 (and Theorem 5.6) can be seen a gradation of Brundan-Kleshchev’s result
and our method is similar to theirs. A difference is that we use a bi-additive form that
obeys a rule slightly different from that of the Shapovalov form (see Proposition 4.8).
We remark that Brundan-Kleshchev also calculated the Shapovalov determinants of the
basic module over a twisted affinization of g0. Although our method should be applicable
in the quantum setting, there are some obstructions to overcome (see Remark 5.11). We
discuss them and give a conjectural Shapovalov determinants (see Conjecture 5.13).
Recently, the authors [KKT] introduced a superversion of the KLR algebras which they
call quiver Hecke superalgebras and showed “Morita superequivalence” between the spin
symmetric group algebras and quiver Hecke superalgebras [KKT, Theorem 5.4]. From
the results of [BK5, Tsu], it is expected that the quiver Hecke superalgebras categorify
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the quantum groups (see also [HW]) and through this the Shapovalov determinants of
the basic module of Uv(A
(2)
p−1) for odd prime p ≥ 3 coincides with the graded Cartan
determinants of the spin symmetric group algebras.
1.3. Ku¨lshammer-Olsson-Robinson’s conjecture and graded Cartan invariants.
Based on an observation that combinatorial notions for partitions (such as p-cores) that
appear in the description of the p-modular representation-theoretic invariants of the sym-
metric groups make sense when p is not a prime, Ku¨lshammer-Olsson-Robinson initi-
ated the study of “ℓ-modular representations of the symmetric groups” for arbitrary
ℓ ≥ 2 [KOR].
Their main result is a generalization of Nakayama-Brauer-Robinson classification of
the p-blocks of Sn for an any ℓ ≥ 2 [KOR, Theorem 5.13] (see Theorem 7.4). Based
on it, they gave a conjectural generalization of the Cartan invariants of the symmetric
groups for an arbitrary ℓ ≥ 2 [KOR, Conjecture 6.4] (see Conjecture 7.10 which we call
the KOR conjecture for short). As an evidence, they checked that their invariants gives
a generalized Cartan determinant calculated by Brundan-Kleshchev [BK4].
Hill settled affirmatively the KOR conjecture for any ℓ ≥ 2 such that each prime factor
p of ℓ divides ℓ at most p times [Hil, Theorem 1.3]. In his course of proof, Hill gave a
conjecture [Hil, Conjecture 10.5] (see Conjecture 7.14). Hill’s conjecture and the KOR
conjecture are equivalent in virtue of [BH] (see Corollary 7.16).
As graded Cartan determinants calculated in this paper, it is reasonable to expect that
a proof of Hill’s conjecture similarly works in a graded setting. Motivated by this, we
propose a gradation of Hill’s conjecture (see Conjecture 7.17). As a support, we check that
Conjecture 7.17 is compatible with the graded Cartan determinants (see Theorem 7.20).
The proof itself may be of interest. We expect that our gradation is correct and gives an
insight to future trials of the proof of Hill’s conjecture (and thus the KOR conjecture).
Notations. N = Z≥0 (resp. N+ = Z≥1) means the set of non-negative (resp. positive)
integers. We denote the empty partition by φ and reserve the symbol ∅ for the empty
set. For a partition λ = (λ1, λ2, · · · ), we define mk(λ) = |{i ≥ 1 | λi = k}| for k ≥ 1.
We also define |λ| =
∑
i≥1 λi and ℓ(λ) =
∑
i≥1mi(λ). We denote by Par(n) the set of
partitions of n ≥ 0 and define Par =
⊔
n≥0 Par(n). For m,n ≥ 0, we denote by Parm(n)
the multipartitions of n, i.e., Parm(n) = {(λi)
m
i=1 ∈ Par
m |
∑m
i=1 |λi| = n} and put
u(m,n) = |Parm(n)|. Note that u(0, 0) = 1 and u(0, n) = 0 for n ≥ 1.
Organization of the paper In §2, we develop a linear algebra for Gram determinants.
In §3, we review the boson-fermion correspondence and deduce the existence of a bi-
additive form we need. In §4, we give a brief review on quantum groups. In §5, we
calculate the Shapovalov determinants of the basic representations of the untwisted affine
A,D,E quantum groups and in §6 using the KLR algebras we interpret it as graded Cartan
determinants of the symmetric groups and its Iwahori-Hecke akgebras. Finally, in §7 we
propose a gradation on Hill’s conjecture and make some justifications.
Acknowledgements. The content of §7 is benefited from the discussion with Yasuhide
Numata. The author would like to thank him and also would like to thank Hiraku Naka-
jima and Yoshiyuki Kimura for discussions on quantum groups. The author is grateful to
Hiro-Fumi Yamada. Without his encouragement and their paper [ASY], this paper would
not have been written.
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2. Linear Algebra on Gram determinants
Let k be a field and let V be a k-vector space. We say that a map B : V × V → k
is bi-additive if we have B(w1 + w2, w) = B(w1, w) + B(w2, w) and B(w,w1 + w2) =
B(w,w1) +B(w,w2) for all w,w1, w2 ∈ V . The radical Rad(B) of a bi-additive map B is
defined to be one of the following two additive subgroups of V
{w1 ∈ V | ∀w2 ∈ V,B(w1, w2) = 0}, {w2 ∈ V | ∀w1 ∈ V,B(w1, w2) = 0}
if they are equal (otherwise, we do not define Rad(B)). We say that a bi-additive map B
is non-degenerate if Rad(B) is defined and Rad(B) = 0.
Definition 2.1. Let (k, τ,A , V, S, V A ) be a 6-tuple such that
(a) k is a field with a ring involution τ : k ∼−−→k,
(b) A is a subring of k such that τ(A ) ⊆ A ,
(c) V is a finite dimensional k-vector space,
(d) V A is an A -lattice of V , i.e., V A is a free A -module with an isomorphism k ⊗A
V A ∼−−→V ,
(e) S : V×V → k is a bi-additive non-degenerate map such that S(aw1, w2) = τ(a)S(w1, w2)
and S(w1, aw2) = aS(w1, w2) for all w1, w2 ∈ V and a ∈ k.
To such a 6-tuple, we define the Gram matrix GMk,τ,A (V, S, V
A ) = (S(wi, wj))1≤i,j≤dimV
and define the Gram determinant Gdk,τ,A (V, S, V
A ) = detGMk,τ,A (V, S, V
A ) where (wi)1≤i≤dimV
is an A -basis of V A .
Let X and Y are two Gram matrices associated with two choices of A -bases of V A .
Clearly, there exists P ∈ GLdimV (A ) such that X = τ(
trP )Y P . Thus, Gdk,τ,A (V, S, V
A )
is uniquely determined as an element of k×/{aτ(a) | a ∈ A ×}.
The following comparison result is based on [BK4, §5].
Proposition 2.2. Let I be a finite set and let k be a field. We regard a polynomial ring
V = k[y
(i)
n | i ∈ I, n ≥ 1] as a graded k-algebra via deg y
(i)
n = n and denote by Vd the
k-vector subspace of V consisting of homogeneous elements of degree d for d ≥ 0. Assume
char k = 0 and we are given the following data.
(a) a subring A of k and a ring involution τ : k ∼−−→k such that τ(A ) ⊆ A ,
(b) a family of invertible matrices A = (A(m))m≥1 where A(m) = (a
(m)
ij )i,j∈I ∈ GLI(A
τ ),
(c) () two bi-additive non-degenerate maps 〈, 〉S, 〈, 〉K : V × V → k such that
• 〈af, g〉X = τ(a)〈f, g〉X , 〈f, ag〉X = a〈f, g〉X and 〈f, g〉X = τ(〈g, f〉X)
• 〈1, 1〉S = 〈1, 1〉K and 〈my
(i)
m f, g〉S = 〈f,
∑
j∈I a
(m)
ij
∂g
∂y
(j)
m
〉S, 〈my
(i)
m f, g〉K = 〈f,
∂g
∂y
(i)
m
〉K ,
for X ∈ {S,K} and f, g ∈ V, a ∈ k, m ≥ 1,
(d) a family of new variables (x
(i)
n )i∈I,
n≥1
such that x
(i)
n − y
(i)
n ∈ k[y
(i)
m | 1 ≤ m < n] ∩ Vn.
Then, in k×/{aτ(a) | a ∈ A ×} we have
Gdk,τ,A (Vd, 〈, 〉S, V
A
d )/Gdk,τ,A (Vd, 〈, 〉K, V
A
d ) = ∆d(A)
for any d ≥ 0 where V Ad = Vd ∩A [x
(i)
n | i ∈ I, n ≥ 1] and
∆d(A) =
d∏
s=1
(detA(s))
∑
λ∈Par(d)
ms(λ)
|I|
∏
u≥1 (
mu(λ)+|I|−1
mu(λ)
).
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Proof. Firstly, we note that in virtue of (d) we have V = k[x
(i)
n | i ∈ I, n ≥ 1]. Thus, V Ad
is an A -lattice of Vd.
From now on, we fix a total ordering on I and define
Ω(λ) = {(i1, · · · , iℓ(λ)) ∈ I
ℓ(λ) | λj = λj+1 ⇒ ij ≥ ij+1}
for λ ∈ Par and put Ωd = {(λ, i) | λ ∈ Par(d), i ∈ Ω(λ)} for d ≥ 0.
We define a family of new variables z
(i)
n =
∑
j∈I a
(n)
ij y
(j)
n for i ∈ I and n ≥ 1. Then, we
see that for any d ≥ 0
• {x
(i)
λ :=
∏ℓ(λ)
k=1 x
(ik)
λk
}(λ,i)∈Ωd is an A -basis of V
A
d ,
• {y
(i)
λ :=
∏ℓ(λ)
k=1 y
(ik)
λk
}(λ,i)∈Ωd and {z
(i)
λ :=
∏ℓ(λ)
k=1 z
(ik)
λk
}(λ,i)∈Ωd are k-basis of Vd.
We show for any λ ∈ Par by induction on ℓ := ℓ(λ) ≥ 0 that we have
∀i ∈ Ω(λ), ∀f ∈ V, 〈y
(i)
λ , f〉S = 〈z
(i)
λ , f〉K .(2.1)
It is clear by (c) when ℓ = 0 and assume that (2.1) holds for any λ with ℓ(λ) < ℓ. Put
j = (i2, · · · , iℓ) and µ = (λ2, · · · , λℓ) and (2.1) is proved as follows.
〈y
(i)
λ , f〉S = 〈y
(i1)
λ1
y(j)µ , f〉S =
1
λ1
〈y(j)µ ,
∑
k∈I
a
(λ1)
i1,k
∂f
∂y
(k)
λ1
〉S
=
1
λ1
〈z(j)µ ,
∑
k∈I
a
(λ1)
i1,k
∂f
∂y
(k)
λ1
〉K = 〈z
(i1)
λ1
z(j)µ , f〉K = 〈z
(i)
λ , f〉K .
We note that Gdk,τ,A (Vd, 〈, 〉S, V
A
d ) = detMS and Gdk,τ,A (Vd, 〈, 〉K , V
A
d ) = detMK
where MS = (〈x
(i)
λ , x
(j)
µ 〉S)(λ,i),(µ,j)∈Ωd and MK = (〈x
(i)
λ , x
(j)
µ 〉K)(λ,i),(µ,j)∈Ωd.
Let P ∈ GLΩd(k) and Q ∈ GLΩd(A
τ ) by
x
(i)
λ =
∑
(µ,j)∈Ωd
p
(i,j)
λ,µ y
(j)
µ , z
(i)
λ =
∑
(µ,j)∈Ωd
q
(i,j)
λ,µ y
(j)
µ .
In virtue of (2.1), we have
MS = τ(P )(〈y
(i)
λ , x
(j)
µ 〉S)(λ,i),(µ,j)∈Ωd = τ(P )(〈z
(i)
λ , x
(j)
µ 〉K)(λ,i),(µ,j)∈Ωd ,
MK = τ(P )(〈y
(i)
λ , x
(j)
µ 〉K)(λ,i),(µ,j)∈Ωd = τ(P )Q
−1(〈z(i)λ , x
(j)
µ 〉K)(λ,i),(µ,j)∈Ωd.
Thus, we have MS = τ(P )Qτ(P )
−1MK and it is enough to show that detQ = ∆d.
It is easily seen that q
(i,j)
λ,µ = 0 for (λ, i), (µ, j) ∈ Ωd with λ 6= µ. Since (q
(i,j)
λ,λ )i,j∈Ω(λ) is
identified with ⊗t≥1 Sym
mt(λ)(A(t)), we have
detQ =
∏
λ∈Par(d)
det((q
(i,j)
λ,λ )i,j∈Ω(λ)) =
∏
λ∈Par(d)
det(⊗t≥1 Sym
mt(λ)(A(t))).
Apply Lemma 2.3 which is an easy linear algebra exercise, we get
detQ =
∏
λ∈Par(d)
∏
t≥1
det(Symmt(λ)(A(t)))
∏
u 6=t dimSym
mu(λ)(kI)
=
∏
λ∈Par(d)
∏
t≥1
(det(A(t)))(
|I|+mt(λ)−1
mt(λ)−1 )
∏
u 6=t (
|I|+mu(λ)−1
mu(λ)
).
Since
(|I|+mt(λ)−1
mt(λ)−1
)∏
u 6=t
(|I|+mu(λ)−1
mu(λ)
)
= mt(λ)|I|
∏
u
(|I|+mu(λ)−1
mu(λ)
)
, we have detQ = ∆d. 
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Lemma 2.3. Let k be a field.
(a) Let V be an n-dimensional k-vector space and let f ∈ Endk(V ). For m ≥ 0, we have
dim Symm V =
(
n+m− 1
m
)
, det Symm f = (det f)(
n+m−1
m−1 ).
(b) For an ℓ-tuple of matrices (B(i))1≤i≤ℓ with B(i) ∈ Matni(k), we have det(⊗
ℓ
i=1B
(i)) =∏ℓ
i=1(detB
(i))N/ni where N =
∏ℓ
i=1 ni.
3. Boson-fermion correspondence
Definition 3.1. Let R be a commutative ring with 1.
(a) The fermionic Fock space FR = R
⊕ SIM over R is a free R-module with a basis con-
sisting of all semi-infinite monomials
SIM := {i1 ∧ i2 ∧ · · · | ∀k ≥ 1, ik > ik+1 and ∃N > 0, ∀k > N, ik = ik−1 − 1}.
(b) The bosonic Fock space BR over R is a polynomial ring R[v, v
−1, y1, y2, · · · ].
For m ∈ Z, we denote by |m〉 the vacuum vector of charge m, i.e., |m〉 = m ∧ (m −
1) ∧ · · · ∈ SIM. We say that a semi-infinite monomial i1 ∧ i2 ∧ · · · ∈ SIM is of charge m if
it differs from |m〉 only at a finite number of places, i.e., there exists N > 0 such that we
have ik = m+ 1− k for all k > N .
Recall that for j ∈ Z a creation operator ψj ∈ EndR(FR) and an annihilation operator
ψ∗j ∈ EndR(FR) are defined as follows where we regard i0 as +∞.
ψj(i1 ∧ i2 ∧ · · · ) =
{
0 ∃s ≥ 1, j = is,
(−1)si1 ∧ · · · ∧ is ∧ j ∧ is+1 ∧ · · · ∃s ≥ 0, is > j > is+1,
ψ∗j (i1 ∧ i2 ∧ · · · ) =
{
0 ∀s ≥ 1, j 6= is,
(−1)s+1i1 ∧ · · · ∧ is−1 ∧ is+1 ∧ · · · ∃s ≥ 1, is = j.
Remark 3.2. For any s, t ∈ SIM and j ∈ Z, we have ψj(s) = t if and only if ψ
∗
j (t) = s.
Remark 3.3. BR has a natural structure of module over the Heisenberg algebra HR :=
〈{αm}m∈Z | αmαn − αnαm = mδm+n,0〉R-alg through the assignment of linear operators
α0 = v
∂
∂v
, αk =
∂
∂yk
, α−k = kyk
where k ≥ 1. On the other hand, bosonization turns FR into an HR-module where ℓ 6= 0
αk =
∑
j∈Z
ψjψ
∗
j+k, α0 =
∑
j>0
ψjψ
∗
j −
∑
j≤0
ψ∗jψj .
Definition 3.4. For a partition λ ∈ Par, the Schur function sλ ∈ Q[y1, y2, · · · ] is defined
as sλ = det(xλi−i+j)1≤i,j≤|λ| where xm = δm,0 for m ≤ 0 and
1 +
∑
n≥1
xnz
n = exp(
∑
n≥1
ynz
n).(3.1)
Proposition 3.5 ([Kac, §14.10]). Let k be a field of characteristic 0.
(i) There exists a unique Hk-module isomorphism σk : Fk ∼−−→Bk such that σk(|m〉) =
vm for any m ∈ Z.
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(ii) For any m ∈ Z and i = i1 ∧ i2 ∧ · · · ∈ SIM of charge m, we have σk(i) = v
msλ(i)
where λ(i) = (i1 −m, i2 − (m− 1), · · · ) ∈ Par.
Corollary 3.6 ([DcKK, Theorem 2]). Let k be a field of characteristic 0. Define a family
of new variables (xn)n≥1 by (3.1) and put B˜Z = Z[v, v−1, x1, x2, · · · ](⊆ Bk). Then, the
restriction σZ = σk|FZ induces an HZ-module isomorphism σZ : FZ
∼−−→B˜Z.
Corollary 3.7. Let k be a field. We regard a polynomial ring V = k[y1, y2, · · · ] as a
graded k-algebra via deg yn = n and denote by Vd the k-vector subspace of V consisting
of homogeneous elements of degree d for d ≥ 0. Assume char k = 0 and take a ring
involution τ : k ∼−−→k.
(a) There exists a unique bi-additive non-degenerate map 〈, 〉K : V × V → k such that
(i) 〈af, g〉K = τ(a)〈f, g〉K , 〈f, ag〉K = a〈f, g〉K and 〈f, g〉K = τ(〈g, f〉K),
(ii) 〈1, 1〉K = 1 and 〈my
(i)
m f, g〉K = 〈f,
∂g
∂y
(i)
m
〉K,
for any f, g ∈ V and a ∈ k.
(b) Let A be a subring of k such that τ(A ) ⊆ A . We choose an A -lattice V Ad of Vd by
V Ad = Vd ∩A [xn | n ≥ 1] for d ≥ 0 where (xn)n≥1 is defined in terms of (yn)n≥1 via
(3.1). Then, for all d ≥ 0 we have Gdk,τ,A (Vd, 〈, 〉K, V
A
d ) = 1 in k
×/{aτ(a) | a ∈ A ×}.
Proof. (a) Uniqueness is clear and we prove the existence. We introduce a bi-additive
non-degenerate map (, ) : Fk × Fk → k as (
∑
s∈SIM as · s,
∑
t∈SIM bt · t) =
∑
u∈SIM τ(au)bu.
Let F
(0)
k
be the k-subspace of Fk spanned by {s ∈ SIM | s is of charge 0}. Then, σk|F(0)
k
:
F
(0)
k
∼−−→ V (⊆ Bk) carries (, )|F(0)
k
×F(0)
k
on F
(0)
k
into the desired map 〈, 〉K on V because of
Remark 3.2 and Remark 3.3.
(b) It is well-known that {sλ | λ ∈ Par} forms a Z-basis of V
Z := Z[x1, x2, · · · ] ⊆ V . From
the construction of 〈, 〉K above, it is clear that {sλ | λ ∈ Par} is orthonormal on V
Z (and
thus A ⊗ V Z). 
Corollary 3.8. In the setting of Proposition 2.2, we may take x
(i)
n for i ∈ I and n ≥ 1 by
1 +
∑
n≥1
x(i)n z
n = exp(
∑
n≥1
y(i)n z
n).
Then, we have Gdk,τ,A (Vd, 〈, 〉S, V
A
d ) = ∆d(A).
4. Quantum groups and Shapovalov forms
Let v be an indeterminate. In the rest of the paper, we work in the field k = Q(v) and
its subring A = Z[v, v−1]. We consider two ring involution of k. One is the identity map
idk and the other is a Q-algebra involution τ : k→ k which maps v to v
−1.
4.1. Quantum groups. Let A = (aij)i,j∈I be a symmetrizable GCM and take the sym-
metrization d = (di)i∈I of A, i.e., a unique d ∈ NI+ such that diaij = djaji for all i, j ∈ I
and gcd(di)i∈I = 1. We take a Cartan data (P,P∨,Π,Π∨) in the following sense.
(a) P∨ is a free Z-module of rank (2|I| − rankA) and P = HomZ(P∨,Z),
(b) Π∨ = {hi | i ∈ I} is a Z-linearly independent subset of P∨,
(c) Π = {αi | i ∈ I} is a Z-linearly independent subset of P,
(d) αj(hi) = aij for all i, j ∈ I.
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We denote by P+ the set of dominant integral weights {λ ∈ P | ∀i ∈ I, λ(hi) ∈ N}.
For each i ∈ I, Λi ∈ P
+ is a dominant integral weight determined modulo the subgroup
{λ ∈ P | ∀i ∈ I, λ(hi) = 0}(⊆ P) by the condition Λi(hj) = δij for all j ∈ I.
Recall that the Weyl group W = W (A) is a subgroup of GL(h∗) generated by {si :
h∗ ∼−−→ h∗, λ 7−→ λ− λ(hi)αi | i ∈ I} and that W also acts on P(⊆ h∗).
In the following, we use the usual abberiviation such as vi = v
di, [n]ℓ =
∑n
k=1 v
(n+1−2k)ℓ,
[n]ℓ! =
∏n
m=1[m]ℓ and
[
n
m
]
i
= [n]i!
[m]i![n−m]i! for i ∈ I and n ≥ m ≥ 0.
Definition 4.1. The quantum group Uv = Uv(A) is an associative k-algebra with 1 gen-
erated by {ei, fi | i ∈ I} ∪ {v
h | h ∈ P∨} with the following definition relations.
(a) v0 = 1 and vhvh
′
= vh+h
′
for any h, h′ ∈ P,
(b) v−heivh = vαi(h)ei, v−hfivh = v−αi(h)fi for any i ∈ I and h ∈ P,
(c) eifj − fjei = δij(Ki −K
−1
i )/(vi − v
−1
i ) for any i, j ∈ I,
(d)
∑1−aij
k=0 (−1)
ke
(k)
i eje
(1−aij−k)
i = 0 for any i, j ∈ I with i 6= j,
(e)
∑1−aij
k=0 (−1)
kf
(k)
i fjf
(1−aij−k)
i = 0 for any i, j ∈ I with i 6= j,
where Ki = v
dihi , vi = v
di and e
(n)
i = e
n
i /[n]di !, f
(n)
i = f
n
i /[n]di !.
Remark 4.2. Uv has k-antiinvolution σ and Q-antiinvolution Ω,Υ defined by
σ(ei) = fi, σ(fi) = ei, σ(v
h) = vh,
Ω(ei) = fi, Ω(fi) = ei, Ω(v
h) = v−h, Ω(v) = v−1,
Υ(ei) = vifiK
−1
i , Υ(fi) = v
−1
i Kiei, Υ(v
h) = v−h, Υ(v) = v−1.
Proposition 4.3 ([Lus, §3.2]). Define the three k-subalgebras U±v , U
0
v of Uv by
U+v = 〈ei | i ∈ I〉, U
−
v = 〈fi | i ∈ I〉, U
0
v = 〈v
h | h ∈ P〉.
(a) the canonical map U−v ⊗k U
0
v ⊗k U
+
v → Uv is a k-vector space isomorphism,
(b) U0v is canonically isomorphic to the group k-algebra k[P].
Definition 4.4. We define the following two maps both are assured by Proposition 4.3.
(a) the Harish-Chandra projection HC : Uv → U
0
v which is a k-linear projector from
Uv = U
0
v ⊕ ((
∑
i∈I fiUv) + (
∑
i∈I Uvei)) to U
0
v .
(b) the evaluation map evλ : U
0
v → k which is an k-algebra homomorphism determined by
the assignment evλ(v
h) = vλ(h) for each h ∈ P.
4.2. Shapovalov forms.
Definition 4.5 ([Lus, §3.4.5]). For λ ∈ P, the Verma module is a left Uv-module
M(λ) = Uv/(
∑
h∈P
Uv(v
h − vλ(h)) +
∑
i∈I
Uvei).
Remark 4.6. In virtue of Proposition 4.3, as a U−v -moduleM(λ) is free of rank 1 and we
see that M(λ) has a proper maximum Uv-submodule K(λ). We reserve the symbol ϕλ for
the U−v -linear isomorphism ϕλ : U
−
v
∼
→M(λ), u 7→ u+
∑
h∈P Uv(v
h − vλ(h)) +
∑
i∈I Uvei.
Definition 4.7. For λ ∈ P, we define an irreducible Uv-module V (λ) =M(λ)/K(λ).
Proposition 4.8. Let us take λ ∈ P.
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(a) There exists a unique non-degenerate symmetric k-bilinear form 〈, 〉Sh : V (λ)×V (λ)→
k (called the Shapovalov form) such that 〈1λ, 1λ〉Sh = 1 and 〈uv, w〉Sh = 〈v, σ(u)w〉Sh
for all v, w ∈ V (λ) and u ∈ Uv,
(b) There exist unique bi-additive non-degenerate maps 〈, 〉QSh : V (λ) × V (λ) → k and
〈, 〉RSh : V (λ)× V (λ)→ k such that for all X ∈ {QSh,RSh}
(i) 〈aw1, w2〉X = σ(a)〈w1, w2〉X , 〈w1, aw2〉X = a〈w1, w2〉X and 〈w1, w2〉X = σ(〈w2, w1〉X),
(ii) 〈1λ, 1λ〉X = 1 and 〈uw1, w2〉QSh = 〈w1,Ω(u)w2〉QSh, 〈uw1, w2〉QSh = 〈w1,Υ(u)w2〉RSh.
for all w1, w2 ∈ V (λ), u ∈ Uv and a ∈ k.
Proof. All cases are similar and standard. Let X ∈ {Sh,QSh,RSh} and put Ξ = σ,Ω,Υ
according to X = Sh,QSh,RSh respectively. We just sketch the constructions of 〈, 〉X
since they are needed in the proof of Proposition 4.16.
Define 〈, 〉′X : M(λ) ×M(λ) → k by 〈w1, w2〉
′
X = evλ(HC(Ξ(ϕ
−1
λ (w1))ϕ
−1
λ (w2))). Then,
we see that Rad(〈, 〉′X) = K(λ) and 〈, 〉
′
X decent to 〈, 〉X : V (λ)× V (λ)→ k which satisfy
the desired conditions. 
4.3. Lusztig lattices.
Theorem 4.9 ([Lus, Theorem 14.4.3],[Lus2, Theorem 4.5]). Let UAv be an A -subalgebra
generated by {e
(n)
i , f
(n)
i , K
±1
i | i ∈ I, n ≥ 0}. Then, U
A
v is an A -lattice of Uv.
Definition 4.10 ([Lus, §3.5]). A Uv-module M is called integrable
(i) M = ⊕ν∈h∗Mν with dimMν < +∞ where Mν = {m ∈M | ∀h ∈ P∨, vhm = vν(h)m},
(ii) for any m ∈M and i ∈ I, there exists some n > 0 such that fni m = e
n
im = 0.
Remark 4.11 ([Lus, Proposition 3.5.8, Proposition 5.2.7]). It is well-known that
(a) for λ ∈ P, V (λ) is integrable if and only if λ ∈ P+.
(b) for λ ∈ P+, the set of weights P (λ) := {µ ∈ h∗ | V (λ)µ 6= 0} of V (λ) is W -invariant.
Theorem 4.12 ([Lus, Theorem 14.4.11]). Assume λ ∈ P+. Then, V (λ)A := UAv 1λ is
an A -lattice of V (λ) compatible with the weight space decomposition of V (λ). In other
words, V (λ)Aν := V (λ)ν ∩ V (λ)
A is an A -lattice of V (λ)ν for all ν ∈ P (λ) and we have
V (λ)A = ⊕ν∈P (λ)V (λ)Aν .
Definition 4.13. For λ ∈ P+ and µ ∈ P (λ), we define Shλ,µ = det Sh
M
λ,µ ∈ k
×/v2Z and
ShMλ,µ = Sh
M
λ,µ(A) = GMk,idk,A (V (λ)µ, Sh, V (λ)
A
µ ),
QShMλ,µ = QSh
M
λ,µ(A) = GMk,τ,A (V (λ)µ,QSh, V (λ)
A
µ ),
RShMλ,µ = RSh
M
λ,µ(A) = GMk,τ,A (V (λ)µ,RSh, V (λ)
A
µ ).
Remark 4.14. Theorem 4.9 and Theorem 4.12 allow us to specialize the integrable high-
est weight modules. For any ξ ∈ C× and λ ∈ P+, the specialized module V (λ)|v=ξ :=
Cξ⊗A V (λ)
A is a module over Uv|v=ξ := Cξ⊗A U
A
v where Cξ = C is an A -module where
v acts as the multiplication of ξ.
Remark 4.15. For λ ∈ P+ and ξ ∈ C×, V (λ)|v=ξ is irreducible if and only if Shλ,µ(ξ) 6= 0
for all µ ∈ P (λ). Thus, for a generic ξ ∈ C×, V (λ)|v=ξ is irreducible. It is expected that
V (λ)|v=ξ is irreducible when ξ is not a root of unity [Kas, Problem 2].
Proposition 4.16. Let λ ∈ P+ and take µ ∈ P (λ). We may assume ShMλ,µ = QSh
M
λ,µ and
DQShMλ,µ = RSh
M
λ,µ for some diagonal matrix D all of whose diagonal entries belong to v
Z.
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Proof. By the constructions mentioned in the proof of Proposition 4.8, it is enough to show
that we can choose an A -basis of V (λ)Aµ as a subset of {f
(n1)
i1
· · · f
(ns)
is
1λ |
s≥0
1≤∀j≤s,nj≥1,ij∈I}.
In virtue of [Lak, Theorem 6.5], it is possible1.

Corollary 4.17. For λ ∈ P+ and µ ∈ P (λ), we have detQShMλ,µ = detRSh
M
λ,µ in k
×.
Proof. We may assume DQShMλ,µ = RSh
M
λ,µ for some D with detD ∈ v
Z. Since trQShMλ,µ =
τ(QShMλ,µ) and
trRShMλ,µ = τ(RSh
M
λ,µ), we easily see that detD = τ(detD). 
Proposition 4.18. For λ ∈ P+, i ∈ I and µ ∈ P (λ), we may assume QShMλ,µ = QSh
M
λ,si(µ)
.
Proof. Since V (λ) is integrable, we have for each i ∈ I mutually inverse linear operators
T ′i,−1 =
∑
ν∈P (λ) T
′(ν)
i,−1 and T
′′
i,+1 =
∑
ν∈P (λ) T
′′(ν)
i,+1 on V (λ) where (see [Lus, §5.2])
T
′(ν)
i,−1 : V (λ)ν ∼−−→V (λ)si(ν), w 7−→
∑
a,b,c≥0
a−b+c=ν(hi)
(−1)bvac−bi f
(a)
i e
(b)
i f
(c)
i w,
T
′′(ν)
i,+1 : V (λ)ν
∼−−→V (λ)si(ν), w 7−→
∑
a,b,c≥0
−a+b−c=ν(hi)
(−1)bvb−aci e
(a)
i f
(b)
i e
(c)
i w.
It is clear that we have 〈T ′i,−1(v), T
′
i,−1(w)〉QSh = 〈v, T
′′
i,+1(T
′
i,−1(w))〉QSh = 〈v, w〉QSh.
Since T ′i,−1 (and T
′′
i,+1) preserves V (λ)
A [Lus, Proposition 41.2.2], we are done. 
5. Shapovalov determinants of the basic representations
5.1. Untwisted affine A,D,E case. Let X = (aij)i,j∈I be a Cartan matrix of type
A,D,E and let X̂ = X(1) be the extended Cartan matrix of X indexed by Î = {0} ⊔ I as
in Figure 1. Let (ai)i∈Î be the numerical labels of X̂ in Figure 1 and let δ =
∑
i∈Î aiαi.
Remark 5.1 ([Kac, §12.6]). Let W =W (X̂). We have
P (Λ0) = {wΛ0 − dδ | w ∈ W, d ≥ 0}(= {wΛ0 − dδ | w ∈ W/W0, d ≥ 0})(5.1)
Note that W/W0 ∼= W (X) where W0 = {w ∈ W | wΛ0 = Λ0}.
We shall very briefly review the vertex operator construction of V (Λ0), i.e., an ex-
plicit realization of V (Λ0) as the tensor product of a polynomial algebra and a (twisted)
group algebra [FJ] (however, we will mainly refer [CJ] instead). Recall the Drinfeld new
realization of Uv(X̂) which gives loop-like generators [Dri].
Theorem 5.2. As a k-algebra, Uv(X̂) is isomorphic to the k-algebra generated by {x
±
i,s |
i ∈ I, s ∈ Z} ∪ {hi,r | i ∈ I, r ∈ Z \ {0}} ∪ {C
±1, D±1, K±1i | i ∈ I} with the following
defining relations.
(a) C±1 are central and CC−1 = C−1C = DD−1 = D−1D = KiK−1i = K
−1
i Ki = 1,
(b) KiKj = KjKi, Kihj,r = hj,rKi, Kix
±
j,sK
−1
i = v
±aijx±j,s,
(c) DKi = KiD, Dhj,rD
−1 = vrhj,r, Dx±j,sD
−1 = vrx±j,s,
1For the basic representations of Uv(A
(1)
n ), Uv(A
(2)
2n−1), Uv(A
(2)
2n ), Uv(D
(1)
n ), Uv(D
(2)
n+1), Uv(B
(1)
n ), we can
choose such monomial A -bases using combinatorial algorithms [LLT, LT, KKw].
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A1 ◦
α1
A
(1)
1 ◦
1
⇔ ◦
1
Aℓ ◦
α1
− ◦
α2
− · · · − ◦
αℓ−1
− ◦
αℓ
A
(1)
ℓ −−
− ◦1
−−−
◦
1
− ◦
1
− · · · − ◦
1
Dℓ ◦
α1
− ◦
α2
− · · · −
◦ αℓ−1
|
◦
αℓ−2
− ◦
αℓ−1
D
(1)
ℓ ◦1
−
◦ 1
|
◦
2
− ◦
2
− · · · −
◦ 1
|
◦
2
− ◦
1
E6 ◦
α1
− ◦
α2
−
◦ α6
|
◦
α3
− ◦
α4
− ◦
α5
E
(1)
6 ◦
1
− ◦
2
−
◦ 1
|
◦ 2
|
◦
3
− ◦
2
− ◦
1
E7 ◦
α1
− ◦
α2
−
◦ α7
|
◦
α3
− ◦
α4
− ◦
α5
− ◦
α6
E
(1)
7 ◦
1
− ◦
2
− ◦
3
−
◦ 2
|
◦
4
− ◦
3
− ◦
2
− ◦
1
E8 ◦
α1
− ◦
α2
− ◦
α3
− ◦
α4
−
◦ α8
|
◦
α5
− ◦
α6
− ◦
α7
E
(1)
8 ◦
1
− ◦
2
− ◦
3
− ◦
4
− ◦
5
−
◦ 3
|
◦
6
− ◦
4
− ◦
2
Figure 1. Finite and untwisted affine Dynkin diagrams of A,D,E.
(d) [hi,r, hj,r′] = δr+r′,0
[raij ]
r
Cr − C−r
v − v−1
, [x+i,s, x
−
j,s′] = δi,j
C−s
′
ψ+i,s+s′ − C
−sψ−i,s+s′
v − v−1
,
(e) [hi,±r, x±j,s] = ±
[raij ]
r
x±j,s±r, [hi,∓r, x
±
j,s] = ±
[raij ]
r
Crx±j,s±r,
(f) x±i,s+1x
±
j,s′ − v
±aijx±j,s′x
±
i,s+1 = v
±aijx±i,sx
±
j,s′+1 − x
±
j,s′+1x
±
i,s,
(g)
∑
π∈S1−apq
∑
r=(rℓ)∈Z1−apq
0≤k≤1−apq
(−1)k
[
1−apq
k
]
x±p,rπ(1) · · ·x
±
p,rπ(k)
x±q,sx
±
p,rπ(k+1)
· · ·x±p,rπ(m) = 0,
for all i, j, p, q ∈ I with p 6= q and r, r′ ∈ Z \ {0}, s, s′ ∈ Z where we set ψ+−s = ψ
−
s = 0 for
s ≥ 1 and
∑
t≥0 ψ
±
i,±tz
±t = K±1i exp(±(v − v
−1)
∑
r≥1 hi,±rz
±r).
Remark 5.3. Actually, as shown by Beck [Bec] (see also [BCP, Theorem 1]), we may
choose the generators in Theorem 5.2 as particular elements in Uv(X̂), some of them are
constructed utilizing Lusztig’s braid group action on Uv(X̂) from the Chevalley generators
of Uv(X̂). Although we omit the construction, in the rest of this paper we assume this
special choice for each generator in Theorem 5.2. The choice is used essentially in that
(a) an A -subalgebra generated by {(x±i,n)
r/[r]! | i ∈ I, r ≥ 0} coincides with U±,Av [BCP,
Corollary 2.2] where U+,Av = 〈e
(r)
i | i ∈ I, r ≥ 0〉A -alg and U
−,A
v = 〈f
(r)
i | i ∈ I, r ≥
0〉A -alg. This is used in the proof of Theorem 5.5 (ii),
(b) we have Ω(hi,±r) = hi,∓r for i ∈ I and r ≥ 1 [BCP, Lemma 3]. This will be used in
the proof of Theorem 5.6.
Remark 5.4. Let U−(0) be the k-subalgebra of Uv(X̂) generated by {hi,−r | i ∈ I, r ≥ 1}.
Clearly, it is a commutative algebra. In virtue of [BCP, Proposition 1.3], {hi,−r | i ∈ I, r ≥
1} is algebraically independent over k.
Theorem 5.5 ([CJ, Theorem2, Theorem 3]). Let Q = ⊕p∈IZαp be the root lattice of
X. We can put a Uv(X̂)-module structure on a k-vector space V := U
−(0) ⊗k k[Q] by
12 SHUNSUKE TSUCHIOKA
extending the following assignment of action ⊙ on V
hi,−s ⊙ (hi1,−r1 · · ·hij ,−rj ⊗ e
β) = hi,−shi1,−r1 · · ·hij ,−rj ⊗ e
β,
hi,s ⊙ (hi1,−r1 · · ·hij ,−rj ⊗ e
β) =
j∑
k=1
hi1,−r1 · · ·hik−1,−rk−1
δs,rk [sai,ik ][s]
s
hik+1,−rk+1 · · ·hij ,−rj ⊗ e
β,
to all the generators in Theorem 5.2 and can obtain a Uv(X̂)-module isomorphism ϕ :
V ∼−−→V (Λ0) such that
(i) ϕ(hi1,−r1 · · ·hij ,−rj ⊗ e
β) ∈ V (Λ0)Λ0−β−(
∑j
k=1 rk+(β,β)/2)δ
,
(ii) ϕ(A [P˜−i,r | i ∈ I, r ≥ 1]⊗A A [Q]) = V (Λ0)
A where 1+
∑
r≥1 P˜
−
i,rz
r = exp(
∑
r≥1
hi,−r
[r]
zr).
Here (i1, · · · , ij) ∈ I
j , (r1, · · · , rj) ∈ N
j
+, β =
∑
p∈I bpαp ∈ Q, i ∈ I, s ≥ 1, (β, β) =∑
p,q∈I bpapqbq and we regard Q as an additive subgroup of the weight lattice P of X̂.
Theorem 5.6. Let X = (aij)i,j∈I be a Cartan matrix of type A,D,E and let X̂ be the
extended Cartan matrix of X indexed by Î = {0} ⊔ I as in Figure 1. We have
ShΛ0,wΛ0−dδ(X̂) =
d∏
s=1
(det[X ]s)
∑
λ∈Par(d)
ms(λ)
|I| Nλ
in k×/v2Z for all w ∈ W and d ≥ 0 where Nλ =
∏
u≥1
(
mu(λ)+|I|−1
mu(λ)
)
and [X ]s = ([aij ]s)i,j∈I.
Proof. By Proposition 4.16 and Proposition 4.18, we shall calculate detQShMΛ0,Λ0−dδ(X̂)
instead of ShΛ0,wΛ0−dδ(X̂). By Theorem 5.5, we see
(i) V (Λ0)Λ0−dδ has a k-basis {h
′
i1,−r1 · · ·h
′
ij ,−rj⊗e
0 | (iℓ) ∈ I
j, (rℓ) ∈ N
j
+ with
∑j
k=1 rk = d},
(ii) V (Λ0)
A
Λ0−dδ has anA -basis {P˜
−
i1,r1
· · · P˜−ij ,rj⊗e
0 | (iℓ) ∈ I
j, (rℓ) ∈ N
j
+ with
∑j
k=1 rk = d},
where h′i,±r = hi,±r/[r] for i ∈ I and r ≥ 1. Note that 1+
∑
r≥1 P˜
−
i,rz
r = exp(
∑
r≥1 h
′
i,−rz
r).
Since Ω(h′i,−r) = h
′
i,r (see Remark 5.3) and
(sh′i,s)⊙ (h
′
i1,−r1 · · ·h
′
ij ,−rj ⊗ e
0) =
j∑
k=1
δs,rk [ai,ik ]sh
′
i1,−r1 · · ·h
′
ik−1,−rk−1h
′
ik+1,−rk+1 · · ·h
′
ij ,−rj ⊗ e
0,
we can apply Corollary 3.8 and get detQShMΛ0,Λ0−dδ(A) =
∏d
s=1(det[A]s)
∑
λ∈Par(d)
ms(λ)
|I| Nλ .

Corollary 5.7. Let g0 be a finite-dimensional simple simply-laced complex Lie algebra.
(a) If ξ ∈ C× is not a root of unity, then V (Λ0)|v=ξ is irreducible.
(b) Let g0 = g(X) and let ℓ ≥ 1. V (Λ0)|v=exp( 2π
√−1
ℓ
)
is irreducible if and only if
(i) gcd(ℓ, 2n) = 1, 2 when X = An−1 for n ≥ 2,
(ii) ℓ 6∈ 4Z (resp. 6∈ 3Z, 6∈ 4Z, 6∈ 60Z) when X = Dn for n ≥ 4 (resp. E6, E7, E8).
Proof. The specialized module is irreducible if and only if (det[X ]k)|v=ξ 6= 0 for all k ≥ 1.
Type by type, det([X ]1) is given by det([An−1]1) = [n], det([Dm]1) = v−mΦ4(v)Φ4(vm−1),
det([E6]1) = v
−6Φ3(v2)Φ24(v), det([E7]1) = v−7Φ4(v)Φ36(v), det([E8]1) = v−8Φ60(v) for
n ≥ 2, m ≥ 4 where Φj(x) ∈ Z[x] is the j-th cyclotomic polynomial. 
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A
(2)
2
1
◦
α0
2
◦
α1
D
(2)
ℓ+1
1
◦
α0
⇐
1
◦
α1
− · · · −
1
◦
αℓ−1
⇒
1
◦
αℓ
A
(2)
2ℓ
1
◦
α0
⇒
2
◦
α1
− · · · −
2
◦
αℓ−1
⇒
2
◦
αℓ
D
(3)
4
1
◦
α0
−
2
◦
α1
⇚
1
◦
α2
A
(2)
2ℓ−1
1
◦
α1
−
1 ◦ α0
|
◦
α2
2 −
2
◦
α3
− · · · −
2
◦
αℓ−1
⇐
1
◦
αℓ
E
(2)
6
1
◦
α0
−
2
◦
α1
−
3
◦
α2
⇐
2
◦
α3
−
1
◦
α4
Figure 2. Twisted affine Dynkin diagrams of A,D,E.
Remark 5.8. Let k be a field of characteristic p ≥ 2. DeConcini-Kac-Kazhdan proved
that the modulo-p reduction k⊗Z V (Λ0)
Z of the basic ĝ0-module V (Λ0) where V (Λ0)
Z is
the Kostant Z-form of V (Λ0) remains irreducible if and only if detX 6= 0 in k [DcKK,
Corollary 3.1]. Corollary 5.7 can be seen a quantum analog of DeConcini-Kac-Kazhdan’s
result. Note that when X = E8 the modulo-p reduction preserves irreduciblity for any
prime p ≥ 2 because detE8 = 1. Since the quantum characteristic min{k ≥ 1 | [k]|v=ξ =
0} takes arbitrary value ≥ 2, quantum case is more subtle than the classical case.
5.2. Twisted affine A,D,E case. Let X̂ = (aij)i,j∈Î={ε}⊔I be a twisted affine GCM as
in Figure 2 where ε = ℓ if X̂ = A
(2)
2ℓ and otherwise ε = 0. Let δ =
∑
i∈Î aiαi where (ai)i∈Î
are the numerical labels of X̂. As in untwisted cases (see Remark 5.1), it is known that
P (Λε) = {wΛε − dδ | w ∈ W (X̂), d ≥ 0} [Kac, §12.6].
We discuss on ShΛε,wΛε−dδ(X̂) and give a conjectural formula for it. Our motivation
comes from the fact that the Cartan determinant of a faithful p-block of the Schur double
covers of the symmetric groups coincides with ShΛℓ,wΛℓ−dδ(A
(2)
p−1)|v=1 for suitable w ∈
W (A
(2)
p−1) and d ≥ 0 when p = 2ℓ+ 1 is an odd prime [BO2, Theorem 5.6].
Definition 5.9 ([BKM, §2.2]). We define {n}s =
vns+(−1)sv−ns
vs+(−1)sv−s (∈ A ) for n, s ≥ 1 with
n 6∈ 2Z. Note that {n}s|v=1 = n if s is odd, but {n}s|v=1 = 1 if s is even.
Recall Theorem 5.6 stating that for p ≥ 2, we have ShΛ0,wΛ0−dδ(A
(1)
p−1) =
∏d
s=1[p]
Nd,s,p
s
for all w ∈ W (A
(1)
p−1) and d ≥ 0 where Np,d,s =
∑
λ∈Par(d)
ms(λ)
p−1
∏
u≥1
(
mu(λ)+p−2
mu(λ)
)
.
Conjecture 5.10. Let p ≥ 3 be an odd integer and put ℓ = (p − 1)/2. We have
ShΛℓ,wΛℓ−dδ(A
(2)
p−1) =
∏d
s=1 {p}
Nℓ,d,s
s for all w ∈ W (A
(2)
p−1) and d ≥ 0.
Remark 5.11. Conjecture 5.10 should be proven similarly as Theorem 5.6 if we have
(a) a proof of Drinfeld new realization of Uv(A
(2)
p−1) (see [Dri]),
(b) a proof of vertex operator construction of Uv(A
(2)
p−1)-module V (Λ(p−1)/2) (see [Jin, JM]),
(c) a good choice of Drinfeld loop-like generators which affords us the Lusztig lattice in
terms of Drinfeld generators (a candidate is the PBW generators in [BeNa]).
However, (a) is not achieved so far in general (thus, logically (b) nor (c) neither). See
also the introduction of [Her].
Remark 5.12. In virtue of [Aka, Appendix B] and [Jin, JM], we can prove Conjecture
5.10 when p = 3 by a similar argument of [CJ, Theorem 3] and Theorem 5.6.
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Conjecture 5.13. For a twisted affine A,D,E diagram X = X
(r)
N (where r ≥ 2), we assign
the quantities n, k ∈ N+ and α, β ∈ A as follows.
X
(r)
N A
(2)
2n−1(n ≥ 3) A
(2)
2n (n ≥ 1) D
(2)
n+1(n ≥ 1) E
(2)
6 D
(3)
4
n n n n 4 2
k n− 1 n 1 2 1
α [2]n [2n + 1]
su [2]n {3}2 [3]
su
β [n] [2n+ 1] [2] [3] [2]
Here for an odd integer p ≥ 1, we define [p]su = (vp + v−p)/(v + v−1). Note that for an
even integer m ≥ 2, we have {p}m = [p]
su|v=vm . Put
γX,s =
{
α|v=vs (s ∈ rZ)
β|v=vs (s 6∈ rZ),
fX,s =
{
n (s ∈ rZ)
k (s 6∈ rZ),
then, for all w ∈ W (X̂) and d ≥ 0 we have ShΛε,wΛε−dδ(X̂) =
∏d
s=1 γ
NX,d,s
X,s where
NX,d,s =
∑
λ∈Par(d)
ms(λ)
fX,s
∏
i≥1
(
fX,i − 1 +mi(λ)
mi(λ)
)
.
Remark 5.14. Assume X
(r)
N = (Bij)i,j∈Î 6= A
(2)
2n for simplicity. Let XN = (Ai,j)i,j∈J with
|J | = N and let µ : XN ∼−−→XN be a Dynkin diagram automorphism of order r such that
the folding procedure to (XN , µ) gives X
(r)
N (See [Kac, §7.9,§8]). In the procedure, I is
identified with the set {{µk(j) | k ∈ Z/rZ} | j ∈ J} of µ-orbits of J . We take a map
s : I → J such that i corresponds to {µk(s(i)) | k ∈ Z/rZ} for all i ∈ I.
For i ∈ I, we put di = a
∨
i /ai where a
∨
i be the numerical label of the Langlands dual of
X
(r)
N . Note that we have di = r/|{µ
k(s(i)) | k ∈ Z/rZ}| for i ∈ I. For t ≥ 1, we define
I(t) = {i ∈ I | t ∈ diZ}. Then, the quantities in the above table are designed to satisfy
(see also [BK4, §5]) fX,t = |I(t)| and det Y
(t) = γX,t where Y
(t) = (Y
(t)
ij )i,j∈I(t) and
Y
(t)
ij =
∑
k∈Z/rZ exp(
2π
√−1
r
tk)[As(i),µk(s(j))]t
di
=
{
[Bij ]t (i = j)
Bij (i 6= j).
Remark 5.15. Let k be a field of characteristic p ≥ 2 and let X = X(r)N be a twisted
affine A,D,E diagram. Under the assumption that r 6= 0 in k, DeConcini-Kac-Kazhdan
proved that modulo-p reduction of g(X)-module V (Λε) remains irreducible if and only if
detX 6= 0 in k [DcKK, Remark 3.1]. Conjecture 5.13 predicts an answer for Kashiwara’s
problem (see in §1.1) when g = g(X) and λ(c) = 1 and it can be seen as a quantum
analog of DeConcini-Kac-Kazhdan’s result.
6. Graded Cartan determinants of the symmetric groups
Recall that in this paper, we work in the field k = Q(v) and its subring A = Z[v, v−1].
6.1. Graded representations.
Definition 6.1. Let A be a finite dimensional algebra over a field F.
(a) We denote by Mod(A) the abelian category consists of finite dimensional left A-
modules and A-homomorphisms between them.
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(b) We define the Cartan matrix CA of A to be the matrix ([PC(D) : D
′])D,D′∈Irr(Mod(A)) ∈
Mat|Irr(Mod(A))|(Z) where PC(D) is a projective cover of D.
Definition 6.2. Let A be a graded finite dimensional algebra over a field F, i.e., A has a
decomposition A =
⊕
i∈ZAi into F-vector spaces such that AiAj ⊆ Ai+j for all i, j ∈ Z.
(a) We denote by Modgr(A) the abelian category consists of finite dimensional left graded
A-modules and degree preserving A-homomorphisms between them.
(b) We denote by Projgr(A) the abelian category consists of finite dimensional left graded
projective A-modules and degree preserving A-homomorphisms between them.
(c) For an object M =
⊕
i∈ZMi in Modgr(A) and k ∈ Z, we denote by M〈k〉 the object
in Modgr(A) such that (M〈k〉)n = Mk+n for all n ∈ Z.
(d) For k ∈ Z, the assignment (M
f
→ N) 7−→ (M〈k〉
f
→ N〈k〉) is obviously an autoequiv-
alence both on Modgr(A) and Projgr(A) which we denote by 〈k〉.
(e) We define the graded Cartan pairing ωA : K0(Projgr(A))× K0(Modgr(A))→ A by
〈[P ], [M ]〉 7−→
∑
k∈Z dimFHomA(P,M〈k〉)v
k.
(f) We define the graded Cartan matrix CvA of A to be the matrix(∑
k∈Z[PC(D) : D
′〈−k〉]vk
)
D,D′∈Irr(Modgr(A))/∼ ∈ Mat|Irr(Modgr(A))/∼|(A )
where PC(D) is a projective cover of D in Modgr(A) and M ∼ N if and only if there
exists k ∈ Z such that M〈k〉 ∼= N in Modgr(A).
Remark 6.3. If F is a splitting field for A, then CvA =
tr(ωA(PC(D),PC(D
′)))D,D′∈Irr(Modgr(A))/∼.
Remark 6.4. Both K0(Modgr(A)) and K0(Projgr(A)) have A -module structures via v =
[〈−1〉]. ωA is τ -sesquilinear in that ωA(va, b) = v
−1ωA(a, b) and ωA(a, vb) = vωA(a, b) for
all a ∈ K0(Projgr(A)) and b ∈ K0(Modgr(A)).
Remark 6.5. Let Cv1 and C
v
2 be the graded Cartan matrices of A according to different
choice of representatives of Irr(Modgr(A))/ ∼. Then, there exists a diagonal matrix D
all of whose diagonal entries belong to vZ such that Cv2 = τ(
trD)Cv1D. Thus, the graded
Cartan determinant detCvA is well-defined.
Remark 6.6. It is a routine to prove that the natural map which forgets the grading
gives a bijection Irr(Modgr(A))/ ∼ ∼−−→ Irr(Mod(A)) and C
v
A|v=1 = CA.
6.2. The Khovanov-Lauda-Rouquier algebras.
Definition 6.7 ([Rou, §3.2.1]). Let F be a field and let I be a finite set. Take a matrix
Q = (Qij(u, v)) ∈ MatI(F[u, v]) subject to Qii = 0, Qij(u, v) = Qji(v, u) for all i, j ∈ I.
(a) The KLR algebra Rn(F;Q) for n ≥ 0 is an F-algebra generated by {xp, τa, eν | 1 ≤
p ≤ n, 1 ≤ a < n, ν ∈ In} with the following defining relations for all µ, ν ∈ In, 1 ≤
p, q ≤ n, 1 ≤ b < a ≤ n− 1.
• eµeν = δµνeµ, 1 =
∑
µ∈In eµ, xpxq = xqxp, xpeµ = eµxp, • τaτb = τbτa if |a− b| > 1,
• τ 2a eν = Qνa,νa+1(xa, xa+1)eν, τaeµ = esa(µ)τa, • τaxp = xpτa if p 6= a, a+ 1,
• (τaxa+1 − xaτa)eν = (xa+1τa − τaxa)eµ = δνa,νa+1eν,
• (τb+1τbτb+1 − τbτb+1τb)eν = δνb,νb+2((xb+2 − xb)
−1(Qνb,νb+1(xb+2, xb+1)−Qνb,νb+1(xb, xb+1)))eν .
(b) For β =
∑
i∈I βi·i ∈ N[I] with n = ht(β) :=
∑
i∈I βi, we define Rβ(F;Q) = Rn(F;Q)eβ
where eβ =
∑
ν∈Seq(β) eν and Seq(β) = {(ij)
n
j=1 ∈ I
n |
∑n
j=1 ij = β}.
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(c) For λ =
∑
i∈I λi · i ∈ N[I] and β ∈ N[I] with n = ht(β), we define
Rλn(F;Q) = Rn(F;Q)/Rn(F;Q)(
∑
ν∈In x
λhν1
1 eν)Rn(F;Q),
Rλβ(F;Q) = Rβ(F;Q)/Rβ(F;Q)(
∑
ν∈Seq(β) x
λhν1
1 eν)Rβ(F;Q).
As a consequence of PBW theorem for the KLR algebras [Rou, Theorem 3.7], we see
that {eβ | ht(β) = n} exhausts all the primitive central idempotents of Rn(F;Q). It is
not difficult to see that both Rλn(F;Q) and R
λ
β(F;Q) are finite dimensional F-algebras.
Definition 6.8 ([Rou, §3.2.3]). Let A = (aij)i,j∈I be a symmetrizable GCM with the
symmetrization d = (di)i∈I . Take QA = (QAij(u, v)) ∈ MatI(F[u, v]) subject to
QAii(u, v) = 0, Q
A
ij(u, v) = Q
A
ji(v, u), ti,j,−aij ,0 = tj,i,0,−aij 6= 0
for all i, j ∈ I where QAij(u, v) =
∑
p,q≥0
pdi+qdj=−diaij
tijpqu
pvq.
For n ≥ 0 and λ, β ∈ N[I] with ht(β) = n, all of Rn(F;Q
A), Rβ(F;Q
A), Rλn(F;Q
A),
Rλβ(F;Q
A) are Z-graded via the assignment where ν ∈ In, 1 ≤ p ≤ n, 1 ≤ a < n.
deg(eν) = 0, deg(xpeν) = 2dνp, deg(τaeν) = −dνaaνa,νa+1.
Theorem 6.9 ([KKa]). Let F be a field and let A be a symmetrizable GCM. Then, we
can put a UAv (A)-module structure on
⊕
n≥0 K0(Projgr(R
λ
n(F;Q
A))) and it is isomorphic
to V (λ)A .
6.3. Graded Cartan determinants of the symmetric groups. Recall that Irr(Mod(QSn))
is identified with Par(n). For λ ∈ Par(n) we denote by χλ the corresponding charac-
ter. It is characterized by pµ =
∑
λ∈Par(n) χλ(Cµ)sλ in the ring of symmetric functions
Λ =
⊕
n≥0 lim←−m≥0 Z[x1, · · · , xm]
Sm
n . Recall also that any field is a splitting field for Sn.
Definition 6.10. Let ℓ ≥ 2 be an integer.
(a) For each n ≥ 0, we denote by Blℓ(n) the set of tuple (ρ, d) where ρ is an ℓ-core and
d ≥ 0 is an integer such that |ρ|+ ℓd = n.
(b) For (ρ, d) ∈ Blℓ(n), we denote by Bρ,d(⊆ Par(n)) the set of partition λ of n whose
ℓ-core of λ is ρ.
The following is well-known classification of p-blocks of the symmetric groups due to
Nakayama-Brauer-Robinson.
Theorem 6.11. Let p ≥ 2 be a prime and let λ, µ ∈ Par(n) be partitons of n ≥ 0. The
ordinary characters χλ and χµ belong to the same p-block if and only if λ and µ have the
same p-core.
Definition 6.12. Let p ≥ 2 be a prime. For (ρ, d) ∈ Blp(n), we define
(a) eρ,d =
∑
λ∈Bρ,d
χλ(1)
n!
∑
g∈Sn χλ(g)g
−1,
(b) βρ,d =
∑
x∈ρ res(x) + d ·
∑
y∈Z/pZ y ∈ N[Z/pZ] where
∑
x∈ρ means that x runs all the
boxes of ρ and res(x) = j − i+ pZ when x is located at i-th row and j-th column.
Remark 6.13. eρ,d is defined as an element of QSn. Thanks to Theorem 6.11, we can
regard it as an element of FpSn and it is a primitive central idempotent of FpSn.
GRADED CARTAN DETERMINANTS OF THE SYMMETRIC GROUPS 17
Definition 6.14. For ℓ ≥ 2, we define Qℓ ∈ MatZ/ℓZ(Z[u, v]) by
(Qℓ)i,j =

−(u− v)2 (ℓ = 2 and i 6= j)
±(v − u) (ℓ ≥ 3 and j = i± 1)
1 (ℓ ≥ 3 and j 6= i, i± 1)
0 (otherwise).
(6.1)
For a field F, we denote by QFℓ ∈ MatZ/ℓZ(F[u, v]) the natural image of Qℓ.
Theorem 6.15 ([Rou, BK2]). Let F be a field of characteristic p > 0. Then, as F-
algebras we have eρ,dFSneρ,d ∼= R
Λ0
βρ,d
(F;QFp) for (ρ, d) ∈ Blp(n). Especially, we have
FSn ∼= R
Λ0
n (F;Q
F
p).
It is known that the grading comes from Theorem 6.15 quantizes Ariki’s categorifica-
tion
⊕
n≥0 K0(Proj(FSn)) ∼= V (Λ0)
Z [BK1]. Moreover, we have a compatibility of the
Shapovalov form and the graded Cartan pairing.
Theorem 6.16 ([BK3, Theorem 4.18]). Let F be an algebraically closed field and let ℓ ≥ 2.
For any λ ∈ P+ of A
(1)
ℓ−1, there exist U
A
v (A
(1)
ℓ−1)-module isomorphisms δ and ε which makes
V (λ)A
∼
δ
//
a

⊕n≥0 K0(Projgr(R
λ
n))
b

V (λ)A ,∗ ⊕n≥0 K0(Modgr(Rλn))ε
∼
oo
a commutative diagram. Moreover, the following diagram
V (λ)A ⊗A V (λ)
A ,∗
RSh|
V (λ)A×V (λ)A ,∗
//
δ⊗ε−1

A
⊕n≥0 K0(Projgr(R
λ
n))⊗A ⊕n≥0 K0(Modgr(R
λ
n)) ⊕ω
Rλn
// A
commutes. Here we abbreviate Rλn(F;Q
F
ℓ ) to R
λ
n and
(i) V (λ)A ,∗ = {v ∈ V (λ)|∀w ∈ V (λ)A , 〈v, w〉X ∈ A } where X ∈ {Sh,QSh,RSh}. The
right hand side does not depend on the choice of X ∈ {Sh,QSh,RSh}.
(ii) a is the canonical inclusion V (λ)A →֒ V (λ)A ,∗.
(iii) b is a natural map induced from the forgetful functor Projgr(R
λ
n)→ Modgr(R
λ
n).
Remark 6.17. The presentation of Theorem 6.16 is misleading. A crucial point of the
proof is that Rλn is isomorphic to the Ariki-Koike algebra or its degeneration [BK2, Rou].
Definition 6.18. Let ℓ ≥ 2. We define Cvℓ,d = QSh
M
Λ0,wΛ0−dδ(A
(1)
ℓ−1) for w ∈ W (A
(1)
ℓ−1) and
d ≥ 0. Cvℓ,d does not depend on the choice of w as in Proposition 4.18 and C
v
ℓ,d is related
with RShMΛ0,wΛ0−dδ(A
(1)
ℓ−1) in the sense of Proposition 4.16 and Corollary 4.17.
By combining Proposition 4.16, Corollary 4.17, Theorem 5.6 and Theorem 6.16, we get
the graded Cartan determinants of the symmetric groups.
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Theorem 6.19. Let F be a filed of characteristic p > 0. For each (ρ, d) ∈ Blp(n), we
have detCveρ,dFSneρ,d = detC
v
ℓ,d =
∏d
s=1[p]
Np,d,s
s where
Np,d,s =
∑
λ∈Par(d)
ms(λ)
p− 1
∏
u≥1
(
mu(λ) + p− 2
mu(λ)
)
=
∑
(λi)
p−1
i=1 ∈Parp−1(d)
ms(λ1).
6.4. Graded Cartan determinants of the Iwahori-Hecke algebras of type A.
Definition 6.20. Let R be a commutative domain and take q ∈ R. The Iwahori-Hecke
algebra of type A with a quantum parameter q is an R-algebra Hn(R; q) generated by
{Ti | 1 ≤ i < n} and obeys the following defining relations.
(Tb + 1)(Tb − q) = 0, TaTa+1Ta = Ta+1TaTa+1, TbTc = TcTb
where 1 ≤ a ≤ n− 2 and 1 ≤ b, c < n with |b− c| > 1.
Definition 6.21. For ℓ ≥ 2, we fix a field kℓ which has an ℓ-th primitive root of unity ηℓ.
Remark 6.22. For ℓ ≥ 2 and n ≥ 0, it is known that
(i) kℓ is a splitting field for Hn(kℓ; ηℓ) (see [Don, §2.2]),
(ii) Blℓ(n) parametrizes the set of all primitive central idempotents of Hn(kℓ; ηℓ).
Concerning Remark 6.22 (ii), for (ρ, d) ∈ Blℓ(n) we denote by e
′
ρ,d the corresponding
primitive central idempotent of Hn(kℓ; ηℓ) as in [DJ, §5]. The choice is the same as
in [Rou, BK2] based on the Jucy-Murphy elements.
Theorem 6.23 ([Rou, BK2]). Let ℓ ≥ 2. Then, as kℓ-algebras we have e
′
ρ,dHn(kℓ; ηℓ)e
′
ρ,d
∼=
RΛ0βρ,d(kℓ;Q
kℓ
ℓ ) for (ρ, d) ∈ Blp(n). Especially, we have Hn(kℓ; ηℓ)
∼= RΛ0n (kℓ;Q
kℓ
ℓ ).
By the same arguments as for Theorem 6.19, we get the following.
Theorem 6.24. For ℓ ≥ 2 and (ρ, d) ∈ Blℓ(n), we have detC
v
e′
ρ,d
Hn(kℓ;ηℓ)e′ρ,d =
∏d
s=1[ℓ]
Nℓ,d,s
s .
Remark 6.25. Let ℓ ≥ 2 and assume char kℓ = 0. In virtue of the graded version of Ariki’s
theorem [BK3, Corollary 5.15] and the graded Brauer-Humphreys reciprocity [HM, The-
orem 2.17], we have Cve′
ρ,d
Hn(kℓ;ηℓ)e′ρ,d =
trDρ,dDρ,d where Dρ,d = (dλ,µ(v))λ∈Bρ,d,µ∈Bρ,d∩RPℓ(d)
and RPℓ(d) is the set of ℓ-regular partitions of d. Recall that we have the Fock space repre-
sentation F =
⊕
λ∈Par k|λ〉 of Uv(A
(1)
ℓ−1) due to Hayashi and
⊔
n≥0{G(µ) :=
∑
λ∈Par(n) dλ,µ(v)|λ〉 |
µ ∈ RPℓ(n)} is Lusztig’s canonical basis (also known as Kashiwara’s lower global basis)
of V (Λ0) ∼= Uv(A
(1)
ℓ−1)|φ〉 (see [LLT, §6]).
7. Conjectures on the graded Cartan invarinats of the symmetric groups
7.1. Generalized blocks of the symmetric groups. In their paper [KOR], Ku¨lshammer-
Olsson-Robinson initiated the study of generalized blocks for finite groups.
Definition 7.1 ([KOR, §1]). Let G be a finite group and let C ⊆ G be a subset of G
invariant under conjugation, i.e., a union of conjugacy classes of G. Let C(G) be the set
of complex-valued class functions on G with scalar product 〈α, β〉C =
1
|G|
∑
g∈C α(g)β(g).
(a) For two ordinary characters ψ, ϕ of G, we say that ψ and ϕ are directly C -linked (and
denote by ψ ≈C ϕ) if 〈ψ, ϕ〉C 6= 0. Clearly, the relation ≈C is symmetric.
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(b) A C -block of G is an equivalence class of the ordinary characters of G under the
equivalence relation ≃C which is defined as the transitive closure of the relation ≈C .
Remark 7.2. For Gp′ := {g ∈ G | ordG(g) 6∈ pZ} where ordG(g) is the order of g in G,
the notion of Gp′-blocks coincides with the usual notion of p-blocks.
Definition 7.3. Let ℓ ≥ 2 be an integer.
(a) A partition λ is called ℓ-class regular if no parts of λ is divisible by ℓ (i.e., mkℓ(λ) = 0
for all k ≥ 1). We denote by CRPℓ(n) the set of ℓ-class regular partitions of n.
(b) An ℓ-block of Sn is defined as a Cℓ′-block for Cℓ′ =
⊔
λ∈CRPℓ(n) Cλ(⊆ Sn) where Cλ is
a conjugacy class of Sn consists of elements whose cycle type is λ.
Theorem 7.4 ([KOR, Theorem 5.13]). Let ℓ ≥ 2 be an integer and let λ, µ ∈ Par(n)
be partitons of n ≥ 0. The ordinary characters χλ and χµ (see §6.3) belong to the same
ℓ-block if and only if λ and µ have the same ℓ-core.
7.2. Conjectures of Ku¨lshammer-Olsson-Robinson and Hill. For each C -block B
of G (see Definition 7.1) where C is closed (i.e., 〈x〉 = 〈y〉 implies y ∈ C for any x ∈ C
and y ∈ G), Ku¨lshammer-Olsson-Robinson assigned the Cartan group.
Definition 7.5 ([KOR, §1]). Let G be a finite group and let C be a union of conjugacy
classes of G which is closed.
(a) We define two additive subgroups RG(C ) and PG(C ) of C(G) by
RG(C ) = spanZ{χ
C | χ ∈ Irr(CG)},
PG(C ) = RG(C ) ∩ spanZ{χ | χ ∈ Irr(CG)}
where Irr(CG) is the set of ordinary characters of G and fC ∈ C(G) is the class
function that takes the same value as f on C and vanishes elsewhere for f ∈ C(G).
(b) The Cartan group CartG(C ) is RG(C )/PG(C ) which is a finite group.
We call the invariant factors of CartG(C ) the generalized Cartan invariants. When ℓ = p
is a prime and C = Gp′, the generalized Cartan invariants are the usual Cartan invariants
(i.e., the elementary divisors of the Cartan matrix CFpG). Recall that in the p-modular
representation theory, Cartan invariants carry an information of certain centralizer groups.
Theorem 7.6 ([BrNe, Part III,§16]). Let G be a finite group and let p ≥ 2 be a prime.
Take a set of representatives g1, · · · , gk of the p-regular conjugacy classes C1, · · ·Ck of G.
The Cartan invariants of FpG is given by the multiset {| Sylp(CG(gi))| | 1 ≤ i ≤ k}.
In the case of G = Sn and C = Cℓ′ for ℓ ≥ 2, we may identify the Cartan group as
Coker(Z⊕|RPℓ(n)| → Z⊕|RPℓ(n)|,x 7→ xCHn(kℓ;ηℓ)) because of the following.
Theorem 7.7 ([Don, §2.2]). Let ℓ ≥ 2. For any n ≥ 0, there exist isomorphisms θn and
ζn such that the following diagram commutes.
K0(Proj(Hn(kℓ; ηℓ)))
∼
θn
//

PSn(Cℓ′) _

K0(Mod(Hn(kℓ; ηℓ)))
∼
ζn
// RSn(Cℓ′)
Definition 7.8. Let R be a commutative ring with 1.
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(a) We say that two m×m matrices X, Y ∈ Matm(R) are unimodular equivalent over R
(and denote by X ≡R Y ) if there exist P,Q ∈ GLm(R) such that X = PYQ.
(b) For a matrix X and a multiset S both consist of elements of R, we abbreviate X ≡R
diag(S) to X ≡R S where diag(S) = (sij)i,j∈I is a diagonal matrix with a multiset
identity {sii | i ∈ I} = S.
Definition 7.9. Let n ≥ 1 and let Π be a subset of the set of all prime numbers.
(a) We define pdiv(n) to be the set of prime divisors of n (when n = 1, pdiv(n) = ∅).
(b) We define nΠ to be the Π-part of n, i.e., the unique positive integer nΠ such that
n ∈ nΠZ and pdiv(nΠ) ⊆ Π, pdiv(n/nΠ) ∩Π = ∅.
For ℓ ≥ 2 and (ρ, d) ∈ Blℓ(n), we put Cℓ,d := C
v
ℓ,d|v=1 (see Definition 6.18).
Conjecture 7.10 ([KOR, Conjecture 6.4]). Let ℓ ≥ 2 be an integer. We define
rℓ(λ) =
∏
k∈N+\ℓZ
(ℓ/gcd(ℓ, k))⌊
mk(λ)
ℓ
⌋ ·
⌊mk(λ)
ℓ
⌋
!pdiv(ℓ/gcd(ℓ,k))
for a partition λ. Then, for n ≥ 0, we have⊕
(ρ,d)∈Blℓ(n)
Cℓ,d ≡Z {rℓ(λ) | λ ∈ CRPℓ(n)}.
Remark 7.11. For n ≥ 0, we may regard
⊕
(ρ,d)∈Blℓ(n) C
v
ℓ,d as
GMk,τ,A
(
⊕ µ∈P (λ)
ht(Λ0−µ)=n
V (λ)µ,⊕ µ∈P (λ)
ht(Λ0−µ)=n
QSh, V (λ)Aµ
)
= ⊕ µ∈P (λ)
ht(Λ0−µ)=n
QShMΛ0,µ(A
(1)
ℓ−1).
Remark 7.12. Let p ≥ 2 be a prime. Then,
(a) p-regular conjugacy classes of Sn is given by {Cλ | λ ∈ CRPp(n)},
(b) the centralizer group CSn(g) for g ∈ Cλ is given by
⊕
k≥1(Z/kZ) ≀Smk(λ).
Let ℓ =
∏
p∈pdiv(ℓ) p
r be a prime factorization of an integer ℓ ≥ 2. Hill settled affirma-
tively the KOR conjecture when r ≤ p for each p ∈ pdiv(ℓ) [Hil, Theorem 1.3]. In the
course of the proof, Hill proposed a following refinent of the KOR conjecture into each
ℓ-blocks for | pdiv(ℓ)| = 1.
Definition 7.13. Let n ≥ 1 and let ℓ ≥ 2. We define aℓ(n) ≥ 1 and νℓ(n) ≥ 0 to be the
unique integers such that aℓ(n)ℓ
νℓ(n) = n and aℓ(n) 6∈ ℓZ.
Conjecture 7.14 ([Hil, Conjecture 10.5]). Let p ≥ 2 be a prime and let r ≥ 1 be an
integer. For a partition λ we define a power of p by
logp Ip,r(λ) =
∑
n∈N+\prZ
((r − νp(n))mn(λ) +
∑
t≥1
⌊mn(λ)/p
t⌋).
Put ℓ = pr. Then, for each d ≥ 0 we have
Cℓ,d ≡Z
d⊔
s=1
⊔
λ∈Par(s)
{Ip,r(λ)}
u(ℓ−2,d−s).
Hill proved that his conjecture implies the KOR conjecture. In fact, they are equivalent.
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Theorem 7.15 ([Hil, Theorem 1.2]). Let ℓ ≥ 2 be an integer and define Iℓ(λ) =
∏
p∈pdiv(ℓ) Ip,νp(ℓ)(λ)
for a partition λ. If Conjecture 7.14 is true, then for each d ≥ 0 we have
Cℓ,d ≡Z
d⊔
s=1
⊔
λ∈Par(s)
{Iℓ(λ)}
u(ℓ−2,d−s).
Corollary 7.16. Conjecture 7.10 and Conjecture 7.14 are equivalent.
Proof. Let ℓ ≥ 2 be an integer and let us assume Conjecture 7.14 is true. Then, we see
that Conjecture 7.10 is true since Bessenrodt-Hill proved the multiset identity
{rℓ(λ) | λ ∈ CRPℓ(n)} =
⊔
(ρ,d)∈Blℓ(n)
d⊔
s=1
⊔
λ∈Par(s)
{Iℓ(λ)}
u(ℓ−2,d−s)(7.1)
for each n ≥ 0 [BH, Theorem 5.2].
Conversely, assume Conjecture 7.10 is true. For a prime p ≥ 2 and an integer r ≥ 1,
we put ℓ = pr. It is enough to prove by induction on w ≥ 0 thatwe have Cℓ,w ≡Z⊔w
s=1
⊔
λ∈Par(s){Ip,r(λ)}
u(ℓ−2,w−s). When w = 0, it is trivial. Because we have
{rℓ(λ) | λ ∈ CRPℓ(ℓw)} ≡Z
⊕
(ρ,d)∈Blℓ(ℓw)
Cℓ,d = Cℓ,w ⊕
⊕
(ρ′,d)∈Blℓ(ℓw)
d<w
Cℓ,d,
inductively we must have Cℓ,w ≡Z
⊔w
s=1
⊔
λ∈Par(s){Ip,r(λ)}
u(ℓ−2,w−s) in virtue of (7.1). Here
we use an elementary linear algebra fact that, for a PID R and finitely generated R-
modules X, Y and Y ′, X ⊕ Y ∼= X ⊕ Y ′ as R-modules implies Y ∼= Y ′. 
7.3. Gradation of Hill’s conjecture. For integers a ≥ 0 and b ≥ 1, we denote by a%b
the remainder of a by b, namely the unique integer 0 ≤ c < b such that a− c ∈ bZ.
Conjecture 7.17. Let p ≥ 2 be a prime and let r ≥ 1 be an integer. We define
Ivp,r(λ) =
∏
n∈N+\prZ
mn(λ)∏
k=1
[pr+νp(k)−νp(n)]ap(k)pνp(n)
for a partition λ. Put ℓ = pr. Then, for each d ≥ 0 we have
Cvℓ,d ≡A
d⊔
s=1
⊔
λ∈Par(s)
{Ivp,r(λ)}
u(ℓ−2,d−s).
Remark 7.18. We have Ivp,r(λ)|v=1 = Ip,r(λ) for any λ ∈ Par. Thus, Conjecture 7.17
implies Conjecture 7.14. Note that we do not necessarily have Ivp,r(λ1) ∈ A I
v
p,r(λ2) or
Ivp,r(λ2) ∈ A I
v
p,r(λ1) for λ1, λ2 ∈ Par(n) unlike at v = 1.
Remark 7.19. In the setting of Conjecture 7.17, Conjecture 7.17 implies the following.
Cvℓ,d ≡Q[v,v−1]
d⊔
s=1
⊔
λ∈Par(s)
{Ivp,r(λ)}
u(ℓ−2,d−s).(7.2)
When r = 1, (7.2) is the same as [ASY, Conjecture 8.2 (i)] (see Remark 6.25). Al-
though we could not prove (7.2), it seems tractable by an elementary method since we
have Cvℓ,d ≡Q[v,v−1]
⊔d
s=1
⊔
λ∈Par(s){
∏
i≥1[ℓ]
mi(λ)
i }
u(ℓ−2,d−s) which follows from the proof of
Proposition 2.2.
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As a support of Conjecture 7.17, we prove that Conjecture 7.17 gives the graded Cartan
determinants of Theorem 5.6.
Theorem 7.20. Let p ≥ 2 be a prime and let r ≥ 1 be an integer. Put ℓ = pr. Then, for
each d ≥ 0 we have the equality
d∏
s=1
[ℓ]
Nℓ,d,s
s =
d∏
s=1
∏
λ∈Par(s)
Ivp,r(λ)
u(ℓ−2,d−s).
Remark 7.21. Ando-Suzuki-Yamada proved in [ASY, Theorem 4.3] that for any ℓ ≥ 2
d∏
s=1
[ℓ]
Nℓ,d,s
s =
d∏
s=1
∏
λ∈Par(s)
Qℓ(λ)
u(ℓ−2,d−s).(7.3)
where Qℓ(λ) :=
∏
n∈N+\ℓZ
∏mn(λ)
k=1 [ℓ
1+νℓ(k)]aℓ(k). Note that I
v
p,r(λ) = Qpr(λ) when r = 1.
Thus, Theorem 7.20 gives another product expansion of the graded Cartan determinants
of the symmetric groups conjecturally comes from nice representatives of the unimodular
equivalence classes of the graded Cartan matrices (but only when | pdiv(ℓ)| = 1).
Proof. In virtue of (7.3), it is enough to prove
d∏
s=1
∏
λ∈Par(s)
Qpr(λ)
u(ℓ−2,d−s) =
d∏
s=1
∏
λ∈Par(s)
Ivp,r(λ)
u(ℓ−2,d−s).(7.4)
Since [ab]c =
∏b
i=1[a]cai−1 for a, b, c ≥ 1 and νpr(n) = ⌊νp(n)/r⌋, apr(n) = ap(n)p
νp(n)%r for
n ≥ 1, it is enough to show the following multiset identity in order to prove (7.4)
d⊔
s=1
⊔
λ∈Par(s)
⊔
n∈N+\prZ
mn(λ)⊔
k=1
{ap(k)p
t | νp(k)%r ≤ t < r + νp(k)}
u(ℓ−2,d−s)
=
d⊔
s=1
⊔
λ∈Par(s)
⊔
n∈N+\prZ
mn(λ)⊔
k=1
{ap(k)p
t | νp(n) ≤ t < r + νp(k)}
u(ℓ−2,d−s).
(7.5)
Clearly, (7.5) follows from the following multiset identity⊔
λ∈Par(s)
⊔
n∈N+\prZ
mn(λ)⊔
k=1
{ap(k)p
t | νp(n) ≤ t < r + νp(k)}
=
⊔
λ∈Par(s)
⊔
n∈N+\prZ
mn(λ)⊔
k=1
{ap(k)p
t | νp(k)%r ≤ t < r + νp(k)}
for s ≥ 1 which follows from Proposition 7.22. 
Proposition 7.22. Let p ≥ 2 be a prime and let r ≥ 1 be an integer. We have the
following multiset identity for each d ≥ 1 and u ∈ N+ \ pZ.⊔
λ∈Par(d)
⊔
n≥1
⊔
1≤k≤mn(λ)
ap(k)=u
{νp(n)} =
⊔
λ∈Par(d)
⊔
n≥1
⊔
1≤k≤mn(λ)
ap(k)=u
{νp(k)%r}.
Before giving a proof, we need preparatory definitions.
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Definition 7.23. For d ≥ 1, we define maps cutd, Infld : Par → Par by the following.
(a) for k ≥ 1, mk(cutd(λ)) = mk(λ) if k 6∈ dZ, otherwise mk(cutd(λ)) = 0.
(b) ℓ(λ) = ℓ(Infld(λ)) and (Infld(λ))i = dλi for 1 ≤ i ≤ ℓ(λ),
Definition 7.24. Let p ≥ 2 be a prime and let r ≥ 1 be an integer. Note that any integer
a ≥ 1 can be uniquely expressed as a =
∑r−1
i=0 aip
i with ar−1 ≥ 0 and 0 ≤ aj < p for
0 ≤ j ≤ r − 2. Define the subset Ψp,ra of Par(a) consists of all the partitions ν such that
(i) for all 0 ≤ k < r, we have
∑r−1
h=k ahp
h−k ≥
∑r−1
h=kmph(ν)p
h−k,
(ii) we have
∑r−1
h=0 ahp
h =
∑r−1
h=0mph(ν)p
h.
Remark 7.25. Ψp,ra is characterized as the smallest subset of Par(a) such that
(a) Define λ(a) ∈ Par(a) by mpi(λ(a)) = ai for 0 ≤ i < r. Then, we have λ(a) ∈ Ψ
p,r
a .
(b) For any λ ∈ Ψp,ra and any 0 ≤ i < r with mi(λ) > 0, define µ ∈ Par(a) to be
mj(µ) =

mi(λ)− 1 (j = i)
mi−1(λ) + p (j = i− 1)
mj(λ) (otherwise)
for 0 ≤ j < r. Then, we have µ ∈ Ψp,ra .
Thus, we have Ψp,ra = {λ ∈ CRPpr(a) | ∀f ∈ N+ \ p
N, mf(λ) = 0}.
Proof. Because of Lemma 7.26, it is enough to prove the following multiset identity for
each a ≥ 1 and u ∈ N+ \ pZ.⊔
λ∈Ψp,ra
⊔
n≥1
⊔
1≤k≤mn(λ)
ap(k)=u
{νp(n)} =
⊔
λ∈Ψp,ra
⊔
n≥1
⊔
1≤k≤mn(λ)
ap(k)=u
{νp(k)%r}.(7.6)
For any 0 ≤ s < r, we define sets U1(s) and U2(s) as follows.
U1(s) = {(λ, j) ∈ Ψ
p,r
a × N | up
j ≤ mps(λ)},
U2(s) = {(λ, j, t) ∈ Ψ
p,r
a × N× {0, · · · , r − 1} | up
j ≤ mpt(λ), j − s ∈ rZ}.
Note that (7.6) is the same as
⊔
0≤s<r{s}
|U1(s)| =
⊔
0≤s<r{s}
|U2(s)|. Thus, it is enough to
construct a bijection between U1(s) and U2(s) for any 0 ≤ s < r.
We claim that the map U2(s)→ U1(s), (λ, j, t) 7→ (µ, i) given by
i = t+ j − s, mpw(µ) =

mpt(λ)− up
j (s 6= t and w = t)
mps(λ) + up
i (s 6= t and w = s)
mpw(λ) (otherwise)
where 0 ≤ w < r is well-defined. To see this, only non-trivial check should be to prove
µ ∈ Ψp,ra when s > t. In order to prove this, it is enough to check (i) in Definition 7.24
for ν = µ and h = s. Since λ ∈ Ψp,ra , we have
∑r−1
h=t ahp
h−t ≥
∑r−1
h=tmph(λ)p
h−t. Thus,
r−1∑
h=s
ahp
h−s + pt−s
s−1∑
h=t
ahp
h−t ≥
r−1∑
h=s
mph(λ)p
h−s + pt−s
s−1∑
h=t
mph(λ)p
h−t
≥
r−1∑
h=s
mph(λ)p
h−s +mpt(λ)ph−t ≥
r−1∑
h=s
mph(µ)p
h−s.
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Since 0 ≤ pt−s
∑s−1
h=t ahp
h−t ≤ pt−s
∑s−1
h=t(p− 1) · p
h−t = 1− pt−s < 1, we are done.
Similarly, we see that the map U1(s)→ U2(s), (µ, i) 7→ (λ, j, t) given by
t = i%r, j = i+ s− t, mpw(λ) =

mpt(µ) + up
j (s 6= t and w = t)
mps(µ)− up
i (s 6= t and w = s)
mpw(µ) (otherwise)
is well-defined. Clearly, it is a converse of the map U2(s)→ U1(s) above. 
Lemma 7.26. Let p ≥ 2 be a prime and let r ≥ 1 be an integer. For each d ≥ 1, the
multiset Sp,rd := {cutpr(λ) | λ ∈ Par(d) such that cutpr(λ) 6= φ} has a decomposition of the
form Sp,rd =
⊔
i∈I Sort(
∏
j∈Ji Infldi,j (Ψ
p,r
ai,j
)) such that
(a) I is a finite non-empty set and {Ji | i ∈ I} is a family of finite non-empty sets,
(b) ai,j ≥ 1 and di,j ∈ N+ \ pZ for i ∈ I and j ∈ Ji,
(c) for any i ∈ I and j 6= j′ ∈ Ji, take λ ∈ Infldi,j (Ψ
p,r
ai,j
) and µ ∈ Infldi,j′ (Ψ
p,r
ai,j′
). Then, we
have either mf (λ) = 0 or mf(µ) = 0 for all f ≥ 1,
(d) Sort : Par∗ → Par is a map that maps a finite sequence of partitions (λ(g))g∈G to a
partition µ such that {µf | 1 ≤ f ≤ ℓ(µ)} =
⊔
g∈G{λ
(g)
f | 1 ≤ f ≤ ℓ(λ
(g))} as multisets.
Proof. Let λ be a non-empty partition. Clearly, L = {1, · · · , ℓ(λ)} has a decomposition
of the form L =
⊔
k∈K Lk such that
(i) for any k ∈ K, we have Lk 6= ∅ and there exists a unique dk ∈ N+ \ pZ such that
λj ∈ dkZ and λj/dk ∈ p
N for all j ∈ Lk,
(ii) for any k 6= k′ ∈ K, we have dk 6= dk′.
Put λ(k) = Sort(((λj/dk))j∈Lk) for k ∈ K. As in Remark 7.25, there exists a unique
ak ≥ 1 such that λ
(k) ∈ Ψp,rak . Thus, we have λ ∈ Sort(
∏
k∈K Infldk(Ψ
p,r
ak
)).
From this construction, we see that CRPpr(d) has a decomposition of the form CRPpr(d) =⊔
i∈I Sort(
∏
j∈Ji Infldi,j (Ψ
p,r
ai,j
)) that satisfies (a), (b) and (c) for each d ≥ 1.
Because we have Sp,rd =
⊔
0≤e<d/pr CRPpr(d− p
re)|Par(e)|, we are done. 
7.4. Gradation of Ku¨lshammer-Olsson-Robinson’s conjecture when ℓ = pr. By
the same reason to consider a gradation of Hill’s conjecture (see §1.3), we want to consider
a correct gradation of the KOR conjecture. Though we could not find it in general, we
propose a gradation of the KOR conjecture only when | pdiv(ℓ)| = 1.
Conjecture 7.27. Let p ≥ 2 be a prime and let r ≥ 1 be an integer. Put ℓ = pr. Then,
for each n ≥ 0, we have
⊕
(ρ,d)∈Blℓ(n) C
v
ℓ,d ≡A {r
v
p,r(λ) | λ ∈ CRPℓ(n)} where
rvp,r(λ) =
∏
k≥1
⌊mk(λ)
ℓ
⌋∏
t=1
[pr−νp(k)]tpνp(k) · [p
νp(t)]ap(t)pνp(k) =
∏
k≥1
⌊mk(λ)
ℓ
⌋∏
t=1
[pr−νp(k)+νp(t)]ap(t)pνp(k).
Remark 7.28. When r = 1, Conjecture 7.27 implies [ASY, Conjecture 8.2 (ii)] which
predicts
⊕
(ρ,d)∈Blp(n) C
v
p,d ≡Q[v,v−1] {r
v
p,1(λ) | λ ∈ CRPp(n)} for n ≥ 0 and a prime p ≥ 2.
Proposition 7.29. Conjecture 7.17 implies Conjecture 7.27. More precisely, we have the
following multiset identity for each r, n ≥ 1 and a prime p ≥ 2 where ℓ = pr.⊔
(ρ,d)∈Blℓ(n)
d⊔
s=1
⊔
λ∈Par(s)
{Ivp,r(λ)}
u(ℓ−2,d−s) = {rvp,r(λ) | λ ∈ CRPℓ(n)}.
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Proof. Since rvp,r(λ) = I
v
p,r(redℓ(λ)) and I
v
p,r(λ) = I
v
p,r(cutℓ(λ)) for any partition λ where
mk(redℓ(λ)) = ⌊mk(λ)/ℓ⌋ for all k ≥ 1, Proposition 7.29 follows from Lemma 7.30. 
Lemma 7.30 ([BH, Lemma 5.5]). Let ℓ ≥ 2 be an integer. We have the multiset identity⊔
(ρ,d)∈Blℓ(n)
d⊔
s=1
⊔
λ∈Par(s)
{cutℓ(λ)}
u(ℓ−2,d−s) = {redℓ(λ) | λ ∈ CRPℓ(n)}
for any n ≥ 0.
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