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Abstract 
 
Pakistan has been facing a growing energy crisis for the last decade, and the government 
is seeking new horizons for enhancing oil and gas production to reduce the gap between supply 
and demand. Although several shales of the Indus Basin in Pakistan are known source rocks 
for conventional hydrocarbon reservoirs, data currently available to assess their potential as 
shale gas reservoirs are somewhat limited. The objective of this research was to investigate, 
assess and improve methods for geomechanical characterization of shales using standard 
datasets of the type available (in the public domain) for Indus Basin shales.  
 
In this research, six shales which are known to be source rocks in the Indus Basin, 
Pakistan, were evaluated for their shale gas potential by comparison against several of the most 
active shale gas plays in North America. The comparison included available geological, 
geochemical, petrophysical and elastic properties, and concluded that all of the Pakistani shales 
investigated are promising regarding their shale gas potential. However, more petrophysical 
and geomechanical data are required before conclusions about these shales can be made with 
greater confidence. In light of this, the remainder of the research conducted in this project 
focused on applying (and improving) advanced interpretation techniques on two of the 
prospective Lower Indus shales deemed to have the best available (public domain) data. 
 
The interpretation of geomechanical properties generally requires knowledge of sonic 
shear wave velocity (Vs). Given that Vs measurement is commonly omitted from routine 
geophysical logging suites, many investigators have developed empirical models and rock 
physics models of varying form and complexity for the estimation of Vs using available well 
log and/or core analysis data. This study evaluated various relationships in the literature for the 
estimation of shear wave velocity applied to sandy shale and shale intervals of the Lower Goru 
Formation, Lower Indus Basin, for which two wells with Vs data were available. The results 
reveal that some empirical models can be effective for estimating Vs, but only when the model 
coefficients are adjusted by calibrating to site-specific Vp and Vs data. A modification to rock 
physics modeling developed for this type of work demonstrated that the use of Biot’s model 
(rather than Gassmann’s model) for fluid substitution improved model performance for Vs 
estimation in gas-saturated sandy shale and shale of the Lower Goru Formation. The rock 
physics-based model offers the advantage of being useful in settings where only Vp data are 
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available for model calibration, and it is suggested that the rock physics model should be 
reliable when applied to a broader range of saturations and lithologies in the Lower Goru 
Formation.  
 
The next phase this work involved characterization of a shale interval in the Early 
Cretaceous-age Sembar Formation, Lower Indus Basin of Pakistan, using only readily available 
data. A workflow was developed for the estimation and mapping of geomechanical properties 
using logs from multiple wells and relevant post-stack seismic reflection data. Mineralogy data 
from well cuttings, core testing results for elastic properties and hydraulic fracturing test data 
were utilized to constrain the values of the properties estimated from geophysical data. The 
following results obtained at the well-scale suggest that the Sembar Shale is favorable for 
development: high gas saturation, good porosity (up to 10%), moderate quantity of thermally 
mature organic matter (2% - 4% TOC), a number of brittle intervals separated by thicker 
intervals that fall slightly below the brittle-ductile threshold, and a strike-slip stress regime. At 
the scale of the study area, robust statistical techniques were used to invert seismic stacks and 
develop a 3D mechanical earth model. This model shows a trend of increasing shale brittleness 
towards the northeastern portion of the study area, hence suggesting that this area might be 
most prospective for initial shale gas development. 
 
The final phase of this research involved the assessment and improvement of techniques 
for estimating mechanical properties using drill cuttings, which serve as the only available basis 
for laboratory testing when core samples are unavailable. Microindentation testing was selected 
for this work based on the literature review. Experimental techniques developed or improved 
in this work include: embedding multiple cuttings into an epoxy puck to facilitate sample 
preparation, mineralogical analysis, and testing of a large number of sampling points; 
progressive re-saturation to restore cuttings to in-situ moisture conditions; selection of optimal 
indentation force; assessment of sample anisotropy; brittleness assessment based on 
indentation morphology; (and a statistical / rock physics framework for estimating macroscopic 
properties from extensive testing of samples with variable mineralogy). Limitations of this 
testing method are discussed, as are recommendations for future research. 
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Chapter 1 - Introduction 
 
1.1 Background 
 
Pakistan has been facing a growing energy crisis for the last decade, and the 
government is seeking new horizons for enhancing oil and gas production to reduce the gap 
between supply and demand. Significant volumes of natural gas are contained within shale 
formations in Pakistan. The initial estimate of technically recoverable shale gas resources is 
around 3000 bcm (billion cubic meter) (US EIA, 2015). Shale gas development could 
considerably reduce the gap between supply and demand of natural gas in Pakistan. This 
scenario not only motivates exploration companies to seek shale gas development 
opportunities, but also attracts researchers to come up with an initial assessment of shale gas 
potential based on limited available technical data from previously drilled wells. 
 
1.2 Overview 
 
The United States is the largest holder of recoverable shale gas resources, and the 
hydrocarbon production from shales has increased dramatically over the past few years (US 
EIA, 2015). Currently, shales of the Barnett, Haynesville, Marcellus, Fayetteville and Eagle 
Ford formations are the primary gas producers in the United States. On the other hand, most 
production of oil and gas in Pakistan occurs in conventional reservoirs of the Indus Basin 
(Kazmi and Abbasi, 2008), which is subdivided into three parts; i.e., the Upper, Middle and 
Lower Indus Basins (UIB, MIB and LIB, respectively). Most of the marine shales of the Indus 
Basin have been demonstrated to be source rocks for conventional reservoirs in the basin 
(Kadri, 1995). Although these shales have supplied the hydrocarbons that migrated into 
conventional reservoirs, the present-day abundance of thermally mature and hydrogen-rich 
organic matter within the shales supports the possibility that they presently contain 
hydrocarbons. As such, it seems reasonable to assess their potential for shale gas production.  
 
Shales are generally fine-grained, organically rich with very low porosity and 
permeability, and mostly require horizontal drilling and hydraulic fracturing for economical  
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Figure 1.1 (a) World map showing the general location of shale plays investigated in this 
work. (b) Map showing North American shale plays (modified after US EIA, 2011). (b) Map 
showing Pakistani shale plays (modified after King and Cole, 2008). See Figure 1.2 for a 
generalized stratigraphic chart which includes the relevant shale formations in Pakistan. 
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production. Shale can act both as a source and reservoir for natural gas. Thermogenic or 
biogenic natural gas may be stored in shale in free, adsorbed and/or dissolved states (Curtis, 
2002). The location of stored gas and the pathways that allow the gas to flow from the matrix 
to a wellbore (e.g., through induced artificial fractures) are factors that play a crucial role in 
the success of shale gas development. Multistage hydraulic fracturing via horizontal wells in 
shale gas reservoirs has proven effective for the economic recovery of gas in numerous cases 
throughout the world. Given the complexity of shale gas reservoirs, comprehensive 
evaluation, exploration, and development programs are required for successful shale gas 
exploitation.   
 
The main goals can be divided into two parts: first, to evaluate the geological and 
geochemical properties of different Pakistani shales using analogs selected from various gas-
producing North American shales to selectpotential shale gas reservoirs, and second, to 
conduct a focused study of petrophysical and geomechanical properties of a potential 
Pakistani shale gas reservoir using available data.   
 
1.3 Research Objectives  
 
 The hypothesis underlying this research is the following: several shale formations in 
Indus Basin of Pakistan have significant potential for shale gas development, and it should be 
possible to conduct an assessment of shale gas potential if current datasets (e.g., geological, 
geochemical, well logs and drill cuttings, and post-stack seismic data) are appropriately 
studied and linked. The following are the specific objectives of each study conducted on 
Pakistani shales to assess their suitability as a shale gas reservoir. 
 
1. To evaluate  six Pakistani shales, as encircled in Figure 1.2, for shale gas potential, 
through comparison of geological, geochemical, petrophysical and geomechanical properties 
to those of the most active shale gas plays in North America. 
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Figure 1.2 Generalized stratigraphy of Pakistani shales (modified after Kadri, 1995). 
 
2. To evaluate various published relationships for the estimation of shear wave velocity 
(Vs) applied to sandy shale and shale intervals of the Lower Goru Formation, Lower Indus 
Basin, through the following steps: statistical analysis of the difference between estimated and 
measured Vs, and test a modification to the conventional rock-physics model to make it better 
for a potential shale gas reservoir.  
 
3. To characterize the shale of the Sembar formation, Lower Indus Basin, through a 
workflow for the estimation and mapping of geomechanical properties using logs from 
multiple wells and post-stack seismic data.  
 
4. To assess and improve the techniques for estimating mechanical properties using drill 
cuttings, through a comprehensive literature review, and running of multiple pilot experiments 
for defining the acquisition parameters, expose the cuttings to moisture to achieve in-situ 
moisture conditions for testing, interpret the morphology of indent for brittleness. 
 
1.4 Structure of the Dissertation 
 
This document is a manuscript-based thesis, in which Chapters 2 through 5 are based 
on technical papers that have been accepted (Chapters 2 and 3) or submitted (Chapters 4 and 
5) at the time of the thesis defense. The following is a summary of the contents of each chapter. 
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Chapter 1 presents the background, motivation and objectives for this research, and a 
high-level summary of the research methods used. 
 
Chapter 2 presents a study in which source rocks of Pakistan were evaluated for their 
shale gas potential based on analogs selected from various North American shales for which 
data had been published. Published data for Pakistani shales were compiled, then assessed, 
and supplemented through consultation with industry professionals. Pakistani formations 
reviewed were the Datta (shaly sandstone), Hangu (sandy shale), Patala (sandy shale), Ranikot 
(shaly sandstone), Sembar (sandy shale) and Lower Goru (shaly sandstone) formations, all of 
which are known source rocks in the Indus Basin. For this study, geological (e.g., depositional 
environment, depth, thickness, mineralogy), geochemical (e.g., quantity and thermal maturity 
of organic carbon), petrophysical (e.g., porosity, permeability) and elastic parameters (e.g., 
Young’s modulus, Poisson's ratio) were investigated and explicitly correlated with the eight 
most active shale gas plays of the North America, while data for other North American shale 
gas plays were used for general discussion on prospective Pakistani shales. 
 
Chapter 3 presents a study in which several empirical and rock-physics based 
relationships in the literature for the estimation of shear wave velocity (Vs) were applied to 
sandy shale and shale intervals of the Lower Goru Formation (LGF), Lower Indus Basin, 
Pakistan. The input parameters (e.g., petrophysical and elastic properties) were estimated 
using available logs and optimized through correlation of recorded and calculated 
compressional wave velocity (Vp) values. Some modifications were suggested for a rock-
physics model of Xu and White (1995), to make it better for the estimation of Vs in a potential 
shale gas reservoir. Statistical analysis was used to quantify the difference between measured 
and predicted Vs. The prediction of Vs in LGF resulted in the validation of petrophysical 
properties (e.g., mineralogy, porosity, and saturation) which are helpful for assessing the shale 
gas potential of LGF. Further, the methodology developed in this chapter was useful for the 
Sembar Shale investigations presented in Chapter 4. 
 
Chapter 4 presents a study in which petrophysical and geomechanical properties were 
integrated to construct a mechanical earth model using geophysical logs and post-stack 
seismic reflection data. Where available, mineralogy data from well cuttings, core testing 
results for elastic properties, and hydraulic fracturing test data were utilized to improve the 
accuracy of the properties estimated from geophysical data. This study first focused on one 
key well (with best data availability) to characterize the Sembar Formation (“Sembar Shale”) 
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and to understand the inter-dependence of petrophysical and mechanical properties at the local 
scale. Additional research using seismic reflection survey data and available logs from other 
vertical wells extended the extent of the study area towards the northeast and southwest. 
 
Chapter 5 presents a study in which the assessment and improvement of techniques 
for estimating mechanical properties using drill cuttings of Sembar Shale were undertaken. 
The techniques developed/improved include: embedding multiple cuttings into an epoxy puck 
to facilitate sample preparation, mineralogical analysis, and testing of a large number of 
sampling points; progressive re-saturation to restore cuttings to in-situ moisture conditions; 
selection of optimal indentation force; brittleness assessment based on indentation 
morphology. A couple of pilot experiments were conducted to define the acquisition 
parameters for micro indentation testing on shale cuttings. 
 
Chapter 6 is a summary of the results of each study conducted in this thesis. The research 
contributions and recommendations for future research are also described. 
 
1.5 Contributions to Engineering 
 
Engineers must have access to shale reservoir properties before designing drilling and 
completion operations in these reservoirs. As such, the main contributions of this research to 
engineering are the following: 
• Evaluation of different models, and suggestion of a modifiedrock physics model for 
shear wave velocity (Vs) estimation in a potential shale gas reservoir. This 
significantly improves the shale gas reservoir characterization in wells where Vs was 
not recorded. 
• Construction of a mechanical earth model to assist engineers in drilling and completing 
shale gas wells in the study area. 
• Introduction, and recommended improvements, of a technology (e.g., 
microindentation) for testing of drill cuttings, which can yield estimates of mechanical 
properties in the absence of core samples. 
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Chapter 2 - Literature Review: An Overview of Pakistani Shales 
for Shale Gas Exploration and Comparison to North American 
Shale Plays  
 
The expanded abstract of this chapter has been accepted for an international 
conference, as follows:  
 
Cited as: Sohail, G. M, Hawkes, C. D. (2019). An Overview of Pakistani Shales for Shale Gas 
Exploration and Comparison to North American Shale Plays. International Conference on 
Economic Geology and Mining, World Academy of Science, Engineering and Technology, 
Dubai, United Arab Emirates, 9-10 Novembar 2020. 
 
Contribution of the Ph.D. candidate 
 
Ghulam Mohyuddin Sohail carried out the evaluation presented in this chapter, with 
technical review feedback provided by Dr. Christopher Hawkes during weekly meetings. Mr. 
Sohail wrote the manuscript, with review feedback provided by Dr. Hawkes. 
 
Contribution of this chapter to the overall study 
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shale gas reservoirs. Also, this study highlighted a couple of technical issues with the available 
dataset for Pakistani shales, which motivated the work reported in the following chapters. 
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2.1 Abstract 
 
Pakistan has been facing a growing energy crisis for the last decade, and the government is 
seeking new horizons for enhancing oil and gas production to reduce the gap between supply 
and demand. Recent developments in technologies to produce natural gas from shales at 
economic rates has unlocked new horizons for hydrocarbon exploration and development. 
Operating companies in the USA and Canada have been particularly successful at producing 
shale gas, so comparing against the properties of shale gas reservoirs in these countries is 
used for an initial assessment of prospective shale gas reservoirs in other parts of the world. 
In this study, selected source rocks from Pakistan are evaluated for their shale gas potential 
using analogs selected from various North American shales, for which data have been 
published. Published data for Pakistani shales were compiled, then assessed and 
supplemented through consultation with industry professionals. Pakistani formations 
reviewed are the Datta (shaly sandstone), Hangu (sandy shale), Patala (sandy shale), Ranikot 
(shaly sandstone), Sembar (sandy shale) and Lower Goru (shaly sandstone) formations, all 
of which are known source rocks in the Indus Basin. For this study, available geological, 
geochemical, petrophysical and elastic parameters have been investigated and are explicitly 
correlated with the eight most active shale gas plays of the USA, while data for other North 
American shale gas plays are used for general discussion on prospective Pakistani shales. 
The results of this study show that the geological and geochemical parameters of all the 
Pakistani shales reviewed in this work are promising regarding their shale gas potential. 
However, more geochemical, petrophysical and geomechanical data are required before 
conclusions about these shales can be made with confidence. 
 
2.2 Introduction  
 
The energy crisis in Pakistan needs a long-term solution to reduce the gap between 
supply and demand because production from conventional reservoirs is not sufficient to 
fulfill the country’s growing demand for energy (Abbasi et al., 2014). According to initial 
studies of the United States Energy Information Administration, Pakistan contains 
approximately 3000 bcm (billion cubic meters) of shale gas reserves (US EIA, 2015); 
moreover, Abbasi et al. (2014) suggest that the total resource potential for shale gas is even 
higher than this. 
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The following sedimentary basins exist within Pakistan: the Indus Basin, the 
Balochistan Basin, and the Pishin Basin. Most production of conventional oil and gas occurs 
in the Indus Basin (Kazmi and Abbasi, 2008), which is subdivided into three parts; i.e., the 
Upper, Middle and Lower Indus Basins (UIB, MIB and LIB, respectively) – see Figure 2.1. 
Though the Lower Indus Basin (LIB) is likely more prospective for hydrocarbon production, 
most of the marine shales of the Indus Basin have been demonstrated to be source rocks for 
conventional reservoirs in the basin (Kadri, 1995). As such, it seems reasonable to assess 
their potential for shale gas production.  
 
Shales have been deposited over a broad range of geological time (from Precambrian 
through Cenozoic) and are common throughout the world’s sedimentary basins. However, 
not all shales are organic-rich; hence not all shales are deemed prospective as shale gas 
reservoirs. Paleoenvironmental and geological factors (tectonism, sedimentation rates) 
affecting the development of self-sourced, organic-rich shales have been discussed by Eoff 
(2013). Organic-rich shales most commonly formed in anoxic deep marine environments; 
however, anoxic environments, which foster the development of organic-rich deposits, can 
also occur in shallow marine settings (Rine and Ginsburg, 1985; Loucks and Ruppel, 2007). 
In terms of quantifying and characterizing organic content, total organic carbon (TOC) 
content and vitrinite reflectance (Ro) are useful parameters. TOC (notably kerogen and 
bitumen) defines the capacity to produce and store hydrocarbons within a shale formation 
(TOC < 1% suggests a poor quality shale reservoir; TOC > 1% suggests a good shale 
reservoir) (Bratovich and Walls, 2016). Ro is used to assess the thermal maturity of shale 
reservoirs; Ro > 1.1% suggests dry gas and kerogen of Type II/III (Bratovich and Walls, 
2016). The TOC and maturity are critical factors to recognize the oil & gas-bearing potential 
of source rock. It is necessary to study the source types and environment of deposition of 
organic matter, which are linked to the hydrocarbons potential in shales. Types II kerogen 
and I are unstructured, and derived from algae and soft plant parts like leaf cuticles.  Types 
III and IV are structured and derived from woody plant material.  Types II and I are oil-prone 
and also generate gas.  Type III is incapable of generating oil and only produces gas.  Type 
IV is inert.  Type I is generally lacustrine, Types II and III are commonly found in marine 
sediments. 
 
Shale mineralogies can vary considerably (e.g., variable amounts of clays, fine-
grained quartz, and carbonates), hence resulting in a wide range of mechanical properties 
 
 
 
11 
 
and varying degrees of brittleness (Slatt, 2011). Given the relatively ductile nature of many 
clays under in-situ conditions, the presence of silica or other hard minerals improves the 
ability of shale to fracture more easily (Johnson, 2009). The mineralogy of the shale also 
plays a central role in understanding the link between fracture complexity and fracture 
conductivity, thereby determining the potential for gas recovery from the reservoir (Sunjay, 
2011). Ideally, it is best to measure shale mechanical properties directly. However, when 
this is not possible, mineralogy can provide valuable insights as to mechanical behavior (e.g., 
brittleness). 
 
The shale gas potential of an organic-rich shale is affected by its permeability (which 
is a function of its porosity and pore structure). The permeability affects gas flow rates and 
mechanical properties (e.g., elastic properties, which affect in-situ stresses, and brittleness), 
and these impact the hydraulic fracturing operations that are typically required to achieve 
economic production rates. Different types of porosity systems exist within organic-rich 
shales (e.g., kerogen pores, inter-particle, intra-particle, and fracture type pores). As such, it 
is helpful to recognize the dominant porosity systems when evaluating a shale gas reservoir 
for its potential productivity (Bratovich and Walls, 2016); though ultimately, it is best to 
have direct measurements of permeability.  
 
Shale gas development in the USA and Canada has been active for nearly two 
decades, and the characterization of several important shales has reached a mature state. 
Though there are no single, well-defined standard values for various properties that enable 
quantification of shale gas potential (Wang and Wang, 2016), a comparison of unproven 
prospects against various properties measured on known shale gas producers serves as a 
useful basis for screening shale gas candidates. Thus, an integrated comparison has been 
undertaken in this work, to assess the shale gas potential of various Pakistani shales and 
identify critical data gaps that must be addressed to achieve a more positive assessment in 
the future. This comparison included the thickness, burial depth, mineralogy, TOC, Ro, and 
porosity, all of which have been published for both North American shale gas reservoirs and 
Pakistani shale gas candidates. Further, the data compilation included permeability and 
selected mechanical properties (Young’s modulus and Poisson’s ratio) for the North 
American shales, though data for these properties were found to be unavailable for the 
Pakistani shales. The work presented here expands upon previous comparative studies of 
Pakistani and North American shales undertaken by Ayaz et al. (2012) and Haider et al. 
(2012), in that additional shales with actual thickness of shales in shale formation are 
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considered, and more emphasis is placed on identifying data gaps (e.g., regarding 
mechanical properties) which should be addressed in future research. 
 
2.3 Methodology 
 
Relevant data for Pakistani and North American shales were collected from 
published literature, and the Pakistani data were further assessed and supplemented using 
well logs and geochemical (Rock-Eval Pyrolysis, vitrinite reflectance, and maceral analysis) 
data. The depths and thicknesses of different Pakistani shales were established from 
available well data. Shale intervals were identified using gamma-ray (GR) logs and the 
interval thicknesses were summed to get the total thickness of shale in each shale formation, 
as summarized in Appendix 2-A (Figure 2.1 shows  well locations and Figure 2.2 (a,b,c) and 
2.3 (a,b,c) give total thickness of shaly formations encountered in the studied wells). A 
ternary plot of mineralogy was developed and used to classify the shales based on their 
siliceous, argillaceous and calcareous contents. Bar charts of Depth, Thickness, TOC, Ro, 
and Porosity for six Pakistani and eight USA shales were developed for comparison. The 
type, quality and maturity of kerogen in Pakistani shales was assessed through different 
standard plots (Hydrogen index versus Oxygen index, TOC versus S2, Temperature versus 
Hydrogen index), for which data are given in Appendix 2-B. A polar chart of all the 
parameters was constructed to compare and highlight the data gaps of Pakistani shales. The 
characteristics of Pakistani shales were studied and discussed concerning other North 
American shales as given in Appendix 2-C. 
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Figure 2.1 Map of Pakistan showing sedimentary basins, including the Upper, Middle and 
Lower Indus Basins (UIB, MIB and LIB, respectively). Potential shale gas formations of the 
UIB, MIB, and LIB are also shown, as well as the locations of wells analyzed in this study 
(circled in black). 
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Figure 2.2 Geological well correlation for (a) Hangu, (b) Patala and (c) Datta Formations. 
 
2.4 Prospective Shale Gas Formations in Pakistan 
 
The six prospective shale gas formations used in this study are listed in Table 2.1. 
Where available, technically recoverable reserves are also listed. A brief description of these 
formations, along with their shale intervals in the studied wells, is discussed in the  
subsections 2.4.1 to 2.4.6 based on data given in appendices 2-A and 2-B.  
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Figure 2.3 Wells correlation for (a) Ranikot, (b) Sembar and (c) Lower Goru Formations. 
 
2.4.1 Hangu Formation 
 
The Hangu Formation is of early Paleocene age and was deposited in a marginal 
marine environment.  It is comprised of sandstone with minor mudstone, claystone, 
carbonaceous shale, and intercalations of limestone (Warwick et al., 1995). The depth and 
thickness of the shale intervals vary from 2700 m to 4500 m and, 3 m to 32 m, respectively, 
as shown in appendices A and C. TOC (2-10%) and Ro (0.81-1.3%) values are relatively 
high in this shale, which has high quartz (60-70%) and low clay (<20%) contents (Haider et 
al., 2012; Shah et al., 2013). 
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Table 2.1 Prospective shale gas formations of Pakistan 
 
 
 
 
 
 
 
 
 
 
 
 
The petrographic analysis of outcrop samples in the study area, as given in Appendix 
2-B, shows the kerogen is of Type-II and III with poor hydrocarbon generation potential 
(Shahzad, 2007). Hangu Formation cutting samples from U3 well (see location in Figure 
2.1) are organic-rich (TOC = 2.3 %), and S1 and S2 values (7.78 and 5.78 mg/g rock, 
respectively) suggest very good hydrocarbons potential regarding generated and residual 
hydrocarbons, respectively. The hydrogen index as shown in Figure 2.4 (257 mg/g TOC), 
indicates organic matter derived from Type-II and Type-III kerogen (Asif, 2015). The S2-
TOC plot (as shown in Figure 2.5) also shows Type-III, but in the HI-Tmax plot (as shown 
in Figure 2.6) suggests that the kerogen is immature. The kerogen may be mature away from 
wells used in this study, as reported by Haider et al. (2012) and Shah et al. (2013). 
 
2.4.2 Patala Formation 
 
This formation of late Paleocene age was deposited in an intertidal lagoonal 
environment. Its lithology is highly variable throughout the Indus Basin; it contains a high 
volume of organic-rich shale along with limestone (Jalees, 2014). The depth and thickness 
of shale intervals in the Patala Formation varies from 2600 m to 4200 m and 7 m to 33 m, 
respectively (Haider et al., 2012). It contains quartz (30-40%), clay (25-30%) and calcite (0-
20%), although in some wells the quartz contents are much higher (70-80%) than clay and 
calcite (Jalees, 2014). The values of S1 range between 0.5 to 3 mg HC/g rock (mg of 
hydrocarbon per gram of rock) and values of S2 lie in the range between 6.5-19 mg HC/g 
Shale Gas Formation TRR (bcm) 
Hangu N.A. 
Patala N.A. 
Datta N.A. 
Sembar 2860 (EIA 2015) 
Ranikot 125 (EIA 2015) 
Lower Goru N.A. 
TRR: Technically recoverable reserves, bcm: billion cubic meter 
N.A.: Not available 
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rock, indicating fair to very good and good to very good quality, respectively, in the studied 
wells (see Appendix 2-B). The Van Krevlen diagram and S2 vs.TOC plot (Figures 2.4 and 
2.5), show that the shales of Patala Formation contain Type-III kerogen and have the  
potential to produce gas. Published studies based on wells data show excellent TOC (~5-
10%) with thermally mature kerogen of Type II/III (Jalees, 2014). 
 
 
 
Figure 2.4 Kerogen types for selected shale formation of the Indus Basin, based on OI-HI 
cross plot (Van Krevlen diagram) (Data source: Ahmed et al., 2012; Robinson et al., 1999). 
 
 
Although the maximum historical temperature of the Patala Formation was in the early to 
main stage the oil maturity window (Figure 2.6), the formation may act as a minor source 
of gas in Well U13 (Jalees, 2014). 
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Figure 2.5 Kerogen types and quality based on a TOC-S2 cross plot for Pakistani shales 
(Data source: Ahmed et al., 2012; Robinson et al., 1999). 
 
2.4.3 Datta Formation 
 
The Lower Jurassic Datta Formation was deposited in a delta plain setting of a 
fluvial-dominated delta, and facies variations reflect that marine conditions prevailed in 
some parts of the UIB (Kazmi and Abbasi, 2008). It is comprised of sandstone interbedded 
with siltstone, shale, carbonaceous clays and coal stringers (Kazmi and Abbasi, 2008). The 
shale interval depths are in the range of 4650 m to 4700 m with thicknesses in the 6 m to 54 
m range. These shale intervals contain high quartz (>50%) and low (10-20%) clay contents 
(Gul et al., 2016). The shale of the Datta formation (in the entire Upper Indus Basin) has 
fair-to-good source rock potential based on its total organic carbon content (TOC = 0.5-2%), 
and contains the entire oil window maturity based on vitrinite reflectance (Ro = 0.5-0.55%) 
(Khalid et al., 2015). The TOC values range from 1.73% to 3.73% in the studied wells, 
indicating good to very good quality. The S1 (0.05-0.18 mg HC/g rock) and S2 (0.30-0.56 
mg HC/g rock) values are poor (see Appendix 2-B). The Van Krevlen diagram and S2-TOC 
plot show that the Datta Shale contains Type-III kerogen and has the potential to produce 
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gas. Kerogen is generally of Type-III, though Type-II is also present. The Tmax-HI plot 
shows the kerogen is immature in studied wells. 
 
2.4.4 Sembar Formation 
 
The Early Cretaceous Sembar Formation is exposed at the boundary of the Middle 
Indus Basin (MIB) and Lower Indus Basin (LIB) and is composed of shale with minor 
siltstones and sandstones (Kazmi and Abbasi, 2008; Ahmad et al., 2012). The Sembar 
Formation was deposited on the western shelf of the Indian Plate (passive margin setting) 
during the early Cretaceous period, as it drifted northward and entered warmer latitudes 
(Iqbal and Shah, 1980; Ahmad et al., 2012). The Sembar Formation has been encountered 
in some wells of the Indus Basin at depths ranging from 750 m to 3500 m, with thickness 
varying from 50 m to more than 600 m (Iqbal and Shah, 1980; Kadri, 1995; Ahmad et al., 
2012). In the studied wells, the thickness of shale varies from 17 m to 550 m and contains 
quartz (40-50%), clay (30-40%) and calcite (10-15%) minerals (Ahmad et al., 2012). The 
shale of the Sembar Formation is the source rock for most of the conventional producing 
reservoirs in the MIB and LIB, and has high values of TOC (2-10%) and Ro (0.85-1.50%) 
(Haider et al., 2012). The geochemical data acquired using well cuttings samples of the 
studied wells (as given in Appendix 2-B) shows the S1 range 1.79 to 10.16 mg HC/g rock 
and S2 lie in the range 2.65 to 33.91 mg HC/g rock, which indicates good to very good and 
fair to very good quality source rock, respectively. The Van Krevlen diagram and S2-TOC 
plot (Figures 2.4 and 2.5) show that the Sembar Shale contains type II and III kerogen (mixed 
type) and has the potential to produce oil and gas. On the Tmax-HI plot (Figure 2.6), some 
data points are in the dry gas window, which still needs to be confirmed through more 
samples from other wells.  
 
2.4.5 Ranikot Formation  
 
The Paleocene-age Ranikot Formation was deposited in a shallow marine 
environment and is comprised of sandstone with minor shales and siltstones (Hakro and 
Baig, 2014). The depth and thickness of shale intervals vary from 270 m to 2135 m and  
 
64 m to 214 m, respectively, in studied wells of the MIB and LIB. The values of TOC (2-
3%) and Ro (0.85-1%) from outcrop samples indicate that shales of the Ranikot Formation 
are organic-rich and thermally mature with Type III kerogen (Hakro and Baig, 2014). The 
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shale intervals contain quartz (60-70%), clay (10-30%) and calcite (5-10%) in outcrop 
samples (Hakro and Baig, 2014). There are no published geochemical data for this 
formation, so the shales of Ranikot Formation cannot be interpreted based on outcrop data 
only, although high shale gas reserves have been declared by the US EIA (United States 
Energy Information Administration) (2015) based on unpublished geochemical data. 
 
 
 
Figure 2.6 Kerogen types and maturity plot for Pakistani shales (Data sources are given in 
Appendix 2-B). 
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2.4.6 Lower Goru Formation  
 
The Lower Goru Formation is of early Cretaceous age and was deposited in a marine 
environment. Its depth varies from 2250 m to 3650 m, and the total thickness of shales in 
this formation range from 198 m to 795 m in the LIB (based on Sidique et al., 2014, and 
work conducted by the author during this research). The shales of the Lower Goru Formation 
haave favorable values of TOC (1-1.5%) and Ro (2-3%) and contain quartz (40-50%), clay 
(40-45%) and calcite (5-10%) (Sidique et al., 2014; Haider et al., 2012). The values of S1 
(0.57 to 5.64 mg HC/g rock) and S2 (1.02-17.37 mg HC/g rock) indicate fair to good and 
poor to very good quality kerogen, respectively. The Van Krevlen diagram and S2 -TOC 
plot show that the Lower Goru Shale contains Type-II and III kerogen and has the potential 
to produce both oil and gas. The Lower Goru is typically Type-II kerogen with some 
terrigenous input. The Tmax-HI plot shows that kerogen is thermally immature.  
 
2.5 Comparison between selected North American and Pakistani Shales 
 
The eight most active shale gas plays in North America, as shown in Table 2.2, were 
selected for analog plots with Pakistani shales. Other shale gas plays in North America, as 
listed in Appendix 2-C, are also used as a basis for comparison later in this paper (discussion 
section). In this section, various geological and petrophysical parameters of Pakistani shales 
are plotted and compared against those of North American shales, as a means of putting the 
shale gas potential of Pakistani shales in context. 
 
Table 2.2 Production rates for selected shale gas plays in North America (Data source: 
Kennedy et al., 2016) 
 
Shale Gas Play Production (bcm/day) 
Average 
thickness 
(m) 
Production normalized by 
average thickness 
(bcm/day/m) 
Haynesville 0.59-0.70 75 0.007-0.009 
Barnett 0.28-0.36 108 0.002-0.003 
New Albany 0.00019-0.0002 22 0.000008-0.000009 
Antrim 0.03-0.05 12 0.0025-0.0041 
Eagle Ford 0.45-0.59 88 0.005-0.006 
Fayetteville 0.36-0.45 33 0.011-0.014 
Montney 0.01-0.06 175 0.00005-0.0003 
Duvernay 0.00005-0.0001 45 0.0000011-0.0000022 
bcm: billion cubic meters 
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2.5.1 Tectonics and Depositional Environment 
 
Tectonic events of the Mesozoic and Cenozoic eras played important roles in the 
deposition of Pakistani shales. In contrast, most of the North American shale gas reservoirs, 
as given in Table 2.2, (except the Haynesville, Eagle Ford and Montney Shale of the 
Mesozoic era) were deposited in the Paleozoic era. The Indus Basin was located on the 
passive continental margin of the Indian Plate during the Mesozoic era, and Pakistani shales 
were deposited under significant sea-level changes (Khan, 2012; Kadri, 1995). The 
separation of Eastern Gondwanaland (India-Antarctica-Australia) from Western 
Gondwanaland (Africa-South America) in the Mesozoic created shallow seas where 
Pakistani shales of Cretaceous age were deposited (Kadri, 1995). In the Tertiary period, 
movement of the Indian plate accelerated (16 cm/year), and it collided with the Eurasian 
plate in the north; shales were deposited in different phases of transgression and regression 
cycles (Kadri, 1995). North American shales were deposited in flooded foreland basins along 
collisional margins during the Paleozoic era and semi-restricted basins along an overall 
ramp-type setting of a rifted margin during the Mesozoic era (Eoff, 2013; Goldhammer, 
1998). 
 
2.5.2 Depth and Thickness 
 
Present-day depths of the Pakistani shales are generally comparable to or slightly 
greater than the North American shales, as shown in Figure 2.7a. At 270 m, the minimum 
depth of  the Ranikot shale is significantly shallower than the other Pakistani shales, which 
range from 750 to 3600 m minimum depth. The minimum depth of the Ranikot Shale is 
greater than two of the North American shales (Antrim and New Albany), but lower than the 
rest (which range from 305 to 3200 m). The maximum depths of the Pakistani shales range 
from 3500 to 4500 m, compared to North American shales which range from 610 to 4268 
m. With the exception of the Sembar Shale (minimum and maximum thicknesses of 17 and 
550 m, respectively), the thicknesses of the Pakistani and North American shales fall in 
similar ranges as shown in Figure 2.7b (4 to 60 m minimum thickness for North American 
shales compared to 3 to 198 m for Pakistani shales; 21 to 305 m maximum thickness for 
North American shales compared to 30 to 305 m for Pakistani shales). 
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Figure 2.7 (a) Depths and (b) Thicknesses of selected North American and Pakistani shales 
(Data sources are given in Appendix 2-C). (See Figure 1.1 for the locations of these shale 
gas reservoirs.) 
 
 
2.5.3 Mineralogy and Brittleness 
 
Different researchers (Cui et al., 2017; Sone and Zoback, 2013; Rickman et al., 2008; 
Wang & Gale, 2009) have linked mineralogy to the brittleness index (BI) of shale gas 
reservoirs and found positive correlations between brittle mineral content (e.g., quartz) and 
BI. It is further suggested that pyrite and calcite are also critical in the calculation of BI, and 
separate studies should be conducted to reveal the impact of these minerals on BI (Zhang et 
al., 2017). Zoback and Kohli (2019) suggest it is not grain mineralogy that impacts hydraulic 
fracturing of shale gas reservoirs but rather the types of cement between the mineral grains. 
A detail discussion is beyond the scope of this chapter but is included in chapter-4 of this 
thesis. 
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According to the ternary plots shown in Figure 2.8, all of the Pakistani shales except 
the Ranikot and Hangu shales have quartz contents in the 40% to 50% range 
(approximately), which is similar to most of the North American shales. North American 
shales falling below this range are the Haynesville, Duvernay, New Albany (partially) and 
Eagle Ford. Of these, the latter (Eagle Ford) stands apart from all of the shales studied based 
on its high calcite content (63% to 73%). The Ranikot and Hangu shales have the highest 
quartz contents (62% to 75%) of all the shales studied (Hakro et al., 2014; Shah et al., 2013). 
Pakistani shales that are closest to multiple North American shales in terms of mineralogy 
are the Sembar (similar to Antrim, New Albany and Barnett) and the Datta (similar to 
Montney, Fayetteville and Antrim).  
 
Figure 2.8 Ternary plot showing mineralogy of selected North American and Pakistani 
shales (Data sources are given in Appendix 2-C). 
 
2.5.4 TOC, Ro, Kerogen Type and Quality 
 
The range of TOC values for the Pakistani shales has considerable overlap with the 
North American shales, though overall, they are somewhat lower. As shown in Figure 2.9a, 
the minimum TOC for North American shales is 0.4% to 4% compared to 0.5% to 2% for 
Pakistani shales; the maximum TOC for North American shales is 4% to 25% compared to 
2% to 10% for Pakistani shales. The high maximum TOC of the Hangu and Sembar shales 
(10%) is comparable to the New Albany, Antrim and Duvernay shales. The maximum TOC 
values for the Ranikot (3%), Lower Goru (1.5%) and Datta (2%) shales are lower than all 
North American shales (Kennedy et al., 2016; Haider et al., 2012; Arthur et al., 2008).  
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As shown in Figure 2.9b, the minimum Ro for North American shales is 0.35% to 
1.29% compared to 0.5% to 2% for Pakistani shales; the maximum Ro for North American 
shales is 1.2% to 4% compared to 1% to 3% for Pakistani shales. Although only one of the 
top four maximum Ro values (Fayetteville, Lower Goru, Duvernay and Montney) is 
associated with a Pakistani shale, overall there is little that differentiates the North American 
and Pakistani shales regarding Ro values (Gul et al., 2016; Kennedy et al., 2016; East et al., 
2012; Haider et al., 2012).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9 (a) Total Organic Carbon (TOC) contents and (b) Vitrinite Reflectance (Ro) of 
selected North American and Pakistani shales (Data sources are given in Appendix 2-C). 
 
Most of gas-bearing North American shales are predominated by organic matter of 
Type-II (marine), while the Pakistani shales are dominated by mixed-type of marine kerogen 
(Type II and III) as shown in Figures 2.5 to 2.6. However, a few data points for the Sembar 
and Lower Goru shales fall in the Type-III kerogen type, which supports the potential for 
gas production from these shales. Some researchers (Ahmed et al., 2012; Sheikh and Giao, 
2017; US EIA, 2015) have estimated that the retained gas in the Sembar Shale is 0.002 
bcm/m3, which also suggests it is a strong candidate for shale gas exploitation. Due to a lack 
of sufficient data, gas volume calculations may not be possible for other Pakistani shales at 
this stage; any assessment made must be based upon the limited available data. 
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2.5.5 Porosity 
 
As shown in Figure 2.10, minimum porosity for North American shales is 2% to 10% 
compared to 5% to 10% for Pakistani shales; maximum porosity for North American shales 
is 5% to 14% compared to 10% to 20% for Pakistani shales. Overall, the North American 
and Pakistani shales are similar in terms of porosity; as compiled in this study, some 
Pakistani shales (notably Patala and Ranikot) have higher porosities than the North 
American shales, though it also appears that porosities of Pakistani shales are known with a 
lesser degree of precision. 
 
 
 
Figure 2.10 Porosities of selected North American and Pakistani shales (Data sources are 
given in Appendix 2-C). 
 
2.6 Discussion 
 
The data for North American shales suggest that geological age, depositional 
environment, depth nor thickness of shale serve as unique indicators of shale gas potential; 
both old (Devonian) and young (Miocene), deep marine and deltaic, deep (4268 m) and 
shallow (152 m), thick (915 m) and thin (4 m) shales are successful gas producers (see 
Appendix 2-C for details). As such, it is necessary to compare multiple factors. The six 
Pakistani shales studied here were deposited in shallow marine environments under anoxic 
conditions (Kazmi and Abbasi, 2008). This depositional environment is comparable with the 
Haynesville, Duverney, and Montney shales. 
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Moreover, due to the anoxic conditions, there is a good possibility of organic matter 
preservation that would support the occurrence of TOC values exceeding the 1% threshold 
for suitable shale gas reservoirs. Thermal maturity (desired Ro in the 1% to 3% range, or 
higher) and the amount of recoverable gas are directly proportional to burial depth and 
thickness of shale, respectively (Crain, 2016). Pakistani shales are generally deep and thick, 
which is favorable for thermal maturity and may or may not be better for a good recovery 
ratio. The Antrim Shale gas reservoir, which occurs at a relatively shallow depth compared 
to the Barnett Shale, has a recovery ratio (26%) higher than the Barnett (13.5%; expected to 
increase to 25% after improvement in horizontal drilling and hydraulic fracturing) (Editorial 
Board of “Series of Shale Gas Geology and Exploration and Development, 2009), although 
the other factors (e.g., adsorbed gas contents and formation pressure), are also linked with 
burial depth. Pakistani shales are already known to serve as source rocks for conventional 
gas reservoirs, which suggest the likely presence of gas in these shales.  
 
There are no well-defined threshold values for porosity and permeability of a shale 
gas play. However, some researchers (e.g., Bratovich and Walls, 2016; Crain, 2016) 
recommend the study of porosity systems along with mineralogy within organic-rich shales 
to help in reserve estimation and stimulation design. In a continental shelf and shallow 
marine environment, the relatively high quartz content makes the shales more porous 
compared to shales from deep marine settings (Kennedy et al., 2016), so the Pakistani shales 
are expected to match - and in some cases exceed - the porosity of the North America shales. 
Comparisons of Ranikot and Montney shales (of shallow marine) reveal that intragranular 
pores are dominant in both shales, as shown in Figure 2.11, though other types of pores also 
need to be identified for better estimation of porosity. 
 
Figure 2.11 A thin section of Ranikot (left, Hakro et al., 2014) and Montney Shale (right, 
Anderson et al., 2010), Where Q=quartz, K=kaolinite, M=mica, I=illite, yellow arrows  show 
micas, the red arrow shows dolomite, and the white arrows on Montney Shale show illite 
clusters. 
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Compared to the North American shales (porosities generally in the 5% to 10% 
range), the Pakistani shales have similar or higher values of porosity ( up to 15%); this is 
favorable, but not sufficient to determine shale gas potential without studying other 
parameters such as permeability, Young’s modulus and Poisson’s ratio. Unfortunately, data 
for these parameters lack for Pakistani shales, hence indicating a need for future research. 
 
Relatively high quartz contents (i.e., higher than approximately 50%) are favorable 
for hydraulic fracturing, as mentioned by Kennedy et al. (2016) when discussing the Barnett, 
New Albany and Antrim shales.  
 
Figure 2.12 shows a graphical compilation of data assembled during this study. For 
the North American shales, the range for each property is shown separately for each shale. 
For the Pakistani shales, the overall range determined for all shales is shown as a dotted line 
for each property. The Pakistani shales compare favorably in terms of depth, thickness, TOC, 
Ro and porosity. Notable is the fact that permeability, Poisson’s ratio and Young’s modulus 
are available for the North America shales (as tabulated in Appendix 2-C), but not for the 
Pakistani shales. These missing parameters are critical to deciding the economic feasibility 
of a shale gas reservoir even if the shale formation is deep, thick, thermally mature, 
organically rich and porous. Once these properties have been measured and compiled, the 
North American data can be used as a basis for comparison.  
 
2.8 Conclusion 
 
• Pakistani shales are of shallow marine origins, so they should be compared with 
shallow marine shales of North America if such data can be accessed. 
 
• There is some uncertainty in the characterization of Pakistani shales presented in this 
work due to the lack of certain types of data (e.g., elastic properties, permeability), so the 
preliminary assessments presented here should be revisited as the data gaps are filled.  
• It is suggested that an integrated petrophysical and geomechanical characterization 
of Pakistani shales could lead to the successful exploration/exploitation of shale gas 
reservoirs in Pakistan. 
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Figure 2.12 Composite plot comparing various attributes of selected North American shales 
(separately) and all Pakistani shales (combined) (Data sources are given in Appendix 2-C). 
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Appendix 2-A: Thickness of shale intervals in studied formations of 
Pakistan, interpreted using GR log of each well 
 
 
 
 
 
 
Basin Formation Well Latitude (degrees)  
Longitude  
(degrees) 
Formation 
Top 
Formation 
bottom 
Formation 
Thickness 
Shale 
Thickness 
Shale 
Thickness in 
Literature 
Meter (m) (m) (m) (m) (m) 
UIB 
Datta 
U1 33.23 71.51 4751 4795 44 6 
6 to 70 U4 33.20 72.08 4730 4894 164 44 
U5 33.14 71.98 4572 4726 154 54 
Hangu 
U8 32.96 73.01 2747 2752 5 5 
Not available 
U9 33.22 71.49 4424 4449 25 3 
U10 32.97 72.66 2712 2729 17 10 
U1 33.23 71.51 4475 4570 95 32 
U3 32.87 71.94 2700 2750 50 5 
Patala 
U9 33.22 71.49 4203 4350 147 7 
Not available 
U11 32.94 72.66 2603 2625 22 10 
U12 32.95 72.66 2620 2647 22 27 
U13 33.12 72.99 3052 3120 68 26 
U1 33.23 71.51 4134 4268 134 33 
MIB/LIB 
Sembar 
M1 29.11 71.39 2324 2346 22 17 
Not available 
M2 28.60 71.74 1040 1201 161 157 
M3 30.40 70.46 1410 2167 757 550 
M4 30.25 67.58 796 833 37 37 
M5 28.14 69.96 3480 3530 50 50 
M6 28.03 70.85 1641 1664 23 23 
L6 27.46 69.34 3411 3550 139 80 
Ranikot 
M1 29.11 71.39 1683 1765 81 64 
Not available 
ML1 25.27 68.17 270 1095 825 214 
ML2 26.28 67.46 1250 2000 750 165 
ML3 28.15 70.23 1520 1680 160 33 
M2 31.19 71.52 1916 2135 219 85 
Lower Goru 
L1 26.98 69.20 2615 3639 1024 639 
200 to 400 
L2 27.00 68.76 2500 3550 1050 795 
L3 27.18 69.24 3084 3485 401 389 
L4 27.02 68.93 2696 3440 744 640 
L5 25.57 68.39 2598 2800 202 198 
L6 27.46 69.34 2260 3410 1150 768 
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Appendix 2-B: Geochemical Data for Pakistani shales (data source of relevant shale is mentioned in reference column) 
Pakistani 
Shale 
Location  Rock-Eval Pyrolysis  Vitrinite Reflectance (Ro) and Maceral Analysis 
TOC S1 S2 S3 Tmax GP = 
S1+S2 
PI = 
S1/S1+S2 
OI HI Ro Petrographic 
Analysis 
Kerogen Type Reference 
  % mg 
HC/g 
rock 
mg 
HC/g 
rock 
mg 
HC/g 
rock 
0C mg HC/g 
rock 
unitless mg 
CO2/g 
TOC 
mg 
HC/g 
TOC 
%    
Hangu 
Outcrop 
2.3 0.14 0.39 1.1 427 0.5 0.26 49 17 0.5 Vitrinite (>50%), 
Inertinite (<20%) 
Marginally 
mature 
Shahzad 
(2007) 
1.8 0.08 0.05 0.6 432 0.1 0.62 33 3 0.9 Vitrinite (>50%), 
Inertinite (<20%) 
III and IV 
2 0.07 1.48 0 421 1.6 0.05 2 76 0.5 Vitrinite (>50%), 
Inertinite (<20%) 
Liptinite (<5%) 
Marginally 
mature 
Well Depth  
U3 4692-94 2.3 7.78 5.78 - - 13.56 0.57 - 257 - - II and III Asif (2010) 
Patala 
Outcrop 
2 0.04 0.08 0.4 433 0.12 0.33 22 4 - - - 
Shahzad 
(2007) 
1.8 0.09 0.04 0.3 380 0.13 0.69 17 2 - - - 
2.3 0.15 0.13 1.4 380 0.3 0.54 62 6 0.5 Vitrinite (>50%) 
Inertinite (<20%) 
II and III, 
marginally 
mature 
Well Depth  
U12 2630 10 3 19 0.7 444 21 0.42 49 100  - III, gas prone 
Jalees 
(2014) 
U13 3062 5 0.5 6.5 0.7 440 11.5 0.3 220 200  - III, minor oil 
and gas 
potential 
 
 
 
Datta 
 
 
Outcrop 
0.8 0.05 0.13 0.3 430 0.2 0.28 35 16 0.5 Vitrinite (>50%) 
Inertinite (<5%) 
Marginally 
mature 
Shahzad 
(2007) 
1.1 0.24 0.31 0.3 430 0.5 0.53 30 20 
- 
Inertinite (>50%) 
Liptinite (<5%) 
Vitrinite absent 
II, oil window 
1 0.04 0.1 0.3 432 0.1 0.29 32 10 0.7 Vitrinite (>50%) 
Inertinite (<20%) 
III, peak 
maturation 
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Datta 
Liptinite (<20%) 
 TOC S1 S2 S3 Tmax GP PI OI HI Ro Petrographic Kerogen Type Ref. 
Well Depth 
1 0.05 0.36 1.06 426 0.41 0.12 106 36 0.5 - II/III 
Jalees 
(2014) and 
Author’s 
work 
U1 4605-07 
U5 4704-06 0.4 0.05 0.30 0.52 436 0.35 0.14 130 75 0.7 - 
U4 4830-32 1.7 0.18 0.56 0.13 434 0.74 0.24 7.6 33 0.6 - 
 
 
Sembar 
M5 3482 5.0 5.03 16.83 3.84 427 21.86 0.23 77 336 1 
Vitrinite 5%, 
Inertinite 5% 
II, Gas prone 
25%, Oil 
prone 70% 
Robinson et 
al., (1999) 
and 
Ahmed et 
al., (2012) 
L6 
 
3509 2.62 2.85 7.37 4.21 426 5.47 0.52 161 281   II/III, wet gas 
window 3518 5.89 10.16 29.75 3.68 422 16.05 0.63 62 505   
3520 9.48 6.57 33.91 1.93 431 16.05 0.41 20 358   
3531 2.11 2.37 4.96 3.90 425 7.33 0.32 185 235 1.09 Vitrinite 25% 
3559 2.09 1.66 4.72 4.88 423 6.38 0.26 233 226 1 - 
3598 1.86 1.79 2.88 4.19 424 3.65 0.49 225 155    
ML2 3477 1.92 - 4.52 - - - - - -   
 
3487 1.87 - 2.65 - -  - - -    
Lower 
Goru L6 
2603 1.58 1.12 2.37 4.25 421 3.49 0.32 269 150 - Vitrinite 10% III, Gas prone  
2618 1.77 1.24 4.41 3.28 425 5.65 0.22 185 249   
2638 1.06 0.57 1.02 2.09 422 1.59 0.36 197 96   
2653 1.69 0.69 1.26 4.18 438 2.38 0.29 247 75    
2668 1.60 0.43 1.07 4.55 438 2.03 0.21 284 67    
2738 1.72 1.36 2.33 5.31 424 3.69 0.37 309 135    
2758 2.14 1.02 2.95 5.37 428 3.97 0.26 251 138    
2798 2.00 1.73 2.96 4.97 426 4.69 0.37 249 148    
2868 2.53 1.65 5.15 4.78 416 6.80 0.24 189 204    
2898 1.98 0.91 2.13 6.12 429 3.04 0.30 309 108    
2918 2.10 0.94 2.66 3.22 429 3.60 0.26 153 127    
2958 2.36 1.47 3.09 3.90 426 4.56 0.32 165 131    
2983 3.05 2.48 6.14 3.94 426 8.62 0.29 129 201    
2990 3.24 2.34 8.83 3.36 428 11.17 0.21 104 273    
3377 2.10 0.96 2.05 4.04 428 3.01 0.31 192 98 - Vitrinite 5%  
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3399 2.71 1.55 1.76 4.34 416 3.31 0.47 160 65    
3419 5.22 5.64 17.37 5.38 425 23.01 0.24 103 333    
3452 3.43 3.32 6.07 5.48 428 9.39 0.35 160 177 - Vitrinite 5%  
Depth is in meter (m) 
S1 (milligrams of hydrocarbon per gram of rock) is an indication of free hydrocarbons (gas and oil) in the sample. S1 > 1 mg HC/g rock may be indicative of an oil show.  
 
S2 (milligrams of hydrocarbon per gram of rock) shows the hydrocarbons result from the cracking of kerogen and high molecular weight free hydrocarbons that do not 
vaporize in the S1 peak. 
 
S3 is an indication of the amount of oxygen in the kerogen and is used to calculate the oxygen index. Generally, S3 values >200 mg CO2/g rock are anomalously high, 
possibly due to high concentrations of carbonates that break down at temperatures <390°C and may or may not be valid. 
 
GP generation potential 
 
PI (production index) is indicative of the conversion of kerogen into free hydrocarbons or, in a general sense, the transformation ratio (Espitalié et al., 1977). 
PI < 0.2: immature rocks, PI = 0.3–0.4: typical for samples in the petroleum window, PI > 0.5: may indicate the proximity of migrated hydrocarbons or trapped petroleum 
 
HI (hydrogen index _mg generated HC/g of organic carbon) is normalized hydrocarbon content of a rock sample. Kerogen type information is derived from this value as 
Type I kerogens are hydrogen-rich, Type III kerogens are hydrogen poor, Type II kerogens are intermediate between Type I and Type III 
 
OI (oxygen index _mg CO2/g of organic carbon) is the normalized oxygen content of a rock sample. Type III kerogens generally have higher OI than either Type I or II 
kerogens. However, the hydrogen content is the principal discriminating factor for oil or gas potential. OI may be increased by weathering or mineral matrix interactions, 
which elevate the S3 value. If TOC is <0.50 wt%, OI may be meaningless (Espitalié, 1982). OI correlates with the ratio of O to C, which is high for polysaccharide-rich 
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remains of land plants and inert organic material encountered as background in marine sediments. OI values range from near 0 to ~150. High OI values (>100) are an 
indicator of continental organic matter or immature organic matter from all sources. 
 
Tmax pyrolysis temperature at which a maximum yield of generated hydrocarbons occurs _Tmax increases with increasing maturation. Tmax is the temperature of the 
maximum rate of evolution of S2 hydrocarbons (top of S2 peak). Tmax indicates the stage of maturation of the organic matter. Tmax values are affected by low organic 
matter content, where low S2 peaks are encountered. When the S2 value is <0.5 mg HC/g rock and the S2 peak does not have a definitive peak (i.e., is 
broad and flat), Tmax values may not be reliable. Also, organic-lean clayey sediments with S2 values as high as 2.00mg HC/g rock may have unreliable Tmax values 
(Espitalié et al., 1985). Tmax may be affected by the presence of heavy free hydrocarbons in the S2 peak, which may cause Tmax to be anomalously low (<400°C). Also, 
Tmax may be affected by reworked organic matter or salt ionization, which may cause Tmax to be anomalously high (>550°C). Tmax values and true Tmax temperatures 
vary with the temperature programming rate (Claypool and Reed, 1976) and are useful for approximating kinetic values. Tmax is a calibrated temperature and does not 
represent the true (absolute) temperature. 
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Appendix 2-C: Data for North American and Pakistani shales 
Region Formation Age Depositional 
Environment 
Depth Shale 
Thickness 
TOC Ro Mineralogy Φ K Poisson’s 
ratio 
Young’s 
modulus 
Remarks 
(m) (m) % % Quartz Clay Calcite % millidarcy fraction GPa 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
USA 
Barnett Late Mississippian1 Deep marine2,3 
(Intrabasinal) 1980-2590
1 30-1851 4-51 1.3-2.11 35-501 20-401 10-151 4-81 0.01-0.10 2 0.15-0.354 20-804 Brittle1 
Haynesville Upper 
Jurrasic1 
shallow marine6 3200-41001 60-901 1-4.51 
1.29-
1.391 
25-451 30-451 15-401 8-91 0.00565 0.12-0.404 20-804 
 
Ductile1 
Antrim Upper 
Devonian8 
Deep marine18 
180-6707 4-217 1-207 1.3-2.08 50-609 
  20-359 
(illite)    
5-109 
(Kaol.) 
----- 910 0.011-0.2211 0.20-0.2512 15-5312 
 
Brittle9 
New Albany U.Devonian/L. 
Mississippian8 
Deep Marine17 
(anoxic) 152-610
7 15-307 1-257 
0.35-
1.508 
25-5014 
30-5514 
(illite) 
Variable 
41 
10-147 0.017-415 0.20-0.2516 25-3016 
 
Brittle16 
Marcellous Devonian1 Shallow marine, 
Intrabasinal21 1200-26001 15-601 2-81 1.3-2.41 10-601 10-351 3-501 4-81 0.02-0.0619 0.10-0.2620 13-2820 Brittle1 
Fayetteville Late Mississippian1 Marine shelf13 
305-21001 6-601 4-9.81 1.5-4.01 20-601 30-3513 1-813 4-51 
0.0000857- 
0.0001822 
0.209-0.22722 28-3022 Brittle22 
Woodford U. 
Devonian/L. 
Mississippian1 
Marine, 
Intrabasinal24 1525-29001 5-761 4-81 1.2-2.81 50-651 30-351 5-101 5-61 0.00004523 <0.1624 >2824 
 
Brittle24 
Eagle Ford 
(mixed oil & 
gas) 
Lower 
Cretaceous1 
Marine, 
Intrabasinal28 
2134-36601 30-1451 4-81 0.7-1.81 20-3027 0-427 65-7527 4-101 
0.0001- 
0.0126 
0.15-0.2525 14-1725 
 
------- 
Niobrara 
(mixed Oil & 
gas) 
Upper 
Cretaceous1 
Transgressive 
marine29 915-42681 15-911 31 0.5-1.41 ------- 5-1029 80-9029 7-121 0.01-330 0.18-0.2729 42-6229 
 
Brittle29 
Utica (oil 
and gas) 
Middle 
Ordovician1 
Transgressive 
marine31 610-4268
1 21-2291 0.3-2.51 1.1-4.01 10-2032 10-2032 45-5032 6-121 0.00000133 0.2-0.2532 17-3132 ------- 
Wolf camp 
(oil) 
Permian1 Deep marine34 
1676-33541 457-7931 2-61 0.81 45-6035 30-4035 0-1035 2-101 
0.00002- 
0.00835 
0.15-0.3036 30-5036 Brittle1 
Monterey 
(oil) 
Miocene1 Deep marine40 
2439-42681 305-9151 51 0.6-11 50-8039 5-1539 0-1039 13-291 0.001-138 0.0937Dyn. 
10-1537 
Dyn. Ductile38 
Bakken (oil) Late 
Devonian/Early 
Mississipian1 
Shallow to deep 
marine41 2927-31701 12-231 9+1 0.6-11 5-8542 25-9542 10-1542 8-121 0.001-0.0142 
0.07-0.4543 
Dyn. 
5.9-7.343 
Dyn. Brittle42 
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Region 
 
Formation 
 
Age 
 
Depositional 
Environment 
Depth Shale 
Thickness 
TOC Ro Mineralogy (%) Φ K Poisson’s 
ratio 
Young’s 
modulus 
Remarks 
(m) (m) % % Quartz Clay Calcite % millidarc
y 
   
 
C
an
ad
a 
Horn River Middle 
Devonian1 Deep marine44,45 1982-27441 38-1371 1-61 2.2-2.81 55-8545 20-3045 20-3045 4-81 
1.04x10-10  
-1.99x10-7 
(46) 
0.18-0.2446 11-1446 Brittle46 
Montney (dry 
and wet gas) Early Triassic
1 Deltaic , shallow 
marine47 1494-3506
1 45-3051 0.4-41 0.8-2.51 20-4548 0-548 0-548 2-91 0.01-0.548 0.15-0.2549 27-4149 Brittle49 
Duvernay (mixed 
oil & gas) Upper        
Devonian1 
Deep marine50 
2500-39941 20-701 1-201 0.6-2.91 50-701 15-301 10-301 3-81 
3.9x10-4 
(51) 
0.20-0.3052 
 
35-5052 
 
 
Brittle51  
Pa
ki
st
an
 
 
Datta 
Jurassic53 Shallow marine53 3600-475055* 6-7055* 0.5-255* 0.5-1.355* >50* 10-20* ----- 
-- 
10-1554* 0.1-1.15* 
 
------ 
 
------ 
 
Brittle55* 
 
Hangu Early 
Paleocene55 
Shallow marine55 
  2700- 4500* 3-32* 2-1058 0.81-1.358 60-7059 <2059 ----- 5-1057 1-4* 
 
------ 
 
------ 
 
------ 
 
Patala Late 
Paleocene62 
Shallow marine62 
2600-4200* 7-33* 1-5.058 1-258 30-4062 25-3062 0-2062 10-20* 
 
------ 
 
------ 
 
------ 
 
------ 
 
Sembar Lower 
Cretaceous60 
Pro-deltaic, shallow 
marine60 750-3500* 17-550* 2-1058 0.85-1.558 40-5061 30-4061 10-1561 5-1061 
 
------ 
 
------ 
 
------ 
 
------ 
 
Ranikot 
Paleocene63 Fluviatile, shallow 
marine63 270-2135* 64-214* 2-358 0.85-158 60-7063 10-3063 0-563 10-20* 
 
------ 
 
------ 
 
------ 
 
------ 
 
Lower Goru Early 
Cretaceous64 
Pro-deltaic , shallow 
marine64 2250-365064 
198-795* 
200-40064 
1-1.558 2-358 40-5064 40-4564 5-1064 10-15* 
 
------ 
 
------ 
 
------ 
 
------ 
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Chapter 3 - An Evaluation of Empirical and Rock Physics Models 
to Estimate Shear Wave Velocity in a Potential Shale Gas 
Reservoir Using Wireline Logs 
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Contribution of this chapter to the overall study 
 
Shear wave velocity (Vs) data, which are essential in estimating elastic properties, 
were found to be lacking in the available dataset of a Pakistani shale, which was screened 
out in the previous chapter. Therefore, comprehensive research has been completed to 
determine methods for estimates of Vs. 
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3.1 Abstract 
 
Shear wave velocity (Vs) is essential for determining the elastic properties of rocks, 
which are useful for shale gas reservoir characterization. Many investigators have developed 
empirical models of varying form and complexity, and simplified rock physics models for 
the estimation of Vs using conventional well logs and/or laboratory measurements on core 
samples. Other investigators have developed rock physics models and used them to estimate 
velocities based on fundamental rock properties such as mineralogy, pore geometry and fluid 
saturations. The selection of a suitable model based on well logs is challenging, especially 
in cases where cores are not available. This study evaluates various relationships in the 
literature for the estimation of shear wave velocity applied to sandy shale and shale intervals 
of the Lower Goru Formation, Lower Indus Basin, Pakistan. Some inputs (e.g., 
compressional wave velocity) are directly taken from conventional log measurements, while 
others (e.g., petrophysical and elastic properties) are estimated using available log and  
literature data. A statistical analysis has been used to quantify the difference between 
measured and predicted Vs. The results reveal that some empirical models can produce a 
coefficient of determination (R2) of roughly 0.8 when cross plotted against measured Vs 
values, and R2 values can be further increased by 10% to 20%  if the coefficients are adjusted 
based on available Vs data. However, these models do not explicitly account for the 
mechanisms of velocity variations in sandy shale and shale due to pore geometry (aspect 
ratio), consolidation and fluid saturations in the manner that rock physics models do. The 
rock physics modeling conducted for this work demonstrated that the use of Biot’s model 
(rather than Gassmann’s model) for fluid substitution improved model performance for Vs 
estimation in gas-saturated sandy shale and shale of the Lower Goru Formation. Although 
statistical analysis showed this model to be slightly less accurate than the best empirical 
models (R2 of approximately 0.77), it is suggested that the rock physics model should be 
reliable when applied to a broader range of saturations and lithologies in the Lower Goru 
Formation. Also, using the rock physics approach, model input parameters can be optimized 
using Vp (compressional wave velocity) data, which represents a significant advantage over 
the empirical models which require Vs data for optimization. The modified rock physics 
model is thus deemed to be the best option available at present for the study area, and it is 
suggested that it should be appropriate for use in other settings – assuming that Vp data are 
available and sufficient knowledge regarding rock lithology is available. 
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3.2 Introduction  
 
3.2.1 Background 
 
Shear wave velocities (Vs) (in addition to compressional wave velocities and bulk 
density) are required to calculate dynamic elastic properties which are used directly and/or 
via correlation to static properties for designing various operations (e.g., drilling, fracture 
stimulation; and enhanced oil recovery). However, shear wave velocities are not routinely 
logged. Several relationships, with varying degrees of complexity, have been developed for 
the estimation of shear wave velocities during the past few decades. Most of these 
relationships have been established using the field and/or laboratory data for a specific 
lithology from a given area. A few researchers have tried to include data from all over the 
world to establish a global relation for the estimation of Vs. Regardless of their origins, most 
relationships have shown a better fit (between estimated Vs and measured Vs) for 
conventional reservoirs compared to unconventional shale gas reservoirs. The lower degree 
of accuracy for Vs relationships in unconventional reservoirs is attributed to the complex 
effects of lithology, porosity, pore geometry, clay volume, reservoir consolidation, water 
saturation and organic carbon content on velocities in shale gas reservoirs; effects which 
have differing degrees of influence on the various log properties that are used as input 
parameters, hence hindering the effectiveness of relationships that depend on a limited 
number of inputs. The objective of this study is to evaluate empirical and rock-physics-based 
models (e.g., Xu and White, 1995) in a potential shale gas reservoir (sandy shale and shale 
intervals of Lower Goru Formation) using the full suite of logs for two wells from the Lower 
Indus Basin, Pakistan. No core samples were available to support this investigation.  
 
3.2.2 Literature Review 
 
Shear wave velocities are not routinely measured, hence they must often be estimated 
from available logs such as gamma-ray (GR), neutron porosity, bulk density, resistivity and 
compressional wave velocity (Vp). A few researchers (Picket, 1963; Tosaya, 1982; Castagna 
et al., 1985; Han et al., 1986; William, 1990; Greenburg & Castagna, 1992; Liu and Chen, 
2012) have introduced linear relationships to estimate Vs using Vp, the volume of shale 
(Vsh) and porosity in clean and shaly sandstone. Marion et al. (1992) concluded that there 
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is an initial increase in Vp with Vcl (volume of clay) up to at about 30% in sandstone because 
clay particles reduce the porosity by filling the inter-grain pores (often observed with pore-
filling clay). For higher clay contents (>40%, i.e., sandy shale and shale) the Vp decreases 
with increasing Vcl due to the loss of grain-to-grain contact and the development of a 
predominantly clay matrix. This increment of clay content in sandy shale introduces pores 
with a low aspect ratio and significantly affects both Vp and Vs (Eastwood and Castagna, 
1983). The randomly distributed pore geometries (hence variable aspect ratios) of sandy 
shale reduce the velocities of shear and compressional waves, due to the abundance of soft 
(platy, micro-fracture) pores as compared to stiff (spherical) pores (Ruiz and Dvorkin, 2010).  
 
The aspect ratio of pores is affected by many factors (lithology, deposition and 
diagenesis, pore pressure, fracture density, consolidation) (Nur and Simmons, 1969), and it 
is difficult to study all these parameters to quantify aspect ratios. Aspect ratios have been 
linked with porosity and volume of clay by using a back-propagation neural network 
(BPNN) to estimate velocities (Vp and Vs) (Yan et al., 2002). Although this technique was 
validated using field data for a shaly sandstone reservoir in the North Sea, the presence of 
organic matter and low porosity sandy shale/shale intervals in shale gas reservoirs may 
restrict its global applications.  
 
Kuster and Toksoz (KT) (1974) established a relationship between elastic moduli of 
the rock matrix and aspect ratios and provided an opportunity to link Vcl and porosity to 
aspect ratio in an iterative fashion, to obtain a better match between recorded and estimated 
velocities. The KT model is valid for rocks with very low aspect ratios such as sandy shale 
and shale (Keys and Xu, 2002). It can also be integrated with fluid substitution techniques 
(Gassmann, 1951 and Biot, 1956), to study the fluid effect on elastic moduli and velocities, 
which are inherently affected by aspect ratios.  
 
Sonic waves behave differently in clay-dominated sandy shale as compared to 
quartz-dominated shaly sandstone, so it is essential to accurately calculate the volume of 
clay and porosity from available logs to estimate Vs in a shale gas reservoir. Vernik (2016) 
observed that the most commonly used gamma-ray (GR)-based linear model  
(  ℎ	 = (     	–	     )/(      −      ) with traditional GR thresholds (GRmin = 10 API 
and GRmax = 100 API) for the volume of shale (Vsh) overestimates the clay volume because 
clays in shale (e.g., illite) have higher GR values (GRmax = 230 API) as compared to shale 
matrix (a mixture of clays, silt and other minerals). An increment in the upper limit of GR 
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in the GR-based equation (230 API instead of 100 API) can give Vcl instead of Vsh for 
shales, particularly rich in illite. Similarly, porosity logs (neutron, density or sonic) may 
provide inaccurate estimates of porosity in the presence of clays and organic matter (Holmes, 
2014 ; Crain, 2016). Crain and Holgate (2014) and Holmes (2014) suggest subtracting clay 
and kerogen-related porosity from log-based porosity in shale gas reservoirs to get actual 
porosity (effective porosity) of the shale fraction.  
 
Xu and White (1995) combined the Gassmann and KT models and used a fixed 
aspect ratio for sand (0.12) and clay (0.03) to estimate Vs in shaly sandstone and sandy shale 
intervals of two wells (one with >2000m depth and a second with <1500m depth) drilled in 
the North Sea. The deeper of these wells contained well-consolidated formations and the 
shallower contained poor to well-consolidated formations. They obtained a good fit between 
predicted and estimated Vs using these fixed aspect ratios. However, this may not work for 
other areas or wells. Several researchers (Mavko et al., 2003; Yan et al., 2002; Ruiz and 
Azizov, 2011) have identified two issues with the Xu and White (1995) model: First, the use 
of the fixed values of aspect ratios, and second the Gassmann equation for fluid substitution. 
The pore geometry will generally not be constant over broad depth intervals (~100m), so the 
aspect ratios should be varied with depth. Ideally, these would be known, and it would be 
possible to confirm known values by direct observation. In practice, initial values of aspect 
ratios are assigned based on Vcl and these values are adjusted by iteration to obtain a match 
between recorded and estimated Vp (Yan et al., 2002).  
 
Gassmann’s theory assumes that the wave-induced pore pressures are equilibrated 
through the pore space, which may not be true for high-frequency sonic waves (Ruiz and 
Azizov, 2011; Chopra and Castagna, 2014), especially in low permeability rocks (e.g., sandy 
shale and shale). Biot (1956) suggested that there is not enough time for the pore pressures 
to equilibrate when high-frequency waves (ultrasonic laboratory-based) travel through the 
saturated rock, and this scenario may be especially true in the low-permeability flaky pores 
of a shale gas reservoir (Mavko et al., 2003). Two types of flow mechanism occur during the 
propagation of sonic waves (high and low frequency) through fluid-filled pores: Biot (global 
or average flow) and squirt (local, at the grain scale) flow. According to these mechanisms, 
the relative motion of fluid and solid leads to dispersion and attenuation of sonic velocities. 
Biot (1956) suggested that global flow is dominant at high frequencies (MHz range), while 
Mavko and Jizba (1991) suggested that squirt flow is dominant at transition frequency (kHz 
range). Sarker and Batzle (2010) conducted experiments on dry and n-decane (a liquid, and 
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a component of gasoline and kerosene) saturated shales in the laboratory and found there is 
a negligible impact of frequency in the range of 2 kHz to 800 kHz on the dispersion of 
anisotropic elastic moduli. Siggins and Dewhurst (2010) suggested that the mechanism of 
velocity dispersion and attenuation in shales is enigmatic, and it is not clear yet that the squirt 
model applies to clay-rich shale.  
 
Biot also includes a tortuosity parameter (α, similar to aspect ratio) that defines the 
geometry of pores. Stoll (1977) recommended a fixed value (α = 3) for randomly distributed 
pores of any shape, although Mavko et al. (2003) recommend revisiting this fixed value for 
sonic waves recorded at transitional frequencies. 
  
It is suggested here that the replacement of Gassmann with the Biot's equation (high-
frequency solution) for fluid substitution, and relating the aspect ratios in KT theory with 
Vcl and porosity may give a better estimate of shear wave velocity in shale gas reservoirs. 
Although the application of Biot’s equations (at ultrasonic frequency in MHz) for the 
prediction of sonic velocities (with kHz frequency) is still under debate, partly because the 
sonic frequency is well below the characteristic frequency (fc) of Biot’s theory in shale gas 
reservoirs and also because, the Biot or squirt flow mechanism in clay-rich shale or sandy 
shale remains enigmatic (Mavko et al., 2003; Avseth et al., 2005). The authors feel it is worth 
considering, and thus it (Biot’s high-frequency equations) has been tested for Vs estimation 
as an alternate of Gassmann in this work.  
 
3.2.3 Geology of the Study Area 
 
The study area chosen for this work is shown in Figure 3.1a. It is of interest because 
of the potential for shale gas development in this area (US EIA, 2015; Abbasi et al., 2014). 
It is located in the Lower Indus Basin of Pakistan, several hundred kilometers south of the 
tectonically active zone, where the Indian and Eurasian plates have collided. The area is 
bounded by two local Highs (Mari Kandkot in the North and Jacobabad in the South) that 
were developed due to western rifting of the Indian Plate, and which have played important 
roles in developing subsurface structural traps and high-temperature gradients (5 °C/100 m) 
(Ahmad and Chaudhry, 2002). The Cretaceous-age Goru Formation was deposited in a 
shallow marine environment, and its lower part (Lower Goru Formation or LGF) contains 
sandstone and shale strata (Kazmi and Jan, 1997). The sandstones were deposited in lower 
to inner and middle to inner shoreface settings, and the shales were deposited in pro-deltaic 
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to outer shelf environments (Siddiqui et al., 2013; Baig et al., 2016). The thickness of the 
LGF varies from roughly 250 m to 400 m in the study area, as shown in Figure 3.1b. The 
LGF has conformable contacts with the overlying Upper Goru Formation and underlying 
Sembar Formation, as shown in Figure 3.1c (Kadri, 1995; Kazmi and Abbasi, 2008). The 
presence of shales within the LGF provides seal and source rocks for sandstone reservoirs 
within this formation. The Early-Cretaceous Sembar Formation is also known to be a source 
rock in this area (Siddiqui et al., 2013). The LGF has been divided into several members 
listed (youngest to oldest) as follows; Upper Sands, Upper Shale, Middle Sands, Lower 
Shale, Upper Basal Sands, Talhar Shale and Lower Basal Sands. The Middle and Basal 
Sands are known gas reservoirs and are composed of medium to coarse-grained sandstones 
with minor siltstone (Kazmi and Abbasi, 2008).  
 
The sandstone intervals of the LGF in the Lower Indus Basin are composed of quartz, 
feldspar, calcite, chlorite, illite, glauconite and volcanic rock fragments (Berger et al., 2009). 
The shales of the LGF in surrounding wells of the study area are composed of 40-50% clay, 
40-45% quartz and 8-10% carbonates. Total organic carbon (TOC) content is typically 0.5% 
to 2%, consisting of Type II and III kerogen with vitrinite reflectance (Ro) of 0.5% to 0.55% 
(can produce both oil and gas) (Ehsan et al., 2016; Siddiqui et al., 2013). The thickness and 
average porosity of shale intervals of the LGF vary from 80 to 100 m and 10% to 12%, 
respectively, and in the south of the study area these shales contain montmorillonite which 
has a high capacity for gas absorption (Ehsan et al., 2016; Smith et al., 1992). The sand 
intervals of the LGF in the study area (Upper and lower Basal sands) contain chlorite and 
illite minerals. The illite may be formed by conversion of kaolinite or from precipitated 
components of k-feldspar dissolution during deep burial and elevated temperatures (Baig et 
al., 2016). The shale and sandy shale intervals between the Upper and Lower Basal Sands 
also contain chlorite and authigenic illite. 
 
3.3 Methodology 
 
3.3.1 Data Description 
 
Two wells (labeled X and Y in Figure 3.1a) were studied in this work. Gas has been 
discovered in well X in a conventional sandstone reservoir (Basal Sands of the LGF), and 
gas shows in the LGF were observed during drilling of well Y. Both wells were drilled using 
water-based mud. These wells were chosen for this work based on log data availability in 
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the LGF, and because of their potential as shale gas reservoirs. The sonic logs used in this 
study were acquired using the dipole shear sonic imager tool (DSST) in both studied wells 
which operate in the frequency range of 8 kHz to 30 kHz. The specific outputs used were 
the monopole P (DT4P) and monopole S (DT4S) interval transit times. It is generally 
believed that a properly processed, full-waveform monopole log from this type of tool gives 
reliable estimates in fast formations such as "sandy shale" and "silty shale" if the borehole 
conditions are good.   However, where the shear wave velocity drops to near 1500m/s (the 
speed of sound in drilling mud (water-based)), the shear wave arrivals become difficult to 
detect and the interpreted Vs is considered unreliable (Schlumberger, 2011). There was a 
small interval at the top of well-Y (3530-3560) where Vs falls near to 1500 m/s, and the data 
for this interval was discarded. The Vs logs in the shaly intervals of both wells seem reliable, 
and invasion corrections were deemed unnecessary. 
 
Unfortunately, no cores were available for the sandy shale and shale intervals in these 
wells, so the petrophysical parameters required for this work (Vcl, TOC/volume of kerogen, 
effective porosity, and fluid saturation) were determined exclusively from log data, using 
the equations given in Table 3.2. More discussion of this process is given in the sections that 
follow. The approach adopted here was to extract core-based petrophysical parameters 
(acquired in nearby wells) of the LGF from literature and to fine-tune the estimated values 
based on a match between estimated and measured velocities (Vp and Vs) in the studied 
wells.  
 
Figure 3.1 a) Location of study area (after Google Maps) ; including the locations of wells 
X and Y, b) top and bottom depths of the Lower Goru Formation in wells (X and Y) ; and c) 
generalized stratigraphy of study area (modified after Azeem et al., 2017). 
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3.3.2 Assessment of Lithology and Depositional Environment of the Lower Goru 
Formation 
 
Berger et al. (2009) conducted a detailed mineralogical analysis of a sandstone 
interval in well-X (3260-3340 m). This interval is dominated by quartz and clay, with minor 
quantities of other minerals (dolomite, k-feldspar, micas and glauconite) and pore-filling 
cement comprised of chlorite and illite (Berger et al., 2009). An XRD (X-ray diffraction) 
analysis of drill cuttings over the lower interval of LGF in well-Y (3908-3910 m) showed 
higher quartz and illite contents with minor k-feldspar, dolomite and micas, which is in 
agreement with published data on LGF mineralogy.  
 
In the absence of core and thin section data, the lithologies and depositional 
environments have been assessed using wireline and mud log data. The cross plot of density 
and neutron logs shows the presence of shale contents in studied intervals of both wells 
(Figure 3.2). The high density and gamma-ray values (~2.77 g/cc and >150 API respectively) 
on Figure 3.2 also gives some support to the presence of significant illite content in the shale 
and sandy shale intervals of the LGF. The cross plot between total porosities from density 
and neutron logs (as illustrated in Figure 3.3) shows most of the data points are fall near the 
left corner of the plot, which is the zone for dispersed shale. Some points above the dispersed 
shale zone are interpreted to be due to the presence of gas in the sandstone interval of well-
X.  
 
Figure 3.2 A cross plot between NPHI (neutron log porosity) and RHOB (bulk density log) 
color-coded with gamma-ray log to assess the lithology of the Lower Goru Formation in 
wells X and Y. Frequency histograms show data distribution. Note the presence of a 
significant number of data points in the cross plot zone typically interpreted as shale. 
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Figure 3.3 Neutron porosity (PHIT_Neutron=NPHI) vs. Density porosity (PHIT_Density = 
(matrix_density-RHOB)/(matrix_density-fluid_density)) cross plots showing distribution of 
shale in the Lower Goru Formation. Note that a significant number of the data points fall in 
the dispersed shale zone. 
 
The gamma-ray and sonic logs based on the standard rock-physics templates of 
Avseth et al. (2005), adapted to the LGF of Lower Indus Basin by Nazeer et al. (2016), were 
used to assess depositional environment and lithologies. These are summarized in Table 3.1. 
Based on these templates, the Lower Goru Formation encountered in Well-X (3150-3400m) 
and Well-Y (3500m to 3910m) is classified as sandstone/shaly sandstone, sandy shale and 
shale. The results compare favorably to the core-based interpretation of lithologies and 
depositional environment of the LGF published by Nazeer et al. (2016) in the study area. 
 
3.3.3 Assessment of Shale and Clay Volumes 
 
The volume of clay (Vcl) affects the porosity of sandy shale and shale, and it affects 
the estimation of the velocity of shear and primary waves (Vernik, 2016). In petrophysics, 
the volume of shale (Vsh) is the fraction of bulk rock matrix which consists of a mixture of 
clay and silt. The volume of shale can reach 100%, but the volume of clay will generally be 
less than 100% due to the presence of silt particles (Vernik, 2016). 
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Table 3.1 Lithology prediction based on the GR log motif and recorded Vp (shown in the 
results and discussion section) (modified after Nazeer et al., 2016) 
 
Recorded Attributes 
Well-X 
Depth 
Range 
(m) 
Well-Y 
Depth 
Range 
(m) 
Lithology/Facies Depositional Environment 
• GR_log Funnel shape, low 
GR values (<75API), low 
Vp values 
• Serrated intermediate GR 
(75-100 API), high Vp 
values  
3270-
3340 
3850-
3910 
 
Sandstone with 
coarse grain shaly 
sandstone 
Upper to 
Lower 
Shoreface 
Serrated high GR (100-120 
API), low Vp  
3200-
3240 
3660-
3850 Sandy shale 
Inner Shelf to 
Outer Shelf 
Serrated very high GR 
(>150 API), low to high Vp 
values  
3150-
3200, 
3240-
3270, 
3360-
3370 
3560-
3660 Shale/Silty shale Outer Shelf 
 
The GR log can generally be used effectively for volume of shale interpretation in 
organically lean shales, but it is less effective  in organically-rich shales because the presence 
of radioactive organic matter distorts the results (e.g., uranium salts associated with kerogen 
cause the higher values of GR) (Katahara, 1995; Passey et al., 2010). The TOC values 
interpreted from logs (TOC_DlogR, see Table 3.2 and Appendix 3-A) for the LGF shales 
are in the range of 2% to 4%, which compare favorably to laboratory-based TOC values of 
1% to 3% published by Siddique et al. (2014). This range of TOC seems to have a negligible 
influence on the GR log (Wang and Carr, 2012). According to Vernik (2016), clay minerals 
(specifically illite) have high values of GR so the threshold limits of GR for the calculation 
of clay volume (Vcl) in illite-rich shale should also be increased (GR_max = 230 API rather 
than 100 API). The increase in the lower limit (GRmin = 30 API rather than 10 API) 
improves the data normalization, which also confirms the presence of a minor quantity of 
glauconite (mica group). As such, the Vernik’s approach was tested in this work using 
multiple models (Clavier et al., 1971; Stieber, 1970; Larionov, 1969) for the estimation of 
Vcl (see Table 3.2 for equations). The results are shown in Figure 3.4. In the first case 
(GRmin = 10 API and GRmax = 100 API) the volume of clay becomes 100% for GR values 
of 100 API or greater in both wells. This scenario is not consistent with published 
mineralogies for the LGF. In the second case (GRmin = 30 API, GRmax = 230 API), Vcl 
ranges from 30% to 80%  in well X and 10% to 65% in well Y. These Vcl ranges are 
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consistent with published data of Vcl. The use of the linear model along with Vernik’s (2016) 
GR thresholds for Vcl yielded the best comparison between measured and estimated Vcl.  
 
A complex mineralogy analysis using a software package (Schlumberger Techlog 
Quanti_Elan module) was conducted based on sonic, density, neutron, gamma-ray, 
photoelectric effect (PEF), and resistivity logs. The input minerals were decided based on 
published mineralogy of LGF (dominant minerals are illite, kaolinite, dolomite, and quartz) 
in the study area. The same input logs were predicted based on input mineralogy and fluid 
(clay bound water, free water and gas), and the best match between the input and predicted 
logs were obtained through a few iterations of fixed log values for input minerals. These 
iterations are attributed to varying minerals endpoints (specific value of log reading for each 
mineral), maximum volume based on published data, uncertainties factors, different types of 
sonic and neutron porosity models. The conversion of the weight percentage of minerals to 
volume percentage was performed within the software using values of grain density and 
porosity available within the software, although it is more appropriate to extract these values 
from XRD analysis of core samples. The results are shown in Figure 3.5, which confirms 
the dominance of clay (particularly illite) and quartz minerals in both wells. 
 
 
Figure 3.4 Cross plot between the estimated volume of clay (Vcl) and gamma-ray log for 
well X and Y, based on various models which are described in Table 3.2. (HCGR: computed 
gamma-ray corrected for Uranium (= HSGR - GR_uranium), where HSGR stands for Hostile 
Environment Standard Gamma Ray). 
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Figure 3.5 Shows the results of complex mineralogy analysis using Quanti_Elan. 
 
3.3.4 Assessment of Porosity  
 
Porosity also has a significant impact on velocities. When measured by logs, porosity 
is affected by various factors; e.g., volumes of clay and kerogen, fluid saturations and 
mineralogy. The best practice is to select logs that are least sensitive to these factors and to 
use interpretation techniques that correct for them. The low hydrogen index (HI) of gas 
reduces the neutron porosity and increases the density porosity, while the hydroxyl ions  
(OH-) in clay minerals tend to increase the neutron porosity. As such, the combined use of 
these logs (e.g., interpreted porosity = average of neutron and density porosities) is often 
used (e.g., Passey et al., 2010) with the expectation that errors will largely offset one another. 
As such, the combined use of neutron and density logs has been implemented in some North 
American shale gas plays for porosity estimation. However, the complex lithologies, organic 
richness (high TOC) and clay bound water have proven to have negative impacts on the 
accuracy of porosity estimation (Glorioso and Rattia, 2012; Crain and Holgate, 2014). 
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Moreover, in the presence of gas, the density and the neutron tools may not read the same 
saturation due to different depths of investigation (Crain, 2016).  
 
Another approach to porosity estimation from logs is the combined use of density 
and resistivity logs. Porosity interpretation in such cases requires accurate knowledge of 
formation mineralogy (e.g., glauconite affects both logs), water saturation, high-density 
mineral content (e.g., pyrite), low-density kerogen content and shale heterogeneity 
(Sondergeld et al., 2010; Wu and Aguilera, 2013). As such density-resistivity porosity may 
also be ineffective for the LGF due to poor control on mineralogy (unavailability of 
measured mineralogy data at multiple points in the studied wells) in its shale intervals.  
 
The sonic log is also affected by multiple factors. Specifically, an increase in organic 
matter content increases the transit time of a sonic log because the organic matter is relatively 
soft, though an increase in thermal maturity of organic matter decreases the sonic transit time 
due to the expulsion of hydrocarbons. As such, sonic porosity also needs a correction based 
on the organic matter before use in shale gas reservoirs (Sondergeld et al., 2010; Glorioso 
and Rattia, 2012). The commonly used model of Wyllie et al. (1950) for the calculation of 
sonic porosity assumes the layered distribution of matrix and pores with layers oriented 
normal to the direction of wave propagation, whereas Raymer et al. (1980) account for the 
more evenly distributed nature of these phases (Dvorkin, 2008). A detailed discussion of 
these models is beyond the scope of this paper. Both methods were used, as shown in the 
porosity section of Table 3.2, and the results were compared. 
 
It seems that log-based techniques of porosity estimation, which were initially 
designed for conventional sandstone reservoirs, may not work well for shale gas reservoirs. 
Some researchers suggest the use of these conventional relationships for shale gas reservoirs 
after applying corrections for clays and kerogen (Holmes et al., 2014; Crain, 2016). The 
neutron-sonic corrected porosity (effective porosity) as described in Table 3.2, is moderately 
insensitive to mineralogy and compensates for kerogen, and may work best as input for fluid 
substitution in gas-saturated sandy shales or shales (Crain and Holgate, 2014). The 
aforementioned models for total porosity estimation (sonic, density, neutron-density and 
neutron-sonic) were also tested for the fluid substitution model in this work, and the results 
are discussed later in this paper.  
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3.3.5 Assessment of Fluid Saturation 
 
The fluids present in the LGF in wells X and Y are interpreted to be water and gas, 
according to drilling data (gas-cut drilling mud) for both wells and production data for well 
X. There are various log-based models (Indonesian, Dual Water, Simandaux, Waxman-
Smits, Juhasz) for determining water saturation (Sw) in conventional sandstone reservoirs. 
These models tend to overestimate Sw due to high conductive clay contents in sandy shales 
and shales (Kadkhodaie and Rezaee, 2016). In conventional reservoirs, the current flows 
through formation water only while in shale gas reservoirs the current can also flow through 
interconnected clay particles (Rezaee, 2015). The modified Simandaux-model (Entyre, 
1993) was selected in this work because it gives a reasonable Sw (40%-60%) in the sandy 
shale and shale intervals of the LGF as compared to other models which predict 100% water 
saturation in the shale intervals.  
 
Table 3.2: Equations and workflow for log-based petrophysical interpretation 
Volume of Shale from GR Log: 
    = volume of shale (Using the GR thresholds of Vernik (2016) this volume of shale 
considered equivalent to     (volume of clay)). 
   	 = (     	–	     )/(      −      ) 
    = 0.33 ∗ (2
 ∗    − 1) …………………………(Larionov, 1969) 
    =           ……………………………….Stieber I (Stieber, 1970) 
    =       ∗   ……………………........Stieber II (Stieber, 1970) 
    = 1.7 −  3.38 − (    + 0.7)  …………….(Clavier et al. , 1971) 
    =    …………………………………..Linear Model (Katahara, 1995; Vernik, 2016) 
Where: 
      = computed gamma − ray log  (HCGR) 
     ,       = minimum and maximum values of GR (See text for discussion and 
values used) 
    = gamma − ray	index 
Volume of Kerogen (Crain and Holgate, 2014): 
     =          ,      =          ,        =           ,           =               ,  
        =        +           ,      =               
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Where: 
   _      = total organic carbon, computed using DeltaLogR technique  
(See Appendix 3-A, equation A) 
     = TOC weight fraction  
     = weight	fraction	of	carbon	in	kerogen		 (0.80 is a common value which was assumed in this work)  
     = mass fraction of kerogen (unitless) 
     = component	volumes	in	cm (cc)  
     = kerogen density = 1.3     (assumed for type III kerogen in the LGF) 
        = matrix	density = 2.68	 /   (assumed for sandy shale) 
     = volume fraction of kerogen (unitless)  
Porosity: 
Total Porosity (PHIT) for the estimation of dry moduli: 
Method-1: 
   = ∆   ∆       ∆       ∆        (Wyllie et al., 1956) ……………..1 Where: 
∆        = interval	transit	time	of	matrix = 65	μ /  , for	clay −sand mixture (from recorded sonic_log)  
∆       = interval	transit	time	of	pore	fluid = 200	μ /  , for	freshwater	drilling	mud 
∆   = interval	transit	time	(μ /  )	from	compressional	sonic	log Fluid Correction (∆          ): 
∆          
=	   	∆       + (1 −    ) ∗ ∆    
    =   
   
     
  	
 
  ………….Archie equation 
After fluid correction the equation 1 can be written as: 
    _     _       = 	  (     	         ) =
∆   − ∆       
∆      _     − ∆       
 
Where: 
    = flushed zone water saturation (From Archie equation) 
  = total porosity from sonic log  (using equation 1) and put in Archie equation for     
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R   = mudfilterate resistivity, R   = flushed zone resistivity, a = invasion factor =1,  m = cementation exponent = 2, n = saturation exponent = 2 
Method-2: For 0-37% porosity: 
    _     _      =    = 1 −   −  ( )  + ∆       ∆           + ∆       ∆     ………………..………2 (Raymer et al. 1980)  Where:   = 	 ∆       
 	∆      
 Below is the comparison of PHIT results using both methods in well-X and Y: 
 
 
Effective Porosity for fluid substitution (Crain and Holgate, 2014; Crain, 2016): 
   _    = ∆  _            , 
    =    −      ∗         −       ∗   _      
    =    −      ∗         −       ∗         
   = (    +    )/2  
Where: 
  _    = sonic porosity for kerogen 
∆  _    = compressional wave interval transit time for kerogen = 435 μs/m 
   = sonic log porosity (unitless) = PHIT (as calculated using Wyllie and Raymer 
models)                   
       = sonic log porosity at a high volume of clay interval (unitless) 
   = neutron log porosity (unitless)  
       = neutron porosity at a high volume of clay interval (unitless)  
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  _    = neutron porosity for kerogen = 0.65 (Zhang et al. , 2018)  
    ,    = corrected porosities from neutron and sonic logs  
   = effective porosity    
Water Saturation (Modified Simandaux Model for shale gas reservoir (Entyre, 1993)): 1
  
= (       
   (1 −    )) + (         ) 
Where: 
   = deep resistivity in ohm. m (from LLD) 
   = effective porosity  
   = water saturation (%) 
   = 0.03 ohm. m (extracted from well reports and also confirmed using SP log) 
    = average deep resistivity determined from log measurements  in a shale zone= 5 ohm. m 
 	&	  = cementation	&	saturation	exponents= varies between 1.7 to 2 for getting saturation reported in literature and well reports
  = Tortuosity factor = 1  
 
3.3.6 Vp Estimation 
 
Vp is generally measured. For some empirical models for estimating Vs, Vp is simply 
used as an input parameter. When estimating Vs using rock physics models, calculation of 
Vp using the chosen rock physics model (and comparison against the measured values) can 
be a useful method of evaluating (and perhaps improving) the effectiveness of the selected 
model. In turn, this enhances confidence in the use of the chosen model for Vs estimation. 
At the fluid substitution stage, the difference between Vp and Vs estimation using rock 
physics models is the inclusion of fluid bulk modulus for determining effective bulk modulus 
for Vp estimation, while the shear modulus of the fluid (used for Vs estimation) is zero. The 
relevant equations for the required parameters to estimate Vp are given in Table 3.3.  
 
The KT model accounts for the elastic properties (bulk and shear moduli) of the dry 
rock considering the pores as disconnected features. This, in turn, accounts for the effects of 
consolidation, porosity and pore geometry (Xu and White, 1995). The pores are assumed to 
be randomly distributed and randomly oriented, as illustrated in Figure 3.6. In this work, 
relatively high aspect ratios (αs = 0.2, αc = 0.09) were initially assigned to intervals with low 
clay content (Vcl≤40%) and low aspect ratios (αs = 0.1, αc = 0.01) to intervals of high clay 
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content (Vcl>40%). These limits were selected based on standard rock physics templates 
and published literature of shaly sandstone and sandy shale (Avseth et al., 2005; Nazeer et 
al., 2016; Azeem et al., 2017).  
 
Figure 3.6 Randomly distributed pores in the clay-sand mixture (above), and mixed fluid 
(water and gas) substitution in pores. 
 
The matrix moduli were determined using two approaches, as illustrated in Table 3.3 
in the matrix moduli section: (1) following Xu and White (1995), based on Wyllie’s 
equations; and (2) based on Hashin-Shtrikman’s equations (as given by Berryman, 1995). 
The normalized matrix moduli calculated using both approaches for well-Y are plotted 
against the volume of clay, as shown in Figure 3.7. These results suggest only minor 
differences between matrix moduli calculated using both methods. Similar results were 
observed for well-X. Dry bulk and dry shear moduli were determined using the KT model, 
as given in Table 3.3. 
 
The reservoir parameters for sandy shale and shale intervals of the LGF were 
assessed after studying published temperature and pressure gradients in the study area, and 
production data for well-X. The bulk moduli of individual fluids (Kgas and Kbrine) were 
obtained from relations published by Batzle and Wang (1992) for a temperature of 175 oC, 
the pressure of 37.5 MPa, brine concentration of 20,000 ppm, brine density of 0.93 g/cc, and 
gas density of 0.17 g/cc. The effective bulk modulus (Kfl) and density (ρfl) for fluid were 
obtained after mixing the fluids using the equations of Brie et al. (1995) and Domenico 
(1976), respectively, as given in Table 3.3. The equation of Brie et al. (1995) yields the 
stiffest possible mixture, and its lower bound, as shown in Figure 3.8 (for e = 3) represents 
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a patchy fluid saturation scenario. In shale gas reservoirs, it is deemed reasonable to consider 
saturations as patchy because wave-induced pore pressures in this scenario will not 
equilibrate during the propagation of high-frequency sonic waves (Smith et al., 2003; Mavko 
et al., 2003; Avseth et al., 2005). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7 Normalized matrix moduli versus volume of clay (Vcl) for well-Y. The  
normalization factor used was the modulus value of the quartz at a Vcl of zero. 
 
The fluid substitution was done using both the Gassmann and Biot models, as given 
in Table 3.3. Later, after introducing mixed fluid (water and gas) into the model, as illustrated 
in Figure 3.8, aspect ratios were iteratively adjusted to improve the match between measured 
and calculated Vp. All moduli (matrix, fluid and dry) and densities (matrix and fluid) were 
input separately into the equations for both the Gassmann and Biot models to obtain a rock 
physics-based Vp (denoted as Vp_RP). 
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Figure 3.8 Plot between effective fluid (gas and water mixture) modulus and water 
saturation. 
 
Table 3.3:  Elastic properties and Velocities (Vp and Vs) estimation 
Matrix Moduli (Wyllie et al., 1956; Hashin and Shtrikman, 1963; Xu and White, 1995): 
Method-1 (based on Wyllie’s Time Average Equations): 
μ  = ⍴   
 
   
   
 ,        = (1 −      )     +            , 
   = ⍴   
 
   
   
 
−
 
 
μ ,     
  = (1 −    
  )   
  +    
      
   
⍴  = (1 −      )⍴  +      ∗ ⍴  ,  
   
  =    /(1 −   ), 
Where: 
μ  = matrix shear modulus 
   = matrix bulk modulus 
	   
  ,    
  = shear, primary (compressional)  sonic interval transit time for a matrix  
   
  = shear sonic interval transit time for the sand grains = 256 μs/m 
   
  = primary sonic interval transit time for the sand grains = 171 μs/m 
    
  = shear sonic interval transit time for clay minerals = 584 μs/m 
    
  = primary sonic time for clay minerals = 341 μs/m 
   
  = volume of solid clay matrix (Normalized) 
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 ⍴  & ⍴   =  density of sand and clay (illite dominant) grain respectively (2.65 & 2.75 g/cc respectively) 
    = volume of clay (See Table − 3.2 for details) 
      = volume	of	sand = 1 −    −     
⍴  = matrix (clay and sand)density =    ⍴   + (1 −    ) ⍴   
Method-2 (Hashin and Shtrikman’s Equations after Berryman (1995)): 
For two phases (sand and clay): Bulk modulus (upper bound) =     
=	      +    
       −       
  
+              +  
43  μ        Bulk modulus (lower bound) =     
=       +      
       −       
  
+              +  
43  μ        
 ℎ   	       	(     	     ) = μ   
= μ     +    
 μ     − μ     
   + 2     (      + 2μ    )
5μ            +  
43  μ     
 
 ℎ   	       	(     	     ) = μ   
= μ     +      
 μ     − μ     
   + 2            + 2μ     
5μ            +  
43  μ     
 
  _       
   =          
 
 (Plotted as Kmat_HS) 
μ _       
   =          
 
 (Plotted as µmat_HS) 
 
Where: K     (37 GPa) & K    (21 GPa) are bulk moduli of sand and clay  respectively  
μ     (44 GPa) & μ    (6 GPa) are shear moduli for sand and clay respectively 
The fixed values of moduli were selected from literature (Mavko et al., 2003; Saxena et al., 
2018), and shear modulus of clay was varied between 6 and 12 GPa. 
 
Dry bulk modulus (Kd) (Kuster and Toksoz Theory (after Yan et al., 2002)): 
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   =     + 4 μ 1 − 3   
Where: 
  =
13     −   μ (3   + 4μ )            (  )  
   , 
 
      = (Equation B1 in  Appendix 3-B) 
    = 0 for dry bulk modulus 
 
Dry Shear modulus (Kuster and Toksoz, 1974): 
μ  =  μ   − μ    μ  (   +  μ ) + μ (    +  μ ) μ (    +  μ ) 	      (
   , 
  )  +  μ  
Where:  
μ  =    	shear	modulus 
μ   = fluid shear modulus  
  =  , for	sand 
  = 	 , for	clay 
   =       =  (       +	      )/2 
       	   	        are clay porosity from sonic and neutron logs respectively 
   =       = (1-    ) (  /(1 −   ) 
 (  ) =      (  ) −      (  )3  
   = aspect	ratio	for	sand	       	     ,    = aspect ratio for clay related pores 
     (  ) −      (  )  = Equation B2 in Appendix 3-B 
After Yan et al. (2002), KT’s equation can be written as follow, 
 μ  = μ 
1 +  (9   + 8μ )
1 − 6 (   + 2μ ) 
Where: 
  =
125 μ   − μ μ (3   + 4μ )            (  ) −      (  )3   
   , 
 
μ   = 0 (For dry shear modulus)Fluid Density and Modulus: 
Effective fluid density = ⍴   =   ⍴      +     ⍴    (Domenico, 1976) 
    = (       −     )  
  +      (Brie et al., 1995) (A plot between		   	&	    is shown in 
Figure 3.8) 
Where: 
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⍴_      = 0.928	 /  		  
⍴_    = 0.17	 /    
Kgas = 0.07 GPa   
Kbrine = 3.17 GPa   
     = 1 −    
    =  effective fluid modulus for patchy saturation 
e = constant = 1 to ∞. For the LGF, e = 3 was used (as suggested by Avseth et al. (2005) 
to simulate patchy behavior in a shale gas reservoir) 
 
Biot Equations for Velocities (Vp_RP and Vs_RP) (Mavko et al., 2003): 
   =  ∆  ∆    ⍴  ⍴   ⍴     (     )    (⍴  ⍴   ⍴    )    
∆	=  ⍴   +  ⍴   − 2 ⍴   
 
  =
 (    )                         
     
  
  
 
    
   
 +  
 
μ  
  =
 1 −    −
  
  
     
1 −    −
  
  
+          
  =
  
   
1 −    −
  
  
+          
⍴   = (1 −   )⍴  − (1 −  )  ⍴   
⍴   = 	   ⍴   
⍴   = (1 −  )  ⍴   
 
Where: 
  = Tortuosity	coefficient	 = 3	(Stoll, 1977) 
 
Shear wave velocity = Vs_RP = see Table 3.4b                                                                         
 
Gassmann Equations for saturated Bulk Modulus and Velocities (Vp_RP_Gassmann 
and Vs_RP_Gassmann) (Mavko et al., 2003) 
     =             
   
 
    
  
 
  
  
 
+      =           ⍴    ,    =          
 
Where: 
μ  =  μ   , μ    = shear modulus of saturated rock for low − viscosity fluids 
⍴  = effective bulk density = ⍴ (1 −   ) + ⍴     
   =  effective porosity 
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3.3.7 Vs Estimation 
 
Equations for empirical correlations (Vs1 to Vs7 and Vs_LV) and rock physics-based 
models (Vs_RP and Vs_BGK) that were selected to estimate Vs in the LGF are given in 
Tables 3.4a and 3.4b, respectively. Log measured values were used as direct input for the 
Vp-based equations (Vs1, Vs3, Vs5, Vs6, Vs7, Vs_LV). The methods used to obtain the 
input parameters for Vs2 and Vs4 are given in Table 3.2. The workflow for calculating shear 
waves velocity based on rock physics modeling (Vs_RP) is summarized in Figure 3.9, and 
relevant equations for moduli are given in Table 3.3. This workflow is similar to the Xu and 
White (1995) model, except for modifications to porosity determination, Vcl and aspect 
ratios, and the use of the Biot model for fluid substitution rather than Gassmann. The dry 
shear modulus used for Vp_RP and corrected after comparison of Vp_RP with 
Vp_measured, was used for Vs_RP.  
 
 Although prior work investigating correrelations between resistivity log 
measurements and sonic velocities has been reported, such correlations were not included in 
this study due to the lack of a well-defined relationship between resistivity and Vs logs in 
shale gas reservoirs (Hacikoylu et al., 2006). 
 
Assessment of the accuracy of estimated Vs values was conducted in several ways. 
The first step in this process was to overlay log plots of estimated Vs on plots of measured 
Vs and compare the curves visually. Further, the measured and calculated shear velocities 
were cross plotted, and the regression coefficient (r-square or R2) for a fit-line passing 
through origin was calculated. If both variables have a linear relationship, the value of R2 
should be close to +1 (Draper and Smith, 1998). Further to R2, the slope of the trendline is 
also important ; more specifically, a 1:1 slope indicates that the estimated values match the 
magnitudes of the measured values. Therefore, an identity line (1:1 line) was plotted, so the 
proximity of the data points to this line could be assessed visually. The error (the difference 
between Vs_log and Vs_calc.) was also assessed visually using histograms, and 
quantitatively by calculating the standard deviation (STD) of the error in the logged LGF 
intervals. Low and high values of STD show the closeness and farness of plotted data from 
the mean value of error, respectively (Bland and Altman, 1996). As discussed later, these 
statistical parameters were used to evaluate the effectiveness of each model for Vs 
estimation. 
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Table 3.4a: Compilation of empirical correlations (Vs1-Vs7, and Vs_LV; velocities are in 
km/s) used to estimate shear wave velocity. 
ID Relationship Lithology Sources Comments 
  1    =   /1.6 Clean sandstone, 
dolomite, 
limestone 
Pickett 
(1963) 
• 1.6 is the limiting 
lower value of the 
Vp/Vs ratio for clean 
sandstone 
  2    	= 	3.7 − 6.3   − 2.1      Shaly sandstone Tosaya (1982) 
• A regression is only 
applicable to a given 
set of conditions 
such as lithology, 
pressure, 
temperature and 
stress 
• An accurate 
estimation of Vcl is 
required 
  3    =    − 1.3601.16  Mudrocks Castagna 
et al. 
(1985) 
• Area-specific; not 
recommended for 
different areas 
(Andrew and Sander, 
2001) 
  4    =  3.89 − 7.07   − 2.04      Shaly sandstone   
  5     =  0.79   − 0.79 Water saturated 
sandstone 
Han et 
al. 
(1986) 
As above for Vs3 and 
Vs4 (William,1990) 
  6     =  0.846    − 1.088 Saturated 
sandstone 
Williams 
(1990) 
Area specific  
  7     =  0.000158    − 0.632162  + 2153.32 Water saturated sandstone 
Liu and 
Chen 
(2012) 
Area-specific and 
particularly not 
recommended for gas 
reservoirs 
  _   
 
 
    =        +      −  	 
 
Where: 
  = 2.84   		  = 0.287		  = 0.79 
Shaly 
sandstone 
Vernik 
(2016) 
• Applicable for 
predicting 
nonlinear drop in Vs 
as the sediment 
porosity 
approaches 40% in 
non-organic shale 
• Different coefficients 
for organic rich sandy 
shale and shale 
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Table 3.4b: Compilation of rock physics models used to estimate shear wave velocity. 
ID Relationship Lithology Sources Comments 
  _    
    =   μ  (1 −   )/    
Where: 
1 −    = (1 −  )        
   =         
  	            
  
=         
−      	        	 
(      	   	  	   	1,2,3,5,10,    	100) 
μ 
=  ℎ   	       	  	       
  =  porosity 
   =              
Clean 
sandstone
s, shales, 
marls, and 
mudstones 
 Saxena 
et al. 
(2018) 
 
 
• Extended BGK 
Model 
•    needs to be fixed 
based on local 
conditions 
 
  _   
 
   =   μ    (1 −   ) +     (1 −    )    
μ   =  ℎ   	       	  	   	 
    	     	    	  	      
   = 	  (1 −   ) +     (1 −    ) 
  
(See Table 3.3 for all input 
parameters)  
  
 
 
Shaly 
sandstone, 
Sandy 
shale 
Biot 
(1956), 
Kuster & 
Toksoz 
(1974), 
Mavko 
et al. 
(2003) 
• A combination of 
Biot and KT and 
models 
• Applicable for gas 
saturated sandy shale 
and shale 
 
 
3.4. Results and Discussion 
 
3.4.1 Petrophysical Properties 
 
The porosities (density, sonic, and neutron-density based total porosity) without 
corrections and traditional GR threshold limits  over-estimate  porosity and Vcl, based on 
comparison against core-based published values of porosity and Vcl measurements in sandy 
shale and shale intervals of LGF which indicates that values should be in the 0.01 to 0.15 
(average 0.08) and 0.4 to 0.8 (average 0.6) ranges, respectively. The log-based porosities 
(unconnected total porosity) also produce a poor match between measured and estimated 
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velocities when used as inputs for fluid substitution (see supplementary plots in Appendix 
3-D). The neutron-sonic based corrected porosity (effective porosity) and GR-based Vcl 
(IGR = Vcl, with GR_min = 30 API, GR_max = 230 API) as shown in tracks 4 & 6 of figures 
3.10 and 3.11 respectively, are deemed most suitable for the sandy shale and shale intervals 
of the LGF in the studied wells because this approach ultimately produced the best match 
between Vp_log and Vp_RP as shown in track 8 of same figures. 
 
 
 
Figure 3.9 Flowchart for modified Xu & White (1995) rock physics model for shear waves 
velocity estimation (Vs_RP) (after Simm and Bacon, 2014). 
 
 The neutron-sonic-based effective porosity (described in Table 3.2), accounts for the 
combined effect of TOC and Vcl on porosity. This effective porosity and Vcl also seem 
appropriate for getting a reasonable fluid saturations (Sw 40%-60% based on published data 
and well reports of LGF) in sandy shale and shale intervals using the Modified Simandoux 
model which is also useful when using fluid substitution models to estimate Vp though less 
so for Vs, which is insensitive to fluid properties. This enhanced  confidence in the 
petrophysical input parameters (porosity, Vcl, fluid saturations) and helped in getting a better 
fit between estimated and recorded velocities (for both Vp and Vs) based on the rock physics 
model. A good match between recorded and estimated Vp is also a useful quality check on 
estimated porosities (total and effective) and volume of clay. 
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3.4.2 Vs From Empirical Models 
 
Shear wave velocities estimated using empirical correlations (Vs1 to Vs7, and 
Vs_LV) are shown in tracks 9, 10 and 11 of Figures 3.10 and 3.11. Enlarged views of these 
tracks, for the intervals of greatest interest, are shown in Figures 3.12 and 3.13. Based on the 
visual comparison, the shear velocities estimated using the linear correlations Vs3,Vs5 and 
Vs6 compare more favorably to measured Vs than the other linear correlations (Vs1, Vs2 
and Vs4). The statistical analysis of the former correlations (Vs3, Vs5 and Vs6), showed 
relatively high R2  (0.78 for Vs3, 0.80 for Vs5, 0.78 for Vs6 in well-X, and 0.89, 0.82, 0.89 
in well-Y) and low STD (169, 148, 164 m/s in well-X and 100, 97, 105 m/s in well-Y), as 
illustrated in Figures 3.14 and 3.15. Most of the estimated data points for Vs1,Vs3, Vs5 and 
Vs6 are close to the identity line (i.e., 1:1 slope), whereas many of the data points for Vs2 
and Vs4 lie significantly above or below the identity line. Although the results for Vs1 show 
favourable R2 values (0.80 in well-X and 0.77 in well-Y) and low STD (115 m/s in well-X 
and 99 m/s in well_Y), most of the data points lie above the identity line, which means this 
correlation consistently over-estimates Vs. For further analysis, the linear Vp-based 
equations (Vs1, Vs3, Vs5, Vs6) were overlayed on the cross plot between recorded 
velocities, as shown in Figure 3.16. Apparently, by coincidence, Vs5 (red color in Figure 
3.16) is closest to the trendline fit to this dataset and may be suitable for this dataset. 
 
The second-order polynomial correlations based on Vp (Vs7 and Vs_LV) show 
trends that track closely with the Vs_log as shown in track-11 of Figures 3.10 & 3.11 and 
track 6 on Figures 3.12 and 3.13. The statistical analysis of Vs7 and Vs_LV showed 
relatively low r-square for well-X and high for well-Y (0.79 for Vs7, 0.77 for Vs_LV in 
well-X and 0.82 for Vs7, 0.88 for Vs_LV in well-Y), and low and high STD (130, 193m/s 
in well-X and 109, 168 m/s in well-Y), as illustrated in Figures 3.14 and 3.15. The data of 
Vs7 seems to be underestimated (as falling below the identity line), and both over and 
underestimated values are commonly observed for Vs_LV. Vs7 was derived for water-
saturated sandstones and Vs_LV for non-organic shale. For the sandy shale and shale 
intervals of the LGF, the coefficients of both equations were modified to enhance the R2 
values, as illustrated in Figure 3.17a and 3.17b. The new R2 values, obtained after 
comparison of Vs_log and estimated Vs (Vs7 and Vs_LV), increased by approximately 10% 
to 20% for both wells. In particular, Figure 3.17a illustrates how further improvements in 
accuracy can be obtained if the correlation is selectively developed and used in intervals 
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possessing specific lithologies of interest (i.e., in this case, by excluding shaly sandstone 
intervals from the analysis). 
 
Figure 3.10 Well X, Track 1 shows depth in metres (m); Track 2a shows a formation name; 
Track 2b shows caliper log (CALI in inch) and Bit size (BS in inch); Track 3 shows gamma 
ray (GR) log with shading based on a cut-off of 75 API units to differentiate shale (green) 
and sandstone (yellow); Track 4 shows uncorrected total porosity from individual density 
(PHIT_D), neutron (PHIT_Neutron), sonic (PHIT_sonic) logs, and effective porosity 
(PHI_effective) from a combination of neutron and sonic; Track 5 shows bulk density 
(RHOB) and neutron (NPHI) logs, the cross-over between these two curves is filled with 
light red color to denote gas-bearing zones; Track 6 shows volume of clay (Vcl); Track 7 
shows total organic carbon content (TOC); Track 8 shows recorded (black) and estimated 
Vp in m/s (Vp_log and Vp_RP); Track 9 shows recorded (black) and estimated Vs in m/s 
(Vs1,Vs3,Vs5,Vs6); Track 10 shows recorded (black) and estimated Vs (Vs2,Vs4); Track 
11 shows recorded (black) and estimated Vs (Vs_LV, Vs7, Vs_BGK); Track 12 shows 
recorded (black) and estimated Vs (Vs_RP). The zone bounded by the rectangle is shown in 
Figure 3.12 with greater detail. 
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Figure 3.11 Log data for Well Y.The sequence and description of tracks is the same as 
Figure 3.10. The zone bounded by the rectangle is shown in greater detail in Figure 3.13. 
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Figure 3.12 A comparison of velocities in Shale and Sandy Shale intervals of Well-X, 
extracted from the interval denoted in Figure 3.10 and re-plotted with an expanded scale. 
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Figure 3.13 A comparison of velocities in Shale and Sandy Shale intervals of Well-Y, 
extracted from the interval denoted in Figure 3.11 and re-plotted with an expanded scale. 
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Figure 3.14 (a) Cross plots between measured and estimated Vs for Well X. (b) Frequency 
histograms and Cumulative curve for the difference between measured and estimated Vs for 
Well X. 
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Figure 3.15 (a) Cross plots between measured and estimated Vs for Well Y. (b) Frequency 
histograms and the Cumulative curve for the difference between measured and estimated Vs 
for Well Y. 
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Figure 3.16 Cross plot between recorded velocities in well-X (a) (excluding the sandstone 
interval, 3270-3340m) and well-Y (b). Different colored lines represent different original 
empirical equations (as given in Table 3.4a) and given at top left corner of each graph. 
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Figure 3.17 Cross plot between Vs_log and Vp_log, overlayed by estimated Vs (Vs7 and 
Vs_LV as given in Table 3.4a) with modified coefficients for well-X (a) and well-Y (b). The 
improved R2  values obtained after the correlation between estimated and measured Vs. 
 
It is observed that the nature of the empirical Vp-based model (linear or polynomial) 
has limited impact on the accuracy of the estimated Vs for this specific dataset; the statistical 
results presented in Figures 3.14 & 3.15 (before modification to coefficients) and in 3.16 & 
3.17 (after modification) are favourable for both. It is suggested that the polynomial 
equations might be better in general because they allow more flexibility in the correlation of 
Vp and Vs, though they offer no clear benefit for the dataset studied in this work. The 
statistical results favor the use of Vp-based empirical models after modification to 
coefficients based on comparison to measured Vs, assuming of course, that the quality of the 
Vp data has been assessed and deemed to be good. 
  
 
84 
 
It makes sense that Vp-based correlations should work well because Vp values are 
affected by many of the same factors that also affect Vs, such as the porosity, mineralogy 
and clay content. Hence the Vp-based correlations for Vs implicitly account for these factors 
(Vernik et al., 2017). Vp generally decreases with increasing Vcl due to an increase of soft 
clay-bound pores, and a similar trend can be observed in Figure 3.18. Measured Vp values 
show a negative correlation with effective porosity and Vcl in both wells, though for 
porosities below 5% there is no well-defined trend compared to higher porosities (>5%). The 
velocities are more scattered against Vcl and effective porosity in well-Y compared to well-
X, it is due to large interval of sandy shale (green color in Figure 3.18c and 3.18d) in well-
Y where effective porosity varies between 0% to 15% and Vcl from 20% to 50%. The data 
trends in sandy shale may not be possible to capture using empirical Vp-based correlations 
even after the modification to coefficients because these are deemed to be linked complex 
pore structures developed due to the mixing of sand and clays. 
 
Rock physics models explicitly account for variations in several factors including 
mineral grain elastic moduli, pore geometries, and fluid properties and saturation. Empirical 
models, on the other hand, are not explicitly linked to these fundamental factors, and hence 
might be ineffective when they vary outside the range that exists in the dataset used as the 
foundation for these correlations. For example, the empirical models presented in this work 
were derived in brine-saturated rocks, and hence are likely to show decreasing accuracy with 
increasing gas saturation. 
 
The extended BGK model for Vs estimation shows a good match in clay-rich shales 
(sandy shale and shale) of well-X and well-Y as shown in track 11 of Figures 3.10 and 3.11, 
and track 6 of Figures 3.12 and 3.13. The R2 and STD values are good (Figures 3.14 and 
3.15). The data points fall close to the identity line. Figure 3.19 shows the variability of 
compressional sonic transit time (DTP) with effective porosity at different values of n_k 
(Biot-Krief exponent), and at n_k = 3 and n_µ = 2, the BGK model produces matchable 
results to recorded DTP data in sandy shale intervals of well-X.  The exponents (n_k, n_µ) 
in the BGK model seem to have sensitivity in sandy shale, and their values need to be 
selected by studying the available data in the interval(s) of interest. In both wells studied 
here, after overlaying the recorded DTP data on a standard DTP-porosity cross plot of the 
BGK model, values of exponents (between 1 and 10) were chosen. The matrix moduli in the 
BGK model are found to be more compatible with the Hashin-Shtrikman model (as given in 
Table 3.3) so a reasonable control on mineralogy may also be required to implement this 
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model with reasonable accuracy. In the absence of recorded Vp, it may be difficult to assess 
the exponents for the BGK model, but in the sense of its simplicity (relative to a rock physics 
model), it may be preferred over a complex rock physics model. 
 
 
 
Figure 3.18 Cross plots (a and c) between the volume of clay (Vcl) and recorded velocities 
(Vp at top and Vs at the bottom of each plot), and (b and d) between effective porosity and 
velocities for wells X (exclude the silty shale intervals) and Y. The colors represent the depth 
interval of three facies identified in both wells. 
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Figure 3.19 Analysis of BGK model after plotting the logged (orange color) and estimated 
(red color) compressional sonic against effective porosity of sandy shale and shale intervals 
of well-X.  
 
3.4.3 Vs From Rock Physics-based Models (Vs_RP) 
 
The rock physics model yielded scattered estimates of Vp and Vs when using 
uncorrected GR-based volume of clay estimates, and neutron-density (ND) or individual 
logs (neutron, density, sonic) for porosity over the intervals of sandy shale and shale in the 
studied wells as illustrated in supplementary plots (Appendix 3-D). This scatter was deemed 
to be due to the exclusion of other factors; e.g., corrected volume of clay, corrected porosity 
(effective), TOC, variable pore aspect ratios and effective bulk density (Xu and White, 1995; 
Andrew and Sandor, 2001; Mathew et al., 2002; Avseth et al., 2005; Vernik, 2016). This 
demonstrates the fact that the effective use of a rock physics model for Vs estimation requires 
corrections to log-derived input parameters. The selected models for the volume of clay and 
porosity were tuned based on making adjustments as needed to obtain a good match between 
recorded and rock physics-based Vp (Vp_RP). Ideally, of course, these log-based parameters 
would have been adjusted based on a comparison against core-measured, but this was not 
possible because no cores were available for studied intervals of wells X and Y and published 
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measured values in surrounding wells of the study area were used. Each well required a 
separate calibration to recorded Vp to get appropriate values of aspect ratios through 
iteration, the optimized curves of aspect ratios are given in supplementary material. Also, 
for both wells, allowing depth-wise variation of aspect ratio was found to be most effective. 
The sensitivity of input parameters to estimated velocity was studied separately and is given 
in Appendix 3-C. 
 
The Xu and White model, which combines KT (for dry moduli) and the Gassmann 
(for fluid substitution) models, produces a scenario where low porosity does not influence 
low-frequency sonic waves (<100Hz generated in seismic surveys) through saturated sandy 
shale because excess fluid pressures due to wave propagation are dissipated (partially 
drained condition). Higher-frequency sonic waves for borehole sonic logging (8 kHz to 30 
kHz) can create an undrained condition in the pores where incremental pressures due to sonic 
waves are not dissipated. The KT-Gassmann approach (Xu and White model) overestimates 
and gives comparatively scattered values of Vp in both wells as shown in Figure 3.20a. The 
data scatter observed when using the Gassmann model may be due to multiple factors, and 
poor connectivity of pores (very low effective porosity <5%) and undrained-condition seem 
to be dominant. The KT-Gassmann model seems unable to handle the lowest porosities 
(~0.01-0.05) in the sandy shale intervals of both wells. Due to the improved estimation of 
Vp using Biot’s model (high frequency) compared to Gassmann, the use of Biot’s model for 
Vp estimation seems appropriate for this work.  
 
Both the Biot and Gassmann models produce similar results of Vs estimation, as 
shown in Figure 3.20b. The effective bulk density in the Biot and Gassmann equations seems 
to dominantly control the saturation effect on estimated Vs (Vs_RP). Fluid saturations are 
linearly related to effective bulk density, and saturation obtained from the Modified 
Simandaux model seems to have a minor impact on Vs estimation. So the accuracy of Vs_RP 
is dependent on the shear modulus, which was obtained from KT theory and corrected after 
calibration of recorded and estimated Vp. The shear modulus is least affected by fluid 
properties and most affected by other factors; e.g., aspect ratios, matrix moduli, Vcl and 
porosity. By optimizing the aspect ratios within given ranges (in Figure 3.9) and using the 
corrected Vcl and porosity, a good match between recorded and calculated velocities (Vp 
and Vs) was achieved in sandy shale and shale intervals of both wells. Calibration of 
estimated Vp is highly recommended in cases where Vp is available. 
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Figure 3.20 Crossplots between recorded and estimated velocities, (a) Vp and (b) Vs, to 
compare the Gassmann and Biot fluid substitution equations in the rock physics model 
adopted in this work. The encircled zones on the Vp-plots represent sandy shale intervals 
encountered in both wells. 
 
The statistical analysis of Vs_RP (R2= 0.77, and STD = 122-201)  in both wells as 
shown in Figures 3.14 and 3.15, also enhances the authenticity regarding the modified Xu 
and White model, although the R2 values are somewhat lower (0.77) than empirical models, 
the data points are closer to identity line compared to the empirical models. For the sandy 
shale intervals in both wells, it is difficult to find aspect ratios and matrix modulus, providing 
a 100% match between estimated and recorded velocities (Vp and Vs). This mismatch in 
some intervals may also be due to heterogeneity in lithology and micro-fracturing, which 
can be explored in future research.  
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3.5 Conclusion 
 
Vp-based empirical correlations and the extended BGK model for estimating Vs 
produce promising results in both wells studied in this work, so these can be utilized for Vs 
estimation after optimization of coefficients. Among all these empirical models, the BGK 
model, which may be viewed as a simplified form of a rock physics model, looks effective 
in the estimation of Vs. The disadvantage of the empirical correlations, when considered for 
general use, is their inability to explain the combined impact of moduli, Vcl, porosity, TOC 
and fluid saturations on Vs. On the other hand, the modified Xu and White (1995) rock 
physics model provides a solid base for quantifying the variability of Vs and creates an 
opportunity to gain insight into the mechanisms of shear wave propagation through shale 
gas reservoirs. Although this approach requires a significant number of input parameters, 
these can be extracted from available log data to get stable and robust results. The input 
parameters for each well should be adjusted according to lithology for a rock-physics-based 
model, which may be the hurdle in defining a particular range of these parameters for Vs_RP 
in shale gas reservoirs globally. Although the use of Biot’s high-frequency equation in this 
study may seem unconventional for intermediate frequencies used by sonic-logs, in this 
particular dataset, this approach yielded improved results. One significant contribution of 
this work is to demonstrate that the use of Biot’s fluid substitution model improved the 
performance of Xu and White’s model in gas-saturated sandy shale. Also, using this 
approach the equations for estimating Vs can be optimized using Vp data, meaning that 
optimization is possible in cases where Vs data are not available; this represents a significant 
advantage over the empirical models, which require Vs data for optimization. The modified 
Xu and White model is thus deemed to be the best option available at present, and can be 
further evaluated by future researchers once cores are obtained. The accurate estimation of 
Vs using commonly available well log data will enhance our confidence in dynamic elastic 
properties, which have a variety of uses in drilling, completion and production operations.  
 
3.5.1 Recommendation 
 
This study relies on available logs and published data of porosity, TOC and 
mineralogy because the study area is under exploration phase to assess shale gas prospects. 
Cores samples are not available yet for sandy shales and shales in the LGF for conducting 
the laboratory tests required to determine ultrasonic velocities, porosity, TOC and 
mineralogy. Further, the impact of squirt flow mechanism should be evaluated once cores 
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are available. The impact of TOC on velocities can also be explored at the laboratory scale, 
and some modifications to Kuster and Toksoz model (1974) can be suggested. Therefore, it 
is recommended that the results should be confirmed after getting cores from relevant wells. 
The use of resistivity logs for the estimation of Vs in shale gas reservoir is also needed to be 
explored.   
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Appendix 3-A: DeltaLogR Technique for TOC Estimation 
 
The Delta Log R technique was developed by Passey et al. (1990). It involves using an 
overlay between a porosity log and a resistivity log to capture the deviation from 
expected formation log response values due to the presence of organic matter. 
TOC = DeltaLogR      ∗ 10( .    ( .   ∗   ))……………………………….. A 
Below are the equations for input parameters of equation A. 
DeltaLogR      = log	   R   R             + 0.02 ∗  DT        −  DT       	          R            (for both wells) = 5 ohm. m  DT       	        (for both wells) = 295        
LOM = 0.099 ∗ x  − 2.159 ∗ x  + 12.392 ∗ x  − 29.032 ∗ x  + 32.53 ∗ x − 3.034 Where: LOM = Level of maturity x = VR = Vitrinite reflectance value = 0.90 (from laboratory testing for both wells) TOC = total organic carbon in weight fraction  
 
Appendix 3-B: Scalars in the Kuster and Toksoz theory 
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   = 1 + μ μ  − 12   (2 −  )+) 1 +       (  − 1)  
	   = 1 + μ μ  − 14 [3  +   −  (  −  )] 
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(3  − 2),   =  /(1 −  ²) /  cos     −  (1 −   / )  
μ ,    =  ℎ   	   	    	       	  	         ,   μ ,   =  ℎ                               
 
Appendix 3-C: Sensitivity of Estimated Velocities against Different Input 
Parameters 
 
The base-case parameters (Vcl=0.12 and 0.65, effective porosity = 0.08 and 0.2) 
chosen correspondence to two depths (3680m and 3590m, respectively) in well-Y. The plots 
(as shown in Figure C) show the variability of velocities obtained from the proposed rock 
physics model to the following parameters: a) volume of clay (Vcl); b) effective porosity; c) 
total organic carbon (TOC); and d) pore aspect ratios. All of the plots were generated at fixed 
fluid saturation (Sw=60% and Sg=40%). It is observed the Vp is decreasing with the increase 
of Vcl and Vp does not vary significantly with the increase of effective porosity. The TOC 
seems to have a negligible impact on Vp in the proposed model and it is consistent with 
TOC-velocity (at low TOC of 1% to 4%) relationship in Lower Goru Formation, although 
at higher TOC (>4%) it will be appropriate to evaluate TOC (consider maturity and type of 
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kerogen) in detail. The Vp seems to more sensitive to aspect ratios of sand pores compared 
to clay pores, as illustrated in plot-d, which is consistent with the findings of Xu and White 
(1995). Aspect ratio controls the porosity-velocity relationship because, at constant aspect 
ratio, the Vp does not vary significantly with porosity. The velocities, using Gassmann 
instead of Biot as shown in plot-b, are much higher at low porosities (<0.08) and constant 
Vcl (black dotted line for Vcl = 0.65, and grey dotted line for Vcl=0.12). 
 
 
 
Figure 3-C Shows cross plots of  (a) Vcl, (b) effective porosities, (c) TOC, and (d) aspect 
ratios versus estimated velocities. The dotted curves in the plot (b) are the velocities 
estimated using Gassmann fluid substitution equations at Vcl=0.65 (black dotted line) and 
Vcl=0.12 (grey dotted line). 
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Appendix 3-D: Supplementary Plots 
 
3-D.1 Sensitivity of Velocities to Input Parameters 
 
Figures 3-D.1 and 3-D.2 show plots for well-X and well-Y, respectively, between 
estimated (using modified Xu and White model for three plots (a, b and c) and KT-Gassmann 
for plt d) and measured velocities in sandy shale intervals. Following is the detail description 
of each plot. 
 
Well X: 
 
a) For the uncorrected volume of clay (from GR log using maximum and minimum 
observed values) and total porosity from density log (     =            ). It can be observed that 
estimated values are underestimated, which is due to overestimation of the volume of shale 
and porosity in sandy shale and shale intervals of well-X. 
 
b and c)  Even after using other techniques of porosity estimation (a combination of 
density and neutron logs (plot b) or sonic log (plot c)) do not improve the results. 
 
d) The volume of clay was corrected (using Lev Vernik technique), and total porosity 
was determined using a combination of neutron-density logs. This time the fluid substitution 
was done through the use of Gassmann instead of Biot. It can be observed that the use of 
total porosity (PHIT_ND) and corrected-Vcl in KT-Gassmann produce scattered 
underestimated results. 
 
  
 
102 
 
 
 
Figure 3-D.1 Cross plots between estimated and measured velocities under different 
scenario for well-X. 
 
Well Y: 
 
The results are a little better than well-X, but still are poor as shown in Figure 3-D.2. 
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Figure 3-D.2 Cross plots between estimated and measured velocities under different 
scenario for well-Y. 
 
3-D.2 Vcl, Porosity_corrected (effective porosity), TOC and optimized Aspect_ratios  
 
Figure.3-D.3 shows the plot of different input parameters against depth in both wells. 
The aspect ratios were optimized along the depth to get a better match between estimated 
and measured Vp. It is observed that the Vcl is the major controlling factor compared to 
other input parameters for the estimation of Vp. 
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Figure 3-D.3 Plots of different input parameters used for rock-physics model. 
 
3-D.3 Vs2 and Vs4 Model 
 
Vs2 and Vs4 models were tested for effective porosity (PHIT_corrected) and Vcl to 
check the improvements in results. Figure 3-D.4 shows the cross plots of estimated Vs2 (a) 
and Vs4 velocities (b) and measured Vs. The original equations and estimated data points 
are shown in black color, and modified equations and data points are plotted in grey color. 
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After modification to coefficients (equations in grey color), the r-square value (0.11 for Vs2 
and 0.13 for Vs4) does not improve significantly compared to r-square (0.14 for Vs2 and 
0.17 for Vs4) of original equations. Even after excluding the clean sandstone interval of 
3270m to 3340m, and estimated the velocities using modified equations (data points in green 
color) the r-square (0.17) is still weak. In all cases, the estimated data is falling below 
(underestimated) and above (overestimated) the identity line. These results show the 
inability of these equations to handle the effects of variability in porosity and Vcl on 
velocities for this dataset. 
 
 
Figure 3-D.4  Cross plot between estimated (Vs2 (a), Vs4 (b)) and measured Vs. The grey 
(with modified coefficients) and black colors represent the original equation. 
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Chapter 4 - An Integrated Petrophysical and Geomechanical 
Characterization of Sembar Shale in the Lower Indus Basin of 
Pakistan, Using Well logs and Seismic Data 
 
This chapter has been copyrighted and published as a research paper in the Journal 
of Natural Gas Science and Engineering. 
 
Submitted as: Sohail, G. M., Hawkes, C. D., and Yasin, Q. (2020). An Integrated 
Petrophysical and Geomechanical Characterization of Sembar Shale in the Lower Indus Basin 
of Pakistan, Using Well logs and Seismic Data. Journal of Natural Gas Science and 
Engineering, https://doi.org/10.1016/j.jngse.2020.103327 
 
Contribution of the Ph.D. candidate 
 
Ghulam Mohyuddin Sohail carried out computation and interpretation presented in 
this chapter, with technical review feedback provided by Dr. Christopher Hawkes during 
weekly meetings. Mr. Sohail wrote the manuscript, with review feedback provided by Dr. 
Hawkes. Dr. Qamar Yasin (Geophysicist) performed seismic inversion using commercial 
software, and Sohail and Yasin interpreted the inverted seismic stacks with review feedback 
provided by Dr. Hawkes.  
 
Contribution of this chapter to the overall study 
 
Mechanical and petrophysical properties are interlinked as pointed out by a number of 
researchers, so an integrated study was carried out to enhance the credibility of the Sembar 
Shale evaluation as a shale gas reservoir. The inclusion of 2D and 3D seismic data further 
increases the resolution of mechanical properties at the regional scale. This chapter is also 
linked to chapter-3 through the estimation of shear wave velocity in Sembar Shale, which was 
a key parameter to investigate elastic properties.  
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4.1 Abstract 
 
Shale gas reservoirs are generally exploited through horizontal drilling and hydraulic 
fracturing. Petrophysical and geomechanical parameters help to determine horizontal well 
orientation, to select drilling mud densities for stable drilling operations, to assess the 
suitability of specific zones in a formation for hydraulic fracturing, and to assess required 
hydraulic fracturing pressures. The primary objective of this work was to characterize a shale 
interval in the Early Cretaceous-age Sembar Formation in the Lower Indus Basin of 
Pakistan, using only readily available data. A workflow was developed for the estimation 
and mapping of geomechanical properties using logs from multiple wells and relevant post-
stack seismic reflection data. Mineralogy data from well cuttings, core testing results for 
elastic properties and hydraulic fracturing test data (mostly obtained from one key well) were 
utilized to constrain the values of the properties estimated from geophysical data. The 
following results obtained at the well-scale suggest that the Sembar Shale is favorable for 
development: high gas saturation, good porosity (up to 10%), moderate quantity of thermally 
mature organic matter (2% - 4% TOC), a number of brittle intervals separated by thicker 
intervals that fall slightly below the brittle-ductile threshold, and a strike-slip stress regime. 
At the scale of the study area, robust statistical techniques were used to invert seismic stacks 
and develop a 3D mechanical earth model. This model shows a trend of increasing shale 
brittleness towards the northeastern portion of the study area, hence suggesting that this area 
might be most prospective for initial shale gas development. The results of sensitivity 
analyses are presented, which illustrate the potential errors in the estimated geomechanical 
properties. Future work to improve confidence in the shale gas potential of the Sembar 
Formation is given, including extensive coring and laboratory testing, in-situ stress and 
natural fracture characterization, and better delineation of shale thickness. 
 
4.2 Introduction 
 
4.2.1 Background 
 
Petrophysical and geomechanical characterization of shale is essential to achieve 
effective production from shale gas reservoirs through horizontal drilling and subsequent 
hydraulic fracturing. Shale characterization is challenging due to the presence of compliant 
organic matter and platy clay minerals, low porosity and permeability, and the stress 
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sensitivity and anisotropy of shale properties (Passey et al., 2010; Eshkalak et al., 2014). The 
mechanical properties of shale (e.g., Young’s modulus, Poisson’s ratio, in-situ stresses, and 
brittleness) are affected by petrophysical properties (e.g., volume and type of clays, 
mineralogy, porosity, pore pressure, total organic carbon (TOC), fluid saturation). An 
integrated study of petrophysical and mechanical properties to produce 1D and 3D 
mechanical earth models is an important step in the design of stimulation treatments that 
result in the production of hydrocarbons at economical rates from shale gas reservoir (Sone 
and Zoback, 2013; Al-kharraa et al., 2015; Altowairqi et al., 2015; Crain, 2016). Shale 
characterization requires laboratory-based elastic properties (Young’s modulus and 
Poisson’s ratio measured on cores), shear sonic log data and prestack seismic gathers. These 
datasets are usually unavailable in shale formations of the Indus Basin of Pakistan, where 
shale gas exploration is in an initial stage and companies are relying on currently available 
datasets for the assessment of shale gas prospects. A workflow has been developed for the 
construction of 1D and 3D mechanical earth models for the Sembar Shale encountered at 
different wells (locations are shown in Figure 4.1a) in the Lower Indus Basin using drill 
cuttings, conventional logs (neutron, density, sonic, resistivity, photo-electric, gamma-ray) 
and post-stack seismic data (2D and 3D). The measured petrophysical and mechanical 
properties of the Sembar Shale in multiple wells of the study area enhance the reliability of 
estimated properties at data-poor locations. Knowledge of the spatial distribution of 
mechanical properties of the Sembar Shale in the study area helps to select the prospective 
zones for shale gas exploitation.  
 
4.2.2 Literature Survey 
 
Fundamental petrophysical properties of shale are burial depth, thickness, volume, 
mineralogy, porosity, permeability, fluid saturation, and total organic carbon (TOC) (Crain, 
2016). These properties are necessary for reserve estimation and completion quality 
assessment (“fracability”) of shale gas reservoirs (Al-Kharraa et al., 2015; Crain, 2016; 
Akono and Kabir, 2016). Two main types of porosity exist in most shales: matrix and 
fracture porosity (Wang and Reed, 2009). The matrix porosity may consist of mineral matrix 
or organic matter, and fracture porosity may be due to natural fractures or induced fractures 
(Wang and Reed, 2009). Additional types of porosity (interparticle and intraparticle, kerogen 
pores) with ultra-low permeability and different gas types (adsorbed or absorbed) introduce 
uncertainty in the estimation of volume of minerals and kerogen, and fluid saturations using 
conventional log-based techniques (Franquet et al., 2012; Sone and Zoback, 2013; Crain, 
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2016; Kennedy et al., 2016). The fluid saturations and quantity of organic material in shale 
gas reservoirs are estimated based on electrical resistivity logs, and these logs are affected 
by multiple factors: type of log (Induction or lateral), thermal maturity, total organic carbon, 
cation exchange capacity, formation water salinity, and temperature. Induction devices are 
sensitive to the horizontal resistivity of the formation, while the lateral-log is sensitive to 
both horizontal and vertical resistivity. Due to the vertically transverse nature of shale, the 
vertical resistivity is higher than the horizontal, though it is difficult to resolve vertical and 
horizontal components from routine log measurements (Miller, 2010). In shale gas 
reservoirs, the resistivity will increase only if the shale has sufficient thermal maturity to 
generate hydrocarbons. There are some North American gas producing shales where the 
resistivity is low due to the presence of conductive minerals (e.g., pyrite, graphite) (Anderson 
et al., 2008; Rezaee, 2015). The resistivity of pyrite varies with the frequency of the logging 
tool. The laterologs measure resistivity at less than 100 Hz and induction logs at 20 kHz, 
hence the laterolog tool measures higher resistivity than the induction tool for the same 
concentration of pyrite (Crain, 2016). It is challenging to define a global trend for 
conventional logs in shale gas reservoirs, so log-based estimation of petrophysical properties 
are typically calibrated with laboratory-based measurements.  
 
Shale gas reservoirs are mostly exploited using hydraulic fracturing either in vertical 
wells or horizontal drilling and subsequent multistage fracturing to achieve economic 
production rates (Soliman et al., 2012). Both of these stages are affected by elastic properties 
(Young’s modulus and Poisson’s ratio), brittleness, stress regime and density of natural 
fractures (Plumb et al., 2000; Soliman et al., 2012; Sone and Zoback, 2013; Perez, 2014). 
Elastic properties of shale are related to brittleness which depends on the quantity of brittle 
minerals (quartz, carbonates) and total organic carbon content (Jarvie et al., 2007; Rickman 
et al. 2008; Wang and Gale, 2009; Sone and Zoback, 2013; Cui et al., 2017). Elastic 
properties are also sensitive to in-situ stresses and the density of natural fractures, so these 
properties play an indirect but significant role in defining the preferred horizontal well 
orientation and hydraulic fracturing pressure (Soliman et al., 2012).  Horsrud (2001) and 
Lashkaripour and Dusseault (1993) found the dependency of elastic properties of shale on 
primary wave sonic velocity and this dependency can be better understood through the study 
of velocity-porosity relations. Cross plots between elastic properties (Young’s modulus, 
Poisson’s ratio) along with TOC and mineralogy can predict the brittleness of a shale 
(Rickman et al., 2008). The brittleness is further integrated with in-situ stresses, natural 
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fractures density, and fracability index to identify the intervals in a shale gas reservoir, which 
are favourable for hydraulic fracturing (Jin et al., 2014; Bai, 2016; Yuan et al., 2017).  
 
Seismic surveys are a helpful tool for getting an assessment of lateral variations in 
petrophysical and mechanical properties of shale gas reservoirs. The reliability of seismic-
based elastic properties and pore pressure is directly linked to the accuracy of seismic 
velocities (Holt et al., 2005; Chopra and Huffman, 2006; Das and Chatterjee, 2018). As such, 
it is essential to use a technique that can preserve the in-situ velocity information accurately. 
The seismic interval velocities are obtained either using root mean square (RMS) stacking 
velocities (used during seismic processing to stack the seismic traces) or well-seismic ties. 
The well-seismic tie technique produces less scattered interval velocity distributions 
(vertical and horizontal) as compared to the use of RMS stacking velocity (Dutta, 2002). 
Although the seismic velocities are of low frequency compared to sonic log velocities, a 
correlation between seismic data and synthetic seismograms (based on sonic-density logs 
and extracted low-frequency wavelet) helps to adjust the seismic velocities at well locations 
and to establish a velocity-time relation (Soleymani and Riahi, 2012). The velocity-time 
relation (found at well location) is utilized to extract seismic velocities at all shot points of 
seismic sections and to construct a velocity cube. The velocity cube of primary seismic 
waves (Vp) is used to estimate shear wave velocities using empirical (generally linear) 
correlations between Vp and Vs established using well log data, and to extract elastic 
properties and pore pressures using relevant equations  (Bowers, 2001; Soleymani and Riahi, 
2012).  
 
Seismic attributes (e.g., ant-tracking) provide a quick way to visualize the trends of 
faults/macro-fractures (resolution in the range of 500m to 1000m), which are hard to see or 
most times not visible on a conventional seismic profile. Ant-tracking (also called an 
artificial intelligence technique) was developed based on the notion of ant colony systems to 
determine discontinuities such as faults/macro-fractures in 3D seismic data (Pedersen et al., 
2002). This attribute uses the philosophy of swarm intelligence, which describes the 
cooperative behavior of social insects in discovering the shortest path between the nest and 
food by communicating via a chemical substance known as a pheromone. When searching 
for foods, ants use these pheromone trails to direct other colony members to the food they 
have found. Through this process, the ants find the most efficient path from the nest to the 
food. The shortest path is marked with more pheromones in the algorithm; ants are more 
likely to choose the shortest route, and so on. In the ant attribute algorithm, large numbers 
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of electronic “ants” are spread in the seismic volume allowing them to move along 
faults/macro-fractures and emitting “pheromones.” Surfaces that are strongly marked with 
pheromones are deemed likely to be associated with faults/fractures (Randen et al., 2001; 
Fehmers and Hocker, 2003; Cox and Seitz, 2007; Khair et al., 2012). 
 
The inversion of seismic data transforms the seismic reflection data into an acoustic 
impedance, which is linked to elastic properties (Russell, 2004; Gogoi and Chatterjee, 2019). 
Several seismic inversion techniques (deterministic and stochastic) have been introduced for 
both pre and post-stack seismic data, and the applicability of a particular method depends on 
the objective of the study. Stochastic or geostatistical inversion techniques (e.g., 
backpropagation (BP), genetic inversion (GI), multilayer linear calculator (MLC), particle 
swarm optimization (PSO)) utilized  neural nets (NN) for training the input data according 
to a target (Robinson, 2001; Liu, 2017;Yasin et al., 2020). These techniques derive lateral 
resolution from seismic data and vertical resolution from well log data, which enhances the 
effectiveness of these techniques for reservoir characterization (Robinson, 2001). The NN-
based methods extract the non-linear relationships between input and output data and are 
less sensitive to noise in the data. In BP, the data is fed forward through the network, and 
the network training is done by back propagating the error. GI is a non-linear multitrace 
seismic inversion algorithm, which combines the neural network and genetic algorithm. The 
MLC inversion technique is composed of multiple linear calculators and domain gates, 
capable of dividing a complicated function into simple linear ones with the domain gate 
controlling the output weight of each layer. The PSO consists of particles that have multiple 
dimensions, and the algorithm searches and updates each particle and has the ability of 
convergence; in other words, to find the global optimum of the problem (Parsopoulos and 
Vrahatis, 2004). The theoretical details of MLC+PSO and GI are given in Appendices 4-A 
and 4-B, respectively. 
 
4.3 Geological Settings of Study Area and Stresses Orientation 
 
The Lower Indus Basin (LIB), covering nearly 137,500 km2, is located in 
southeastern Pakistan.  The geological setting of the Lower Indus Basin is linked to the 
Greater Indus Basin through two significant events: the rifting and break-up of Gondwana 
that occurred in the Jurassic period, and the separation of East Gondwana (India-Antarctica-
Australia) from the West Gondwana (Africa-South America) that happened in the 
Cretaceous period (Ahmad and Ahmad, 1991; Kazmi and Abbasi, 2008). These events 
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controlled the geological structures and sedimentation processes of the Indus Basin. 
Uplifting, tilting and strike-slip faulting were dominant in the Indus Basin from Mid to Late 
Cretaceous. Horst and graben structures also developed during the Mid-Cretaceous due to 
the separation of Indian Plate from Madagascar. In the Tertiary period, the Indian Plate 
collided with the Eurasian Plate, a process that continues currently. This ongoing event 
controls the development of major geological structures (thrusts and highs) in all parts 
(Upper, Middle, and Lower) of the Indus Basin (Kazmi and Abbasi, 2008).  
 
A sedimentary succession 8500 m in thickness exists in the Lower Indus Basin, 
ranging from Precambrian to recent in age. During the Cambrian period, clastics were 
deposited in a hot and dry climate. No sediments of the Ordovician to the Carboniferous are 
present, while in the Permian period the area was glaciated and a fluvioglacial environment 
prevailed all over the Indus Basin. Subsequently, the climatic conditions became warmer, 
and continental to shallow marine environments prevailed in the Indus Basin, resulting in 
tremendous sedimentological diversity in the form of clastic and non-clastic sediments 
(Kadri, 1995). From the Triassic to Early Jurassic periods, carbonate deposition was 
dominant. Rapid facies changes occurred during the Early Cretaceous period, due to rifting 
and drifting of the Indian plate, and the Sembar Formation (the focus of this study) was 
deposited. During subsequent (Tertiary period) collision of the Indian and Eurasian plates, 
the Upper Indus Basin (i.e., the northern part of the Indus Basin) was uplifted and the Lower 
Indus Basin remained under marine conditions. Consequently, marine deposits are found at 
shallow depths in the Lower Indus Basin (Ahmad and Ahmad, 1991; Kadri, 1995).  
 
The study area is located in the northwest of the Lower Indus Basin (LIB) and is 
bounded by two local highs (Mari-Kandhkot and Jacobabad) as shown in Figure 4.1b. The 
generalized stratigraphy based on drilled wells (Y, M, R, K-1, K-2, and X) used in this study 
is shown in Figure 4.2b, and wells locations are given in Figure 4.1a. The sedimentary 
sequences encountered in different wells of the study area are correlated along the polygon 
(line connects studied wells as shown in Figure 4.1a) based on gamma-ray and mud log data 
to construct a subsurface cross-section, as given in Figure 4.2a. This cross-section shows 
that a thick sequence of Sembar Formation exists in the study area. The Sembar Formation 
(shale and sandy shale) is deeper in the north-east compared to the south-west of the study 
area. It is overlaid by the Goru Formation, which is further divided into Upper and Lower 
Goru. The Lower Goru contains multiple strata of medium to coarse-grained sandstone and 
is a gas-producing reservoir in the study area.  The contact between Sembar and underlying 
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Chiltan Formation (limestone) is unconformable and easily recognizable due to a sudden 
change from clastic to non-clastic (Kadri, 1995). 
 
Previous core-based studies have shown that dominant minerals in shaly intervals of 
the Sembar Formation are quartz and clays (chlorite, illite, kaolinite) with minor quantities 
of dolomite, feldspar, and pyrite (Ahmad et al., 2012; Farooqui, 2014). The Sembar Shale is 
more siliceous in the study area compared to the western and eastern side, and mineral 
assemblages are detrital quartz and feldspar plus a mixture of detrital and authigenic clays. 
The source of organic matter in the Sembar Shale is marine algae and was deposited in an 
anoxic depositional environment (Ahmad et al., 2012; Farooqui, 2014). 
 
 
 
Figure 4.1 a) Location of wells (Y, M, R, K-1, K-2 and X) and seismic lines used in this 
study. Numbers were arbitrarily assigned to these seismic lines by the authors to facilitate 
discussion; the numbers do not correlate to the actual titles assigned to these lines by seismic 
surveying companies. The light grey line segments connecting the wells trace the path of the 
subsurface cross-section shown in Figure 2. b) World Stress Map is showing the orientation 
of maximum horizontal in-situ stresses in and around the Indian Plate (after Heidbach et al., 
2016). The locations of wells X and Y (the subject of focused investigation in this work) 
have been added to this map.   
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Figure 4.2 a) Subsurface correlation of wells in the study area (see Figure 4.1a for well 
locations) to delineate the structure of the Sembar Formation. Dashed lines are used to denote 
the top and base of the Sembar Formation for well-X, and the base of the Sembar for wells 
R through X, to reflect some uncertainty in these surfaces because they were interpreted 
solely from seismic data (these wells did not penetrate Jurassic-age formations). b) 
Generalized stratigraphy of the study area (after Raza et al., 1990). 
 
The present-day strike-slip movement of the Indian plate with respect to the Afghan 
block may also play a role in controlling surface and subsurface geological structures in the 
Lower Indus Basin (Kazmi and Abbasi, 2008; Zoback, 2014). Based on a recent earthquake 
(Mw 7.7) in the study area, strike-slip faults are deemed to be active at depths of 
approximately 10 km, which suggests a present-day strike-slip stress regime in the study 
area (Lisa and Jan, 2015), although a previous study by Verma et al. (1980) concluded the 
existence of both strike-slip and normal faulting in the study area. Based on the world stress 
map (Figure 4.1b), the maximum horizontal in-situ stresses seem to be oriented in the 
northeast-southwest direction in the Lower Indus Basin. This is also supported by a borehole 
breakout analysis conducted for well-X in this study, as shown in Figure 4.3 (the location of 
well-X is shown in Figures 4.1a and 4.1b). 
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Figure 4.3 Borehole breakout analysis result for well-X. (a) Caliper Pad1 azimuth, (b) 
calipers C1 and C2 and drill bit diameter (bit size). (c) Rosette plot showing the orientations 
of borehole breakout over the interval from 3380 to 3400 m depth, along with the orientations 
of maximum and minimum horizontal stresses (SHmax and SHmin, respectively) interpreted by 
these authors (see Figure 4.1(a & b) for well location). 
 
4.4 Methodology 
 
4.4.1 Data Collection/Selection 
 
This study utilized the data (as summarized in Table4.1) of a gas-producing well 
(well-Y) drilled in the Lower Indus Basin, Pakistan to calculate petrophysical and 
geomechanical properties of the Sembar Shale. Well cuttings collected at different intervals 
of the Sembar Formation in well-Y were used for mineralogical analysis.  A shaly sandstone 
interval (4470-4498 m) of Sembar Formation is a proven gas reservoir, which produced 4.28 
MMSCFD (million standard cubic feet per day) (0.00012 bcm/day) of gas at a wellhead 
flowing pressure of 770 Psi (5.3 MPa) on 32/64'' choke. The interval (4415-4470 m) above 
the gas-producing reservoir was selected for this study due to its potential as a shale gas 
reservoir. The laboratory-based elastic properties, measured pore pressure (DST test) and 
hydraulic fracture data (mini-frac test) in the studied interval were extracted from published 
and unpublished reports (Farooq et al., 2009; Siddiqui et al., 2014; Usmani and Kamal, 2017; 
Soroush et al., 2018). The measured parameters (pore pressure and minimum horizontal 
stress) in the studied interval were also utilized to correct the log-based estimation. Data 
from seismic lines (three dip lines and one strike line) acquired near well-Y were obtained 
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and used to construct seismic velocity-based mechanical properties maps in the vicinity of 
this well, which provided the basis for the development of regional maps. The seismic and 
log data of other wells as given in Table-1 were used to study the spatial distribution of 
mechanical properties in the study area. 
 
Table 4.1 Summary of available data  
 
 
 
4.4.2 Mineralogy of Sembar Shale 
 
The cuttings samples at five depths within the studied interval were selected and 
analyzed for mineralogy; four were analyzed at the Mineralogy Laboratory of School of 
Geosciences, China University of Petroleum (Qingdao, China), and one was submitted to 
the Saskatchewan Research Council’s Geoanalytics Laboratory for analysis. XRD (X-ray 
powder diffraction) and QEMSCAN (Quantitative Evaluation of Minerals by Scanning 
electron microscopy) techniques were utilized to determine mineralogies of the shale 
cuttings. The identified minerals were quartz, illite, kaolinite, dolomite, pyrite, albite and 
magnetite. The weight percentage of each mineral was converted to a volume percentage 
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using grain density and porosity (measured from the core) using the equation 4.1, and the 
results are shown in Figure 4.4b (lab-based data points): 
 
   % =     % ∗ (1 −   ) ∗   /                   4.1 
 
Where    % = volume percent,     % = dry “weight” (mass) in percent,    = total porosity 
from core,    = rock grain density,      = mineral grain density 
 
Gamma-ray (GR) log interpretation is shown in Figure 4.4a (two tracks at the left). 
The shale baseline was set at 75 API, as per Al-Kharraa et al. (2015). The volume of shale 
(V_shale) was obtained by calculating the gamma-ray index (IGR), as follows: 
 
   	 = (     	–	     )/(      −      )              4.2 
 
Using maximum (GRmax) and minimum (GRmin) gamma-ray values of 100 API and 10 API, 
respectively, V_shale is equivalent to IGR (Al-Kharraa et al., 2015). [Note: Equation 4.2 is 
used again later in this paper, to evaluate the volume of clay (Vcl). This is based on Vernik 
(2016), who claims that Vcl is equal to IGR for illite-rich shales, when calculated using 
values of 230 API and 30 API for GRmax and GRmin, respectively. The volume of clay 
obtained in this manner is shown later in section 4.5.2, and was found to agree with the 
amount of clay (i.e., illite) obtained from a laboratory test.] 
 
The bulk mineralogies of the shale zones were estimated using Schlumberger 
Techlog’s Mineral Solver Package (Elan) using a combination of logs (density, resistivity, 
neutron, sonic, gamma-ray, photoelectric effect (PEF)) and presumed dominant minerals 
(quartz, illite, kaolinite, dolomite, pyrite). These minerals were selected based on the results 
of XRD analyses. Minor minerals were omitted from this analysis, as was kerogen (or total 
organic carbon), which was determined to be present in low quantities (as discussed later), 
and which is also known to have a negative impact on log-based mineralogy algorithms 
(Khan, 2016). Several iterations of the Mineral Solver Package were run in which the 
following parameters were varied within prescribed limits: mineral endpoints (specific value 
of the log reading for each mineral), maximum volume based on XRD data, uncertainty 
factors (fitting parameters), and sonic and neutron porosity model types. The final results 
after these iterations are shown in Figure 4.4c (right-most tracks).  
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Figure 4.4 Log and core data pertaining to lithology and mineralogy of the Sembar 
Formation at well-Y. a) shows the GR log along with the volume of shale (V-shale) for the 
entire Sembar Formation. The red rectangle identifies the studied shale interval (4415-4470 
m) above the gas-producing zone (4470-4498 m), b) a comparison of lab-based (data points) 
and log-based (continuous curves) mineralogy in the studied interval (Sembar Shale) of the 
Sembar Formation is shown, c) shows the results of Elan mineralogy package in volume 
(m3/m3) and weight (g/g) fraction. 
 
4.4.3 Total Organic Carbon (TOC) 
 
There are several techniques (Schmoker, Carbolog, sonic-resistivity log-based 
(Dlog_R)) in the literature for estimation of TOC using well logs (Schmoker and Hester, 
1983; Bessereau et al., 1991; Vernik and Landis, 1996; Lewis et al., 2004; Passey et al., 
2010). The DLog_R technique, which is based on the apparent difference between resistivity 
and sonic-porosity, may not be suitable in the presence of pyrite because pyrite is highly 
conductive and resistivity logs show lower values even in organic-rich (mature kerogen) 
intervals when pyrite is present (Passey et al., 2010); however, the lateral log (which was 
used in this work) is less affected by the pyrite than the induction log, due to its lower 
frequency (Clavier et al., 1976). Similarly, Jiang et al. (2018) established that Schmoker’s 
density-based technique overestimates the TOC in pyrite-rich Eagle Ford Shale. All these 
techniques have their advantages and disadvantages, and the choice of method depends on 
their correlation with laboratory-based TOC values. The Dlog_R and Schmoker methods 
were employed in this study to estimate the TOC. The equations for these methods are given 
in Appendix 4-C. The average of TOC (vol%) based on DLog-R and Schmoker techniques 
were found to be comparable with measured TOC (vol%) in the studied interval of the 
Sembar Formation; hence this average was used in this work. A kerogen density of 1.4 g/cc 
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and a conversion factor of 0.8 (unitless) were used for weight to volume conversion of TOC 
(Crain and Holgate, 2014).  
 
4.4.4 Porosity 
 
Different combinations of logs (neutron-density, density-sonic and neutron-sonic) 
were tested to establish a workflow for porosity estimation. The combination of logs was 
finalized based on two criteria: 1) comparison against published porosities (5-7 %) of Ahmed 
et al. (2012) for the Sembar Shale in surrounding wells of the study area, 2) running a 
porosity-dependent rock-physics model using different porosity curves (obtained using 
different combinations of logs), and comparing calculated compressional wave velocities 
against measured compressional sonic log results.  The total porosity obtained from the 
combination of neutron and sonic logs, as explained in equations 4.3 to 4.5, was deemed 
suitable based on the aforenoted criteria. The details of the rock-physics model (a modified 
version of the Xu and White (1995) model, as described by Sohail and Hawkes (2020)) are 
not given here in order to avoid further lengtheningof this manuscript. The total corrected 
porosity (              = 	         	        ) was in the range of 1-10% (average 6%), 
which is close to the published porosity values of Ahmed et al. (2012). 
 
          _      =        −          −                       4.3 
          _        =      −          −                       4.4 
              =            =                   	                             4.5 
 
Where 	      is total porosity from the sonic log (          =        = 
      
        
),     and 
      are volume and porosity of clay respectively, and       is calculated at the maximum 
value of the GR log in the studied interval, NPHI is porosity from the neutron log,      is 
0.53 for sonic log and 0.65 for neutron log-based porosity (Crain and Holgate, 2014). 
 
4.4.5 Fluid Saturation 
 
There are various log-based models (Indonesian, Dual Water, Simandaux) for 
determining water saturation (Sw) in conventional sandstone reservoirs. These models tend 
to overestimate Sw due to high conductive clay contents in sandy shales and shales 
(Kadkhodaie and Rezaee, 2016). In conventional reservoirs, the current flows only through 
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formation water. In shale gas reservoirs, the current has more paths in the form of 
interconnected clays accompanied by formation water (Rezaee, 2015). The modified 
Simandaux model, as given in equation 4.6, is designed explicitly for shale gas reservoirs 
and was used for the estimation of water saturation in the studied interval.  
 
 
  
= (       
   (     )) + (         )                 4.6 
 
Where    is resistivity in ohm⋅m from a deep resistivity log (LLD), 	   and    are water 
saturation and resistivity (0.03 ohm⋅m),     is average resistivity in a 100% shale/clay 
interval,  	&	  (=1.8) are cementation and saturation exponents for shaly sandstone/sandy 
shale intervals, respectively, and   (=1) is a tortuosity factor for these same lithologies 
(Entyre, 1993).  
 
4.4.6 Shear Wave Velocity Estimation 
Shear wave velocities (Vs) (in addition to compressional wave velocities and bulk 
densities) are required to calculate dynamic elastic properties, yet shear wave velocities were 
not logged in the studied interval of well-Y. Different mathematical models to estimate Vs 
are available for shaly sandstone gas reservoirs, but some amendments are necessary before 
using these for shale gas reservoirs (Xu & White, 1995).  A modified mathematical model 
for Vs estimation in shale gas reservoir was developed after incorporating the shale 
properties (porosity, fluid saturation, pore types, aspect ratio, and mineralogy) in the model 
of Xu & White (1995). The results were compared against measured Vs data in the upper 
interval of the Sembar Formation (4046-4170 m) in well-Y, and the entire Sembar Formation 
in a nearby well. The error was found to be 1% to 5% (average 3%) in both wells, hence the 
estimated Vs values were deemed appropriate for use in the Sembar Shale interval of well-
Y. The detailed workflow used for Vs is reported in Sohail and Hawkes (2020). 
 
4.4.7 Dynamic Elastic Properties 
 
The dynamic elastic properties (Young’s modulus and Poisson’s ratio) of rocks can 
be calculated from bulk densities and velocities, as given in equations 4.7 and 4.8:  
     =                                           4.7 
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     =                                     4.8 
 
Where     and      are dynamic Young’s modulus and Poisson’s ratio respectively,    is 
bulk density, and    and     are compressional and shear waves sonic velocities, respectively.  
 
Based on the published core-based study on the Sembar Shale in nearby wells by Souroush 
et al. (2018), the static Young’s modulus was assumed to be 15% less than dynamic Young’s 
modulus, and static Poisson’s ratio was assumed to equal the dynamic Poisson’s ratio. 
 
4.4.8 Pore Pressure 
 
Traditional methods for estimating pore pressure utilize resistivity, density, or sonic 
logs (e.g., Eaton’s method (1972)). These may lead to erroneous results due to the 
involvement of multiple factors in the development of high pressures (e.g., unloading, 
compaction disequilibrium, and fluid expansion mechanism) (Bowers, 1995; Bowers, 2001; 
Passey et al., 2010; Green et al., 2017). Due to the high pore pressure in the studied interval 
of well-Y, a very small mud weight window was available to drill and run the drill stem test 
(DST). This also created challenges for the estimation of pore pressure. In the absence of 
sonic velocities in shallow formations, it was not possible to establish a normal compaction 
trend, so the equivalent depth method was not an option (Bowers, 2001). The velocity-
effective stress relation, as given in equation 4.9, has successfully been applied in the U.S 
Gulf Coast, the Gulf of Mexico, and Central North Sea (Bowers, 1995), hence it was used 
for pore pressure estimation in Sembar Shale of well-Y. The values of constants   , A and B 
were optimized through iteration to get a match between estimated and measured pore 
pressure in well-Y. For other wells (near well-X) the pore pressure gradient in the Sembar 
Shale was extracted from literature data (e.g., Souroush et al., 2018). The pore pressure 
gradient near well-X varies from 0.013 to 0.015 MPa/m (average 0.014 MPa/m). 
 
   =    − 0.0069((   −   )/ )
 /                 4.9 
 
Where    is measured primary wave sonic velocity in m/s,    is primary wave velocity at 
zero effective stress in m/s,	    and Pp are vertical stress and pore pressure in MPa, 
respectively, A and B are constants. For the studied interval, values of 11, 0.65, and 1585 
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m/s for A, B and   , respectively, were found to provide the best match between estimated 
and measured pore pressure (from a drillstem test) in well-Y (with ~3% error).  
 
4.4.9 In-Situ Stresses 
 
The principal in-situ stresses at any point in a flat-lying sedimentary sequence are 
defined by the magnitudes of the vertical, maximum horizontal and minimum horizontal 
stresses, and the orientations of these horizontal stresses. The magnitude of vertical 
stress	(  ) for well-Y was determined using bulk density log data as input for equation 4.10. 
Given that bulk density was not logged for well-Y over the interval from 0 to 2500m, density 
logs from nearby wells (within a radius of 10 km) were used to generate an averaged 
representation of bulk density for the shallower formations existing through this interval. 
 
   =  10   ∫   ∗   	                           4.10 
 
Where	   is vertical stress in MPa,   is depth in meters (m),   is gravitational acceleration 
(9.81 m/s2),    is bulk density in kg/m3. 
 
The magnitudes of maximum and minimum horizontal stresses, assuming uniaxial tectonic 
strain and isotropic elastic properties, were calculated using the equations 4.11 and 4.12, 
respectively (Jaeger and Cook, 1979; Thiercelin and Plumb, 1994; Ito et al., 1999; Rutqvist 
et al., 2000, Waters et al., 2011).  
 
      =         +             +       Ԑ                 4.11 
 
Where       is maximum horizontal stress in MPa,   is static Poisson’s ratio (unitless),   
is Biot’s coefficient (assumed to be 1),	   is pore pressure, E is static Young’s modulus in 
MPa, Ԑ     is the present-day, elastic component of horizontal tectonic strain in the 
direction of maximum horizontal stress (unitless), and   
    
 Ԑ      represents the tectonic 
stress due to Ԑ    . Similarly, 
 
      =         +             +       Ԑ                 4.12 
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Where       is minimum horizontal stress in MPa, 
 
    
 Ԑ     represents the component 
of tectonic stress induced in the minimum horizontal stress direction due to the Poisson 
effect. 
 
Biot’s coefficient was estimated to be approximately 0.6 to 0.7 for clay-rich intervals 
of the Sembar Shale. This value was obtained using log-derived estimates of static bulk 
modulus (Kb) and literature-derived values for illite and quartz particles (Kgrain), based on 
the relation α = 1- Kb/Kgrain as presented by Nur and Byerlee (1971). 
 
The maximum horizontal strain (Ԑ_Hmax) was obtained by manipulating equation 
4.12 to solve for Ԑ_Hmax, for two scenarios where estimated values for all other parameters 
in this equation were available. For both of these scenarios, the minimum horizontal stress 
magnitude had been estimated using the instantaneous shut-in pressure from a mini-frac test; 
one conducted at approximately 3400 m depth near well-X, and another at 4428 m in well-
Y. Static Young’s modulus and Poisson’s ratio values were available from a prior laboratory-
based core testing program for the well near well-X, and were estimated from wireline logs 
for well-Y. Measured pore pressures at these two locations were extracted from literature. 
The tectonic strain was found to be 0.0050 at well-Y and 0.0056 at well-X when using a 
value of 0.6 for Biot’s coefficient, and 0.0046 at well-Y and 0.0049 at well-X when using a 
value of 0.7 for Biot’s coefficient. It was assumed that the Ԑ_Hmax values obtained at these 
two specific depths were constant over the entire depth interval studied throughout the study 
area. Continuous profiles of S_Hmax and S_Hmin were thus generated across the Sembar 
Shale interval in the studied wells using log-derived static Young’s modulus and Poisson’s 
ratio. During the calculation of these stress profiles, no discernable difference was observed 
when comparing the horizontal stress profiles generated with α = 0.6 against those generated 
with α = 0.7; hence the latter profiles (using average value of Ԑ_Hmax = 0.0050) were used 
moving forward in this work.  
 
The orientation of horizontal stresses was assessed through borehole breakout analysis. This 
analysis was conducted in well-X where 4-arm caliper log data were available; the results of 
this analysis were presented previously, in Figure 4.3. For lack of additional data, this 
orientation was assumed to be representative of the entire study area. 
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4.4.10 Brittleness Index 
 
Brittleness index is a dimensionless ratio ranging from 0 (pure ductile behaviour) to 
1 (pure brittle behaviour). Although brittleness is fundamentally related to the amount of 
strain that occurs in a medium prior to fracture, it is often characterized using more readily 
available properties that are deemed to correlate to brittleness. In this work, BI was evaluated 
using a number of methods. The methods used are presented below, and the relative merits 
of each are discussed in section 4.6. 
 
Brittleness index (BI) was first evaluated based on mineralogy, following the 
framework used by Wang & Gale (2009) and Zhang et al. (2017), as follows: 
 
             =                                                       4.13 
 
Where Qz (quartz), Dol (dolomite), Pyrite, Kaol (kaolinite), Illite and TOC (total organic 
carbon) are expressed as weight fractions.  
 
The studied interval contains three brittle minerals; quartz, dolomite, and pyrite, so equation 
4.13 was developed based on Sembar Shale mineralogy. The inclusion of pyrite and dolomite 
as brittle minerals in equation 4.13 has recently been demonstrated as appropriate and useful 
by Zhang et al. (2017) for the Longmaxi Shale in China. The TOC in the denominator has a 
negligible impact on the BI of the studied interval, likely due to the low (2-4 %) TOC values 
for this interval. The mineralogy-based BI was calculated using both weight and volumetric 
fractions of minerals, because of a lack of consistent use of one versus the other in the 
literature (Zoback and Kohli, 2019; Sone and Zoback, 2013). A minor difference was 
observed, due to the low quantity of relatively dense pyrite. Although the inclusion of density 
and porosity for the conversion of weight to the volume fraction of minerals impacted the 
brittleness index calculation, this issue did not significantly affect the assessment of brittle 
and ductile zones in the Sembar Shale. 
 
Brittleness indices were also calculated based on dynamic elastic properties, based 
on the framework presented by Grieser & Bray (2007) and Rickman et al. (2008), as follows: 
 
  _    =
  	    
     	    
               4.14 
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  _   =
  	    
     	    
                 4.15 
            =	 (    +	   )/2              4.16 
 
Where E is Young’s modulus (referred to as YME in the software used for this work) in 
GPa,	  is Poisson’s ratio (PR),      and      are the maximum (68 GPa) and minimum (30 
GPa) Young’s moduli, and      and      are the maximum (0.3) and minimum (0.2) 
Poisson’s ratios observed in the studied interval of Sembar Shale. BRIT_average is average 
brittleness index based on elastic properties, which records the mean effect of Young’s 
modulus and Poisson’s ratio because these two parameters correlate to brittleness in opposite 
ways (e.g., high E and low   typically characterizes a brittle rock). The maximum and 
minimum values of Young’s modulus (80 and 10 GPa respectively) and Poisson’s ratio (0.15 
and 0.4) recommended by Rickman et al. (2008) for Barnett Shale, did not work effectively 
for Sembar Shale to normalize the data in the range of 0 to 1.   
 
The effective thickness of brittle zones was calculated using a threshold of BRIT_average > 
0.5 and BI_Minerals_vol > 0.5  (initial threshold set by the author for testing purposes). The 
identified brittle zones were also assessed with reference to two established criteria (E = 50 
GPa and   = 0.25 by Rickman et al. (2008) for North American Shales; E = 30 GPa and   = 
0.25 by Zhang et al. (2017) for Longmaxi Shale, China) (details are given in section 4.6). 
 
4.4.11 Seismic Data Interpretation 
 
The sonic and bulk density logs and check shot data (time-depth relation or TDR) of 
well-Y, as well as seismic line SL_1 (near well-Y), were loaded into the Petrel software for 
the construction of a synthetic seismogram. The aligned sonic velocity (Vp) and bulk density 
(  ) log curves were refined and multiplied to obtain acoustic impedance (AI) as given in 
equation 4.17. From acoustic impedance, the reflection coefficient (RC) for each reflecting 
interface was computed using equation 4.18 (with layer-1 representing the deepest layer, and 
layer numbers incrementing upwards through the stratigraphic section). The software 
enabled the use of either a Ricker wavelet or a wavelet from the original seismic line for the 
convolution of reflection time series, in order to generate a synthetic trace. Based on iterative 
trials that ultimately yielded the best comparison between the seismic and synthetic 
seismogram, a Ricker wavelet with fixed parameters (128-millisecond sample lengths, two-
millisecond sample rate, and 25 Hz frequency) was selected to generate the synthetic trace 
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for this data set.  All available quality control parameters (e.g., Datum correction, sonic data 
calibration, drift correction, correlation of seismic traces) were utilized during the 
construction of the synthetic seismogram. The optional parameter (Backus averaging) was 
handled separately for upscaling the input logs to a given seismic frequency. The Backus 
(1962) average computation was based on the description made by Mavko et al. (2003) for 
transverse isotropic (TI) media and results are shown later in section 4.4.12, and an 
explanation is given in Appendix 4-C.  
 
   = 	  
 
∗                    4.17 
   =
( . )        ( . )       ( . )        ( . )                       4.18 
 
A minor amount of time-stretching and squeezing was applied to align the seismic and 
synthetic seismogram reflectors. The final position of reflectors closely matched the depths 
of the respective horizons (e.g., Sembar Formation top), as shown in Figure 4.5. 
  
The seismic lines shown in Figure 4.6a were acquired near well-Y, as shown on the 
base map given in Figure 4.6b. No vertical shift was applied to these seismic lines because 
they were tied at crossing points for the Sembar top and bottom. The other formation tops 
were also identified on the seismic lines, as shown in Figures 4.7a to 4.7d, using the synthetic 
seismogram and stratigraphic column for the study area. Two faults were identified on two 
dip lines (SL_1 and SL_10) and may have a minor impact on computed velocities. The 
impacts of these faults on computed velocities were considered negligible due to their 
absence on other seismic lines near wells M, R, K-1, K-2 and X in the study area.  
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Figure 4.5 Synthetic seismogram for well-Y, showing (left to right): TWT (two-way time) 
in ms, TVD (true vertical depth) in m, sonic transit time and bulk density from logs (in µs/ft 
and g/cm3, respectively), RC (reflection coefficient), traces from a portion of seismic line 
SL_1 adjacent to well-Y,  synthetic seismogram for well-Y, and additional traces from 
seismic line SL_1. At the bottom, the plots of the source wavelet (Time-Amplitude, 
Frequency-Power, Frequency-Phase) are shown. 
 
 
 
Figure 4.6 a) Tie-in of seismic line segments as identified by the blue arrows in part b), b) 
Base-map of study area showing seismic lines and well location. A polygon on the base-map 
(blue color) was constructed for tying the seismic lines at crossing points and transferring 
the seismic horizons from synthetic to seismic lines. 
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Figure 4.7 Interpreted seismic lines SL_1(a), SL_10 (b), SL_2 (c), and SL_5 (d), where 
colored sub-horizontal lines represent geological formation tops and sub-vertical lines on a 
and b represent normal faults. 
 
4.4.12 Velocity Model 
 
The calibrated interval velocities and two-way travel-times (TWT) obtained from the 
seismic-well tie (input data for seismic-well tie is shown in Figure 4.8a) were plotted 
separately to establish a trend line within the Sembar Formation, as shown in Figure 4.8b. 
The velocity function (equation 4.19) was fitted to the velocity-time plot using the least 
square method, and the constant values of Vo and K were extracted for the Sembar interval.  
 
    .  =	   +                   4.19 
 
Where	    ,  is interval velocity of primary waves, T is two-way travel time,    is the velocity 
at the seismic horizon top, K is slope of the trend line. 
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Figure 4.8 a) Shows the recorded sonic log (Vp_sonic) and upscaled_sonic (upscaled using 
Backus averaging), and check shot data extracted from offset well (within 10 km radius). 
The solid horizontal lines show formation tops. b) Calibrated interval-velocity versus two-
way time (TWT) plot for the Sembar Formation encountered in well-Y. The trend line was 
established using least square method. 
 
The calibrated velocity curve was also correlated with curves generated at three 
different shot points on the seismic lines using equation 4.20 (Dix, 1955), where stacking 
velocities (   ) were available.  
 
   =     _                                          4.20 
 
Where n represents the layer number,     &    are the stacking velocity and vertical two-
way travel time (TWT), respectively, for the top of the nth layer. 
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It can be observed in Figure 4.9 the interval velocity curves compare favorably to the 
calibrated interval velocity for the Sembar Formation in well-Y, although interval velocities 
for other horizons show some differences against well velocities which may results from 
deviations for the assumptions underlying equation 4.20 (e.g., layered media and hyperbolic 
moveout) (Soleymani and Riahi, 2012).The breaks in these curves correlate strongly with 
known changes in lithology occurring at several formation tops in areas unaffected by 
faulting; in the faulted zone, there are additional breaks which are attributed to offset of the 
lithological layers.  
 
The velocity-time function (equation 4.19) was employed at Sembar seismic 
horizons (top and bottom), and the values of Vo and K, and TWT surface maps of the top 
and bottom of the Sembar were inserted into the Petrel software to generate an interval 
velocity grid (Vp grid). The interval-velocity grid of the Sembar Formation was converted 
to a pore pressure grid using the log-based function (equation 4.9) described in section 4.4.8. 
The velocity and pore-pressure grids surrounding the well-Y were mapped using the GRFS 
(Gaussian random function simulation) algorithm (as shown in section 4.5.3).  
 
The seismic two-way travel time contour maps for each seismic horizon (or layer) 
were converted to a depth map using the average velocity. The average velocity at the top of 
each horizon was calculated using equation 4.21.  
 
    _  = ∑            ∑                          4.21 
 
Where N is the total number of layers,    is the interval velocity in the ith layer, and      is 
the difference between zero-offset travel times at the top and bottom of the ith layer. 
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Figure 4.9 Interval velocity curves (gold color) obtained at selected shot points on the 
seismic line (SL_10) using the Dix equation (equation 4.19) and stacking velocities. The 
track on the right shows the calibrated interval velocity curve obtained from the well-seismic 
tie. 
 
The synthetic seismogram of well-X is shown in Figure 4.10; the prominent 
reflectors on seismic lines at the bottom of the log curves show the top of the Sembar 
Formation, which was not logged in this well. Based on Figure 4.10 (which helps to identify 
shallow horizons above the Sembar Formation) and the well correlation profile (as given in 
Figure 4.2), the Sembar top was identified on 3D seismic data at the location of well-X. An 
estimated bottom of the Sembar Shale is also shown on seismic lines (Figures 4.10 and 4.11), 
based on the fact that this surface was encountered in offset wells within a 10 km radius at 
roughly 2400 ms. A similar procedure, as described above, was also followed for other wells 
mentioned in Table-1. The details of seismic horizon picking and velocity modeling of other 
wells are not included here for the sake of brevity.  
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Figure 4.10 Construction of synthetic seismogram for well-X using density (RHOB) and 
sonic (DTP) logs and picking of expected Sembar Formation_top (~2200 ms) and bottom 
(~2400 ms) based on drilling report and regional geology of the study area. 
 
 
Figure 4.11 Picking of Sembar top and bottom on 3D seismic data at the location of well-
X. 
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The Vp-contour map (at regional scale including studied wells) was converted to a 
shear wave velocity (Vs) map using a log-based Vp-Vs relationship (equation 4.22), which 
was established at well-Y, and similar relationships were also established at other wells in 
the study area. Both seismic interval velocities (Vp and Vs) and constant average-density 
corresponding to the Sembar Shale interval (obtained at multiple wells) were employed in 
equations 4.7 and 4.8 to calculate dynamic elastic properties (Young’s modulus and 
Poisson’s ratio) at each shot point. The seismic-velocity-based pore pressure and static 
elastic properties were employed in equations 4.10 and 4.11 to determine the minimum and 
maximum horizontal stresses, respectively, at each shot point of the seismic lines. 
 
  _          =	0.68	  _    − 497              4.22 
 
Where   _          is the estimated velocity of shear waves based on the rock physics model 
by Sohail and Hawkes (2020),   _    is measured compressional wave velocity in m/s. 
 
4.4.13 Seismic Attribute Analysis 
 
The 3D seismic data near well-X was also analyzed using the ant-tracking attribute 
to assess the presence and orientation of macro-fractures within the Sembar Formation. The 
3D seismic data (Figure 4.12a) was conditioned through structural smoothing and variance 
attributes (Figure 4.12b) to enhance the visibility of the geometrical characteristics of 
seismic reflectors (Brouwer and Huck, 2011). After conditioning the seismic data, the ant-
tracking attribute was run to delineate the tracks, as shown in Figures 4.12c. Most of the 
tracks are oriented in the northeast to the southwest direction (as highlighted by the dash-
lines on Figure 4.12d), which is consistent with the orientation of maximum horizontal 
stresses observed in Figure 4.3 (borehole breakout analysis). Further investigations could be 
conducted if additional data (e.g., image logs, cores) are obtained to confirm the presence 
and characteristics of macro-fracture networks in the Sembar Shale. 
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Figure 4.12 a) Original 3D seismic data with selected seismic lines (1003 cross line and 776 
inline), b) Vertical and horizontal stacks after applying the structural smoothing and variance 
(3D Edge enhancement) attributes. c) Final stacks after running the ant-tracking attributes 
and slicing at the Sembar Formation horizon (at ~2200ms). The red-circles show 
faults/macro-fractures above from the Sembar and blue show macro-fractures at the top of 
Sembar Formation. d) Dashed lines show probable macro-fractures on the Sembar slice, 
which are predominantly oriented NE-SW. 
 
 
4.4.14 Seismic Inversion 
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Four neural network-based seismic inversion techniques (BP, GI, MLC, PSO) were 
tested in this work using commercial software. The results of these inversions are shown in 
Figures 4.13a, 4.13b and 4.13c. The seismic attributes, velocities and densities 
(compressional and shear velocities and their relationship with densities using Gardner’s 
equation (Gardner et al., 1974)) were used as an input layer, and these same attributes from 
logs for well-X were set as the output layer. Gardner’s equation was available as an optional 
tool in the software to better understand velocity-density relationships based on known 
geological facies. The software was allowed to activate it in zones with known geological 
facies, where the estimated/measured data are poor or missing. It was demonstrated in a 
separate study on Lower Goru Shale (Du et al., 2019) that activating this option improves 
the final results of seismic facies analysis. For seismic inversion the dependancy on 
Gardner’s equation was minimal, and in most of studied intervals the algorithm was trained 
based on measured data and known geological facies. The velocities and density of the 
Sembar Formation in well-X were obtained after studying other wells in the study area 
(where this formation was logged) and also learning the trends in Lower Goru Shales (which 
are considered equivalent to Sembar Shales) in well-X. The data was trained until 
maximizing the correlation coefficient between original and synthetic acoustic impedance, 
as shown in Figure 4.13d. The combination of MLC and PSO was found to provide the best 
agreement between the original and inverted acoustic impedance log.  
 
The BP has a single structure which allows the network to converge to a local 
minimum and results in strong randomness, i.e., the results are inconsistent every time. The 
genetic algorithm in GI does not have a real global optimization, and often converges to the 
local minimum and has strong randomness (Dandan and Qiaodeng, 2002). The optimization 
problems are generally divided into local optimal and global optimal. Local optimal refers 
to finding the minimum value in a finite region of the function value space. The global 
optimum is to find the minimum value problem in the whole region of the function value 
space. The MLC+PSO strategy establishes a nonlinear relationship between AI and seismic 
waveform and calculates appropriate weights to predict AI effectively.   
 
The elastic properties estimated using seismic velocities and bulk density were set as 
input parameters, and elastic properties at well-X were set as output parameters to rerun the 
inversion module to invert 3D seismic data into an elastic properties cube. The software 
inherently established relationships between input and output parameters to reduce the error 
between measured and estimated elastic properties. The same procedure was followed to 
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invert 2D seismic stacks near well-Y. The inverted elastic property trends (from seismic 
data) near wells X and Y were compared to regional trends in the study area. 
The medium to high range of acoustic impedance, as highlighted by dashed white-
colored-rectangles on the inverted seismic stacks (Figure 4.13), is identified as the Sembar 
Shale interval within the Sembar Formation. A facies analysis based on seismic reflection 
data and well logs for some offset wells near well-X, conducted by by Ahmad et al., (2004), 
Du et al., (2019) and Ashraf et al., (2019), also confirmed the depth/seismic-time of Sembar 
Formation in the study area, although these authors were studying the characteristics of 
Lower Goru Formation, which overlies the Sembar Formation. 
 
 
Figure 4.13 Inverted acoustic impedance (AI) stack using a) BP, b) GI. c) MLC+PSO, d) 
Comparison of original (red color) and inverted (blue color) acoustic impedance curves. The 
red curves were extracted from the relevant inverted seismic stack at well-X. The dashed 
rectangle (white color) on inverted stacks highlights the shale interval (2300-2350 ms) in the 
Sembar Formation, which is associated with medium to high AI. 
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4.5 Results 
 
4.5.1 Petrophysical Characterization 
 
The gamma-ray log for well-Y (shown in track-2 of Figure 4.14) shows a general 
trend of increasing upward through much of the Sembar Shale (4430-4468 m), overlain by 
a zone of relatively constant gamma-ray readings which ends sharply at the top of this 
interval (4418 m). The volume of clay calculated from the gamma-ray log generally 
increases upward from 0.4 to 0.6 between 4430 m and 4468 m, and ranges between 0.4 and 
0.5 from 4430 m to 4418 m. These log-based results suggest a fining upward trend, which is 
consistent with Nazeer et al. (2016) who found that the Sembar Formation contains 
sequences of various prograde and retrograde (mixed coarsening and fining) cycles which 
pass from shallow marine facies near the base of the interval to basinal facies near the top. 
As discussed in the methodology section (see Figure 4.4), the predominant minerals over the 
interval of interest are clay and quartz, with pyrite and dolomite existing in minor quantities. 
As shown in tracks 4 and 6 of Figure 4.14, the TOC and porosity range from 2% to 4% 
(volumetric) and 0.05 to 0.1 (fraction), respectively. As shown in track 5, log-based water 
saturations are slightly higher than 0.2 (fraction) through much of the interval, with local 
highs in the range of 0.7 to 0.8 occurring in some of the sandier intervals. These 
petrophysical properties were used as inputs for the calculation of Vp using the modified 
rock-physics model of Xu and White (1995). The favorable comparison between calculated 
Vp (Vp_RP) and measured Vp (Vp_log), as shown in track 7, supports the validity of these 
log-based petrophysical properties, and the rock physics model. This, by association, yields 
increased confidence in the estimated Vs values (see Vs_RP in track 8) that were calculated 
using these same inputs and rock physics model. 
 
4.5.2 Log-based Geomechanical Characterization 
 
 The lithostratigraphy interpreted through petrophysical characterization was used to 
build the mechanical stratigraphy for the study interval. This interval was subdivided into 
grain-supported facies and clay-supported facies according to the volume fraction of clays, 
as shown in track-2 of Figure 4.15. The clay-supported facies are defined as those with Vcl 
> 40%, and grain-supported facies are those with Vcl < 40%. The threshold value of 40% 
was proposed as a transitional point based on microstructures, mechanical and flow 
properties by Zoback and Kohli (2019). The results show that the upper half of the study 
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interval is predominated by thick clay-supported units, whereas the lower half consists of 
interbedded clay and grain-supported units, with the latter becoming more prevalent near the 
base of the interval. 
 
The dynamic Young’s modulus (track-3 of Figure 4.15) varies between 35 GPa and 
40 GPa through most of the study interval, with one distinct interval of slightly lower values 
(~30 GPa) from 4445m to 4451 m. The dynamic Poisson’s ratio generally varies between 
0.2 and 0.3, with no obvious correlation to grain or clay-supported facies. Poisson’s ratio 
shows a more variable character than Young’s modulus, though the overall range of variation 
(0.2 to 0.3) is modest. It should also be noted that Poisson’s ratio is strongly sensitive to the 
Vp/Vs ratio, and Vs was estimated in this work. Bulk modulus (Kb) was also calculated using 
the relation    =  /[3(1 − 2 )], though the results are not shown in Figure 4.15 for the 
sake of simplicity 
 
Most of the published relationships for the brittleness index (BI) are based on weight 
fractions of brittle minerals. It is suggested that a volume fraction-based approach might be 
more appropriate; hence both approaches were used in this work. It can be observed in Figure 
4.15 (tracks 7 and 8) that these approaches yield slightly different results due to the increased 
influence of the relatively dense pyrite in the weight fraction-based approach. The general 
character of tracks 7 and 8 is similar, though the BI values for the volume fraction-based 
model (track 8) are slightly lower than the weight fraction-based values (track 7) in most of 
the shaley intervals. Track 12 shows a binary classification of brittle and ductile units, based 
on a threshold value of BI = 0.5 applied to track 8.   
 
Brittleness indices based on log-derived elastic properties are shown in tracks 9 
(Young’s modulus-based), 10 (Poisson’s ratio-based) and 11 (average). One of the perceived 
benefits of these indices is the fact that they implicitly account for various factors beyond 
mineralogy; e.g., grain size, cementation and effective stress (Holt et al., 2011; Yang et al., 
2013; Wasantha and Ranjith, 2014; Luan et al., 2014). The general character of the BI profile 
based on average elastic properties (track 11) is generally similar to the mineralogy-based 
profiles, though the contrast between shaley and sandy intervals is more pronounced. Track 
12 shows a binary classification of brittle and ductile units, based on a threshold value of BI 
= 0.5 applied to track 11. 
 
 
 
139 
 
 
Figure 4.14 Log data and interpreted petrophysical properties for the Sembar Shale interval 
in well-Y. Track-1 shows depth, track-2 shows GR_log plotted in inverted and standard form 
for interpretation (using a baseline of 75API) (arrows show the interval with the fining 
upward trend), track 3 shows volume of clay, track-4 shows total porosity (PHIT) using 
neutron and sonic log-derived porosities, track-5 shows water saturation (Sw), track 6 shows 
total organic carbon (TOC) from laboratory (black-dots) and logs (red curves), track-7 shows 
measured (black) and estimated (rock-physics-based-model) compressional wave velocity 
(Vp), and track-8 shows estimated shear wave velocity calculated using a rock-physics 
model (Vs_RP).  
 
The estimated pore pressure curve, as shown in track-5 of Figure 4.15, was calibrated 
with measured pore pressure at one point (shown by the dark-blue dot), as discussed in 
section 4.4.8. The principal in-situ stress magnitudes calculated for the study interval are 
shown in track-6 of Figure 4.15. The minimum horizontal stress was calibrated using data 
from a mini-frac test at 4428 m depth (unpublished well report). These results suggest that 
the Sembar Shale interval in well-Y falls in a present-day strike-slip stress regime (SHmax > 
Sv > SHmin). In some intervals, the difference between maximum horizontal stress and vertical 
stress becomes small, which seems to be due to relatively high pore pressure and/or relatively 
low Young’s modulus. This, coupled with the observation of some normal faults on some 
seismic lines near well-Y, suggests that the stress regime for the study area ranges from a 
strike-slip regime to transitional (strike-slip / normal) regime.  
 
 
140 
 
 
Figure 4.15 Interpreted mechanical properties for the Sembar Shale interval in well-Y. 
Track-1 for depth, track-2 shows mechanical stratigraphy based on volume of clay (Vcl), 
track-3 shows dynamic Young's modulus (YME), track-4 shows dynamic Poisson’s ratio 
(PR), track-5 shows estimated (black curve) and measured (dark blue dot) pore pressure in 
MPa, track-6 shows SHmax for maximum horizontal stress; SHmin for minimum horizontal 
stress; Sv for vertical stress, track-7 shows brittleness index (BI) based on minerals weights, 
track-8 shows brittleness index (BI) based on minerals volume, track-9 shows BI based on 
YME (BI_YME), track-10 shows BI based on PR (BI_PR), track-11 shows an average of 
tracks- 9 and 10 (BRIT_average), track-12 shows the brittle and ductile intervals based on a 
BI threshold of 0.5 applied to track-8, and track-13 shows the brittle and ductile intervals 
based on a BI threshold of 0.5 applied to track-11. 
 
 
4.5.3 Seismic-Well-based Geomechanical Characterization 
 
Interval velocities of the Sembar Formation extracted from seismic stacks near well-
Y were used to estimate pore pressures. Both velocity and pore-pressure cubes were 
generated using the GRFS algorithm, which confirms that the GRFS honors well data and 
seismic data. A detailed description of this algorithm is beyond the scope of this paper but 
can be found in Schlumberger Petrel Manual (2019). The time/depth slices of interval 
velocity and pore-pressure for the Sembar Formation were extracted from the cube of whole 
well-Y, as shown in Figures 4.16a and 4.16b, respectively. Similarly, depth slices specific 
to the Sembar Shale interval are shown in Figures 4.16c and 4.16d, respectively. The high 
pore-pressure zones are associated with low velocities, which is consistent with the 
observations at well-Y. These results are consistent with the published pore pressure gradient 
for the Sembar Formation in the study area (Farooq et al., 2009). A similar approach was 
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adopted for other wells in the study area for the estimation of pore pressures at individual 
well location, and then these estimations were utilized to construct a regional scale map of 
pore pressure. 
 
 
Figure 4.16 Shows cubes and depth slices of seismic interval velocities (a – Sembar 
Formation; c – Sembar Shale) and pore pressure (b – Sembar Formation; d – Sembar Shale) 
in the vicinity of well-Y, developed using the Gaussian random function simulation (GRFS) 
algorithm (developed by Schlumberger). The arrow denotes north in each figure. 
 
Contour maps of seismic two-way travel time and depth (constructed using average 
velocities at the top of Sembar Formation, evaluated using equation 4.21) are shown in 
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Figures 4.17a and 4.17b, respectively. The depth map is consistent with the depth of the 
Sembar Formation where it was encountered in the studied wells. The velocity distribution 
maps, as shown in Figure 4.18, show zones of high average velocities near well-Y compared 
to well-X. Figure 4.18 (Pp map) shows pore pressure distribution at the regional scale, based 
on the pore pressure gradient interpreted at each well (calibrated with seismic data). This 
figure shows comparatively high pore pressure zones near well-Y compared to well-X. The 
inverted seismic stacks of elastic properties for the entire Sembar Formation near wells X 
and Y, as shown in Figures 4.19a (for well-Y) and 4.19c (for well-X), show that Young’s 
modulus and Poisson’s ratio of Sembar Shale are comparable with regional trends (Figure 
4.19b). Dynamic Young’s modulus is relatively high in the north-northeast of the study area 
(near wells M and Y) compared to the southeast (near well-X). Poisson’s ratio is higher in 
northeast compared to the southeast of the study area, as illustrated in Figure 4.19b. The 
regional trend in Poisson’s ratio is different from the trend observed for Young’s modulus. 
BRIT_avg is lower in the northwest compared to the southeast portion of the study area. 
 
Figure 4.17 Contour maps of two-way travel time (a) and depth (b) for the Sembar 
Formation top, overlayed by well locations. The negative sign with contour values is used 
to denote depth below the surface. The reference datum is WGS84, and the study area is 
located in UTM zone 42N. 
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Figure 4.18 Average compressional and shear wave velocities (Vp and Vs), and pore 
pressure (Pp) maps for the Sembar Formation in the study area. 
 
The inverted elastic properties cube generated using robust inversion techniques 
(e.g., MLC+PSO), as shown in Figure 4.20, enhances the resolution of elastic properties in 
the area surrounding well-X. Figure 4.20 shows that Young’s modulus and Poisson’s ratio 
in the Sembar Shale interval vary spatially between 35 GPa to 40 GPa and 0.24 to 0.28 in 
the Sembar Formation, respectively. These ranges are generally consistent with the 2D 
inverted seismic stacks shown in Figure 4.19c. 
 
The stresses and pore-pressure gradients extracted from the data for wells X and Y, 
as given in Table 4.2, are consistent with the gradients published by different researchers in 
the study area. The stress gradients for well-Y were assigned to wells M and R, which are 
relatively close to well-Y and have similar Sembar Formation thicknesses at slightly 
shallower depths. For similar reasons, the stress gradients for well-X were assigned to wells 
K-1 and K-2. Figure 4.21 shows the stress magnitudes calculated from the stress gradients 
assigned to the aforenoted six wells, and the depth of the Sembar Formation (Figure 4.18b). 
These contour maps show that stress magnitudes increase from southeast to northwest, which 
is consistent with the higher horizontal stress gradients and the greater depths in the 
northwest. These stress maps also show a strike-slip stress regime throughout the study area. 
Vertical slices showing inverted horizontal stresses from the 3D seismic data at well-X are 
given in Appendix 4-D. 
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Figure 4.19 a) Inverted seismic stacks of Young’s modulus and Poisson’s ratio near well-Y 
for the entire Sembar Formation (2230 ms to 2550 ms); the white-color rectangle delineates 
the Sembar Shale interval, b) Contour maps of average Young’s modulus, Poisson’s ratio 
and elastic properties-based average brittleness index (BRIT_avg) for the Sembar Shale 
interval based on well and seismic data, c) Inverted seismic stacks at well-X for the entire 
Sembar Formation (2200 ms to 2400 ms) and Sembar Shale (2300 ms to 2340 ms).  
 
 
 
145 
 
 
Figure 4.20 Inverted seismic cubes of (a) Young’s modulus and (b) Poisson’s ratio around 
well-X for the Sembar Formation. 
 
 
Table 4.2 Stress and pore-pressure gradients for wells Y and X 
Gradient Well-Y Well-X 
SHmax (MPa/m) 0.026 0.024 
SHmin (MPa/m) 0.020 0.018 
Sv (MPa/m) 0.023 0.023 
Pore-pressur (MPa/m) 0.017 0.014 
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Figure 4.21 Contour maps of average minimum and maximum horizontal stresses (SHmin 
and SHmax, respectively), and vertical stress (Sv) for the entire Sembar Shale interval in the 
study area. 
 
4.6 Discussion 
 
The Sembar Formation interval of the study area is in a relatively undisturbed zone 
where generally monoclinal strata rest on the crystalline basement (Indian shield). There was 
no major fault activity or deformation related to the basement structure observed in the 
studied seismic lines, although some normal faults with minimum throw were interpreted on 
2D seismic lines near well-Y, and the overlying strata of Middle Cretaceous to recent age 
seem to be disturbed due to the collision of the Indian and Eurasian plates in the Eocene 
epoch. Due to the lack of structural complexity in the Sembar Formation in the study area, 
the generated seismic velocity maps are deemed appropriate for representing spatial 
variations in geomechanical properties interpreted from these velocities. 
A shale gas reservoir should fulfill the following criteria: suitable thickness (>100m), 
organically rich and mature with free gas (TOC>2%, R0>0.55%, Kerogen type-II or III), 
good porosity (>5%), high quantity of quartz (>40%) and low clay volume (<30%), high 
values of Young’s modulus with low Poisson’s ratio, high brittleness index for hydraulic 
fracturing, and known stresses magnitudes and orientations to allow appropriate placement, 
orientation and completion design for horizontal wells (Sondergeld et al., 2010; Dembicki 
and Madren, 2014). Although shale itself is a good seal, the presence of additional shale 
layers above the shale gas reservoir diminishes the chance of leakage or migration of 
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hydrocarbons from the shale gas reservoir (Dembicki and Madren, 2014). All of these 
parameters, and their interrelation, play a crucial role in screening a shale gas reservoir at a 
local and regional scale. Following is an assessment of the Sembar Shale as a prospective 
shale gas reservoir, based on the aforenoted criteria.  
 
Theoretically, the density of shale should decrease with increasing TOC. This, in 
turn, should reduce sonic velocities and dynamic elastic properties. This expectation is 
consistent with data for shales of the Cooper Basin, Australia, which showed a significant 
effect on dynamic elastic properties for TOC > 1% (Iqbal et al., 2018). However, in most of 
the North American Shales (particularly Marcellus Shale), TOC values less than 6% does 
not have any significant impact on sonic velocities and elastic properties (Wang and Carr, 
2012). Further, a laboratory-based study on synthetic shales by Altowairqi et al. (2015) 
demonstrated a minimal impact on ultrasonic velocities and static elastic properties for TOC 
values in the range of 2% to 4%. The latter studies are consistent with the results of this 
research, in which it was found that Sembar Shale TOC values range from 2% to 4% 
(average 3%) but have a limited impact on Vp (see Figure 4.22a). As such, TOC values in 
the Sembar Shale may be sufficient to warrant consideration for shale gas production. 
Velocity-based maps will not assist in mapping the lateral distribution of TOC. 
 
A detailed mineralogy analysis using drill cuttings of Sembar Shale provides support 
for mineralogical interpretations using log data. The intervals of Sembar Shale where clay is 
higher (40% or more) than brittle minerals may be classified as ductile, based on results 
published for shales elsewhere (Jarvie et al., 2007; Wang and Gale, 2009). By analogy, it 
seems reasonable to suggest that intervals with brittle mineral (quartz, dolomite and pyrite) 
content greater than 40% may exhibit brittle behavior, though this is not clearly supported 
from literature at present. 
 
Cuttings-based mineralogical data were only available for well-Y in the study area. 
This is a significant limitation because prior work has suggested that mineralogy can vary 
significantly in the Sembar Formation throughout the Lower Indus Basin (Nazeer et al., 
2016; Ahmad et al., 2012). As such, a broadly applicable mineralogy-based study of 
brittleness, which is recommended as a future task, will require cuttings and/or core samples 
from several wells. Due to the unavailability of such samples and data at present, the use of 
elastic properties to estimate brittleness was pursued in this study. 
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The BRIT_average (elastic properties-based average brittleness index) implicitly 
accounts for matrix and cement mineralogy, fabric and mechanical behavior of different 
types of clays (Ikari et al., 2009). Given that the TOC values are generally low and have 
limited impact on velocities (hence mechanical properties and brittleness index; see Figure 
22a), and BRIT_avg were investigated in this work as a function of the sum of clay and 
kerogen/TOC (i.e., the soft components of shale, following the approach used by Sone and 
Zoback (2013)). As shown in Figure 4.22b, Vp and BRIT_avg decrease with the increasing 
volume fraction of soft-components. Similarly, the plots of Young’s modulus (YME) and 
Poisson’s ratio (PR) with soft-components show a decrease in YME and an increase of PR 
with increase of soft components, as shown in Figures 4.22c and 4.22d. 
 
 
 
Figure 4.22 Log data and log-derived properties used for brittleness analysis of well-Y. 
Cross plots of compressional wave velocity (Vp) with (a) corrected TOC and (b) total 
volume fraction of clay and TOC color-coded with BRIT_avg. Cross plots of (c) YME 
(Young’s modulus), and (d) PR (Poisson’s ratio) with total volume fraction of clay and TOC 
color-coded with BRIT_avg.  
 
Figure 4.23 shows a cross plot of YME and Poisson’s ratio with thresholds of 50 GPa 
and 0.25, as recommended by Rickman et al. (2008), to classify rocks based on brittleness. 
Based on these thresholds, a limited number of data points plot as brittle (i.e., top left corner, 
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YME > 50 GPa and PR < 0.25). A majority of the data points fall in the ductile regime (YME 
< 50 GPa and PR > 0.25), with the balance falling in the lower-left transitional quadrant 
(YME < 50 GPa, PR < 0.25). Using a brittleness threshold based BRIT_avg > 0.5, a more 
appropriate YME threshold would fall in the 35 to 40 GPa range. This seems more consistent 
with the YME threshold value of 30 GPa suggested by Zhang et al. (2017), based on research 
conducted on shales of the Longmaxi Formation in China. 
 
 
 
Figure 4.23 Cross plot between YME (Young’s modulus) and Poisson’s ratio (PR) overlaid 
with the average brittleness index (BRIT_avg). Red lines are brittleness classification 
thresholds recommended by Rickman et al. (2008), and the blue line is a modified YME 
threshold suggested by Zhang et al. (2017). 
 
Though much focus has previously been placed on the impact of Young’s modulus 
on hydraulic fracturing based on brittleness (e.g., Smith and Montgomery, 2015; Rickman 
et al., 2008), it is also important to note that a lower Young’s modulus is actually beneficial 
for facilitating fracture opening (i.e., larger fracture apertures) after a fracture has developed 
(e.g., Hiyama et al., 2013; Nasehi and Mortazavi, 2013). As such, the fact that the Sembar 
Shale has Young’s moduli at the low end of the brittleness threshold suggests that it might 
possess a favorable compromise between fracability and aperture development.  
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Zones with Young’s modulus > 30GPa and Poisson’s ratio < 0.25 predominantly 
exist in the northeastern part of the study area (towards well-M), as shown in Figure 4.19b. 
Although Poisson’s ratio near well-X is about 0.25, the low Young’s modulus (<25GPa) 
suggests that this area is a less brittle zone. Detailed mapping of well-X using 3D seismic 
data enhances the resolution of elastic properties, as shown in Figure 4.20. The Sembar 
Formation cube at well-X shows that relatively high Young’s modulus (>30GPa) and low 
Poisson's ratio (<0.25) for Sembar Shale interval exists to the surroundings of well-X, and 
can be considered favorable for hydraulic fracturing. It is observed that the regional trend 
may not represent the real trends of brittleness-index due to the low density of seismic lines 
and well data and the heterogeneity of shale. Therefore, the use of suggested seismic 
inversion techniques (e.g., MLC+PSO) for the interpretation of individual wells along with 
3D seismic data can provide better results.  
 
The macro-fractures, identified in Figure 4.12d for Sembar Shale, are mostly oriented 
in northeast-southwest, sub-parallel to the maximum horizontal stress direction. As such, 
given the predominant strike-slip stress regime in the study area with maximum horizontal 
stress oriented northeast-southwest, drilling horizontal wells in the minimum horizontal 
stress direction (i.e., northwest-southeast) would be favourable both for the intersection of 
natural fractures and for the creation of hydraulic fractures that are oriented normal to the 
well axis (i.e., transverse fractures). These hydraulic fractures would be expected to have a 
simpler (more planar) geometry in intervals where SHmax significantly exceeds Sv, but 
perhaps more complicated in intervals where SHmax is similar in magnitude to Sv. 
 
The results of this study provide guidance for selecting the placement (depth) of 
horizontal wells in the Sembar Shale. For example, because the sandier, more brittle intervals 
of the Sembar Shale have horizontal stresses slightly greater than the more shaley intervals 
(see Figure 4.15), it might be advantageous to place the horizontal wells within one of the 
thicker sandy intervals. This would increase the potential for initiating a brittle fracture near 
the well perforations and should result in fracture pressures that are sufficient to allow these 
fractures to continue propagating vertically when reaching the interface with shaley intervals 
(because of the lower stresses in the latter). 
 
For horizontal wells drilled in the study area, the in-situ stress, pore pressures and 
mechanical properties interpreted in this work could be used to select appropriate drilling 
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mud densities that mitigate the potential for excessive hole enlargement or drilling-induced 
tensile fractures. Such analysis, however, is beyond the scope of this paper. 
 
This study relies on available conventional petrophysical logs and post-stack seismic 
data, and conventional laboratory testing is absent due to the unavailability of standard core 
samples for the Sembar Shale. Although some data extracted from literature (porosity and 
static elastic properties) had been measured on core samples from wells near the study area, 
there is still a need to extract core samples from Sembar Shale in our study area and run 
laboratory testing for these properties. The study also relies on a limited dataset for in-situ 
stress measurements (specifically, minimum horizontal stress), hence the calculated 
horizontal stress profiles should be regarded as approximate estimates. The acquisition of 
new core-testing data and stress measurements will enable future revision and improvement 
of the mechanical earth models presented in this paper. Regardless, the author suggests that 
the current work is sufficient to identify suitable zones in the study area for future shale gas 
exploration, and rough estimates of the properties of these zones. 
 
4.7 Conclusion 
 
A workflow has been developed and used for a petrophysical and geomechanical 
characterization of Sembar Shale in Lower Indus Basin of Pakistan using well logs and post-
stack seismic data of a single well. This workflow then applied to other wells of the study 
area. It is useful because these are the only data types available in this early stage of shale 
gas exploration in the Lower Indus Basin. The petrophysical properties (e.g., mineralogy, 
TOC, porosity and fluid saturation) were extracted from well logs, which compared 
favourably with values from literature (for porosity and fluid saturation) and laboratory 
testing of drill cuttings (for mineralogy and TOC). The pore pressure and minimum 
horizontal stresses were calibrated to available measurements at well-Y and literature data 
at other wells, hence increasing their credibility. 
 
The following results obtained at the well-scale suggest that the Sembar Shale is 
favorable for development: high gas saturation, good porosity (up to 10%), moderate 
quantity of thermally mature organic matter (2% - 4% TOC), a number of brittle intervals 
separated by thicker intervals that fall slightly below the brittle-ductile threshold, and a 
strike-slip stress regime (with a maximum horizontal stress orientation sub-parallel to the 
orientations of macro-fractures observed in the seismic-based analysis). The brittleness 
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assessment for the well-scale analysis was based on independently-calculated mineralogy 
and elastic property-based indices, both of which provided consistent results.  At the scale 
of the study area, robust statistical techniques were used to invert seismic stacks and develop 
a 3D mechanical earth model. This model shows a trend of increasing shale brittleness 
towards the northeastern portion of the study area, hence suggesting that this area might be 
most prospective for initial shale gas development. The brittleness index used for the 3D 
mechanical earth model was based solely on elastic properties, given the lack of available 
data to characterize variations in mineralogy throughout the study area.  
 
A sensitivity analysis of the results (as given in Appendix 4-E) provides the error 
window for estimated mechanical properties. Further, a sensitivity analysis measures the 
propagation of error in sonic velocities to mechanical properties, which can be used as 
criteria for the application of the proposed workflow globally. Errors of roughly 10% in the 
velocities interpreted in this work would results in error up to 20% for elastic properties and 
horizontal stress magnitudes. 
 
4.7.1 Recommendation 
 
The models presented in this study are developed based on interpretation of available 
seismic and well data, and integrated with measured elastic properties and mini-frac test data 
for a single well. These models should be updated when additional datasets (e.g., image logs, 
dipole shear sonic, micro-seismic data, core sampling and testing) are available, ideally from 
several wells located throughout the study area, and calibrated more thoroughly once 
additional pore pressure and stress magnitude measurements have been obtained. Further, 
the various brittleness indices estimated based on mineralogy and elastic properties should 
be compared and evaluated more critically, once direct measurements of brittleness have 
been conducted on core samples which have been preserved at their native moisture content. 
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Appendix 4-A: Theory of Multi-layer Linear Calculator (MLC) and 
Particle Swarm Optimization (PSO) (Yasin et al., 2020) 
 
Figure 4-A shows the detail of workflow for MLC+PSO inversion. A function in one 
dimension can be divided into several linear segments, whereas a two-dimensional function 
can be divided into a number of facets with MLC. Based on the approximation of linear 
segmentation, the nonlinear inversion problem is converted to estimate the weights of several 
linear calculators. Suppose that A* is a set of elastic properties (e.g., acoustic impedance) 
calculated at relevant well location, and B is the collection of seismic records (seismic 
waveform). The two parameters are connected by the projection operator Ω  as given below. 
 
 ∗ = Ω ( ) 
 
The relationship between two variables is injective and nonlinear. An optimum response 
function could be found, 
 
 ( ) =	 (  ( ) −   ∗ 
   
( ))² 
 
Where  ( ) is the objective function, m is the number of target;   ( ) is the value of the 
learning data, B, with a multi-layer linear calculator;   ∗( ) is the real corresponding value 
of the learning data. 
In multi-layer linear calculator, the input sample (B) is weighted-stacked and added to bias 
b, as given below 
  =       
 
   
   +    
f is an activation function that represents the designed domain gates, and can be calculated 
with following formula: 
  =
11 + ∑          −∑           +    
Where, l is the number of linear calculators. 
 
 
 
166 
 
 
 
Figure 4-A MLC + PSO inversion workflow (after Yasin et al., 2020). 
 
The weight of each multi-layer linear calculator inversion model, which includes the 
bias, is determined by the particle swarm optimization (PSO) algorithm (Parsopoulos and 
Vrahatis, 2004). PSO algorithm can search and updates each particle for convergence, in 
other words, to find the global optimum of the problem. The parameters for every particle at 
each moment are denoted as follow:  
The particle location is represented by ( )1 2, , ,
Tt t t t
i i i id= LX X X X , [ ],
t
id d d∈X L U , where dU  
and dL  are the upper and lower limits of search space, respectively. The velocity is
( )1 2, , ,
Tt t t t
i i i id= LV V V V and min, max,,
t
id d d ∈  V V V , where max,dV  and min,dV  denote the maximum 
velocity and minimum velocities, respectively. The ranges of parameters i and d are 1 < d < 
D and 1 < i < M, respectively, where D and M are for multiple dimensions and number of 
particles, respectively. The individual optimal position is labelled as ( )1 2, , ,
Tt t t t
i i i iD= Lp p p p
and the global optimal positions ( )1 2, , ,
Tt t t t
g g g gD= Lp p p p  are the respective positions of the 
particle swarm after the update of each iteration. The parameters at time t + 1 can be 
computed by following equations. 
 
( ) ( )1 1 1 2 2t t t t t t t tid id id id gd gdc r c rω+ = + ⋅ − + ⋅ −V V p x p x  
1 1t t t
id id id
+ += +X X V   
 
In the above formulas c1 and c2 are called learning factors.ω  is the inertia weight which can 
balance the effects between global search and local search. 
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The parameter settings of the 3D seismic cube (nearby well-X) were taken as follows: 
the number of the linear calculator l=5, particle number=100, learning factors c1=c2=2, the 
inertia weight ω=1, lower limit Ld=-3, and upper limit Ud=3. The maximum velocityis  
Vmax=0.08, the number of iterations is Tmax=200, and the precision e=0.1. With a calculation 
precision of 92% and computation time of 5 minutes, these parameters are proved to be 
efficient for convergence.  
 
Appendix 4-B: Genetic Inversion (GI) 
 
In the genetic inversion (GI) technique, multilayer neural networks and genetic 
algorithms are combined in order to provide a robust and straightforward approach to seismic 
inversion. GI requires a single seismic cube (seismic amplitude or acoustic impedance) and 
a set of wells/single well with required petrophysical properties (e.g., velocities, acoustic 
impedance, elastic moduli, Poisson’s ratio).  
 
Initially, 50 weight combinations are chosen randomly, all of which are used in the 
first iteration of a neural network (as shown under “Population” in Figure 4-B). The output 
and input parameters (e.g., well log measurements) are compared to calculate an error 
function. As soon as the error is computed for each of the 50 input weight combinations, the 
process enters into the genetic part of the algorithm. During the learning/training phase of 
the neural network the genetic algorithm updates the weights for the neural network (instead 
of back-propagating the error, as usually done in back-propagation (BP) inversion) using the 
evolutionary approach (i.e., selection, cross-over and mutation). The GI workflow (as shown 
in Figure 4-B) generates a nonlinear multitrace operator through training of a seismic volume 
against well data. The multitrace operator is used to invert seismic data into desired well log 
response (e.g., acoustic log), producing the best fit to the well data (Veeken et al., 2009). 
 
The genetic part of GI consists of three steps: 1) Selection — weight combinations 
with the smallest error are selected, 2) Cross-over — weight combinations exchange single 
weights from one combination to another (the number of exchanged weights can be singular 
or multiple), 3) Mutation — single weights are exchanged randomly from one weight 
combination to another, which ensures that the process does not converge to a local 
minimum. The mutation event occurs with a higher probability as soon as the error function 
starts to stabilize (i.e., reach a minimum) (Daber and Aqrawi, 2011). 
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Figure 4-B Genetic inversion workflow (after Daber and Aqrawi, 2011) 
 
Appendix 4-C 
 
4-C.1 Schmoker Technique (Schmoker and Hester, 1983): 
 
The Schmoker equation looks at the dependency of bulk density on TOC (Schmoker 
and Hester, 1983). TOC by Modified Schmoker is calculated as follows: 
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  ℎ       = 1
1 −
1
  
 
  ℎ       =   ℎ       − 1 
            =   ℎ         −   ℎ       
 
Where    is grain density (calculated in this work as a weighted average using log-based 
mineralogy and literature values of density for the mineral phases present);    is bulk density 
from log. 
 
4-C.2 DeltaLogR Technique: 
The Delta Log R technique was developed by Passey et al. (2010). It involves using 
an overlay between a porosity log and a resistivity log to capture the deviation from expected 
formation log response values due to the presence of organic matter. 
TOC      = DeltaLogR      ∗ 10( .    ( .   ∗   ))  Where the parameters used in this calculation are obtained as follows:  
DeltaLogR      = log	   R   R             + 0.02 ∗  DT        −  DT       	          R            (for both wells) = 5 ohm. m 
DT       	        (for both wells) = 295 μsecm  
LOM = 0.099 ∗ x  − 2.159 ∗ x  + 12.392 ∗ x  − 29.032 ∗ x  + 32.53 ∗ x − 3.034 
Where LOM is Level of maturity, x = VR = Vitrinite reflectance value = 0.90 (from laboratory testing for both wells).      
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4-C.3 Backus averaging (performed in Techlog software) (Mavko et al., 2003) Prior to use in the generation of a synthetic seismogram, velocity logs need to be upscaled. It is generally accepted that the best way to that is through Backus averaging, which involves the following steps: 1. Determine shear and bulk moduli from sonic and density logs. 2. For a selected seismic wavelength, calculate the arithmetic average of density and harmonic average of moduli (bulk and shear). 3. Reconstitute the velocities (e.g., computed Vp-upscaled using moduli and density obtained at step-2). 
 
 
Appendix 4-D: Horizontal Stresses 
 
Figure 4-D shows vertical profile of horizontal stresses based on inverted cubes of elastic 
properties and pore pressure at well-X, showing favourable comparison between well-X and 
seismic data. 
 
Figure 4-D Vertical profile of maximum (a) and minimum (b) horizontal stresses at well-X. 
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Appendix 4-E: Sensitivity Analysis 
 
The mechanical properties estimated in this work are dependent on sonic velocity data, and 
any error in sonic velocities will propagate to mechanical properties (and, in turn, to 
calculated in-situ stresses). This is relevant in this work because shear wave velocities (Vs) 
were estimated rather than measured (except for the upper part of the Sembar Formation in 
well-Y). Also, although various methods (e.g., slowness time coherence) were used to reduce 
the error in interpreted compressional-wave velocities using the seismic data, some degree 
of error likely remains. As such, it seems reasonable to consider error in both velocities (Vp 
and Vs) and study the propagation of this error to mechanical properties and in-situ stresses. 
 
The results of this sensitivity (error propagation) analysis are shown in Table 4-E, and 
Figures 4-E.1 and 4-E.2. The following equation was used to calculate percent error of each 
property: 
 %	      =            −         
        
  ∗ 100 
 
Figure 4-E.1 shows that an error of 10% in Vp and Vs will introduce roughly 20% error in 
dynamic Young’s modulus (E_dyn), and lesser errors (<16%) in calculated stresses. The 
error between estimated and recorded velocities in the upper interval of Sembar Formation 
(4046-4071 m) in well-Y is actually around 5%, which means the error in mechanical 
properties should be around 10%. This is deemed acceptable by the authors, for regional 
study based on an incomplete dataset.  
 
Figure 4-E.2 shows another scenario, in which the value of Vp at depth 4071 m (as shown 
in Table 4-E) was kept constant and error was introduced in Vs only. The resulted curves for 
mechanical properties are similar to Figure 4-E.1, except Poisson’s ratio shows sensitivity 
to errors in Vs (similar percent errors to Young’s modulus for Vs errors in the ±20% range), 
and errors in calculated stresses are slightly larger (but still less than or similar to the error 
in Young’s modulus).   
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Table 4-E: Calculation of errors in mechanical properties and in-situ stresses for 
hypothetical errors in velocities. These illustrative calculations were made based on log 
measurements from a depth of 4071 m in well-Y, where both compressional and shear wave 
velocities were logged. 
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Figure 4-E.1 Calculated errors in dynamic Young’s modulus and calculated in-situ 
stresses as a function of errors in Vp and Vs. (Note that Poisson’s ratio is not affected by 
the velocity errors considered in this scenario, because Vp/Vs ratio was constant). 
 
 
Figure 4-E.2 A comparison of percentage errors in mechanical properties due to error in Vs 
only (assuming Vp constant for a specific depth). 
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Chapter - 5 Microindentation Testing for Shale: Development of a 
Testing Methodology and Application to the Sembar Formation 
 
This chapter will be submitted as a research paper to the 11th Asian Rock Mechanics 
Symposium, Challenges and Opportunities in Rock Mechanics - an ISRM Regional 
Symposium, 2021, Beijing China. 
 
Contribution of the Ph.D. candidate 
 
Ghulam Mohyuddin Sohail carried out the evaluation presented in this chapter, with 
technical review feedback provided by Dr. Christopher Hawkes during weekly meetings. 
Mr. Sohail wrote the manuscript with review feedback provided by Dr. Hawkes.  
 
Contribution of this chapter to the overall study 
 
This study developed/improved the methodology to determine the microhardness of 
shale cuttings. This study covers the measurement of microhardness which can be utilized 
to explore its relationship to macro-scale Young’s modulus through testing of core samples 
and developing theoretical rock-physics models.  
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5.1 Abstract 
 
Rock mechanical properties such as Young’s modulus, hardness and brittleness have 
significant impacts on the effectiveness of hydraulic fracturing operations in shale gas 
reservoir development. Ideally, these properties can be measured on core samples. 
Unfortunately, in many cases, core samples are unavailable, and drill cuttings are the only 
available samples for testing. The objective of this study was to investigate techniques for 
estimating mechanical properties using drill cuttings. Drill cuttings for the Sembar 
Formation, a prospective shale gas reservoir in the Lower Indus Basin of Pakistan, were used 
as the basis for this work because core samples were not available for this formation. An 
existing microindentation testing technique was used. New and improved methods of 
implementing this technique that were developed in this work include: embedding multiple 
cuttings into an epoxy puck to facilitate sample preparation, mineralogical analysis, and 
testing of a large number of sampling points; progressive re-saturation to restore cuttings to 
representative moisture conditions; selection of optimal indentation force; and brittleness 
assessment based on indentation morphology. Limitations of this testing method are 
discussed, and recommendations for future research are given. 
 
5.2 Introduction 
 
5.2.1 Background 
 
Young’s modulus impacts the hydraulic fracture aperture during hydraulic fracturing 
(Smith and Montgomery, 2015); microhardness controls the proppant embedment, thus 
affecting the ultimate fracture conductivity (Alramahi and Sundberg, 2012); and brittleness 
is the material property of fracturing with little plastic deformation forming a substantial 
number of cracks (Zhang et al., 2016). Macroscopic properties of rock, such as Young’s 
modulus, are generally obtained through laboratory testing (e.g., uniaxial compression test) 
using core samples 25 mm in diameter or greater, with length/diameter ratios of at least 2. 
Microindentation testing is a technique that shows some potential for mechanical property 
characterization, in cases where no core samples are available. 
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5.2.2 Microindentation Testing Methods 
 
Microindentation testing is a quick and economical technique to determine the 
microhardness of materials. In general, the materials tested using this technique are metals, 
although the effectiveness of this testing method for rocks has been under investigation for 
some time. There are five widely used microindentation tests; Vickers (or modified Vickers), 
Berkovich, Knoop, Buchholz, and Micro-IHRD. The Vickers hardness test is believed to be 
more accurate under low loads (e.g., 1 to 10 N), and has been used for a wide variety of 
metals and rocks (Fan et al., 2019; Broitman, 2017; Mason et al., 2014; Bokko and Ulm, 
2008; Dorner, 2002; Schneider et al., 1999). No examples showing the use of other types of 
microindentation tests on rocks have been found in the literature. As such, the Vickers 
hardness test (using a Mitutoyo MVK-H1 Microhardness Tester) was selected for this 
research.  
 
5.2.3 Microindentation Testing of Shales 
 
Shales are generally composed of silicates (quartz, feldspar, mica, chlorite), 
carbonates (limestone, dolomite), diagenetic pyrite, and different clay minerals, and can be 
quite heterogeneous at the micro-scale (Verba et al., 2016). The organic matter (kerogen or 
bitumen) is also a critical component of shale, and its volume fraction can be quite variable. 
The mineralogy of shale is a dominant factor that controls the variability of elastic properties 
and hardness at both the micro and macro scales (Kumar et al., 2015; Yoon et al., 2015: 
Goral et al., 2018; Manjunath and Jha, 2019). The Young’s modulus of a shale which is 
predominantly silica (e.g., quartz, a monophasic material) can be similar at the micro and 
macro scales, whereas a shale which is dominated by clays (multiphase nature) can vary 
significantly depending on the volume of sample tested (Oliveira et al., 2014; Auvray et al., 
2017; Han et al., 2018). 
 
Standard microindentation testing procedures are designed for metals (ductile 
materials with a smooth surface), so special attention regarding sample preparation is 
required when this test is performed on rocks such as shales, which may possess rough 
surfaces and/or cracks which may be natural or developed during sample preparation. Some 
researchers (Boulenouar et al., 2017; Veytskin et al., 2017) suggested that for indentation on 
rocks, the sample surfaces should be polished and tested carefully to avoid the formation of 
cracks, and natural cracks (if present) should also be avoided. These authors were focusing 
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on nano-indentation, where cracks formation during indentation may be avoided, which may 
not be valid for microindentation. Fan et al. (2019) observed it is inevitable to control the 
cracks events during micro indentations on Longmaxi Shale (siliceous) provided that 
samples were polished carefully and no natural cracks existed. The cracking characteristics 
of shale under the microindentation loading can be used as a tool to assess brittleness (Fan 
et al., 2019). 
 
In previously published studies on several shales from the USA (Michael et al., 2016) 
and the Longmaxi Formation shale of China (Han et al., 2018; Han et al., 2015) for 
microhardness,  microhardness values of 1 GPa (for siliceous shale) and 3 GPa (for mixed 
grain shale) were found to be associated with static Young’s moduli of 20 GPa and 30 GPa, 
respectively. Though the relationship between microhardness and Young’s modulus show 
considerable scatter for each individual dataset (i.e., clay-rich USA shales; clay-poor 
Longmaxi shale), the collective dataset suggests that there might be a linear trend may 
prevail for the collective dataset, as shown in Figure 5.1. If such a trend could be established 
with confidence, it would enable the estimation of Young’s modulus based on 
microindentation measurements conducted on shale cuttings. 
 
5.2.4 Objectives 
 
The long-term objective of the author’s broader research program is to determine the 
relationship between microhardness measured on shale cuttings, and macro-scale 
mechanical properties such as Young’s modulus. This will require a sample set that includes 
both core samples (for compression testing) and cuttings (for microhardness testing), for a 
number of shale formations, in addition to testing methods that obtain representative and 
reliable results. At the time of this research, neither an appropriate sample set nor a well-
defined testing methodology were available. As such, the specific objective of the work 
reported here was to investigate and improve experimental techniques for determining 
microhardness on shale cuttings, using cuttings samples available for the Sembar Shale. A 
secondary objective was to assess methods to characterize brittleness using microindentation 
tests.  
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Figure 5.1  Plot of static Young’s modulus (E_static) versus Vickers microhardness (Hv) 
for various shales from the USA (Data Source: Michael et al., 2016)  and shale samples from 
the Longmaxi Formation, China (Data Sources: Han et al., 2018; Han et al., 2015). A 
regression line is shown with the “?” symbol added to denote the tentative/uncertain nature 
of this correlation. 
 
5.3 Materials and Methods 
 
5.3.1 Materials 
 
Shales of the Sembar Formation (“Sembar Shale”) were deposited in a marine shelf 
environment in the Early Cretaceous Period. It serves as a source rock for a number of gas-
producing sandstone reservoirs in the Middle and Lower Indus Basins of Pakistan (Haider 
et al., 2012). The drill cuttings of Sembar Shale were retrieved from an already drilled well-
Y (Lower Indus Basin, Pakistan) at a depth of ~3950 m. The Sembar Shale in well-Y has 
been identified as the source rock for a gas-producing sandstone reservoir (Lower Goru 
Sands) and is an ideal candidate for shale gas exploration (Haider et al., 2012).  Previous 
core-based studies have shown that dominant minerals in shaly intervals of the Sembar 
Formation are quartz (40-50%) and clays (30-40%) with minor quantities (10-15%) of 
dolomite, feldspar, and pyrite (Ahmad et al., 2012). 
 
 
5.3.2 Methods 
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5.3.2.1 Experiment apparatus and testing scheme 
 
The Microhardness Tester (Mitutoyo MVK-H1) was used to determine 
microhardness (Hv) according to the ASTM standard (ASTM, 2017). It consists of a loading 
frame, diamond indenter, 40X lens, sample holding device and displacement sensors. The 
pyramid indenter (square base and an angle of 136 degrees between opposite faces), with a 
hardness of 100 GPa, as shown in Figure 5.2, is subjected to a load of 1N to 10 N (newton). 
The full load is usually applied for 10 to 15 seconds. The two diagonals of the indentation 
left in the surface of the material after removal of the load are measured using a microscope. 
A metal block with known hardness (Hv = 150) was available for calibration, and before the 
start of each session, the indenter was calibrated. The test scheme is illustrated in Figure 
5.3a, which shows a minimum distance of 2.5   should be maintained between two indents. 
An appropriate size of the sample is required to perform an optimum number of tests. In 
summary, the operator chooses load (F_gf), creates an indentation, and measures the 
diagonal length of indent (  ) using a microscope, then Hv is displayed by the apparatus, as 
calculated using equation 5.2.  
 
   =
   
  
  5.1 
 
Where     is test force in grams-force,    is surface area of indentation in µm² =    /2 sin    
,    is mean Vickers indentation diagonal length in micrometer (µm) = 
     
 
, α is face angle 
of the diamond indenter (136⁰). 
 
After substituting known parameters for the Mitutoyo MVK-H1 in equation 5.1, the final 
form as given in equation 5.2 is used by the machine to calculate Hv in gf/µm². In this work, 
the results are converted from gf/µm² to GPa . 
 
   =        × 1854.4  5.2 
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Figure 5.2 a) Geometry of Vickers Indenter with face angle of 136°. b) Plan view of an 
indent created by the Vickers Indenter, showing diagonal lengths d1 and d2 (ASTM, 2017). 
 
 
Figure 5.3 a) Cross-sectional and plan views of Vickers Indentation test scheme shows the 
minimum spacing between two indents (ASTM, 2017). b) Indenter and polished shale 
sample. 
 
5.3.2.2 Sample preparation 
 
The well cuttings of Sembar Shale were collected and examined. The samples were 
tested as received; they had not been preserved for moisture content. The cuttings ranges in 
size from fine powder to roughly 2 mm in width. In order to obtain a subset of the cuttings 
that were sufficiently large for micro indentation testing, cuttings in the range of 1 mm to 2 
mm diameter were separated from a bulk sample using a sieve shaker apparatus. From this 
1-2 mm subset, cuttings were then randomly selected for testing with the goal of obtaining 
a representative sample set including all types of cuttings (siliceous, calcareous, argillaceous 
and mixed). The siliceous cuttings were generally random in shape, and the argillaceous 
cuttings were tabular. Additionally, a 500 g sample of cuttings was delivered to the 
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Saskatchewan Research Council (SRC) Geoanalytics Laboratory for x-ray diffraction 
(XRD) analysis for bulk mineralogy (details of XRD are given in Appendix 5-A). 
 
A pilot experiment was conducted on several individual cuttings using 
microhardness tester. It was found that cuttings moved during the tests, because it was not 
possible to hold these small, weak and irregular shaped cuttings in place with the available 
sample. To overcome this problem, a disc was prepared in the SRC Geoanalytics Laboratory, 
in which cuttings were embedded into epoxy, as shown in Figure 5.4. The tabular shaped 
cuttings (e.g., argillaceous) were observed to settle into the puck in a horizontal orientation 
due to gravitational effects. Once the epoxy had set, one end was polished using a lapping 
wheel (as per standard techniques for preparing polished thin sections). The polished surface 
was then analyzed using the Quantitative Evaluation of Materials by Scanning Electron 
Microscopy (QEMSCAN) technique (see Appendix 5-A for details). 
 
Five types of epoxy resin-hardener blends were in use at SRC Geoanalytical 
Laboratory over the time interval where the puck was made. The specific blend used was 
not specified. However, none of their blends heat up beyond 40 to 60°C during curing, hence 
the cuttings properties should not have been affected by thermal processes. Similarly, the 
viscosity of the blends used is relatively high (in the 400 to 900 centipoise range), hence the 
epoxy blend should not have penetrated into shale cuttings during the relatively short cure 
time (approximately 4 hours). The small air-filled bubbles observed in Figure 5.4 would not 
have formed if the epoxy blend had a viscosity sufficiently low to penetrate the pores in the 
cuttings.  
 
Figure 5.4 a) Epoxy disc containing Sembar Shale drill cuttings, created for 
microindentation testing, b) Enlarged view of the zone circled on the disc. 
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5.3.2.3 Axial load - magnitude 
 
The equipment used could perform indentations at axial forces ranging from 1 N to 
10 N. In the preliminary stages of this work, tests were run using various forces in order to 
identify an appropriate value. The results obtained after performing several tests at different 
forces on mixed clay-sand cuttings (the most abundant type of cutting lithology) are shown 
in Figure 5.5. The idents at low loads (3N) yielded relatively high and scattered hardness 
values . The indents made at high load (10N) yielded lower and less scattered hardness 
values, but the sizes of resulting indents were generally high (diagonal lengths of 
approximately 200 µm) which made it challenging to conduct a large number of tests in the 
limited available surface area. The indents obtained at intermediate loads (5 N) yielded 
hardness values similar to (slightly larger than) the results obtained at 10 N loads, and with 
less scatter. The indentation sizes at 5 N load (diagonal lengths of approximately 100 µm) 
were small enough to allow a large number of tests per sample, yet large enough to span 
multiple clay particles (nano to micrometer size) and silt sized quartz inclusion (of ~ 10-3 m 
size) in the clay-sand cuttings (Ulm et al., 2007). 
 
Fan et al. (2019) observed negligible impact of load on microhardness while testing 
the Longmaxi Shale, for loads of 10N, 20N and 40N. However, other researchers (Bokko et 
al., 2010; Hu et al., 2017) obtained results similar to those presented here, in the sense that 
microhardness measurements were affected by load. As such, it is suggested that a standard 
load should be adopted broadly, in order to facilitate comparison of results obtained by 
different researchers. In the work presented here, a load of 5 N was used for all subsequent 
indentation tests.  
 
For all of the Sembar Shale tests reported here, the axial load was applied in an 
orientation normal to bedding. Fan et al. (2019) observed similar results in microindentation 
tests conducted on surfaces normal and parallel to bedding in the Longmaxi Shale. However, 
given the anisotropic fabric generally present in shales, it seems reasonable to expect that 
tests conducted normal and parallel to bedding would usually yield different results (lower 
hardness parallel to bedding); hence testing of microhardness anisotropy is suggested as a 
topic of future investigation. 
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Figure 5.5 Box plots of Hv at different axial loads (pilot experiment on clay-sand mixed 
cuttings. 
 
5.3.2.4 Testing sequence 
 
In order to capture an averaged representation of shale cutting properties while 
conducting microindentation tests that probe an area roughly 100 µm by 100 µm, it is 
important to conduct a large number of tests. However, the number of tests is constrained by 
the amount of surface area available for testing, the need to ensure adequate spacing between 
successive tests, the desire to run a number of testing sequences on each cutting at different 
moisture conditions, and the fact that manual data entry is required for each 
microindentation. In this work, approximately 100 microindentation tests were run on each 
type of drill cutting (e.g., siliceous, calcareous, argillaceous and clay-sand mixed)  during 
each testing sequence. These microindentations  were spread uniformly across the different 
cuttings in the epoxy puck, and each microindentation was cataloged based on the cutting’s 
identification number, and a unique (sequential) number that was assigned to each 
indentation in any given cutting. 
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In addition to measuring microhardness for each indentation test, observations were 
recorded regarding the shape, edge fragmentation and indentation contact face to support 
assessments of sample brittleness. 
 
5.3.2.5 Assessment of sample moisture effects 
 
Previous investigations have shown that the mechanical properties of clay-rich rocks 
are sensitive to moisture content (Cherblanc et al., 2016; Hawkins and McConnell, 1992). 
Thus, shales should ideally be tested at moisture conditions representative of in-situ 
conditions. The Sembar Shale cuttings obtained for this work had been exposed to ambient 
conditions for an extended period of time prior to testing, and hence were presumed to be 
relatively dry compared to in-situ conditions. In order to avoid sample damage (e.g., 
cracking) which can occur in dry samples of clay-rich rocks when immersed in water, the 
cuttings disc was progressively resaturated, and tested at different moisture conditions to 
assess the impact of saturation on microhardness. The sample disc was first exposed to a 
relative humidity (RH) of 60% for roughly one month to achieve a relatively low water 
saturation (representative of ambient “air dry” conditions in the laboratory), then a 
microindentation testing sequence was conducted. Next, in a manner similar to the work 
presented by Pham et al. (2005), the samples were placed on a plaform in the upper part of 
an airtight desiccator in which constant relative humidity (RH) was imposed using a saline 
solution (filling the lower part of the dessicator). The apparatus used for this, including a 
RoHS RH-USB sensor, is shown in Figure 5.6. Different alkaline solutions were selected to 
impose RH values of 80% and 90% at ambient temperature (~20 °C), as described in Table 
5.1. The mass of the sample disc was recorded periodically. Figure 5.7 shows a plot of 
measured masses and RH values versus time. 
 
An indentation testing sequence was conducted when sample mass had stabilized at 
80% RH after 215 days. When exposed to 90% RH, sample mass increased relatively quickly 
for one month, the the rate of increase began to taper off. After more than one year at 90% 
RH, however, sample mass had not reached a constant value. Due to time contraints, it was 
not possible to wait longer, so the sample was subjected to an additional microindentation 
testing sequence at 650 days. It is suggested that the upper surface of the cuttings in the 
epoxy disc had equilibrated with the 90% atmosphere in the dessicator, and the gradual 
increase in mass was occurring as moisture diffused into the lower parts of the cuttings. 
Given that microhardness testing was conducted on the upper surface, it is assumed here that 
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the results obtained at 650 days are representative of micro-hardess at a 90% RH condition. 
When exposed to 100% RH, sample mass increased relatively quickly for few days (675 to 
680 days) and then seems to taper off at 687 days before it was merged into distilled water, 
as shown in Figure 5.7. 
 
 
Figure 5.6 Setup for saturation of shale samples (modified after Pham et al., 2005). 
 
Table 5.1 Quantity of chemicals used to achieve different Relative Humidity (RH) values. 
Chemicals %RH at 20 °C 
Solubility 
(g/l) 20 °C 
Volume 
(Liter (l)) 
Total quantity 
(g) 
Na2CO3 90 215 1 215 
NaCL 80 360 1 360 
 
 
 
 
186 
 
 
 
Figure 5.7 Plot of relative humidity (RH) and Sample mass versus time for drill cuttings of 
Sembar Shale. 
 
5.4 Results 
 
5.4.1 Mineralogy 
 
The results of the XRD analysis on the bulk sample, which are shown in Figure 5.8, 
indicate that the Sembar Shale is siliceous (quartz dominant). Localized mineralogy results 
based on QEMSCAN analysis are shown in Figure 5.9. These results suggest the Sembar 
Shale cuttings can be sorted into four broad categories as follows: siliceous (quartz 
dominant), argillaceous (clay dominant), calcareous (calcite dominant) and mixed clay-sand. 
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Figure 5.8 Pie chart of mineralogies determined by bulk XRD analysis for the Sembar Shale. 
 
 
 
Figure 5.9 Mineralogy of Sembar Shale cuttings based on QEMSCAN analysis of the disc 
shown in Figure 5.4a. Each cutting was allotted a specific identification number (ID); 
examples of a few IDs are shown here. 
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5.4.2 Vickers Microhardness (Hv)  
 
Box plots summarizing the results of Hv measurements for eight selected mixed clay-
sand cuttings of Sembar Shale (at RH = 60%) are shown in Figure 5.10. The minimum and 
maximum mean Hv values for these cuttings are approximately 0.9 GPa and 3.9 GPa, 
respectively.  Based on a tentative regression line fit to the literature data plotted in Figure 
5.1, these results suggest static Young’s modulus values of 20 to 35 GPa for mixed clay-
sand cuttings. 
 
Box plots summarizing Hv results for three clay-sand grains at different RH values 
are shown in Figure 5.11. These cuttings were chosen because data quality was good for the 
measurements conducted on them (i.e., the microindentations had regular shapes and well-
defined edges), and because clay-bearing cuttings were expected to be most sensitive to 
moisture. The results for these cuttings show that mean Hv decreased by about 50% as RH 
was increased from 60% to 80%. Mean Hv decreased by 25% for cutting #1 as RH increased 
from 80% to 90%, whereas the reduction in mean Hv with this RH change was smaller for 
cuttings # 2 and 4 (8% and 21%, respectively). For all three cuttings, the change in mean Hv 
was small as RH was increased from 90% to 100% ( 3%, 2%, and 1.98% for cuttings #1, 2 
and 4, respectively). 
 
The minimum and maximum mean values of microhardness for siliceous cuttings 
were approximately 2.5 GPa and 11 GPa, respectively, and for calcareous cuttings were 
approximately 2 GPa and 9 GPa. Microhardness testing results for these cuttings are not 
shown here due to the predominance of mixed clay-sand cuttings in the Sembar Formation, 
although these data were recorded and may be used for future research. 
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Figure 5.10 Box plots summarising the distribution of Vickers microhardness (Hv) values 
measured on eight selected Sembar Shale cuttings, measured at RH = 60%. All of the 
cuttings shown here had a mixed clay-sand mineralogy. 
 
 
Figure 5.11 Box plots of Vickers microhardness (Hv) for selected Sembar Shale drill 
cuttings at RH of 60%, 80%, 90% and 100%. Each box represents a different cutting of 
mixed type (i.e., a mixture of clay and quartz); the cuttings numbers are shown in Figure 5.9. 
Data for these cuttings  are given in Appendix 5-B. 
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5.4.3 Microindentation Morphology and Assessment of Brittleness 
 
Assuming that sample preparation and microindentation test procedures are 
conducted in a consistent manner for all tests, the morphology of each microindent can be 
used as an indicator of the constitutive behaviour of the sample tested. For example, the 
stress concentration induced by the microindenter should induce an elastic-plastic response 
(and uniform microindentation shape) for relatively ductile materials (e.g., clay-rich shale), 
and an elastic-brittle response for stiffer material such as quartz grains. 
 
Figure 5.12(a) shows the microindentation created during a test on a quartz-rich zone 
of one cutting. The morphology of this feature suggests that the stress concentration beneath 
the tip of microindenter created a brittle fracture, resulting in the detachment of a chip. A 
relatively high Hv value of 13 GPa was calculated for this test, based on the diagonal length 
of the chip. Figure 5.12(c) shows the microindentation created during a test on a different 
quartz-rich zone. In this case, cracks were observed to have propagated outside of the area 
where the microindenter contacted the sample surface. The geometry of the depression 
created where the microindenter made contact with the sample was highly irregular; hence 
no value was calculated for Hv.  
 
Figure 5.12(b) shows the microindentation created during a test on a clay-rich zone 
of one cutting. The deformation in this case was clearly ductile in nature, as the shape of the 
microindent is a close match to the shape of the microindenter. An Hv value of 7 GPa was 
calculated for this feature. 
 
Figure 5.12(d) shows the microindentation created during a test on a calcite-rich zone 
of one cutting. The deformation in this case was mixed in nature. It was ductile directly 
beneath the tip of the microindenter, resulting in a shape that closely matched the 
microindenter. However, chips – indicative of brittle failure, developed around the edges of 
the indent. An Hv value of 4 GPa was calculated for this feature, using a diagonal length that 
neglects to presence of the chips. It is interesting to note that this more brittle response 
(compared to Figure 5.12(b)) corresponded to a lower hardness value, which is not consistent 
with the general expectation that stiffer rocks tend to be harder and more brittle (Kias et al., 
2015). This could be due, in part, to increased hardness in the zone tested in Figure 5.12(b) 
due to the presence of microcrystalline quartz (as imaged for several cuttings in the 
QEMSCAN analysis). 
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Some researchers (Copur et al., 2003; Hucka and Das, 1974) have derived 
relationships between microhardness and brittleness index. The difficulty stemming from 
hardness measurement in cases where indent morphology is variable (as demonstrated in this 
work) suggests that these relationships might be inappropriate. It is suggested that this is an 
area that requires further investigation. Methods that quantify the dimensions of brittle 
fractures resulting during microindentation might prove useful in this regard. Further, it is 
suggested that microindentation testers which continuously record load and displacement 
during each test might prove useful (e.g., see Fan et al., 2019). 
 
 
Figure 5.12 Microscopic images of indentation impressions. a) the pyramid indent was not 
developed properly and microhardness recorded based on maximum area disturbed due to 
indentation, b) the pyramid indent was developed properly without any cracks or chips, c) 
indent was not developed may be due to cracks, d) indent seems good but with chips at the 
boundary of the indent. 
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5.5 Discussion 
 
The microhardness results obtained in this work were highly variable, both within 
individual cuttings samples (in some cases) and when comparing cuttings samples of 
different lithologies. It is suggested that the improvements in testing methodology developed 
in this work enable the collection of reliable micro-scale measurements, and that future work 
to provide a framework for integration of these results to enable estimation of macro-scale 
properties is worth pursuing. Such work could include statistical analysis of test results (as 
required to obtain average values that account for spatial variability and anisotropy), micro-
scale numerical modeling, and/or adaptation of existing rock physics models that account 
for micro-scale fabric  
 
Microhardness testing produces results that range from elastoplastic to elastic-brittle 
depending on the lithology of the rock tested. It is still under debate whether microhardness 
should be correlated directly and specifically to Young’s modulus. Previous studies on clay-
dominated North American shales have established that the elastic properties are dependant 
on microstructures and anisotropy, and this dependency reduces with the increase of quartz 
and decrease of clay (Zoback and Kohli, 2019). Fan et al. (2019) ran indentation tests on 
Longmaxi Shale of Jiaoshiba region, southwest China, with 20% clay (volume), and 
observed that the mechanical anisotropy was very weak due to two reasons, first a small 
number of fabrics covered in tested area and second the elastic anisotropy of these fabrics is 
linked to the oriented clay deposition and intrinsic anisotropy of clay itself.  
 
Clay minerals are the primary source of mechanical weakness and anisotropy in 
sandy shale/shale due to its intrinsic anisotropy and tendency to align in the bedding plane 
during deposition and diagenesis (Sayers, 1994; Zoback and Kohli, 2019). At the micro-
scale, the clays form local preferred orientations that appear to flow around clastic grains 
(Curtis et al., 2012). It seems that the quantity/distribution of clay in studied shales may play 
a pivotal role in defining the strength of the material, and it may be the common base for 
studying the microhardness and Young’s modulus. It is suggested here that theoretical rock-
physics models of clay-sand mixing could be developed to strengthen this hypothesis, and 
(as mentioned above) to provide a framework for integrating large numbers of 
microindentation test results in such a way that macro-scopic properties can be estimated, 
even in anisotropic materials. More information on the potential use of rock physics models 
is given in the following section. 
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5.6 Conclusions and Recommendations 
 
This paper proposes improvements for the experimental methodology used to 
characterize rock cuttings using microindentaton tests, and illustrate this methodology for 
the Sembar Shale. The Vickers microhardness tester can be used effectively for determining 
the microhardness (Hv) of shale cuttings if the following tasks are completed carefully: 
embed the cuttings in epoxy, to facilitate the preparation of a smooth (polished) surface and 
secure sample-holding during testing; conduct mineralogical analyses on the cuttings to 
provide context for the interpretation of microindentation test results; establish an 
appropriate axial load (5 N was found effective in this work) through pilot experiments then 
use this load consistently; establish the effects of sample moisture on test results and – if 
significant – run the testing program at this condition (80% relative humidity was found to 
yield results similar to those at saturated conditions, while mitigating the risk of sample 
damage associated with immersion of clay-rich rocks in water). 
 
It is suggested that the experimental methodology could be improved through 
following amendments: use of advanced indentation equipment which can measure 
continuous load and displacement during indentation; run tests on core samples (for macro-
scale mechanical properties) and cuttings (for micro-scale properties) of multiple shales, to 
enable investigation of general relationships between these parameters; testing at greater 
axial loads (> 10N) to more broadly and fully assess a standard load; investigation of 
anisotropy in microhardness testing of shale by performing tests on surfaces perpendicular 
and parallel to bedding. For tests parallel to bedding, the disc used in this study could be cut 
into slices along planes normal to its axis, following the conclusion tests on the bedding-
parallel surfaces described (and tested) in this work. Also, regardless of the orientation of 
the tested surface, it might be possible to significantly increase the number of tests re-
polishing the surface then re-resting. For example, The sample could be re-polished up to 60 
micrometers (as the depth of indents is in the range of 15 to 25 micrometers).  
 
Rock physics models should be used to investigate the relationships between 
Young’s modulus and microhardness. The known mineralogies could be mixed based on 
Hashin-Shtrikman (HS) theory (1963), and penny shaped randomly-oriented micro-cracks 
could be introduced based on Kuster and Toksoz (1974) and Budiansky and Oconnel (1976) 
theories. These theories provide upper and lower theoretical bounds for macro and micro 
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elastic properties, which could be utilized to compare against macro-scale measurements 
made on core samples. 
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Appendix 5-A: Analytical Methods Procedures (SRC Geoanalytics 
Laboratory) 
 
5-A.1 X-ray Diffraction 
 
The sample was irradiated with Cu Kα radiation (λ=1.54056 Å) in a Bruker D4 
Endeavor X-ray diffractometer (XRD) operating at 1.6 kW power (40 kV accelerating 
potential and 40 mA current). The XRD is outfitted with a high-speed LynxEye silicon strip 
detector with fluorescence background suppression. The sample was measured from 3.5 to 
70° 2θ with a 0.02° step size and 0.3 seconds dwell time with a 0.300° divergence slit. The 
raw diffraction data were processed using MDI Products Jade software for mineral 
identification and quantification. Minerals were identified based on the observed interatomic 
spacing of the crystal lattices present constrained by common mineral associations. All 
mineral abundances were calculated using whole-pattern fitting algorithms with peak 
intensities scaled with internally-consistent relative intensity ratios using patterns derived 
from the American Mineralogist Crystal Structure Database (AMCSD). 
 
5-A.2 QEMSCAN 
 
The QEMSCAN in the SRC Advanced Microanalysis Centre is built on an FEI 
Quanta 650 scanning electron microscope fitted with a field emission gun (10nm resolution) 
and dual Bruker XFlash 5030 energy dispersive spectrometers with a maximum throughput 
of 1.5Mcps.  
 
QEMSCAN analyses are a collection of back-scattered electron images and semi-
quantitative point chemical analyses. The grain images and EDS data are combined using 
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image analysis to calculate various parameters such as particle size distribution, mineral 
associations and liberation, modal abundances. Operating conditions were set to 25kV and 
10nA beam current, measured in a Faraday cup at the sample surface. Data were collected 
in Field Stitched Analysis (FSA) mode with a nominal point spacing of either 3 or 20μm. 
Raw X-ray energy spectra were compared to a mineral composition database customized for 
this analysis. 
 
Note: muscovite (as reported by the QEMSCAN results) is reported as illite in this work. 
 
Appendix 5-B: Sample of data  
 
The data collected for cutting # 1, 2 and 4 is shown as a sample in Table 5-B. Five indents 
were produced on each mixed clay-sand cutting at each RH stage. 
 
 
 
 
 
 
Kgf/mm2 GPa Kgf/mm2 GPa Kgf/mm2 GPa Kgf/mm2 GPa
1 369 4 180 2 153 1 163 2
2 376 4 145 1 240 2 158 2
3 303 3 303 3 102 1 168 2
4 187 2 187 2 133 1 147 1
5 166 2 166 2 145 1 110 1
1 222 2 75 1 109 1 100 1
2 205 2 98 1 110 1 110 1
3 111 1 109 1 106 1 125 1
4 172 2 92 1 95 1 78 1
5 181 2 176 2 85 1 105 1
1 168 2 151 1 103 1 100 1
2 174 2 167 2 130 1 140 1
3 158 2 134 1 121 1 127 1
4 721 7 158 2 153 1 145 1
5 212 2 218 2 148 1 130 1
Sample data for Cutting # 4
Sample data for Cutting # 2
Vickers Hardness (Hv)
80% 90% 100%RH = 60%Test No.
Sample data for Cutting # 1
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Chapter 6 – Conclusion 
 
6.1 Summary of Results 
 
This thesis had three  primary objectives. The addressed in Chapter 2, evaluated the 
available geological, geochemical, petrophysical and geomechanical properties of source 
rocks of Pakistan based on comparison with gas-producing North American shales. The 
second , which was addressed in chapters 3 and 4, evaluated the relationships in literature 
for the estimation of Vs applied to sandy shale and shale of Lower Goru Formation and 
characterized the shale of Sembar Formation using well logs and post-stack seismic data. 
The third objective (addressed in Chapter 5) was to assess and improve techniques for 
estimating mechanical properties using drill cuttings. 
 
In Chapter 2, results show that the geological and geochemical parameters of all the Pakistani 
shales reviewed in this work are promising regarding their shale gas potential. The shales of 
the Lower Goru and Sembar Formations seem most promisingin terms of their depositional 
environment, mineralogy, depth, thickness, quantity and quality of organic carbon, and 
porosity. However, more geochemical, petrophysical and geomechanical data/analysis are 
required before conclusions on economic production from these shales can be made with 
confidence. 
 
In Chapter 3, results reveal that the estimation of shear wave velocity using Vp-based 
empirical (linear and polynomial) models and porosity-modulus-based simple rock physics 
models can be useful if the coefficients are adjusted based on available Vs data. However, 
these models cannot explain the mechanism of velocity variations in sandy shale and shale 
due to pore geometry (aspect ratio), consolidation and fluid saturations. Modifications are 
made to the effective medium inclusion model of Xu and White (1995) (e.g., use of effective 
porosity, adjust aspect ratios, use of Biot instead of Gassmann), which make it suitable for 
Vs estimation in gas-saturated sandy shale and shale of the Lower Goru Formation.  The 
accurate prediction of Vs in LGF resulted in following two advantages: the validation of 
petrophysical properties (e.g., mineralogy, porosity, and saturation) which are helpful for 
assessing the shale gas potential of LGF, and the methodology developed in this chapter was 
useful for the Sembar Shale investigations presented in Chapter 4. 
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In Chapter 4, analysis of well-scale data identified several aspects of the Sembar Shale that 
make it favorable for development: high gas saturation, good porosity (up to 10%), moderate 
quality of organic matter (2-4%), multiple brittle intervals, and a strike-slip stress regime. At 
the scale of the study area, robust statistical techniques were used to invert seismic stacks 
and develop a 3D mechanical earth model. This model shows a trend of increasing shale 
brittleness towards the northeastern portion of the study area, hence suggesting that this area 
might be the preferred locationfor initial shale gas development providing that other 
properties (e.g., stress regime, pore pressure and stress gradients) are favorable. The 
workflow developed in this investigation may apply to other shales of the world where 
limited data are available. 
 
In Chapter 5, based on microindentation results, the minimum and maximum values of 
microhardness for dry mixed grains are 0.9 GPa and 3.9 GPa, respectively, which based on 
literarture suggest the static Young’s modulus values of 20 GPa to 35 GPa for mixed clay-
sand cuttings. The results for saturated mixed clay-sand cuttings at different RH values show 
that mean Hv decreased by about 50% as RH was increased from 60% to 80%. Mean Hv 
decreased by 25% to 8% for mixed cuttings as RH increased from 80% to 90%, whereas, the 
change in mean Hv was 1% to 3% as RH was increased from 90% to 100%. The morphology 
of several indents on three types of zones show: the development of brittle fracture in quartz-
rich cuttings, which may relate to the brittle nature of these cuttings; deformation created on 
clay-rich zones with a morphology that closely matches the geometry of the indenter, which 
may be due to the ductile nature of these cuttings; and deformation created on calcite rich 
zones which may relate to a mixed material behaviour (ductile under the tip of microindenter 
and brittle at the edges of the indents). The authors feel that more tests and analyses need to 
be performed to confirm the relationships of Young’s modulus and brittleness with 
microhardness.  
 
6.2 Research Contributions and Recommendations 
 
The following are the specific research contributions of each study reported in this 
thesis (Chapters 2 through 5), and some recommendations for future research. 
 
1. An overview of Pakistani shales was completed by comparison of Pakistani shales 
against well documented, gas-producing North American shales. Although this study was 
based on previously published data, the analogs for comparisons of two shales provided a 
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basis to explore the similarities and dissimilarities between Pakistani and North America 
shales. This study defined criteria to identify the most prospective shales for further study. 
This will save time and money, and can expedite shale gas exploration activities in Pakistan. 
Most of the Pakistani shales are lacking in measurements of petrophysical and elastic 
properties, which is a data gap that should be addressed in future research.  
 
2. Comprehensive research for estimating Vs has been completed to select a suitable 
rock-physics model for a potential shale gas reservoir of Pakistan. This study will be useful 
for wells where no Vs data is available/recorded. It also provides geoscientists and engineers 
with an alternative rock physics workflow for the estimation of Vs in a shale gas reservoir 
(e.g., use of the Biot model rather than Gassmann’s model for fluid substitution). The 
modified rock-physics model outperformed an existing rock-physics model, and it can be 
used globally in settings where the lithology of the shale formations are known. It is deemed 
to be the best option available at present for Pakistani shales and can be further evaluated 
once core samples are obtained and more Vs data have been obtained in well logging 
operations.  
 
3. A mechanical earth model (MEM) of Sembar Shale was developed through the 
integration of petrophysical and mechanical properties using well logs and post-stack 
seismic data, which is a novel work in the Lower Indus Basin of Pakistan. Further, the 
workflow designed in this study for MEM resolved one of the significant issues in the Indus 
Basin of Pakistan (i.e., the lack of data for MEM development), which was a hurdle for 
companies to select a suitable area in the Indus Basin for shale gas exploration. The MEM 
model is flexible and can be refined when additional data (e.g., borehole image logs, drilling 
and testing of shale cores, dipole shear sonic logging, diagnostic fracture injection tests, and 
microseismic monitoring of hydraulic fracturing) become available. 
 
4. A micro-scale study on Sembar Shales using drill cuttings was completed for 
assessing and improving the techniques for the estimation of microhardness and Young’s 
modulus. The acquisition parameters designed for microindenation in this study for the 
Sembar Shale may save time and money for future research. At least this study highlights 
available resources from different disciplines for the study of micro-mechanical properties 
(e.g., microhardness, indentation modulus) of rocks, which provide a base to initiate a 
multidisciplinary study on shales to design new technologies for micromechanical 
characterization. 
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It is suggested that the experimental methodology could be improved through the 
following amendments: use of advanced indentation equipment which can measure 
continuous load and displacement during indentation; running tests on core samples (for 
macro-scale mechanical properties) and cuttings (for micro-scale properties) of multiple 
shales, to enable investigation of general relationships between these parameters; testing at 
greater axial loads (> 10 N) to more broadly and fully assess a standard load; investigation 
of anisotropy in microhardness testing of shale by performing tests on surfaces perpendicular 
and parallel to bedding. For tests parallel to bedding, the disc used in this study could be cut 
into slices along planes normal to its axis, following the conclusion tests on the bedding-
parallel surfaces described (and tested) in this work. 
 
Rock Physics models should be used to investigate the relationships between macro-
scale Young’s modulus and microhardness. Different theoretical models could be used to 
mix the known mineralogies and to introduce randomly oriented penny shaped cracks. These 
theoretical models could be utilized to compare macro and micro-scale measurements on 
core samples. 
