Abstract-A saliency guided hierarchical visual tracking (SHT) algorithm containing global and local search phases is proposed in this paper. In global search, a top-down saliency model is novelly developed to handle abrupt motion and appearance variation problems. Nineteen feature maps are extracted first and combined with online learnt weights to produce the final saliency map and estimated target locations. After the evaluation of integration mechanism, the optimum candidate patch is passed to the local search. In local search, a superpixel based HSV histogram matching is performed jointly with an L2-RLS tracker to take both color distribution and holistic appearance feature of the object into consideration. Furthermore, a linear refinement search process with fast iterative solver is implemented to attenuate the possible negative influence of dominant particles. Both qualitative and quantitative experiments are conducted on a series of challenging image sequences. The superior performance of the proposed method over other state-of-the-art algorithms is demonstrated by comparative study.
I. INTRODUCTION
Visual tracking aiming at estimating the location of specified target in video sequences is one of the most important research branch in computer vision. It has wide applications including security surveillance, robotics, motion analysis, military patrol and etc. Although, much attention has been attracted to this topic and there exists many breakthrough during the past few years, it is still very challenging to develop a robust algorithm because of the scene variation such as partial or full occlusion, abrupt motion, background clutter, illumination variation and non-rigid deformation [1] .
A popular trend to tackle visual tracking problem is to involve sparse representation since it was firstly proposed in [2] . The motion and observation model is employed and embedded into a particle filter framework with updated appearance dictionary. Their following works further enhance the speed of an L1 tracker [3] [4] by reducing the number of samples to be decomposed and proposing an accelerated proximal gradient (APG) solver. To consider the holistic and part-based information simultaneously, in [5] a sparse discriminative classifer (SDC) and a sparse generative model (SGM) are developed jointly for visual tracking. It improves the discriminative power of the tracker at the expense of more time consumption. To alleviate the computational burden, a fast tracking algorithm using non-adaptive random projected appearance model is proposed in [6] . The superior speed benefits a lot from the its coarse-to-fine framework. To ensure the sparsity of the coefficient, most of the state-of-theart algorithms apply L1 regularization constraint. A L2-RLS tracker which shows competitive performance is proposed in [7] . Compared with traditional L1 tracker, L2-RLS achieves optimizing computational complexity by only recalculating a project matrix after the template updating in solving the cost function. However, all of these algorithms only depend on the greyscale of the image and abandon the color cues of the target. In addition, their work usually assume that the target location in current frame is near from that in the last frame. Therefore, it is very difficult to handle the cases with abrupt motion.
In this paper, we perform a saliency guided global search ahead the random walking sampling in particle filter to provide a rough location of the target. Saliency with bottom-up structure is originally used to predict the eye movement in a scene using the low-level cues (e.g., oriented filter responses and color) [8] . While, to make it suitable for visual tracking in which we hope to emphasize on certain target, a topdown structure with prior information needs to be developed. Previous studies like [9] [10] have verified the feasibility to incorporate top-down saliency into visual tracking. In [9] , the saliency map is built using a modified frequency-tuned method with pre-calculated weights in the same way of VOCUS [11] . Then the target is tracked with a local and global search processes. In [10] , the saliency map is generated by assigning weights to three conspicuity maps in Itti and Koch's saliency model [12] . However, in their works, the weights are computed in the first frame and remain unchanged during the tracking, which makes the algorithm fail to adapt to the appearance variation of the target. Moreover, the prior information from the last frame also plays a crucial role in guiding the location prediction. Thus, to overcome these problems, a novel weight updating mechanism as well as a comprehensive saliency map generation method are proposed in this paper.
To further take advantage of the color information, a superpixel based HSV histogram matching is newly introduced in this paper. Superpixels can be utilized to reduce the sample set that we need to consider because each superpixel patch contains pixels with similar color feature that can be merged together. Thus, it has been widely employed to address visual tracking task [13] [14] [15] . In [16] , a superpixel based discriminative appearance model is constructed to facilitate the tracker to distinguish the target from the background. Although the result is promising, it misses the cue of structural information of the object which can be addressed by conventional template matching approaches. To cope with this, a joint local search scheme is proposed by combining a simplified superpixel matching with L2-RLS tracker. Superpixel matching equips the algorithm with the capability to identify the target through color distribution. Meanwhile, L2-RLS tracker will investigate the candidate patches from holistic appearance perspective.
Finally, the hierarchical structure is completed with a linear refinement search. This search is developed to balance the contribution of particles with high confidence and avoid the domination of individual ones caused by the traditional maximum a posterior (MAP) operation. The idea is inspired by [17] and [15] which hope to extend the state space of particle observations from discrete to continuous by conducting local linear coding. Different from them, the proposed method is only applied to the selected promising candidates and hence, a customized optimization function is required. In addition, a fast iterative solver with analytical solution is established and the improved performance is demonstrated by experimental study.
The main contributions of this work is three-fold and can be summarized as follows:
• A novel saliency guided global search algorithm is proposed considering prior information and adaptivity to object appearance variation. Nineteen features containing comprehensive description of the target are combined with online learnt weights to produce a top-down saliency map for candidate patch selection. A corresponding integration mechanism is developed to filter out the false targets. The global search can provide a rough target location prediction for the tracker to handle the abrupt motion and appearance variation problems.
• Superpixel based HSV histogram matching is incorporated into an L2-RLS tracker to involve the color distribution of the object and achieve a joint observation likelihood. This method can not only boost the discriminative power of an intensity template based tracker by introducing additional color cue but consider the structural information by using superpixels.
• Linear refinement search is designed before the final estimated result is obtained to further rectify the bounding box and lower the drifting risk of a single dominate particle caused by the MAP operation by sharing the risk with several most promising candidate patches. A novel cost function is proposed and a fast iterative solver with analytical solution in each loop is developed. The capability of this search to upgrade the accuracy is validated by case study.
The organization of this paper is as follows. Section II briefly introduces the preliminary knowledge and concept on particle filter. Section III presents the details of saliency guided global search. The integration mechanism between global search and local search is elaborated in Section IV. Section V states the hierarchical local search containing superpixel matching and refinement search. Both qualitative and quantitative experiments are conducted in Section VI. Finally, Section VII gives some concluding remarks.
II. PRELIMINARIES ON PARTICLE FILTER
Bayesian inference framework is usually applied for visual tracking problem. It is supposed to estimate the posterior distribution p(x t |Y t ) of state variables characterizing a dynamic system by
where Y t = [y 1 , y 2 , ..., y t ] denotes the observation vector up to tth frame, x t is the state variable of a target in frame t and p(x t |x t−1 ) represents the motion model predicting the state in current frame with the immediate previous state, p(y t |x t ) indicates the observation model which is a likelihood function in essence. Conventionally, the estimated statex t can be obtained by MAP operation
where x i t indicates the state of the ith sample. In this paper, six affine parameters compose the state
2 , θ t , s t , α t , φ t represent the translation along horizontal and vertical direction, rotation angle, scale, aspect ratio and skew respectively. The random walk is employed as the transition model for p(x t |x t−1 ) i.e. p(x t |x t−1 ) = N (x t ; x t−1 , Ψ), N denotes a Gaussian distribution. Ψ stands for the diagonal covariance matrix containing standard deviation of the six affine parameters in x t .
III. SALIENCY GUIDED GLOBAL SEARCH
Traditional bottom-up attention model is not suitable for visual tracking since it fails to provide salient maps on the objects that we are interested in. To handle this, a novel topdown visual attention model is proposed to learn the saliency map that can emphasize the tracking target. The final saliency map is constructed through the combination of nineteen lowlevel features with different weights. The weights are updated based on the tracking result of the current frame. The outputs of this global search (candidate particles) are generated by calculating the connected area on the saliency map. They act as the samples of potential target position and passed into the integration mechanism. The overall pipeline of the global search can be described in Figure 1 . The saliency guided search will efficiently cope with challenging scenarios such as abrupt motion, motion blur as well as the out-of-plane rotation.
A. Attention Map Building and Candidate Particle Generation
In saliency detection, different levels of feature are usually utilized to construct a saliency map. 33 features distributed from low-, mid-and high-level are computed as the input for a SVM classifier in [18] . But the high-level features which detect a person or a face is not applicable since they need off-line training and tracking targets are not restricted to humans. Similar situation holds for the mid-level feature which assumes salient objects mostly lie on a horizon place. Thus, in this paper, we take advantage of the low-level features that can depict the fundamental and general characteristics of the object.
By considering the tradeoff between validity and speed, nineteen low-level features are exacted firstly on a newly arrived frame. Similar to [18] , steerable pyramid subbands [19] in four orientation and three scales form the first 13 feature maps denoted as F SP i , i = 1...13. We also incorporate four broadly tuned color channels (F R , F G , F B , F Y ) as well as the intensity channel (F I ) [20] which are created by
where r, g, b are red, green and blue channel of the image. Considering that the tracker is very likely to track humans, a skin color channel is involved as F SK . The concatenation of the 19 feature maps construct the candidate feature map set
To release computational burden, similar to [18] , the original image is warped into 200 × 200 for feature map computation. Define a weight vector w S = [w S1 , w S2 ...w S19 ] indicating the correlation degree between individual feature map and the tracking target. The method to determine and update w S will be introduced in next subsection. A top-down saliency map is created through the weighted sum of the low-level feature maps as
where F F Mi is the ith element of F F M . To incorporate the position information in the last frame into the saliency map, a revised center prior penalization is introduced in this work. Different from the traditional center prior [18] which believes human naturally tend to frame the object of interest near the center of the image, we penalize the saliency value in S ′ map with the distance to the center of target in the last frame as
, where is the Hadamard product (element-wise product). C(p c ) represents the penalty matrix defined as
where p c and p ij denote the center point of the target in the last frame and a certain point on S ′ map . Dis(p ij , p c ) returns the Euclidean distance between the two points. δ s is a tunable scaler and set as 2 in this paper.
Remark 1: Proper selection of δ s is of importance in eliminating the false salient regions as well as reserving the true target for abrupt motion handling. Too small value is not adequate for the suppression of disturbance. On the contrary, too large value will lead to the points far from p c vanish severely which may also block the true target when abrupt motion occurs.
For the purpose of noise attenuation and easy operation, the distance penalized saliency map S c map is subject to binarization with a threshold δ b to produce the final saliency map S map . The procedure introduced by now is described in Figure 1 (a) (b).
In this paper, we assume the tracking target or part of it can map to a connected area on the saliency map S map . The intuition behind this assumption is that the parts on an object which possess features with high distinction degree are usually coherent, for example a face with shin color against the entire head with black hair and red mouth. With this assumption, an "run-relabel" algorithm [21] is employed to derive connected area set Ω c = [ω c1 , ω c2 , ..., ω cn ] with a predefined threshold σ s . σ s controls the minimum area that can be selected into set Ω c . Subsequently, we return the center location of each area to form C c . We apply the same size and orientation of the bounding box in the last frame to every center element in C c to crop out the candidate particles X c = [x c1 , x c2 , ..., x cn ] as shown in Figure 1 (c). The particles are then passed into a judgement system for further evaluation which will be elaborated in "Integration Mechanism" section.
B. Online Weight Updating
In order to adapt to the appearance changes of the object and enhance the discriminative power, the weight w S needs to be updated dynamically. The update utilizes the prior information of the current frame after the target is estimated. Firstly, a binary groundtruth map X * b (x, y) is built as follow
where φ b is a pixel set indicating the estimated bounding box in current frame. Together with X * b , the weights will be updated through an L 2 optimization problem.
where F ′ F M is the vectorized version of candidate feature set F F M . λ S is a penalty parameter. The optimal solution to (7) is computed as
In order to avoid the error accumulation, the weight update is only conducted when a certain evaluation criterion is met instead of updating for every frame. The details can be found in the following section. For further clarification, a case study on dataset of Girl is carried out as Figure 2 shows. The original images of frame 65, 210 are extracted and the corresponding binary saliency maps are presented in the upper row. The relevance of two representative feature maps (intensity, skin color) to the final saliency map is investigated and plotted as the lower row shows. Considering the fact that the relevance increases if the corresponding weight approaches to 1, the relevance degree R(w Si ) of individual feature can be quantitatively computed as
From the study, it can be observed that the binary saliency map can efficiently predict the rough location of the target even if severe appearance changes occur. Combining the relevance degree curves, we can find that the skin color feature dominates over other ones before the girl turns back. When she shows her hair towards the camera, the intensity feature becomes the main descriptor for the saliency map construction. This switching can be efficiently handled by the online weight update. It should be noted that although the saliency map cannot provide accurate silhouette of the object, it is adequate to act as a coarse search result that indicates the rough location.
A fine search procedure is required to achieve a robust and accurate tracking as introduced in local search section.
IV. INTEGRATION MECHANISM
The integration mechanism introduced in this paper performs as an evaluation process for the generated candidate particles X c from global search. Due to the possible clutter background or identical fake targets in video sequence, the outcome particles from global search may also contain false target patches. Thus, an algorithm with strong local discriminative power is required to rank the particles. By considering the balance between accuracy and speed, the L2-RLS [7] tracker with PCA and square template D = [B, E] is employed with the following likelihood function
where β = [β b , β e ] denotes the sparse coefficient and e e = Eβ e . δ c is a tunable scalar. The confidence value of each candidate particle denoted as Θ c = [θ c1 , θ c2 , ..., θ cn ] is calculated with (10) . Then, the maximum confidence is derived as θ * c = max{θ ci } and it is regarded as the most promising candidate patch that enclose the target.
To achieve the evaluation, we set two thresholds τ c <τ c for the maximum confidence θ * c and three cases are considered. (i) If θ * c >τ c , it indicates that the global search has already provided a sufficiently accurate location prediction, hence, the local search will be ignored directly and the corresponding patch x * c = argmax xci {θ ci } is regarded as the target. (ii) If τ c < θ * c <τ c , this means the output is acceptable but not accurate. Thus, a further local search is required centered at the geometric center of patch x * c . This case may occur because the saliency map S map after binarilzation and connected area thresholding would only present a certain salient part of the target. In this way, there may exist displacement between the geometric center of the extracted connected area and the actual target center. (iii) If we have θ * c < τ c , the output of global search is very likely to have drifted away due to the possible cluster background or illumination variation. In this case, local search is performed normally centered at the target location in last frame.
Additionally, an extra threshold τ c < τ cw <τ c is needed as the weight update judgement criterion for w S updating. If θ * c is larger than τ cw , we can tell that the current image condition is suitable for weight updating. Otherwise, the image is undergoing severe external interference which may lead to the drift of the entire tracker. To equip the proposed tracker with re-initialization power after drifting, the weight update suspends in this case. When the external interference factor vanishes, the global search will be able to guide the tracker to capture the target again.
V. LOCAL SEARCH WITH HIERARCHICAL STRUCTURE

A. Superpixel Matching via HSV Histogram
Most of the current appearance template matching algorithm depends only on the target intensity for template building. In this way, the color information is neglected and the accuracy degrades since the color characteristics provide extra discriminative power to distinguish the target and the background. To efficiently describe the color, compared with low-level pixel-wise cue, the superpixels as a mid-level cue presents color structural information about the details of an object. Thus, in this paper, a novel superpixel matching is proposed as an enhancement to sole intensity template matching by investigating the color distribution of the target object. This method can be summarized as Figure 3 .
The superpixel matching is still embeded into the L2 Fig. 3 . Flowchart of superpixel HSV matching tracker mentioned in the last section to achieve a collaborative tracking. N s patches with the highest confidence are passed to the superpixel matching process. There are two main reasons for employing this structure: (i) the generation of superpixel segments is time-consuming, we can accelerate the algorithm by reducing the search set and (ii) it is challenging for the proposed superpixel matching method to handle severe occlusion and illumination changes. On the contrary, together with square template, L2 tracker has excellent capability in coping with these problems. Thus, incorporating with L2 tracker can complement the drawbacks of superpixel matching approach. Each image patch from the N s selected particles is firstly subject to segmentation to generate N h superpixels S = [s 1 , s 2 , ..., s N h ] using SLIC [22] . The superpixel segments are then converted to a normalized HSV color space before a five-bin histogram is created for each channel. The length of each bin is evenly allocated on the full scale of 0-1. The three histograms are denoted as H o with (o = H, S, V ) and computed as
where H oj is the jth bin of histogram H o and c oj denotes the center of individual bin. k o is a scalar chosen as 10. The expression in (11) measures the distance between each superpixel patch and the bin centers under different channels which reflects the color distribution. Subsequently H o is concatenated to yield H h as the figure shows. The generated HSV histogram H h will be compared with a template H t . This template is initialized with the target patch in the first frame and updated with the following update law.
where γ is a learning rate which is tuned as 0.95 in this paper. H * h denotes the optimum histogram that possesses the maximum joint observation likelihood which will be introduced in the following context. We then introduce a cosine similarity to measure the similarity between H h and the template histogram H t .
The similarity L h (H h , H t ) is then transformed into an error
pattern where k h is a positive parameter. Following the idea of multi-objective optimization [23] 
where µ 1 + µ 2 = 1 are used to adjust the ratio between these two cues. Top N l particles with maximum observation likelihood are reserved and proceed to linear refinement search.
B. Linear Refinement Search
Due to the inevitable existence of inaccurate appearance template B, imperfect dictionary update scheme and drawbacks in superpixel histogram matching, the estimated result computed by traditional MAP may not be so reliable since only the one that has the maximum confidence value is selected as the result. But, it is very likely that the most accurate candidate has lower confidence, thus, cannot contribute to the final result. To ameliorate this, we propose a novel linear refinement approach to balance the result by also incorporating the candidates that possess high confidence into the final coding.
In refinement search phase, N l particles with the highest confidence are extracted to achieve a linear combination for the final estimation. The particles construct a new candidate
]. Then we solve the following optimization problem.
where α and β are the coefficients for candidate set M and the PCA dictionary D. The intuition behind this approach is that we hope to use the linear combination of the candidate patches to reconstruct the target instead of a single one to upgrade the accuracy. This idea is similar to [15] . The main differences can be highlighted as (i) our method only consider the N l particles with high confidence value instead of the entire ones in order to reduce the possibility that the final result is interfered by "bad" particles; (ii) since in practical implementation, N l is usually not larger than 10, the sparse constraint for α can be eliminated in (15) . In this way, by still adopting the L 2 norm constraint for β, an iterative analytical solution to the optimization problem can be found. The computational burden can be hugely released.
The coefficients α and β can be solved iteratively by fixing one and updating the other one. Given fixed α (i) where i represents the ith iteration, and consequentlyŷ = M α (i) , solving β (i+1) becomes a L 2 optimiztion problem which gives
Then we fix β (i) which yieldsŷ = Dβ (i) , the original problem becomes a linearly-constrained minimum Euclidean norm problem which has an analytical solution as [24] 
where l denotes a vector with all ones. The iteratively solving program terminates when a stopping criterion is satisfied and output a α (n) . The optimum coefficient α * is derived by revising the negative entries in α (n) to zero followed by a normalization operation. Finally, the estimated targetx is computed by linearly combining the N l particles based on α
The summary of the solver can be found in Algorithm 1.
Remark 2:
The iterative operation for solving (15) is efficient since both phases (16) (17) have analytical solution. Moreover, (16) and (17) can be rewritten as
Throughout the solving process, the new candidate set M and the dictionary D are fixed which means F α , F β and g α remain unchanged and can be computed prior to the calculation loop. Therefore, the computational complexity can be dramatically reduced. (15) 1: Initialization: Initialize α (0) with corresponding confidence derived from (14) and normalize it to guarantee 
Algorithm 1 Iterative solver for
6:
i=i+1 8: end while 9: Vanish the negative entries and normalize α (n) to produce α * A case study on the video sequence of DragonBaby is conduced to evaluate the performance of refinement approach. The result is shown as Figure 4 . From (a), we can see that the bounding box of the refined resultx (red box) shows higher overlap rate to the real target than the one with highest confidence x * 1 (blue box). The quantitative study can also support this observation (0.6964 vs 0.6744). The result of all the five candidates and the corresponding overlap rate is presented as (b). It should be noted that the candidate x * 2 with the second highest confidence value possesses the largest overlap rate followed by x * 3 . Although the overlap rate of refined result is not competitive to x * 2 and x * 3 , it improves compared to x * 1 which would be regarded as the outcome in MAP. Besides, the weight distribution of the five candidates is shown in (c), α 2 and α 3 have high weights corresponding to x * 2 and x * 3 which indicate that they contribute much to the final result and lead to an improved accuracy. However, due to the imperfect template D and other disturbance, x * 4 with lowest overlap rate is also assigned with a relatively high weight. This phenomenon is difficult to avoid since we are lack of sufficiently accurate priori knowledge to judge a candidate before the refinement and get rid of these "bad" candidates. But by involving the refinement approach, the output is achieved in a balanced way and the effect of "bad" candidates can be attenuated. A study to measure the improvement from the proposed refinement approach to the traditional MAP is carried out on the entire sequence and the result is plotted as (d). We ignore the frames that skip local search according to the integration mechanism. The figure is plotted by subtracting the overlap rate of x * 1 from the refined resultx. It can be observed that although, for the minority of frames, the refinement approach degrades the accuracy, for most frames, it can level-up the performance. And the maximum improvement scale can be as large as 0.15. The proposed algorithm in this paper can be summarized by Algorithm 2.
VI. EXPERIMENTS
The proposed SHT algorithm is implemented in MATLAB and run on an Intel Core i7-4710HQ 2.5GHz PC with 16GB memory. The running speed is at around 1.5 FPS without (4), target location penalization (5)and binarization. 6: Find the centers C c of connected regions that have larger areas than threshold σ s . 7: Crop the candidate particles X c with the same size and orientation of bounding box in f t−1 . 8: Calculate corresponding confidence for X c using (10) Perform local search by firstly sampling at the geometric center of patch θ * c .
13:
Apply L2 tracker as described in [7] and extract N s particles with highest confidence values.
14:
Generate HSV histogram H oj for each patch using (11) and concatenate them into H h .
15:
Compute the similarity L h (H h , H t ) and the corresponding error e h .
16:
Calculate the joint observation likelihood with (14) and proceed to linear refinement search with N l patches that have highest confidence values to form M .
17:
Solve the optimization problem (15) with Algorithm 1 to derive α * .
18:
Obtain refined result asx =
Perform the local search using the particles sampled at the center of estimated target location in f t−1 . 21: end if 22: Update dictionary D as depicted in [7] and update H t using (12). 23 : if θ * c > τ cw then 24: Update w S with the groundtruth map X * b using (8) . 25 : end if any code optimization. The number of particles N s and N l for superpixel matching and refinement search is 70 and 5 ∼ 10. The regularization parameters λ S , κ in update law (7) and refinement search (15) are selected as 0.05 and 0.005 respectively. The thresholds for the availability of saliencyguided candidate patches τ c andτ c need to be tuned for each dataset. Experientially, they belong to the range of [0.2, 0.45] and [0.4, 0.8]. The template size in L2 tracker remains to be 32 × 32 and the number of PCA templates in B is 16. 600 particles are sampled for each frame. The test is conducted both qualitatively and quantitatively on ten challenging video sequences. And the results are compared with eleven stateof-the-art trackers including L1APG [4] , IVT [25] , Frag [26] , TLD [27] , CSK [28] , L2-RLS [7] , ASLA [29] , SCM [5] , CXT [30] , LOT [14] , DFT [31] .
A. Component Validation
This section demonstrates the effectiveness and efficacy of the three main components of SHT: saliency guided global search, superpixel matching and linear refinement search. Figure 5 shows a case study on DragonBaby dataset for the global search. Four frames with severely abrupt motion and incomplete target are extracted on the first row. The second row presents the final binary saliency map S map which can roughly capture the location of the target. Although, there is still a false saliency area after the binarization and connected area thresholding on the second map, the integration mechanism can facilitate to abandon it and guide the tracker to capture the correct target as shown in Figure 8(b) . The third row demonstrates the weight allocation of the 19 feature maps F F M in the four frames. It can be noted that the last feature F SK which describes the skin color is always assigned with highest weight. This observation is consistent with the fact that we are tracking a human head. The dominant role of this feature can be further proven by the histogram of accumulated feature weight in Figure 6 . This histogram represents the normalized summation of the absolute value of each weight. The yellow color feature map F Y occupies the second high accumulated weight. The first reason is straightforward that yellow is the most identical color to human skin. However, if we look further to the weight allocation plot in Figure 5 , it can be found that the sign of the w y is mostly negative (first three frames) which can be utilized to counteract the false saliency regions in F SK which have similar yellow color as shown in the last row of the figure. These false regions are caused by the background objects with similar color channel such as the leaves. In this way, together with the binarization and connected area thresholding, a pure saliency map can be achieved. Finally, the weight updating curves as shown in Figure 6 show that the weights are updated per frame in this case because there is no severe occlusion occurs and every frame is suitable for updating. For the purpose of thorough study, additional investigation is performed on five datasets in the absence of a certain component. The result is shown as Figure 7 . In NSGS study, we block the saliency module as well as the integration mechanism and perform the particle sampling centered at the location of target from the last frame. For NLRS, the target is predicted with traditional MAP that maximize the observation likelihood (14) . Generally, the proposed SHT algorithm can outperform sole L2 tracker in some challenging scenarios such as out-of-plane rotation (Bird2, Girl), deformation (Dog, MountainBike), abrupt motion (DragonBaby). Thanks to the global search ability of the saliency guided approach, an obvious performance level-up can be achieved between NSGS and SHT on the datasets with discriminative target appearance and the background (Bird2, DragonBaby). Although, due to the weight updating design, a pure and available saliency map can be obtained for Girl, the accuracy is not improved much. This is because the face motion of the girl is very slow, hence, a proper standard deviation in particle sampling can sufficiently cover the range of the motion. As for the superpixel matching, it is especially efficient for the cases that have consistent color distribution. For example, the target in Dog undergoes severe deformation when the dog running towards the woman. But the color composition (black and white) remains unchanged which is very suitable for the superpixel matching. The same situation can be observed for the case of Bird2 and MountainBike. Besides, even if the color composition of the target changes, the template updating mechanism can still guarantee the robustness of the tracker as demonstrated in Girl. From NLRS, we can judge that the refinement approach will slightly improve the accuracy since essentially, it does not bring in any new cue for tracking. But due to its capability in attenuating the influence of "bad" candidates and efficient computational time, the involvement of refinement an auxiliary procedure is beneficial for tracking .
The time consumption of each component is listed in 
B. Qualitative Evaluation
Qualitative investigation is conducted with ten challenging video sequences on six state-of-the-art trackers. The result is shown as Figure 8 and the analysis comes below.
Heavy occlusion: Four representative datasets with partial or full occlusion are evaluated in this case. The capability for occlusion handling of SHT mainly inherits from the square template embedded in the L2 tracker. The ratio combination observation likelihood (14) ensures that the possible drift caused by the superpixel matching will not effect the performance when encountering occlusions. In Girl, when the girl's face is partially blocked by the man in the last figure, only the proposed tracker and L2-RLS with square template and SCM, ASLA with part-based template can cope with this. Although, L1APG also employs trivial template and update scheme based on occlusion detection, the raw pixel dictionary makes the tracker susceptible to the cases when the target is blocked by similar objects as shown in the caviar sequence.
Abrupt motion and motion blur: It is usually very challenging for particle filter based tracker to deal with targets with fast motion due to the tradeoff between number of samples and sampling radius. Besides, the situation becomes more complicated since motion blur is always along with fast motion. The saliency guided global search can solve this problem favorably because it only focuses on salient regions in the whole image and provides a predicted location. Moreover, although motion blur brings challenges for template matching, its saliency feature remains the same, hence, saliency search is very robust to motion blur as well. The tracking result comparison of DragonBaby is presented in Figure 8 (b). The target undergoes fast motions in the first three figures which corresponds to frame 42,44,46. It can be observed that only SHT is able to complete the tracking. In the last figure, the baby turns back his head, but the color characteristics make it still discriminative to the background and the saliency search can successfully guide the tracking. In Boy, together with the refinement procedure, the proposed method can provide a more accurate performance as shown in the second and fourth figure compared with sole L2 tracker. Apart from SHT, CXT also outperforms other trackers due to its essence of PN tracker and equipped with re-initialization mechanism. Moreover, the involvement of context information also contributes to its premium performance.
Background clutter and illumination variation: these two situations are considered together because they both degrade the contrast between the foreground and background. In MountainBike, the biker rides across the gap with varying postures. Also, the rocks and bushes inside the gap form clutter background that is very challenging for the saliency guided search since there may be many false saliency regions. Thanks to the integration mechanism, the false targets can always be filtered out and the tracker can capture the biker throughout the sequence. On the contrary, L2 tracker drifts to the rocks after the biker landing. This is because the greyscale holistic appearance template it uses is not sufficient to discriminate background and the target. The superpixel matching in SHT can handle this by investigating the color distribution of each particles. In Singer1, the target undergoes drastic illumination changes under the state light as shown in Figure 8(b) . All the sparse representation based trackers (L1APG, SCM, ASLA, L2, SHT) perform favorably due to the inherent robustness against illumination variation. CXT which depends on the context elements exploration is very sensitive to illumination variation and can not achieve the tracking when the light condition turns back to normal.
Rotation: Four video sequences: Bird2, DragonBaby, Girl, MountainBike with in-plane and out-of-plane rotation are tested. In Bird2, most of the trackers cannot handle the mirror rotation when the bird walks back, especially the deformation of the bird occurs at the same time. As analyzed in the last subsection, the color composition of the bird remains the same when the symmetric rotation happens. In this way, the superpixel matching can facilitate the task and rectify the incorrect output caused by the L2 tracker. In Girl, the target is subject to complicated rotation, appearance changes and scale variation. Only SHT can adapt to the challenges at the same time.
Non-rigid object deformation: Non-rigid deformation occurs when human or animal move and the appearance vary. In Dog dataset, the superpixel matching can help to improve the performance as mentioned in component validation section. It should be noted that the shadow created by the woman is an interference factor especially when the dog shaking its tail under her and some trackers tend to enlarge the bounding box to enclose the shadow region due to the lack of robustness. In Jogging, the deformation of the woman happens in a gentle way so that the proposed tracker have no problem in handling it. Most of the trackers are blocked by the pole at the beginning. Only L1APG and SHT complete the tracking. Fig. 9 . Success plots of OPE. Seven trackers are tested on the ten datasets For the purpose of thorough evaluation, the proposed SHT tracker is compared with other eleven algorithms in terms of overlap rate and average center error as presented in Table  II and III where the top three results are highlighted in red, blue and green fonts. The template size of L1APG is shifted from the default 12 × 15 to 32 × 32 for better performance at the cost of longer computational time. It can be observed that the SHT performs superiorly over other state-of-the-art algorithms. Specifically, compared with L2-RLS tracker, an obvious performance improvement can be achieved. Although, it already performs favorably on the datasets such as Boy and Caviar as stated in their paper, the proposed tracker further enhances the accuracy. The same situation holds for some other video sequences that can be successfully tracked by L2 algorithm. The performance is believed to be further improved if other embedded tracker with better robustness and accuracy is employed to replace L2. But the balance should also be considered between accuracy and speed. Moreover, different from saliency guided global search and superpixel HSV matching which need three channels (RGB) of the image, the linear refinement can be applied to all the particle filter based trackers because it only relies on greyscale image.
C. Quantitative Comparison
We also run the One-Pass Evaluation (OPE) on the success rate S(τ s ) for seven trackers for comparison. Success rate can be defined as [24] S(τ s ) = NUM{t|P or (t) ≥ τ s } length of the sequence (19) where τ s is a threshold ranging from 0 to 1 with the interval of 0.1. NUM{•} returns the number of element in set {•}. P or (t) denotes the overlap rate of tth frame. The success rate curves are plotted in Figure 9 . The results reveal that SHT algorithm can always guarantee a remarkable success rate with different threshold values.
VII. CONCLUSION In this paper, a saliency guided robust visual tracking algorithm has been proposed with hierarchical structure. In global search, nineteen feature maps are combined with pre-trained weights to construct the saliency map. Then the possible locations are determined by searching the connected regions on this map. A novel integration mechanism is designed to filter out the false targets and then pass the estimated result to local search. A superpixel based HSV histogram matching scheme is incorporated into an L2 tracker to involve the color distribution matching in the local search. Finally, a linear refinement approach is introduced to further rectify the result with selected promising candidates. A customized fast solver is designed for this approach. In experiment, by qualitatively and quantitatively comparing with eleven stateof-the-art algorithms on ten challenging video sequences, the superiority of the proposed tracker has been demonstrated. 
