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Introduction. This paper concerns the scattering theory of the Schroedinger evolution equation
i
dψ
dt
= H(t)ψ , −∞ < t <∞ (1)
where H is a self-adjoint Hamiltonian operator on a Hilbert space H.
If U(t, s) and U0(t, s) are the corresponding unitary propagators that is, the operators that give the
solutions of the equations according to the formula
ψ(t) = U(t, s)ψ(s)
then the question reduces to the study of the wave operators
W±(s) = s− lim
t→±∞
U0(t, s)U(t, s)P (2)
where P is some projection whose introduction may be necessary in order that the limit exist. The first
things to be considered are usually existence of the limits, and the ranges of W±(s) and its adjoint. A
substantial literature is devoted to the case where H(t) is independent of t.
In a previous paper, the author considered the case where the difference H −H0 goes to zero suitably
as t→ ±∞. The method employed was suggested by a procedure of Classical Mechanics for reducing t to a
spatial variable. One considers the operator
K = −i
d
dt
+H(t)
on the space H = L2(−∞,∞;H), and the similar operator K0 corresponding to H0(t). The study of W±(s)
was shown to be essentially equivalent to the study of
Ω±(K0,K) = s− lim
σ→±∞
eiσK0e−iσK
In this case, one can take P = I. The techniques developed for the time-indep. case, in particular the
“stationary theory”, are then available here. Actually, we considered in [9], the class of s-adjoint operators
K on H such that for all smooth scalar functions φ(t)
KM(φ)−M(φ)K = −iM(dφ/dt)
where M(φ)f(t) = φ(t)f(t). This symmetry equation asserts formally that the difference of K and −id/dt
commutes with every scalar multiplication, and is therefore an operator-valued multiplication H(t). There
exists a propagator U(t, s) for such a K, but it may only be a measurable function of t and s. Nevertheless, a
satisfactory scattering theory (ST), with a unitary S-matrix, was obtained. Using the ST, it was easy to show
that U(t, s) is strongly continuous for the operators considered in [9]. However, without extra conditions to
permit the use of some standard theorem on evolution eqs, it is not at all clear that U(t, 0)ψ0 is a strong
solution of (1).
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In any case, questions about strong solutions of evolution equations and the construction of propagators
as multiplicative integrals, however interesting in themselves, are largely irrelevant to scattering theory.
In the present paper, we consider the case in which H(t) and H0(t) are periodic with the same period a.
This is equivalent to considering operators K and K0 which commute with the unitary time-translation
Taf(t) = f(t− a) .
Regarding t as a spatial variable suggests decomposing K in the spectral representation of Ta, as is done in
spatially periodic pbs. This leads to an abstract correspondence of the scattering problem for (1) to the ST
of a certain operator K.
K˜ = −i
d
dt
+H(t) (3)
with periodic BCs on [0, a], or by a Fourier series expansion, as
K˜xn = 2πa
−1nxn +
∞∑
j=−∞
Hn−jxj (4)
where
H(t) =
∞∑
n=−∞
Hne
(2πint/a) .
Since the case in which H(t) and H0(t) are constant in time is a special case of periodicity, the projection
P in (2) cannot be taken as unity here. If in (2), we let t = na+ s, where n is an integer, we obtain
W±(s) = lim
n→±∞
Θ∗n0 Θ
nP (5)
where Θ = U(s+a, s) is the operator which takes the system through a complete period, starting at s. From
this it is clear that one should take
P = Pa(Θ) ,
the projection onto the absolutely continuous subspace of the unitary operator Θ. Our analysis will connect
Pa(Θ) with the projection Pa(K˜) which arises naturally in the ST of K˜.
This correspondence between K˜ and Θ can be illuminated by considering point spectra. For simplicity,
take s = 0 in (5). An eigenvector φ(t) of K˜ is a solution of
K˜φ(t) =
(
−i
d
dt
+H(t)
)
φ(t) = λφ(t) (6)
of period a. The functions ψ(t) = eiλtφ(t) then satisfies Kψ = 0. Hence, ψ(t) = U(t, 0)ψ(0) or
U(t, 0)φ(t) = e−iλtφ(t) . (7)
Set t = a and use φ(a) = φ(0) to obtain
Θφ(0) = e−iλaφ(0) . (8)
This abstract theory is developed in Sections 1 through 5. By way of application, we first obtain (§6) an
improvement of a result of Schmidt [17] for H(t) = H0 + V (t) with V (t) periodic and of trace class. We
then consider Schroedinger’s equation (§7) and improve the result of Yajima [19] by removing the conditions
concerned only with strong solutions of evolutions equations. In both cases, we work in the representation
(2).
Finally (§8), we discuss Schroedinger’s equation using the representation (3). In this case, because (3)
is closer to the usual representation of stationary ST, we are able to adapt Agmon’s method to study
the singular spectrum of U(s + a, s) as well. However, although Agmon’s theory [20,24] goes through for
potentials behaving at infinity like |x|−α, α > 1, we have required α > 2 here. This is because the uniform
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bound (A.2) of the appendix is required to make the operator-valued multiplication Qr(ζ) of §8 a bounded
operator. A similar problem arises in three-body scattering [23].
The most convenient way to extend our results to α > 1 seems to be to use the ‘geometrical’ method of
Enss [22]. We hope to discuss this elsewhere. The methods and results of this section indicate that treating
a periodic system is very little different from treating the case of constant Hamiltonians of the same general
type.
It should be pointed out that Yajima [19] also employs the representation (3) in the case he considers,
although he does not develop the abstract theory as fully as we do. In particular, the correspondence between
the absolutely continuous parts of K˜ and U(s+ a, s) is noted there.
Besides the papers of Schmidt [17] and Yajima [19], there is also that of Davies [2], who has a small
perturbation theorem for periodic Hamiltonians. Some other papers on time-dependent Hamiltonians are
[1,5,6,7,8,10,11,15,16].
One other point deserves mention. In §1, we give a new proof of Theorem 1 of [9] by reducing it to von
Neumann’s theorem on uniqueness of the Schroedinger representation of the CCR. A proof of von Neumann’s
theorem can also be based on Theorem 1 plus a little multiplicity theory.
Notation. We denote the integers by Z, the reals byR and Euclidean n-space by Rn. For a normal
operator H , we denote the absolutely continuous subspace by Ha(H), the projection on this space by Pa(H),
and the spectrum of H on Ha(H) by σa(H). We define similarly Ps(H) and Pd(H), etc., corresponding to
the singular and point spectra of H . We write ℓp(H) for the space of H-valued sequences with p
th power
summable norms, and Lp(Rn,H) or Lp(R
n,H) for the H-valued Lp-space. By L
2
s(R) is meant the weighted
space with norm ∫
Rn
|f(x)|2(1 + |x|2)sdx .
For a Borel set S, χS denotes the characteristic function of S.
§1. Evolution groups. Let H be a a separable Hilbert space, and H = L2(R;H). If A(t) is a
measurable operator-valued function, then the multiplication operator A =M(A(t)) defined by
(Af)(t) = A(t)f(t)
has norm ||A|| = ess.sup||A(t)||. A special case is the scalar multiplication for φ ∈ L∞(R) , with norm
||N(φ)|| = ||φ||∞. Let Tσ be the time translation semigroup
(Tσf)(t) = f(t− σ) .
A unitary group e−iσK on H for which e−iσKT ∗σ commutes with every scalar multiplication M(φ) is called
a unitary evolution group. The generator K will be called a (self-adjoint) evolution generator.
Theorem 1. A strongly continuous unitary group e−iσK is a unitary evolution group if and only if
there is a measurable unitary operator-valued function U(t) such that
e−iσK = UTσU
∗ (9)
where U =M(U(t)).
A non-unitary version of Theorem 1 was proved in [9, Theorem 1]. In its present form, it can be reduced
to von Neumann’s theorem on uniqueness of the Schroedinger representation as follows:
Proof of Theorem 1. Clearly (9) defines a unitary evolution group. Conversely, if e−iσK is such a
group, then
e−iσKM(φ)eiσK = TσM(φ)T
∗
σ =M(φσ)
where φσ(t) = φ(t− σ). Letting φ(t) = χS(t) for a Borel set S gives
e−iσKE[S]eiσK = E[S + σ] (10)
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where E is the spectral measure of the multiplication operator Qf(t) = tf(t). But (10) is Weyl’s form of
the canonical commutation relation, so by von Neumann’s theorem [3, p. 233], there is a unitary operator
U from H to L2(R;H
′) such that
U∗e−iσKU = T ′σ (11)
and
U∗E[S]U = E′[S] . (12)
By (12), dimH = dimH′. Taking H = H′ gives E′[S] = E[S] and T ′σ = Tσ. Equation (11) now becomes (9),
and (12) says that U is a multiplication. 
The prototype of a unitary evolution group is
e−iKσf(t) = U(t, t− σ)f(t− σ) (13)
where U(t, s) is a unitary propagator; that is, U(t, s) is strongly continuous in (t, s), unitary for each t and
s, and satisfies
U∗(t, s) = U(s, t)
and the Chapman-Kolmogoroff equation
U(t, r)U(r, s) = U(t, s) .
In this case, one can take U(t) = U(t, a) for any a, so that
U(t, s) = U(t)U∗(s) . (14)
In the general case, (14) defines a unique a.e. measurable propagator associated with the group (9) [9, p.
318]. If U(t, s) is the propagator for the evolution equation
i
du
dt
= H(t)u
on H, then formally
K = −i
d
dt
+H(t)
on H.
§2. Periodic evolution groups.
The unitary evolution group e−iσK is periodic with period a iff K commutes with Ta. This corresponds
formally to H(t+a) = H(t). Following the standard method for dealing with spatially periodic Hamiltonians
(see, e.g. [18]), we shall transform K to a representation in which Ta is diagonal. We shall for the remainder
of this paper take the period a = 1.
For f ∈ H, define
(T f)(n, θ) = fˆ(2πn+ θ)
where n ∈ Z and 0 ≤ θ ≤ 2π, and where
fˆ(k) = (2π)−
1
2
∫ ∞
−∞
e−iktf(t)dt
is the Fourier transform. The map T is unitary from H onto L2((0, 2π); l2(H)). In fact, this is just another
way of writing L2(Rˆ;H) where Rˆ = R is the dual group of R, and we will sometimes write k = 2πn+ θ, in
which case T is just the Fourier transform. We have, therefore
T TσT
∗f(k) = e−ikσ fˆ(k) = e−2πinσe−iθσfˆ(2πn+ θ)
so that
T TσT
∗ =M(e−iJσe−iθσ) (15)
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on Hˆ, where J acts on ℓ2(H) according to
(Jx)n = 2πnxn . (16)
For σ = 1, we get
T T1T
∗ =M(e−iθ) (17)
so that T diagonalizes the unitary operator T1.
Theorem 2. Let K generate a unitary ev. group with period 1. There exists a unique self-adjoint
operator K˜ on ℓ2(H) such that
T KT ∗ =M(K˜ + θ) .
The operator K˜ satisfies
Se−iσK˜ = e2πiσe−iσK˜S (18)
where S is the bilateral shift on ℓ2(H).
Conversely, given a self-adjoint operator K˜ on ℓ2(H) satisfying (18) the operator
K = T ∗M(K˜ + θ)T
generates a unitary evolution group of period 1.
Formally, the operator
K = −i
d
dt
+H0 + V (t) (19)
on H corresponds to
(K˜x)n = 2πnxn +H0xn +
∞∑
m=−∞
Vˆn−mxm (20)
on ℓ2(H), where
Vˆn = (2π)
−1
∫ 1
0
e−2πintV (t)dt . (21)
We shall preface the proof with a few remarks. The interval 0 ≤ θ0 < 2π may be regarded as the unit circle
T1. Let
R(θ0)f(θ) = f(θ − θ0)
be the rotation on the circle by the angle θ0, θ0 ∈ [0, 2π). In terms of its action on Hˆ, R(θ0) has the
somewhat complicated form
R(θ0)fˆ(2πn+ θ) =
{
fˆ(2πn+ θ − θ0) 0 ≤ θ < 2π − θ0
fˆ(2πn+ 2π + θ − θ0) 2π − θ0 ≤ θ < 2π .
(22)
If we define the set
B(θ0) = {k : 2πn− θ0 ≤ k < 2πn, for some n ∈ Z}
and let Bc(θ0) be its complement, then (22) may be rewritten on L2(Rˆ,H) as
R(θ0)fˆ(k) =M(χBc(θ0)(k)fˆ(k − θ0) +M(χBc(θ0)(k)fˆ(k − θ0 + 2π)
where χB is the characteristic function of B. Equivalently,
R(θ0) =M(χBc(θ0))Tˆθ0 +M(χBc(θ0))Tˆ(θ0−2π) (23)
where
Tˆσ fˆ(k) = fˆ(k − σ)
is translation on “momentum” space. Note that
Tˆσ = TM(e
itσ)T ∗ .
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We can also express Tˆθ0 in terms of R(θ0) and Tˆ2π. Multiply (23) by χBc and χB to obtain
M(χBc)Tˆθ0 =M(χBc)R(θ0) and M(χB)Tˆθ0 Tˆ
∗
2π =M(χB)R(θ0) .
Since obviously Tˆθ0 = [M(χBc) +M(χB)]Tˆθ0 , we obtain
Tˆθ0 =M(χBc(θ0)R(θ0) +M(χB(θ0)R(θ0)Tˆ2π . (24)
Note finally that Tˆ2π is just multiplication on L2((0, 2π), ℓ2(H)) by the constant (in θ) operator S, the
bilateral shift on ℓ2(H).
Lemma 2.1. Let A =M(A(θ)) be a multiplication operator on L2((0, 2π), ℓ2(H)). Then A commutes
with T0 for every a if and only if A commutes with Tˆ2π =M(S) and with R(θ0) for every θ0.
Proof. Immediate from (23) and (24).
Lemma 2.2. Let A be an operator on K = L2(R;H) and Aˆ = T AT
∗.
(a) A is a multiplication on K if and only if Aˆ commutes with Tˆa for every a.
(b) If A is a multiplication and commutes with T1, then Aˆ commutes with M(e
−iθ) and R(θ0) for every θ0
and is therefore a contant multiplication on L2((0, 2π), ℓ2(H)).
Proof. If A commutes with every M(φ), then Aˆ must commute with TM(e−iat)T ∗ = Tˆa. The
converse follows by strong approximation. If, in addition, A commutes with T1, then Aˆ must commute
with T T1T
∗ = M(e−iθ) and hence with any scalar multiplication. Hence, Aˆ commutes with any scalar
multiplication. Hence, Aˆ commutes with R(θ0) by (23). 
Finally, note that the operator J defined by (16) satisfies
eiJσSe−iJσ = e2πiσS (25)
and
e−iJ = I . (26)
Proof of Theorem 2. Since e−iσKT ∗σ is a multiplication on K which comutes with T1, its transform
is (by Lemma 2.2(a)) a constant multiplication on L2((0, 2π), ℓ2(H)):
T e−iσKT ∗σT
∗ =M(Qσ) .
Using (15), one computes that
T e−iσKT ∗ =M(Qσ)(T TσT
∗) =M(Qσe
−iJσe−iθσ) . (27)
Therefore,
M(Qσ)e
iJσ) = T e−iσKT ∗M(e−iθσ)
is the product of two unitary groups, which commute by (27). It follows that Qσe
−iJσ is a unitary group on
ℓ2(H). If K˜ is its generator, then
T e−iKσT ∗ =M(e−iσK˜)M(e−iθσ) =M(e−i(K+θ)σ) . (28)
Conversely, let K˜ be self-adjoint on ℓ2(H), and define a unitary group on K by
e−iKσT ∗M(e−i(K+θ)σ)T .
This clearly commutes with T1.
By Lemma 2.2(b), the operator
e−iKσT ∗σ = T
∗M
(
e−iK˜σeiJσ
)
T
commutes with every scalar multiplication if and only if M
(
e−iK˜σeiJσ
)
commutes with Tˆa for every a. But
this operator clearly commutes with every R(θ0), since it is multiplication by a function independent of θ.
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By (24) this is equivalent to commuting with Tˆ2π =M(S). Hence, e
−iσK is a unitary evolution group if and
only if
e−iK˜σeiJσS = Se−iK˜σeiJσ
which by (25) is equivalent to (18). 
As in [9], the condition (18) can be expressed in other ways.
Proposition 2.3 A self-adjoint operator K˜ on ℓ2(H) satisfies (18) if and only if either of the following
holds:
(a) SD(K˜) ⊂ D(K˜) and
K˜S − SK˜ = 2πS . (29)
(b) For Im ζ 6= 0, the resolvent R˜(ζ) = (K˜ − ζ)−1 satisfies
SR˜(ζ)− R˜(ζ)S = 2πR˜(ζ) . (30)
The proof follows those of Theorems 3 and 4 of [9].
§3. The period operator. By the period operator for K, we have in mind the operator Θ = U(1, 0),
which gives the evolution of the system over a period. If U(t) = U(t, 0), then
M(Θ) = U∗e−iKT ∗1 U .
Conversely, we have
Proposition 3.1. The operator A = U∗e−iKT ∗1 U on K is multiplication by a constant unitary operator
Θ.
Proof. Since K is an evolution generator, A commutes with every M(φ). But A also commutes with
every Tσ; for
ATσ = U
∗e−iKT ∗1 (UTσ) = U
∗e−iKT ∗1 (e
−iσKU) = U∗e−iKe−iσKT ∗1 U
= (U∗e−iσK)e−iKT ∗1 U = (TσU
∗)e−iKT ∗1 U = TσA . 
Of course, if U(t) is not chosen as U(t, 0), Θ will not be U(1, 0), but this is not important.
As a corollary, we have
e−iK = UM(Θ)U∗T1 . (31)
Theorem 3. The operator e−iK˜ is unitarily equivalent to the diagonal operator Θ˜ on ℓ2(H) defined
by
(Θ˜x)n = Θxn .
Compare [19, equation (3.17)].
Lemma 3.2. Let Φf(t) = Θ[t]f(t), where [t] denotes the greatest integer in t. Then U1 = UΦ
∗
commutes with T1.
Proof. The equation UT ∗1Af = T
∗
1 Uf translates to U(t)Θf(t + 1) = U(t + 1)f(t + 1), which implies
that
U(t+ 1) = U(t)Θ a.e.
By definition
U1(t) = U(t)Θ
∗[t]
so that U1(t+ 1) = U(t+ 1)Θ
∗[t+1] = U(t)ΘΘ∗Θ∗[t] = U1(t). Hence, U1T1 = T1U1. 
Proof of Theorem 3. On K, we have
e−iKT ∗1 = UM(Θ)U
∗ = U1ΦM(Θ)Φ
∗U∗1 = U1M(Θ)U
∗
1
since Φ and M(Θ) commute. Transformed by T , this becomes
M(e−iK˜) = Uˆ1M(Θ˜)Uˆ
∗
1 (32)
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on L2((0, 2π), ℓ2(H), where But U1 is a multiplication commuting with T1, so by Lemma 2.2.(b), Uˆ1 =M(W )
for some unitary operator W on ℓ2(H). Hence,
M(e−iK˜) =M(W Θ˜W˜ ∗)
which implies e−iK =W Θ˜W˜ ∗. 
Theorem 3 is important because it lets us identify the absolutely continuous subspace of K˜ in terms of
Θ.
Proposition 3.3. Define P0 = T
∗M(Pa(K˜))T . Then P0 = UM(P1(Θ))U
∗.
Proof. By (32), we have
T ∗M(Pa(K˜))T = T
∗M(Pa(e
−iK˜))T = T ∗Uˆ1M(Pa(Θ))Uˆ
∗
1T
= (UΦ∗)(T ∗M(P1(Θ˜))T )(ΦU
∗) = UΦ∗M(P1(Θ))ΦU
∗ = UM(Pa(Θ))U
∗ . 
§4. Scattering theory. We shall now connect the ST for the ev. eq. corresponding to K with the
ST of K˜. For any pair of self-adjoint operators H and H0, and any reducing projection P0 of H0, we define
the wave operators
Ω±(H,H0;P0) = s− lim
σ→±∞
e−iσHeiσH0P0 . (33)
Let K and K0 generate unitary evolution groups with period 1. By theorem 2,
eiσKe−iσK0 = T ∗M(eiσKe−iσK0)T . (34)
From Proposition 3.3 and the calculation in [9; p.324], we obtain
U∗eiσKe−iσK0P0Uf(t) = U
∗eiσKe−iσK0UM(Pa(Θ))f(t) = U
∗(t+ σ)U0(t+ σ)Pa(Θ)f(t) . (35)
These formulas lead to the following theorem.
Theorem 4. Assume that Ω±(K˜, K˜0;Pa(K˜0)) exists. Then
(a) W± = Ω±(K,K0;Pa(K˜0) exists and U
∗W±U0 =M(W±) where W± is partially isometric with initial
set Pa(Θ0)H.
(b) For every h > 0,
W± = s− lim
σ→±∞
h−1
∫ h
0
U∗(t+ σ)U0(t+ σ)Pa(Θ0)dt .
Assume, in addition, that the range of Ω±(K˜, K˜0;Pa(K˜0)) is the absolutely continuous subspace of K˜.
Then
(c) The range of W± is
L = UM(Pa(Θ))U
∗K
and
W±H = Pa(Θ)H .
(d) The scattering operator S = W+W
∗
− is unitary on L. The operator USU
∗ is multiplication by
S =W+W
∗
−, which is unitary on Pa(Θ)H.
The proof follows the arguments of [19, §2] very closely, using (34),(35) and Proposition 3.3 where
appropriate. We omit it.
Remark. It is possible to use Abelian limit wave operators in Theorem 4. The only adjustment to be
made is that one must then assume that W± are isometric.
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Corollary 4.1. If, in Theorem 4, the function F (t) = U∗0 (t)U(t) is continuous in the operator norm,
then
W± = s− lim
t→±∞
U∗0 (t)U(t)Pa(Θ0) .
Proof. According to [9, p. 324], it suffices to show that F (t) is uniformly continuous on (−∞,∞). Let
0 ≤ t− s ≤ 1. Then from U(t+ 1) = U(t)Θ we get U(t+ n) = U(t)Θn and hence
F (t)− F (s) = Θ∗[s][F (t− [s])− F (s− [s])]Θ[s] .
But 0 ≤ s− [s] ≤ t− [s] ≤ 2, and F (t) is uniformly continuous on 0 ≤ t ≤ 2.
If U0(t) is strongly continuous, then in the corollary, U(t) is also strongly continuous. If, as we may, we
take U(0) = I, then we find that
Θ = U(1, 0) ≡ U(n+ 1, n)
and that
W± = s− lim
t→∞
U(0, t)U0(t, 0)Pa(U0(1, 0)) .
Transforming by U(s, 0) gives that
W± = s− lim
t→∞
U(s, t)U0(t, s)Pa(U0(s+ 1, s)) .
is isometric from Pa(U0(s + 1, s))H onto Pa(U(s + 1, s))H, and that S(s) = W+(s)W
∗
−(s) is unitary on
Pa(U0(s+ 1, s))H.
§5. Representations on periodic functions. The mapping S which takes the sequence x = {xn}
in ℓ2(H) into the function
(Fx)(t) = xˆ(t) =
+∞∑
n=−∞
e2πintxn
maps ℓ2(H) unitarily onto the space Hˆ of locally square-integrable H-valued functions of period 1. If U(t, s)
is strongly continuous it is easy to see that
Fe−iK˜σF∗f(t) = U(t, t− σ)f(t− σ) . (36)
If f has period 1, then so does the right side, because U(t+n, s+n) = U(t, s). Equation (36) is formally the
same as Equation (13) for the group e−iKσ, except that f is periodic rather than square-integrable. Hence,
the operator
Kˆ = FKˆF∗
is formally the same as K, but it acts on periodic functions. Thus, formally,
Kˆ = −i
d
dt
+H(t)
with the periodic boundary condition u(0) = u(1). Since we will usually define Kˆ by means of its resolvent
or unitary group, it will not be necessary to make this more precise.
The following analogue of Proposition 2.3 holds.
Proposition 5.1. Let Kˆ be self-adjoint on Kˆ, and M =M(e2πit). The operator Kˆ = FKˆF∗ satisfies
(18) if and only if any one of the following holds:
(a) MD(Kˆ) ∈ D(Kˆ) and
KˆM −MKˆ = 2πM . (37)
(b) For Im ξ 6= 0, the resolvent Rˆ(ζ) = (Kˆ − ζ)−1 satisfies
MRˆ(ζ)− Rˆ(ζ)MRˆ(ζ) . (38)
(c) One has for all real σ
Me−iσKˆ = e2πiσe−iσKˆM . (39)
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The proof is immediate, because FSF∗ =M .
This proposition makes it possible to construct operators Kˆ by constructing the corresponding K˜. This
is done in §6 and §7, and by Yajima [9]. A formula for the resolvent of Kˆ is easily derived from (36). For
the special case H(t) ≡ H , it is given by equation (43) below. Compare [19].
§6. Trace class perturbations. The following generalizes a result of E.J.P. Georg Schmidt [17]. Let
||V ||1 and ||V ||2 denote the trace and Schmidt norms of V , respectively.
Theorem 5. Let V (t) be a measurable self-adjoint trace-class-valued function on −∞ < t < ∞.
Assume that V (t) has period 1 and that ∫ 1
0
||V ||1dt <∞ . (40)
Let H be self-adjoint, and let U(t, s) be the propagator for H(t) = H + V (t). Then
W±(s) = st− lim
t→±∞
U∗(t, s)e−iH(t−s)Pac(H)
exist, and are partially isometric with ranges equal to Hac(U(s+ 1, s)).
The propagator U(t, s) is obtained in the usual way by iteration of the Integral Equation
U(t, s) = U0(t, s)− i
∫ t
s
U0(t, y)V (y)U(y, s)dy (41)
where U0(t, s = e
−iH0(t−s). There is no problem for bounded operators with locally integrable norm. The
ratio F (t, s) = U0(s, t)U(t, s) satisfies
F (t, s) = I − i
∫ t
s
U0(s, y)V (y)U(y, s)dy (42)
and is therefore uniformly continuous in norms for |t| ≤ 2, |s| ≤ 2. Thus, it suffices to consider the (KˆhatK0)
scattering problem. In the Fourier series representation of §5, this means considering
Kˆ = −i
d
dt
+H + V (t)
on functions on 0 ≤ t ≤ 1 with the periodic boundary condition u(0) = u(1).
The operator
Kˆ0 = −i
d
dt
+H
has resolvent
Rˆ0(λ)f(t) = i
∫ t
0
e−iλ(s−t)eiH(s−t)f(s)ds+ i
∫ 1
0
e−iλ(s−t)eiH(s−t)f(s)ds
e−iλeiH − 1
(43)
which for Im λ < 0, has the series expansion
Rˆ0(λ)f(t) = i
∫ t
0
e−iλ(s−t)eiH(s−t)f(s)ds− i
∞∑
n=1
∫ 1
0
e−iλ(s−t+n)eiH(s−t+n)f(s)ds
where the first terms of the series have been combined with the first term of (43).
Let A and B be multiplications by functions A(t) and B(t) of period 1, and assume that
M =
∫ 1
0
||A(t)||22dt <∞ (44)
and
N =
∫ 1
0
||B(t)||2dt <∞ . (45)
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For η = −Imλ > 0, one has
ARˆ0(λ)Bf(t) = i
∫ 1
t
e−iλ(s−t)A(t)eiH(s−t)B(s)f(s)ds− i
∞∑
n=1
∫ 1
0
e−iλ(s−t+n)A(t)eiH(s−t+n)B(s)f(s)ds .
(46)
The squared Schmidt norm of the first term is∫ 1
0
∫ 1
t
e−2ηλ(s−t)||A(t)eiH(s−t)B(s)||22dsdt ≤
∫ 1
0
∫ 1
0
e−2ηλ(s−t)||A(t)||22B(s)||
2dsdt = O(1)
as η →∞. The squared Schmidt norm of the nth term of the series in (46) is
∫ 1
0
∫ 1
0
e−2η(s−t+n)||A(t)eiH(s−t)B(s)||22dsdt
≤ e−2η(n−1)
∫ 1
0
∫ 1
0
||A(t)||22||B(s)||
2e−2η(s−t+1)dsdt = O(e−2η(n−1))
uniformly in n as η →∞. Hence, ||ARˆ0(λ)B||2 is finite for η > 0 and O(1) as η →∞.
We can now use the factorization method to define K˜ [12,14,p.148]. Both A(t) = |V (t)|
1
2 and B(t) =
|V (t)|
1
2 sgnV (t) satisfy (44) and (45). It follows that Q(λ) = ARˆ0(λ)B is bounded, and that I + Q(λ) is
invertible for Im λ large and hence for all nonreal λ. Also, ARˆ0(λ) and BRˆ0(λ) are Hilbert-Schmidt, as can
be seen from the above estimates since B(t) ≡ I satisfies (45). Following [12,14], one obtains a self-adjoint
Kˆ satisfying (30), with resolvent
Rˆ(λ) = Rˆ0(λ) − [BRˆ0(λ)]
∗[I +Q(λ)]−1ARˆ0(λ) . (47)
Since ARˆ0(λ) and BRˆ0(λ) are Hilbert-Schmidt, the difference Rˆ(λ) − Rˆ0(λ) is trace class. The result
now follows from a classical theorem of Birman. See [13,p. 548] for a proof using the invariance principle.
Remark. It is possible to base a proof of Theorem 5 on an old result of Birman and Krein [21], which
asserts the existence of complete wave operators for any two unitaries which differ by a trace-class operator.
From (40) and (41), U(t, s) and U0(t, s) are such operators, so
limU(0, t)U0(t, 0)
exists as t tends to infinity through integer values. One must then extend this to all t (cf. [17]). This is
likely to be simpler than the proof above, but it does not illustrate our method.
§7. Schroedinger’s equation. We shall consider the equation
i
∂ψ(x, t)
∂t
= −∆nψ(x, t) + q(x, t)ψ(x, t) , (48)
on Rν , ν ≥ 3, where q(x, t) has period 1 in t. We shall extend the result of Yajima [19] by eliminating the
smoothness assumptions in t which are only used to obtain strong solutions of the corresponding evolution
equation. Many estimates are similar to those of [19], so we will be rather sketchy. We shall assume:
Hypothesis A. Let q(x, t) be real-valued and measurable on Rν+1, ν ≥ 3, and periodic in t with
period 1. Let
Vp(t) =
(∫
Rν
|q(x, t)|pdx
) 1
p
.
Assume that there exist p and q, 1 ≤ q < ν/2 < p ≤ ∞, such that Vp ∈ Lσ[0, 1] for some σ, (2p/2p− ν) <
s ≤ ∞, and Vq ∈ Lr[0, 1] for some r, 2 ≤ r ≤ ∞.
As in the preceding section, we shall use the Fourier series representation of Kˆ on periodic functions on
0 ≤ t ≤ 1. For Kˆ0, take
Kˆ0 = −i
d
dt
+H
11
with H = −∆ν on H = L2(R
ν). Let A and B be multiplication by a(x, t) = |q(x, t)|
1
2 and b(x, t) =
|q(x, t)|
1
2 sgn q(x, t), and set Q(λ) = ARˆ0(λ)B.
Lemma The operators A and B are Kˆ0-smooth, and Q(λ) is compact, continuous up to the axis in
norm, and tends to zero in norm as |rmImλ| tends to infinity.
Proof. According to Kato [12; Equation (6.9)], the norm of A(t)eiH(s−t)B(s) does not exceed (4π|s−
t|−ν/2p[Vp(t)Vp(s)]
1/2. In order to estimate Q(λ), combine the first term of the series in (41) with the
indefinite integral, and use Kato’s estimate to obtain:
|ARˆ0(λ)Bf(t)| ≤ C
∫ 2
t
[Vp(t)Vp(s)]
1/2(s− t)−ν/2p|f(s)|ds+ C
∑
k≥2
∫ 1
0
[Vq(t)Vq(s)]
1/2(s− t+ k)−ν/2q|f(s)|ds
The operators appearing here are compositions of multiplications and convolutions, and can be estimated
by Holder’s and Young’s inequalities, exactly as in [9; Lemma, p. 333]. Then the L2-norm of the first term
does not exceed
C||Vp||σ
(∫ 2
0
s−νσ
′/2pds
)1/σ′
||f ||2
while that of the second term does not exceed
C||Vq ||r||f ||2
∑
k≥2
(∫ 2
0
(s+ k − 1)−ντ
′/2qds
)1/τ ′
≤ 21/τ
′
C||Vq||r||f ||2
∑
k≥2
(k − 1)−ν/2q <∞ .
This gives a norm estimate of Q(λ) uniformly in λ. The proof of continuity up to the axis, and the vanishing
of the norm at infinity requires only to retain the appropriate exponential factors e−iλ(s−t)in the estimates
(cf. [9, p. 331]). Compactness may be proved by Hilbert-Schmidt approximation, as in [9].
It follows that (45) (reinterpreted) defines a self-adjoint Kˆ whose resolvent is easily seen to satisfy (38).
Let U(t, s) = U(t)U∗(s) be the (measurable) propagator for the corresponding operator K on H, and
U0(t, s) = e
−iH(t−s).
Theorem 6. The propagator U(t, s) is strongly continuous. The limits
W±(s) = s− lim
t→±∞
U0(s, t)U(t, s)Pa((U(s+ 1, s))
exist, and
W±(s)
∗ = s− lim
t→±∞
U(t, s)U0(s, t) .
Proof. The scattering theory for Kˆ and Kˆ0 may be obtained by inverting I +Q(λ) on the axis, using
the Kato-Kuroda lemma [14, Lemma 4.20]. Thus, it suffices to prove strong continuity of U(t, s) and uniform
continuity of the quotient F (t) of Corollary 4.1. This will follow from the fact that q(x, t) satisfies locally in
t the condition of [9, §7], so that if we cut off our periodic q(x, t) for large t, we get an evolution equation
satisfying that condition. The propagator of the new equation is strongly continuous by the result of [9]. But
for t, s in some interval, U(t, s) depends only on the values of q(x, t) for t in that interval, so the propagators
should agree locally.
We shall make this argument precise. If K and Kn are self-adjoint, we say that Kn → K strongly in the
generalized sense (sgs) if and only if
(Kn − ζ)
−1 → (K − ζ)−1 (49)
strongly for Im ζ 6= 0. [13, p. 427].
Lemma. If Kn generates a unitary evolution group for each n, and Kn → K (sgs), then K also
generates a unitary evolution group. If Un(t, s) and U(t, s) are the corresponding propagators, then
lim
∫
S
〈Un(t, s)x, y〉dtds =
∫
S
〈U(t, s)x, y〉dtds (50)
for every x, y ∈ H and every Borel subset S of R2.
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Proof. To see that K generates a unitary evolution group, use strong convergence and [9, Theorem 3,
p. 322]. For Im ζ > 0, (49) means in the present case that
φn(t) = ie
iζt
∫ t
−∞
Dn(t, s)e
−iζsf(s)ds
tends to zero in the L2-norm, where Dn(t, s) = Un(t, s)−U(t, s). Let f(s)e
iζsξE(s)x and ψ(t) = e
iζsξF (s)y,
where ξE and ξF are the characteristic functions of the bounded Borel sets E and F . Then
0 = lim〈φn, ψ〉 = lim
∫∫
Q
⋂
G
〈Dn(t, s)x, y〉dsdt
where Q = E×F and G = {(t, s)|t > s}. Considering Im ζ < 0 gives the same result with G replaced by its
complement Gc, so that we obtain:
lim
∫∫
Q
〈Dn(t, s)x, y〉dsdt
for all finite rectangles Q, which is equivalent to (50). This proves the lemma. 
To prove Theorem 6, approximate q(x, t) in the appropriate norms by a sequence qn(x, t) of bounded
functions of period 1 in t. Let ξ(t) ∈ C∞c (R
n) be identically 1 for −2 ≤ t ≤ 2, and 0 ≤ ξ(t) ≤ 1. Define
Kn = K0 + qn
and
Ln = K0 + ξqn .
Then Kn → K (sgs) and Ln → K0 + ξq (sgs). The operators Kn and Ln are bounded perturbations of
Kˆ0 = −i
d
dt
+H
by multiplications, and therefore generate unitary evolution groups. The corresponding propagators Un(t, s)
and Wn(t, s) are strongly continuous, and are obtained by iterating integral equations like (41). Hence,
clearly Un(t, s) =Wn(t, s) for −2 ≤ t, s ≤ 2. Hence, by the lemma, if S ⊂ [−2, 2]× [−2, 2], then∫
S
〈U(t, s)x, y〉dtds = lim
∫
S
〈Un(t, s)x, y〉dtds
= lim
∫
S
〈Wn(t, s)x, y〉dtds = lim
∫
S
〈W (t, s)x, y〉dtds .
But L satisfies the condition of [9,§4], so W (t, s) is strongly continuous. Hence, after redefinition on a set of
measure zero, U(t, s) =W (t, s) for −2 ≤ t, s ≤ 2. But U has period 1, and so U(t, s) is strongly continuous.
Moreover, [9, p. 329]
F (t) =W ∗(t)W0(t)− U
∗(t)U0(t)
is continuous in norm for −2 ≤ t ≤ 2. The theorem now follows. 
§8. Schroedinger’s equation, II. We shall now consider equation (48) with
q(x, t) =
+∞∑
n=−∞
e2πintVn(x) .
For simplicity, we shall consider only dimension ν = 3. We shall assume that for some α > 2,
Vn(x) = (1 + |x|
2)−α/2Wn(x)
where Wn ∈ L
p(R3) for some p > 3/2, and that
B =
∑
n
βn <∞ (51)
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where βn = β(Vn) denotes the L
p+L∞ norm of Wn. We also assume that q(x, t) is real, which corresponds
to
Vn(x) = V−n(x) . (52)
The series
W (x, t) =
∑
n
e2πintWn(x)
converges absolutely in (Lp + L∞)-norm. Hence
q(x, t) = (1 + |x|2)−α/2W (x, t)
where W (x, t) is uniformly bounded (in t) in the Lp+L∞ norm (in x). It follows easily that q(x, t) satisfies
the conditions of §7. We want to show that by working with K˜ in ℓ2(H), one can go further and describe
the singular part of Θ. Let
(K˜0x)n = (H + 2πn)xn
and
K˜ = K˜0 + V
where H = −∆ on H = L2(R3) and
(V x)n =
∑
k
Vn−kxk .
Proposition 8.1. One has D(V ) ⊂ D(K˜0). The operator K˜ is self-adjoint with D(K˜) = D(K˜0) and
satisfies (29).
Proof. The operator Q(ζ) = V (K˜o − ζ)
−1 is given by
(Q(ζ)x)n =
∑
k
Vn−kR(z − 2πk)xk (53)
where R(ζ) = (H − ζ)−1 on H = L2(R3). From (63), one obtains
|Q(ζ)xn| ≤ C
(∑
k
βn−k|xk|
)
O(η−1/4)
where η = Im ζ. Using that ℓ1 ∗ l2 ⊆ l2, we have
|Q(ζ)xn| ≤ CB|x|O(η
1/4) .
Hence, Q(ζ) tends to zero as η tends to infinity, and, V is K˜0 ǫ-bounded. Symmetry of K˜0 follows from (52).
Equation (29) can be verified directly.
The results of §7 give:
Theorem 6’. The operators Ω±(K˜, K˜0) exist, and their range is the absolutely continuous subspace of
K˜.
This result can be obtained by working directly with K˜ and K˜0. We sketch the proof, since the estimates
involved will be used below. One considers Q(ζ) as an operator on the space H = l2(L
2
s(R
3)) for an
appropriate s > 1. Using Formula (53), and the estimates (64) and (65), one shows that Q(ζ) is bounded
on H and continuous up to the axis in norm.
For compactness, observe that for fixed r, the operator
(Qr(ζ)x)n = ar(ζ + 2πr − 2πn)xn
is compact on H since ar(ζ) is compact and (66) holds. But
Q(ζ) =
∑
r
Qr(ζ)
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and the sum is norm convergent since, by (64), ||Qr(ζ)||H ≤ Cβr. By a lemma of Kato and Kuroda [14,
Lemma 4.20], I +Q(λ± i0) is invertible for a.e. λ. A spectral form for K˜0 is
F (λ;x) =
∑
k
f0(λ− 2πk;xk) (54)
wherex ∈ l2(H) and f0 is the spectral form of (67). The result now follows from the stationary theory of
[14].
We shall now study the singular spectrum of K˜.
Theorem 7. The singular spectrum σs(K˜) of K˜ consists of eigenvalues of finite multiplicity, plus
perhaps the set 2πZ of thresholds. The only possible accumulation points of σs(K˜) are the thresholds. If
λ ∈ σs(K˜), then λ+ 2πn ∈ σs(K˜) for every n ∈ Z.
Proof. Let λ /∈ 2πZ be a point where I+Q(λ+i0) is not invertible, and let φ ∈ H satisfy φ+Q(λ+i0)φ =
0, that is,
φn +
∑
k
Vn−kR(λ+ i0− 2πk)φk = 0 (55)
for all n ∈ Z. Define a sequence ψ = (ψn) with the components
ψn = R(λ+ i0− 2πn)φn . (56)
We claim that ψ ∈ l2(H). For, as usual, [3, Proof of Proposition (3.5)]
F (λ, φ) = 0
which by (??) implies that
f0(λ − 2πk, φk) = 0
for every k. According to (68)
||ψk|| ≤ C(δ)||φk ||s (57)
where C(δ) is independent of K and λ, as long as dist(λ, 2πZ) ≥ δ > 0. It follows that ψ ∈ l2(H) and
||ψ|| ≤ C(δ)||φ||H . (58)
By (55),φ = −V ψ, so φ 6= 0 implies ψ 6= 0. By definition of ψ, ψ ∈ D(K˜0) ⊂ D(V ) and
(K˜0 − λ)ψ = φ = −V ψ (59)
by (55) and (56). Hence, λ is an eigenvalue of K˜0.
Conversely, suppose that ψ ∈ D(K˜) and K˜ψ = λψ. Define φ = −V ψ(K˜0 − λ)ψ. An easy calculation
gives
φ+Q(λ+ iǫ)φ = iǫQ(λ+ iǫ)ψ
for ǫ > 0. From (69), it follows that Q(λ + iǫ) maps ℓ2(H) into H = l2(L
2
s) for ǫ > 0 . Hence, φ ∈ H and
φ+Q(λ+ i0)φ exists strongly in H. Let χ be a finite sequence with χn ∈ C
∞
c . Such χ’s are dense in H. We
have
iǫ〈Q(λ+ iǫ)ψ, χ〉 = 〈iǫ(K˜0 − λ− iǫ)
−1ψ, V χ〉 .
But V χ ∈ l2(H) and
lim
ǫ→0
iǫ(K˜0 − λ− iǫ)
−1ψ = 0 (60)
weakly in ℓ2(H) since ker K˜0 = (0). (This is true for any self-adjoint operator.) It follows that the right side
of (59) tends to zero weakly and hence that
φ+Q(λ+ i0)φ = 0 .
Hence, the correspondence between φ ∈ ker[I +Q(λ + i0)] and ψ ∈ ker(K˜ − λ) is one-to-one, so that λ has
finite multiplicity equal to
dimker (I +Q(λ+ i0)) .
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Finally, we claim that there are no accumulation points of σs(K˜) except possibly 2πZ. Suppose that λr are
distinct points of σs(K˜), λr → λ0 /∈ 2πZ. We can then assume that dist(λr , 2πZ) ≥ δ > 0. Let
φ(r) = Q(λr + i0)φ
(r) (61)
with ||φ(r)||s = 1. The right side of (61) ranges over a precompact set, so by passing to a subsequence, we
may assume that φ(r) → φ(0) in H-norm. Then
φ(0) = −Q(λ0 + i0)φ
(0)
and ||φ(0)||s = 1. If ψ
(r) are the corresponding eigenfunctions of K˜, then ψ(0) 6= 0 since φ(0) 6= 0, and
||ψ(r)|| ≤ C(δ)||φ(r)||s = C(δ) . (62)
Let y = (yn) be a finite sequence such that for every n, yn ∈ C
∞
c (R
3) and yˆn(k) = 0 on the set
{k : |k2 − λ0 + 2πn| < ǫ}
for some positive ǫ, depending on y. Such y′s are dense in ℓ2(H) (although not inH). For large r, |λr−λ0| < ǫ.
Hence, R(λr − i0− 2πn)yn is in H and converges strongly in H to R(λ0− i0− 2πn)yn as r tends to infinity.
Therefore,
ur = (K˜0 − λr + i0)
−1y
converges strongly to
u0 = (K˜0 − λ0 + i0)
−1y
and we have
〈ψ(0), y〉 = 〈φ(0), u0〉 = lim〈φ
(r), ur〉 = lim〈ψ
(r), y〉
Since, by (62), the norms of ψ(r) are uniformly bounded, ψ(r) → ψ(0) weakly in ℓ2(H). But ψ
(r) is orthogonal
to ψ(0), since they are eigenvectors of K˜ for different eigenvalues. This implies ψ(0) = 0, which contradicts
ψ(0) 6= 0.
That σs(K˜) + 2πZ = σs(K˜) now follows immediately from (29). 
Corollary. Hs(Θ) is spanned by the eigenvectors of Θ. The eigenvalues of Θ can accumulate only at 1.
In general, as indicated in the Introduction, one cannot expect the eigenvalues of Θ to have finite multiplicity.
Appendix. We collect here some well-known estimates for the two-body problem in dimension ν = 3.
Let H = −∆ on L2(R3) and R(ζ) = (H − ζ)−1. Let V (x) be measurable, and perhaps complex-valued, on
R
3. Fix a number α > 2, and define β(V ) to be the Lp + L∞ norm of
(1 + |x|2)α/2V (x) .
Let
a(ζ) = V R(ζ) .
In the following, C denotes a numerical constant. Choose s such that 1 < s < α/2.
If η = Im ζ 6= 0, then as an operator on L2(R3), a(ζ) is analytic in ζ, and
||a(ζ)|| ≤ Cβ(V )η−
1
4 (63)
for η ≥ 1, say. If a(ζ) is regarded as an operator on the weighted space L2s(R
3), for 1 < s < α/2, then a(ζ)
is analytic for Im ζ 6= 0, and
||a(ζ)||s ≤ Cβ(V ) (64)
and
||a(ζ′)− a(ζ||s ≤ Cβ(V )|ζ − ζ
′|γ (65)
uniformly in ζ and ζ′, where γ > 0. For fixed ǫ ≥ 0,
lim
λ→±∞
||a(λ± iǫ)||s = 0 . (66)
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Finally, a(ζ) is compact on L2s. [4, Proposition 3.1]
Defining f0(λ;x) = 〈δ(H − λ)x, x〉 for x ∈ L
2
s and real, we have
f0(λ, x) ≤ C||x||
2
s (67)
uniformly in λ. Thus, f0 is a spectral form for H . [4, Proposition 2.1]
If x ∈ L2s(R
3) and f0(λ, x) = 0, then ψ = (H − λ)
−1x ∈ L2s(R
3) and
||ψ|| ≤ C(ζ)||x||s . (68)
where λ ≥ δ > 0. [4, Proposition 2.6]
For x ∈ L2(R) and Imζ 6= 0, ψ = R(ζ)x ∈ L2s(R
3) and
||ψ||s ≤ C(ζ)||x|| . (69)
We have given no reference for (63) or (69). The former can be proved by estimating the Hilbert-Schmidt
norm of a(k2), using that R(k2) is convolution by
(4π|x|)−1eik|x|
for Im k > 0. The latter follows by noting that WR(ζ) is bounded on L2(R3) for W ∈ L2 + L∞.
References
[1] J. Cooper, Scattering of plane waves by a moving obstacle, Archive for Rational Mechanics and Analysis
71 no. 2, (1979), 113-141.
[2] E.B. Davies, Time-dependent perturbation theory, Math. Ann. 210 (1974), 149-162.
[3] G.G. Emch, Algebraic Methods in Statistical Mechanics and QFT, Wiley-Interscience, New York, 1972.
[4] J. Ginibre & M. Moulin, Hilbert space approach to the quantum mechanical three-body problem, Ann.
Inst. H. Poincare´ 21 (1974) 97-145.
[5] J. Goldstein, Temporally inhomogeneous ST, in L. Nachbin, ed., Analyse Fonctionnelle et Applications,
Hermann, Paris, (1975) 125-132.
[6] J. Goldstein & C.J. Monlezun, Temporally inhomogeneous ST, II: Approximation theory and second
order equations, SIAM J. Math. Anal. 7 (1976), 276-290.
[7] J.H. Hendrickson, Temporally inhomogeneous ST for modified wave operators, J. Math. Phys. 16
(1976), 768-771.
[8] J.H. Hendrickson, N-body scattering into cone with long-range time-dep. potentials, J. Math. Phys. 17
(1976), 729-733.
[9] J.S. Howland, Stationary ST for time-dep. Hamiltonians, Math. Ann. 207 (1974), 315-335.
[10] A. Inoue, An example of temporally inhomogeneous scattering, Proc. Japan Acad. 49 (1973), 407-410.
[11] A. Inoue, Wave and scattering operators for an evolving system d/dt− iA(t), J. Math. Soc. Japan 26
(1974), 608-624.
[12] T. Kato, Wave ops and similarity for some nonself-adjoint ops., Math. Ann. 162 (1966), 258-279.
[13] T. Kato, Perturbation theory for linear operators, Springer Verlag, Berlin-Heidelberg-New York, 1966.
[14] T. Kato & S.T. Kuroda, The abstract theory of scattering, Rocky Mountain J. Math. 1 (1971), 127-171.
[15] S.T. Kuroda & H. Morita, An estimate for solutions of Schroedinger equations with time-dependent
potentials and associated ST, J. Fac. Sci. Univ. Tokyo 24 (1977), 459-475.
[16] C.J. Monlezun, Temporally inhomogeneous ST, J. Math. Anal. Appl. 47 (1974), 133-152.
17
[17] E.J.P.G. Schmidt, On scattering by time-dependent perturbations, Indiana Univ. Math. J. 24 (1975),
925-935.
[18] L.E. Thomas, Time-dependent approach to scattering from impurities in a crystal, Commun. Math.
Phys. 33 (1973), 335-343.
[19] K. Yajima, Scattering theory for Schroedinger equation with potential periodic in time, J. Math. Soc.
Japan 29 (1977),
[20] S. Agmon, Spectral properties of Schroedinger operators and scattering theory, Ann. Scuola Norm. Sup.
Pisa Ser. IV, 2 (1975), 151-218.
[21] M. Sh. Birman & M.G. Krein, On the theory of wave and scattering operators, DAN SSSR 144 (1962),
475-478.
[22] V. Enss, Asymptotic completeness for quantum mechanical potential scattering, Commun. math. Phys.
61 (1978), 151-165.
[23] J.S. Howland, Abstract stationary theory of multichannel scattering, J. Func. Anal. 22 (1976), 250-282.
[24] M. Reed & B. Simon, Methods of Modern Mathematical Physics, IV, Academic Press, New York, 1978.
18
