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SYNOPSIS
An investigation has beencfarridd out on a pilot plant scale, 
into the factors affecting the hydrodynamic behaviour, the 
liquid residence time and the extent of liquid mixing, the 
mass transfer efficiency, the interfacial areas and the liquid 
phase mass transfer coefficients in a two sieve tray dis­
tillation column.
The thesis is divided into two parts. Part I is mainly 
concerned with the hydrodynamic behaviour, the liquid residence 
time distribution functions and the degree of liquid mixing.
The hydrodynamic behaviour was investigated as a function of 
the column operating conditions and the physical properties 
of the system; whenever possible the results have been reported 
in the form of correlation equations suitable for design 
purposes.
The liquid residence time distribution functions were 
measured using a dye injection and photocell detection tech­
nique. The extent of liquid mixing on the tray was determined 
using the variance of the residence time distribution function, 
which were investigated as functions of column operating con­
ditions and system geometry.
In Part II of the thesis the problems involved in pre­
dicting and correlating efficiency data for sieve tray column 
are discussed, special attention being directed to the pre-
diction of the liquid phase mass transfer coefficient. A 
survey was made of the methods used for determining the inter­
facial area obtained on sieve trays, special consideration 
being given to a method which involves comparing experimental 
with predicted absorption rates in a system where a first 
order or pseudo-first order reaction takes place between the 
solute and the solvent. This method was used in the present 
investigation.
The Murphree tray efficiencies for the absorption system 
CO^-air-water and for the desorption system O^-aqueous glycerol^ 
air have been reported. These systems were chosen because of 
the low solubilities of the gases into their respective liquids 
and the mass transfer may be regarded as being controlled by 
the liquid film. An accurate continuous sampling and analysing 
technique was employed and the efficiencies of both the systems 
were measured as functions of column operating conditions and 
CO^ composition in air phase (up to 12.5% by volume).
Rates of absorption of CC^  into sodium hydroxide solutions 
obtained under conditions such that the reaction between the 
CO^ and NaOH is pseudo-first order, are also reported. The 
interfacial area la‘ per unit volume of the froth, calculated 
from these results was found to bary slightly with liquid 
flow rates. The values obtained were in the range of 1.5 to
2.Acm-^ . The area was shown to increase when ‘metal framework1 
was place over the tray.
Values of k were obtained by dividing the k a values J-j L
obtained from the CO^-air-water experiments with the values of 
’a* obtained from the CO^-air-NaOH experiments. The values of 
k^ obtained lie between 0.052 - 0.063cm/sec.
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CHAPTER ONE
1.1 INTRODUCTION
The scale of production in the chemical and petro­
chemical industries has been increasing rapidly in recent 
yeqrs. Consequently, feraphasis has been placed on types of 
equipment suited to this trend. In the field of distillation 
this has meant a stress on gas-liquid contacting columns.
In order that the technological process of distillation 
can be carried out effectively, it is necessary to ensure 
a large surface of contact between the gas and the liquid. 
Tray columns and packed towers are usually used for this 
purpose.
An understanding of the mechanism of the process is 
necessary in order to establish whether or not it is possible 
to decrease the cost of the process radically. If there is 
no such possibility, then it is necessary to know how to 
select the optimum conditions for carrying out the process 
in order to bring the losses to a minimum. Also a knowledge 
of the mechanism is necessary to develop suitable methods of 
calculations to ensure that proper size determination when 
planning industrial gas-liquid contacting columns.
Considerable research effort has been devoted in the
T  2 “
past in an attempt to improve the design technique but 
attempts to translate the results of small scale equipment 
to large scale design have been of doubtful validity because 
of the complex nature of the system. Results from experi­
mental studies of pilot plants tend to some extent, to 
minimise the risks involved during scale up, especially 
because studies of full scale industrial equipment in full 
production are not readily carried out^
The present investigation is concerned with the 
hydrodynamics, residence time distribution and the extent 
of liquid mixing on the sieve trays'and in their associated 
downcomers on a pilot plant scale. Cost and local conditions 
prohibited the use of an actual distillation column and an 
air-water simulator was used but of such dimensions as to 
ensure meaningfulness for large scale operation.
The hydrodynamics of both the sieve trays and the 
downcomers are dependent on the physical characteristics 
of the liquid-gas system, the geometry of the tray and the 
gas-liquid flow conditions.
The liquid residence time distribution under aerated 
conditions fundamentally affects the mass transfer rates and 
the efficiency of separation. A knowledge of the extent of 
liquid mixing on the tray and Sntheir associated downcomers 
is necessary for an interpretation of the transfer process.
Therefore, a detailed investigation of the hydro­
dynamics of the siece tray column, the liquid residence 
time and the extent of liquid mixing on the tray and in 
the downcomer was undertaken in Part One,*
CHAPTER TWO
BRIEF REVIEW OF LITERATURE SURVEY
2.0 HYDRODYNAMIC STUDIES OF SIEVE TRAYS 
2.1*1 Pressure Drop Through Tray
Many previous publications on the hydrodynamics of 
sieve tray column, Hunt et al (1955)? Arnold et al (1952), 
McAllistdr et al (1958), Hughmark and 0!Connell (1957)# 
Sterback (1967) and Thomas and Campbell (1967) have described 
the total tray pressure drop as the sura of
a) Dry tray pressure drop (hpp)
b) Hydrostatic liquid head (hp)
c) A term designated as residual pressure drop, (h^ ) 
(believed to be a complex function of the physical
properties of the system)
Total pressure drop can be given as
hT “ hDP + hF + hr 2.1
Mayfield et al (1952) and Hunt et al (1955) from an 
analysis of their data have shown that the total pressure 
drop increased with increase in vapour flow rate, liquid 
flow rate, weir height and with decrease in hole diameter.
Both found that the value of the residual pressure drop 1h^’ 
was constant at about 0.2 inches water gauge for air-water 
system. Foss and Gerster (1956) concluded that the residual 
pressure drop is a result of a complicated dynamical behaviour 
of the liquid in the vicinity of the forming bubble; Their 
results show that residual pressure drop can be as much as 
25% of the total gas drop.
Thomas and Campbell (1967), Lemieuse and Scotti (1969) 
and Arnold et al (1952) reported that the total pressure 
drop increased with increase in gas flow rate, liquid flow 
rate and weir height.
Other workers, Bfambilla et al (1969), Davis and Porter 
(I965), Bernard et al (1964), Thomas and Shah (1964), Shah 
(1962), Prince (i960) and Hutchinson et al (19^ 9) have 
reported total pressure drop data which supports the work 
of the earlier investigations.
2.1.2 Froth Height
The froth height is an important factor in the design 
of distillation plates because it affects entraiTprent .and 
also limits the throughput of the plates. The equations so 
far published for the calculations for the froth height are 
by Thomas and Campbell (1967), Finch and Winkle (1964),
Eduljee (1966), Harris and Roper (1962), and Barker and 
s&lf (1962) follow
the presentation of tne A.I.Ch.E. Report (1958) on distillation.
Z = a F ' 4- b L + c.W 2.f 1 A 1 1
where Z^  is the froth height, L is liquid flow rate, W is
orweir height and F^ is a flow factor F^ = V /O where V is
vapour velocity based on the bubbling area and /Of vapour
density and a , b^ , and c^  are constants.
Different values of the constants have been suggested in
each case and some equations give the power of F^ - Factor as
one and some as two.
An examination of equation (2.2) shows that the froth 
height is directly proportional to the liquid flow fcate, 
vapour flow rate and weir height. This evidence is further 
strengthened by the reported work of Gerster et al (19^ 9),
Gilbert (1959)» Fe Goederen (1965), Porter et al (1966) and 
Thomas (196A.K
A.I.Ch.E. Bubble-tray design Manual (1958) have reported 
the results of a study on a cyclo hexane-n-heptane system.
The froth height was found to be independent of liquid flow 
rate. The University of Delaware workers, as reported in 
the Manual, also found the froth height to be independent 
of liquid flow rate for the acetone-Benzine system. Sargent 
et al (I96A) arrived at the froth height indirectly
from a study of the density of the froth using a gamma- 
radiation absorption technique. They found that the vapuur 
flow rate was the ohly significant tmrihble* glfehpugta there 
was a slight trend with weir height. The following correlating 
equation was proposed as being a good fit to the experimental 
results.
Zf = 0.5W + 3.60Fa
where Z^  is the froth height (ins.), F^ FiFactor based on 
superficial^velocity and W weir height (ins,).
The effect of the physical properties of the system on 
the froth height is not well understood. Zuiderweg (1958) 
demonstrated the influence of gas liquid mass transfer 
on the frothing tendency. It has been suggested that 
differences in surface tension resulting for difference in 
composition occasioned by the transfer process are the 
origin of the influence. S .h. a h (198 2) and Thomas and 
Shah (1964) hawe also pointed out the significance of the 
surface tension effect on the froth height.
The effect of the absolute value of surface tension, (CT), 
on the dispersion height was found to be negligible by both 
De Goederen (1965)* for cellular foams and Andrew (i960) 
for turbulent froth.
Andrew (i960) and Rodionov et al (1970) could observe
no influence of viscosity on the froth height over a far 
wider range of viscosities.
De Goederen has reported a substantial increase in 
foam height as liquid viscosity was decreased. Qualitatively 
this is in agreement with the work reported by Barker and 
Choudhury (1959), Mukhlenov(1958) and Mersmann (1962).
2.1.3 Liquid Hold-up On Tray
Hutchinson et al (1949) have reported that the 
performance of their sieve tray with respect to efficiency, 
pressure drop, entrainment andt.liquid gradient is governed 
to a large extent by the effective depth of the liquid on 
the plate. This static head, or equivalent height of clear 
liquid is given by mapy workers; viz Mayfield et al (1952), 
Leibson et al (1957)9 Huang and Hodson (1958) and Koch and 
Kuzniar (1966) as
Zc = W + Zow 2.4
where Zow has been calculated by Cicalese (1947) and Gerster 
et al (1951) using a modified Francis formula for flow over 
the weir.
Most of the earlier workers, Mayfield, Arnold, Hunt, 
Hutchinson and Gerster et al, measured the effective clear
liquid height manomentrically. Such manometers have one 
leg flush with the floor of the tray and the other project­
ing into the vapour space above the trays. .
Foss and Gerster (1956) and Thomas and Campbell (1967) 
also used manometers installed on the floor of the tray.
Like foam height, the equivalent height of clear liquid 
varied from point to point on the tray, thus necessitating 
the use of an average value. The authors found that the 
average value of clear liquid height decreased regularly 
with increasd in gas flow rate but increased as either 
liquid rate or outlet weir height was increased..
Brambilla et al (1969)9 Thomas and Campbell (1967)s 
Barker and self (1962), Gerster (1963), Harris and Roper 
(1962) and Eduljee ‘(1966) have suggested equations for calculating 
the clear liquid height on the trays (Zc) for hole diameters 
less than 3/8th of inch, and are of the form of equation 
suggested by the A.I.Ch.E. research report (1958). The 
equation is
Zc — -ai^A + ^qL + cqW + dq 2.5
In each case a different value has been assigned to the 
constants aq, bq, cq, and dq. An examination of the above 
equation shows that the clear liquid height increases with 
increasing liquid flow rate and outlet weir height, but
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decreases with increasing gas flow rate.
Sargent et al (196A) measured the liquidJhoId up on 
the tray indirectly from measurements-.©f"foam density using 
a gamma-radiation technique. The liquid hold-up as obtained 
in this manner was found to increase with increase In weir 
height, hole diameter and superficial velocity, but to 
decrease with increasing free area. Gardner and McLean 
(1969) and Brambilla et al (1969) while analysing their 
data found that the clear liquid increased with increasing 
liquid flow rate, but decreased with increasing gas flow rate.
Barker and Choudhury (1959) while investigating liquid 
viscosity effect on bubble tray efficiency have reported 
that the liquid hold-up on the tray decreased with increasing 
liquid viscosity, where as Rodionov et al (1970) found 
liquid hold-up to be independent of liquid viscosity.
2. 2.Aeration Factor
The aeration factor has been defined as the ratio of 
the pressure drop increment to the clear liquid height 
increment which causes it. Kemp and Pyle (19^ 9), Campbell (1965) 
Hutchinson et al (I9A9) and Eduljee (196A).
\ h =  2 ~ ^ ? 1
j (s2 - s1 )':
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r*
where p is the aeration factor, J the specific gravity of 
clear liquid and and S2 are two different clear liquid 
reference seals,
Hutchinson et al have reported aeration factor data for a 
large sieve tray for the air-water system. The aeration 
factor was found to be independent of liquid seal and to 
decrease with increase in air flow rate. They found values 
of fb ranged over 0.8 to 0.6 over a range factor from 
0.5 to 2.2.
Arnold et al (1952) calculated jj values by dividing 
the increase in pressure drop corresponding to two different 
weir heights. The authors claimed that the assumption of 
a clear liquid static seal equal to the weir height is 
justified as a splash buffle is incorporated into the tray 
construction. The aeration factor is reported to decrease 
with increasing liqqid rate.
Mayfield et al (1952), Shah (1962), Thomas and ^hah 
(196A) and Thomas and Campbell (1967) have defined an 
aeration factor as the ratio of the pressure drop through 
the liquid to the calculated clear liquid depth on the tray. 
The calculated clear liquid depth on the tray was taken 
equal to the outlet weir height plus the weir head.
Mayfield reported a slight increase in aeration factor 
with increasing air flow rate and a decrease with
-  12 -
with increasing liquid flow rate and weir height for air- 
water system . Thomas and Shah (1964) and Shah (1962), 
using an air-qqueous glycerol system on a 2ft x I'ft rectangular 
sieve tray, found that the aeration factor decreased with 
increased air flow rate and increased with increase in 
liquid flow rate. The authors1 results are in agreement with 
Gilbert (1959*)..
Thomas and Campbell (1967) also using an air-aqueous 
glycerol system found that aeration factor increased with 
increase in liquid flow rate. The aeration factor as 
derived from the pressure drop results war found to be 
largely insensitive to variation in the gas flow rate, 
while the aeration factor derived from dynamic head showed 
a definite decrease with increase in the gas flow rate.
2.3 Froth Density Factor
T$e University of Delawarefs final report (1958),
Gerster et al (1951), Davis and Porter (1965), Thomas and 
Campbell (1967) and Foss and Gerster (1956), have computed 
the froth density factor as the ratio of.the equivalent 
clear liquid height on the tray, to the visual froth height.
Gerster et al (1951) Tor 6.5ft. diameter bubble cap 
column, and Foss and Gerster for 18ins. x 9.5ins. sieve 
tray have reported that the froth density decreases uniformly
with vapour flow rate, while remaining largely insensitive 
to variations' in the liquid flow rate. Foss and Gerster 
further noticed that over the range of gas column velocities 
1.8 - 6.5ft/sec., the froth density factor varied from 0.39 to 
0.18.
The University of Delaware!s final report also gave 
froth density data for bubble cap plates; froth density 
factor being found to increase with increase in liquid flow 
eate and weir height but to decrease with increase in the 
gas flow rate.
Gilbert (1959) calculated a foam density factor based 
on the above definition. He found that the foam density 
decreases with increase in gas flow rate, but increases 
slightly with increase in liquid flow rate and weir height.
Over the limited range of variables used for the sieve tray; 
froth density factor in the range 0.247 to 0.364 are reported,
Sargent et al (1964) measured froth density directly 
using a gamma-radiation absorption technique. Their results 
show the existence of three distinct zones in the frothing 
mass on the distillation tray. A zone of approximately 
constant density occurs at a short distance from the floow 
of the tray and exists throughout most of the froth height 
before trailing off rapidly into the spray zone. The 
density of the liquid at the plate floor is much heavier*
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than this constant density zone. They have reported that 
the vapour rate has virtually no effect on the magnitude of 
the constant density zone, but that as the vapour rate 
increases more liquid is entrained into the foam from the 
clean liquid zond adjacent to the tray, and thus the extent 
of the constant density zone is progressively increased.
The authors also reported an increase in froth density with 
increase in weir height, but variation of the liquid flow 
rate at a constant vapour flow rate had a negligible effect 
on the foam density.
More recently, Thomas and Campbell (1967) while working 
on a sieve tray, using air-aqueous glycerol system, have 
reported that the froth density decreased uniformly with 
increasing gas rate, but remained insensitive to the liquid 
flow rate. Their values lie between 0.2 to O.33.
2.4 HYDRODYNAMIC STUDIES OF DOMNCOMER
Various types of downcomer designs have been employed 
in chemical plants over the years, including some of quite 
complex'Jconstruction. However, recently there has been a 
tendency to use the straight forward segmental downcomer 
which is adequate from the hydrodynamic standpoint and has 
the great advantage over the more complex designs in that 
it has a low manufacturing cost. It was, therefore, decided 
to limit the hydrodynamic and mass transfer study to segmental 
downcomers.
2 .  Z j .  1 Froth Height
Like tray, the term 1 froth height* is used to describe 
the height of the aerated liquid above the downcomer bottom.
Davies, (1950)? Holies (1956), Huang and Hodson (3.958) 
and Hughmark and 0lConnell (1957) are of the view that when 
the froth height in the downcomer reaches the top of the 
tray outlet weir the column would flood. If this were so, 
it would be necessary to use the froth height in the down­
comer as a design parameter.
Thomas and Shah (1964) carried out an extensive study 
on segmental downcomers and cast doubts on the validity of 
some concepts used in downcbmer design. They reported that 
the column did not flood when the froth reached the tray 
outlet weir because liquid was still able to pass through 
the froth to the tray below. They have reported that the 
froth height is a function of liquid flow rate, gas flow 
rate and the downcomer width. Later, Thomas and Campbell 
(1967) also arrived at the same conclusions.
2.4.2 Liquid Height in Downcomer
Cicalese (1947) has proposed that the clear liquid 
height in the downcomer above the liquid overflowing the 
weir at the outlet side of the tray will be equal to the
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sum of the total wet pressure drop across the tray, the 
head lost at the bottom of the downcomer due to contraction 
of the liquid flowing from downcomer to tray and the liquid 
gradient across the tray.
Leibson et al (1957) have developed an expression for 
the equivalent clear Iqquid height in the downcomer by con­
sidering a hydrostatic balance at the bottom of the downcomer. 
Thomas and Campbell (1967) fully tested the relationship 
with experimental data.
hy = total press drop across the tray, 
hp = pressure built-up in downcomer.
L-^ = static liquid seal on lower tray adjacent
to downcomer.
P^c = liquid pressure drop through clearance
area between the downcomer and the lower 
plate.
J = specific gravity of liquid.
Bolles (1957) bas recommended that the head loss under 
the down-flow buffle is given by the following equation
%  = Pdc + Lb + hT/J - hD
where lD = clear liquid height in downcomer.
2.6
2
0.03 2.7
100 Ad
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where = Downcomer clearance area.
Q, = the liquid flow rate in (U.S., G.P.M.)
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CHAPTER THREE 
LIQUID PHASE RESIDENCE TIME DISTRIBUTION STUDY 
3*0 INTRODUCTION
The use of the residence time concept ±s quite old, 
dating back as far as 189^ . .But it was not until 1953 
however, that a unified and comprehensive treatment of the 
residence time concept in continuous flow systems appeared 
when Danckwerts (1953) presented an outstanding paper on 
the subject. In this paper Danckwerts presented in detail 
the fundamental ideals involved along with applications of 
these ideas to several types of processes carried out in 
continuous flow systems. Other workers had applied its 
principles in specific applications. Gilliland and Mason 
(1952) measured the gas residence time in a small fluidized 
bed, and an attempt was made to compute from the known 
distribution and known reaction rate constant, the degree 
of conversion of a reacting gas mixture flowing through a 
bed. A detailed treatment of residence time distribution 
of fluid in vessels is given by Levenspiel (1966, 1962). 
Foss, Gerster and Pigford (1958) and Foss (1957) obtained 
a measure of the liquid mixing on a sieve plate from the 
examination of the liquid residence time distribution 
function. Foss measured the residence time values by 
injecting a step input of salt tracer into the liquid
19 -
entering the tray and measuring the concentration history 
of the salt in the effluent with an electrical conductivity 
cell. Thomas and Campbell (1967) also obtained a measure of 
the liquid mixing on the sieve tray 2ft. x 1ft. from the 
examination of the liquid residence time distribution using 
a different tracer.
Satet* (1963) measured the residence time distribution 
function for a packed tower using radioisotopes tracer 
(iodine 131) in an attempt to calculate the Be values.
The study of residence time distribution function and 
its specific applications has also been reported for various 
types of reactors by Veeraraghavan and Silveston (1971),
Hay et al (1967), Ambwani and Adler (1966), Miskell and 
Marshall (1956), Levenspiel and Smith (1958) and Van der 
Laan (1957).
3,1 Theory
When a stream of material flows steadily through a 
vessel such as a reactor or a distillation column in which 
it takes part in Borne process, it is usual to make use of 
one of the following assumptions.
a) The fluid in the vessel is completely mixed, so
that its properties are uniform and identical with 
those of the outgoing stream.
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b) Elements of fluid which enter the vessel at the
same time move through it with constant and equal 
velocity on parallel paths, and leave at the same 
time. This type of flow is known as ’plug flow 
In practice, neither of the above cases corresponds to 
actual operation conditions, The following theoretical 
considerations of the residence time concept are based on 
Danckwerts1 (1953) work.
The time taken by an element of fluid to pass from 
inlet to exit in a flow system is known as its 1 residence 
time1 or ‘age*. Different elements of fluid following 
different flow paths will take different periods of time 
to pass through the vessel, so there is a range or a dis­
tribution of residence times. Those elements of the material 
which have been in a vessel for a time e are said to have an 
’age1 0 and the fraction of the material in the system having 
at any instant ages between @ and (0 + d8 ) is I (6) d§ .
The fraction of the material having ages between © and 
(0 + d© ) at the moment of leaving the system is E (0) do .
I and E may be called the internal and exit age distribution 
functions respectively.
Let the volume of the vessel occupied by the fluid be V, 
the volumetric flow rate of inflow and outflow of the liquid 
is assumed constant and equal to v. Let a quantity of tracer 
Q, be injected instantaneously into the entering stream.
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The concentration of tracer in the exit stream.at any 
instant is c (e) and the total fraction of tracer in the 
total outflow at any time 6 after the injection is F (9).
The relationship between c (9), E (©) and F (9) may be 
obtained with the aid of a material balance on the tracer.
Thus from the definitions of F (9) and E (©),
er
F (0) = j E (6) d6 3.1
o
Now c (9) is the concentration of tracer in exit stream, 
therefore, the fraction of the injected tracer at any instant 
in the exit stream is c (®) v , Thus the total fraction of
S
tracer in the exit stream F (0) from time 0 = o, to time 8 =0 
is given by
9
f (e) = f % o (e) ae 3.2J Q
O
From the comparison of equation 3.1 and 3.2 it follows that;
c (6) = S E (©) 3.3
V
For purposes of.comparison of distributions it is better to 
express the results in terms of a non-dimensional time. Non- 
dimensional time is obtained by dividing real time 0 by the
- 22 -
ratio. V/v, using *this concept, equation 3*2 becomes:-
F (e) = V c (9) &(y & )
v
3*^
o
The plot of V-cO) against v8 is known as the C-diagram 
Q, V
from which F (©) is given by the area from 0 = o to 6 s0 .
It is of interest to note that for B -oo s F (0 ) = l.
This result is inherent in the definition of F(0), the 
physical significance of which is that all the tracer passes 
once and once only through the system. Thus the total area 
under the C-diagram is unity. The plot of r 8 against F (6)
is known as the F-diagram. Figure 3-1. Case (a) corresponds 
to plug flow of liquid, that is, in the steady state all 
portions of liquid reside neither longer nor less than the 
mean residence time. When some mixing of the liquid occurs, 
most of the liquid will reside for a time close to the mean, 
but some portions of it will escape prematurely, while others 
do not leave until some time later. This situation corresponds 
to partial or incomplete mixing and a typical distribution is 
shown in case (b) when the mixing rate becomes very large, 
material in the system is transported from place to place 
very rapidly, and one would expect to find in the effluent, 
large concentrations of material that have very short ages.
In the limit when the mixing rate approaches infinity, some 
material reaches the exit in an infinitesimal time and hence
V
Diagrams
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we expect a distribution curve as shown in case (o'). This is 
the case of complete mixing; the equation of the curve is 
easily shown to be
*  7 8
F (0) = 1 - e 3,5
When the mixing is not uniform, short circuiting of the flow 
becomes abnormally high thus creating a large contribution 
to the distribution function"at short times. To compensate 
for this an abnormally greater portion of the flow remains 
for long times and leads to a distribution as shown in case (d).
The relationship between E (0), I (0) and P (©) may be 
established if the inflowing stream of fluid is assumed to 
suffer an instantaneous change in colour at time 0 = o. At 
a time 0 = 0  later the material balance of the new colour 
gives:-
Total entered system = v 6 ~
Still in the system = V J I (©)•* d 6 *
o 0 i i i.Left system = v ( ■ (E (0) d0 d0
)n j /
= CT0 r<>
o
^0 ! t
where v j E (0) 6.9 is the rate of outflow of new colour 
o
material at any time 0 " after the change of colour. Thus 
the conversion equation for new colour material is:-
0 i ^ 0 • | i n
v& = ( I (0 ) d© * v [» I i E (0 ) d0 d0
*7 Jo f  J B = ° J Q  = o 3.6
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Also, the total fraction F (8) of now material in the 
outflow at time © is
F (8) = / E (©') a©' 3.7
'O
Differentiating 3.6 with respect to ©, and rearranging gives
r6
1 - } E (©*) (d©f) = V I (©) 3.8
•'O v
From equations 3*7 and 3*8 we have,
3.9A 
3.9B
Equation (3,8) gives the relationship between E (8) and 
I (©), while equation (3*9) shows how the latter function 
can be determined from the F-diagrara. The same information 
can be obtained from C-diagram. Fig. 3.1 shows F and C 
Diagrams for the same system.
1 - F (0) = V I (©)
v
or
1
V
1 _ F (6) j = I (8)
3.2 Mean Residence Time and Hold-up
- The mean residence time of the material leaving the 
vessel can be computed as the first moment of the external
- 26 -
age distribution function. Therefore,
CO
6 = vo Q e (e) ae .3.10
rOC3
j e (&) ae
* ts
to
But ( E(e)a© = 1
/ft
So equation (3.10) becomes
Cx>
e = f ©e (e) ae 3.xi
A'O
Now F (0) = J E (6) dt>
A)
or d_ I F(e)lt = E (6)
de L J
Substituting for E (6>)in Eq. 3*11 and multiplying by v/V we
yrOO
have:- © = / a_ /F (0)\ a©
yo ae v /
And 1
I.. 6 = |  *e a (e (0)] 3.12
where integral in equation 3*32 is equal to unity
X-.d = 1 3.13
Thus the active volumn of the vessel may be obtained from 
the knowledge of residence time distribution and the 
volumetric flow rate. This active volumn of the system is 
referred to as the fhold up1*
3*3 Variance of the Residence Times Distribution
Associated with every age distribution functions are 
two sets of parameters called the moments of the distribution. 
One set are the moments taken about the origin and the other 
are the moments taken about the mean. It is interesting 
property of the moments of a distribution that they completely 
define the distribution; hence they can be used to compare 
distributions without comparing the actual curves themselves.
Two moments are most frequently used to define the 
statistical distribution, one of which, the first moment 
about the origin or centroid of the distribution, has been 
dealt with previously. This is the location parameter of
I.
the distribution.
The second moment*about the mean, commonly called the 
variance, measures the spread of the distribution about the 
mean and is equivalent to the square of the radius of 
gyration of the distribution. It is defined for a continuous 
distribution as
ttO
/ _ 2j (9-e) e (ay d‘e 3.1^
2 _ *'0 ______
I E (0) 6.6 
Jo
r
Since { E (6) d@ « 1 equation 3.14 reduces toJo
28 -
<5
2
3.15
2
If time is measured in seconds the variance (J^  will thus
2
have Units of (seconds) .
The equation for the variance may also be wfiitten in
a dimensionless form by dividing through by the square of
-  2
the mean residence time (60 . The resulting dimensionless 
time will be represented by the symbol ^ ; thus,
But the mean residence time in the dimensionless scale is
e 3.16
unity, i.e. = 1
Dividing equation 3*1** by (©) yields
3.17
1 Thus equation 3.17 becomes
3.18
•where
r  - (Jk
\ a J
3.19
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3*^ treatment of Experimental Data
It has been assumed so far that the forms of the 
Functions I (9) and E (0) do not vary with time. In fact, 
however, instability of flow may lead to random fluctuations 
in the internal and exit age distributions. These random 
fluctuations may be eliminated by making a number of 
determinations of the distributions and averaging to give 
the mean form. The techniqhe used for the present study 
is the same as used by Sater (1963).
Residence time distribution traces were obtained 
from thetfultra-violet recorder’s output chart. Triplicate 
runs were made for the same operating conditions. Averages 
were made by adding the three values at equally spaced 
values of the time interval. These averaged chart values 
were used to calculate the tray response to the unit step 
input.
The output of the ultra-violet recorder as recorded 
on the chart, is shown in Fig. 3.2 The chart speed for 
this particular run was 25mm/sec. The tails of the curves 
were quite long and due to back mixing it was difficult to 
say just when a zero level is reached. Since the second 
moment is a function of the ordinate times the square of 
the abscissa, the tail contribute heavily to the variance 
and a small error in the ordinate will be greatly amplified
(0I
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in calculating the second moment.
Sater (1963) in an attempt to calculate Pe values for 
packed tower has shown that if a plot of log of concentration 
of tracer against time at large values of 0 , (corresponding 
to the tail part of the curve) ^ield a straight line, then 
the tail following an exponential decay curve can be repre­
sented by the following expression:-
-sT e
c(0) = K e 1
For the purpose of averaging the concentration fluctuation 
a smooth line was first drawn through the curve. Using an 
increment of one second time interval, the lowest value of 
the tracer concentration that could be read with any accuracy 
was about lOmv. As mentioned previously, a small error in 
ordinate at large value of 0 will be amplified in the 
eventual calculation of the mean residence time. The tail 
parts of the curves were plotted on a semi log paper, since 
the points fall on straight lines. Thus the data of the tail 
following an exponential decay can be represented by the above 
mentioned equation.
Let the data begin to deviate from the straight line on 
this plot at point big 0 say, Figure 3.3, then the following 
equations can be used to calculate the contributions of the 
curve to the mean residence time for Q less than big Q .
-32-
100
0 Secs,
o t
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Fig. 3.3 Plot of fcracei' concentration A g a i n s t  t im e  
at la rg e  v a lu e s  of © ( t a i l  Part )
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CO
a8
oo
C 6 dQ
f°° 5> */  c g2 dQ
Jo
= ) c (4 0 )
*•«*s+
= Y c Q (A6 )
= E  o e2 (Ae)
E  0
= E. °e 
= E c e5
3.20
The contributions (due'to the tail part of the curve) for Q 
greater than big 0 can be evaluated by the following 
equations.
GO
j c ae
•e
DO
US d0 
oo
J
fc <92 d0
oo
ye B
-S S T
ae
Kr e
-sT e
’T
%  2
-ST0 ,
1 <sTe + i)
/
’T
-sT0
Kr 8 / ff ST2 + 2S0 + 2)
JT
3.21
The total value of the mean residence time is equal to 
contribution of = the curve for £)<^0 Q(equation 3• 20) plus 
contributuion to the curve f o r e q u a t i o n  3*21).
The above procedure was adopted for calculating the 
mean reaidence time in the present investigations.
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A computer programme was written to calculate the 
values of the mean residence time, dimensionless variance 
and variance of the residence time distribution based on 
the above mentioned method. The results are given in the 
Appendix M.
A second computer programme was written to draw F- 
diagram and C-diagram from the data recorded by the ultra­
violet recorder and used to calculate the above results. 
Such a computer output for run (B.6.7) is shown in Figures
3.5 and 3.6.
>
The computer programmes used to calculate the results 
are given in appendix A5.
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CHAPTER FOUR 
EXPERIMENTAL PROGRAMME
The experiments were conducted to investigate the 
factors affecting the performance of distillation and 
absorption columns.
Preliminary studies, mainly for calibration purposes 
were performed during and after the construction of the 
apparatus.
The details of the experimental programme are best 
outlined by subdividing the discussion into three major 
phases of the work. They are as follows
a) Hydrodynamic study..
b) Investigation of the liquid phase residence time 
distribution and the extent of liquid mixing on 
the sieve tray.
c) Mass transfer with and without chemical reaction 
study.
The experimental work was carridd out on a sieve tray 
with a perforation hole diameter 3/8th of an inch. The 
sieve tray was selected because of its simplicity and the 
extent of its use industrially. It has been noticed that
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mal-operation of small perforated trays can occur due to 
rust and sediment deposited during the initial phase of 
operation. When treating dirty liquids, where heavy tray 
fouling or tray sedimentation can occur it is more usual 
to use bubble cap trays.
The use of larger hole sizes in sieve trays would off­
set the disadvantages associated with fouling and at the 
same time result in a reduction in overall pressure drop 
values. For these reasons, a detail study of the performance 
of 3,arger hole sizes commends itself.
*Kl Hydrodynamic Study
This study is concerned with the effect of operational 
conditions and the liquid phase physical properties on the 
hydrodynamic behaviour of the aerated liquid mass flowing 
across the sieve tray and through the downcomer.
The variable studied were air and liquid flow rates 
and the physical properties of the liquids. The effects of the 
parametric changes on the fioth height, clear liquid height on 
the tray and in the downcomer were measured. Measurements 
were also made of tbtal pressure drop, pressure build-up in 
downcomer, head loss in downcomer and dynamic head profile 
across the sieve tray.
-  kO -
^.2 %he Investigation of the Liquid Residence Time '
Distribution Study.
Mixing of the liquid cauaes some liquid to reside on 
the tray for periods longer and/or shorter than the time 
of residence of other portions of liquid. The plate 
efficiency will be effected by the distribution of the 
liquid residence time. Thus, knowledge of the factors 
which effect the liquid residence time distribution and 
thus the extent of the liquid mixing in a distillation 
column is going to be of great importance in predicting 
plate performance.
It was necessary therefore, to carry out extensive 
residence time distribution studies with the flow conditions 
prevailing when mass transfer takes place so that a relation 
ship between residence time distribution, mass transfer and 
efficiency could be answered.
The liquid residence time distribution and the extent 
of liquid mixing were investigated as a function of liquid 
flow rate, air flow rate and column geometry. The geometry 
of the column was altered by using different heights of 
outlet weir.
While investigating one parameter the other parameters 
were kept substantially constant.
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4.3 MASS TRANSFER STUDY
This can be divided into two parts.
a) Mass transfer without chemical reaction (physical 
absorption and desorption).
b) Mass transfer with chemical reaction.
4.3.1 Physical Mass Transfer
The gas liquid systems chosen for this set of experiments
were air-aqueous glycerol-oxygen and air-water-CO systems.
2
These systems were chosen because of low solubility of gases 
into liquids used, and may be regarded as entirely liquid- 
phase controlling. A gas-phase controlled system could 
equally well have been chosen. Mass transfer studies were 
conducted on the sieve tray alone and also on the combined 
system, i.e. sieve tray plus downcomer to see to what extent 
the downcomer affects the mass transfer process- on a dis­
tillation tray.
In the air-aqueous glycerol-oxygen system the stripping
of oxygen by air from an oxygen rich solution of aqueous glycerol
was studied. In CO -air-water system, the absorption of CO
2 2 
by water was studied. Gas and liquid were recirculated.
The temperature being kept constant.
The tray efficiency was studied as a function of gas 
flow rate, liquid flow rate and gas composition* Fairly 
high C02 concentration in the gas phase was used in order 
to obtain the efficiency values as accurate as possible.
4^3*2 Mass Transfer with Chemical Reaction
Air-COg-NaOH solutions were selected for this experiment 
The system air-COg-NaOH has the advantage that the kinetics 
of the reaction are well known since it has been extensively 
studied.
The method to be adopted for the determination of inter­
facial area was to obtain rate of COg absorption into NaOH 
solutions directly from the column* The conditions were 
arranged to be such that the reaction could be regarded as 
pseudo-first order of fairly rapid rate.
The interfacial area was measured as a function of 
liquid flow rate.
Fig.5.lA
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CHAPTER FIVE
EXPERIMENTAL APPARATUS
The general layout of the apparatus is shown in Figure 
(5*1A). The detail of the test section of the column including 
the tray and downcomer together with miscellaneous equipment 
is shown in Figure (5.IB).
5*1*1 Sieve Tray Data
Length of tray = 3 feet
Width of the tray = 1 foot
Tra£ thickness = l/Sth of inch
t
Perforation hole diameter= 0.375 inch (3/8)
Perforation pitch = 1.125 inches (triangular)
Total number of holes = 215
Number of active holes 120
(rest of the holes were 
covered by calming sections)
Inlet calming seodbion = k+5 inches
Outlet calming section = 6.0 inches
% free area of the active= 10.8$ 
tray.
Distance between 2 trays = 2h inches 
Weir height = 3 inches
Weir length = 12 inches
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Downcomer Data
Height of downcomer = 2k inches
Length of downcomer = 11.25 inches
(inside)
Width of downcomer = 5 inches
(inside)
5.1*2 The Column
The main apparatus consisted of a two sieve tray column of 
flexible design, so that both trays and weirs could be changed. 
The column itself consisted of three stainless steel boxes each 
of which was three feet long and one foot wide as shown in 
Figure (5.2). Each box was fitted with a large perspex window 
so as to make the trays and downcomer accessible and to permit 
visual observations of the frothing liquid. The air entered 
the lower box via a 6" I.D. plastic pipe and left from the top 
box by means of a 6n I.D. pipe which was covered by a wire mesh 
to prevent excessive carry over of the liquid by the air into 
the fan.
5.1.3 The Air System
The air flow was obtained by a "Sturtevant" No. 30 GV7/3O 
single inlet lj width narrow pattern high pressure fan. It was 
driven by a 20 h.p. totally enclosed squirrel cage fire proof 
motor.
The air from the fan entered the apparatus via a 6" plastic 
pipe. The air flow rate was measured in this air inlet pipe by 
means of an orifice meter 3 inches inside diameter usind D and 
D/2 tappings. The orifice was designed according to the 
B.S. 10A2 (1943). The air flow rate was controlled by means 
of a gate valve. The movement of the gate valve was controlled 
by means of a very finely threaded screw so that a very fine 
adjustment was possible. It was placed in the suction pipe to 
the fan. See Figure (5*3)-
5.1.4 The Liquid System
Liquid was pumped up from the main holding tank by means of 
a double gear stainless steel pump, manufactured by Autometric 
Pumps Ltd. The pump was driven by a flame and explosion proof 
motor. The pump had an output of 36OO g.p.h. of liquid against 
30ft. of liquid head. Liquid from the pump flowed via 60ft of 
2 inch O.D. piping, through a preheater (or cooler) and rotameter 
into an open header tank on the top of the column Fig. (5.4).
The liquid then passed from the header tank via 3” I.D. stainless 
steel inlet downcomer on to the tray of the column then over the 
inlet weir and calming section and passed over the perforated 
zone and finally discharged into the top downcomer via the outlet 
calming zone and weir. Finally liquid flowed back into the main 
holding tank from where it was recirculated. Liquid flow rate 
was controlled by means of a by pass valve and the flow rate was 
measured by means of a calibrated rotameter using a stainless 
steel float.
5.2.0 MISCELLANEOUS EQUIPMENT
Equipment not essential for the operation of the 
main column will be considered in this section.
5-2.1 Measurement of Dynamic Head and Pressure Drop
The dry pressure drop, wet pressure drop and pressure 
build-up in the downcomer were measured using water 
manometers.
Dynamic head profiles were obtained by using a series 
of manometers along the length of the tray. The manometers 
had one leg flush with the floor of the tray.and the other 
projecting into the vapour space above the tray. Dynamic 
head measurements were also made in the upper downcomer and 
at the entrance to the lower tray using similar manometers.
In all, nine manometers were used to measure the dynraaic head 
on the tray. Figure 5*5 shows the detail of these manometer 
locations.
5*3.0 RESIDENCE TIME MEASURING EQUIPMENT
Much effort and time was devoted to the assembly of 
the complicated residence time measuring equipment. Every 
possible precaution was taken to minimise sources of error 
while measuring the residence time of the liquid. Figure
-53-
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(5*6) represents the final layout of the residence time 
measuring equipment*
The distribution of residence times of a steady flow 
system is found by determining the time of passage.of a 
tracer material injected at the inlet, and haring precisely 
the same flow behaviour as the non-tracer material.
The residence time measuring equipment will be con­
sidered under the following sections.
(i) System and choice of tracer.
(ii) The choice of Inlet signal.
(iii) Measurement of outlet signal.
5*3.1 System and Tracer
Since the equation © = V  holds only for steady state
v
conditions, serious error will result if this condition is 
not fulfilled. For a system where the flow rate fluctuated 
about an invariant mean values averaging a .number of duplicate 
determinations has been suggested. However, care is required 
in the averaging techniques since the residence time varies 
inversely with the flow rate.
Since tracer material is taken to be representative of 
the normal material of the system, it is essential that the
- 55 -
tracer material should have identical properties. It must 
be completely miscible with the non-tracer and should not 
be differentially absorbed, reacted or retained in the 
system. A concentrated solution of dye ’Nigrosine’ in 
water was used in this investigation as a tracer. It is 
an almost black dye, highly soluble in water and detectable 
b^ eye of photocell at a dilutSon of 150p.p.m. in water.
5 . Inlet Signal
Three types of inlet signals are commonly utilised. 
Normally, the pulse, the step and the sinuoidal variation. 
Because of the need for mathematical simplification, it is 
always assumed that an inlet signal is of an idealised 
simple form, an assumption which is seldom met in practice 
because of experimental limitations.
An ideal step change demands that inlet concentration
of tracer should change instantaneously from one steady state
talue to another. An ideal pulse may be considered to be
two instantaneous step changes, an infiniteslmal time interval
apart, a situation which is impossible to obtain in practice.
However, if the condition 46 1  /  0.05 is satisfied, then
V
the error can be considered as negligible. AB is the inlet 
signal tasting time. In the system finally adopted, a pulse 
t>f tracer was injected as a time dependent concentration of 
tracer into the flowing liquid, immediately proceeding the
~ 5& -
the inlet weir to the sieve tray. The prime pre-requisite 
of the tracer method of determining residence time distributions 
of flow system is that the signal is distributed across the 
system inlet. That is the incoming liquid must have uniform 
tracer concentration. A large number of injection points 
were desirable, but it was approximated by injecting the 
tracer from three points immediately after the inlet weir.
A pressure sensitive *Scharader Valve* was fitted to the 
ends of the tracer injection tubes to prevent leakage on 
to the tray of the tracer which remains in the supply tube 
at the end of the injection pulse.
The wave form was generated using a Venner Electronic 
Timing Unit. The electrical signal was applied to a magnet­
ically operated valve (Teddington Solenoid valve) which 
controlled the flow of tracer from a pressurised supply 
vessel to the apparatus. The timing unit was so wired that 
the electrical signal which operated the solenoid valve also 
operated a relay which deflected one of ,the traces on the 
recorder. From this tracer the time at which the injection 
commenced could be located very accurately.
During the experimental runs,' care was always taken 
that the equation involving A® was satisfied. The tracer 
flow rate could be controlled either by varying the pressure 
or time of the opening of the solenoid valve.
- 57
5*3*3 Outlet Signal
The variation faith time of the relative tracer con­
centration in the fluid leaving the system is termed the 
outlet signal. The measurements of tracer concentration 
may be made on a sample portion of the fluid stream, as a 
representative of the total, or on the total fluid stream 
itself, internally or externally, continously or as discrete 
samples. For ease and rapidity of analysis, the light 
absorption property dependent upon tracer concentration 
was measured instead of the actual tracer concentration.
This was confirmed that a unique linear relationship exists 
between light absorption property and tracer concentration. 
The measurements are, therefore, a direct record of the 
outlet signal.
After a careful consideration of the possible ways of 
measuring the outlet signal, it was decided that the most 
efficient and accurate method would be to analyse the liquid 
contihuousij' for tracer, using an internal detector. As 
mentioned previously, a light absorption technique was 
adopted using the dye 'Nigrosine1 as the tracer material.
Figure 5*7 is a photograph of one form of the detector 
unit, it consisted essentially of two*water-tight rectangular 
prisms made from brass. One prism contained the photocell 
and the other, the light source. In one side of each prism
F ig .5.7 Dye Detection Unit
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was located a glass window, so arranged that when the 
detector unit was assembled, they faced each other. 
Corresponding portions of each window were ‘blacked out1 
leaving only a small portion of each window clear, or 
’active* for the light beam to pass through. The remainder 
of the cell consisted of a buffle to divert; part of the 
liquid stream into the defcfector cell, an underflow weir to 
convey the liquid past the active part of the photocell 
window, and an upright weir to ensure that the active part 
of the photocell window was always submerged.
The design of the detector unit was flexible, so that 
with slight modification it could be located either at the 
exit to the tray or at the exit of the downcomer. The 
detector unit was able to sample the liquid stream over 
the eentral nine inches of the twelve inches wide trafc used 
in the experiments.
The light source to activate the photocell was a 12 
volt, 21 watt bulb which was powered from a stabilised source. 
A Mullard 90 AV photocell was used in all the residence time 
experiments. The output of the photocell was balanced under 
the conditions of no dye in the outflowing liquid against a 
potentiometer fed by the same power supply. The balancing 
unit circuit is shown in Fig. 5.8A. Thecpower source for 
the photocell was two 90 volt batteries. However, the 
actual voltage to the photocell is controlled by the
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resistance R|f and is measured by the voltmeter V, The 
electrical circuit for photocell power supply and voltmeter 
is shown in Figure 5«8B.
The out of balance signal, which was thus a function 
of the obscuration of the dye, was taken through a high 
impedence valve voltmeter and displayed on a high speed 
visicroder ascillograph-recorder.
As the system was capable of detecting gas bubbles 
in the liquid stream as well as dye, it was necessary to 
incorporate a bubble filter in the design of the cell- 
The filter took the form of a fine metal gauze which 
prevented the majority of the entrained air while at the 
same time allowing free passage of liquid into the cell,.
5.^.0 VISICORDER OSCILLOGRAPH
This was a Honeywell Model 1?06 visicorder, and is a 
direct recording oscillograph designed to record up to six 
channels of data simultaneously. The recording frequency 
was up to 5,000 cycles, with a power requirement from 105- 
120 volts, AC, 50 or 60 cycles or 210-250 V, AC, 50 or 60 
cycles. (Approximately 530 watts)
The visicorder uses a high-intensity, ultra-violet 
light source to record on a paper sensitive to ultra-violet
light. A high pressure mercury vapour lamp produces the 
ultra-violet light that is reflected from the galvanometer 
mirrors through a precision optical system onto the recorder 
paper.
The recorder is capable of marking the paper sensitive 
to ultra-violet light at the intervals of either 0.1 second 
or one second, along with recording the readings. The 
recorder has eight different paper speeds, i.e, 6, 12, 25 9 
50, 100, 200, ^00 and 800 mm/sec.
5.^*1 Optical System
The galvanometer optical layout, Figure 5*9» shows 
the path of light from the mercury vapour recording lamp 
to the recording plane. High intensity ultra-violet light 
emitted from the recording lamp (l) was concentrated by 
the collector lens (2) and directed to the galvanometer (3) 
and timer unit (^ ). The light entered the galvanometer lens 
and was reflected from the galvanometer mirror back through 
the aperture in the intensity control (5) to the condenser 
lens (6). The condenser lens brings the light into sharp 
focus on the recording paper. A viewing mirror (7) was 
mounted so that the operator could see the recording in 
process through the protective amber viewing screen (8).
A scale (9) was placed parallel to the drive roller so that 
its image also appears on the viewing mirror coincident
®  A C T IV E  G A L V A N O M E T E R  M IR R O R S
ALSO STATIC REFERENCE TRACE
TIMER UNIT MIRRORS ®  AMBER SCREENLAMP
©  VIEV KG MIRROR
©  CONDENSER LENS,
©  INTENSITY CONTROL
RECORDING PAPER
®  SCALE
©  COLLECTOR LENS ®  U.V. RECORDING LAMP
©  CONDENSER LENS©  COLLECTOR LENSSTATIC REFERENCE 
TRACE POSITIONS
RECORDING PAPER
®  U.V. RECORDING LAMP
©  TIMER UNIT
(3 )  ACTIVE GALVANOMETERS
Fig. 5 - 9  Optical System
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with the recording spots.
High intensity, ultra-violet light emitted from the 
recording lamp (l) was reflected by a small mirror mounted 
on the timer relay arm back through the aperture in the 
intensity control (5) to the condenser lens (6). When the 
timer relays was energized, the mirror reflected a record­
ing spot on to the left hand edge of the recording paper.
This recorded a time line on the paper.
5A.2 Abstraction of Results from the Visicorder Traces
Residence time traces produced on the ultra-violet 
chart recorder werequantised digitaly as follows.
A potentiometer constructed on a flat perspex base and 
consisting of a length of resistance wire stretched between 
two terminals, was connected to a stabilised voltage supply 
via a low resistance potential divider, which was used to 
adjust the voltage across it.
Having set this voltage to a value convenient to the 
digital voltmeter in use, the residence time traces on the 
ultra-violet sensitive paper were placed under the resistance 
wire on the flat perspex. The ultra-violet sensitive paper 
containing the residence time traces was advanced by fixed 
distances, equal to the time interval marked on the paper edge. 
Figure (5.10).
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At each position on the residence time curve, a probe 
connected to the digital voltmeter and also to the lower 
terminal of the potentiometer, was placed on the resistance 
wire at its point of .intersection with the residence time 
traces and the digital voltmeter triggered by means of a 
double action foot switch.
The voltmeter having been connected to a data punch, 
produced a paper tape punched with a digital record of the 
residence time traces ordinates at each position
A computer programme was written such that the first 
sampled value on the tape, which was that of the base line 
of the residence time curve, was subtracted from all the 
subsequent readings taken on that curve.
5.5.0 MASS TRANSFER EQUIPMENT
The mass transfer equipment can be considered under the 
following headings.
i) Equipment used fdr Og desorption,
ii) Equipment used for CO2 absorption.
5.5.1 Equipment Used for Og Desorption
The mass transfer in the column was studied by stripping 
of oxygen from oxygen rich solution of aqueous glycerol by 
bubbling air through the solution on the tray. The equip­
ment can be analysed under the following headings.
i) Injection of oxygen,
ii) Liquid sampling, 
ili) Oxygen concentration measurements.
5.5*2 In.iection of Oxygen
As oxygen is insoluble in aqueous glycerol solution, 
the major problem facing this study was to get sufficient 
oxygen dissolved before it reached the tray. Insufficient 
dissolved oxygen could lead to wrong conclusions so it was 
necessary to make sure that sufficient oxygen was dissolved 
before it reached the tray; thus a long contact time was 
desirable.
Oxygen was fed from a high pressure cylinder through 
a reducing valve and a rotameter to a porous ceramic diffuser 
which was located in the pipe line, between the tank and the 
pump. The diffuser gave an efficient dispersion of the 
oxygen bubbles within the liquid stream. To be on the 
safe side, it was then passed through a gear pump. Prom 
the pump, the liquid passed through 6 0ft 2inches diameter 
pipe, before it finally discharged into the open headed 
tank on top of the column. The open tank was fitted with 
a flow buffle and its function was to enable any undissolved 
oxygen bubble to disengage from the liquid. The oxygen inlet 
flow rate was kept Weil above the minimum limit.
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5-5*3 Liquid Sampling
An accurate knowledge of the oxygen concentration at 
the tray inlet and outlet, and at the outlet of the top 
downcoraer, was required. The particular technique used 
for continuous analysis of oxygen at three points required 
clear liquid samples. The position was further complicated 
by the fact that the pressure on the tray was below atmos­
pheric, thus liquid samples would not flow under the force 
of gravity.
The aerated liquid samples were continuously withdrawn 
from the points under investigation from the tray, through 
bubble separators which were maintained under a slight 
vacuum. Then liquid samples were passed through a cooler 
battery which was maintained at a temperature of 3°C ” 9*1°C 
less than the column operating temperature. After that, the 
clear liquid samples flowed via oxygen detecting cells 
(which were kept at consta± temperature ) and fehrough rota­
meters to large reservoirs which were interconnected and 
were maintained under slight vacuum. The disengaged air 
lines also led directly to the same reservoirs. The sampling 
system is shown diagramatlcally in Figure $.10.
Restriction valves were located in each of the flow 
lines. Careful control of these valves enabled the clear 
liquid level in the separators to be maintained at the three
-  71 -
Fig.5.12A Oxygen Detection Cell
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quarter, and control of the vacuum in the reservoirs was 
also achieved with the help of these valves.
5*5.^ Measurement of O2 Concentration
Oxygen detecting cells were used to.measure the con­
centration of oxygen in the liquid phase. These cells were 
developed by Cambridge Instruments Ltd. A photograph of 
one of the oxygen detection unit is shown in Figure 5.
A cell which consisted essentially of a pair of silver and 
gold electrodes between which the fluid to be tested passed, 
was activated by a 1.5 volt battery. The electrical current 
passing through the oxygen cell was found to be directly 
proportional to the oxygen concentration of the fluid passing 
through the cell. The potential across the resistances in 
series with the cells which results from the flow of current, 
was fed via variable resistance to a multipoint strip recorder. 
The cells were kept in a constant temperature perspex box.
The electrical circuit for the oxygen cell is shown in Figure 
5.12B.
5,6.° EQUIPMENT USED FOR CO2 ABSORPTION SYSTEM
The quality of information obtained from the.sieve 
tray apparatus was almost limited by the frequency, speed 
and accuracy with which the analysis of the gas and. liquid 
samples could be made. Therefore, special attention was
paid in selecting and designing the required equipment. 
The concerned equipment can be analysed under the following 
headings.
i) Injection of CO2.
ii) Gas ampling.
iii) Measurements of COg concentration.
$.6.1 Carbon Dioxide Injection
To minimise the concentration gradient in the gas 
stream, it was necessary that CO^ should be perfectly 
mixed with the air stream, thus a fegular flow of COg gas 
was desirable. At a high flow rate of CO2 the nozzle 
becomes blocked due to a throttling effect. To overcome 
this difficutly, two cylinders of CO2 gas were used in 
series and the nozzle was heated with heating coils. Further 
CC>2 gas was passed through the copper coils submerged in 
water bath at room temperature, in order to evaporate any 
dry ice still in the gas line. After this, CO2 gas entered 
the suction side of the fan via a pressure stabilizer tank 
and a rotameter. The flow to the rotameter was controlled 
by a fine thread needle valve. The CO2 gas was injected to 
the suction side of the fan in order to promote the mixing 
of the gas before it entered the column.
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5 +& •2 Gas Sampling
Careful thought was given to design the gas sampling 
technique. One of the requirements if the gas was to be 
analysed by the infra-red technique analysis, was that the 
gas sample must be.dry* The portion was very complicated 
because of excessive entrainment of the liquid from the tray 
underneath. A special drop separator cell was designed to 
overcome this difficulty. It consisted of a small cylinder 
with a conical open bottom. A copper tube was inserted at 
the centre with l/32nd inch holes in it. The empty space 
was filled with stainless steel wool. The cylinder also 
had l/32nd of inch holes at the top to suck the gas in, and 
separated drops were discharged at the bottom. Then the 
gas samples were taken into another drop separator, from 
where it led to a cooler in which water was circulated at 
the temperature 5°C less than the room tdmperature.
Condensed water drops were again separated into another 
separator from where the sample passed fehrough the vacuum 
pump to a rotameter (1). Part of the gas was passed throhgh 
a U-tube filled with self-indicating silica gel* This 
removed the last traces of moisture. After this, the gas 
sample was taken to an infra-red gas analyser, through a 
rotameter, at the rate of AO l/hour. The amount of CO2 
present in the sample was directly recorded on a multi 
point strip recorder.
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All the tubings were kept at 1 to 9 inch of slope.
The sampling line from column to gas pump was tested under 
7 inches of gauge pressure (mercury) and was found to be 
air tight. Continuous purging of the analyser with N2 gas 
was carried out during the experimental run to avoid any 
possible error. Two such streams for sampling were designed; 
one before the experimental tray, the second affrer the tray. 
One such stream is shown in the diagram (5*13).
5.6.3 Measurement of CO2 Concentration
There are four principle means for analysing CO2 in the
air.
i) Chemically, e.g. the Winkler technique, or gravi­
metric absorption in concentrated 
caustic potash solution,
ii) Volumtrically, e.g. the Orsat or Haldane method,
iii) Physically, e.g. gas chromatography, Polarography,
Interferometri cally, Gravimetri cally, 
Conductiontrically, Mass spectroseopy, 
Colourometrically and the p'H method,
iv) Infra-red absorption technique.
Any of the above mentioned methods can be used.
Accuracy of the various methods varies and some are very 
sensitive to impurities in the sample, i.e. gas chromatography.
When the concentration of CO^ less than 1% by volume, the 
accuracy of most of the methods rapidly fall off, i.e.
Haldane’s method.
In the present study a direct and highly accurate method 
of analysis was more desirable in order to get very accurate 
carbonate dioxide absorption rates. After a careful study of 
all these methods it was decided to analyse the COg-air mixture 
by infra-red absorption technique. It is a direct and contin­
uous method and also made it possible to keep the inlet con­
centration of CO^ to tray constant, and to analyse the gas 
sample before the tray and aftor the experimental tray instantly 
and continuously. The amount of carbon dioxide present in the 
sample was directly recorded on the multi-needle recorder.
The infra-red gas analyser used in this work was 
‘Infrayt III1 developed by GEC-ELLIOTT PROCESS INSTRUMENTS LTD. 
The error of the Infrayt III is specified not to excedd + 2.5$ 
of the full scale. This error consisted of a) voltage, b) 
frequency, c) temperature, d) and barometric error of the 
instrument. Use of thermostat inside the instrument eliminates 
the temperature error. The recorder has dynamic response, 
dead time of approximately one second, It has two measuring 
ranges 1) from 0-2$ by volume and 2) from 0-15$ by volume.
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5*7*0 Measuring Principle of Infra-red Recorder.. - '
The operation of the Infralyt analyser is based on the 
absorption of infra-red radiation. It is a very accurate 
method of measuring the CO2 in air and can measure up to 
lOOp.p.m. The required specific indication is achieved by 
using a selective radiation receiver. The heat radiation 
is emitted by two chromenickle filaments heated to red heat 
(700°C) and connected into two beams by the parabolic mirrors 
(1) and (7). These beams pass through a Measuring cell (8) and a 
comparison cell (3) to the radiation receiver (5)* ^he 
comparison cell (3) contains a gas which does not absorb 
the infra-red dadiation, (N2)
The test gas mixture to be analysed passes through the 
measuring cell (8). If the test gas exhibits the property 
of absorbing infra-red radiation, the two radiation beams 
emerging from the two cells, differ in intensity in the 
appropriate wavelength range. The principle of selective 
measurement in this instrument consists of measuring the 
intensity difference of the infra-red radiation by using as 
radiation receiver, a sealed volume of actual gas to be 
measured.
The radiation receiver consists of two chambers (k) and 
(9)9 which are sealed off from the tutside by windows.trans­
parent to infra-red radiation, and which are separated by a
- 81 -
diaphragm condenser. This diaphragm condenser consists of 
a thin metal foil (10), mounted under tension at a distance 
of a few hundredths of a millimeter from a carefully in­
sulated metal plate (6). Now, if the test gas contains some 
of the receiver gas, the resulting difference in the radiation 
produced a selective pressure and temperature difference 
between the two chambers of the receiver, which gives rise 
to a change in capacity. A rotating chopper (2) interrupts 
the two beams periodically in synchronism. The interruption 
takes place 6.25 times/sec. This measure includes the slow 
and non-selective heating of the cell walls so that only 
the temperature rise of the gas is measured. The resulting 
periodic variation in capacity is converted into an A.C. 
voltage charge. The low level A.C. voltage output now 
available at the radiation receiver, is amplified in a 
valv.e amplifier (11), rectified and then fed to indicating 
or recording instrument (12). A flow diagram is shown in 
Figure 5*1^
CHAPTER S IX
DETAILS OF EXPERIMENTAL PROCEDURE
Details of experimental procedures are best outlined 
by subdividing the discussion into the four major phases of 
the work.
Preliminary calibration of the various instruments 
were carried out according to the standard procedures and 
are given in appendix A3.
6.1 Procedure For the Hydrodynamic Study.
The fan was first switched on and air circulated 
through the column before any liquid was pump&d into the 
column. Due to the work done by the pump and the fan, the 
temperature of the liquid and air rose rapidly at first. 
However, the rate of increase tailed off until eventually 
the temperature within the column remained sensibly constant
All air bubbles within the tubes were carefully 
removed before the dynamic head and pressure drop measure­
ments were taken. Correction for the surface tension effect 
in the single arm manometers used in the dynamic head 
measurement was made directly. A mean of the readings was 
used for calculation and correlation purposes.
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6.2 Prodedure for the Liquid Phase Residence Time Study.
The air and liquid rates were set at the required values 
for a sufficient length of time, to ensure steady state 
conditions within the c olumn.
For each set of conditions investigated, the optimum 
size of the tracer pulse was obtained by adjusting the 
air pressure within the tracer holding vessel. For all 
conditions, a pulse of 0.1 second was employed* Care was 
taken that the injection pulse did not cause the detector
to operate outside the range of linear response.
During this section of the work, a dye build-up occurred 
in the liquid in the holding tank, and so contaminated liquid
was continually run to waste and fresh water was added to the
tank. A photocell and light were arranged so that a constant 
check could be maintained on the dye concentration in the 
liquid entering the column.
For each set of operating conditions the response to 
three separate injections was determined and a mean value 
used in the calculations. Care was taken that the concentration 
of dye in the inlet liquid remained constant between the 
time of injection and the cut-off point. In this manner 
the liquid phase residence time distribution function was 
investigated as a function of liquid flow rate, air flow
rate and weir height.
6*3 Procedure For the Plate Efficiency Study
The experiments were conducted with O2 aquenus glycerol 
air (C>2 desorption) and C02-air-water (CO2 absorption) 
systems.
: In these runs, many of the preliminary adjustments
were similar to those previously described. The liquid 
and air flow rates were set as^before. In O2 desorption 
runs, the liquid and the air flow were recirculated. The 
apparatus was allowed to run sufficiently long time to 
attain steady state conditions. The temperatures of the 
liquid and the air were measured at inlet and outlet, with 
mercury thermometers. The liquid temperature was controlled 
to 25°C - 0«5°C with the help of a precooler, which was 
installed in the liquid feed line.
The liquid samples were withdrawn at the tray inlet, 
outlet and downcomer outlet,, continuously, at the rate of 
lOOc.c./min. These samples were taken to the oxygen 
detecting cells via bubble separators and cooler batteries 
maintained at 3°C ^ 0.1°C less than column operating 
temperature. The O2 detecting cells themselves were enclosed 
in a perspex box kept at a constant temperature. When the 
three cells indicated the same O2 concentration in all the
three samples taken at tray inlet, outlet and downcomer 
outlet, this value was noted and O2 from a high pressure 
cylinder was injected into the liquid feed line at a pre­
determined rate. The O2 concentration in the liquid 
samples was analysed instantaneously and continuously by 
O2 detecting cells and was recorded on a multi-needle 
recorder. When the O2 concentration in a liquid sample 
remained constant for some time, it was thought that the 
steady state conditions have bden established in the column.
The O2 concentration values were noted at points under 
investigation. The flow rates were readjusted for different 
operating conditions. The recirculating air getting richer 
with C>2 was diluted periodically with fresh air.
In the case of CO^ absorption runs, partially recirculated 
and partially fresh water was supplied to the tray. The 
fresh water was injected after the liquid pump. The balance 
was obtained between the supply of fresh water and the 
water to the drain from the main holding tank.
co2 was injected on the suction side of the fan. The 
fan acts as a mixer and CO2 was assumed to be completely 
mixed with the air stream as it came out of the fan. The 
inlet concentration of C02 to tray was kept constant and 
was checked constantly with the help of the infra-red gas 
analyser. After a little practice, it was possible feo keep 
the CO2 concentration constant in the air stream very accurately.
■t  8 6  . -
Inlet and outlet temperature of the air was measured. The 
true dry bulb temperature of the gas stream leaving the 
plate was complicated by the presence of entrained water 
droplets. The technique used by Harris and Roper (1962) 
to measure the dry bulls temperature was adopted in the 
present investigation; This technique was- f.ound* to be quite 
satisfactory. The temperatures of the froth were measured 
at three points, i.e. inlet weir, centre and outlet weir.
It was observed that the solubility of COg in tap 
water was slightly different from that reported in the 
literature for pure water, as shown later. Therefore, it 
was decided to cfotain the solubility data experimentally 
from the column for tap water. Thus, a stream of gas. of 
given compofeition from the column was taken and bubbled 
through a flash containing tap water, for at least 45 
minutes. Porter et al (1966). The temperature and pressure 
inside the flash were noted. The gas stream from the flash 
was discharged to the suction side of the fan. W-hile drain­
ing the liquid from the flash, particular oare was taken to 
minimise the changes in pressure and temperature. The 
calculated values were corrected to tray conditions, i/e. 
temperature and pressure.
After the apparatus had reached the steady state 
conditions, the sampling lines were flushed for some time 
before the samples were collected. Liquid samples were
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kept in a water both maintained at constant temperature and 
were analysed later. The gas samples were analysed contin­
uously with infra-red gas analyser.
Further runs were made by changing the flow rates and 
gas composition in air to the proper values.
6,k Procedure for CO2 -NaOH Absorption Study
In these runs, many of the preliminary adjustments 
were similar to those described under plate efficiency 
heading. The liquid and air-gas mixtures flow rates were 
set as before. The inlet concentration of C02 the tray 
in the air stream was also kept constant, and--was never 
allowed to exceed more than 1% by volume in air. The 
temperature of the froth was measured with thermocuples 
at the tray inlet, centre,tray outlet and downcomer outlet. 
Air stream temperatures were measured with mercury thermo­
meters. The temperatures were kept constant with the help 
of a precooler fitted in the liquid feed line before the 
rotameter.
As high flow rates of C02 were required to keep the 
inflow pressure of CO2 constant and to avoid any dry-ice 
formation due to throttling effect, two CO2 cylinders were 
used in series and were fitted with heating coils. C02 
flowed to a one foot diameter cylinder 'pressure stabilizer1
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and then through a water lank at room temperature* This 
arrangement gave a regular.flow of CO2 to. a.rotameter 
which was controlled by a Very fine needle valve.
The sampling lines were flushed from some time before 
the samples were withdrawn. The.flashs were also flushed 
with N2 gas to expel all the air, before the liquid samples 
were taken from the tray inlet and outlet. Care was taken 
to withdraw the samples in the shortest possible time, but 
it was also kept in mind that it should not disturb the 
flow conditions on the tray. A bulk quantity of solution.- 
was taken (6001) each time, in order to minimise the effects 
of the changing background of the solution in the feed line,
A stirrer was used to keep the solution at uniform composition.
Gas samples were taken continuously and were analysed 
on the spot with the help of infra-red analyser, which was. 
calibrated against the special gas mixture of CO2-N2 viz.,
1% and 10%> C02 by volume supplied by the British Oxygen 
Co. Ltd. Gas phase analysis co#ld not be truest 3d confidently 
because the change in the gas phase composition across the 
tray was very small. Hence a very small error in the value 
of either inlet gas composition or in the outlet gas comp­
osition would produce a very large error in the calculated 
CO2 absorption rate. Therefore, the only reliable method 
available for calculating the rate of CO2 absorption was to 
use the rate of depletion of NaOH solution. Practieally, no
89
difficulty was encountered in obtaining and analysing the 
NaOH samples. An automatic titrator manufactured by 
Radiometer of Copenhagen was used for analysing the NaOH 
solutiom samples. The titrator has an accuracy of ,0k% of 
total voluipe.
A comparison of gas analysis by infra-red gas analyser 
and liquid analysis by automatic titrator agree within 5$ 
of each other.
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CHAPTER SEVEN
EXPERIMENTAL RESULTS AND DICUSSION
7.0 HYDRODYNAMIC STUDIES OF SIEVE TRAY
7.1 Trav Pressure Drop
An accurate prediction of the pressure drop across a 
perforated tray is necessary since it affects both tray 
capacity and stability. Considerable work has been done 
on this topic, and it is generally accepted that the total 
pressure drop increases with increase in gas and liquid 
flow rates.
The pressure drop on the tray is the sum of the 
resistance of the tray, the resistance of the laye& of 
liquid on the tray and the pressure loss connected wPth 
the formation of bubbles, and can ba expressed as:-
hp = hpp + hp + hr 7*1
where hp is total pressure d£op, hj)p dry plate pressure drop, 
hp pressure drop due to th& static head of the liquid and hr 
is the residual pressure drop, all in inches of water.
Earlier workers, Mayfield et al (1952), Arnold et al
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(1952) and Hunt et al (1955)s obtained series of smooth 
curves as a result of plotting their total pressure drop 
data as a function of vapour rate in ftVmin., square of 
the hole velocity and also square of the hole velocity 
respectively. Inspection of Figure 7.1 which is a plot of 
total pressure drop against F^-Factor for the present study 
reveals that the pressure drop increases with increase in 
gas and liquid flow rates. The same information is obtained 
from Figure 7.2. The fall off of the curves at low liquid 
flow rate (approximately up to 15 G.P.M.), is due to jetting 
of the gas in the oscillating mass of the aerated liquid.
Another conclusion that csan be drawn from these 
figures (7.1 and 7.2), is that the total pressure drop is 
independent of the physical properties of the system.
More recently, Lemieux and Scotti (19^9), while working 
on 0.5 and 1.0 inch hole diameter sieve trays, have shown 
that for 0.5 inch holes, the total pressure drop increased 
with increasing gas and liquid flow rates. For one inch 
holes, the total pressure drop is only a function of vapour 
rate, and is independent of the liquid flow rate .
Campbell (1965) has reported that his experimental 
data of total pressure .drop taken on a 2> x I1 rectangular- 
sieve tray for 4th inch hole diameter and 3" weir height can 
be predicted by the following equation.
- 9^ -
hgi = 1.32Fa2 + 0.0218L + 0.62W + hr 7.2
He has taken hr equal to 0.2 inches of liquid as suggested
c
by Mayfield et al and Hunt et al. The same value was taken 
for the present study.
For the three inch weir and 3/8th inch hole diameter 
used in the present pressure drop study, the experimental 
data was coi^ related by making use of regression analysis.
The best fit to the experimental data was found to be:-
hT = 0.3378Fa2 + O.O3O5L + 0.699W + hr 7.3
Equation 7.3 predicts an increase in total pressure drop 
with increase in gas flow rate , liquid flow rate and weir
height. Similar types of equations have also been reported
by Thomas and Campbell (1967)9 Harris and Roper (1962) with 
different values of eoefficients in each case (table 7.1).
7.2 Froth Height
The term ’froth height’ used is the height above the 
tray floor of the horizontal plane which separates the aerated 
gas and liquid mass on the tray and the gas phase above it.
The froth height values at three points were determined by 
visual observations through a large perspex window. The 
points were at the centre,inlet and outlet weirs. The
- 95-
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exact location of the boundary between the aerated liquid 
phase and the gas phase was by no means clearly defined.
The situation was further complicated by the fact that the 
whole of the aerated mass on the tray was oscillating 
vigorously. Therefore, the accuracy of the observations 
was limited to £ 0.5 inches. The froth height varied along 
the length of the tray being minimum at the inlet and outlet 
weirs, and maximum at the tray centre. It was decided to 
consider the worst case, i.e. froth height at the tray centre.
Froth height was studied as a function of vapour and 
liquid flow rates and physical properties of the system.
Figure 7.3 and 7.4 show that the froth height at tray 
centre increases linearly with increasing gas flow rate 
and liquid flow rate.
Several equations have been suggested, Thomas and 
Campbell (1967), Finch and Winkle (1964), Barker and self 
(1962) and Harris and Roper (1962), for estimating the 
froth height on sieve trays for different systems. All 
these equations are of the form proposed in the A.I.Ch.E. 
final report (1958), on distillation with different values 
of constants. A summary of the equations suggested by the 
above authors is given in table 7.1. equation is
Zf = ai^A + b^L + cxW 7.4
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where aj_, and ci are constants and Zf froth height in
inches. Rest of the symbols carry the usual meanings. The
equation 7.^ is found to fit the experimental data for both
4*the systems with an accuracy of - 0.4 inches. For aqueous 
glycerol system the equation is
Zf = 3.235 F; + 0.081 L + 0.205 W 7.5
and for 1 - N NagCO^system
Zf = 3.32 Fa + 0.088 L + QAjk W 7.6
Equations 7.5 and 7.6 predict an increase in froth height, 
with increasing gas and Uquid flow rates and.weir height, 
which is in agreement with the above autnors, and also with 
Lemieux and Scotti (1969) and Porter et al (1966).
Eduljee (1966) also suggested an equation for 
calculating the froth height on distillation trays. His 
equation also predicts an increase in froth height with 
increasing gas and liquid flow rates. The equation is:-
Zf = 2.2 + h0 + O.67 (Pa)2 7.7
and Fa = VB (du)^
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where h = clear liquid height on the tray inches, 
c
V = vapour velocity in bubbling area ft/sec.B
d = Density of vapours lb/ft3.
u
A close inspection of figures ?.3 and 7.4 reveals that 
the froth height is also a function of the-Physical properties 
of the system. For a given gas flow rate, liquid flow rate 
and weir height, the froth height increases strongly with 
decreasing surface tension and viscosity. This phenomena 
is explained by De Goederen (1965) who also found that 
the froth height increases strongly with decreasing viscosity, 
but is slightly dependent on surface tension. De Goederen 
explained that the liquid viscosity effects the recirculating 
velocity of the liquid from the froth to the tray and thus 
the supply of new liquid to the orifice. Therefore, the 
film between the bubbles becomes thinner and results in 
the gas dispersion height per unit volume becoming lower 
when the liquid viscosity is higher. The dependence of the 
froth height on physical properties of the liquid is also 
reported by Rodinov (1965). Rodinov has shown that the 
gas hold-up is inversely proportional to the 0.045th 
power of the viscosity (^9*^45) an& 0.16th power of the
surface tension ("9/ ).
0
Thomas and Shah (1964) have also reported that the 
froth height increases with decreasing surface tension 
while investigating the sieve tray and downcomer hydraulic 
behaviour.
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Mersmann (1962), Barker and Choudhury (1959) and 
Mukhlenov (1958)> have also reported an increase in the 
froth height with decreasing liquid viscosity.
The cnnclusion drawn, that the froth height is a 
function of the physical properties of the system is also 
supported by the work of Gardner and McLean (1969), Haselden 
and Thorogood (1964) and Zuiderweg and Marmens (1958)-
7.2.1 Metal Framework
A special set of experiments were planned in which a 
metal frame-work was introduced on to the tray. It was. 
felt that this may alter the behaviour of the frothing mass 
on the tray. This proved to be true.
A different structure of froth was observed when the 
metal framework was installed on the tray. The froth was 
approximately spread uniformly throughout the plate from 
the inlet to outlet weir. Jetting and oscillations were 
damped down, particularly at low liquid flow rates. (For 
experiment results see Table 15) The boundary of the 
aerated liquid with the air phase became more clear. The 
froth became less coarse, probably the air bubbles were 
broken down to smaller sizes by the metal framework. For 
the first time, some froth was also observed around the 
inlet downcomer.
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This change in froth structure and behaviour does 
contribute towards mass transfer as sh'own in Part Two.
7.3 LIQUID HOLH-UP ON TRAY
The knowledge of the liquid hold-up on the tray is 
important both from hydraulic and mass transfer considerations. 
A large liquid hold-up is beneficial from the mass transfer 
view, since it increases the contact time between the liquid 
and the vapour, which should result in a higher efficiency.
But a large liquid hold-up may have a detrimental effect 
from the hydraulic point of view, since it will cause a 
large pressure drop across the tray and may result in 
weeping or damping.
The amount of liquid on the operating tray was measured 
by nine manometers installed on the floor of the tray. The 
height indicated by these manometers is the height to which 
the foam would collapse if all the air were removed from it, 
and is called the clear liquid height. Since these mano­
meters have a single leg, they were corrected for surface 
tension effect. This hold-up may be called Dynamic Head 
because it is a measure of the total pressure on the tray floor. 
The dynamic head corrected for momentum head of the vapour
(Z =Z +Z )is known as static head, 
c D M
Like the froth height, the dynamic head profile varies 
from point to point on the tray, as shown in Figure 7.5s 'for
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a series of liquid flow rates. But there does exist a 
central zone in which the dynamic head remains reasonably 
constant, and accupies approximately two-thirds of the 
perforated area of the tray.
It has also been reported by Gardner and McLean (1969), 
Thomas and Campbell (1967)* Bernard et al (1964), Harris and 
Roper (1962), Prince (i960) and by A„I.Ch.E. final report (1958) 
that the average dynamic head increases with increasing 
liquid flow rate and weir height, but decreases with 
increasing vapour rate. This is in agreement with.the 
present work, Figure 7.6 and 7.7. On the contrary, Lemieux 
and Scotti (1969) have reported an increase in dynamic head 
with increasing vapour rate- .
Like froth height, several equations have been suggested, 
Thomas and Campbell (1967)9 Eduljee (1966), Finch and Winkle 
(1964), and Harris and Roper (1962), for estimating the 
static head, All these equations are again of the form 
presented in the A.I.Ch.E. final report (19§8). A summary 
of the equations suggested by the above authors is given in 
Table 7.1.
Zc = -alFA + blL + C1W + 7.8
The only difference between the equations suggested is that 
of constants aq, bq, cq and dq.
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The above equation 7.8 is also found to fit the 
present experimental data very closely, for both the 
systems investigated, For aqueous glycerol system the 
equation is
Z- = -0.458 F a + 0.023 L + 0.422 W + 1.22
7.9
with accuracy of t 0.068 inch and for IN Na2C0^-air system, 
the equation is
Zn = -0.54 Fa + 0.0175 L + 0.49 w + 1.54
7.10
and accuracy is ± 0.0 5 inches.
The equations 7.9 and 7.10 predict an increase in Zc 
value with increasing liquid flow rate and weir height, 
but a dregrease with increasing vapour flow rate .
The second conclusion that.can be drawn from a careful 
inspection of Figures 7.6 and 7.7 is that the average 
static head increases with decreasing liquid physical 
properties. This conclusion is supported by Barker and 
Choudhury (1959) for their work on bubble cap plate.
Rodionov et al (1970), while investigating the absorp­
tion of CO2 into water-glycerol solution of NaOH on grid tray 
found that the liquid hold-up is independent of liquid viscosity.
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The increase in liquid hold-up with decreasing physical 
properties could be explained that with decreasing viscosity, 
more liquid is supplied to the orifice, thus the liquid film 
between the bubbles becomes thicker, which results in an 
increase of liquid hold-up per unit volume of the froth. 
Further, as the froth height is increased with decreasing 
liquid viscosity and surface tension, more liquid is held- 
up by the increased froth height.
The liquid hold-up on the tray may also be obtained from 
the analysis of the componenets of the total pressure 
drop. This method gives a higher value of the clear liquid 
than the experimentally measured value.
The theoretical equation below, available for pre­
dicting the liquid holdrup which is used by some authors, 
does not give accurate values of the liquid hold-up. In 
fact a much higher value of static head is obtained by 
this equation, than any obtained experimentally.
Zc = W + Zow 7.11
where Zow is the liquid crest over the weir and may be 
calculated by the Francis Formula.
The author feels that equation 7.11 in its present 
form should not be used for design purposes.
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7.4 AERATION FACTOR AND FOAM DENSITY FACTOR
It is important, both from mass transfer and hydro­
dynamic considerations, to be able to predict the.effects 
of operational variables on the extent of frothing that 
will occur on a distillation tray. Two concepts are 
commonly in use which give a measure of the degree of 
frothing of the liquid. They are aeration factor and 
froth density factor.
The pressure drop across the aerated liquid on a tray 
is always lees than the clear liquid head which would result 
from the same liquid flow rate under identical conditions. 
Also, for a given clear liquid depth, the greater the degree 
of aeration, the smaller will be the resulting pressure 
drop. Thus, the ratio of the two heads is referred to as 
the aeration factor.
The height of clear liquid is used in conjunction with 
the foam height to describe the degree of aeration of the 
liquid on the tray. The ratio ^/Z^, is defined as the foam 
density, ($>), and is the cubic feet of unaerated liquid per 
cubic feet of foam.
Hutchinson et al (1949) and Eduljee (1964), using an 
idealised flow model, have derived the following useful 
theoretical relationship between aeration factor and foam
- 109
density factor.
|S = 1 (1 +4>) 7.12
2
which also gives the relation between the aeration factor 
IS, z0 and Zf. Equation 7.12 implies that the minimum 
value jg can have is 0.5.
The aeration factor as used by many workers, Mayfield 
et al (1952), Gilbert (1959) and Thomas and Shah (196*1-), is 
in fact the ratio of the depth of liquid after collapse of 
the foam to the depth which the liquid would attain when 
flowing across the tray at tie same flow rate in the absence 
of aeration. Thus. ^  is defined as:-
(i> _ _ £c 7.13
s ~ s
where S = calculated clear liquid seal S«=W+Zow 
W = weir height inches 
Zow = Liquid crest over the weir, inches
Mayfield et al (1952), Shah (1962) and Thomas and Shah (196*1-) 
obtained a value for the equivalent depth of clear liquid 
on the tray, by subtracting the dry pressure drop from the 
total pressure drop, where as Thomas and Campbell (1967) 
have made allowance for the additional pressure drop due
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to bubble formation.
An aeration factor {Mh) was computed from the following 
expression:-
(h) = hip - hj)p - hj» 7.14
J(W + Zow)
where h»p is the total pressure drop, hpjp is the dry pressure 
drop, and hr is the pressure drop, due to bubble formation, 
all .in inches of water.
Alternatively, an aeration factor can be calculated 
from the values of equivalent clear liquid head obtained 
from the dynamic head profile measurements, and is defined 
as
£(z) = z^ = Zp + zM 7.15
S w + Zow
where Z^ = Gas momentum head inches liquid 
ZD = Dynamic head, inches liquid
Values of f&(h) and (Mz) computed from equations 7.14 
and 7.15 are shown plotted as a function of liquid flow 
rate at various values of F - Factors in Figure 7.8 and 7.9 
for aqueous glycerol solution and IN Na2C0-^  solutions. It 
is clear that (h) is a function of gas flow rate and
liquid flow rate. The aeration factor $(h) was found to 
increase with increase in the liquid flow rate and gas flow 
rate, but is independent of the physical properties of the 
systems used.
Values of /5(z) are shown plotted as a function of 
liquid flow rate and gas flow rate and system’s physical 
properties in Figure 7.9. The values of ©(z) were found 
to increase with increase in the liquid flow rate, but to 
decrease with increasing gas flow rate. Over the range of 
air and liquid flow rates used in the experiments, variation 
of ft (z) was limited to the range 0.49 to 0.6.
The aeration factor as determined both from pressure 
drop measurements and dynamic head, was found to increase 
with increase in liquid flow rate. (h) also increases 
with gas flow rate , whereas /3(z) decreases with increasing 
gas flow rate. This is expected, since clear liquid also 
decreases with increasing gas flow rate . This result is in 
agreement with Thomas and Campbell (1967)S Shah (1962),
Prince (i960) and Gilbert (1959). The above authors reported 
a slight increase in (3 (h) with gas flow rate . Mayfield et 
al reported the opposite results.
An examination of the results shows that /3(h) is/independe­
nt of the physical properties of the systems. The most probable 
.reason is that for dilute solutions all the variables in Eq. 
7.14 are also independent of the physical properties.
Butr/$(2) is a function of liquid physical properties, i.e. 
surface tension, viscosity and density. It increases with 
decreasing physical properties. The reason is that for the 
given conditions the liquid hold-up on the tray increases 
with decreasing physical properties.
The foam density factor is defined as the ratio of the 
volume of unaerated liquid in the foam per unit volume of the 
foam. At any point on the tray this definition may be re­
stated as the ratio of the equivalent head of clear liquid on 
the tray to the froth height.
are clear liquid head and froth height on the tray respectively.
The equivalent clear liquid on the tray was evaluated by 
dynamic head profile measurements. This method is preferred
Therefore, 7.16
where is the foam density and is dimensionless; Z and 
because more accurate values of clear liquid are obtained than 
by the pressure drop method.
The foam density factor obtained from the dynamic head 
profile measurements is defined asr
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The foam density factor^,is shown plotted in Figure 7.10 
as a function of liquid flow rate , at various values of 
F^-Factor for both the systems investigated. An inspection 
of Figure 7.10 reveals that the foam density factor decreases 
with increase in gas flow rate . This is in agreement with 
earlier workers, Thomas and Campbell (1967)* Thomas (196*0, 
Gilbert (1959) and Foss and Gerster (1956). Porter and 
Wong (1969) have reported that at transition region from 
cellular foam to froth, <£ is independent of gas flow rate 
and hole diameter. The decrease in the foam density factor 
with increasing gas flow rate observed in the present work 
is due to the fact that there is an appreciable increase in 
the froth volume on the tray for a given increase in the 
gas flow rate, the corresponding increase in the clear 
liquid hold-up is negligible.
The foam density factor^^is independent of the liquid 
flow rate , and the physical properties of the system,
Figure 7.10. The possible explanation could be that for 
the given gas flow rate, the increase in the froth height 
is compensated for by the corresponding increase in the 
liquid hold-up for each set of operating conditions.
This result is in agreement with Thomas and Campbell (1967). 
Workman and Calvert (1966) while studying mass transfer in 
supported froth on sieve tray, have reported that the froth 
density is independent of liquid and gas flow rates. The 
range of foam density factor* obtained over the range studied
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was 0.23 - 0*30. This is in agreement with the results of
Porter and Wong (1969) and Thomas and Campbell (1967).
Their values of lie between 0.2 to 0.3 Burgess and
Robinson (1969) have reported that their value of chile
1
between 0.1 and 0.25 and is independent of plate free area.
The present value of is in good agreement with the above 
authors.
Using the relationship of Hutchinson (19^ 9) given 
below, the equivalent range of aeration factor may be deduced
1 (1 +$) 7.12
2
The nnge of aeration factor obtained is 0.6l - 0.635*
The actual range of aeration factor encountered over the 
same range of operating conditions was 0.5 to O.65. Therefore, 
it is concluded that the equation 7-12 gives reasonable agree­
ment between predicted and experimental values, and can be 
used for design purposes.
7.5 HYDRODYNAMIC STUDY OF DOWNCOMER
7*5*1 Broth Height
The froth formed in the downcomer is much more stable 
than the froth on the plate, and the dividing line between 
froth and gas is much more distinct. The froth height was
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measured visually with the aid of a scale fixed vertically 
to the perspex downcomer. The values recorded for froth 
height are times averaged and are approximate.
The height of the froth in the downcomer is affected 
by liquid and air rates and the physical properties of the 
liquid.
At very low liquid flow rate , the condition of the 
fluid in the downcomer, passes from clear liquid at the 
bottom, through aerated liquid to froth at the top. The 
line of demarcation between clear and aerated liquid is 
fairly sharp. As the liquid rate is increased, more froth 
passes over the weir from the plate and more froth is 
generated due to cascade in the downcomer liquid pool. These 
effects produce an initial increase in the height of the 
froth, but ultimately the rate of increase tails off. At 
high liquid flow, the froth height remains sensibly constant. 
Such behaviour of the froth is shown in Figure 7.11.
As the liquid flow rate increases, more froth is 
generated on the tray and ultimately passes over the outflow 
weir into the downcomer; also more froth will be generated 
in the downcomer due to the increased waterfall effect of 
the falling liquid. The total pressure drop across the 
tray increases with increase in the liquid flow rate, thus 
there will be a corresponding increase in liquid height in
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the downcomer to offset this increase in pressure drop*-'
These results would indicate a rise in froth height With 
increase in the liquid flaw rate.
However, the phenomena of constant froth height at 
high liquid flow rate has two causes;-
a) The impact of the descending liquid at the top of 
the downcomer disrupts the froth.
b) There is a definite and pronounced drag on the 
bubbles at the bottom of the downcomer, which 
carries them through to the plates below.
As shown in Figure 7.11* the froth height in the down­
comer increases uniformly with increase in gas rate. Greater 
frothing on the plate results in more froth passing directly 
into the downcomer; there is also an increase in back-up, 
due to a greater pressure drop of the plate. These results 
are in good agreement with those of Thomas and Campbell 
(1967) and Thomas and Shah (196A), particularly with the 
finding that the froth height in the downcomer is not a 
limiting factor for flooding. This work is at variance 
with results of many other workers, Leibson et al (1957)> 
Huang and Hudson (1958), Bolles (1956) sand Davis (1950), who 
are of the opinion that if the aerated liquid reached the 
top of the exit weir, the column will flood. The author is 
of the opinion that the head of the froth above the liquid
- 123 -
contributes very little to the hydrostatic head at the 
bottom of the downcomer. Accordingly, it is possible for 
the light froth to reach the weir while the lower dense 
fluid backs up to accomodate the increase in pressure drop 
occuring over the tray, without flooding. It is the clear 
liquid height in the downcomer which is more likely to be 
the deciding design factor rather than the froth height.
A comparison of the two systems studied, shows that 
higher froth height in the downcomer is obtained with IN 
solution of Na2C0  ^than aqueous glyerol solution-,. This 
phenomenon once again, can be explained by the fact that 
more froth is being generated on the tray and inside the 
downcomer itself with NagCO^ solutions, because of its 
lower viscosity and surface tension. Secondly, more froth 
is passing the outlet weir into the downcomer.
Higher froth height inside the downcomer and froth 
around the inlet downcomer was observed for the first time, 
when the metal framework was installed on the tray. This 
is due to the froth extending function of the rods in the 
metal framework, the froth being extended from inlet to 
outlet weir over the tray.
7.5*2 Clear Liquid Height
The equivalent clear liquid height or static head in
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the downcomer increases uniformly with increase in liquid 
and gas flow rates, Figure 7.12. This tendency is to be 
expected as an increase in pressure drop over the tray 
produces a greater liquid back-up in the downcomer. An 
increase in liquid rate also increases the liquid hold­
up on the tray, so increasing the volume of liquid in the 
downcomer.
An increase in the liquid hold-up with decreasing 
liquid viscosity and surface tension, was observed in the 
downcomer. This could be explained by the fact that with 
decreasing liquid, physical properties, the liquid hol3— up 
on the tray is also increased. Therefore, a greater liquid 
flow rate results from the outlet weir.
Assuming that the density of the gas is very much less 
than the density of the liquid, then the following equation 
can be used to calculated the clear liquid height in the 
donwcomer, Campbell (1965).
“ pdc + ^b * ^T - 7*18
J
L-q = clear liquid height in downcomer 
hrp = Total pressure drop across the tray 
hj) = Pressure build-up in downcomer 
L = Static liquid seal on the lower tray 
J = Specific gravity of liquid.
3?dc = Liquid pressure drop through clearance area 
between the downcomer and lower plate
To'test this relationship, values of P&c» , hrp, J 
and hp were all obtained experimentally. Figure 7.13 
shows the comparison of values of clear liquid height in 
the downcomer computed from the dquation (7-18). and those 
obtained experimentally. It can be seen that the agreement 
between calculated and experimental values is good. The 
liquid through over the weir is explained by Thomas and 
Campbell (1967) and Campbell (1965) in greater detail.
7.6 RESIDENCE TIME DISTRIBUTION STUDY
The residence time distribution functions were 
determined from the recorder chart traces by first 
averaging random concentration fluctuations in the three 
duplicate runs made at each condition. The three traces 
were then averaged at equally spaced intervals of time in 
the manner as explained earlier.
7.6.1 Tray Plus Downcomer System
The effect on the mean of the residence times distrib­
utions of varying the liquid rate from 8 G.P.M. to 45 G.P.M. 
is shown in Figure 7i14. The general shape of the curve is 
what one would, except for example, if the \olume of the 
system were to remain constant, at V say, then the curve 
would be a rectangular hyperbola v $ = V = constant.
However, for any of the given systems, the rate of decrease
in
LO
tS*
00
GO
in
co
in
o
min o lo
CM CM tt-
•o@s ©aisax ©©u©pis0 |^ we©j[$f
® o
CO
Li
qu
id
 
Fl
ow
 
R
at
e 
G.
P.
ftf
l.-
- 127 -
of the mean residence time with increase in the liquid flow 
rate is not quite as rapid as one would expect for a constant 
volume system, thus there is an indication that the volume of 
the system increases with increase in liquid flow rate.
The liquid hold-up in the combined tray and downcomer 
system may be obtained from equation 3.13* The equation is
V = v e
where V = The liquid hold-up, cubic feet.
v = The volumetric flow rate, cubic feet/sec.
6 = The mean residence time secs.
Figure 7.15 shows that for a given system the total 
liquid hold-up increases uniformly with increase in liquid 
flow rate. It is perhaps doubtful whether the hold-up can 
be equated directly to the actual volume of liquid in the 
system, but it is very closely related to it, thus one would 
expect that the volume of liquid in the system would be 
affected by the liquid flow rate in a similar manner.
No effect of gas flow rate on the liquid mean residence 
time for the combined system, i.e. tray plus downcomer, was 
observed over the narrow arrange of gas flow rate investigated. 
Figure 7.1^ . Thomas and Campbell (1967) also found that the 
liquid residence time is independent of the air flow rate ,
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They used large variations in air fiow rate .
7.6*2 Sieve Tray Alone
Investigation of the combined tray plus downcomei* system 
is vexy important because a distillation column is built-up 
of many of these ’units*. Such a complex system, however, 
is not easily analysed because the flow behaviour of the 
fluid in the downcomer is quite different to that on the 
tray. It was, therefore, decided to investigate the sieve 
tray as a separate system.
The effect of the liquid flow rate on the mean residence 
time of the liquid on the tray is shown in Figure 7.16. For 
a given weir height and F^ Factor, the effect of increasing 
the liquid flow rate results in a very rapid initial decrease 
in the mean residence time followed by a more gradual uni­
form decrease. As ocunrre&with the combined tray plus 
downcomer system, the rate of decrease of the mean residence 
time with increase in the liquid flow rate is less than 
would be expected for a constant volume system.
Another conclusion that can be drawn from Figure 7.16 
is that the mean residence time of the liquid phase is 
independent of the air flow rate , at least over the limited 
range investigated. The air flow rates used were between 
F. = 2*1 to 2.A3. From this result, it can be inferred that
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the volume of liquid contained on the tray is independent
of the gas flow rate. This is in spite of the fact that
the height of the aerated mass on the tray is increased
considerably with increase in the gas flow rate. It thus
appears that the fluid on the tray ’expands1 rather like a 
fluidised bed, and that the increase in volume is due to 
increase of the gas hold-up and not to any increase in 
liquid hold-up. This result is in agreement with Thomas 
and Campbell’s work (1967).
The effect of increasing the weir height of the tray 
on the mean residence time is also clearly shown in Figure 
7.16. For a given air flow rate there is a corresponding 
increase in the mean residence time of the liquid on the 
tray, as the weir height is increased. This is evident 
because for any given liquid and gas flow rates, the volume 
of the clear liquid on the tray will increase as a result 
of the increase in weir height.
A comparison of the present work with that of Thomas 
and Campbell (1967) is also made for tray alone, Figure 7.16, 
and for tray plus downcomer system, Figure 7.1A. In the 
present sbudy, the diameter of the perforation was three 
times larger and the percentage free area of the tray was 
twice as big as that used by Thomas and Campbell. Figure 
7.16 reveals that the mean residence time is a function of 
perforation hole diameter, and the percentage free area of
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of the tray, that is, the mean residence time increases 
with increasing perforation hole diameter, and percentage 
free area of the tray.
A similar conclusion also holds for the combined system, 
i.e. tray plus downcomer. (see Figure 7.1A)
7.7 EXTENT OF LIQUID MIXING .
The time based variance, or second moment about the 
mean, of the residence time distribution is defined by 
the following equation
and has units of (seconds) , whereas the dimensionless 
variance, (jT , is defined as
oa
2 (
CT - j (y-l) E(y) dw
o
7,19
2 2
The variance is a measure of the spread of the distribution 
about the mean and is thus a measure of the extent of the 
liquid mixing in a system.
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7.7.1 Sieve Tgav Plus Dowcomer
It is difficult to determine the best way of express­
ing the effect of variation in liquid flow mte on the 
variance of the residence time distribution. The position 
is further complicated by the fact that in a complex 
system such as the combined sieve tray plus downcomer, 
there appears to be two separate and distinct mixing 
regions, that is, the type of flow which will occur in the 
downcomer tvill be quite different from that which occurs 
on the tray.
2
The time based variance,^, is shown plotted in 
Figure 7.17, against the liquid flow rate for the combined 
system. As the liquid rate is increased from zero, the 
variance shows an initial rapid fall, then flattens out 
to give a smooth gradual decrease at high flow, rates. (Over 
22 gallons/minutej This result confirms the findings of 
Foss et a3- (1958), Gilbert (1959) and Thomas and Campbell 
(1967).
Both Foss et al and Gilbert, assume that the time 
based variance is a convenient concept for comparing the 
amount of mixing taking place in different systems. But 
Campbell (1965) and Thomas and Campbell (1967), have 
pointed out that this is not true, because the use of time 
based variance as suggested by Foss et al and Gilbert,
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assumes that the systems to be compared are of the same 
order of size and mixing character. While this may be 
true for sieve trays of moderate size, it is not possible 
to compare realistically a large system with a small
2
degree of mixing giving, say, a variance of 200 (secs.) with
2
a small well mixed system, having a variance of 20(sdcs.\
Therefore, for comparative purposes, the dimensionless 
variance is the most useful parameter and a plot of 
dimensionless variance against the liquid flow rate gives 
much more information. Such a plot is shown in Figure 7*18. 
It is clear from this plot that the variance is almost 
constant at low liquid flow rate, but decreases as the 
liqhid flow mte is increased. This result is again 
illustrated from Figure 7.19> which is a plot of dimension­
less variance against the mean residence time. The variance 
is seen to increase linearly from zero at zero flow rate, 
and then gradually tails off to an aproximately constant 
value. In the region of 0-12 secs., the dimensionless 
variance^' , is directly proportional to the mean residence 
time, or alternatively at high liquid flow rates the variance 
is inversely proportional to the liquid flow rate.
7.7.2 Sieve Tray Alone
2
Again the time based variance, , is shown plotted 
against the liquid flow rate in Figure 7.20 for the tray
340 -
300
260
CM
o 220
m
180
140
100
20
F IG .  7 .2 0  i
L iq u id  Flow R a t
T
R
A
Y
 
-O
N
LY
-139- f
©oyef^ e/^  ssefuoisuatuic]
-14o-
LO
CM
m
.o
CM
CM
CM in
o
in
o
itJ) 0 O U B | J S A  SS®gUOISU®UII£]
alone. It is clear from this Figure that the time based 
variance increases as the weir height is increased. Like 
the combined system, the variance shows an initial rapid 
fall, which tails off to give a more gradual decrease at 
flow rate higher than those observed for the combined 
system. This is in agreement with Campbell (1965^ls work.
As in the case of the tray plus downcomer system, 
the extent of liquid mixing is best characterised by the 
dimensionless variance of the residence time distribution.
Figures 7-21 and 7*22 show the dimensionless 
variance plotted against the liquid flow rate and the 
mean residence time, respectively. Like the combined 
system, at low liquid rates (high mean residence time) 
the variance approaches a constant value which decreases 
rapidly as the liquid rate is increased. The most probable 
reason for this result is that the liquid momentum is one 
of the fundamental factors in determining the degree of 
mixing. The greater the liquid momentum, then the greater 
will be the tendency for the liquid to remain in uniform 
motion across the tray and the more difficult it will be 
for any external force, such as the impact of gas from 
the perforations, to change the velocity vector of a given 
fluid element.
It is also quite clear from Figures 7.21 and 7*22 that
\
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the dimensionless variance (hence the extent of liquid 
mixing) on the 1ray is independent of the weir height.
This result is to be expected since a small increase in 
weir height does not alter the tray conditions significantly.
The effect ofgas flow rate on the extent of liquid 
mixing on the tray was also obtained by measuring the variance 
of the residence time distribution at two different gas 
flow rates over a series of liquid flow rates. It is 
clear from the results (Tables 16 and 17) that the variance, 
and thus the degree of liquid mixing, is independent of 
gas flow rate over the narrow range investigated. This 
result is in agreement with earlier workers, Foss et al 
(1958), Gilbert (1959) and Campbell (1965).-
2
The dependence of the dimensionless variance, (f , 
on the perforation hole diameter, and the percentage free 
area of the tray, is also whown in Fighres 7.19 and 7.22, 
for the combined tray plus downcomer, and for the tray 
alone, respectively. The present data is compared with 
that of Thomas and Campbell^ data for both the systems.
Thomas and Campbell^ data was taken for l/8th inch hole 
diamtef, and 5.0$ free area of the tray, whereas the present 
data was taken for 3/8th inch hole diameter, and 10.8$ free 
area of the tray. The variance is found to be strongly 
dependent on the above mentioned variables, i.e. the 
variance increases strongly with increasing hole diameter
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and the % free area of the tray.
Particular importance may be attached to Figures 
7.18, 7* 19s 7.21 and 7.22, because each implies that over 
the high liquid flow rates employed in industry, there is 
a linear relationship between the extent of liquid mixing 
and the mean residence time. Also, that as the mean 
residence time tends to zero, so the variance also tends 
to zero. Thus, as the liquid rate increases, the type of 
flow occurring in the system tends towards plug flow.
It is also possible to characterise the degree of 
liquid mixing by the use of the eddy-diffusion concept. 
There are several methods by which the eddy-diffusion 
co-efficient may be measured for a given system. One such 
method involves the use of the following equation developed 
by Thomas and Campbell (1967).
2.D,fc 7.21
E
2
Z
L
2
where {T~ = The dimensionless variance.
0 = The mean, residence time, secs
Z A length factor of the system, ft.
2
An eddy-diffusion coefficient, ft /sec
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Equation 7.21 predicts that for a constant value of D
2 E
and Z , the variance (T » is directly proportional to the 
L
mean residence time}0 , and also that as 0 tends to zero 
so the variance also tends to zero.
Figure 7.23 is a plot of eddy-diffusion coefficient,
against the mean axial velocity of flow across the tray.
Values of the eddy-diffusion coefficient, D , are computed
E
from equation 7.21.
An examination of Figure 7.23 shows that for small 
values of mean axial velocity, the points representing 
the diffusion coefficients for both the 3i^ch and ^inch 
weir systems are well represented by a angle straight 
line passing through the origin; however, at high values 
of liquid flow velocity the rate of increase in the eddy 
diffusion tails off, and the diffusion coefficient tends 
to a constant value for each of the systems. This result 
is in agreement with the work of Thomas and Campbell (1967).
Figure 7.23 also shows that the diffusion coefficient 
increases with hole diameter. Probably the increasing hole 
diameter enhances the turbulent conditions of the frothing 
mass on the tray, which results in an increase in liquid 
mixing and thus, in eddy-diffusion coefficient. Figure 
7.23 is taken from Tables 16 and 18. Similar graphs can 
be plotted from Tables 16 to 19.
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C H E M I C A L  R E A C T I O N
CHAPTER ONE
INTRODUCTION
The earlier work (Part I) was concentrated on the 
hydrodynamics of a plate column of pilot plant scale. The 
established equations can be used for scale up with greater 
confidence than those based on very small columns. Research 
work in Part II of the thesis is concentrated on the under­
standing of the mechanisms of mass transfer on distillation 
plates, and how the design parameters of the plate may affect 
the mass transfer. Only through an understanding of all the 
pertinent variables can the design of distillation columns 
be reduced from an empirical to a more scientific basis.;
It is now realised how complex are the mechanisms of 
mass transfer, and the interactions that occur between all 
the variables which influence the performance of distillation 
plates. The majority of previous investigations have been 
concentrated on the overall performance of sieve or other types 
of trays, for the purpose of determining which are the most 
important variables. A very large amount of conflicting data 
has been reported.
Attention is therefore being focused on to more detailed 
and specific investigations into the mechanisms of mass 
transfer and their relation to the hydraulic operation of
the plate. Sideman, Hortescu and Fulton (1966) have published 
a comprehensive review of work in this field.
Mass transfer rates between gas and liquid on a sieve 
tray are determined by liquid and gas phase resistances and 
interfacial area. Some important secondary complicating 
factors are Marangoni and surface effects. The plate design 
will therefore depend on the gas and liquid flow rates and 
the physico-chemical properties of the system.
In analysing the behaviour of a sieve tray or other 
mass transfer establish apparatus it is extremely difficult 
to determine the effects of the hydrodynamic conditions on 
mass transfer coefficient, especially when there are both 
gas and liquid resistances, and when 'a* the interfacial 
area cannot be separately determined. A general approach 
is to restrict measurements to find values for ’lump’ co­
efficients k^a or k^ a. Under certain circumstances one mass 
transfer coefficient alone is applicable, either kj-a or k^a 
in which the approach is simplified but generally speaking, 
reported work is concerned with the coefficients of mass 
transfer in which the interfacial area 'a* is not separated 
from the true coefficient kL or k^ .
A review of the past literature shows that attempts 
have been made to measure the interfacial area for small 
sieve trays with and without downcomers. Many different
techniques have been tried but a preliminary analysis shows 
that a considerable scatter exists in the values of the inter­
facial areas and the mass transfer coefficients. Very few 
measurements have been made of the interfacial areas and mass 
transfer coefficients for commercial size sieve trays with 
downcomers.
The object of the present work is to
a) Examine correlations for the liquid phase mass transfer
coefficients (in the absence of gas phase resistance) 
when applied to a geometrically large sieve tray - 
downcomer system.
b) Attempts to determine the interfacial areas for mass 
transfer on large tray systems subject to conditions 
different from those experienced on small sieve trays.
For the purpose of this work a semi-industrial scale
sieve tray plus downcomer system was constructed and Murphree
tray efficiencies were determined by absorbing CO^ in water 
from dilute CO^/air mixtures.
The method adopted for the determination of interfacial 
area was to obtain the absorption data of CO^ in sodium 
hydroxide solutions. The conditions were arranged to be 
such that the reaction could be regarded as a pseudo-first 
order of fairly rapid rate. By comparing the experimental 
absorption results with those predicted by current theories an 
estimate was obtained for the interfacial area.
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CHAPTER TWO 
BRIEF REVIEW OF LITERATURE SURVEY
2.1 Interfacial Areas on Distillation Travs
Several workers have attempted to measure the interfacial 
area directly using photographic methods and a stroboscopic 
light Source or other optical techniques. The contacting 
devices considered by these workers include a single orifice, 
multiple orifices and single bubble caps. Other workers have 
used indirect methods using simplified models which are amenable 
to the calculation of interfacial area. However, none of these 
methods of obtaining area is completely satisfactory. The 
indirect methods based on simplified models involve the use of 
certain assumptions; the direct methods involve measuring the 
area at one edge of the contacting device. The values thus 
obtained do not necessarily represent the average values of the 
interfacial areas over the whole contact.
Calderbank and his co-workers, 0.956, 1959, 19&1, 19&2) 
have attempted to measure the interfacial area directly on the 
sieve plate by making use of various optical techniques. The 
main criticism to this approach is that the area is measured 
near the wall of the apparatus. 1 (196©) .and Davis and
Porter1s (1965) measurements on sieve plates emphasise the 
importance of wall effects.
West et al (1952), by stripping C02 from water by air,
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calculated the interfacial area Ja' per unit volume of the froth 
from the bubble diameter and the gas hold up for a 3.5” diameter 
sieve tray, the values vary from 5 to 4cm. where as Gerster*s 
values vary from 2 to 3 c m . a t  gas rates of 2 to 4ft/sec. Be 
Goederen (1965) also calculated ‘a1 for a 10cm sieve tray, from 
the gas bubble diameter and the total gas hold-up. He found a 
value equal to 3»5cm.~^ at l,45ft/sec. and !aT to be independent 
of gas and liquid flow rates.
More recently, some workers have made use of a chemical 
reaction technique to calculate the interfacial area on the tray. 
Barrett (1966) used a dilute COg-air-NaOH system to measure the 
interfacial area of the froth on a one foot square sieve tray 
(without downcomer). He found that the interfacial area 'a1 was 
independent of the gas and the liquid flow rates, but depends on 
liquid composition. Pohorecki (1968) analysed data obtained in 
Barrett apparatus for the system KgCO^-KHCO^-COg-air i-n terms of 
the interfacial area 1 ar and found a value equal to 2.64cm“ .^ 
Pasiuk-Bronikowska (1969) also analysed her results on Barrett1s 
apparatus, using the CC^-air-NaOH and (^-air-NagSO^ systems.
She concluded that her values of !al were 1.97-2.28cm*" ** and 
2.26cm“  ^for respective systems. ShaFma and Gupta (1967) working 
on a small sieve tray found that the interfacial area is a 
function of percentage free area.
Two further papers have been published, Harris and Roper 
(1963) and Koplev and Tarat (1959)> both using dilute CO^ in air 
and solutions of NaOH-Na2CO^s but in neither case did the authors
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analyse their results in terms of interfacial areas.
Porter et al (1966) used dilute C02 in air and NaOH 
solutions to measure the interfacial area per unit volume of the 
froth on a 3ft. diameter bubble cap plate. They found that the 
interfacial area was independent of the gas flow rate and only 
slightly dependent on the liquid hold-up.
McNeil (1970) used a 6 inch diameter one bubble-cap 
column, and he calculated the value of laf from a Danckwert's 
plot for low range of gas and liquid flow rates. His value of
*1
fa! is about 2cm.”
2.2. Plate Efficiencies in Distillation Columns
Several attempts have been made in the past to define the 
plate efficiency, but the most generally accepted definition is 
that due to Murphree (1925). He has defined the plate vapour 
efficiency by the following expression
V  = r n -  yg-j..; - 2.1
yen - yrn-i
where the subscripts n and n+1 refer to the outlet and inlet 
vapour streams, respectively. In this definition, the inlet and 
outlet vapours are assumed to be well mixed. ye^ is the comp­
osition of the vapour which would be in equilibrium with the 
liqhid of composition xn leaving the tray.
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Similarly, the Murphree tray efficiency can also be 
expressed in liquid terms.
jgjL = XPrL— 2.2
Xn-1 " xen
where xQ is the liquid concentration which would exist if the «n
exit liquid were in equilibrium with the actual exit vapour yn.
The Murphree tray efficiency can represent physical
reality only in the special case of completely mixed tray
liquids where there is only one value for yn and xn (E =E )
ML OL
when the liquid on the tray is not completely mixed, then 
equations 2.1 and 2.2 cannot apply except at a point in the 
liquid pool. Point or local efficiency can be defined as
E y - ynfl 2*3&QQ. -  ------------------
ye - ym-i
and
EnT = Sir-U --*- 2.*
0L *n_l - xe- ■
where the lack of a subscript denotes the actual vapour or 
liquid concentration at a given point in the pool.
Liquid concentration gradients have been reported by 
several workers including Lewis (1935)> wbo has derived a
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relationship between the Murphree tray efficiency and the point 
efficiency. Lewis assumed that the liquid flowed across the 
tray, completely unmixed, and considered three cases
a) The vapours entering the tray are completely mixed.
b) The vapours rise from plate to plate, without mixing,
and the liquid flows in the same direction on all
plates.
c) The vapfcurs rise from plate to plate without mixing,
and the liquid flows in opposite 'directions on 
alternate plates.
The relationship between the local and the overall plate 
efficiency, for case (a) (which has the widest application) is:-
exp (\E ) - 1 2.5
XT OG
MV = ----- y------
where mG
S
Gerster et al (19^ 9) suggested that the plate efficiencies 
could be predicted by separately determining the amount of mass 
transfer taking place in the gas phase and the liquid phase of 
the bubble tray. By stripping the oxygen from oxygen rich 
water by air, and by measuring the degree of humidification of 
air passing through water, they predicted the pure liquid film 
and pure gas film efficiencies, respectively. Gerster et al 
(1951), while studying the effect of the major tray design and
and operating variables on gas film and liquid film efficiencies 
successfully, predicted the plate efficiencies for the water- 
ncthanolsystem from these separately determined efficiencies.
Gerster et al!s method for predicting plate efficiency 
involves * first the determination of the pure liquid phase and 
pure gas phase efficiency,* these values then have to be con­
verted into the number of liquid phase and gas phase transfer 
units, respectively. To achieve this conversion one of two 
assumptions were madet-
a) That liquid flowing across the tray was completely 
mixed.
b) That the liquid flowing across the tray was completely 
unmixed.
It was appreciated that neither of these assumptions 
corresponded to the actual conditions on the tray, but at that 
time, no satisfactory method had been developed to account for 
the effect of partial liquid mixing. This partial liquid mixing 
effects the value of liquid phase transfer units, N^ , much more 
than the value of gas phase transfer units, Nq ; thus Rush and 
Stirba (1957) reported fehat the comparison between predicted 
and measured values show good agreement for those cases in which 
the major resistance to maas transfer is in the gas phase. 
However, because of the unknown amount of liquid mixing on the 
tray, they recommend that for liquid phase controlling systems, 
the present method can only be used to give a rough estimate of 
the actual plate efficiency.
West, Gilbert and Shimizu (1952) have attempted a more 
fundamental approach to the problem of determining the factors 
affecting mass transfer on bubble trays. They investigated 
separately, the factors which determine the bubble sizes, the 
time of contact between the gas and the liquid and the individual 
mass transfer coefficient. Chu et al (1951)* have derived a 
very complex correlating equation for the Murphree liquid effi­
ciency. Their equation is too complicated to use. Calderbank 
and co-workers (195^9 I960, 1962), have reported some work on 
the fundamental factors effecting mass transfer using various 
techniques, and then related them to the number of transfer 
units and tray efficiency.
2.3. Effect of Liquid Mixing on Plate Efficiency
Kirschbaum (19^ 8) was the first to account qualitatively 
for the effect of liquid mixing on the tray efficiency. He 
proposed that the tray be divided in the direction of liquid 
flow into several equal-sized, perfectly mixed pools, and the.liq­
uid ba imagined to flow from one pool into the next until it 
reached the outlet weir. A tray with a single pool corresponded 
to a perfectly mixed tray, while one with an infinite number of 
pools corresponded to an entirely unsixed tray (plug flow of 
liquid). Kirschbaum did not indicate how the actual number of 
pools should be obtained.
Gantreaux and O’Connell (1955) revived the pool concept 
of Kirschbaum, and derived an expression for the Murphree vapour
efficiency, E , assuming that the equilibrium and operating 
MV
lines were straight over the concentration range of a single 
tray. They derived the following equation
where n bding a number of pools.
A limiting form of equation 2,6 as n-*«=>is the Lewis equation,
A further extension of the pool concept has been developed 
by Marangozis and Johnson (1956) who included the effect of a 
series of pools of perfectly mixed liquid in the vertical 
direction (direction of gas flow) as well as in the horizontal 
direction (direction of liquid flow)*
Oliver and Watson (1956) and Warzel (1955) have employed 
still another mechanism. They have assumed that a certain 
fraction of the liquid at the exit weir is recirculated to the 
inlet weir, where it is mixed with the incoming liquid. This 
mechanism is not explicitly stated by Oliver and Watson, but is 
by Warzle; the final expressions resulting from the two studies 
for the Murphree plate efficiency are identical. However, they 
showed that the fractional mixing parameter increased with an 
increase in gas throughput. The fractional mixing parameter 
was calculated from the difference in the experimentally deter­
mined liquid concentration, immediately proceeding and immediately 
following the inlet weir.
E
MV
n
2.6
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Another approach to the problem of liquid mixing on dis­
tillation trays is based on the supposition that mixing takes 
place by an 1eddy-diffusionr mechanism. In addition to material 
transport by the bulk of liquid across the tray, it is assumed 
that material is also transported from one position to another 
at a rate proportional to the concentration gradient in the 
direction of liquid flow. By analogy to the diffusion theory 
of the Kinetic theory of gases, the proportionality factor is 
called an 1eddy-diffusion coefficient1.
The eddy-diffusion was used by the University of Delaware
workers (1958), in deriving the following rather complex
relation between the Murphree tray efficiency, E , and the
MV
point efficiency, E
OG
Emr i " ( A  +  H p e )  **. MV = 1 - e + e - 1
E ‘
OG ‘1 * «\dlpTk>
2.7
where
= N.
Zs
2
2.8
where Npe is the Peclet number, which is defined by either of 
the following expressions;-
V Z 2.9
N.
Pe D
E
where V = Froth velocity, defined as V = L/(A/9/0)
L F
L = Liquid flow rate-
A = Cross-sectional area of froth.
O  = Clear liquid density
' L
■0 = Froth density factor, volume of liquid per unit
' E
volume of froth
D =s Eddy-diffusion coefficient of mixing
E
0 = The average liquid residence time on the tray..
It was recognised that the relation expressed in equation 2.7 
was cumbersome to use, numerical solution at selected values 
of Npe and Eqq were worked out with the aid of a digital 
computer.
The most promixing mixing model is one suggested by Foss, 
Gerster and Pigford (1958), who obtained a measure of the liquid 
mixing on the tray from a liquid residence time distribution 
function for sieve trays. Their work was based upon the 
supposition that mixing of the flowing liquid causes some of 
the liquid to reside on the tray for periods longer and/or 
shorter than the period of residence of some other portion of 
liquid. The theoretical treatment of the residence time dis­
tributions is mainly based on the comprehensive study by 
Dankcwerts (1953) (Part I).
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Based on the assumption that the gas passes uniformly up 
through the liquid in plug flow and that the operating and equi­
librium lines are straight for a given tray, the authors derived 
the following expression for the Murphree vapour tray efficiency
oa
j  exp (-^ E 0/§) f(e) d©
o OG
and for Murphree liquid efficiency
oO
where
f(0) = The residence time frequency distribution
0 = The function residence time, secs.
0 = The mean residence time, secs,
both equations 2.11 and 2.12 reduce to the well known expressions 
for efficiencies in the case of no mixing and complete mixing. 
Similar equations were derived by Campbell (1965) and Thomas 
and Campbell (1967).
In order to predict the Murphree tray efficiency from 
the above equations, it is necessary to know both the residence 
time distribution functions and the point efficiency. However, 
use of the above equations requires detailed knowledge of the 
residence time distribution functions f(0) and if this information
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is in tabular form the calculation becomes tedious. Considerable 
simplification will result in employing an approximate analytical 
representation of this distribution function. Thomas and Campbell 
(1967) have used this method*
CHAPTER THREE
GAS ABSORPTION THEORM 
3*0 General
When a gas containing a soluble constituent comes into 
contact with a moving liquid, mass transfer occurs. Transfer 
of the solute into the liquid takes place by physical diffusion.
A number of theories have been presented to explain the mechanism 
of the diffusion process. The most well known are the two-film 
theory developed by WhitmaH (1923) and the penetration theory, 
presented by Higbie (1935) and later modified by Danckwerts 
(1951). Other theories explaining the mechanism of the 
diffusion process have been suggested and these will be 
discussed.
Theoretical analysis of gas absorption with simultaneous 
chemical reactions of various orders have received much attention 
by different investigators. Most of these are based on extension 
of the two-film theory and the penetration^ theory of molecular 
diffusion to apply for absorption processes accompanied by 
chemical reactions.
3.1. THEORETICAL MODELS IN PHYSICAL ABSORPTION
3.1*1 Film Theory
As mentioned above, this theory was first proposed by
Whitman (1923)9 who assumed the existence of stagnant films 
adjoining the gas liquid interface when the bulk fluids were 
turbulent. The total resistance to mass transfer was considered 
to be in these hypothetical films. The details of the assump­
tions are given by Sherwood and Pigford (1952).
The rate of abaorption is given by
Da , 35 0
N ~ _A (c c ) 3.1
A 8
The thickness, £ of the hypothetical film is determined by 
the geometry, hydrodynamic and physical properties of the 
system.
Equation 3.1 may be re-expressed as 
_ x o
N = k (c - c ) 3.2
A L
The theory is not considered to be very realistic. The existence 
of completely stable films under all hydrodynamic conditions is 
unlikely, as is the probability of instantaneous steady state 
conditions.
3.1.2 Penetration Theory
Higbie (1935) formulated the basis of the penetration 
theory for transient mass transfer between two phases. He 
assumed that the turbulence extended to the surface of the
-  16k -
liquid so that eddies are consequently bringing macroscopic 
masses of fresh liquid from the interior to the surface where 
they are exposed to the gas for a finite period of time before 
being replaced. Between its final exposure and ultimate 
replacement, each element of the liquid surface absorbs gas 
at a rate which is exactly the same as the rate of absorption 
into a stagnant liquid of infinite depth exposed for the same 
period of time. He assumed that each element of the liquid 
at the surface is exposed to the gas phase for the same length 
of time. He derived the following expression for mass transfer 
of the gas into the liquid.
x 0 \ , da .
N = 2 (o - c ) ,J U  3.3
A ' HU'
and hence the mass transfer coefficient will be
k = 2 j p ^ / T f t )  3 A
Danckwerts (1951) modified Higtaie^ (1935) theory. He 
considered the case of a liquid kept in a turbulent motion by 
stirring. The motion of the liquid will continuously replace 
those parts of the surface which are old, in the sense that they 
have been exposed to the gas for a finite time with fresh 
surface. The mean rate of surface production will be constant 
and the chance of an element being replaced within a given time 
is assumed to be independent of its age. Therefore, the fractional 
rate of replacement of the element belonging to any age group is
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equal to s. Danckwerts derived the following expression for 
mass transfer.
\  = (cS - o )J d a s 3.5
x o
or N = ( c - c ) k  3 »6
A L
The main difference between Higbie and Danckwerts is concerned 
im the surface distribution. Higbie (1935) considered that all 
the surface elements have the same time of exposure to the 
gas phase, while Danckwerts suggested that there is no correlation 
between the age of a surface element and its chance of being 
replaced.
3*3-.3 Film-Penetration Theory
Toor and Marchello (1958) have suggested that the penetration 
theory and the two-film theory are not separate unrelated concepts, 
but are limiting cases of a more general model. They considered 
the transfer of mass between gas and a stirred liquid which has
i
its surface randomly replaced by eddies of fresh liquid from 
the bulk of the fluid. If the eddies remain in the surface 
for a short time, each element may be assumbd to absorb matter 
or heat at the interface by unsteady state conduction. As the 
life of an element is increased after a long enough time, a 
steady gradient will be set up in the element, and no more 
accumulation of material will take place. The material will 
therefore, be transferred through the element. Thus, old elements
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obey the film theory, young elements the penetration theory, 
and those of intermediate age have characteristics of both 
mechanisms. In this intermediate case, the penetration has 
reached the inner side of the element, but the steady gradient 
has not yet been attained. If elements of all ages are present, 
all three types of transfer take place simultaneously. This 
model is known as filra-penetration model. The predicted 
absorption rate is similar to that given by the penetration 
theory and film theory.
N = | (c* - c°) 2^  (1+2JTT8 erf °(irt)) 3.7
For small , D t.
| x o *2 , 2
and N = (c - c P A (1+ £_ 6_  / TV -
' T  2 D t 7 \1T
5 'r' A n=I
A
L
- n ^ D  t
For large , D t 
f A
3.1.^ Other Models
A few of the many other models are referred to below.
’Still surface1 models consider that instead of the dis­
continuity envisaged in the film model, there may be a progressive 
transition from purely molecular transport, to predominantly 
convective transport, as the distance from the surface increases*
- 16? -
However, these models are somewhat complex compared to other 
types, for they require at least two parameters to describe 
the hydrodynamic feature of transfer, corresponding to the 
thickness of the undisturbed layer and the frequency of 
‘rejuvenation*.
In case of high intensity turbulence when eddies of 
fluid rapidly approach the interface so closely that the 
diffusional paths are negligible, the film coefficient in 
independent of the molecular diffusivity. Kishinevskii et 
al (19^9> 1955» 1956), developed a model based on this theme. 
In this model, the turbulencd is supposed to extend to the 
surface, the rate of absorption being determined by a combin­
ation of molecular and eddy diffusivity.
Fortescue and Pearson (1967) solved the equations for 
diffusion into a surface comprising of a regular system of 
eddies.
Marchello and Toor (1963), proposed a model in which the 
liquid in the film of definite thickness is mixed to a uniform 
concentration at intervals.
King (196^ , 1966) considered the possibility that 
transport is the combined result of molecular diffusivity and 
of an *eddy diffusivity* which is proportional to some power 
of the distance from the surface.
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Harriot (1962) proposed a modification of the surface renewal 
model in which eddies are assumed from time to time to replace 
liquid up to a certain distance from the surface with liquid 
of bulk concentration, the frequency of displacement and 
distance of approach may be randomly distributed*
Chan and Scriven (1970) have considered the existence of 
microflows in the region of the interface. This is a new 
approach of great interest. Mathematical equations based on 
a concdpt of convective forward and reverse stagnation flows 
are developed. This work differs essentially from the intuitive 
eddy concept used by so many investigators.
3*2. CHOICE OF MODEL
The more important models for physical absorption have 
been discussed. They all make possible an interpretive analysis 
of absorption apparatus performance even though they may not 
be strictly true. Support for the models is given by consider­
ation of physical absorption and absorption with reaction.
The latter is fticntioned here prior to a detailed consideration 
of theory, inasmuch as it is a partial justification for the 
theoretical model used.
It will be apparent from the equations given previously 
for the film and penetration models that
k oC (Film model)
L A
k. oC |d (Penetration model)
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If it were possible to test these proportionalities then 
some indication of the validity of the models would.be obtained. 
The limited range of values of diffusivity for typical solute 
gases means that experimental error of practical determinations 
are likely to be of the order of magnitude of the diffusivity 
value differences.
Some evidence in support ofJD proportionately.is
A
available based on the work of Vivian and King (1964), Kozinsky 
and King (1966) and Tavares Da Silva and Danckwerts (1968).
These experiments were carried out in packed columns and 
stirred vessels using reacting systems. Richards et al (1964) 
however, from work on packed towers, found it impossible to 
distinguish between the models.
So close in value are the predictions of k values by
L
the Film, Penetration (Higbie) - Surface Renewal models that 
it is difficult to justify the choice of models other than by 
its physical creditability.
For the case of Absorption with reaction using the para- 
. o
meter JM (which defines the ratio:; of k B D and k ), Barrett
2 A L
(1966) has calculated values of the deviations from Higbie^ 
model. These are given in Figure 3.1. It can be seen that for 
wide range of values of deviations are small. Considering 
the limitations of experimental accuracy no positive statements 
of preference are really acceptable. Mathematical solutions
- L71 -
to problems of absorption with reaction have been extensively 
developed using the Film and Penetration models and are given 
in the next section.
3.3. GAS ABSORPTION ACCOMPANIED BY CHEMICAL REACTION
The various theories of mass transfer which have been 
proposed to fit experimental data are based on Fick's Laws 
for diffusional process. The basic equation is:-
da ^ c = J^ c + r(x,t) 3*9
^x2 ^
where r(x,t) is the rate(per unit volume of liquid) at which 
the reaction is destroying the solute gas at time t and at a 
distance x below the surface. This rate will in general 
depend on the local concentration of the gas and of any other 
solute with which it reacts. Anatytical or numerical solutions
of the diffusion reaction equations are available for several
cases. Sherwood and Pigford (1952), Astarita (1967) and 
Danckwerts (1970). It is assumed throughout, that the physicc-. 
chemical properties, i.e. solubilities, diffusivities and 
reaction rate constants remain uniform and constant.
Equation 3.9 has to be solved subject to the boundary 
conditions which specify the circumstances in which the diffusion 
process is occuring. These boundary conditions depend upon 
whether the reaction between phases is of the first order,
pseudo first order or second order, and upon the physical and 
hydrodynamic conditions. These will be dealt with in next sections.
3.3.I Irreversible Firfet Order Reaction 
In this case,
r = k a 3*10
1
where k is the first order rate constant for the reaction. 
1
The rate of reaction of dissolved gas at any point is pro­
portional to its concentration. The solution to equation
3*9 bas been presented by Danckwerts (3-950). Using the .
o
appropriate boundary conditions and with c = 0.
X
a 0
011 x = 0, t 0
a 11 0
0
w> x > 0, t « 0
a 11 0 X 1 0
> 3.11
The solution is given as
-x^ /Ck^ Dft) . {
a = 1/2 e erfc / x - JCk t)
.x 1 | I
2J(D t)
A
x J (k /D ) 1 i v
+ 1/2 e 1 A erfc { % +/sf(k t) \ 3*12
2J(D t)
A
whence
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and
N 1 
t
(k t + 1/2) erf ti< V >  + }/* *\ _
e^l*
3.1^
when k^t is large, the distribution of concentration and rate 
of absorption tend to limiting values and no longer change with 
time: ,
-x J (k, /Da )
3-15as e
x
and N * = o J(D k ) (t + 1 )
t A 1 2k
1
k t ^ l  
1
3.16
3*17
(T-he error in equation 3.17 is less than 3$ when k tp*2) when
1
k t is very large,
1
N > = to J ( D k  )
t A 1
3.18
(to within 5% when k t>10)
1
For short times of exposure,
N *
A
N 1 = 2c
t
(1 + kt)
Ttt L
I “A 11 (1 +,%J -iL.
3
> k t « l  
1
3*19
3.20
(to within 5$ when k t<£0.5)
1
- m  -
When the solute gas undergoes a reaction with a dissolved 
reactant, which is first-order with respect to concentration of 
dissolved gas, then under certain circumstances, the concentration 
of the reactant may be almost uniform and the rate of reaction of 
dissolved gas will then be approximately proportional to its 
local concentration. The reaction is then said to be pseudo- 
first order and the above equations apply.
If the product of an irreversible first-order reaction
has the same diffusivity as the dissolved gas, its concentration 
x
P at the surface is given by Danckwerts (1967)
x u. - k i t / 2  f \
P /yc + 1 = e  ^(l + l^^ )  ^ k'l^ l^ ^ l^ jj —
3.21
Where y moles of product arise from the reaction of one mole of 
dissolved gas.
3*3-2 Irreversible Second-Order Reaction
I. Film Model
If dissolved gas A reacts with a dissolved reactant B 
by an irreversible second-order reaction
A + ZB — yP 3.22
(the local rate of reaction being kgab moles of A per unit time 
and volume) the governing equations are
2
D d. a - k ab = o ' 3*23
A 2 2
dx
2
D d- b - zk ab « o 3*2A
B 2 2
dx
with
a =  0 5 
0
X =  0
a II 0
0
X = 8
b 9S
PQII X = S
db
dx
= o . X =  0
3.25
An analytical solution of this set of equations is not 
available, but Van Krevelen and. Hoftijzer (19A8) computed an 
approximate set of solutions for the case of c° = o, and showed 
that they could be fitted within about 10$ by the equation:
(E^EJ
3.26
where
M
o
D k B 
A 2
k 2 kL
E, = 1 + — --  ’ w A
1 zD.c E = —
A kLc*
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a
o
b
F IG -  3.2 C o n c e n t r a t io n  P ro f i le s  For A b s o r p t io n  
w ith  S e c o n d -O r d e r  R e a c t io n
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II. Penetration Model
The distributiom of concentration for the diffusion
equations 3.23 and 3.2**, as predicted by the penetration theory
is shown in Figure 3.2. In this case r = k ab and
2
3.27a
\ 2 Dr, 0 b'B
to?
- + zk ab
it 2
with boundary conditions 3.11 for !al with c° = o and while 
for b:
3.27b
0
b = B , 
0
OA t = 0
b = B , x , t 0 t
^b 11 0 x = 0, t 0
Analytical solutions are not available for these equations. 
However, they have been solved numerically by Perry and Pigford 
(1953)9 Brian et al (1961) and Pearson (1963). ^He number of 
variables can conveniently be reducdd by forming the dimension- 
less groups
E = N
2ci j
V
D t 
A
H k B t, _B_
A 2 x
zc N  V
and D /D 
A B A
The penetration of the results can be greatly condensed by using 
the observation of Brian et al (1961) that they can be app­
roximately represented by
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G. 3.3 -E N H A N C E M E N T  FACTORS FOR S E C O N D -O R D E R  R E A C T IO N
r^ilm  or IHISgbie m ode I s)
B A S E D  . ON E Q U A T IO N  ;
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tanh 3.29
Brian et al give correction factors for the above expression 
in different ranges of the variables, The error does not
exceed 10% if D /D ;> 1, or 12% if D /D 0.1.
B A  B A
Hikita and Asai (1964) suggested the following approximate 
expression for E:
equation 3*29 is represented graphically in Figure 3*3. As 
just explained, it can be used for both film and penetration 
solutions without large error.
Several limiting types of behaviour can be identified 
in Figure 3.3*
a) If J M >  10 E
E
where
i
i
3.32
In this case, the equation for instantaneous reaction 
may be used with little error to predict the rate of absorption.
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b) when 1, E s® 1; in these circumstances the time of
i
contact between gas and liquid is very short, or the reaction 
is very s1ott; so that physical absorption predominates and the 
reaction has negligible effect.
c) On the other hand, if
J n ^ i /2 s
i
i.e., if J(D k B°) <1 i/2k (l + JL_ ) 3.33
M A 2 L ' x }zc
where D D 
A B
The point representing the enhancement factor on Figure 3.3
falls very close to the limiting diagonal running from top
right to bottom left. Under these circumstances, the reaction
is pseudo-first order. Physically, the situation is that the
reaction is sufficiently slow, or the physical mass transfer
coefficient large enough so that the concentration of reactant
is maintained virtually undepleted, with its bulk concentration 
o
B holding right up to the surface.
If equation 3.33 above is satisfied, and in addition
/J M p- 3
i.e. J( D k B°) p. 3k
A 2 L 3.3*1-
Them, as can be seen from Figure 3.3 to a close approximation,
E = J H  3.35a
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c J (D U B )
A A 2
3.35b
Equation 3.35b corresponds to absorption with *fast pseudo- 
first order reaction1, and is the same as equation 3.16 with
k replaced by k B ,
1 2
d) 1^< M f^ < E the point representing E lies on the straight
line part of the E curve. This corresponds to a sufficiently
i
long contact time, or fast reaction for the first order reaction 
case to be used.
The rate of absorption is independent of contact time.
3.A. APPLICATION OF FILM THEORY TO COLUMN DESIGN 
(Steady State)
The theory of column design is well documented. Particular 
reference can be made to Sherwood and Pigford (1952). The 
basis assumptions are:-
i) that the rate of mass transfer of a component within a 
phase is proportional to the difference in concentration 
or partial pressure of a component in the bulk of the 
phase and at the interface.
ii) instantaneous equilibrium is established betFeen phases 
at the interface.
iii) that the holdup of the transferring component in the 
boundary layer or region near the phase boundary is
o
i
and E
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negligible with respect to the amount transferred in the 
process.
The rate of mass transfer per unit area N^ , may be 
expressed by the familiar steady state rate equations:
o
N s = k ( p - p ) = k ( c - c )
A G i G L i
= K (p - p ) = K (c° - c ) 3.^1
G e G L e
When considering the differential changes occuring in a column 
of any type9 it is necessary to consider the interfacial area 
presented for mass transfer.
As by definition:-
a = Interfacial area per unit volume 
then the interfacial area of a segment of column is given by 
Interfacial area = a dV = a A dz
The rate equation now becomes
k a (p - p ) dV 3.A.2a
G i G
o
k a (c - c ) dV 2b
L i
K a (p - p ) dV 2c
G e G
K a (c - c ) dV 2d
L e
N = N a dV = 
t A
N a dV »
A
N a dV = 
A
N a dV = 
A
From mass balance on the differential volumes of the column 
and integration over the total column volume we arrive at:
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k aV k a A Z 3,A.3a
0  G  1 A rt =  Nr- - ' G--- = Y-fla—  = n.
gm ' gm I Pi-Pfl G
k a V k a A Z 3b
—  = -^-r---  = f do = n
M / c°- c, L
a V K a A Z ✓ . ’
2 ---------  =  - 2 --------------  =  /  — A b , . -  =  K ,
Gjj Gfj ' Pe- Pq
K_ ■ _ f  3c
[0G
K a V K a A Z
=   - I 6.0 _ m 3A
Lm L ~ ----- ----  OL
M M ) o -ce
In the transfer unit* concept NG, NL, Npg. and NqL are referred 
to as the number of transfer units required to effect the 
separation over the column height.
As it may be assumed under most conditions that
p = yP and c = x /?av
then the equation 3*^*3 can easily be expressed in terms of y 
and x
Ng = f— ^L. 3.A.Aa
* yi-y
±= I dx Ab
/x-xi
-  18k .
N - ! M .OG j  y - y
e
N = dv 
OL j x - x
3*A*Ac
Ad
where y and x without subscript refers to bulk concentration.
3.A.1 Additivity of Resistances
It is straight forward to show from the transfer equations
that
1- - JL + JL. 3 A .5
“ k k
G G L
providing it is assumed that the equilibrium relationship is 
given by
ra = p/c 
or that
i _  = i _  + L_ 3 . ^ 6
K k m k
L L G
The reciprocal of the mass transfer coefficients in consistent 
units is usually referred to as Resistance1. It can be seen 
that the
overall resistance = / resistance of) , | resistance of ]
\ liquid film / I gas film J
There are limitations to this statement, in as much as the
limitations of the film apply and equilibrium conditions are not
as simple.
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Fig. 3. TRAY M ODELS
It follows from the definition of the transfer units that
3.^.7
1
N
3.A.8
N N OL hi-\ 3.^.9OG
3.5. TRAY EFFICIENCIES
A tray model is shown in Figure 3.A,a. It is assumed 
in this model, that the inlet and outlet gases are well mixed 
with compositions of yn+i and yn respectively* The liquid 
compositions will vary between xn_^  an(i xn- ^  is 
assumed that the inlet and outlet liquids are well mixed and 
of constant and uniform composition xn_i and xn respectively, 
then the overall or Murphree efficiency is defined as
Eot = yn -  y,n+l 
yen - yn+1
3.5.X
where yen is the composition of the vapour that would be in 
equilibrium with the liquid of composition xn leaving the tray,
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where xen is the composition of the liquid that would be in 
equilibrium with the vapour of composition yn leaving the tray
A point efficiency can be similarly defined.
f - Y ~ yn+l o < o
0G “ ye " yn+l 3*5’3
and x —> x
E - Jz-ir----  o tr |l
OL x n - x -JO-1*n-1 e
The point and Murphree efficiencies may be stated both in 
the vapour terms (where it is assumed that no change occurs in 
liquid composition across the tray but a change does take place 
in vapour composition) and liquid terms (no change in vapour 
composition across the tray). These physical models cannot be 
considered simultaneously. Therefore, the only model of interest 
viz. liquid based model has been considered in the following 
discussion.
Consider the horizontal section 0-0 as the nth tray* shown 
in Figure 3.Ab. Here it is assumed that the vapour composition 
does not change along the horizontal plane 0-0. The liquid 
composition will change with elevation as well as length.
Because of the different composition of the gas at various 
vertical levels, the concentration of liquid at various levels 
at the given downstream length of the tray will be different 
even when entering gas and liquid streams are of uniform concen­
trations. The liquid would be of uniform composition only if the
-  i m  -
upper liquid levels travelled more slowly in a unique manner.
To obtain a uniform gas concentration at a given horizontal 
level across the tray, it would be necessary for the downstream 
gas bubbles to rise more slowly than those upstream, as the 
driving force downstream is less. This latter assumption is 
however, approached for the case of liquid phase resistance.
Once again, considering the tray model shown in figure 
3.4b, let the distance parameter along the tray is Z, and the 
overall path length for liquid flow is Z^ . In passing from one 
point to another along the plane o-o, there is an interchange 
of mass between the gas and liquid. If unit area is assumed it 
can be considered that the rate of mass transfer be represented 
by the following equation.
dN - KLa (x-xe) /Oj^ dZ 
or dN = K^a (x-xQ)A £2/2^ 
= LM A dx 
on arranging equation 3*5*6
3*5*5
KLa/?L az axX -  X, OL
3*5.6
3.5*7
Integrating equation 3.5*7* assuming xe held constant gives
x=x
KL »/*lz dxx - x.
In (x - x@)
Lxn-1 ~ AeJ
a NOL
~ KL a A 2 = x - xe 
© %  xn-l ~ xe
_NOL
x=xh-1
3-5.8
By definition, the point efficiency, is
E = xn-l - x 
OL
xn-l “ xe
1 - E = (x _ - x - x + x) / (x ' - x )OL n-1 e n-1 n-1 e
1 - E = x " xe 3*5*9
0L xn-l - xe
... h ad z
Thus 1 - == e ^OL = e 3*5*10
To obtain the Murphree plate efficiency in liquid terms 
the extent of the liquid mixing on the tray must be known.
a) when all the liquid on the tray is assumed to be perfectly
mixed. The concentration over the tray may be taken equal
to x . By material balance ovea* the tray, 
n
LrnA (xn-l “ xn) = KLa (xn " xen)A AZ 3-5'11
om arranging the equation 3*5*11 gives
KLa = xn-1 - xn 3.5.12
Lra xn - xen
N + 1 = X"-1 ~ Xn + Xn - Xfin
0L xn " xen
N0L + 1 = Xn-1 ~ xen 3.5.13
xn - xen
Now dividing equation 3*5*12 by equation 3*5*13
-  igo -
Nol  = xn-l - xn x xn ~  xen
Nql 1 xn “ xen xn-X ~ xen
= xr-1 - xn 
xn-l ' xen
3.5.1^
which is the Murphree liquid efficiency,
Therefore,
E N0L 3.5.15
eml - n ol + 1
b) where the liquid flow across the tray without mixing, i*e. 
plug flow.
Equation 3*5*10 applies to this case when no vertical concentration 
gradient is assumed and E ^  is substituted for
1 _ E - e"N°L■l ML ~ e
p _ pn0L t
ML “ -— 3.5.16 
eN0L
c) when partial mixing of the liquid occurs:-
For such cases, Foss (1957), Foss, Gerster and Pigford 
(1958), Campbell (1965) and Thomas and Cagpbell (1967) have 
derived the following equation assuming that gas passes uni­
formly up through the liquid in plug flow and that the operating 
and equilibrium conditions are linear. The equation based on 
dimensionless time is as follows;-
QO
„ _ 1 - Jo exp (- XE0f> (k) tip) ajf'' _______ 3.5.17
ML ~ 1 - ^-1 J-i _ J*exp (_*E0G<p) f(p) dj(M
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To predict the plate efficiency it is necessary to establish 
the point efficiency and the residence time function, ftyO.
For a liquid film controlled system, it can be shown that in 
cPnsistent unit;
NL = kLa = ^ E0G 3.5.18
L
therefore, equation 3*5.17 be rearranged as
oO
= 1 - -I exp (-NL ^ } d y 3,5.19
ML
Foss et al determine k a, the point mass transfer coefficient,
Xf :
using a steady state method in a large pool of completely mixed 
froth* This experiment was carried out in apparatus which was 
quite separate and distinct from the apparatus in whioh the main 
efficiency study was carried out* The results'were correlated as 
a function of 9freth* height and density in the pool.* By this means 
the number of transfer unit N^ , was found and this value was then 
assumed to be constant on the experimental plate.
Foss, (1957) suggested a numerical method for the evaluation 
of the residence time distribution function f(j^ ). Later, Foss 
et al (1958), proposed a function of the form.
t ty) = 3.5.20
and they stated that to yfeld the correct mean time and normalisation 
the constants are such that:-
p
where b = q- - 1
Thomas and Campbell (1967) and Campbell (1965) derived an 
equation for f(y) using equation 3*5.20 as a suitable function 
for correlation. The equation is:
3.6. COMBINING THE RESIDENCE TIME DISTRIBUTION FUNCTION INTO 
THE MASS TRANSFER EQUATION
When partial liquid mixing occurs on a tray, the Murphree 
liquid efficiency is given by equation 3.5*17. For a liquid 
phase controlling system, when the equation 3,5*17 can
be modified, Thus it reduces to
3*5*22
(  e < - X E 0G f//) f{(fj) 3.6.1
Also for this system X e og = nl
therefore,
3.6.2
Substituting for f(ty>) from equation 3-5.22 yields
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where M = P  / —1 j 3*6.$
{$-2 I
On rearranging equation (3.6.3)
e ml = 1 - 1 f e '• «r2 * ^  * dY 3-6-5
Equation (3.6.5) is a Gamma function which is defined as
©o
r?(z) = /
-/n
e-t tz-x at
Now assuming that
= V (nl + ^  3-6.6
therefore, d (p = (Njj 4^) dy 3*6.7
Substituting for y and d^ i into equation (3.6.5) from equation
(3*6.6) and (3.6.7),
00 *k
E = 1 - 1 / '  e"?j££___ ~ r  - • v 3*6.8
n i  (hl^ )  v  - 1 (¥^ F
= 1 - 1  i ^ - V 1 *
M / ' 't 1/J2
"° (NL ' ^ )
= 1 - 1   (^z) 3‘6-9
£f ' '
Substituting for M from equation (3*6.^ ) into equation (3.6.9)
Eml = 1 " ifcs ’ FTT-y Tn7+Ej1/k'2 ‘ V  tf2*
6  V Kp ? ’ v L Ji' 0 1 0
gives
-  1 9 U
% L  =
1 -
CT/(r + -|)1/£r'
1 -
( o“2(hl  + r i 5) 17^
<s\
wJLm
1 _ (NL(^  + 1)<T' 3.6.10
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CHAPTER FOUR
A.O ESTIMATION OF THE SOLUBILITY AND DIFFUSIVITK OF CO2 IN 
NaOH/Na2CQ3 SOLUTIONS AND DETERMINATION OF THE REACTION 
RATE CONSTANT
A*1 INTRODUCTION
Assuming the Danckwers model (19515 1955) may be applied 
to liquid side mass transfer on a sieve plate, then the following 
equation holds for absprption accompanied by a first or pseudo- 
first order reaction. Danckwerts (1966, 1970)
V  a = a c*J(kL2 + D AB°k2) *.1
For this equation to apply, the condition to be satisfied is
<j(D;ik2B°)  ^1 + b£_ ^  la)
kL v zc-
If the following condition is also satisfied along with condition 
(a)
4(DAk2B°) >  3kL (b)
then the rate of absorption becomes independent of k^ , and the
rate of absorption is given by
V  a = ac 4^DAk2B ^ A,2
In the present investigation experimental conditions were 
analysed so that condition (a) and (b) were justified. Therefore, 
the equation (A.2) can be used to calculate the interfacial area 
of the sieve tray.
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Such a procedure requires a knowledge of the group c^/D 
and kg at given conditions and solution composition, N !^ a having 
been measured directly on the equipment. In principle both 
c^D and kg may be determined using an apparatus such as a 
laminar jet.
The separation of cx and D requires an accurate knowledge 
of cx and D, Values of cxJd have been measured by Thomas and 
Adams (1965)9 Thomas (1967), Danckwerts (1958) and Danckwerfcs and 
Sharma (1963) in laminar jets. The determination of D is always 
made by assuming c values (corrected for ionic strength) from 
D. The accuracy of D in these cases is obviously dependent 
on the value of cx. Independent determination of D however, 
have been made by Thomas and Nicholl (1965)9 using optical 
interferometer which do not require a knowledge of cx.
The techniques used to calculate the values of diffusion 
coefficient by the above workers are reliable. Therefore, it 
was decided to use their data in the present investigation.
A.2. The Diffusivity of COg in Water (DQ)
A considerable amount of information is available on the 
diffusivity of CO2 in water. Thomas and Adams (1965)9 Thomas
(1967)9 Danckwerts and Sharma (1963), Nijsing et al (1959) B.n6. 
Davidson and cullen (1957). Recently, Barrett (1966), using a 
laminar jet has measured diffusivity of COg in water as a 
function of temperature over the range of 12 to 55°c. Barrett
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used regression analysis on his data together with the data of 
Sharma (1964) and Nijsing et al, on laminar jets. The best 
fit was found to be:
logn.(D) = -4.1764 + 712.S - 2.S91 x ip5 3
10 o T jZ
2
where D0 is the diffusivity of COg in water cm /sec. and T is 
the absolute temperature °K.
The diffusivity data of some workers is shown in Figure 4.1.
The Diffusivity of COg in NaOH-NagCO^ Solutions
The kinetic theory of liquids is still insufficiently well 
developed to be used with confidence for the prediction of diff- 
usivities in liquid systems from first principles. Kamal and 
Canjar (1966) and Wise and Houghton (i960) both gave extensive 
reviews of the various theories and correlations which have r 
been purposed.
One of the simplest relationships is the Nernst-Einstein 
equation:
D/i s= constant 4.4.
T
The values of the constant are shown for the COg-HgO system 
in Table 4.1 below, D being evaluated from equation 4.3. These 
values are in good agreement with Thomas and Adams (1965)1s work.
2 -
in
I®
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© 
□
Thom as Sc cl a nrs s
B a r r e t t .
Sharma & Danckwerts
Nij.sing et aB 
Davison & CuBlen
*  1/ t  (10  /k°>
Fig. 4.1 The V a r ia t io n  Of T he  D i f f u s i v i t y  O f  C O 2 
In W a t e r  W i t h  T e m p e r a t u r e .
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TABLE 4.1
Values of DM and D/* for COg in water from 0-60°C.
Temp. (uc) 0
■ .
10
, .....
20 30 40 50 60
A  (°P)
D cm x 10-5 
sec.
1.792
O.98
1.308
1.31
1.005
1.70
0.801
2.22
0.656
2.84
O.549
3.56
0.469
4.40
B* x 108 
T
6*42 6.06 5.90 5.89 5.89 6.07 6.18
D/i x 105 1.75 1.72 1.73 1.79 
. ... _
1.87 1.96 2.06
It can be seen from the above table that the Nernst-Einstein
relationship is not satisfactory over a wide temperature range.
A less general approach is to assume
D/i/T = constant 4.5(a)
a*i
or DM /T = constant 4.5(b)
where a-^ is a constant coefficient depending on the solution, 
and the constants in equations 4.5a and 4.5b are function of the 
temperature, but are independent of the solution composition.
Equation 4.5 was adopted by Thomas and Adams (1965). They 
measured the diffusivity of N^O in water plus glycerol solutions 
at various temperatures and suggested a^ = 0,94. Ratcliff and 
Holdcroft (1963) also used the above equation and tentatively 
suggested a  ^= O.637 for all electrolytes from their work on a
sphere column, and by Nijsing et al (1959) who measured the
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diffusivity of COg in MgSO/^  and Na2S0^  solutions on a wetted wall 
column. Nijsing et al found a^ to be 0,8 and 0.9 for MgSOjj, and 
Ife^ SO^ , respectively. Barrett 0966) subsequently analysed their 
data with an improved regression analysis solution, and found 
a-j_ = 0.77 for MgSO^ and 1.2 for Na2S0 ,^
It is clear that diffusivity data is conflicting when 
comparing various workers results. It is difficult to judge 
which value of awill lead to least errors. It was decided 
to use equation 4.5a in the present work. This equation has 
also been used by Mehta and Sharma (1970), Pasiuk-Bronikowska 
(1969)5 Pohorecki (1968), Barrett (1966) and Haris and Roper 
(1963).
Reaction of 00^ with NaOH solution replaces the OH1 ions 
with GOy1 ions in,the solution. But the change in solution 
viscosity is almost negligible. Therefore, the viscosity values 
are taken that of NaOH solutions aid are given in Pig.4.2 Hitchcock 
and McilHenny (1935).
4.4. The Solubility of GO? in Water (c* _)   ■ ■ w
Assuming validity of ideal gas law and Henry's Law for 
this system up to partial pressure 1 Atms. COg, then, it is 
stated that the gramme-molar volume of 00^ is 22.4 litre and
c \  = p H 4 .6
where p = Partial pressure of CO^ , Atmos.
H = Henryks constant, gm. moles/ml. atmos.
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1.30
1.28
1.16
1.12
1.08
1.04
Total Sodium f o r m a l i t y
1.00
0.0 0.2 0.80.4 0.6 1.0 1.2
Fig. 4.2 H i tc h c o c k  & f^tcifhermV (1935 )
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Barrett (1966) has used regression analysis on the values of *HI 
quoted in Seidell (1952), as a function of temperature, inter-
lopated from the original data of Morrison and Billet (1952).
The best fit was found for the temperature range of 0 - 75°C to be
log10(H°) = 6.1229 - 5-9044 x 10"2 x T + 7.8857 x 1CT5 x T2
4.7.
H° = Henry's constant for pure water gm. raoles/ml Atmos.
A.5* The Solubility of CO^ in NaOH/NagCO^ Solutions
Attempts at predicting the solubilities of different gases 
in aqueous solutions of electrolytes from their dielectric constants 
and ionic sizes have not had much success. A simple approach was 
made by Van Krevelen and Hoftijzer (19A8), who showed using a 
simple thermodynamic model, that
log10 (H^ = - HI 4.8
where H° is the value in water, H is the value in solution and I 
is the ionic strength of the solution and is defined by
■ ■ s,2 *•’
c^  being the concentration of ions of valency z^ . The quantity 
h is the sum of contributions referring to the species of positive 
and of negative ions present and to the species of gas.
h *= h+ + h + hQ A.10
H
®
2.01.0 3.0 4.0 5.0 7.06.0
iS .4,3 R educt ion  In The S o lu b i l i ty  Of at 15 c In A q eo u s
S o lu t io n s  O f  S in g le  E lec tro ly tes .  B a r r e t t  ( 1 9 6 6 )
s’
!
!i
- 2CA -
TABLE A-2
Values of the ionic and gaseous components of ‘h1.
h (+)■( h (-) hG 25°C hG 15°C hG for C02
Temp
H+ 0.000 OH* 0.066 H2 -0.002 H2 -0.008 0 -0.007
Na+ 0.091 Cl1 0.021 °2 0.022 °2 0.03A 15 -0.010
K+ 0.07^ NO3 -0.001 co2 -0*019 C02 -0.010 25 -0.019
nh4+ 0.028 so; 0.022 N2° 0,000 n2o 0.003 AO -0.026
Mg"*-*" O.Oij-8 b r1 0.012 H2S -O.O33 50 -0.02A
Zn++ 0.0i|-8 0.005 NHo -0 .005k 60 -0.016
++
Ca O.O53 0^
00
0.021 C2H2 -0.009
« ++ Ba 0.060 so2 -0.103
Mn++ 0. OW
Fe++ 0. Oil-9
C0++ O.O58
VX++ O.O59
1. --- L
Barrett (1966) and Van Krevelen and Hoftijzer (I9A8).
- 20$ -
Van Krevelen and Hoftijzer assumed that any changes in h with
Barrett (1966) evaluated h for various species, using more 
comprehensive solubility data than -those considered by Van 
Krevelen and Hoftijzer. Danckwerts (1970) has presented both 
sets of data, which is given in Table 4.2. He suggested the 
standard error in using the above expressions to predict H, 
where this has been determined independently is
The assumption that the ions of strong electrolytes act 
independently was extended in this work to mixed electrolytes:
where h^ and hg are the values of h for the individual electrolytes, 
and 1-^ and Ig etc., their contributions to the ionic strength, 
h^ and hg are temperature dependent.
A typical set of solubility data for various electrolytes 
is shown in Figure 4.3*9 Barrett (1966),
A.6. Reaction Hate Constant
Pyne and D o < i g e  (1932) reported that in aqueous alkaline 
solutions carbon dioxide undergoes the following reactions:
temperature were confined to H
G
4.11
CO^ (gas) ► C02 (dissolved)
COg (dissolved + H^O — —
H2C0 ■------»• H+ + HCO’
(a)
(b)
(c)
4.12
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H C O ,1 —----- » H+  + C0>* (4)
H+ +  OH1 —-----* h 2 o ( e )
C02 +  OH’ — ---- > H C O -1 ( f )
OH’ +  HCO ' —---- > H2 0  + C 0 -" (g)
C0„ +  2 0 H 1 —
£
----> HgO +  CO " (h)
Various assumptions as to which of these reactions may be 
controlling lead to different pictures of the mechanism of the 
absorption process. Thus Hatta (1928), assumed that the reactions 
are (a), (f) and (g). (g) is much faster than (f) (10  ^times
faster ONDA et al (1968)). Eucken and Grutzner (1927) concluded 
that the overall reaction (h) goes directly in the presence of 
free hydroxide, and that the rate of reaction is very rapid. 
Generally, reaction, (b), (c), (f) and (g) are considered to be 
most important. Saal (1928) studied the reaction velocity 
constants of reactions (b) and (f), and concluded that the 
latter proceeds directly without the former. On the other hand, 
Faurholt (1924), studying both reactions found that their imp­
ortance depends of the pH of the solution. In solutions of pH 
less than 8, reaction (b) predominates and the effect of reaction 
(f) is negligible, in solutions of pH between 8 and 10 both 
reactions are of the same order, and in solutions of pH greater 
than 10 reaction (b) is of negligible effect and reaction (f) 
predominates.
Pinsent and Houghton (1951)9 Saal (1928) and Faurholt 
(1924) have all studied the rate constants of reactions (b) and 
(f). Saal reported a value of (kg the second order rate
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constant of reaction (f), of 3700 litre/gm. mole, second at 
13.7°C. Pinsent and Roughton reported a value of 85OO litre/go.
and T is absolute temperature.
They also determine the values of kg of different salt solutions 
at various concentrations and found that it varied with the ionic 
strength of the solution in agreement with equation 4.15. ^he 
dependence of kg upon ionic strength has also been studied by 
Pinsent et al (1956) and Hijsing et al (1959) and a review of 
their work has been given by Roberts and Danckwerts (1961) and 
-Danckwerts and Sharma (1966). It is found that the reaction rate 
increases markedly as the ionic strength increases, though the 
effect depends to a certain extent on the species of ion present. 
Pinsent et al studied the effect of potassium chloride and 
sodium chloride, while Nijsing et al, using the indirect method, 
studied the effect of varying the concentration of KOH and NaOH. 
The reaction rates obtained by Nijsing et al are about 20$ lower 
than those obtained by Pinsent and his co-workers, but the general 
form of the variation of kg with ionic strength is similar. There 
can be little doubt that the values of (kg^obtained by the
mole, second at 25°C. The latter authors studied the influence 
of temperature on the value of (kg)co and found that it is 
governed by the following equation:
where (kg)c:5is expressed by
4.13
_ d(C02) 
dt ( k ^  (C02) (OH')
4.14
- 2o8
too,
'*2 = 13 .635-^^95 + 0-132 i
13.635 -  2895
0 9
295290 300 305 310 315 320
Fi9i 4*4 T he  V a r ia t io n  in S e c o n d -O r d e r  R a t e  C o n s ta n t
• i .
W ith  T e m p e r a t u r e  & Eonic S t r e n g t h *
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latter workers are the more reliable since they used a direct 
method; accordingly, values of (k2)o<=>given by equation 4.13 were 
used for the present study, Figure 4.4. This equation has also 
been recommended and used by Danckwerts (1970), Porter et al 
(1966) and Salem (1965). However, Pinsent et al did not invest­
igate the effect of varying the concentration of NaOH, and 
Nijsingrs value for was accepted in the following equation.
logic (k2) = logxo (^ 2)^ + Cxi 4.15
The assumption was made that over a limited temperature range
the value of C-^ should remain constant, and the value given to 
C-^ by Nijsing is O.I32. This value of C-^ is also used by Porter 
et al (1966).
Rearrangement of equation 4.15 gives
logxo (k2) = 13.635 - £§£5 + 0.1231 4.16
Equation 4.16 was used in the present study to calculate the 
rate constant values at different concentrations of NaOH solutions.
4.7- Calculation of Relative Depletion of OH1 Ions at the 
Interface
Reaction between dissolved CO2 and OH' is second order.
It can be considered, however, as a pseudo-first order reaction 
providing the concentration of OH* ions at the interface is not 
significantly depleted by the reaction. For this purpose it is 
desirable, the interfacial depletion of OH1 ions. Further, a
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significant depletion of OH* ions complicates the problem by 
the formation of HCO^1 ions, and is therefore better avoided.
The depletion of 0Hr ions can be calculated on the assumption 
that it is small, that the concentration of OH1 ions can be 
regarded as uniform and the reaction is first order in the 
relative to the local concentration of having the same
velocity constant everywhere. A second assumption which makes 
calculations possible is that diffusivities of CO^and OH1 are equal.
Taking into consideration the above mentioned assumptions, 
Danckwerts and Kennedy (1958) have derived the following equation
■ ti& t ; “ ■17
If k^t >  5 then fi(k^t) ^  k^t - 1
where k^ = = k^COH’) and
(0H*)o= Initial concentration of OH1 ions.
Therefore, the equation takes the form of
frc* {/ k9(OH,Jy  - t \ 
(OH)' (OH1)o • -n   " 1)
The assumption that Dqjj = Dqq^ -^oes lead to an over estimation
of the extent of depletion, because DqH ^ Dqq (D^ q
#2 2
In the absence of a better method it can be said that the 
approximation enables a value to be obtained for the depletion.
Therefore, a lower value of £ (OH1)/(0H1)0 is desirable, 
in that it allows as to assume pseudo-first order conditions.
This simplifies calculations and ensures greater accuracy in 
the eventual calculations of interfacial area.
The experimental conditions needed to enliven low value 
of A(OH*)/(0Hf)Q are as folows.
a) Very dilute C02-air mixtures resulting in a lower value
yof c", very dilute C02/air mixtures could also reduce the 
heat effects (Heat of reaction and absorption}.
b) Short contact times (t). A short contact time between a
gas and solution will give lower values of A(OH*)/(0H!)Q*
c) A high (OH1) ions concentration* As additional effects,
balancing each other, (C02) .^diminishes, and rate constant 
k2, increases when the OH1 concentration is increased,
d) A low temperature. At decreasing temperature the solubility
of CO^ increases, this effect however, is outweighed by
the decrease of the reaction velocity constant k2*
The maximum time of contact of the liquid surface, that 
could be permitted if the OH1 ions at the surface were not de­
pleted by more than 10$ was calculated for each run. This 
contact time was computed from equation A*18 for all the NaOH 
concentraticnsused, and for the conditions given below. It was 
found that this contact time was greater than 0.5 seconds for 
all the runs. The actual contact time on the tray calculated was 
less than 0.1 sec. Hence, it may be concluded that the depletion 
of OH1 ions at the surface was negligible in all the runs.
The conditions, therefore, chosen for the experimental 
works were
C02 composition in air = up to 1$ by volume
Liquid composition = IN of NaOH solution.
Temperature = 25°C.
Boom temperature was 20°C therefore apparatus temperature
was selected at 25°C. The temperature was controlled by using 
the preheater.
CHAPTER F IV E
TREATMENT OF DATA. COMPARISON AND DISCUSSION OF EFFICIENCY RESULTS 
Experimental work for physical mass transfer can be 
discussed under two headings: a) Absorption of Carbon Dioxide, 
b) Desorption of oxygen.
5.1. Absorption of CO^
A mixture of air and CO2 gas was bubbled through water
on the sieve tray, in order to measure the plate efficiency.
For system like CO^-air-water where almost no change in gas
phase composition occurs during the contact time, it can be
assumed with a fair degree of accuracy that gas resistance is,absent and
that this system is virtually liquid film controlled system.
The tray efficiency was measured as a function of:-
a) Liquid flow rate for given gas flow rate and gas composition.
b) Gas flow rate at a constant liquid rate and gas composition.
c) Gas composition for a fixed liquid and gas flow rates.
The Murphree efficiency based on liquid composition for 
absorption is given as:-
E = xn - xn-l .
ML x ITx 5-1
en n-1
xn, and xen values were measured directly from the column.
Three liquid samples were analysed for each condition and the
average value was used in the calculation of the results. The
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The values of xen were corrected to the tray conditions, (pressure, 
temperature and gas composition) by using Henry’s Law.
In order to obtain very accurate value of tray efficiency, 
a comparatively higher concentration of CO2 gas was used in air 
(up to 12,5# by volume). At higher C02 concentration, the 
solution composition can be measured with greater confidence.
The titration of C02 solution was carried out by using the 
automatic titrator as explained in appendix (A2).
5.2. Calculation of and kj-a Prom Efficiency
The method developed by Foss et al (1957, 1958), Thomas 
and Campbell (1967) and Campbell (1965) f°r calculating 
values from the tray efficiency has been used. The plate 
efficiency, %]> is relsibesd to tfenumber of transfer units, Nj,, 
by equation 3.6.10.
1/ 2 9 M r
e ml = 1 - (Wl<r + x)
on rearranging, it becomes
2
EML an(i dimensionless variance , were measured experimentally 
for the present study. For example, in the absorption of C02 
study, the experimentally measured tray Murphree efficiency for 
Run (C-6.6.) Table 2.3 was EML = 83 (F^  = 2.1) and the value
of dimensionless variance measured under identical operating
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conditions for the same flow rate in the residence time study
gives Nl = 2.33-
The mass transfer coefficient, k^a, can be caluulated by 
the following equation. Thomas and Campbell (1967) and Foss et 
al (1958).
Values of were calculated from equation 5-2 and values of & 
were measured experimentally. (See Part I). A plot of %  
against 0 gives a straight line, the slope of which will be 
equal to k^ a. The experimentally measured mean residence time 
for the above flow rate (20 G.P.M.) is X6.4secs. (Part I). 
Therefore,
kTa = = 0.1A2 sec’"'1' at 20°C.
L a
k^a values were corrected to temperature of interest by the 
method suggested by Foss, Gerster and Pigford (1958)* The 
temperature correction factor proposed by them is the square 
root of the ratio of the dimensionless Schmidt number at temp­
eratures T^ and Tg, that is
(Part I) w a s , = 0.30.
o
Substituting these values of and^p into equation 5.2.
5.3
5.4
where T^ = 25°0. and Tg = 20°C and
Therefore k-j-a at 25°C. will be
(kL^25 “ °*X42 x 0.88 =s 0.126sec'”‘1'
5.3. Desorption of Oxygen
In this system, oxygen was stripped from an oxygen-rich 
aqueous glycerol solution by bubbling the air through the 
solution over the tray. The solubility of the oxygen in aqueous 
gly®»cerol solution is very small, making the ratio of the sbpe 
of the equilibrium and operating lines large. When this is the 
case, the resistance to mass transfer in the gas phase is neglig. 
ible compared to the resistance in the liquid phase.
The Murphree efficiency (liquid phase) was studied as a 
function of liquid and air flow rates, for the tray alone and 
for the combined tray and downcomer system. Murphree efficiency 
for desprption system is given as:
5-5*n-l " n
values of xn xn and xen, were measured directly from the 
column continuously with the help of oxygen detecting cells, 
as already described in Chapter 5. Number of transfer units,
N^ , for the desorption study were calculated by the method 
adopted in the absorption study.
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5.^ . Comparison and Discussion of Tray Efficiency Results
The systems studied were CO^-water-air and Og-aqueous 
glycerol-air. These systems are liquid phase controlling systems, 
the efficiencies obtained may be regarded as pure liquid phase 
efficiencies and were investigated as a function of liquid flow 
rate, gas flow rate and the gas composition.
It is in general not wise to compare the efficiency 
results of different workers since efficiency is dependent on 
the tray size, liquid flow rate, gas flow rate, weir height 
and other variables which are not the same in all cases. However, 
out of interest, Figures 5.1 and 5.2 show some of the data 
reported in literature for liquid phase Murphree efficiencies 
along with the present Murphree efficiency results, for COg 
absorption or desorption from water, and Og desorption from 
oxygen rich liquids respectively. It is clear from these figures 
that the efficiencies obtained in the two investigations are 
comparable at given flow rates and appear to follow the same 
trend for the respective systems.
Figure 5.3. shows a comparison of the present efficiency 
data with the data of Thomas and Campbell for the 02-glycerol 
system. The experimental work was carried out under identical 
operating conditions using different tray geometry. It is quite 
obvious from this figure, that the mass transfer.efficiencies 
are comparable and follow the same general trend.
An examination of Figures 5.3 and 5.^ shows that for the
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given conditions, the mass transfer tray efficiency decreases 
rapidly with increase in liquid flow rate for both the systems 
investigated. Figure 5»^ also shows that the efficiency values 
for COg-water absorption system are much higher than for 0^- 
aqueous glycerol desorption system. The dependency of the liquid 
phase mass transfer efficiency on the liquid flow rate has also 
been reported by earlier workers, viz. Thomas and Campbell (1967),
Foss and Gerster (1956), University of Delaware Final Report
(1958), Gerster et al (19^91 195D and Ellis and Moyade (1959).
The experimental results are reported in Tables 20 to 2A.
It became quite clear after the inspection of the
experimental results given in Tables 22 and 2A, that for the 
given liquid flow rate and tray geometry, the liquid phase 
Murphree tray efficiency is largely insensitive to changes in 
the gas flow rate, at least over the narrow range investigated. 
This conclusion holds for both the systems investigated. This 
result is in agreement with the reported work of Thomas and 
Campbell, Gerster et al and Ellis and Moyade.
It was considered important to investigate the combined 
tray plus downcomer system since this is the actual ‘unit* of a
distillation column. Analysis of the experimental results,
figure 5.5) show that there is a considerable increasein the 
mass transfer efficiency when the downcomer is taken into account.
Results are given in Tables 20 to 2^ .
In agreement with the results for the sieve tray system
- 221
to
CO
®
oo
to
CM
CM
to
IO'®O OO
&i co r- <£> to ^  co
gun
3 Aou@go|||3 AeJJ. ©©^igd-s^^
Fi
g.
 
5.
3 
Li
qu
id
 
Fl
ow
 
Ra
t©
 
G
.P
.M
- 222
CM
CM
O
m© r-
Aow©io| | |3
tpO)
FS
9.
 
5.4
 
Li
qu
id
 
Fl
ow
 
Ra
te
 
G^
P-
M 
'
- 223 -
it was found that the mass transfer efficiency for the combined 
system decreased sharply with increase in liquid flow rate and 
increased slightly with increase in gas flow rate for both COg- 
water and 02-aqueous glycerol systems. It is unlikely that 
variation of the gas flow rate will have any effect on the 
downcomer efficiency. The experimental results are reported in 
Tables 20 to 24.
Figure 5*6 (Table 25) is a plot of concentration of 02 
in the liquid phase (expressed in terms of 0^ injection rate) 
against plate efficiency at ^  =2.27 and 37 gall./min. liquid 
flow rate. This plot demonstrates the effect on the tray 
efficiency when the concentration of the more volatile component 
(M.V.C.) falls. A sharp decrease in the mass transfer efficiency 
is observed with decreasing composition of oxygen. This result 
is supported by the work of Gerster (1951) and Shilling et hi 
(1953).
A possible explanation of this phenomena is that as the 
concentraion of the M.V.C. viz. 0^ decreases the frpth eventually 
becomes exhausted in 0^  and this results in a decrease in the 
extent of mass transfer. taking place; thus result iB a drop 
in the tray efficiency.
The tray efficiency was also investigated as a function 
of the gas composition in air phase for the COg-water system.
The gas composition was varied between 3*6 to 12.5$ by volume 
in air at given liquid flow rate. No significant change in the
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tray efficiency was observed with changing gas concentration 
over the range studied (Table 2AB). This is to be expected, as 
such, a small change in the gas composition would not alter the 
system properties sufficiently to effect the mass transfer rate.
The calculated efficiency was very sensitive to small errors in 
the determination of COg content, particularly at low concentrations* 
Therefore, fairly high COg concentration in the gas phase was 
used for the reasons stated before.
5*5 Effect of Liquid Residence Time on the Trav Efficiency
The residence time of the phases in.any rate process is 
obviously going to be an important'factor, thus it would be 
expected that any variable which effects the residence time of 
the liquid on the tray will have an effect on the mass transfer 
efficiency. The mass transfer efficiency was investigated as a 
function of liquid flow rate and gas flow rate for both the 
systems. It is proposed to try to establish what effect, if any, 
these variables have on the mass transfer efficiency, distinct 
from any effect on the liquid residence time,
A plot of mass transfer efficiency against the liquid 
residence time is shown in Figure 5«7A (Tables 20 and 23) for 
both the systems investigated. It is quite apparent that as 
the mean residence time is increased so there is a corresponding 
increase in the tray efficiency and also that the efficiency will 
approach 100$ as an asymptote as the mean residence time tends 
to infinity. A result of this nature is to be expected since 
the longer the residence time of the liquid on the tray, the
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longer will be the liquid gas oontaot time,'this will result in a 
greater amount of mass transferred and thus increase the mass 
transfer efficiency. This result is again illustrated quite 
strikingly in Figure 5*7^ , which is a plot of the mass transfer 
efficiency against the liquid mean residence time for the 
combined tray and downcomer system.
A study of Tables 20 to 2A shows that for a given liquid 
mean residence time, the Murphree liquid efficiency is increased 
slightly with increase in the gas flow rate, at least over the 
narrow range studied. There has been considerable speculation 
as to the reason for the smallness of the increase in mass 
transfer efficiency with increase in the gas flow rate. This 
result is most probably due to several counteracting effects 
of the Variables involved. For example, the time of contact 
of the liquid with the gas would be decreased with increase in 
the gas flow rate, which would contribute to a lowerirg of the 
efficiency. Also an increased gas rate increases the foam 
height and this should increase the time of contact. As a 
further effect, an increase in gas flow rate increases the 
interfacial area between phases, Calderbank et al (1962), and 
thus increases the amount of mass transfer. The results of 
the present investigation show that these counteracting effects 
almost caneel each other.
As stated earlier, there was a significant increase in 
the mass transfer efficiency when the downcomwr was taken into 
account (Figure 5-5). ^he contribution of the downcomer to a
• 230 -
higher mass transfer efficiency is only at the expense of a 
much higher residence time in the system. The same increase 
in efficiency could have been achieved if the liquid had resided 
on the tray for an extra time much less than the increase in the 
mean residence time due to the downcomer.
5.6. Effect of Degree of Liquid Mixing on the Tray Efficiency
Where liquid phase resistance occurs, the interpretation 
of mass transfer data obtained in plate columns is complicated by 
the concentration changes, as the liquid flows across the tray. 
The simplest approach is to present the data in the form of the 
Murphree liquid phasd efficiency, But the number of
transfer units, are more preferred because they are directly 
related to the mass transfer equation.
The relationship between E ^  and the number of liquid 
phase transfer units, N^ , is dependent on the degree of liquid 
mixing on the tray. Before an adequate mathematical model for 
the liquid mixing on the tray had been evived, one of two 
assumptions had to be made, a) No liquid mixing, b) Complete 
liquid mixing. Results obtained from using either of these 
assumptions can be seriously in error.
The mixing model -repprted by Thomasjand Campbell (196?) 
and Foss et al (19579 1958) has been used to calculate values 
for the partially mixed liquid on the sieve tray.
From an investigation of Figure 5*8* it become quite
- 231 -
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clear that the number of transfer units, N^ , decreases sharply 
initially, and then tails off to give a more gradual decrease 
as the liquid flow rate is increased for both the systems in­
vestigated. This decrease in values probably results from 
the decreased liquid mean residence time with increase in liquid 
flow rate. This conclusion is further strengthened by examining 
the plot of against the liquid mean residence time in Figure 
5.9 and 5.10 for the tray and for the combined tray and downcomer 
system, respectively. The number of transfer units, N^ , increases 
linearly with increase in liquid mean residence time for both 
the systems investigated. Tbis result is in agreement with the 
earlier workers, viz. Foss and Gerster (1956), Harris and Roper 
(1962), University of Delaware’s Final Report (1958) and- Thomas 
and Campbell (1967). The experimental results are given in 
Table 20, 21, 26 and 27.
Figure 5«H shows that the number of transfer units, N^ , 
increased slightly with increase in gas flow rate for both the 
tray alone and tray plus downcomer system. This result is in 
agreement with Thomas and Campbell (1967).
The relationship between and mass transfer coefficient 
k^ a, is given by the following expression
nl = kLae 5*6
A plot of against 0 should result in a straight line of 
slope k-j-a passing through the origin. Such plots for both the
- 235 -
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systems investigated are given in Figures 5.9 and 5.10 both 
for the tray alone and for the tray plus downcomer- respectively• 
Several investigators* viz. Thomas and Campbell (1967), Harris 
and Roper (1962), University of Delaware*s Final Report (1958) 
and Foss and Gcrster (1956) have also reported similar plots. 
But Calderbank (1956) has reported that was proportional to 
the 0.81th power of the mean residence time, § . Campbell
(1965) has pointed out that the mean residence time used by 
Foss and Gerster, and Harris and Roper calculated from the 
static head is not true, because the static head varies across 
the length of the tray, and this method predicts a much lower 
value of the mean residence time than those obtained by tracer 
techniques.
The values of mass transfer coefficient, k^a, obtained 
from the slopes of the straight line from Figures 5*9 and 5.1° 
are OVlQ* sec.-1 ;for the tray alone, and 0.12 sec.-1 for the 
combined 'tray and downconjer system for CO^-water system and 
O.O55 Sec.-1 and' 0.0R6 sec.-1 for tray and for tray plus down-
• /y " ' A ■
comer for O^-aqueous glycerol system, respectively.
It' can be seen that the liq u id  phase mass transfer
coefficient, kTa, decreases for' the combined tray plus 
/ L
downcomer system when compared with the tray alone. It is
. 1
likely that this is predominantly due to a fall in inter­
facial area fa’ in the downcomer but this could be stated
purely as kT itself may be less. It is not immediately !»
possible to numerically compare the changes in mass transfer
- 237 -
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coefficient, k^ a, with the changes in Murphree efficiency.
p
Because the dimensionless variance, ^  , and mean residence 
time , § as well as mass transfer coefficient k-^ a have to be 
considered which effects the liquid phase number of transfer 
units, and therefore on the efficiency.
An inspection of Figure 5.12 shows that for a given 
system and gas flow rate, the mass transfer coefficient kTa isLi
independent of the liquid flow rate (Table 26, 27 and 30).
This result is in agreement with the earlier investigators, viz. 
Thomas and Campbell, Foss et al, Harris and Roper, and the 
A.I.Ch.E..'.Report. The drop in k^a values observed both for the 
tray and the combined tray and downcomer system at low liquid 
flow rates is due to gas bubble leakage. This is in agreement 
with the hydrodynamic study and is explained in detail in the 
next chapter.
Figure 5*13 is a plot of mass transfer coefficient, k^a, 
against the air flow rate. It is clear that k^a increases with 
increase in gas flow rate. This conclusion is supported by the 
reported work of Thomas and Campbell (1967), A.I.Ch.E. Report 
(1958) and Harris and Roper (1962).
5*7 Downcomer Mass Transfer Efficiency
The mass transfer efficiency was measured for downcomer 
qione and for tray plus downcomer experimentally as a function 
of the liquid flow rate at given gas flow rate (F^=2.l) for the 
Og-aqueous glycerol system.
Figure 5-1^ is & plot of downcomer alone efficiency against
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liquid flow rate. It is quite clear that the downcomer efficiency 
increases linearly with liquid flow rate, and is as high as 21% 
at 36.8 G.P.M. liquid flow rate* This trend is opposite to that 
observed for tray efficiency. A similar trend in the downcomer 
efficiency was also observed while investigating the effects of 
liquid flow rate on the combined tray plus downcomer system,
Figure 5*15* This is further supported by the work of Thomas 
and Campbell (1967) and Campbell (1965). Their work is also 
plotted along with the present work on Figure 5»I5« A comparison 
of Figures 5*1^ and 5*15 shovlsthat lower efficiency values are 
obtained with combined tray plus downcomer system than downcomer
system alone*
A possible explanation of this phenomena is that an 
increase in liquid flow rate results in an increase in clear 
liquid hold-up and froth height in the downcomer. More froth 
flows into the downcomer from the tray and therefore, more 
vapour enter the downcomer. The contact time between this 
disengaging vapour and the liquid increases, which results in 
more mass transfer occuring between the phases. The effect is 
to some extent modified by a decrease in liquid residence time 
in the downcomer at increased liquid flow rates but obviously is 
insufficient to reverse the trend.
Secondly, it was observed visually, that an increase in 
liquid flow rate resulted in a greater accumulation of gas bubbles 
in the downcomer liquid (this is comparable with the increased 
hold-up) and these gas bubbles tended to be more uniform in
size and spread right through the downcomer fluid. This, at 
the high liquid flow rate resulted in a greater increase drag 
of gas hubbies onto the lower tray. This higher degree of gas 
dispersion in the downcomer liquid will result in an increase 
in the extent of mass transfer and in the downcomer efficiency.
Therefore, the downcomer can play a very important part in 
the extent of mass transfer taking place, especially at high 
liquid flow rates, which is the more usual case with Industrial 
plant. These facts cannot be ignored when designing downcomers.
-  2W -
CHAPTER SIX
INTERFACIAL AREAS AND MASS TRANSFER COEFFICIENTS
6.1 INTRODUCTION
At present four methods are worthy of consideration for 
the measurement of interfacial areas on sieve trays.
a) Light Scattering - Calderbank (1958, 1959)
This method is more directly applicable to local values of 
interfacial area. Integral values require a complicated 
technique of measurement which is less satisfactory.
b) Light Reflection - Calderbank (1959)
This method is not suitable for measuring integral values as 
‘wall effects’ tend to predominate.
c) Photographic Method
This involves high speed photography. As such, this 
technique is quite acceptable but is more suitable for 
liquid-liquid dispersion. The method requires a measurement 
of a mean bubble size from the print and the corresponding 
value of gas hold-up. The interfacial area is then given by 
the relationship
,al = 6hv 6.1
The main limitation of the method is that local conditions 
are not necessarily representative of the whole dispersion. 
The method has been used more recently by De Goederen (1965).
d) Chemical Reaction Method
This method has been used for some considerable time, but a
few pertinent references only will be given here, viz. 
Danckwerts and Sharma (1966), Porter et al (1966), Sharma 
and Gupta (1967)»Pohorecki (1968), Pasiuk-Bronikwwska (1969) 
and McNiel (1970), A summary is given by Danckwerts (1970),
A gas-liquid reaction with well.established kinetics is 
used to determine the absorption rate per unit interfacial area.
A convenient case commonly used is a ’pseudo-first order1 
reaction. This case is considered in detail by Danckwerts 
(1970, p.3A). The main equation is as follows:
As explained, when k^t is large, the distribution of concentration 
and the rate of absorption tend to limiting values independent 
of time and it follows that
is very large as it is for a pseudo-first order reaction, then
c
a/cs = e'X 6.3
and
When k^t >  2 error in equation 6,5 is less than 3% and when k^t
6.6.
(This is correct to within 5$ when k-j_t = k2B°t 10)
The method used for measuring the interfacial area of froth on 
a tray now uses equation 6.6. The amount of gas taken up in 
absorption by the liquid in passing through the tray is given by
W = L (X2 - x-^) 6.7
where W = Absorption rate gm.mole taken up in t secs.
xx = Inlet concentration of gas in liquid (m.f.)
x2 = Outlet concentration of gas in liquid (m.f.)
L = Liquid flow rate mtles/sec.
By definition
Nt* = j = g.moles/cm.2
where A = Total interfacial area for mass transfer.
N^1 = ^ ^  gm.raoles/cm.2 sec.
The value of (— ) is directly measured (equation 6.7) and 
t
=  Gx J ( k 1 DA )  = o*,J(lc2BODA) 6 .8
! = A J (klDA) 6.9
where A = a
f = a vf * c ( ki%) 6.10
on rearranging equation 6.10
J L  = na« a = a cX J(DAkx) 6.XI
= a oK
f and are measured by experiment and cx, D^, k^ , B° are 
known for the system.
In this way !a* the interfacial area per unit volume of 
froth existing during the experiment can be found.
6.2. APPLICATION IN PRESENT STUDY
Consideration was given to the chemical system to use,a 
number of which are listed in Table 6.1. Of these, CO^-air-NaOH 
solution was chosen for its practical convenience and because 
the kinetics of the process are so well established.
It was hoped to investigate the effect of liquid flow 
rate and gas flow rate on the interfacial area. Many workers 
as well will be shown later, Table 6.1. The change in the gas 
flow rate has a minimum effect and our studies were limited to 
change in the liquid flow rate.
The liquid flow rate can be divided arbitrary in low and 
high rates. The division is not definite but can be loosely 
defined by the extent of jetting and spraying occurring at low 
liquid rates.
a) Low Liquid Flow Bates: (approximately 15gall./min.)
A violent form of side to side oscillation of frothy mass 
on the tray was observed (see Figure 6.1). The position (i) and 
(ii) show the extent of scillations. The three regions a, b and 
c are quite distinct. In position (i) region (a) is very shallow 
in liquid and the gas jets through the pool without dispersing
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into separate bubbles. This creates a great deal of spray.
Region (b) is more stable and contains jets of gas and 
bubbles. Region (c) where the liquid is deepest has a compar­
atively well developed froth region with less spray. For 
position (ii) just the reverse is true. The unstable nature 
of the process makes study difficult; the oscillations were 
approximately about one e^ ery 2 to 3 seconds.
The nature of the flow was such that the values of 
interfacial area determined must be subjected to inaccuracy 
due to jetting and spray effects. Therefore, no run was made 
with liquid flow rate less than 10 gall./min.
b) High Liquid Flow Rates: (approximately!> 15gall. up to 50gall./min)
The nature of the oscillations at high liquid rates is as 
shown in ttoec fisxbtasdai©: Figure 6.2. The extreme of liquid pool 
depth as seen at low liquid flow rates did not occur. The 
result was a considerable decrease in jetting and spray formation.
A much more stable condition existed with a wall developed froth. 
Increase in liquid flow rate increases the liquid hold-up so 
that a greater bulk of frothy mass.exists on the tray which 
damps down the oscillations and so, as explained above, minimise 
jetting. It is more bubbly, therefore the values of V^, as read 
are more reliable than at low liquid rates. This would give 
leas spread in the calculated ‘a* values.
The values of and ’a1 are given in Tables 28 and 29 
appendix A4.
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c) Solution Concentration
The interfacial area was found to be independent of 
solution concentration in the concentration range used. This 
is so when (0Hr) ;>0.1N, Porter et al (1966).
In the present case, the solution concentration used 
was between 0.6N - 1.0N.
6.3. METAL FRAME-WORK
It was decided to investigate as a small subsidiary 
trial experiment, the effect on tray behaviour when a metal 
framework (Figure 6.3) was introduced on to the tray. The 
rods used were solid and No Heating or Cooling took place. In 
this way effects would be due entirely to changes in the hydraulics. 
In this sense it differs from the coils used by Barrett (1966) 
and Potoorecki (1968). The framework therefore, is only a simu­
lation. Nevertheless, the intuitive feeling concerning the 
frothable effect was fully justified.
The froth was of entirely of different structure from 
that observed on the tray alone. It was more stable and less 
oscillations were observed, especially at low liquid flow rates.
The froth height was uniform from weir to weir, unlike the tray 
without the framework. There is little doubt that the presence 
of such a framework where it serves the additional purpose of 
cooling and heating justifies further investigation in depth.
The results of study with the framework are given in appendix 
AA Table 15 and 29 and Figure 6.A,
6.A. REVIEW OF REPORTED VALUES OF INTEBFACIAL AREA
A comparison of the results of values for fa* obtained 
by some of the more notable workers in recent times are given 
in Table 6.1. The first part of the table refers to experiments 
carried out with comparatively small trays, and the second part 
with much larger trays.
a) Small Trays (Table 6.1)
Calderbank and co-workers showed that at higher gas 
velocities, larger bubbles are present in the froth resulting 
in values for !a! less than 8 c m . T h e y  also demonstrated that 
under the conditions of their experiments, the interfacial area 
appeared to be independent of liquid rate.
West et al using a different technique for determining ‘a* 
involving bubble analysis found la! to v a r y little over a 
comparatively wide range of gas flow rate and liquid flow rate. 
They interpreted the results of Gerster et al (19A9) for a 
bubble cap tray in the same way. As can be seen from the Table 
6;1, the interfacial area was lower for the bubble cap tray than 
for the sieve tray.
De Goederen (1965) found the interfacial area to be 
virtually independent of gas velocity and static liquid over the 
limited range studied.
-  253 -
Porter et al (1967) considered in rather greater detail 
the changes in la’ occuring with not only gas, liquid velocities, 
but also the number of holes and the shape of the bubbles.
Sharma and Gupta (1967) found !a! value from 2.0 - 2.5cra“  ^
using a chemical method.
Whereas Smith and Wills using a different technique obtained 
a = 3.5cm"1,
McNiel (1970) using single bubble cap in a 6" diameter 
column obtained a = 2cm"1 for rather low range of gas and liquid 
flow rates.
b) Large Trays (Table 6>1)
Barrett (1966), Pasiuk-Bronikowska (1969) and Pohorecki 
(1968) have all reported work on a sieve tray built by Barrett.
In each case, a different liquid system was examined, but la‘ 
was determined chemically. In each case the tray also accommo­
dated a cooling coil and results were not recorded for the tray 
alone, The interfacial area values found were all between 1.97 
to 2.64cm . The difficulties associated with these studies
relate mainly to the artificial circumstances of the experiments.
In each case there were no downcomers. The usual flow patterns 
of liquid passing over an inlet weir and leaving over an outlet 
weir were absent. There is little doubt that a probability of 
froth support by the constraining walls exists and mass transfer 
may have occurred on the walls. The cooling effects would probably
TA
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affect surface tension values and froth stabilities.
Dillan and Harris (1966) obtained a value for 'a1 = 2.5 
to tycm***^ from the analysis of Harris and Roper (1963)'s data. 
Their experimental results have also been reanalysed by Barrett
(1966) and Danckwerts and Sharma (1966). The latter authors 
considered the range of ’a1 values.
Porter et al (1966) using a comparatively large bubble 
cap tray with a wide range of gas rates found 'a1 to be inde­
pendent of the gas rate but to slightly increase with the liquid 
rate.
6.5. PRESENT STUDY FOR ,aI
The results of the experiments in the present study are
given in Table 6.1 and are summarised in Figure GA.
A constant gas rate was maintained = 2.1. Velocity
based on column cross section area = 3.Aft/sec. It can be
seen from Figure 6 A  that ’a1 is a dependent upon the liquid
flow rate, i.e. increases with increase in the liquid flow ra.te.
-1Values of ‘a1 vary from 1.5^ - 2.^2cm . The system CO^-air-
NaOH was used under conditions previously described.
The values of ‘a1 obtained are lower than those found 
by Dillan and Harris (1966) from the analysis of Harris and 
Roper's data at the comparable gas rate Table 6.1. A direct 
comparison with Barrett, Pasiuk-Bronikowska and Pohorecki is
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F IG .  6 .5  Mean Residence Tame sec.
more difficult as the hydraulic systems are so different. To 
say that the ’a1 values are of the same order of magnitude is 
rather meaningless for the stated reasons. The presence of 
coil on the Barrett tray makes comparison unreliable.
Certainly it is likely that the *a’ values found by 
Calderbank and co-workers and West et al as quoted in Table 6.1 
are much higher than those obtained with large trays. Again it 
is not certain why this is so. It could be that the method of 
determining 'a* by optical or photographic means leaves much to 
be desired or that small trays give unusually high ‘a* values 
due to supported froth in the constrained space. The latter 
reason is the more likely although it is not certain.
The results for the determination of ‘a1 values in the 
present study when the 'metal framework* was placed on the 
tray are given in Table 29 and Figure 6.A. Again these results 
are not strictly comparable with Barrett's and the subsequent 
workers who used the same apparatus and coils. However, the 
order of magnitude is the same. The presence of the framework 
as has already been stated had a most important effect in 
stabilising conditions on the tray and producing a more uniform 
froth free from violent oscillations. The average bubble 
diameter was also decreased in the presence of 'metal framework* 
from 1.815 to 1.70cm. It can be seen from Table 29 and Figure 
6.A the values of 'a' are slightly larger for the tray plus 
framework than for the tray alone, but increases with liquid rate
- 259 -
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rate in a similar way. The change in 'a* is not significantly 
different but the operation of the tray is much smoother.
Figure 6,5 is a plot of interfacial area per unit volume 
of the froth ‘a1 against mean residence time §. An inspection 
of graph shows that interfacial area *a! decreases with increasing 
mean residence time, i.e. with decreasing liquid flow rate .
6.6. THE MASS TRANSFER COEFFICIENT kL FOR C02-AIR-WATER
Few previous attempts have been made to calculate k^ 
values for sieve trays. The technique applied is to determine 
k^a experimentally and then obtain 'a1 independently. Care needs 
to be taken to ensure that the physico-chemical properties of 
the solutions used for measurements of k^a and laf are as near 
as possible. It is quite obvious that such a precaution is 
necessary as the interfacial area must be dependent upon the 
density, viscosity and surface tension of the solution being 
studied.
A summary of a few available results is given in Table 6.2.
The value of kj-a for COg-air-water is given by the slope 
of the line in Figure 5*9 (%, Vs 0) On the assumption that the 
physical properties of the CO^-air-NaOH solution are very similar 
to C02- air-water for dilute NaOH solutions. Then the ’a1 value 
given in Figure 6.A (raf vs liquid rate CO^-air-NaOH system) 
can be used at different liquid rates to find k^ .
A plot of k vs liquid rate awd mean residence time is 
It .
given in figure 6.6 and 6.7. The results of the present study 
gives k-^ .O52 - 0.063crn/scc. at constant gas rate of 3 ^ft/sec. 
Approximate means for k^ = 0.058cm/sec.
All the values given in table 6.2 are of course, very 
dependent upon the apparatus size and design. Differences in 
bubble sizes and the many other parameters influence the 
ultimate value of k^ .
C&lderbank et al (1961,1960) suggested from his equation 
that k^ is independent of tray characteristics, gas and liquid 
flow rates. In the present study, Figure 6.6, k^ is seen to 
decrease with increasing liquid flow rate and Figure 6.79 to 
increase with increasing mean residence time, Table 30.
Garner and Porter found that the gas flow rate did effect 
k^ to some extent. The fact was not studied in the present 
work, but it is not anticipated that the effect would be very 
marked.
The values of k found by Dillan and Harris (1966) from 
L
Harris and Boper (1963) experiments are somewhat lower than 
the present results at a similar gas rate.
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6.7. COMPARISON OF Ja‘ AND *kL * WITH PREDICTED VALUES
6.7.1. Interfiacial Area tal
Calderbank (1959) using a small sieve tray and an optical 
technique for finding ‘a1 proposed the following equation:
where Ut = velocity of rise of the bubble in the froth cm/sec.
Considering the absence of a liquid flow term from the Calder­
bank equation and the complexity of the flow processes taking 
place on the tray, the prediction is remarkably good.
6.7.2. Mass Transfer Coefficient 1 k^1
For cases of liquid side film coefficients k^ , Calderbank 
and Moo-Young (1961) have proposed
a
For the system COg-ain-NaOH the above equation gives
a = 1.70cm" , whereas the values obtained as given in Figure 6.4
_1
vary from 1.5 to 2.43cm depending upon the liquid rate.
kL = 0.31 (gp)1/3 (da )2/3 for small bubbles 6.13
and
bubbles
where y  = /1//0 is the kinematic viscosity of the liquid. 
For COg-water k^ <2. 0.01 equation 6,13
and kj, ^ 0.05 equation 6.14
-  265 -
For a sieve tray the value for would be intermediate. The 
present study gave values of k^ = O.O52 - 0.063cm/sec. Agree­
ment with a physical situation associated with large bubbles 
is consistent as one would expect.
CHAPTER SEVEN
CONCLUSIONS
The investigation of the factors that affect the 
performance of a pilot plant distillation colucin may be con­
veniently subdivided into the following sections
1. Hydrodynamic Study
2. Liquid Residence Time and Extent of Liquid Mixing Study
3. Mass Transfer With and Without Chemical Reaction Study.
7.1 Hydrodynamic Study
The experimental results of this study have been reported 
in the form of correlating equations wherever possible.
Total Pressure Drop
The total pressure drop across a sieve plate may be 
subdivided into the following components
i) Dry pressure drop across the plate 
ii) Pressure drop due to liquid head on the plate 
iii) A term designated as residual pressure drop
The experimental data resulting from the investigation 
of the total pressure drop as a function of liquid and gas flow 
rates, physical properties of the system and weir height was 
found to be well correlated by the following equation:-
hT = O.3378 Fa2 + O.O305 L + 0.669 W + hr
This equation predicts an increase in total pressure 
drop with increase in vapour and liquid flow rates, weir height 
and residual pressure drop. The total pressure drop is found
/ - 267 -
to be independent of the physical properties of the systems used.
Froth Height on Tray
Although the froth height was measured visually and thus 
the experimental values reported are only approximate, it is felt 
that provided care is taken in using the results, the trend 
reported should be of considerable importance in predicting 
frothing tendency. The experimental data was found to be well 
correlated for both the systems investigated with an accuracy of 
+ 0.4 inches by the following equations.
For aqueous glycerol solutions
zf = 3.235 ^  + °-081 L + °«2°5 w
and for dilute Sodium carbonate solutions 
zf = 3.32 FA + 0.088 L + 0.434 W
Both equations predict an increase in the froth height with 
increasing liquid and vapour flow rates and weir height. An 
examination of the experimental results and above equations shows 
that the froth height is a function of physical properties of 
the system i.e. the froth height increases with decreasing 
surface tension, viscosity and density of the liquid.
Dynamic Head on Tray
The dynamic head on the tray was measured manometrically, 
and was investigated as a function of liquid flow rate, gas flow 
rate and the physical properties of the system.
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The dynamic head measurements were corrected for the 
surface tension effect and air momentum head, Z^ . The static 
head on the tray x*jas obtained from the following equation:-
zc = ZD + ZM
The average static head was found to be well correlated by the 
following equation for aqueous glycerol solution with an accuracy 
of + 0.068 inches of liquid.
Zc = -0.458 Fa + 0.023 L + 0.422 W + 1.22 
and for dilute NagCO^ solutions
ZQ = -0.54 Fa + 0.0175 L + 0.49 W + 1.54 
(accuracy + 0.05 inches of liquid)
The above equations predict that the static head on the tray 
increases with increase in liquid flow rate, and weir height, 
but decreases with increasing gas flow rate. An examination of 
the experimental data and above equations shows that the clear 
liquid head on the tray increases with decreasing physical 
properties of the liquid.
Aeration Factor and Froth Density Factor
Aeration factor and froth density factor are the two 
croncepts in general use to describe the extent of frothing in 
distillation columns. The aeration factor as used by most workers 
is, in fact, the ratio of the depth of liquid after collapse of the 
foam to the depth which the liquid would attain when flowing 
across the tray in the absence of aeration. Because of the 
different techniques available for obtaining a measure of the
static head and of the discrepancies in the resulting values 
obtained .the value’ of the aeration factorr-obtained foV a particular 
set of *.conditions in the column will depend on the^  tenohniquo 
chosen.. Hower,* the: range of -aeration factor obtained or the ’ 
present investigation was between 0,5 to 0.65.
The froth density factor is defined as the volume of un­
aerated liquid in the foam per unit volume of the foam. At any 
point on the tray this may be restated as the ratio of the static 
head to the foam height. Again because of the variation in 
static head value depending upon the method of measurement the 
value of froth density factor will vary slightly. The froth 
density factor decreases with increase in gas flow rate while 
remaining largely insensitive fo variation in the liquid flow 
rate and the physical properties of the system.
Froth Height in Downcomer
The froth height in the downcomer was studied as a 
function of gas flow rate, liquid flow rate and the physical 
properties of the system.
The froth height was found to increase initially with 
increase in liquid flow rate tnen tails off to an approximately 
constant value at high liquid flow rate. Gas flow rate ^as 
found to have very little effect on the extent of frothing in 
the downcomer although there was a slight tendency for the froth 
to increase with increase in gas flow rate. The froth height 
was also found to.increase with decreasing physical properties of 
the liquid.
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Olear Liquid Height in Downcomer
The clear liquid height in the downcomer was also in­
vestigated as a function of gas and liquid flow rates and physical 
properties of the liquid. The clear liquid height was found to 
increase with increase in liquid and gas flow rates and with de­
creasing physical properties of the liquid. For design purposes 
the author feels that the clear liquid height in the downcomer '' 
should be taken to be the limiting factor.
General Observations
An inspection of Table 7.1 (Part I) shows that although 
the regression equations appear to be quite successful in correl­
ating the experimental data for the different apparatus, conditions 
of operations and liquid systems, yet at the same time a marked 
difference in the values of the coefficients in the equations for 
Zg9 Z c and h^ have been demonstrated. Obviously the physical 
size and geometry of the apparatus will affect the hydraulic 
conditions and also the residence time and mixing patterns. Thus, 
it highlights the potential danger in using any such equation 
from small scale apparatus for prediction of behaviour of large 
scale column. Further, a comparison of the established equations 
for different systems used shows that the gas rate, the liquid 
rate and the weir height are the most important variables in 
connection with Z^ values.
It is difficult fo characterise the behaviour of boiling 
liquids and vapours as there is only a limited amount of reported 
data. One such equation which has been reported in literature is
that for a n-pantane-isopenta&e system (see Table 7.1) which 
seems to indicate that Z^ , for example, is only a function of 
vapour rate and weir height, but is independent of liquid rate. 
However, what importance can be attached to such a result is un­
known due to the paucity of information.
7.2 Liquid Residence Time
The liquid residence time was investigated both for the 
sieve tray alone and for the tray plus downcomer system, as a 
function of liquid flow rate, gas flow rate and system geometry.
From the measurements of liquid residence time it has 
been established that the liquid hold-up in both systems studied 
is unaffected by variations in the gas flow rate but increases 
with increase in liquid flow rate. This result is in good 
agreement with the results obtained from the hydrodynamic study.
The mean liquid residence time decreases strongly with 
increase in the liquid flow rate, this result is to be expected 
since for a constant volume system the mean residencd time is 
inversely proportional to the liquid flow rate. The liquid mean 
residence time is largely insensitive to variations in the gas 
flow rate, this result is in good agreement with the independent 
hydrodynamic study which showed that the volume of liquid in the 
system is unaffected by variations in the gas flow rate.
The liquid mean residence time increased with increase 
in weir height for the sieve tray system.
The Degree of Liquid Mixing
The degree of liquid mixing as characterised by the 
dimensionless variance of the liquid residence time distribution 
for both the tray alone and for the tray plus downcomer system 
studied, was found to decrease with increase in liquid flow rate 
but remain sensibly constant at low values of liquid flow rate.
The degree of liquid mixing was found to be independent 
of the gas flow rate, but to increase linearly from zero with 
increase in the liquid mean residence time at low values of 
mean residence time and approach a constant value at high values 
of mean residence time. The most important conclusion that can 
be drawn for this result is that liquid momentum is one of the 
fundamental factors determining the degree of liquid mixing and 
that as the liquid flow increases £o the type of flow in the 
system tends towards plug flow.
The degree of liquid mixing on the tray is unaffected by 
a small increase in weir height.
A comparison of the present work with that of Thomas and 
Campbell's work shows that the degree of liquid mixing on the 
tray increases with increase in the hole diameter and percentage 
free area.
Values of eddy-diffusivity were found to increase 
linearly with increase in the mean axial velocity of flow 
across the tray, also at low values of liquid flow rate, the
rate of increase of eddy-diffusivity with increase in flow velocity 
is identical for both 3 inch and k inch weir systems.
The eddy-diffusion coefficient is dependent on the hole 
diameters that is, it increases sharply with increase in hole 
diameter. The increasing hole diameter perhaps enhances the 
turbulent conditions of the aerated mass on the tray.
7.3 Mass Transfer Study
The mass transfer efficiency was studied as a function of 
liquid and gas flow rates for the tray alone, for the tray plus 
downcomer and for the downcomer alone system.
For both the systems, viz. absorption of CO2 by water 
and desorption of 0^  from 0^  rich solution of aqueous glycerol 
by air used in the investigation, the Murphree liquid phase 
efficiency was found to decrease sharply with increase in 
liquid flow rate and was found to increase slightly with increase 
in gas flow rate for both the sieve tray alone and for the tray 
plus downcomer system.
Liquid residence time has been shown to be a fundamental 
factor in determining the efficiency of the mass transfer process, 
this result is to be expected since the longer the time of the 
liquid in the system, the longer will be the contact time between 
the liquid and the gas, this will result in a greater amount of 
mass transferred across the interface and thus increases the 
mass transfer efficiency.
The downcomer alone mass transfer efficiency was found 
to increase with increase in liquid flow rate. The downcomer 
has been considered to be a very inefficient system for mass 
transfer when compared with the distillation plate, although a 
detectable amount of mass transfer did take place within the 
downcomer, and increased considerably when high liquid flow rates 
were used. It is therefore suggested that in downcomer design 
the liquid residence time should not only be considered from the 
point of view of vapour disengagement but also from mass transfer 
consideration.
Number of liquid phase mass transfer units, N^ , 
were computed by using the mixing model first derived by Foss 
et al (1958) for the partially mixed liquid on the tray and in 
the downcomer. was found to decrease sharply with increase 
in the liquid flow rate and to increase slightly with increasd 
in gas flow rate.
The number of mass transfer units (liquid phase) were 
found to increase linearly with increase in liquid residence time 
for all the systems investigated. This conclusion is in agree­
ment with the following theoretical equation.
The mass transfer coefficient, k a, was found to increase slightly
Li
with gas flow rate at least over the narrow range used, and was 
independent of liquid flow rate. This result reinforces the 
findings of earlier workers.
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From the comparison of the mass transfer coefficient, k a,
L
for the sieve tray alone and combined tray and downcomer system 
we have 0f13 cm.-’-1- and 0.12 cm.”  ^for COg-water respectively, 
and 0.055 cm.”  ^and 0.0^6 cm.“  ^for O^-aqueous glycerol system 
respectively. It can be seen that the liquid phase mass transfer 
coefficient, kTa, decreases for the combined tray plus downcomerJ-j
system when compared with the tray alone. It is likely that 
this is predominantly due to a fall in interfacial area ‘a’ in 
the downcomer but this could be stated purely as k^ itself may 
be less. It is not immediately possible to numerically compare 
the changes in mass transfer coefficient, k^ a, with the changes
o
in Murphree efficiency. Because the dimensionless variance, ^ 
and mean residence time, g as well as mass transfer coefficient 
k^a have to be considered which effects the liquid phase number 
of transfer units, N-^ and therefore on the efficiency.
Interfacial Areas and Mass Transfer Coefficients
The chemical technique used for determining the inter­
facial areas was found to be quite satisfactory provided very 
dilue CO^-air mixtures (80^  content up to 1.5$) an& fairly high 
sodium hydroxide concentrations were used. The above method 
provides a means of establishing a probably magnitude for the 
interfacial areas that could be used for preliminary design of 
industrial scale gas liquid contacting units.
The interfacial area per unit volume of froth was 
found to increase slightly with liquid flow rate, and was 
found also to increase when a metal framework was placed over 
the sieve tray.
The experimentally measured value of interfacial area 
was found to be in good agreement with the value predicted
by Calderbank’s (1959) equation.
/
The mass transfer coefficient, k^ for the tray, was found 
to decrease with increase in liquid flow rate. An average 
value of kjj for the tray was found to be inggood agreement 
with the value predicted by Calderbank and Moo-Young1s (1961) 
equation for COg-water system.
A P P E N D I X  A ,
C A L C U L A T I O N  O F  P H Y S I C O - C H E M I C A L  
P R O P E R T IE S  A N D  I N T E R F A C I A L  A R E A
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APPENDIX Al
SPECIMEN CALCULATION OF INTEEFACIAL AREA 
Run:- D.2
NaOH solution normality = O.9IN
COg concentration in the gas phase 0.75$v
Average temperature of contact = 25°C
Rate of absorption of CO2 = O.336gm.mole/min.
CALCULATION OF PHYSICO-CHEMICAL PROPERTIES
a) Diffusivity
0
Diffusivity of CO2 into water at 25 C was calculated from 
equation A.3 (Part II).
Do = 1.95 x 10“  ^cm^/sec.
The diffusivity of CO^ into NaOH/Na^CO^ solutions was calculated 
using equation A.5a (Part II)9 which can be rewritten as
(Vsoln. = (Do)(JLmMer) A1_1
^soln. j
where /J[is the viscosity in centipose.
From the viscosity data of Hitchcock and Mcilhenny (1935)5 it 
was found that the values of (Mrater//4oln.) against concentration 
of NaOH (up to IN) can be represented by figure A.2(Part II) for 
temperature 20°C to J00C even if 5O/0 of the original NaOH is 
converted into Na^CO^, the values in Figure A.2 can still be used 
with negligible error. Thus, diffusivity of CO^ in solution for 
run D.2
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soln.
b) Solubility
Henry's constant was calculated using equation A.6 (Part II) 
at 25°C. For run D.2.
= 3.33A x lO^gms.moles/c.c. Atm.
Dry partial pressure of CO^ on tray for this runO) = 7.0 x 10“3Atm. 
Substituting the values of p and H° into equations A.6 (Part II), 
give the following value of csw
cx = p H° 
w
cs = 7.0 X 10-3 x 3.33A X 10-5w ^
n
*= 2.33 x lCTr gms. moles/c.c.
The solubility of COg into Na0H/Na2C0  ^solutions was calculated 
using equation A.11 (Part II)
log10 o|_ = _hiIi _ ^  / A!-3
cAw
values of ionic strength I^ , I2 for both electrolytes were 
calculated from equation A.9*^or run D.2
1 = 1/2Z ° i zi2
I - 1 0.91 x 1 + O.91 x 1 = 0,91gms.moles/lit.
1 2^
I = l\ O.O35A x 2 + O.O35A x A = 0.106gms.mole/lit.
2 2 2-—
o
values of h^and h^ at 25 C were caluulated from table A.2
= 1.95 x 10“Y ______ = 1.6l x 10“-^ cm^ /sec.
\1.21)
- 279 -
hx = O.O91 + 0.066 - 0.019 = O.138 
h = 0.091 + 0.021 - O.O19 = O.O93
Substituting values in equation Al-3 gives
log10 ( --- ^ — 7 ) = (-0.9 x O.I38) (-0.106 x O.O93)
' 2.33x10-' >
°x = 1.702 x 10“? gms.moles/era-^
c) Hate Constant krt = k~TT _______________2 OH
The values of rate constant at 25°C and ionic strength
I = 1.016 gms.ion/lit. were calculated from equation A.l6 and
was equal to 1.135 x 10^ lit./gms. moles sec.
d) Interfacial Area
Interfacial area was calculated by substituting the above 
calculated values into equation 6.11 (Part II).
A = _____*).6 x IQ-3 _________________________ _
1.702 x 10-7 ^ (1.61 x 10“5 x 1.135 x 104 x 0.91)
= 8.12 x 10^ cm2
e) Total Froth Volume
The total volume of the froth across the experimental tray 
at 20. G.P.M. liquid flow rate and = 2.1 for run D.2 was
calculated as follows
Average height of ffoth on tray = 8.66inches
p
Cross section tray area = 2ft
Thus total froth volume = l.AA5ft^ = A.0871 x lO^cm^
Hence interfacial area/unit volume of froth = 1.99cm--1-
The Conditions Which Must Be Fulfilled for the Reaction to be 
Pseudo-First Order
a) The first condition to be justified is
jJ(D;k B°) ^  1 kL (X + B£_)
2 zc*
Substituting the following values into Condition (a) for run 
D.2 yields
da = 1.6 x 10“5 cm^/sec
k2 = 1.135 x 10 lit,/g.mole.sec
B° = O.91 g./litre.
kL = O.O58 cm./sec.
c* = 1.702 x 10~7 g.mole/cra.^
z = 2
//a.6xlO“5xl. 135x10'x0.91) <  jvfi 053(1 +Q...91xlQ-3 \
2 ' 2x1:702X10-?
0.408 77.529
Thus condition (a) is justified
b) The second condition to be justified is
In order to check whether the condition (b) is justified, the 
experimental values of k-^ a (with chemical reaction) were 
obtained from the COg-air-NaOH system for run D.2 and these 
were divided by the values of k^a obtained from COg-air-water 
system on the same apparatus. Correction was made for the 
different diffusivities for the two systems used, by dividing 
the mass transfer coefficients by the diffusivity to the power
0.5. Thus substituting the values into the expression for 
condition (b) for run D.2 yields ^ M = 7.6. This justified the 
condition (b)
HEAT RELEASED WITH ABSORPTION
When a gas diffuses into a liquid with which it reacts, the 
temperature in the neighbourhood of the surface will tend to rise 
because of the exothermic nature of the absorption of the gas, 
and the rise will be enhanced if the subsequent reaction is also 
exothermic. If the rise in temperature is large enough, it will 
affect the rate of absorption benause of its effects on solub­
ility, diffusivity, and reaction rate constant.
The absorption of carbon dioxide into sodium hydroxide is 
accompanied by the liberation of 6,260cal. per gm. moles of 
heat (which is of heat of solution and heat of reaction).
Sensible heat of gas may also be transferred to the liquid on 
the tray because of the higher temperature of the entering gas 
than that of the liquid on the tray. These thermal effects might 
result a higher temperature at the interface than that of the 
bulk of liquid, and the system may no longer remain isothermal.
Thus temperature rise at the surface was calculated by the method 
reported-by Dxnkworts (1951-53, 196?) for systems undergoing 
a first order reaction.. In these calculations the transfer of ; 
sensible heat of the gas was also included. It was found that 
the maximum surface temperature rise was 0.3 C which is too small 
to affect the absorption rates appreciably. Therefore, it may 
be concluded that the average temperature measured in the bulk of 
the gas-liquid contact on the tray should represent the average 
temperature at which the mass transfer and chemical reaction took 
place.
Considerations of Mass Transfer between liquid drops in the gas 
phase above the froth and the surrounding gas.
tray is the surface area of the gas bubbles inside the main froth 
plus the surface area of the coarse spray thrown up in the gas 
space above the froth. These liquid particles in the gas space 
actually are of different shape. But some of these particles are 
very small and it is necessary to consider mass transfer when 
accompanied by first order or pseudo first order chemical reaction 
in these small drops, which may be considered to be spherical.
Danckwerts (1951) have given the following theoretical 
equation for the average rate of gas absorption when accompanied 
with first order irreversible chemical reaction into a rigid csphOTe.
The interfacial area between the gas and liquid on the
where r is the radius of the drop in cm.
For large values of rj^^lj ; such as in the present case, the
A
above equation is modified as
N'a = 4 -nr2 c*J(k1DA)
Now a minimum size of the droplet can be obtained in which 
only Vfo say of the total NaOH in the drop is deplected during the 
life time of the drop, t. The total amount if NaOH in the drop
== V 3 II B° gm. moles
The amount of NaOH to be reacted in time t
= B° x 10-2 gm.moles
Hence, the average rate of absorption of COg
N 1^  = | P  B° x 10~2/t gm.moles/sec.
which is = ‘ ATlr2 cX ^ (k^B^D^)
On rearranging the above equation
r = 600 cs (k X/B°)t±J
For most runs the maximum value of k^/go was about 0.45x10^(cm )/
3 5  ^sec.gm.moles and c was 1.702x10“"' gm.moles/(cm,
Thus r = 600 x 1.702 x 10-7 x 0.4-5 x 103 x t
r = 0.065t
It is very difficult to estimate the life of the drop in the gas
phase. Assuming one second to be the drop life.
Thus, r = 0,065 cm. = 0,65 m.m.
In other words, the 0Hr ion concentration at the surface 
of a drop which is smaller than about 1.5 m.m. in diameter may 
be appreciably lower than the initial concentration within the 
drop, and the assumption made for pseudo first order may no 
longer be satisfied. However, it appears that the contibution 
made by drops smaller than 1.5 m.m. in diameter to the interfacial 
area on the tray is small compared to the area in the main gas 
liquid contact.
Probable Accuracy of the Calculated Area
In the light of the above discussion it would appear
a that errors art from heat effects and finite drop size
should be negligible. Error arising from the depletion of OH*
ions at the interface and the presence of the side reaction
between CO^ and ions should likewise be negligible (chapter
A, Part II). For all the runs the largest source of error arises
35from; the uncertainties in the quantities of c and kg used in 
the present,calculations. Of these quantities, kg is probably 
known with the least accuracy. As previously shown that the 
values of obtained by different workers differs as much as 
± 20% and it is not fftlt that the values used in the present work 
can be relied upon to much better than + 10%.. The corresponding 
uncertainty in the calculated values of area is + 5%.
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APPENDIX A2
ANALYTICAL TECHNIQUES
The basic procedure for analysing the caustic carbonate 
solutions was as given by Vogel "Quant. Inorganic Analysis", and 
Kolthoff and Sandell, "Textbook of Inorganic Analysis".
The reaction involved between CO^ and NaOH is:
2NaOH + CO --- ? Na CO + H O A2.1
i.e. 1 mole CO^ = 1 mole Na^CO^
Therefore, if the reactant solution (after exposure with CO^ ) 
is analysed for Na2C0 ,^ this amount is directly proportional to 
the COg absorbed. The standard procedure for a hydroxide/carbonate 
mixture determination is to titrate with HC1 to find that the 
total alkali and then precipitate out the carbonate with barium 
chloride solution (forming insoluble barium carbonate), and 
titrating again to find the hydroxide only content. The reactions 
involved are;-
NagCO + BaCl2 > BaCO (insoluble) + 2NaCl A2.2
BaCl2 + 2NaOH ---» Ba(0H)2 (soluble) + 2NaCl A2.3
The hydroxide titration is carried out without filtering the 
barium carbonate since the strong alkalinity of the soluble 
sodium carbonate due to hydrolysis is replaced by that fe>H 8.6) 
due to a saturated solution of the sparingly soluble barium 
carbonate; hence phenolphtalein (colour change pH range 8.3 - 
10.0) could be employed as an indicator. Any excess of barium 
chloride reacts with two moles of NaOH per mole of BaClg. But
as far as neutralisation is concerned this is immaterial -for one 
mole of Ba(0H)2 requires the equivalent acid needed to neutralise 
two moles of NaOH. Since solid NaOH cannot be obtained pure due 
to the fact it is extremely hygroscopic a certain amount of alkali 
carbonate and water are always present - a carbonate free solution 
had to be obtained to ensure accuracy of the test run. Standard 
solutions of NaOH (free of carbonate) and HC1 supplied by B.D.H. 
Chemical Ltd., were used for all the titration purposes.
The caustic carbonate solutions were analysed by pipetting a 
20ral sample into a flask, making the sample up to 100ml with de­
ionised water with IN HCl. At least three titrations were carried 
out for each sample to determine the carbonate content, and average 
value was used in the calculations of the results.
Since the take-up of CO^ was limited, the maximum possible 
was not sufficient to produce enough sodium carbonate to be 
accurately accounted for by titration manually. Subsequently, 
the use of some automatic titration equipment was secured which 
finally enabled consistent, accurate results to be obtained.
DESCRIPTION OF AUTOMATIC TITBATOR
The automatic titration set up, shown in Figure A2.1, was 
manufactured by Radiometer of Copenhagen. It consisted basically 
of three parts;
Auto Burette Unit
This highly automated burette with digital read out was a
- <CQ(
Fig.A2-1. Automatic Titration Equipment
motor driven piston burette operated by signals from a titrator.
Four digits were visible on the apparatus, and with the 25ml volume 
burette used, the last digit read to an accuracy of 0.0k% of the 
total volume. Eight speeds were provided to vary the delivery 
rate from AO seconds to 80 minutes for the full burette volume.
The burette fed the titrant into a titration vessel fitted with a 
stirrer, a glass electrode and a calomel reference electrode. A 
nitrogen purge could also be kept over the solution to keep an 
inert atmosphere and avoid contamination by atmospheric CO^ .
The signals from the electrodes were fed to a titrator unit 
which controlled the flow from the burette.
Titrator
This unit, in conjunction with a pH meter, controlled the 
motor driving the piston of the auto-burette. The instrument 
was operated by three knobs and four push buttons on the panel.
The selector knob controlled Downscale or Upscale titrations but 
it could also be set to manual control. The proportional band, 
which signified the band or span of pH prior to reaching the end 
part over which the flow of titrant was to be gradually reduced so 
as to approach the end-point cautiously and to avoid overshoot, 
could be set over a range, step wise, of 0-5pH. The end point 
knob provided a continuausly variable end-point setting within 
the range of 0-lApH, which was read on the pH meter when the 
push button set E.P. was pushed. A delayed shut off button 
activated a fixed delay of shut off control which blocked the 
valve for 5 seconds after the selected end-point was reached. 
Temperature compensation was provided in the pH meter, as was a 
means of buffer adjustment and an adjustment for electrode sensitivit
The titration could be followed automatically by the curve 
recorded on the third part of the apparatus,
Titragraoh
This part of the apparatus had a patented working principle. 
The titrant was added to the sample in small increments which 
simultaneoualy were recorded along the abscissa of the chart 
paper, each increment being followed by an interval in Which the 
electrode potential was recorded along the ordinate. The reaction 
between titrant and a sample was then completed before a new 
increment was added. A characteristic step curve was then 
produced. The titrant addition per increment was limited by 
the width of the proportional band on the titrator, so that the 
curve recorded near deviated from the theoretical curve by more 
than the width of the proportional band. The titrant addition 
per increment also depended on the slope of the curve, so that 
it automatically increased in the well buffered ranges of the 
curve (gentle slope) and slowed down around the equivalence point 
(steep slope).
THEORY OF TITRATION REACTIONS
A solution of sodium carbonate may be titrated to the bi­
carbonate stage, when the net reaction is:-
NaoC0 + HC1  >• NaHCO + HC1
2 3  A2.4
CO " + H+ --- » HCo'3
The equivalence point for the primary stage of ionization of 
carbonic acid is at pH 8.3. If the sodium carbonate solution is
titrated until all the carbonic acid is displaced (two equivalents 
of acid) the net reaction is then:
Na9CO ■■■+ 0HC1--- > 2NaCl + H CO
•* . A2.5
CO f  + 2H  > H2C03
The pH at the equivalence point is ^3*8, The pH values quoted 
can easily be calculated from knowledge of the dissociation 
constants of the acids and bases concerned. Thus, considering 
equation A2.4, the values of the dissociation constants for 
carbonic acid are = 4.3 x 10“  ^and = 5-6 x 10*"-^ . The 
pH at the first equivalence point for a diabasic acid is given by
(“*> A 2 - 6
provided that the first stage of the acid is weak and that 
can be neglected by comparison with c, the concentration of the 
salt present, equation A2.6 reduces to
(H+) = /jKjKg A2.7
or
pH = 1 pKl + i pK2 A2>8
and in this case
J? . , 11 \
dH = I ( log 2&L + log 10 1 = 8.3
2 V u.3 5.6 J
The other reaction involved in the titration is that between 
HC1 and NaOH
NaOH + HCl » NaCl + HgO A2.9
Neutralisation of a strong acid and a strong base. If one assumes 
that both the acid and the base are completely dissociated and 
that the activity coefficiency of the ions are unity, the pH of 
the solution at neutralisation can be calculated. In the absence 
of COr> the pH would be 7 at neutralisation; the resulting solution 
being equivalent to one of sodium chloride. However, in the 
practical case CO^ was of course present. The gas would be in 
equilibrium with carbonic acid, of which both stages of ion­
isation are weak, with the result that the pH at the end-point 
would be about 8.8.
Carbon dioxide usually occurs in free state in water 
solutions, only (less than one percent as carbonic acid).
CO + H 0 H CO A2.10
2 2 2 3
The carbonic acid reacts instantaneously with the base. The
equilibrium is then disturbed, and the COg not being an acid, 
must first form carbonic acid before reacting with alkali. The 
amount of C02 present was determined by back titrating of base
(NaOH) with standard acid (HC1). The reactions involved are:-
H2C03 + NaOH  >NaHC03 + H^O A2.ll
NaHCO + NaOH > Na CO^ + H O  A2.12
3 2 3 2
And the overall reaction would be
C02 + 2NaOH --» NagCO + H£0 A2.13
Any bicarbonate present in the water will be neutralised by
reaction A2.12. The amount of bicarbonate present in the lab. 
water was also determined independently by titrating the sample 
with standard acid. The reaction is as follows:-
NaHCO + HC1  > NaCl + H^O + C02 A2.1A ’
Cooper (19^ 1) has shown that the pH at equivalent point for this 
reaction should be about 5.7* This titration was carried out 
by operating the titrator manually using methyl red indicator 
whose pH range is A.A - 6.2. The change in colour of this in­
dicator was very sharp (from pale yellow to very light violet 
red). The strength of HC1 used was O.O5N.
Test Procedure
The caustic carbonate solutions were analysed by pipetting 
20ml. sample into the titrating vessel, making the sample up to 
100ml. with deionised water, and titrating with IN HC1. A 
nitrogen blanket was kept continuously over all solutions. 
Firstly, the total alkali was determined. Next, the 20ml. 
sample was pipetted from an "A" grade pipette into the titration 
vessel, warmed to 70°C and 1% barium chloride solution added 
until no further precipitate was produced i.e. in slight excess. 
The solution was then cooled to room temperature, and titrated 
with acid; the amount used corresponded to the hydroxide present. 
Due to the precipitation of basic barium carbonate in the 
presence of hydroxide some error was introduced. To correct 
this, sufficient hydrochloric acid was added to neutralise most 
of the hydroxide before heating and precipitating as before.
Under these conditions, practically pure ba.rium carbonate was 
precipitated. From equation A2.5
2mole HC1 1 mole Na CO
2 3
or
1 ml. N-HC1 =. O.O53O gm. Na^CO^
and from equation A2.9
1 mole HC1 = 1 mole NaOH
1 ml. N-HC1 s O.OAOO gm. NaOH
The fresh solution was also titrated for strength and carbonate 
content.
Carbon Dioxide Solution Titration
Winkler’s method used for analysing caustic solution for CO 
content, was also used for this titration. 25c.c. of water 
containing CO^ and bicarbonate was pipetted into the titration 
vessel containing 10c.c. of O.O5N NaOH solution, kept under 
nitrogen blanket, continuously. COg and bicarbonate present in 
the water react with the OH’ ions to form COy’ ions and water 
(as explained earlier). After precipitating COy ions by adding 
sufficient excess of neutral BaCl^ solution, the solution was 
titrated with 0.05N HC1 acid to the end-point pH 8.8. (This was 
checked by using phenolpthalien as indicator and operating the 
titrator manually) The difference between the volume of HC1 
solution required in this titration and that required to neutral 
ise another aliquot) portion containing NaOH, BaCl^ and distilled 
and CO^-free water, gives the volume of HC1 equivalent to CO^ 
and bicarbonate content in water. If the bicarbonate content 
of the tap water has been determined by other methods such as 
titrating the known amount of water with standard HCl solution
to a suitable end-point, the CO^ content of the water can be 
calculated.
Results
At first the titration apparatus was adjusted to give plot 
of pH vs. titre. However, it was observed that due to the bi­
carbonate and carbonate stages having different end-points, it 
was rather difficult to discern where exactly the carbonate end 
point was. Therefore, it was decided it would be better to 
titrate to the known end-point of the particular solution.
The apparatus was designed feo it would stop automatically at 
the pre-sot end-point. Some manual runs, plotting titre HC1
vs, pH of the solution were carried out to ensure correct pH
settings, and also with using techniques of indicators end­
points. These were:
Total alkali pH = 3.8 at end-point
Hydroxide content pH = 8.8 at end-point
The test was repeated several times. Some typical results are 
given below for run D.2.
Titration Results
I. NaOH - Na CO Solution:
 ^ J
20ml. samples of alkali solution were used.
Trav Inlet
For total alkali end-point set at pH 3.8
293 -
19.632 ml.
19.628 ml.
19.630 ml.
19.630 ml.
Average 19.630 ml. N-HCl s. 20ml. alkali from tray inlet.
For hydroxide, end point set at 8.8 (heating and adding BaCl^ 
process followed sample at tray inlet).
a) 18.281 ml.
b) 18.277 ml.
c) 18.282 mlA
18.280 ml.
Average 18.280 ml N-HCl 20ml. alkali solution.
Tray Outlet
Similarly at tray outlet the N-HCl needed to neutralise the 
unreacted hydroxide.
a) I8.133 ml.
b) 18.131 ml.
c) 18.129 ml.
18.131 ml.
Average 18.131 ml. N-HCl = 20ral. alkali solution (outlet).
a)
b)
c)
The proportional band in each case was 0.1, and the slowest
motor speed was employed near the end-point to deliver HC1 from 
the burette to titration vessel.
In a 20ml. sample, the volume of N-HCl needed to neutralise 
the carbonate was
a) Trav Inlet
19.630 - 18,280 s= 1.350ml. N-HCl h carbonate
Hence, from equation A2.5
1 mole carbonate 2 mole HCl
or
1 ml. NVHC1 O.O53 gms. carbonate
1.350ml. N-HCl ~ 0.07.5 gms. carbonate in sample
= 3-575 gms./lit.
= 3.375'X 10“2gms.moles/lit.
b) Trav Outlet
Similarly, the carbonate content of the outlet sample is
19.630 - 18.131 = 1.499ml. N-HCl H
carbonate content of sample
thus,
1.499ml. N-HCl 2 0.0794gms. carbonate in sample
= 3.97 gms./lit
& 3.745 x 10“.? gms.moles/lit.
Thus total amount of carbonate formed on the tray per litre of 
solution:-
3.745 x 1CT2 - 3.375 x 1C-2 = 3.7 x 10^  gms. moles/lit
liquid flow rate for the present Run = 90.5 lit./min.
Total rate of carbonate formation = O.336 gm.moles Na^CO^/min
From equation A2.1
1 mole Na^CO^ = 1 mole of CO^
Thus, CO^ take up = 0.336 gms.moles/min
Rate of NaOH depletion = 0.672 gms.moles/min.
II C02~water Solution
Sample taken for analysis = 25ml.
O.O5N NaOH required to neutralise bicarbonate content (only) 
present in tap water in 25ml. of sample ~ 2 ml.
O.O5N NaOH taken initially = 10ml.
O.O5N-HCI required to neutralise unreacted
NaOH left in the sample = 7.3ml.
Thus, O.O5N NaOH equivalent to 00  ^content
10 - 2.0 - 7.3 = 0.7'mU0.05N-Na0H
By definition
O.O5N NaOH ml, contains = 0.002 gms. NaOH
0.7ml. of NaOH = 0.0014 gms. NaOH
= 1.4 x 10*“^ gm.moles NaOH/ml.
From equation A2.13
1 mole C02 = 2 moles NaOH
C02 content at tray inlet = 0,7 x 10~^g.mole C02/ml.
Liquid flow rate = 90.86 lit./min.
Thus total CO content at inlet = 0.0635gm.mole CO /min.
i.e. mole fraction of 002 = 1.257 x 10"-* m.f. CO^
Similarly, an average value of x^ calculated by above method
at outlet (downcomer) = 3*257 x lO~-*m.f. C0o and xe (corrected
nfor tray conditions) .= 3*54 x 10 -* m.f. CO^ . Liquid Murphree 
efficiency by definition
Eml =   = 87.6%
xP — x -i en n-1
where F^ = 2.1 and COg composition in air by volume was 5 - 6 $  
and Atm. Pressure 745m.m. Hg. (Table 24). Thus, Henry’s constant 
for experimental run C-6.6.
H° = 0.0526 x 720.82 = 1.070 x lO^m.m. Hg. per m.f.CO^
3.54 x 10“5
Henry’s constant obtained from I.C.T. _ 1.079 x 10^ _
Henry's constant obtained experimentally 1.070 x 10°
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INITIAL CALIBRATIONS
Preliminary calibrations of the various instruments were earned 
out according to the standard procedures. Some of the important 
calibrations are given below.
CALIBRATION OP DYNAMIC HEAD MANOMETERS
The manometers used to measure the dynamic head on the trays 
and downcomer consisted of a manometer, one leg of which was flush 
with the tray or downcomer floor and the other was vented into the 
vapour space above.(See Figure 5*4 Part I). The manometers, thus, 
have only one leg and as they were constructed from relatively 
ssmll bore glass tubes, it was necessary to make a correction for 
the surface tension effect of the bore. The extent of the surface 
tension effect was determined for each manometer by placing it 
vertically in a vessel containing the liquid used in the experi­
ments and noting the rise in level of the liquid above the level 
of liquid in the vessel.
CAlIBamoiI OF INFRA.- READ ftA.S . ANALYSER
The gas analyser was calibrated with tested gas mixture 
containing 1$ C02 by volume in N^  supplied by the British Oxygen 
Co. Ltd. The analyser was purged continuously with pure N^ gas 
and the cell was adjusted to the value noted from the supplied 
graph by cutting the infra red waves by an adjustable screw.
This calibration was repeated before the beginning of each run.
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CitLIBRATION OF AIR PLOW' MANOMETER
A standard British orifice meter 3 inch I.D. with D and D/2 
tappings was installed in the 6 inch delivery pipe to measure the 
air flow rate into the column. The orifice calculation was then 
used to determine the air flow rate from the pressure drop reading 
across the orifice.
Assume an average air temperature of 33°0 and pressure of 
14.18 lbs./sq.inch. Air density is therefore 0,0635 lb./ft^
The method outlined in B.S.S, 1042 (1943) was used to obtain 
the following relationship.
Q = 134.4 J h
where Q - Flow of saturated air ft^/min.
h - Pressure differencd across the orifice inch H O^.
Thus, for a pressure drop value of 9 inches w.g.s the equivalent 
air flow rate = 134.4 9 = 403.2 ft-Vmin. Figures A3.I is the
calibration curve for the air flow rate based on the above calculation
SPECIFIC-GRAVITY OF LIQUIDS
The specific gravity of the liquids used in the experiments 
was determined using a specific gravity bottle and chemical balance 
technique.
CALIBRATION OF DYE DETECTION UNIT
As outlined in Chapter V Part I, for ease and rapidity of 
analysis, a physical property of the liquid dependent upon tracer 
concentration was measured instead of the actual concentration.
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FIG. A j ‘2
The particular physical property measured was the extent of 
obscuration offered to a light source by the presence of dye in 
the liquid. Preliminary experiments were carrjed out to establish 
the relation between the extent of obscuration and the tracer 
concentration. The response of the detector was calibrated by 
noting the response to a series of solutions of know dye concen­
tration. Figure A3.2 shows that a linear relationship does 
exist for deflections up to 5 ora. so this was the maximum value 
used in the experimental work.
E X P E R I M E N T A L
APPENDIX AA
TABLE (1)
Run No. A1 
Weir Height 
System 
Air Rate 
F
A
Downcomer
= 3 inches
= Air-aqueous glycerol (50/ by weight) 
= 408 ft3/min.
=  2.1 
= 5 inches
EXPT. NO. 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
R 5 10 15 20 25 30 35 40 45
L Gall./Min. 4.47 8.97 13.5 18.05 22.57 26.92 31.48 35.8 40.5
Zow ^s.Liq. 0.25 0.40 O.52 0.64 0.736 0.828 0.919 0.995 1.085
Zp (cent.)Ins. 7.3 7.8 8-3 8.9 9.2 9.7 10 10.3 10.7
ZpWeir Ins. JU-.8 5.3 5.8 6.4 6.7/ 7.27 7.64 7.84 8.2
Zp D/C Ins. - 0.4 0.8 1.1 1.4 1.8 2.3 2.9 .3.®
hp cm.water 9.5 IO.36 IO.95 11.31 11.53 11.81 12.11 12.36 12.65
hj?+hr cm.water 4.3 5.16 5.75 6.11 6.31 6.61 6.91 7.16 7.45
%  Ins. 0.19 0.19 O.19 0.19 O.19 0.19 0.19 O.19 0.19
Zp Ins.Liq. 1.42 1.515 1.587 1.707 1.799 1.907 2.016 2.107 2.224
Zppj Ins.Liq. 1,61 1.705 1.777 1.89 1.989 2.09 2.20 2.296 2.414
Zp(B)Ins.Liq. 1.04 1.06 1.08 1.17 1.26 1.35 1.45 1.55 1.65
Zpjyj (B) Ins. Liq. 1.23 1.25 1.27 1.36 1.45 1.54 1.64 1.74 1.84
Ins.Liq. 3.25 3.4 3.52 3.64 3.736 3.828 3.919 3.985 4.085
f6 (h) 
p'dc -Li^
0.406
0.501
0.285
0.5
0.473 0.515 
O.5O8 O.51 
0.278 0.268 
0.53 O.55
0.533 O.539 
0.527 O.538 
O.265 0.264 
O.55 O.56
0.55
0.553
0.261
0.58
0.567
0.568
0.261
0.6
0.577 O.591 
0.571 0.596 
0.265 0.267 
0.62 0.64
h, cm.Liq. 0 0 0 0 0 0.1 0.1 0.12 0.15
L[3 cm.Liq. 4.79 6.1 6.4 7.2 7.6 7.9 8.2 8.41 8.6
Lp (CBS)cm.Liq. 12.86 '14.18 15.8 16.5 17.2 17.9 18.26 18.7 19.1
Lp (CALC)cm.Liq. 12.8 :L4.73 15.81 16.6 17.15 17.72 18.16 18.55 19.01
TABLE (2)
Run No. A2 
Weir Height 
System 
Air Rate 
PA
ZM
= 3 inches
= Air-Aqueous Glycerol{$0% by weight) 
= 438 ft3/min.
= 2.27
= 0.22A inches
EXPT, NO. 2.1 2.2 2,3 2.A 2.5 2.6 2.7 2.8 2.9
5 10 15 20 25 30 35 AO A5
Gall/Min A.A7 8.9 13.A5 17.97 22.5 27.0 31.51 >6iCJA AO.55
TT Ins.Liq.w ^ 0.251 0.AO 0.523 0.63 0.735 0.83 0.919 1.0 1.085
(cent) Ins. 7.8 8.3 8.76 9.2 9.7 9.9 10.A 10.9 11.3
(weir) Ins. 5.3 5.82 6.26 6.7 7.17 7.A2 7.9 8.A 8.7
Ins. 0 0.7 1,2 1.5 2.1 2.6 3.0 3.3 3.5
cm.water 10;1 11.11 11.55 11,95 12.21 12.Al 12.$5 13.0 13.A
+hr cm.water A.6 5.61 6.05 6.A5 6.71 6.n 7.15 7.5 7.9
Ins.Liq. 1.335 1.A02 1.5A 1.6A 1.738 1.8A1 1.9AA 2.167 2.205
M Ins.Liq. 1.609 1.626 1.76A 1.86A 1.962 2.065 2.168 2.39 2.A29
(B)Ins.Liq. 0.798 0.87A 0.988 1.052 1.1AA 1.25A 1.36A 1.A92 1.6lA
M(B)Ins.Liq. 1.022 1.098 1.212 1.276 1.368 1 .A78 1.588 1.716 1.838
Ins.Liq. 3.251 3.AO 3.523 3.63 3.735 3.83 3*919 A.0 A.085
(h) 0.A33 0.517 0.5AA 0.567 0.575 0.58 0.588 0.606 0.613
(z) 0.A9A 0.A78 0.50 0.513 0.52 0.53 0.55 0.59 0.59A
0.263 0.2AA 0.2A8 0.25 0.2A5 0.25 0.2A8 0.258 0.25A
cm.Liq. 0.6 0.62 0.63 0.6A 0.65 0.66 0.66 0.7 0.7
cm.Liq. A.8 6.0 6.65 7.2 7.5 7.83 8.1 8.A6 8.7
cm.Liq. 0 0 0 0 0.05 0.11 0.13 0.1A 0.15
d/c(OBS)cmLiql3.3 15.A5 16.55 17.3 17.6 18.28 18.82 19.3A 19.70
d/c(CALClcm1 A 15.A5 16.AA 18.25 17.79 18.23 18.62 19.33 19,75
TABLE
Run No. A3 
Weir Height 
System 
P,A
ZM
= 3 inches
= Air-Aqueous Glycerol(50. by wei 
= 2.43
= 0.257 inches
EXPT. NO. 3.1 3.2 3.3 3.4 3.5 3.6 3.7 .3.8 3.9
5 10 15 20 25 30 35 40 45
Gall/Min 4,48 8.96 13.51 18.02 22.55 27.06 31.56 36.05 40.56
qw Ins.Liq. 0.253 0.40 0.522 0.64 0.735 O.834 0.922 1.0 1.08
p (cent) Ins. 8.3 8.6 9.0 9.55 10.0 10.5 10.9 11.3 11.7
p (weir) Ins. 5.82 6.1 6.5 7.05 7.5 8.0 8.4 8.8 9^26
D/C Ins* 0.7 1.0 1.6 2.0 2.5 3.0 3.4 3.7 3.9
rj\ cm.water 10.5 11.7 10.25 12.73 12.f 13.15 13.4 13.7 14.0
p+hr cm.water A.65 5.86 6.27 6.9 7r06 7.31 7.56 7.186 8.16
p Ins.Liq. X.307 1.315 1.451 1.588 1.681 1.782 1.886 2.0 2.11
Plains. Liq. .,1.564 1.572 1.708 1.845 1.935 2.O39 2.143 2.265 2.37
p(B) Ins.Liq. 0.678 0.757 0.874 0.994 1.086 1.17 1.294 1.398 1.50
pjv[(B) Ins. Liq. 0.935 1.014 1.13 1.25 ■1.343- 1.427 1.55 1.655 1.76
p Ins.Liq. 3.252 3.40 3.522 3.64 3.735 3.834 3.92 4.0 4.08
(2>(h) 0.42 O.54 O.58 O.6O9 0.610 0.S15 0.624 O.638 O.65
0.48 0.462 0.485 O.506 0.518 0.53 0.546 0.556 0.58
■«f>) 0.235 0.226 0.233 0.234 0.232 0.230 0.232 0.235 0.23
^  cm.Liq. 0.6 0.61 0.62 O.63 0.64 0.65 0.68 0.7 0.73
b cm.Liq. 4.75 5.81 6.58 7.1 7.46 7.76 8.06 8.45 8.65
D cm.Liq. 0 0 0 0.1 0.1 0.11 0.12 0.13 0.15
p(OBS)cm.Liq. 13.60 15.96 16.9 17.72 18.16 18.9 19.36 20.1 20.5
D(CALC)cmLiq. 13.65 16.0 16.8 17.81 I8.31 18.74 19.24 19.9 20.3
TABLE
Run No. AA
Weir Height = 3 inches
System = Air-Aqueous Glycerol(50$ by weight)
Liquid Rate = 8.97 Gall/Min.
Sb = 3.4 inches (Calc.)
- — ------- --
' .EXPT. NO. A.l A.2 ■ . A.3 A.A A.5 A. 6
% cm.water 21.6 23.5 25.5 27.5 29.5 31.5
3
Q, ft /min. 385.A AO A. 6 A25.9 t*38.5 A56 A71
Temp °C. 29.A 30.5 3.15 32 33 33
fA 1.99 2.10 2.2 2.26 2.35 2.A3
U 0 ft/sec. 69.78 73.3 77.0 79.A 82.7 85.5
ft/sec. 7.55 7.92 8.3A 8.59 8.93 9.23
h^ cm.water IO.23 • 0.56 10.86 11.1 11. AO 11.81
hp+h r cm.water 5.23 5.36 5.A8 5.67 5.79 5.97
hdm.water 5.0 5.36 5.38 5.A3 5.61 5.8A
-0p (cent. )Ins. 7.3 7.7 8.0 8.2 8.6 8.8
Zp (weir)Ins. 5.5A 5.9 6 .A 6.82 7.12 7.55
ZP D/C Ins* 0.6 0.81 1.0 1.26 1.53 1.66
ZM Ins. 0.17A 0.191 0.21 0.22 0.2A 0.25
ZD Ins.Liq. 1.60 A 1.552 1. A3A 1.37A 1.30A 1.281
ZjjM Ins.Liq. 1.778 1.7A3 1.6AA 1.59A 1.5AA 1.531
Zp(B)'Ins.Liq. 1.1A8 1.089 0.90A 0.8AA 0.7A 0.71 A
Z^B) Ins.Liq. 1.322 1.237 1.11A 1.06 A 1.00 O.96A
Z p( cent) Ins.Liq. 1.25 1.20 1.01 0.90 0.80 0.75
Z D( weir) Ins.Liq. 2.21 2.19 2.15 2.11 2.09 2.07
Table (k) contd.
EXPT. NO. 4.1 4.2 4.3 4.4 4.5 4.6
(&(h) 0.479 0.492 0.505 0.524 0.537 0.55
[3 (z) 0.523 0.512 0.483 0.468 0.454 0.48
(f>) 0.279 0.258 0.227 0.268 0.194 0.183
Pdc cm-LiQ* 0.55 0.55 0.55 0.58 0.58 O.58I
Lv^ cm.Liq. 6.3 6.15 6.0 5.95 5.86 5.83
hp cm.Liq. 0 0 0 0 0 0
Lr, (OBS)cmLiq. .14.93 15.0 15.35 15.51 15.68 15.96
Lp (CALC)cmLiq. 14.95 15.05 15.15 15.3 15.45 15.8
i
xxu^>j_ixj v ~) J
Hun No. A5
Weir Height = 3 inches
System = Air-Aqueous. Glycerol(50$ hy weight)
Liquid Hate = 18.05 G.P.M.
= 3.6A inches (Calc.)
T  1\
EXPT. NO. 5.1 5.2 5.3 5.A 5.5 5.6
hQ cm.water 21.6 23.5 25.5 27,5 29.5 31.5
Q ft'Vmin 388 AO6.3 A26.3 AAO A56 A71
Temp. °C 31.5 32 32 33 33.1 32.2
FA 2.01 2.1 2.2 2.27 2.35 2.A3
UQ ft/secj 70.28 73.58 77.1 79.8 82.7 85.5
ft/sec. 7.6 7.96 8.3A 8.62 8.93 9.23
hip cm.water 11.0 11.28 11.6 11.9 12.2 12.5
hp+hr cm.water 6. 0 6.08 6.22 6. A5 6.59 6.76
h^p cm.water 5.0 5.2 5.38 5. A5 §.6l 5.8A
Zp(cent)Ins. 8. A 8.8 9.15 9.6 9.8 10.0
Zp(weir)Ins. 5.92 6.3 6.78 7.12 7.5 7.9
ZF D/C Ins, 1.1 1.3 1.6 1.85 2.0 2,35
ZM Ins. 0.175 0.192 0.211 0.22A 0.2A 0.257
Zp Ins.Liq. 1.78 1.7A7 1.701 1.652 1.515 1.556
Z-ppi Ins.Liq. 1.955 1.939 1.912 1.876 1.835 1.813
S_(B)Ins.Liq. D 1.25A
1.20 1.136 1.07 1.0 O.9A6
ZD M ^ Ins-Liq- 1.A29 1.392 1.3A7 1.29A 1.2A I.203
Z(cent)Ins.Liq. 
D 1.30 1.25
1.18 1.11 1.05 1.0
Zp(weir)Ins.Liq. 2.8 2.78 2.78 2.73 2.7 2.68
(i(h) 0.522 0.53 0.5A3 0.565 0,579 0.69 7
p(z) 0.537 O.532 0.525 0.515 0.50A O.A98
(.</)) 0.29 0.272 a.251 0.236 0.22 0.207
Pdc cm.Liq. 0,6 0. 6 0.6 0.6 0 , 6 0.6
Lb cm.Liq. 7.A5 7.38 7.28 7.18 7.1 7.03
hD cm.Liq. 0 0 0 0.1 0.1 0.1
Lp D/C(OBS)cm.Liq. 16. A3 16.66 17.0 17.3 17.55 17.76
Lp D/C(CALC)cm.Liq 16.7 A 16.89 17.05 17.18 17.A 17.66
Hun No* A6
Weir Height = 3 • ,
System = Mrw&quWcuaClycerolK:5^% by weight)
Liquid Hate = 26/91 Gall,/Min.
= 3.828 ins.(Calc.)
EXPT. NO. 6.1 6.2 6.3 6.4 6.5 6.6
h cm.water 0 21.6 23.5 25.5 27.5 29.5 31.5
Q ft-Vmin 391 405.5 425.5 437.3 450 466.3
Temp. °C 33.75 32 31 31 29.2 30
PA 2.01 2.09 2.197 2.258 2.33 2.41
Uq ft/sec. 70.7 73.45 77.06 79.23 81.5 84.45
ft/sec. 7.65 7.94 8.33 8.57 8.82 9.13
h rpcm.water 11.6 11.95 12.2 12.46 12.76 13.0
hp+hp cm.water 6.6 6.75 6.82 7.01 7.15 7.26
hpp cm.water 5.0 5.2 5.38 5.45 5.61 5.84
Zp (cent.) Ins. 9.° 9.5 10.0 10.3 10.6 11.0
Zp (weir) Ins. 6.52 7.0 7.46 7.92 8.32 8.71
Zp D/C Ins. 0.178 0.192 0.21 0.223 0.238 0.254
Zgj Ins. Liq. 1.949 1.927 1.869 1.808 1.794 1.749
Zpjyi Ins. Liq. 2.127 2.11 2.07 2.04 2.O3 2.00
Zp (B) Ins. Liqv 1.384 1.356 1.278 1.228 1.168 1.098
ZpM (B) Ins. Liq. 1.562 1.548 1.488 1.451 1.408 1.352
Zp (cent.) Ins. Lie . 1.40 1.35 1.3 1.27 1.24 1.20
Zp (weir) Ins.Liqg 2.55 2.51 2.48 2.45 2.43 2.41
(3(h) 0.551 6.565 0.572 0.589 0.602 0.612
(3<z) 0.555 ^  ,55 O.543 0.533 0.53 0.523
(o*>) 0.289 0.269 0.249 O.233 0.222 0.209
Pdc cm. Liq. 0.65 O.65 O.65 O.65 0.65 0.65
L^  cm. Liq, 8.1 8.0 7.93 7.85 7.81 7.78
hp am. Liq, 0.1 0.1 0.11 0.12 0.13 0114
Lp (OBS.)cm.Liq. 17.61 17.81 18.06 18.31 18.6 18.85
Lp (CALC.)om.Liq. 17.83 18.0 18.13 18.26 18.5 18.68
t&bjue. \  y )
Hun No. A7
System = Air-Aqueous Glycerol(50% by weight)
Liquid Rate = 36.05 Gall./Min.
S, = 5.0 ins. (Calc.)b
EXPT. NO. 7.1 7.2 7.3 7.4 7.5 7.6
hQ cm. water 21.6 23.5 25-5 27.5 29.5 31.5
0, ft^/Min. 389.6 405.5 426.3 438.2 454 469
Temp. °C. 31 31 32 32 32 32.1
PA 2.01 2.095 2.198 2.26 2.34 2.42
U0 ft./sec. 70.54 73.45 77.14 79.34 82.17 84.9
UA ft./sec. 7.63 7.94 8.35 8.58 8.89 9.18
hrp cm. water 12.0 12.33 12.7 12.98 13.3 13.58
hp+ht cm. water 7.0 7.13 7.32 7.53 7.69 7.74
hpp cm. water 5.0 5.2 5.38 5.43 5.61 5.84
Zp (cent.) Ins. 9.5 10.0 10.4 10.8 11.3 1116
Zp D/C Ins. 3.2 3.4 3.6 3.9 4.0 4.2
Zp (weir) Ins. 7.0 7.49 7.88 8,28 8.71 9.106
ZM Ins. 0.177 0.192 0.211 0.224 0.24 O.256
Zp Ins. Liq. 2.154 2.14 2.106 2.058 2.012 1.988
Z^M Ins. Liq. 2.33 2.32 2.317 2.28 2.252 2.244
Zp (B)Ins.Liq. 1.614 1.58 1.524 1.47 1.424 1.385
Zpyj (H) Ins. Liq. 1.791 1.772 1.735 1.694 1.664 1.64
Z (cent.)Ins.Liq. 
D
1.60 1.58 1.51 1.46 1.44 1.4
Zp (weir)Ins.Liq. 2.70 2.63 2.60 2.55 2.50 2.47
j&(h) 0.563 0.574 0.591 O.6O9 0.623 0.628
O.583 0,580 0.588 0.571 0.564 O.56I
ii» 0.297 0.278 0.266 0.25 0.235 0.226
Pdc onl-Li<l- 0.7 0.7 0.7 0.7 0.7 0.7
hD cm.Liq. 0.15 0.13 0.14 0.14 0.15 0.15
cm.Liq 8.65 8.53 8.46 8.36 8.33 8.3
Ld cm.Liq.(cb$) I8.56 18.76 19.36 19.46 19.66 20.0
Lp (Calc.)cm.Liq. 
........... . 1
18.74 18.89 19.11 19.23 19.41 19.7
TABLE (8)
Dynamic Head Profile
Air
FA
Rate
=
408 ft*Vmin 
2.1
»
EXPT. NO. Al.l Al.2 Al.3 Al.4 A1.5 Al.6 A1.7 A1.8 Al.9
R 1 5! 10 15 20 25 30 35 40 45
L Gall./Min. 4.47 8.97 13.5 1—
1
CO * 22.57 26.92
00-3-•Hcn 35.8 40.5
Manometer No.lK 2.25 2.43 2.73 2,86 3.0 3.25 3.4 3-55 3.65
2 2.13 2.3 2.46 2.68 2.83 2.95 3.1 3.2 3-3
3 1.01 1.11 1.3 1.47 1.65 1.75 1.9 2.0 2.1
4 1.2 1.23 1.25 1.25 1.3 1.4 1.48 1.55 1.65
5 1.35 1.3^ 1.35 1.35 1.4 1.5 1.61 1.73 1.8
6 1.3 1.33 1.35 1.35 1.4 1.5 1.61 1.75 1.8
7i 1.01 1.05 1.1 1.2 1.3 1.36 1.4 1.51 1.65
8 1.83 1.96 2.05 2.13 2.18 2.25 2.35 2.4 2.5
9 2.0 2.3 2.4 2.5 2.54 2.61 2.7 2.76 2.8$
Total Pressure j 9.5 IO.36 10.95 11.31 11.53 11.81 12.11 12.36 12.65
jDrop cm. water 
x
Readings not corrected for surface tension effect.
TABLE (9)
Dynamic Head Profile
System = Air-Aqueous Glycerol(50^ > be weight) 
Air Sate = A71 f t V m in .
PA = 2. A3
EXPT. NO. A3.I A3.2 A3.3 A3.A A3.5 A3.6 A3.7 A3.8 A3.9
R 5 10 15 20 25 30 35 AO A5
L Gall./Min. 8.96 13.51 18.02 22.55 27.06 31.56 36,05 AO. 56
Manometer No.Is 2.A1 2.7 2.85 3.05 3.2 3.38 3.53 3.7
2 2.29 2.A 2.65 2.8 2.93 3.O6 3.33 3.29
3 1.05 1.2 I.36 1.55 1.7 1.81 2.0 2.15
A 1.06 1.11 1.16 1.23 1.3 1. A 1.5 1.6
5 1.05 1.2 1.25 1.33 1. A 1.5 1.61 1.75
6 -1.05 1.16 1.25 1.31 1. A 1.5 I.63 1.75
7 0.9A 1.05 1.1 1.2 1,26 1, A 1.5 1.6
8 .1.85 1.95 2.13 2.15 2.21 2.25 2.35 2.5
9 2.31 2.A 2.5 2.55 2.60 2.65 2.75 2.8
Total Pressure 
Drop cm. Water
11.7 12.1 12.7A 12.9 13.15 13.A 13.7 1A.0
TABLE (10)
Run No* A8
Weir Height = 3 inches
System = Air-Hc^CO^ solution-
Solution Normality = IN
Air Rate = 408ft*Vmin. = F = 2.1
= 0.206 ins.
EXPT. NO. 8.1 8.2 8.3 8.4 8.5 8.6 8.7 8.8
R 10 15 20 25 30 35 40 45
L Gall./Min.i 10.6 15.91 21.21
26.52 31.82 37.12 42.42 47.73
20w • i^q. 0.449 0.58 0.71 0.824 0.925 1.O32 1.12 1.21
Zp(cent.)Ins. 8.88 9.3 10.0 : o . 4 10.8 11.20 11.76 12.5
Zp(weir)Ins.
i
6.45 6.8 7.5 7.9 8.3 8.55 9.25 9.8
Zp D/C Ins. 0.8 1.1 1.5 2.0 2.6 3.0 3.5 3.7
hip cm. water 10.5 11.0 11.4 11.75 12.0 12.3 12.6 12.8
hp cm. water 4.55 4.85 5*4 5.66 6.0 6.21 6.41 6.55
Zj) Ins.Liq. 1.74 1.92 2.058 2.164 2.23 2.32 2.39 2.456
ZDM Ins.Liq.
|
1.946 2.126 2.264 2.37 2.436 2. 526 2.596 2.662
jZp(B)Ins.Liq. 1.236 1.392 1.502 1.60. 1.638 1.72 2 1.842 1.896
ZDM(B)Ins.Liq. 1.542 1.598 1.708 1.806 1.904 1.926 2.04 2.102
S (Calc.)Ins. Liq3.449 358 3.71 3.824 3.925 4.03 4.12 4.21
(3(h) 0.493 0.507 0.544 0.534 0.572 0.576 0.582 0.584
(2i(z) 0.564 0.593 0.61 0.612 0.62 0.626 0.63 0.633
{(b) 0.268 0.279 0.272 0.272 0.266 0.268 0.258 0.249
hp cm.Liq. 0 0.1 0.13 0.15 0.18 0.2 0.21 0.22
Lp cm.Liq. 15.2 16.6 17.6 18.4 19.1 19.53 19.85 20.5
ZF D/C Ins. 0.8 1.1 1.5 2.0 2.6 3.0 3.5 3.7
Pdc cm.Liq. 0.55 0.56 0.56 0.59 0.63 0.66 0.7 0.72
( 1 1 )
Run No. A9
Weir Height = 3 inches
System = Air-Na^CO^ Solution
Solution Normality = IN
Air Rate = =2.35
Z =. 0.262 inches
M
EXPT. NO. 9.1 9.2 9.3 9.4 9.6 9.7 9.8 9.9
R 10 15 20 25 30 35 40 45
L Gall./Min. 10.61 15 .91 21.2 26.51 31.83 37.13 42.44 47.73
Zqw Ins.Liq. 0.15 0,.58 0.7 0.824 0.925 1.032 1.12 1.21
Zp (cent.) Ins. 10.2 10,.6 11.1 11.58 11.83 12.3 12.7 13.0
Zp (weir)Ins. 7.7 8 .12 8.58 9.08 9.43 9.8 10.0 10.25
hp cm.water A.55 4,.85 5.4 5.66 6.0 6.21 6.41 6.55
hT cm.water
10.5 11 .0 11.4 11.75 12.0 12.3 12.6 12.8
Ins.Liq. 1.74 1 .92 2.058 2.164 2.23 2.32 2.39 2.456
Zj)j/{ Ins.Liq. 1.946 2.126 2.264 2.37 2.436 2.526 2.596 2.662
ZD(B)Ins.Liq. 1.236 1.392 1.502 1.60 1.698 1.72 1.842 1.096
ZDM(B)Ins.Liq 1.542 1.598 1.708 1.806 1.904 1.926 2.04 2.102
sb(calc)InsLiq 3.45 3<58 3.7 3.824 3.925 4.O32 4.12 4.21
(o(h) 0.515 0.562 0.588 0.61 0.621 0.624 0.629 0.640
13(z) 0.534 0.562 0.584 0.597 0.594 0.603 0.621 0.624
(0) 0.219 0.225 0.229 0.23 0,228 0.229 0.235 0.236
"d cm.Liq. 0
0 0.10 0.13 0.15 0.2 0.23 0.25
ZF D/C Ins. 1.A 1.65 2.0 2.6 3.0 3.4 3.6 3.8
D/C cm.Liq. 16.46 17. 56 18. 56 19.1 19.4 19.75 20.0 20.65
P, cm.Liq. dc 0.555
0.57 0.58 0.6 0.64 0,66 0.72 0.74
TABLE (12)
Run No,, AlO 
Weir Height = .3 :
System = Air,
Solution Normality - 
Liquid Rate
sb
C0<% Solution
Temp. WC
= 10.6 G.P.M.
= 3.45 inches (Calc.)
= 25 ± 0.1"C.
EXPT. NO. 10.1 10.2 10.3 10.4 10.5 10.6
h0 cm.water 17.6 21.6 23.5 27.5 29.5 31.5
Q, f tV m in . 353 390 408 438 456 471
PA 1.85 2.01 2.1 2.27 2.35 2.43
UQ ft/sec. 64.0 70.6 74.0 79.8 32.7 85-5
U,v ft/sec.rx 6.9 7.64 7.9 0.62 8.93 85-5
hrji cm.water 9.6 IO.3 10.55 11.0 11.40 11.8
hp cm.water 4.2 4.9 5.22 5* 55 5-79 5.96
h £pcm.water 4.83 5.2 5.38 5.45 5.61 5.84
Zp (cent.)Ins. 8.5 9.0 9.3 9.8 10.3 10.6
Zp (weir) Ins. 6.02 6.5 6.99 7.3 7.8 8.1
Zp D/C Ins. 0.5 0.7 1.0 1.33 1.7 2.15
ZM Ins. 0.175 0.191 0.206 0.244 0.262 0.28
Zp Ins.Liq. 1.97 I.85 1.74 1.66 1.58 1.52
Zdjvj Ins.Liq, 2.145 2.041 1.946 1.904 1.887 1.80
Z£)(B)Ins .Liq. 1.562 1.412 1.236 1.136 I.O56 1.00
ZDM(B)Ins.Liq. 1.737 I.6O3 1.442 1.38 1.318 1.28
Zp(cent.)Ins.Liq. 1.68 1.40 1.31 1.16 1.08 1.05
Z-q (weir) Ins .Liq 2.46 2.40 2.35 2.3O 2.25 2.20
fB (h) 0.455 0.47 0.493 O.54 0.566 0.584
jS ( z ) 0.622 0.591 0.564 0.552 0.547 0.522
(■i) O.313 0.278 0.249 0.234 0.218 0.201
L ora.Liq. 15.2 15.86 16.1 16.65 16.74 17.0
*
P, cm.Liq. 
dc
0.4 0.42 0.43 0.44 0.45 0.45
cm.Liq. 0 0 0 0.1 0.1 0.1
TABLE (1?)
Run No. /All
Weir Height = 3 inches
System = Air-Na«CO« Solution
Solution Normality = I N -5 
Liquid Rate = 21.21 G.P.M.
Sb =3.71 inches (Calc.)
EXPT* NO. 11.1 11.2 11.3 11, A 11.5 H .6
hQ cm.water
Q ft /^min. 
fa
Uq ft./sec.
ft./sec. 
hp cm.water 
hp cm.water 
Zp (cent.) Ins. 
Zp (weir) Ins.
Zp D/C Ins.
Ins.
Zp Ins.Liq/
ZpM Ins.Liq. 
Zp(B)Ins.Liq.
Zpj/j (5) Ins. Li q.
Zp(Cent.)Ins.Liq 
Zp(weir)InslLiq.
j B ( h )
f i ( z )
($)
Lp cm.Liq.
Pdc cm.Liq. 
hp cm.Liq.
17.6 21.6
353 39o
1.85 2.01
64.0 70.6
6.91 7.64
10.5 11.05
4.9 4.93
9.35 9.7
6.82 7.17
1.0 1.3
0.175 0.191
2.207 2.117
2.832 2. 3O8
1.698 1.598
1.873 1.789
1.75 1.66
2.70 2.66
0.494 0.497
0.644 0.622
O.307 0.288
17.1 17.4
0.45 0.5
0.0 00
23.5 27.5
A08 438
2.1 2.27
74.0 79.8
7.9 8.62
11L35 11.95
5-35 5.48
10.13 10.65
7.5 8.0
1.6 2.0
0.206 0.244
2.O83 1.983
2.289 2.227
1.518 1-39
1.724 1.634
1.5 1.36
2.63 1.6
0.540 0.553
0.617 0.60
0.273 0.251
18.3 18.6
0.5 0.5
0.11 0.12
29.5 31.5
4-56 471
2.35 2.43
82.7 85-5
8.93 9.23
12.25 12.60
5.93 6.09
11.15 11.35
8.55 8.9
2.2 2.4
0.262 0.28
1.941 1.877
2.203 2.155
1.34 1.276
1.604 1.556
1.32 1.30
1.58 1.55
0.597 0.614
0.593 O.58I
0.234 0.222
18 .9 19.2
0,63 O.63
0.14 0.14
TABLE (lA)
Run No, Al'2
Weir Height = 3 inches
System = Air-Nao COo Solutions
Solution Normality = 1 N
Liquid Rate = A2.A2 G.P.M.
S = A.12 inches (Calc.)
EXPT. NO. 12.1 12.2 12.3 12.4 12.5 12.6
hQ cm.water 17.6 21.6 23.5 25.5 27.5 29.5
Q, ft /min. 353 390 408 426 438 456
PA 1.85 2.01 2.1 2.2" 2.2? 2.35
UQ ft./sec. 6A. 0 71*0 74.4 77.0 79.4 82.7
UA ft,/sec. 6.9 7.7 7.92 8.34 8.62 8.92
hip cm.water 11.8 12.2 12.5 12.85 13.1 13.5
‘.hpcm .water 5.6 5.73 6.05 6.4 6.73 7.12
Zp(cent.)Ins. 10.0 10.5 10.9 11.3 11.7 12.2
Zp(weir)Ins, 7.5 7.97 8.39 8.78 9.1 9.5
Zp D/C Ins. 3.2 3.^ 3.6 3.75 3.85 4.05
Zjv[ Ins. 0.175 0.191 0.206 0.231 0.244 0.262
Zp Ins.Liq. 2.51 2.44 2.40 2.37 2.3^5 2.31
Zp)jv| Ins.Liq. 2.685 2.631 2.606 2.60 2.594 2.579
Zp)(B)Ins.Liq, 2.00 1.9 I.836 1.794 1.77 1.728
ZDM(B)Ins.Liq. 2.175 2.091 2.042 2.025 2.01 1.99
|Zp(cent.)Ins,Liq
.
- 1.95 1.91 1.85 1.8 1.75 1.7
ZD(wei r)Ins.Liq. 2.9 2.85 2.84 2.80 2.83 2.76
[3(h) 0.534 0.52 O.549 O.58I 0.611 0.646
(3 (z) 0.651 0.638 O.632 O.631 0.629 0.625
0.323 0.298 0.282 0.27 O.26I 0.25
Lp cm.Liq. 18.62 19.1 19.3 19.7 20.25 20.8
P. cm.Liq. dc
0.6 0.6 0.6 O.65 0.68 0.68
hp cm.Liq. 0.13 0.14 0.16 0.17 0.2 0.2
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TABLE (lAB)
Dynamic Head Profile 
System = Air-NagCO^
Normality 1 N
Air Rate =
EXPT. NO.
r ~ ..
3.1 Au.2 A3«»3 A8.3 . A8.A '.A8.5 A •. 6 At, 7
R 10 15 20 25 1 30 35 *0 45
L Gall./Min • 10.6 15.91 21.21 26.5 31.83 37.13 42.44 47.73
ManometerNo .1 2.8 3.05 3.31 3.A1 3.55 3.63 3.76 3.81
2 2.6 2.83 3.0 3.2 3.35 3.45 3.95 3.61
3 1. A3 1.63 1.81 2.0 2.1 2.2 2.3 2.41
A 1.37 1.53 1.57 1.63 1.7 1.78 1.83 1.88
5 1.A6 1.57 1.67 1.73 1.85 1.93 2.0 2.O3
6 1. A 1.58 1.7 1.8 1.81 1.93 2.08 2.11
7 1.27 1. A 1.51 1.6 I.63 1.70 1.75 1.8
8 2.16 2.33 2.51 2.61 2.58 2.67 2.69 2.78
9 2.53 2.71 2.8 2.85 2 ♦ 88 2.9 2.93 3.05
TABLE (15)
Weir Height = 3 inches
System = Air-C02-Na0H( IN Solution Normality
Temp. °C. = 25°C + 0.5
=  2.1
EXPT. NO. A.l A.2 A.3 A.4
L Gall./Min. 10.5 20.O 32.0 A?
Z (cent.) Ins. 
F
8.88 10. ^5 10,9 12.9
Z (weir) Ins. 
IN 6, A5
7.8 8.6 9.8
Z0UT ^weirUn8. 6.A5 7*7 8.65 9.8
h cm.water 
T 10.55
11.2 5 12.1 12.7
WITH METAL FRAMEWORK ON TRAY
EXPT. NO. B. 1 B. 2 B.3
L Gall./Min. 10.52 20.£ 47.1
Z (cent.) Ins.
F
8.1 9.1 11.5
Z (weir) Ins. IN
7.2 8.36 10.5
Z0UT(welr)InS‘ 7.23
8.40 10.6
hm cm.water 
T
IO.58 11.26 12.5
Z D/G Ins. 
F
3. A 4.0 4.3
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TABLE (16)
Run No. B.l
Summary of Results of Mixing Study.
Weir Height
fa
= 3 inches
=  2.1
TRAY ONLY
EXPT. NO. 1.1 1.2 1.3 l.A 1.5 1.6 1.7 1.8 1.9
L Gall/Min. 
H.R.T^(soes) 
0
J2. * 2(secs.)
Ufjft/soc.
Dgf tf^ /secxlO
AO.5 35.8 31*48 26.92 22.57 18.05 13.5 8.97 A.47
9.2 9.95 10.■A 11.77 1A.57 18.0 22.3 29.5 A5.5
0.25 0.27 0.28 0.285 0.295 0.31 O.325 0,33 O.335 
21.16 26;?3 30.28 39.A8 62.36 97.84 161.0 287.0 693.5 
0.217 0.201 0.192 0.17 O.137 0.111 Ch-089 0.067 0.0A3 
• O.5A3 0.542 O.538 0.484 0.405 O.335 0.291 0.223 0.143
TRAY PLUS 5" DOWNCOMER 
Run N0.B2
EXPT. 10 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9
B Gall/
Min.
M.H.T,
secs.
<fz 2*
AO. 5 
12.6 
0.2
35.8
13.8 
0.21
31.48
14.8
0.22
26.9
16.6
0.23
22.57
18.75
0.238
18.0
23.1
0.247
13.5
30.19
0.251
8.95
39.0
0.253
4.42
82.23
0.255
31.7A 4'0 88.1 63.4 83.5 131.7 231 384.8 1766.4
U ft/se< I'l 5.0.159 0.145 0.135 0.120 0.1065 0.865 0.066 0.0512 0.024
Dcft?feo<
xIO-1
5. .32 0.304 0.297 0.276 0.254 0.214 0.166 O.13 0.061
TABLE (17)
SUMMARY OF RESULTS OF MIXING STUDY 
Run No. B.3
Weir Height = 3 inches
Fa = 2.43
TRAY ONLY
EXPT. NO. 3.1 3-2 3.3 3.4 3.5 3.6 3.7 3.8 3.9
L Gall/ 40.56 36.0 31.56 27.06 22.55 18.02 13.51 8.96 4.48
Min.
M.R.TA 
(secs.)
9.22 9.98 10.5 12.0 14.6 I8.3 12.5 30.5 46.-3
<r2 0.25 0.27 0.28 0.285 0.295 O.31 0.325 0.33 0.335
sees.)2 21.75 26.9
IN-
CO•
O<r\ 41.04 62.88 IO3.5 164.5 306.9 718.1
Ujflf t/ sec. 0.216 0.20 0.19 0.166 O.I34 0.109 0.88 O.O65 0.043
• DEft2/o.ec. 0.542 0.541 O.533 0.475 0.404 O.33 0.288 0.216 0.254
x 10-1
______ _ . _ _1
TRAY PLUS DOWNCOMER
Run No. B.4
EXPT. NO.
L Gall/ 
Min. 
.M.R.T. •
(secs.)
d"2^2(s:)CS)2
UMft/ sec.
DEf t 2 /se'o 
x 10-1
4 0 .5 6  3 6 .0 5  3 1 .5 6  2 7 . 0  27.53  1 8 . 0  1 3 . 5  8 . 9 6  4.46
1 2 .6 5  1 3 .8  14.8  1 6 .6  18.75  23.5  30.5  ^ 0.0  8 5 . 0
0 . 2  0 . 2 1  0.22  0 . 2 3  0 . 2 3 8  0 . 2 t  7 0 . 2 5 1  0.253  0.255
3 2 . 0  3 9 .9 9  48.1  6 3 . 4  8 3 . 5  136 233 404.8  1842
0 .1 5 8  o . i 4§ 0 .1 3 5  0 .1 2 0  0 .1 0 6 5  0 .0 8 5  0 .0 6 5 5  0 . 0 5  0 .0 2 3
O.32 0 . 3 0 4  0.297  0 . 2 7 6  0 . 2 5 4  0.21  0.164  0 . 1 2 6  0.06
SUMMARY OF RESULTS OF MIXING STUDY
Weir Height = A inches
F = 2 1
A
Run No. B.5
TRAY ONLY
EXPT. NO. 5.1 5.2 5.3 5.li 5.5 5.6 5.7 5.8 5.9
L Gall/Min 40. 5 35.8 31.1*8 26.92 22.57 I8.O5 13.5 8.97 11.1*7
M.R.T,
(secs.)
10 11.1 12.3 12.91 15.8 20.3 25.5 31.1*5 48.5
<r2 0.25
0.265 0.28 0.29 O.3O2 O.315 O.32 0.325 O.33
✓ (sec,)2 25 32.03 1*2 .5 1.-3.3 :73,4*. 129.8 208.75 321.4 776.2
Oe
sec. 0.2 0.18 0.162 0.155 0.126 O.O98 0.078 O.O63 0.041
DEf f/ secx' 
lO"1
0.5 0.1*52 0.1*55 0,499 0.301* O.31 0.25 O.2O6 0.136
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TABLE (IQ)
SUMMARY OF RESULTS OF MIXING STUDY 
Run No. B.6
Weir Height = 3 inches
TRAY ONLY
EXPT. NO. 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
L Gall/
Min.
M.R.T.
(secs)
6 2
45.76 40.36 
8.5 9.0 
0.24 0.25
35.58
10
0.27
30.5
11.4
0.28
24.5 20.34 
12.8 16.4 
0.29 0.3
15.25
21.5
O.32
10.17
27.5
OO.33
5-085
43.5
0.335
^  secs,) 2 17.35 20.21 27.0 36.4 47.5 8O.5 152.5 249.5 625.2
t^ ft/sec. 0.236 0.222 0.2 0.175 O.156 0.122 O.O93 0.727 0.046
1 Pr-ft/socx
18-1
0.565 O.555 O.54 0.49 O.456 00367 0.298 0.24 0.155
TRAY PLUS DOWNCOKER
Eun No. B.7
SXPT. NO. 7.1 7.2 7.3 7.4 7.5 7.6 7.7 7.8 7.9
L Gall/ 
Min. 
M.R.T.. 
(secs)
6 Z
45.76 40.36 
11.8 12.75 
O.19 0.20
35.85
13.85 
0.21
30.5
14.7
0.22
24.52 20.4 
17.6 20.2 
Gv 238 0.245
15.2
26
0.25
10.2
35
OO.253
5.01
79.39
0.255
" ^2(sqc)2 26.4 32.5 40.3 47.5 73.8 99 169 310 1610
.U ft/sec 
H 0.169 O.I57 0.144 O.136 .1135 O.O99 0.077 0.057 0.0252
DEft2/scb
xlO-1
O.322 O.314 O.3O6 0.3 0.271 0.246 0.192 0.145 0.064
- 325 -
TABLE (20)
Run No. C.l
System = Air-Aqueous Glycerol
Mass Transfer (Oxygen Desorption by Air) 
Fa = 2 . 2 8
Temp. °C. = 25 + 0.5°C.
Weir Height = 3 inches
EXPT. NO.
1
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
R 10 15 20 25 30 35 40 45
L Gall/Min 9.2 13.85 18.55 23.1 27.62 32.34 36.8 41.55
ZF(cent) 
Ins.
Lpcm.Liq,
9.4 9.8 10 10.3 10.7 11 11.3 11.6
16.3 17 17,7 I8.3 19 19.6 20.1 20.5
h^cm.water 11.6 11.75 12.0 12.2 12.8 13.1 13.45 13.8
eml 73 63
TRAX
57
ONLX
51 45-5 42 39 37
0.33 OO.325 0.31 0.295 0.285 0.28 0.27 0.25
0 (sees) 29.5 22.1 18.0 14.45 11.7 10.4 9.9 9.2
nl 1.64 1.17 0.878 0.815 0.66 0.59 0.53 0.49
eml 77
TRAY PLUS
68 63
DOWNCOMER 
58.3 5-5 50 47 46
<f2 0.253 0.251 0.247 0.238 0.23 0.22 0.21 0.20
§ secs. 39 30.19 23 18.5 16.1 14.2 13.1 12
nl 1.775 1.285 1.13 0.97 0.875 0.75 0.68 O.655
-  3 2 6  -
TABLE (21)
Bun No. C.2 
System
FA
Temp. °C. 
Weir Height
= Air-Aqueous Glycerol($0% by weight) 
= 0^  Desorption by Air
=  2.12
= 25 C + 0.5°C,
= 3*1 inches
EXPT. NO. 2:. 2.2 2.3 2.4 2.5 2.6 2.7 2.8
B 10 15 20 25 30 35 40 45
L Gall/Min 9.2 13.85 18.55 23.1 27.63 32.34 36.8 41.55
Zp(cent) 
Ins.
Lpcm.Liq.
8.4
15.5
8.78
16.2
9.0
16.8
TBAY
9.35
17.5
ONLY
9.65
18.10
9.85
18.6
10.1
19.1
10.5
19.58
■ eml 72 63 56 50 45.5 41.8 39 36
d2 0.33 0.325 0.31 0.295 0.285 0.28 0.27 0.25
0 29.5 32.1 18 14.45 11.7 10.4 9.9 9.2
nl 1.58 1.17 0.935 0.804 0.665 0.585 0.53 0.466
TRAY PLUS DONNCOMER
eml 75 67 63 58 55.1 49.8 47 46.6
6 Z 0.253 0.251 0.247 0.238 0.23 0.22 0.21 0.20
e 39 30.19 23 18.5 16.1 14.2 13.1 12.0
% 1.66 1.28 1.13 O.962 0.915 0.74 0.68 O.665
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TABLE (22)
Bun No. C.3 
Mass Transfer 
Liquid. Rate 
Weir Height
(0 Desorption by Air) 
9.2 Gall/Min 
3 inches
Temp. G, - 25 C. +0.5
EXPT.
NO.
tu cm.
h2o PA
Zni cent. 
Ins.
hm cm.
h20
Ln cm. 
Liq.
rl %
Tray Tray+D/C
y\% d/c
Only
1 21.6 2.01 7.8 10.3 15.0 69.5 70.5 8.05
2 23-5 2.1 -8.A 10.7 15.2 72 .74.2 8.3
3 25.5 2.2 8.85 11 15.5 72.5 74.7 8.3
A 27.5 2.27 9.3 11.3 15.7 75.0 77.5 8.4
5 29.5 2.35 9.5 11.7 16 75.4 78 8.5
Run C.A
Liquid Rate = 15.67 G.P .M.
1 21.6 2.01 8. AO 10.81 16.15 61 64 8.3
2 23.5 2.1 8.8 11.18 16.4 61.21 64.1 8.4
3 25.5 2.2 9.2 11.45 16.7 61.45 64.3 8.6
A 27.5 2.27 9. A8 11.8 16.9 61.6 64.8 8.5
5 29.5 2.35 9.85 12.2 17.2 63.2 66.7 9.0
Run C.5
Liquid Rate = A1.55 G.P .M.
1 23-5 2.1 10.5 12.7 19.3 36.8 44.6 21.0
2 2 5-5 2.2 10.78 13.1 18.8 37.5 45-1 21.7
3 27.5 2.27 11.2 13.4 20.1 37.8 45.2 20.7
A 29.5 2.35 11,6A 13*7 20.5 38.2 45.6 21.5
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TABLE (2?)
PHYSICAL ABSORPTION 
Run No. C.6
System = Air-CO^-water
Weir Height = 3 inches
CO^ composition 5*5% by volume
Temp. °C. 20 + 0.
00vr\
EXPT. NO. 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8
j L Gall/Ilin 44.9 39.84 34.9 30 25 20 15 9.97
S Liq»Inl,.t Temp.
°c.
19.65 18.5 19.15 19.5 19.8 19.a 10.2 19.8
Liq.Outlet Temp.
°c.
20 19 20 20 20 20.2 20.4 20.2
Gas'-Inlet Temp. 
°C.
32.2 33.7 34.0 33.7 34.2 32.4-5 33.9 35.2
Gas Outlet Temp.On * 25 25.3 25.6 25.2 25.6 25.3 25.5 26 ^•
Press on Tray 
* (wet)m.m.Hg.
741.3 741.8 742 742.5 743.5 74-5 745.3 746.8
Tray Efficiency 66.58 70 73 75.6 80 83 87.5 91
eML - Tray+D/C
i Efficiency
77.5 79.6 81.5 82.2 85 87.6 90.5 92.8
Press.in Eq. 
Bottles
739.2 739.25 739.8 740 740 742.3 742.2 742.2
Temp.in Eq. 
Bottles 
} H° obtained from
20
ICT
20.2
1.02
20 20.5
1.03
21 21.2
1.01
19.2 19.7
1.025
1 H° obtained cxot. 1 -
TABLE (24A)
Physical Absorption 
Run No. C.7
System = Air-CO^-water
Weir Height = 3 inches
Liquid Rate = 20 Gall./Min.
CO^ composition 5.5$(by volume in air)
EXPT. NO. 7.1 7.2 7.3 7.4 7.5
Q, ftVmin. 390 408 428 A40 456
F 2.1 2.1 2.2 2.27 2.35
Gas inlet T’emp, °C. 3 6 34.5 34.5 35.5 34
•Gas outlet,Temp. °C. 26.18 25.5 25.5 26 25.5
Lie.Inlet Temp. °C. 20.95 20 20.2 20.5 19.8
Liq.outlet Temp. °C. 21.5 20.5 20.8 21.1 20.A
Press.on Tray 
m.m.Hg.lwet) 
Tray Efficiency
760.75
82
760.1
83.1
759
84.5
758.6
85
758
85.5
Tray+D/C Efficiency 87 8 7.6 88.8 89.2 90
Temp.in Eq.Bottle 
°C
23°C. 21 21 21.5 20.5
v *
j Press in Eq.Bottle 
J n.m.Hg.
i
758.2 758 756.3 755.5 755.5
TABLE (24B)
Pa = 2.1
Run No. C.
Liquid Temp. °C.
8
20 +
00vn•0
%COj^ by volume 3.6 5.6 7.5 9.7 12.6
Press.on Tray(wet) 
m.m.Hg.
Tray Efficiency E ^
743.15
82.8
743.34
83.2
742.6
83
742.3
84 83.7
Tray+D/C Efficiency 87.6 87.66 87 88.3 88
Prdss.in Eq.Bottle 
(wet)m.m.Hg.
741.1 740 739.7 739.3 1^0.5
Temp G^ in Sq.Bottle 20 19.3 20 20.1 20.15
TABLE (25)
Bun No. C.9
System = Air-Aqueous Glycerol (5®?° W  ■woigh't)
Mass Transfer (0^  Desorption by Air)
Liquid Rate = 37 Gall./Min.
FA = 2.27
EXPT. NO. Op Injection 
Rate c.c./min.
Tray
Efficiency
Tray + Down- 
comer Efficiency
1 2,000 42.2 49.85
2 15,000 42.5 50.4
3 1,000 43 50.5
4 6,500 36.3 43.8
5 4-00 34.5 41.2
6 200 27.3 30.9
TABLE (26)
CO^ Absorption by Water 
Weir Height = 3 inches
Fa = 2 . 1
CO^ composition & 5.5$(by volume in air)
Temp. Correction = 0.88
factor (k^ a)
Water Temp. °C. = 20 + 0.5°C.
TRAY ONLY
EXPT. NO. L Gall./Min ' nl e
,2
(T kTa seer-*- 2^ °C.
1 1.25 8.6 0.24 0.128
2 39.8^ 1.4 9.4 0.25 O.13I
3 3^.92 1.57 10.3 0.27 0.134
4 30 1.73 11.5 0.28 0.1325
5 25 2 13 0.29 0.1355
6 20 2.34 16.4 0.30 0.126
7 15 2.97 21.5 O.32 0.122
8 9.97 3.68 27.5 0.33 0.118
TRAX PLUS DOWNCOMER
1 44.9 1.70 12.0 0.19 0.1245
2 39.84 1.82 12.8 0.20 0.125
3 34.92 2.02 14.16 0.21 0.1255
i* 30 2.1 15 0.22 0.123
5 25 2.42 17.4 0.238 0.1225
6 20 2.72 20.1 0.245 0.119
7 15 3.21 26 0.25 0.109
8 9.97 3-7 6 34.5 0.253 O.O95
- 332 -
TABLE (27)
System = CO^-water-air
Weir Height = 3 inches
Liquid Hate = 20 Gall*/Min.
Liquid Temp. °C. = 20°C ± 1.0
CO^ composition » 5*5% (by volume)
(T-2 = °-3
TRAY ONLY
EXPT. NO. 0, ftVmin.
fa kl
0 sec. kTa sec 
25°C.
1 390 2.01 2.38 16.6 0.126
2 4-08 2.1 2.5 16.6 0.132
3 4-28 2.2 2.66 16.6 0.141
4- 4-4-0 2.27 2.74- 16.65 0.145
5 4-56 2.35 2.78 16.65 0.147
TRAY PLUS DOWNCOMER
(T* = 0.24-5
Temp. Correction Pacotor = 0.88
1 390 2.01 2.65
r.. 1 . ...
20.4 0.114
2 4-08 2.1 2.72 20.4 0.117
3 4-28 2.2 2.88 20.4 0.122
4- 4-4-0 2.27 2.96 20.45 0.126
5 4-56 2.35 3.1 20.45 0.133
TABLE (28)
System 
Air Rate
pA
Weir Height 
Solution Temp. 
COg composition
CDg-air-NaOH
^08 ftVmin ( 3.4ft/sec.) 
2.1
3 inches
25 + 1°C.
0.75% (by volume)
Run
No.
Liq.Rat<
G.P.M.
3 Time 
Min.
{Na+)gm.
lOlJ/lit.
NaOH De­
pletion 
Bate g. 
mole/min.
Total 
Area for 
Absortii
cm«xlO^
Total 
Froth Vpl 
)n cnvxlO^
Area/Unit 
Froth 
a cm- -^
0.1 10.5 10 0.8978 O.432 5.29 3.433 1.5^
20 0.8695 0.4252 5.253 3.^93 1.53
30 0.8412 O.432 5.42 3.^33 1.58
it-o 0.8238 0.426 5.45 3.433 1.585
50 0.7979 0.41 5-385 3.^33 1.568
D.2 2o.o 10 0.91 0.672 8.16 4.0871 1.99
20 0.8768 0.672 8.31 4.0871 2.02
30 0.852 O.654 8.32 4.0871 2.04
40 0.821 O.63 8.15 4.0871 2.0
50 0.797 0.6094 8.08 4.0871 1.98
60 0.77 O.588 8 4.0871 1.96
* 70 0.755 O.583 6.21 4.0871 2.01
Hun
No.
Liq.Rate
G.P.M.
Time
Min.
(Na*)gm. 
mole/lit
NaOH De­
pletion
rate .
g.raole/
min.
Total 
Absorptic 
Are^ . 
cm TclO^
I Total 
In Froth Vol 
cm3xJ04
Area per 
.unit vol- 
froth 
a cm-l
D.3 32,0 10 0.8735 0.80A 9.71 4.4028 2.21
20 0.846 0.792 9.7 4.4028 2.2
30 0.8178 0.781 9.798 4.4028 2.22
40 0.787 0.75^8 9.7 4.4028 2.2
50 0.757 0.732 9.629 4.4028 2.188
60 0.728 0.726 9.8 4.4028 2.228
70 0.703 0.696 9.78 * 4.4028 2.222
80 0.672 0.666 9.65 4.4028 2.19
90 0.642 0.648 9.8 4.4028 2.227
D.4 47 10 O.863 1.002 12.10 5.1 2.37
20 6.8^76 0.984 12.15 5.1 2.38
30 0.7955 0.972 12.46 5.1 2.44
40 0.7655 0.948 12.47 5.1 2.44
50 0.7354 0.9312 12.62 5.1 2.48
60 0.710 0.894 12.35 5.1 2,42
70 O.6692 0.864 12.392 5.1 2.425
80 0.6472 0.84 12.36 5.1 2.42
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TABLE (29)
RESULTS WITH METAL FRAMEWORK
System =
Air Rate =
fa
Solution Temp. °C, =
CO^ Composition =
CO -Air-NaOH 
A08 ft.Vmin. 
2.1
25 + 1°C*
0.75% by volume
3.A ft./sec
r
Run
No.
Liq.Rate
G.P.M.
Tim<
Min
1
3 (Na) g 
mole/li
;. NaOH de- 
t plejition 
rate gm. 
mole/min.
Total ab­
sorption 
area . 
cm xlO^
Total 
froth jfo] 
cm^xlO
Vf
Area/ 
unit fro'; 
vol. , 
a cm.
D.5 10.5 10 0.768 0.537 7.053 3.550 1.98
20 0.742 0.493 6.5O8 3.550 1.83
30 0.7205 0.48 6.42 3.550 1.83
D.6 20.2 10 0.9216 O.732 8.7 4.075 2.14
20 0.8962 0.73 8.7 4.075 2.14
30 0.862 0.702 8 . 6 4.075 2.11
AO O.833 0.685 8.55 4.075 2.11
50 ■0.8145 O.659 8.68 4.075 2.13
D.7 A7.1 10 0.677 0.977 13.23 5.05 2.62
20 0.6395 O.919 12.75 5.05 2.52
1i
30
f!it
O.6138 0.895
j
12.75 5.05 2.52
uh
TABLE (?0)
Fa = 2.1
System = CO„-water
Liq. Rate 
G.P.M.
k^a sec~^ 
at 25°C
’a* cm~^
r .......
k cm/sec. 
Lat 25°C
kk.9 0.128 2.^3 O.O527
39.8^ 0.131 2 A O.O545
3^.92 0.13^ 2.3^ 0.0574
30 0.1325 2.2 O.O6O5
25 0.1355 2.1 0.064
20 0.126 2 O.O63
15 0.122 1.75 0.07
9.97 0.118 1.56 O.O755

APPENDIX 5
PROGRAMME TO CALCULATE LIQUID MEAN RESIDENCE TIME. 
DIMENSIONLESS VARIANCE AND TIME BASED VARIANCE.
Statement
0 'SENDTO* (ED.SEMICOMPLETE,.ZZZZ)
0 'WORK' (ED.COMPWORKFILM)
0 'PROGRAM' (K240)
0 'EXTENDED DATA'
0 'SPACE' 25000
0 'TRACE' 2
0 'BEGIN"INTEGER' N,M,I,L,LIFT,K,Al,B1,B2, 1SET,TYPE,START, FIN
1 BACK,Jl,Kl,Ll.Ml,Nl,Il;
1 'REAL LIM,A,SAM,SX,SY,DUMMY;
2 'ARRAY' NAME(l:lO),N2,M2(l:l);
5 'BOOLEAN' FIRST,ERROR;
4 'PROCEDURE' READIN(X);
6 'REAL' X;
7 'BEGIN'
7 ERRORS'FALSE';
9 X>-READ-390;
10 NEWLINE(l);
11 PRINT(X.3,3);
12 'END' READIN;
12 'PROCEDURE'DATASKIP(N);'VALUE'N;'INTEGER'N;'EXTERNAL';
16 'PROCEDURE'FREEMT(N);'VALUE'N;'INTEGER'N;'EXTERNAL';
20 'PROCEDURE' USE(N.S); 'VALUE' N; 'INTEGER' N;
20 'STRING'S;'EXTERNAL';
25 'PROCEDURE'CREATE(N.S);'VALUE'N;'INTEGER'N;
25 1STRING'S;'EXTERNAL';
30 'PROCEDURE' WRITEBINARY(H.X.S): 'VALUE' N; 'INTEGER' N
34 'ARRAY' X; 'STRING'S; 'EXTERNAL';
36 'INTEGER' 'PROCEDURE' INSTRARR(S.A); 'STRING'S;
36 'ARRAY'A;
40 'EXTERNAL';
40 'PROCEDURE' ARETEXT(A); 'ARRAY'A;'EXTERNAL';
43 SELECTINPUT(3);
45 FIRST.-'TRUE';
46 'COMMENT' READ IN DATA ON CARDS;
46 I1*-INSTRARR ( ' ( ' STOP')'. NAME);
47 Nt-500: M«-READ; LIFTt-90; 'SAM.-2; BACK.-50;
52 'BEGIN' 'ARRAY' H(l:M,l: ).TBAR,VART,VAR,SEG,SUMC,
52 SUMCT, SUMCTSQ.F, SUMXY,XUMX', SUMY. SUMSQ, C, D, CUT, MAX,
52 S(l:M),X,Y,Z(l:N+i),W(i:N);
52 'FOR' I«~l 'STEP '1 'UNTIL'M'DO' S (IH-READ;
55 'FOR’LKL'STEP'l'UNTIL'M'DO' F'I)c-READ;
57 SELECTOUTPUT(0);
58 SELECTINPUT(O);
59 ? 'COMMENT' READ IN DATA FROM TAPE READER. I.E.
59 FROM DVM;
59 'FOR'I«-l'STEP '1'UNTIL'M'DO'
60 'BEGIN'
60 PAPERTHROW;
62 'IF' FIRST 'THEN' FIRST 'FALSE"ELSE* ’BEGIN •
62 PAUSE(01); FBEEINPUT; SELECTINPUT(O); 'END';
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67 NEWLINE (2); WRITETEXT ( '. TAPEjSNUMBEEjSjg' >; PRINT (1. 3.0) ;
70 WRITETEXT('('HAS# N0W#BEEN#L0ADED')1);
71 NEWLINE(2);
72 ISET<-0;
73 LIM+112;
74 'FOR'L 11 STEP 111UNTIL1N'DO'
75 'BEGIN'
75 'IP 1(L>LIFT'AND1ISET=0)1THEN'
76 'BEGIN'
76 READIN(H(I,L));
78 'IF' AB (H(I,L)<lLIM'THEN'
78 'BEGIN' ISET+l;
80 'IF' ERROR 'THEN' H(I,L)+H(I,L-1); 'END'
81 'ELSE'
81 'BEGIN'
81 'IF' ERROR'THEN' H(IfL)+H(I,L_l);
83 'IF' L=N'THEN' 'GOTO' SKIP 'END'
83 'END'
83 'ELSE' 'BEGIN" IF' ISET=0'THEN' 'BEGIN' READIN(H(I,L));
86 'IF' ERROR'THEN''BEGIN' 'IF' L=1'THEN'
8? H(I,L)<-0 'ELSE' H(I,L)*-H(I,L_l)'END'
87 'END' 'ELSE'
87 SKIP: 'BEGIN'
87 READIN(H(I,L)); 'IF' ERROR'THEN' H(I,L)+H(I,L_l);
90 'COMMENT' FIT EXPONENTIAL TAIL:
90 'IF' l.£3 'THEN' 'GO TO' AA;
91 'FOR'K+1 'STEP' 1 'UNTIL' N 'DO'
92 H(lfK)5-H(2,K)*-H(3,KR(H(i,K)<-H(2,K)+H(3.K))/3;
93 SUMX(I)<-SUMXY(I)#-SUMXSQ(I).+SUMY(I)vO;
94 CUT (I );-L-BACK;
95 NEWLINE(2);
96 WRITETEXT('('STOPPED#READING#TAPE#AT#L#=#')'):
97 PRINT(L,3 0); NEWLINE(2);
99 WRITBTEXT(' ('CUT0FF#P0INT#=#') '); PRINT(CUT(I), 3,3);
99 NEWLINE(2);
102 PAPERTHROW;
103 'FOR' K+l'STEP ' 1'UNTIL'BACK+1'DO'
104 'BEGIN'
104 NEWLINE(2);
106 PRINT(H(I,CUT(I)+K_l),3 3 );
107 Y(K)s-LN(H(I,CUT(I)+K-l));
108 PRINT(Y(K),3/3);
109 X(K)*-(CUT(I)+K-l)/SAM;
110 PRINT(X(K),3,3);
111 SUMX(I)<-SUMX(I)+X(K);
112 PRINT(SUMX(I),0,8);
113 SUMY(I)+SUMY(I)+Y(K) ;
114 PRINT(SUMY(I),0,8);
115 SUMXSQ(I)f-SUMXSQ(I) + X(K) X(K) ;
116 PRINT(SUMXSQ(I),0,8);
117 SUMXY(I) SUMXY(I) +X(K) Y(K) ;
118 PRINT(SUMXY(I),0,8);
119 'END';
120 NEWLINE(2);
121 D(I)*(SUMX(I)? SUMY(I)-BACK+1)*SUMXY(I))/
121 ((BACK+1)* SUMXSQ(I)_SUMX(I)#SUMX(I));
122 C (I) +- EXP ((SUMY(I)+D (I )*-SUMX(I)/(BACK+1) ) ;
123 PRINT(BACK,3,0);
124' PRINT(D(I),0,8); PRINT(C(I),0,8); NEWLINE(2);
127 'FOE' K + CUT(I) 'STEP' l'UNTIL' N'DO'
128 H(I,K)<- C(I)£EXP(-D(I)*K/SAM);
129 'F0R'K<-1'STEP'l'UNTIL'N'DO' 'BEGIN'PRINT(H(I,K), 3,3};
132 NEWIINE(2);'END';
134 'GOTO' AA;
135 'END'
135 'END'
135 'END' OF L-LOOP;
136 AA; 'END' OF I-LOOP;
137 D(1 )i-D(2) D(M) ;
138 C (1 )«• C (2) C (M);
139 CUT(l)fCUT(2) CUT(M);
140 'COMMENT' EVALUATE INTEGRALS UP TO CUT OFF;
140 'FOR'I 1'STEP'1'UNTIL'M'DO'
141 'BEGIN'
141 SUMC (I) «-SUMCT (I) «-SUMCTSQ( I )<-0;
143 'FORL 1'STEP'1'UNTIL'CUT(I)'DO'
144 'BEGIN'
144 H(I,L)«-H(I,L)-H(I.l);
146 'IF' H(I,LkO'THEN' H(I,L)+0;
147 SUMC (I)<--SUMC (I) +H (I, L)* (l/SAM);
148 SUMCT(I) <SUMCT(I)+H(I,L)3-(L/SAM)*(l/SAM);
149 SUMCTSQ(I)«-SUMCTSQ(I) H (I,L) *(L*L/(SAM*SAM) )*(l/SAM)
150 'END'
150 'END1;
151 SELECT INPUT (3);
152 'COMMENT' NOW FOLLOWS THE WRITING OF FIRST GRAPH TO
152 MAG TAPE;
152 USE (7,'('CHEMENGSTORE')');
153 N2(lkN; M2(l)«-M;
155 WRITESINARY(7,M2,'('RUNS')');
156 WRITEBINARY(7.N2.'('NUMS')');
157 'FOR'L<-1'STEP'l'UNTIL' M_1'D0'
158 'BEGIN'
158 'FOR' I+1'STEP ' 1 'UNTIL'N'DO'
160 'BEGIN' X(I)*I/SAM; Y(I)<-H(L,I) 'END';
163 X(N+1) f- N/SAM; Y(N+l)+lOO;
165 WRITEBINARY(7 X,v('MX') ') ;
166 WRITEBINARY(7 Y,'('MY')');
167 'END';
168 'FOR'1+1'STEB'1'UNTIL'N'DO'
169 'BEGIN' X(I)<-I/SAM; Y(I) + H(M,I) 'END';
172 WRITEBINARY(7,X,'('MXL')');
173 WRITEBINARY(7,Y,'('MYL')');
174 'COMMENT' FIRST PICTURE COMPLETED;
174 ISET O^;
175 'COMMENT' NOW WE FIND THE MAXIMUM HEIGHTS OF GRAPHS
175 FOR IDENTIFICATION PURPOSES;
175 EE: 'FOR' tt-1 'STEP ' 1 'UNTIL'M'DO'
176 'BEGIN'
176 MAX(L)f— 1;
178 'FOR' I+l'STEP'l'UNTIL'N'DO'
179 'BEGIN'
179 'IF' H (L, I) .> MAX(L) 'THEN' MAX(L)*-H(L,I);
181 'END'
181 'END';
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182 1IF'ISET=11 THEN'GOTO1CC'ELSE''IF'ISET=21 THEN'GOTO'DD;
183 PAPERTHROW;
184 SELECT OUTPUT(0);
185 NEWLINE(4); SPACE(10);
187 ABBTEXT(NAME);
188 NEWLINE (4); SPACE (10);
190 WRITETEXT('('THE#FOLLOWING#IS#FOR#GRAPH#IDENTIFICATION')'):
191 NEWLINE(4); SPACE(10);
193 WRITETEXT('('PL0T#1###MILLIV0LTS #VS#ELAPSED#TIME')');
194 NEWLINE(2);
195 WRITETEXT ( ' ( ' ####RUN#N0. I MUM' ) ') ;
196 'FOR'L+l'STEP'1'UNTIL1M'DO'
197 'BEGIN'
197 NEWLINE(2); SPACE(6);
200 PRINT(L,3,«)) ; SPACE(8);
202 PRINT(MAX(L),3.3))
203 IEND' ;
204 NEWLINE(4);
205 'COMMENT' NOW WE FIND MEAN RES. TIME. VARIANCE ETC. :
205 'FOR' I 1'STEP'1'UNTIL'M'DO'
206 'BEGIN' ?C]jtd)/SAM+
206 TBAR(I)<~(SUMCT(I) +C(I)*EXP(_D(I)4CUT(i)/SAiT l/D(I))/
207 D(I))/(SUMC(I)+C(I)*EXP(_D(I)*CUT(I)/SAM)/D(I));
208 VART(I) +■ (SUMCTSQ(I) + (C (I)/D(I)fcEXP (_D(I)*CUT(I)/SAM.*
208 (CUT (I )* CUT (I) /SAM* SAM) +g*CUT (I) / (SAMcD (I)) +2/ (D (I) *
208 D(I))))/(SUMC(I)+C(I)^EXP(_D(I)^CUT(I)/SAM)/D(I)_
208 TBAR(I)*TB AH(I);
209 VAR (I)+VART (I) /'(TBAR (I) )t 2;
210 'END';
211 'COMMENT' CALCULATION OF C-CURVES;
211 'FOE'I +1'STEP'1'UNTIL'M'DO'
212 'FOR 'L<-1 'STEB' 1 'UNTIL 'N'DO'
213 H (I,L)+H(I,L)^TBAR(I)/(SUMC(I)+C(IkEXP(_D(I)*CUT(I)/SAM)
213 /D(I));
214 'COMMENT' NOW FOLLOWS THE WRITEING OF C-CURVES TO MAG TAPE;
214 1FOR'L+l'STEP'1 1UNTIL'M_1'DO'
215 'BEGIN'
215 Z(N+l)<~X(N+l)+5.0;
217 'FOR'1+1'STEB'1'UNTIL'N'DO'
218 'BEGIN' Z(I)+X(I)/TBAR(L); Y(I)+H(L,I) 'END';
221 WRITEBINARY(7 Z,'('CX')');
222 WRITBBINARY (7, Y, ' ( ' CY1) ' ) ;
223 'END';
224 Z(N+l)+Y(N+l)+5.0;
225 'FOR'I+1'STEP'1'UNTIL'N'DO'
226 'BEGIN' Z(I)+X(I)/TBAR(M); Y(I)f-H(M,I) 'END';
229 WRITEBINARX(7,Z,'('CXL')');
230 WRITEBINARY(7,Y,'('CYL')');
231 'COMMENT' SECOND PICTURE COMPLETED;
231 ISET+l;
232 'GOTO' EE;
233 CC: NEWLINE(4); SPACE(10);
235 WRITETEXT('('PL0T##2##C-CURVES#')');
236 'FOR'L+l'STEP'1'UNTIL'M'DO'
237 'BEGIN'
237 NEWLINE(2); SPACE(6);
240 PRINT(L,3 0);
241 SPACE(8); PRINT(MAX(L),3,3);
243
244
245
245
246
246
249
250
250
252
253
254
254
255
255
258
259
263
264
265
266
268
269
273
274
275
275
276
277
279
280
281
281
284
285
287
288
289
290
290
291
293
294
296
297
301
3O2
304
304
305
307
307
308
310
310
311
313
313
314
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' E N D ' ;
NEWLINE(4);
' C O M M E N T1 C A L C U L A T I O N  OF F - C U R V E S ;
' F OB ' Lfrl1 S T E P '1 'U N T I L 'M 'D O '
'BEGIN'
H(L.l)c-0; H(L.2)«-0;
' FOR' I<-2' S T EP! ' U N T I L  ■ N 1 DO1 
■BEGIN'
H(L.I)«-H(L,I_1 )+H(L,I)/(TBAR(L) SAM)-;
' E N D ' ;
'END';
'COMMENT' N O W  F O L L O W S  T HE W R I T I N G  OF F _ C U R V E S  TO M A G  TAPE; 
' F O R 'L t l 'S T E P '1 'U N T I L 'M - l - H O '
' B E G I N '
Z(N+l)f-5 ; Y(N+l)^l;
'FOE'I:=1'STEP'1'UNTIL'N'DO'
'BE 7 IN' Z (I )<-X (I) /TBA.R (L) ; Y (I )e-H(L, I) ; 'END'; 
WRITEBINARY(7,Z,'(' F X')');
W R I T E B I N A R Y (7.Y , 1('F Y ')');
'E N D ' :
Z(N+l)t 5 ; Y (N+l )<-l;
■ F O E 1 I*-l' STEP ' 1 ' U N T I L ' N ' DO 1
'BEGIN' Z (I ) < X  (I ) / T B A R  (M ) ; Y(I)«-H(M.I) : 'END';
W R I T H B I N A R Y (7 ,Z , ' ( ' F X L ' )');
W R I T E B I N A R Y (7 , Y , ' ( ’F Y L ' )');
'COMMENT' A L L  P L O T T I N G  IS N O W  COMPLETED;
I S E T ^2 ;
'GOTO' EE;
D D : N E W LINE (4 ); S P A C E  (10) ;
W R I T E T E X T  ( ' ( ' P L O T ^ ^ F - C U B E E S j g ' ) ' ) ;
■ F O R 'L A I 'STEP'1'UNTIL'M'DO'
'BEGIN'
N E W L I N E ( 2 ) I S P A C E (6 )£
P R I N T ( L , 3 , 0 ) ;
S P A C E (8); P R I N T ( M A X ( L ) ,3 3 );
' E N D ' ;
P A P E R T H R O W ;
S P A C E (30);
W R I T E T E X T ( ' ( ' R E S I D E N C E $ T I M E $ S T U D I E S ^ F O R $ M I X I N G $ O N $ S I E V E ^ '  
T R A Y ' ) ') *
NEWLINE(4) ; SPACE(lO);
A R R T E X T (N A M E );
N E W L I N E (4); S P A C E (10);
W R I T E T E X T ('('N O .$ O F $ R U N S ')');
S P A C E (3) ; P R I N T ( M , 3 , 0 ) ; N E W L I N E(4); SPACE(lO);
W R I T E T E X T ('('K E Y ^ O F ^ T Y P E S ')');
N E W L I N E (2); S P A C E (10);
W R I T E T E X T  ( ' ( ' T Y P E ^ l ^ - ^ b F - C U R V E ^ C R O S S E S ^ I D E A L ^ M I X I N G ^  
C U R V E $ O N C E $ F R O M $ B E L O W ' )');
N E W L I N E (2); S P A C E (10);
WRITETEXT( ' ( ' TYPE^2$/$-^F_CURVE$CR0SSES$IDEAL$MIXING^ 
CURVE^ONCEjsFROM^ABOVE' ) ' ) ;
N E W L I N E (2); S P A C E (10);
W R I T E T E X T  ( ' ( 'TYPE^3^ A ^ _ ^ F _ C U R V E ^ C R 0S S E S ^ I D E A L ^ M I X I N G ^
c u r v e $ t w ic e $ .  $f i r s t ^f r o m $b elo w ;£t h e n ;£f r o m $ a b o v e  ' ) ' )  ;
N E W L I N E (2); S P A C E (10);
W R I T E T E X T  ( ' ( ' T Y P E $ 4 , ^ - # ; & F _ C U R V E $ B E L 0 W $ I D E A L $ M I X I N G $
C U R V E w A L L ^ T H E ^ T I M E ')');
NEWLINE(4);
315
315
316
317
317
318
318
320
321
322
323
323
325
326
327
328
328
328
329
329
329
329
331
332
333
334
334
334
336
336
337
337
337
338
338
338
338
339
339
340
340
342
342
3&2
342
342
342
343
343
345
347
348
348
348
349
349
349
351
351
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WRITETEXT ( 1 ( ’^ RUN^RUMBER^^AIR^RATE^^LIOUIDFLOWRATE^ 
T Y P E ^ M E A N ^ R E S . ^ T I M E ^ S I G M A ^ T ^ S I G ^ C ^ S E f l R E G A T I O N 1) 1 ) } 
NEV/LINE (A) ;
‘COMMENT' CALCULATION OF SEGREGATION;
1 FOR ' Lt-1' STEP 111 UNTIL' M1 DO1 
'BEGIN'
‘GO TO' STOP;
Bl<kR2«Al*0;
ESEOfc-O;
'FOR‘ Lei1 STEP 111 UNTIL’N'DO1 
'BEGIN'
X(I)*-I/SAM;
Z(I)fX(I)/TBAR(L) ;
Y (I )^ H (L, I);
VI (I) 41-EXP (-Z(I)) ;
' IF ' Y (I) -W (I )<401 THEN1 
'BEGIN'
' IF ' ISET#3 ' THEN' BL-Bl+1 'ELSE 'B2^B2+1
'END'
'ELSE'
'BEGIN'
ISET43;
Alt-Al+1;
'END';
'END' OF I ..LOOP;
'IF' (A1+B1+B2P0 'THEN'
'BEGIN'
WRITETEXT ( ' ( 'ERROR^l' ) 1) ;
'GOTO' STOP
'END':
' IF « ( (B11 AND ‘ Al IfLO) 1 THEN '
'BEGIN'
' IF 'B2=0 ' THEN' TYPE KL ' ELSE ' TYPE *-3
‘END'
'ELSE'
'BEGIN1
'IF'((A1'AND‘B2)#0)'THEN'
'BEGIN'
'IF' Bl=0 ' THEN A TYPE*-2'ELSE'
'BEGIN'
WRITETEXT('('ERRORfe' ) ' ) ;
'GOTO' STOP
'END'
'END'
'ELSE'
'BEGIN'
'IF' ((A1'AND'B2)=0)'THEN' TYPE^A ’ELSE'
'BEGIN'
WRITETEXT('('ERROR^' )’);
PRINT(Al 5*0); PRINT(Blt 5,0);
PRINT(B2.5,0)j 'GOTO' STOP 
'END'
'END'
'END';
'IF' TYPE=1'THEN’
'BEGIN'
START ;
FINeBl
'END'
351
351
351
353
353
353
353
353
355
355
355
358
359
360
361
363
365
367
369
371
373
375
377
378
379
380
381
382
383
38i<-
385
386
387
388
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'ELSE' 'IF' TYPE=2 'THEN'
'BEGIN'
START*-1;
FINt-Al
'END'
'ELSE''IF' TYPE=3 'THEN'
'BEGIN'
STABTfe-Bl;
FIN*A1; +B1
'END'
'ELSE' 'BEGIN' START«-1; FINP600 'END';
SEG(L)f0;
' FOR' If-START 'STEP' 1 'UNTIL' FIN 'DO' 
SSG(L)fSEG(L) + (0(I)-H(L,I)*(1/(SAM*TBAK(L))); 
STOP ; NEWLINE(2); SPACE(6);
PRINT(L,3,0); SPACE(6):
PRINT(S(L ) ,3i3 ) i SPACE(6) ;
PRIUT(F(L),2,2)! SPACE(5);
PEINE(TYPE,3,0); SPACE(6);
PBINT(TBAR(L),3,3); SPACE(6 )^
PRINT(VART(L),6,2); SPACE(6) ;
PRINT(VAR(L),4,2)J SPACE(6);
PRINT(SEG(L),2,4);
'END' OF L-LOOP:
WBITEBINARY(7,S,'('BEVS')');
WRITEBINARY(7,F,'('FLOW')');
WRITEBINARY(7,TBAR,'('MET')');
WRITEBINARY(7,VART,'('VART')');
WRITESINARY(7. VAR,'('VAR')') ;
WRITEBINARY(7|SEG,1('SEGN’)') ;
FREEMT(7);
'END' OF INNER BLOCK;
PAPERTHROWr 
'END' OF PROGRAM;
T = Residence Time
PROGRAMME POH DRAWING P AND C DIAGRAMS
SUBROUTINE DATAPLOT (X,T N.(SX,SY J,K,L,M,I,A,B,C,D,E) 
DIMENSION X(N),X(N),A(lO),B(2),C(2),D(2),E(2) KO3IO2O
X AND X ARE THE TWO ARRAXS TO BE PLOTTED
SX AND SX ARE THE LENGTH IN INCHES OP X-AXIS AND X-AXIS
SX LESS THAN 19.0, SX LESS THAN 13.O
IF J=1 A TAPE WILL BE BPENED AND THE PLOTTER ASSIGNED
IF L=1 THE TAPE WILL NOT BE CLOSED
IF L=_l THEN THE USUAL CRITERIA OF L=1 APPLX BUT THE 'NEXT' 
ENTRX TO DATAPLOT IS ASSUMED TO BE WITH SAME AXES AND ORIGIN 
IF 1=1 THEN THE PREVIOUS ENTRX 'MUST' HAVE BEEN MADE WITH L= 
THE DATA WILL THEN BE PLOTTED WITH THE SAME AXES AND ORIGIN 
SX,SX,K MUST BE THE SAME AS PREVIOUS ENTRX
IF M=1 THE DATA WILL BE PLOTTED AS POINTS ELSE DATA JOINED I 
LINE
IF K=1 LOG/LOG AXES WILL BE USED ON BOTH X AND X
IF K=2 LINEAR AXES WILL BE USED ON BOTH X AND X
IF K=3 X WILL APPEAR ON LINEAR SCALE AND X ON LOG SCALE
IF K=if X WILL APPEAR ON LINEAR SCALE AND X ON LOG SCALE
ARRAX A WILL CONTAIN THE TITLE OF THE GRAPH (80 CH.)
ARRAY B WILL CONTAIN THE PICTURE NAME IN THE USER SENTINAL
(12CH.)
ARRAX E WILL CONTAIN THE FILE NAME (12 CH.)
ARRAYS C AND D CONTAIN LABELS FOR X AND X AXES RESPECTIVELX
(16 CH.)
IF (1-1)0,15,0 K031025
IF (J_l)6,0,6 KO3IO5O
OPEN AND NAME TAPE AND INITIALIZE PLOTTER 
CALL HGPTAPE(0,E,0,0,99) KO3IO8O
CALL HGPTAPE(1,B,0,0,0) KO3IIIO
CALL GHPLOTT(0,0,0,0,1A,1) KO3IO9O
CONTINUE K031100
WRITE USER SENTINEL AND SET ORIGIN TO CENTRE OF PAPER 
CALL HGPLOTT(0,0,20.0,1,A) KO3II2O
CONTINUE K031121
TEST TO SEE WHICH TXPE OF AXES ARE REQUIRED 
GO TO (?,8,9,0),K KO3II3O
MUST WANT X TO BE LINEAR,X TO BE LOG
CALL GSCALE(X,N,SX,YMIN,DX) KO3III4.O
CALL JLOGSCALE(X,N,SX,MINX,MAXX) KO3II5O
IF (1-1)0,10,0 KO3II5I
CALL HGPLOGAXIST(0,0,0,0,C,-16,SX,0.0,MINX.MAXX) KO3H 6O 
CALL HGPAXISC(0.0,0.0,D,16,UX,90.0,XMIN,DX) KO3II7O
GO TO 10
MUST WANT X TO BE LOG ;X TO BE LINEAR
CALL GSCALE(X,N,SX,XMIN,DX) KO3II9O
CALL JLOGSCALE(X,N,SX,MINX,MAXX) KO312OO
IF (1-1)0,10,0 KO312OI
CALL HGPLOGAXIST(0.0,0.0,D,16,SX,9O.O,MINX,MAXX) KO3I2IO 
CALL HGPAXIST(0.0,0.0,C,-16,SX,0.0,XMIN,DX; K031220
GO TO 10 KO3123O
MUST WANT BOTH X AND X TO BE LINEAR
CALL GSCALE(X,N,SY,XMIN,DX) KO312AO
CALL GSCALE(X,N,SX,XMIN,DX) KO3125O
IF(I_1)0,10,0 KO3125I
10
c
c
16
C
70
C
11
12
13
14
C
CALL H G PA XIST(0 .0 ;0 .0 ,D ,l6 ,S X ,90 .0 ,X M IN ,D X )
CALL H G P A X IS T(0 .0 ,0 .0 ,C ,_ l6 ,S X ,0 .0 ,X M IN ,D X )
GO TO 10
MUST WANT BOTH X AND X TO BE LOG 
CALL JLOGSCALE(X,H,SX,MINX,MAXX)
CALL JLOGSCALE(X,N,SX,MINX,MAXX)
IF ( I_ 1 )0 ,1 0 ,0
CALL HGPLOGAXIST( 0 .0 ,0 .0 ,D ,16,S X ,9 0 .0 ,MINX,MAXX) 
CALL HGPLOGAXIST(0.0,0.0,C,- 16, SX,0 .0 ,MINX,MAXX) 
CONTINUE 
I F ( I _ l ) 0 , l 6 , 0
WRITE TITLE ONE INCH ABOVE END 'OF I)A X IS ,
PARALLEL TO X)AXIS
Z=SX+1
Z l=S X /70 .0
CALL HGPSXMBLT(0 .0 , Z , Z l ,  A ,0 .0 ,8 0 )
CONTINUE
KO3I 26O
K031270
K031280
K031290
KO3I 3OO
KO313OI
KO3I 3IO
KO3I 32O
KO3133O
KO3133I
KO3134O 
KO 31341 
KO3I 35O 
KO3I 35I
TEST TO SEE IF  A POINT PLOT OR LINE PLOT IS WANTED 
IF  ( M _ l ) 0 , l l ,0  KO3I 36O
MUST WANT DATA PLOTTING AS LINE
CALL HGPL0TT(X(2),X(2) , 3 , 0) KO3I 37O
DO 70 IC=3,N_1 K031371
CALL H G P L O TT (X (IC ),X (IC ),2 ,0 ) K031372
CONTINUE KO31373
GO TO 13 KO3138O
MUST WANT DATA PLOTTING AS POINTS
DO 12 IC=2 ,N_1 KO3139O
CALL H G P LO TT(X (IC ),X (IC )+0 .05,3 ,0 )  K03140
CALL H G P LO TT(X (IC ),X (IC )_0 .05 ,2 ,0 ) K03141
CALL H G P L 0TT (X (IC )+0 .05 ,X (IC ),3 ,0 )  K03142
CALL HGPLOTT(XtIC) - 0 .05,X ( IC ) ,2 , 0 ) KO3143
CONTINUE K031440
CONTINUE KO3145O
IF ( L + l ) 0 ,1 4 ,0  K031451
MOVE PEN WELL BEXOND END OF X-AXIS AND CLEAR BUFFER
CALL HGPL0TT(20.0 ,0 .0 ,3 ,0 )
CALL HGPLOTT( 0 .0 ,0 ,0 .0 ,2 )
CONTINUE 
L1=IAES(L)
IF  NECESSARY, CLOSE OFF-LINING TAPE
IF  ( L l - l ) 0 ,9 9 ,0
CALL HGTAPE( 2 ,0 ,0 ,0 ,0 )
99 RETURN 
END
END OF SEGMENT; LENGTH 428, NAME DATAPLOT 
SUBROUTINE JLOGSCALE(X, N, S, MIN,MAX) 
DIMENSION X(N)
A=100 
B=_100 
DO 5 1=1 ,N 
X (I)= A L O G lO (X (I))
I F ( X ( I ) . LT .A )A =X (I)
IF (X ( I ) ,G T.B )B=X(I)
CONTINUE
1=0
1= 1+1
IF (A B S (A )_ I)0 ,0 ,6  
IF (A )0 ,0 ,7
K031460
KO3147O
KO3147I
KO3149O
KO315OO
7
8 
9-
10
12
11
MIN=-I 
GO TO 8 
MIN=I-1 
1=0 
1= 1+1
IF(ABS(B)-I)0,0,9
IF(B)0,0,10
MAX=1-1
GO TO 12
MAX=I
DO 11 1=1,N
X(I)=S (X(I)-MIN)/(MAX-MIN)
CONTINUE
RETURN
END
0
0
0
0
0
0
0
0
1
1
2
3
3
8
12
16
17
21
23
27
29
30
31
32
33 
33
35
36
37
38
39 
39
41
42 
■-3
43
44
45
46
47
48
'BEGIN
END OF SEGMENT, LENGTH 179, NAME JLOGSCALE
? SEMICOMPILED1 (ED,DEMICOMPILED.FORTRAN)
•SSNDTO1 (ED,SEMIC0MPFYLE,.ZZZZ)
!WORK1 (ED,COMPWORKFILL)
LIBRARY1 (ED,SUBGROUPSRA3.SUBROUTINES)
LIBRARY * (ED,SUBGROUPPLOT,SUBROUTINES)
LIBRARY * (ED,SUBGROUPSRF7,SUBROUTINES)
PROGRAM1 (K247);
INTEGER,N#M.L,I,N1,M1,N2,I1,J1,K1,L1;
REAL1 SX,SY;
ARRAY1 RUNS,NUMS(1:1), Z(l:lO);
PROCEDURE 1 INPUT(N,S);1VALUE 1N•1INTEGER1N; 1STRING1S; 
EXTERNAL1;
P R O C E D U R E  1F R E E M T ( N ) ; 1V A L U E  1N ;1 I N T E G E R 1N ; 1E X T E R N A L 1 ; 
P R O C E D U R E 1 S T R A R R (C ,N ,S ); 1 S T R I N G 1S ; 1A R R A Y 1C ;
1 INTEGER1N;1EXTERNAL1;
PROCEDURE1 READBINARY(N,X,S);1VALUE 1 N;1INTEGER1N;
1ARRAY 1X ;1 STRING1S;1EXTERNAL1;
PROCEDURE1 SKIP(N,M);1VALUE1N;1INTEGER1N,M;1EXTERNAL1 ; 
PROCEDURE1 DATAPLOT (X,Y,N,SX,SY,I,J,K,L,M,A,B,C,D,E); 
VALUE1 N;
INTEGER1 N,I,J,K,L,M;
REAL1 SX,SY;
ARRAY I X , Y, A ,B, C ,D ,E;
EXTERNAL1;
PROCEDURE1 JLOGSCALE(X,N,SX,MIN,MAX);
VALUE1 N;
REAL1 SX:
INTEGER1 
ARRAY1 X 
EXTERNAL1•
INPUT(7,1(1CHEMENGSTORE1)1);
SELECTINPUT(3);
N2*READ
•COMMENT1 THIS IS THE NUMBER OF RECORDS TO BE SKIPPED; 
SKIP(7sN2):
READBINARY(7,RUNS,1(‘RUNS 1)1);
M(-RUNS (l) ;
READBINARY(7,NUMS,1(•NUMS1)•);
Nl'<-NUMS(1)+1;
•BEGIN1
N,MIN,MAX;
^8 'ARRAY' X,Y(l:N1),TITLE(l:10),PIC,XAX,YAX,FILE(l:2);
A8 STRARR (TITLE, M2, ' ( 'PLOT$OF$MILLIVOLTS$VS;aTIME') 1) ;
50 STBARR(PIC,M2,'('PICTURENAMEl')')
51 STBABR(XAX,M2,'(1TIME$-$SECS')');
52 STRARR(YAX,M2,'('MILLIVOLTS')')•
53 STBABB(FILE,M2,'('FILENAMEPBAC' ) ’ )
5A SX-tlO.O; SY<-5.0;
56 Jli-1; Kl<-2; Ll<--1; Ml«rO; Il<-0;
61 READEINARY(7,X, ' ('MX') ' ) ;
62 READBINARY(7,Y,'('MY')5):
63 X(lk0;
6A Y(Nl)«-l6l0,0;
65 DATAPLOT(X,Y,Nl,SX,SY,J1,K1,L1,M1,I1,TITLE,PIC,XAX,
65 YAX,FILE);
66 Jl^ -O; I1+-1;
68 'IF' M=2'THEN'GOTO' MISS};
69 'FOR'L^2'STEP*UNTIL'M_l'DO'
70 'BEGIN'
70 'EEADBINABY(7,X,'('MX')');
72 'BEADBINARY(7,Y,'('MY')');
73 Jl*--0;
7A Il*-1;
75
76 X (l) «-0;
77 Y(Nl)<1610.0;
78 DATAPLOT(X,Y,N1,SX,SY,J1,K1,L1,M1 I1,TITLE,PIC,XAX,
78 YAX,FILE);
79 'END';
,80 MISS’;
80 Ll«-1;
81 READBINARY(7,X,'('MXL')');
82 READBINARY (7,Y, ' (' MHL')5 );
83 X(l)*-0;
8A Y (Nl)«-l6lO.O}
85 DATAPL0T(X,Y,N1,SX,SY,J1,K1,L1,M1,I1,TITLE,PIC,XAX,
85 YAX,FILE);
86 SY<-5.0;
87 Ll<--1;
88 Il«-0;
89 STRARR(TITLE,M2,'('PLOT^OF^C-CURVES')fl);
90 STRARR(PIC,M2,'('PICTURENAME2')');
91 STRARR(XAX,M2,'('T/TBAE')');
92 STRARR(YAX,M2,'('C(T/TBAR')');
93 READBINARY(7,X,'('CX')1);
9A READBINARY(7,Y,'('CY')');
95 X(1>0;
96 Y(Nl)s-2.0;
97 DATAPLOT(X,Y,NI,SX,SY,Jl,K1,LI,Ml,II,TITLE,PIC,XAX,
97 YAX,FILE);
98 11^1*
99 ’'IF' M=2‘THEN "GOTO1 MISS2;
100 'FOR' L<2 'STEP'1'UNTIL'M-l'DO'
101 'BEGIN'
101 Llfl;
103 READBINARY(7,X,'('CX')');
10A READBINARY(7,Y,'('CY')');
105 X(l)f-0;
106 Y(5ilH2.0;
107 DATAPLOT(X,Y,N1,SX,SY,Jl,K1,Ll,Ml,II,TITLE,PIC,XAX,
107 YAX,FILE);
108 'END'
109 MISS2:
109 Ll£l;
110 READBINARY(7,X,'(1CXL1)');
111 READBINARY(7, Y, ' ( 'CYL')1);
112 X(l)*-0;
113 Y (NlK-2.0;
114 DATAPLOT(X,Y,Nl,SX,SY,Jl,Kl,Ll,Ml,Il,TITLE,PIC,XAX,
114 YAX,FILE);
115 Ll*-_1;
116 11 -^0;
117 STRARR(TITLE,M2,'('PL0T$0F$F_CURVES')');
118 STRARR(PIC,M2,'('PICTURHNAME3')');
119 STRARR(XAX,M2,'('T/TBAR1)1);
120 READBINARY(7,X,'('FX')1);
122 READBINARY(7,Y,1('FY')1);
123 X(l)«-0;
104 DATAPLOT(X,Y,Nl,SX,SY,Jl,K1,LI,Ml,II,TITLE,PIC,XAX,
124 YAX,FILE);
125 IK-1;
126 IF 1 M=2'THEN " GOTO' MISS3;
127 PFOR' L*-2' STEP ' 1'UNTIL1 M_1'DO1
128 'BEGIN'
128 Ll'-_1 •
130 READBINARY(7,X,1(’FX1)’);
131 READBINARY(7,Y,'('FY')');
132 X(l)<-0;
133 DATAPLOT(X,Y,N1,SX,SY,J1,K1,LI,Ml,II,TITLE,PIC,XAX,
133 YAX,FILE);
134 'END';
135 MISS3:
135 Ll«-0;
136 READBINARY(7,X,'('FXL')');
137 READBINARY(7,Y,'('FYL')');
138 X(l)<-0;
139 DATAPLOT (X,Y,Nl./SX,SY,Jl,Kl, LI, Ml, II, TITLE, PIC,XAX
139 YAX,FILE);
140 FBEEMT(7);
141 TEND'
NOMENCLATURE
PART I
a-j_ = Constant
= Constant 
cp = Constant
c (<■•') = Concentration of tracer material in the exit
stream at any instant.
2
Dg = Eddy-Diffusion coefficient. ft /sec.
d^_ = Constant
E(Q) = External residence time frequency distribution function.
E(e)de = The exit age distribution function.
F = Kinetic energy factor defined by P = u
F^ - F-Factor for vapour based on the perforated area
of the tray (ft-Vsec) (ib./ft* )°*3/ft.2
F(U) = Total fraction of tracer in total outflow at any
time © after the injection.
G^ = Gas flow rate per unit bubbling area, lb.moles/hr.ft*
g = Acceleration due to gravity ft./sec?
H = Distance between two trays inches.
hDp = Dry pressure drop, inches ot cm. of water. ’ •
hrp = Total pressure drop, inches or cm. of water
hp = Pressure drop across frothing liquid, inches or cm.
of water.
Y& = Residual pressure drop, inches or cm. of water.
hD = Pressure build-up in the downcomer, inches or cm.
of water.
1(6) = Internal residency time frequency distribution
function.
I(0)d6 = Internal age distribution function.
J = Specific gravity of liquid
K = Constant
•r
L =* Liquid flow rate gall ./min./ft. of weir width.
as Static liquid seal on lower tray at a position adjacent 
to the downcomer, inches liquid.
L ss Clear liquid height in downcomer cm. liquid.
p
L = Liquid flow rate per unit bubbling area, lb.moles/hr.ft
P = Liquid pressure drop through clearance area between the
ac downcomer and lower plate, ins. or cm. liquid.
P = Total absolute pressure Atm.
Q = Quantity of tracer, lb.moles
R a= Rotameter reading
S^ , = Depth of clear liquid reference zone at two points, ins.
Sb = Ce1culate(i olear liquid reference zone, (W+Zow) ins.
S,p = Constant
T = Temperature °C.
Uq s= Velocity of gas through perforations ft./sec.
Ua = Velocity of vapour based on active area of tray ft./sec
U = Velocity of liquid flowing over weir ft./sec.
as Mean axial velocity of liquid across tray ft./sec.
V = Total liquid hold-up in system, ft.-*
v = Volumetric flow rate, ft.Vsec.
W = Height of weir, inches
Z = Clear liquid height on tray, inches of liquid,c
r= Dynamic head, inches of liquid.
Zf = Height of froth above tray floor, inches of liquid.
= Length of tray, ft.
Z^ = Air momentum head inch of l iq u id
Z . = Liquid crest over* weir, inches.oW ^
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PART II
A = Cross Section area or total interfacial area cm? 
a = Interfacial area per unit volume of the froth cm“ -^ 
a^ = constant
B° =r Initial concentration of reactant in bulk liquid. g.mole/litr 
c = Concentration of solute gas A in solution. g.mole/cm3.
AT
c = Concentration of dissolved gas A at interfaces in equi­
librium with gas at interface g.mole/cm3,
c° ~ Concentration of solute gas in bulk of liquid g.mole/cm3.
c0 = Concentration of solute gas in the liquid phase in equi­
librium with partial pressure pq. in gas phase g,mole/cm3.
CjL = Concentration of solute gas in the liquid at interface
g.mole/cm,3
cx = Saturation sdlubility of 00o into water g.mole/cm^W
PD = Diffusion coefficient cm /sec.
o
= Diffusivity of dissolved gas in solution cm /sec.
p
Dg = Diffusivity of reactant B in solution cm /sec.
P
Dq = Diffusivity of CO^ into water cm /sec.
DE = Eddy-diffusivity ft2/sec. 
dp = Bubble diameter cm.
E = Enhancement factor i.e. facfeor by which amount of gas 
absorption in time t is increased by reaction.
E^ = Enchancement factor whdn reaction is instantaneous or 
rate of reaction is controlled entirely by diffusion,
= ^urphree liquid phase and gas phase efficiency 
respectively.
E0L= Liquid phase point efficiency.
Eqq.= Gas phase point efficiency.
f (0). ^Residence time distribution ±function.
f(^ ) =Disbribution function to a dimensionless basis.
G^ = Gas flow rate/unit area of tray, lb mole/hr ft^
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H = Henry’s Law constant g.mole/ml.Atm.
£
H = Henry's Law constant for water g.mole/ml.Atm.
h+,h_, Hq. s= Contribution of positivo ion, negative ion, and 
gas to solubility factor h.
hy = Total gas hold up cm3
I = Ionic strength g.ions/lit.
k-j_ = First order rate constant of forward reaction of gas = kJ3° 
sec“^
kg = Second order or pseudo first order rate constant for 
reaction of gas with reactant lit./g.mole.sec.
(kgXrr Values of kg at infinite dilution lit/g.mole. sec.
k^ = Gas film mass transfer coefficient cm./sec.
k^ = Liquid film mass transfer coefficient cm./sec.
= over-all liquid phase mass transfer coefficient cm./sec.
Kq = Over-all gas phase mass transfer coefficient cm,/sec.
kxL= Liquid phase mass transfer coefficient for chemical 
absorption. cm./sec.
= First dissociation constant.
Kg = Second dissociation constant.
L = Liquid flow rate Gall/Min/ft. of weir width
L^ = Liquid flow rate per unit bubbling area. lb.mole/hr.ft
M = Dimensionless group, kgB^^/k^
M’ = kgB°t
m = Slope of equilibrium curve, dy/dx.
Na = Physical mass transfer rate per unit area of surface 
after contact time t. g.mole./cm2.sec.
N'a= Chemical mass transfer rate per unit area of surface
after contact time t. g.mole/cm sec.
N = Average rate of physical mass transfer per unit area 
A g.mole/cm^sec.
N' = Avdrage mass transfer rate for chemical absorption per 
unit area. g.mole/cm2sec.
N = Quantity of gas absorbed with reaction by unit area in 
time of contact t. g.mole/cm^
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n = Number'of mixing pool.
N = Peclet number, dimensionless s.u./DpG
N^ = Number of liquid phase transfer units.
^G = dumber 0f gas phase transfer units.
Nol= Over-all number of liquid phase transfer units.
Nqq= Over-all number of gas phase transfer units.
P = Total pressure. Atm.
Px = Concentration of product at interface, g.mole/cm
p = Partial pressure of solute in the gas phase. Atm.
p = Partial pressure of solute in the gas which would be in
e equilibrium with the bulk liquid. Atm.
p^ = Partial pressure of solute gas at interface. Atm.
Pq = Gas phase partial pressure in the bulk of the gas. Atm.
c *7 Fractional rate of surface renewal sec’-l
Sc.No = Schmidt numbdr
T = Temperature in °C or Absolute temperature K°
t = Contact time secs.
VA = Function defined by equation 2.27 Part II
Vf = Froth lolume. cm3
X = Mole fraction of solute in liquid phase.
xe Mole fraction of solute in liquid phase which would be in equilibrium with the gas.
xe =bn
Mole fraction of solute in liquid phase in equilibrium 
with gas leaving the nth tray.
xi = Mole fraction of solute gas in the liquid at the interface.
xn-■1 :=Mole fraction of solute in liquid entering the tray.
xn = Mole fraction of solute in liquid leaving the tray.
y = Mole fraction of component in gas phase.
ye = Mole fraction of solute gas in a hypothetical gas phase which is in equilibrium with the liquid phase.
yi r= Mole fraction of component in the gas at the interface.
Mole fraction of component in gas entering the tray.
Mole fraction of component in gas leaving the tray.
Mole fraction of component in gas in equilibrium with
liquid leaving the tray.
Length of the contact. ft.
Ion valency.
Length of the tray or liquid travel. ft. 
Stiochiometric coefficient.
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GREEK LETTERS
< I
I Density of gas lb/f?
/^L Density of liquid lb/ft^
fo = Aeration factor dimensionless
(p - Froth density factor dimenfeionless
II
2
Variance of residence time distribution. sec
11
C\2
Dimensionless variance
e Residence time of liquid secs.
8 = Mean residence time of liquid secs.
V = Dimensionless time, given by ©/§
Viscosity of liquid cp
cr = Surface tension dyne/cm.
s  = Thickness of diffusion film. cm.
> = m.G^ /Ljyj, ratio of slope of equilibrium curve and 
operating line.
Constants.
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