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Abstract
For a group of isometries Γ of a simply connected ‘negatively curved’
space X, the critical exponent δΓ is the exponential growth rate of the Γ-orbit
of a point. We consider separately the cases where X is a pinched Hadamard
manifold and whereX is CAT(−1). The properties of the action of a cocompact,
or convex cocompact group Γ0 are relatively well-understood. We consider the
case where Γ is a normal subgroup of such a Γ0.
In the case that X is a pinched Hadamard manifold, we show that δΓ =
δΓ0 if and only if Γ0/Γ is amenable. In addition, for any family of normal
subgroups N of Γ0, we show that the gap δΓ < δΓ0 is uniform in Γ if and only if
the Kazhdan distances of the permutation representation of Γ0/Γ are bounded
away from zero. These are analogues of results of Brooks [6,7] and Sunada [52]
on the spectrum of the Laplacian.
The proofs rely on the spectral properties of transfer operators given
by the symbolic dynamics for the geodesic flow, as formulated by Bowen [5]
and Ratner [41]. We give an analogous result for the spectral radius of group
extended transfer operators in terms of Kazhdan distances. This builds on
recent work of Stadlbauer [50] and Jaersich [22].
In the case that X is CAT(−1), we use symbolic dynamics given by the
Markov grammar (see [17]) for Γ0, as formulated by Bourdon [3], Lalley [27], and
Pollicott and Sharp [39, 40]. For a class of Γ0 with a more tractable structure,
we show that δΓ < δΓ0 when Γ0/Γ is non-amanable; and moreover there is
a gap uniform in Γ if and only if the Kazhdan distance of the permutation
representations of Γ0/Γ are bounded away from zero.
v
Chapter 1
Introduction
This thesis is the product of the author’s PhD registration at the University of
Warwick. The mathematical exposition of each chapter is self-contained, and
the ordering of the chapters reflects the chronology of the research. The results
of Chapter 2 are in collaboration with Richard Sharp, and have been published
in Mathematische Annalen [14]. The results of the remaining chapters are due
to the author. The results of Chapter 3 are contained in a pre-print [13].
1.1 Dynamics, geometry, groups and growth
A classically studied dynamical system is the geodesic flow φt0 : SM0 → SM0
on the unit tangent bundle of a compact n-dimensional hyperbolic manifold
M0. There are countably many periodic orbits γ for the geodesic flow, and 1 <
lim supT→∞#{γ : |γ| ≤ T}1/T <∞, where |γ| indicates the (least) period of the
orbit. Moreover, there is an asymptotic for counting prime (meaning traversed
once) periodic orbits: (n−1)Te−(n−1)T#{γ : γ prime, |γ| ≤ T} → 1 as T →∞.
We will be interested in the more general case where M0 is a manifold with
pinched strictly negative sectional curvatures and φt0 : SM0 → SM0 has a
non-empty compact non-wandering set. In this case, there is an asymptotic
h0Te
−h0T#{γ : γ prime, |γ| ≤ T} → 1 as T → ∞, where h0 = h(M0) is
the topological entropy of the flow [33, 36] (see section 1.2 for the definition of
topological entropy). The result can be proven with symbolic dynamics – this
is an important area that we expand on in section 1.2.
The focus of this thesis will is a particular family of geodesic flows (al-
ways arising from a manifold M with pinched, strictly negative sectional cur-
vatures) for which φt : SM → SM has a non-compact non-wandering set.
Namely, the geodesic flow arising from infinite regular covers M of M0 (with
M0 as above). Equivalently, M is a manifold with a discrete group of isome-
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tries G such that M/G = M0; and when G is infinite the non-wandering set is
non-compact. The growth associated to M is given by the growth of φ-periodic
orbits γ that intersect a non-empty, open, relatively compact W ⊂ SM . Define
h(M) = lim sup
T→∞
1
T
log #{γ : γ ∩W 6= ∅, |γ| ≤ T}.
(The definition is independent of W .)
We now introduce another important object of this thesis: amenable
groups. A (countable) group G is amenable if `∞(G) admits an invariant mean,
i.e. that there exists a bounded linear functional ν : `∞(G)→ R such that, for
all f ∈ `∞(G),
1. infg∈G f(g) ≤ ν(f) ≤ supg∈G f(g); and
2. for all g ∈ G, ν(fg) = ν(f), where fg(h) = f(g−1h).
The concept was introduced by von Neumann in 1929. One sees immediately
from this definition that finite groups are amenable by taking
ν(f) =
1
|G|
∑
g∈G
f(g).
There is already a well established relationship between amenability and spec-
tral geometry given by Brooks [6, 7]. Let M → M0 be a regular covering of a
Riemannian manifold M0 of “finite topological type” (i.e. M0 is the union of
finitely many simplices). Let λ0(M) and λ0(M0) denote the bottom of the
spectrum of the Laplacian on M and M0 respectively. Brooks shows that
λ0(M) = λ0(M0) if and only if the group of deck transformation given by the
covering is amenable. We will refer to a result of this form as an amenability
dichotomy.
Chapter 2 gives an amenability dichotomy for h(M) = h(M0).
Theorem 1.1.1 (Dougall-Sharp [14]). We have h(M) = h(M0) if and only if
G is amenable.
Note that the implication G amenable =⇒ h(M) = h(M0) is due to
Roblin [43]. A full history of this result is given in Chapter 2.
In order to state the remainder of our results, we will find it useful to
reformulate the result in the preceeding paragraphs with an equivalent view-
point. Let X be a connected, simply connected and complete Riemannian
manifold with sectional curvatures bounded between two negative constants.
We call such an X a pinched Hadamard manifold. Let Γ be a non-elementary,
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torsion-free and convex co-compact group of isometries of X (see Chapter 2 for
the definition) and let Γ E Γ0 be a normal subgroup. We define the critical
exponent of Γ to be the abscissa of convergence of the Poincare´ series
ηΓ(s) =
∑
g∈Γ
e−sdX(x,gx),
for any choice of base point x ∈ X, and denote it by δΓ. Writing M0 = X/Γ0
and M = X/Γ, we have that δΓ0 = h(M0) and δΓ = h(M). Therefore δΓ < δΓ0
when Γ0/Γ is non-amenable. The results of Chapter 3 describe how this gap
behaves for an arbitrary family of normal subgroups.
Our result is to describe coarse behaviour of δΓ, over any family N
of normal subgroups of Γ0, in terms of Kazhdan distances associated to the
quotients Γ0/Γ, which we explain below. Some natural families of coverings are
a tower of regular covers M1 → M2 → · · · → M0, corresponding to a family
Γ1 ≤ Γ2 ≤ · · · ≤ Γ0 of normal subgroups of Γ0; and the family of all non-
amenable regular covers of M0, i.e. all ΓE Γ0 for which Γ0/Γ is non-amenable.
In the following, G is assumed to be a countable group (however, many
of the definitions can be made in the setting of locally compact groups). We
give an equivalent formulation of amenability due to Følner [16]. A group G is
amenable if and only if for every  > 0, and for every finite set A, there exists
a set E which is , A−invariant; that is,
#E∆Ea ≤ #E,
for all a ∈ A.
Write 1E ∈ `2(G) for the indicator function on the set E. Noting that
#E∆Ea = |1E − 1Ea|, there is the following equivalent definition in terms of
the right regular representation piG : G→ U(`2(G)), (piG(g)f)(x) = f(xg), due
to Hulanicki [21]. A group G is amenable if and only if, for any finite generating
set A ⊂ G,
inf
v∈`2(G),|v|=1
max
a∈A
|piG(a)v − v| = 0.
For any unitary representation ρ : G → U(H) in a Hilbert space (H, |·|), the
quantity κA(ρ,1) defined by
κA(ρ,1) := inf
v∈V,|v|=1
max
a∈A
|ρ(a)v − v|
is called the Kazhdan distance (between ρ and the trivial representation 1). A
group is said to have Property (T) if there is some κ > 0 such that κA(ρ,1) > κ
3
for all unitary representations that have no invariant vector.
There is an analogue of Brooks’ result for the Laplacian in this setting.
We assume now that M0 is compact, and so λ0(M0) = 0, and write M0 = X/Γ0.
For any Γ E Γ0 we get a regular cover MΓ = X/Γ of M0. Sunada shows that
for any finite generating set A of Γ0, there are constants c1, c2 depending only
on the geometry of X and on A, such that for any regular cover MΓ = X/Γ,
we have
c1(κA/Γ(piΓ0/Γ,1))
2 ≤ λ0(M) ≤ c2(κA/Γ(piΓ0/Γ,1))2,
where A/Γ denotes the projection of A to the quotient Γ0/Γ. These results
were also generalised by Roblin and Tapie [44], and in the thesis of Tapie [53],
relating the difference λ0(M0) − λ0(M) to the bottom of the spectrum of a
combinatorial Laplacian (which is in turn related to the Kazhdan distance).
A consequence of these spectral results is that, for any family of normal
subgroups N of Γ0, we have
inf
Γ∈N
λ0(X/Γ) = 0 if and only if inf
Γ∈N
κA/Γ(piΓ0/Γ,1) = 0.
For n-dimensional real hyperbolic space HnR, the spectral geometry and
dynamics are related by a celebrated theorem due to Patterson [34] and Sullivan
[51]. We have that,
λ0(X/Γ) =
{
δΓ(n− 1− δΓ) if δΓ ≥ n−12
(n−1)2
4 if δΓ ≤ n−12 .
There are analogous statements for the other noncompact rank 1 symmetric
spaces. However these methods fail to extend to spaces which do not satisfy
such strong symmetry hypotheses.
It is known that the isometry group of HnR does not have Property (T),
and so its cocompact subgroups also do not satisfy Property (T). However,
when we consider groups arising from variable curvature, we do find cocompact
examples with Property (T). For n-dimensional quaternionic hyperbolic space
HnH, with n ≥ 2, and the Cayley plane H2O, Corlette [11] obtains a more
precise description of the critical exponents, using the fact that the isometry
group of HnH and H
2
O have Property (T). If Γ is a lattice in Isom
+(HnH), then
δΓ = 4n+ 2; and otherwise δΓ ≤ 4n. There is also the corresponding statement
for the Cayley plane: δΓ = 22 when Γ is a lattice in Isom
+(H2O); and otherwise
δΓ ≤ 16. Therefore, in each case, for a fixed lattice Γ0, there is a uniform
gap δΓ < δΓ0 for infinite index Γ ≤ Γ0. The mechanism behind the gap in
the critical exponents for HnH and H
2
O, as shown by Corlette, is the fact their
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isometry groups have Property (T) [2]. The symmetry of the spaces HnH and
H2O are notable in the approach to this problem.
The main theorem of Chapter 3 is the following.
Theorem 1.1.2. Let Γ0 be a convex cocompact group of isometries of a pinched
Hadamard manifold X, and let A be a finite generating set for Γ0. For any
collection N of normal subgroups of Γ0, we have
sup
Γ∈N
δΓ < δΓ0 if and only if inf
Γ∈N
κA/Γ(piΓ0/Γ,1) > 0.
If Γ0 has Property (T), then we have that
inf
ΓEΓ0:[Γ0:Γ]=∞
κA/Γ(piΓ0/Γ,1) > 0.
We remark that, in this case, [Γ0 : Γ] = ∞ is equivalent to Γ0/Γ being non-
amenable.
Corollary 1.1.1. With the hypotheses of Theorem 1.1.2, if Γ0 has Property
(T) then
sup {δΓ : ΓE Γ0, [Γ0 : Γ] =∞} < δΓ0 .
We conclude this discussion with geometries that do not possess such a
smooth structure. Let X be a CAT(−1) space and let Γ0 be a non-elementary
cocompact group of isometries acting freely and properly discontinuously on X.
An important case of a CAT(−1) space is the Cayley graph of the free group
on d ≥ 2 generators (with respect to its symmetric free basis S), and the metric
is given by d(g, h) = |g−1h|S , the minimal length of the element g expressed as
a word in S. In this case, δFd = 2d− 1, and for any H E Fd,
δH = lim sup
N→∞
1
N
log #{g ∈ H : |g|S ≤ N},
is the relative growth of H in Fd. Then a theorem of Grigorchuk [18] states that
δH = δFd if and only if Fd/H is amenable. Moreover, it was conjectured [19]
that the same result should hold for the Cayley graph of any hyperbolic group.
We have seen in Theorem 1.1.1, that when X is a Riemannian man-
ifold, equality of critical exponents δΓ = δΓ0 holds precisely when Γ0/Γ is
amenable. In the CAT(−1) setting, the result of Roblin [43] still applies: if Γ0/Γ
is amenable then δΓ = δΓ0 . This conclusion was also obtained by Sharp [48] in
the case that Γ0 is a free group.
Since Γ0 acts co-compactly on a CAT(−1) space, it follows that Γ0 is
word hyperbolic. In this way we may associate to it a Markov grammar, which
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is roughly speaking, a (finite) directed graph, with a distinguished initial state,
which writes the elements of Γ0 uniquely (and with minimal length). This is a
powerful tool which dates back to Cannon [9] in the case of cocompact discrete
groups of isometries of real hyperbolic space. He uses this to show that the
growth series fS(x) =
∑∞
n=0N(n)x
n, N(n) = #{g ∈ Γ0 : |g|S = n}, of such a
group Γ0 is a rational function.
Following Bourdon [3] and Lalley [27], this machinery was employed
by Pollicott and Sharp [39] to study comparison theorems between the word
length and geometric displacement of a point. And later, in the case of variable
negative curvature, Pollicott and Sharp [40] showed that the Poincare´ series of
a discrete cocompact group of isometries Γ0 has a meromorphic continuation
to an  > 0 neighbourhood of the half-plane Re(s) > δΓ0 . Following [39], we
say that the Markov grammar is gregarious if the directed graph has only one
connected component that is not a singleton. These definitions will be made
precise in Chapter 4. Our main result is the following.
Theorem 1.1.3. Let Γ0 be a cocompact group of isometries of a CAT(−1)
space. Assume that Γ0 admits a Markov grammar that is gregarious. For any
collection N of normal subgroups of Γ0, we have
inf
Γ∈N
κA/Γ(piΓ0/Γ,1) > 0 =⇒ sup
Γ∈N
δΓ < δΓ0 .
In particular, for any normal subgroup Γ ≤ Γ0, we have that δΓ = δΓ0 if and
only if Γ0/Γ is amenable
Remark 1.1.1. The class of groups with a Markov grammar that is gregarious
includes the class of all cocompact Fuchsian groups [39], [47].
1.2 Symbolic dynamics, transfer operators and rep-
resentations of groups
In this section we introduced subshifts of finite type and discuss dynamical
properties of extensions by groups. The results relate the spectrum of group
extended transfer operators to Kazhdan distances of associated group represen-
tations, and are instrumental in proving the theorems discussed in the previous
section.
For a finite alphabet W = {1, . . . , k}, we can give rules governing when
two letters in the alphabet can be concatenated in terms of a k × k matrix A
with entries 0 or 1. Namely, for i, j ∈ W, the concatenation ij is said to be
admissible if A(i, j) = 1. In this way, the set of admissible words of length n,
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Wn, is the collection of concatenations w = x0 · · ·xn−1, where x0, . . . , xn−1 ∈ W
and A(xi, xi+1) = 1 for all i = 0, · · · , n−2. Extending this to one-sided infinite
words, define the (one-sided) shift space to be
Σ+ =
{
x0x1 · · · ∈ WZ+ : ∀i ∈ Z+, A(xi, xi+1) = 1
}
.
The two-sided shift space Σ is defined analogously by
Σ =
{
· · ·x−1x0x1 · · · ∈ WZ : ∀i ∈ Z, A(xi, xi+1) = 1
}
.
For brevity, we make the following definitions for the two-sided space Σ. How-
ever, they pass to Σ+ by the canonical projection Σ→ Σ+, given by forgetting
past (negative) coordinates. There is a natural dynamical system, σ : Σ → Σ,
called the shift map, that shifts the sequence left: σ(x)i = xi+1. Together,
we call the pair (Σ, σ) a subshift of finite type. We always assume that σ is
topologically mixing.
There is a natural metric on Σ under which the shift map σ is continuous.
The functions f : Σ → R that are Ho¨lder continuous are seen to have good
properties in relation to the dynamics.
For a strictly positive Ho¨lder continuous function r : Σ → R, we form
the suspension space Σr
Σr = Σ× R/ ∼r,
where ∼r is the equivalence relation (x, s) ∼r (σx, s − r(x)). We define the
suspension flow σtr : Σr → Σr, locally by σtr(x, s) = (x, s + t). The pressure
P (f, σ) of a Ho¨lder continuous f : Σ→ R is defined to be
P (f, σ) = lim
n→∞
1
n
log
∑
x∈Σ:
σnx=x
ef
n(x).
We remark that the form of this definition is special to our setting; a more
detailed discussion of pressure, including the important variational principle,
is given in [54]. There is a relation between the pressure and the topological
entropy htop(σ
t
r) of the suspension flow σ
t
r: namely htop(σ
t
r) = s is the unique
solution to P (−sr, σ) = 0. The topological entropy of a flow f t on a compact
metric space is defined to be,
sup
δ>0
lim sup
T→∞
1
T
log #M(T, δ),
where M(T, δ) is the maximum cardinality of a T, δ-separated set.
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Celebrated work of Bowen [5] and Ratner [41] allows us to relate the
geodesic flow to a suspension flow (we make this precise in Chapters 2 and 3).
In this way, we see that analysing the pressure of Ho¨lder continuous functions
will be crucial to proving the results described in section 1.1. In order to do this
we introduce an operator which is of great importance in the field of dynamical
systems.
We now specialise to the one-sided shift space Σ+. (For any function
r : Σ→ R there is a cohomologous function r : Σ+ → R which depends only on
future coordinates. See Chapters 2 and 3.) For a Ho¨lder continuous r : Σ+ → R,
we define the transfer operator Lr : C(Σ
+,R)→ C(Σ+,R) by
Lrf(x) =
∑
y∈Σ+:
σy=x
er(y)f(y),
where C(Σ+,R) is the Banach space of continuous functions with the supremum
norm ‖·‖∞. We write spr(Lr) for the spectral radius of Lr in this Banach space,
omitting explicit reference to the space. We find better spectral properties for
Lr when we restrict to the smaller Banach space of Ho¨lder continuous functions,
in which case, by the Ruelle-Perron-Frobenius theorem [33], Lr has a simple,
isolated, maximal eigenvalue at eP (r,σ).
For a countable group G, define the group extension (with skewing func-
tion ψ : Σ+ → G), Tψ : Σ+ × G → Σ+ × G, to be the product space Σ+ × G
together with dynamical system
Tψ(x, g) = (σx, gψ(x)
−1).
In the following ψ is always assumed to depend only on one letter. In this way,
we can think of ψ as a function ψ : W → G. Moreover, for every n ∈ N, we
define ψn : Σ+ → G, ψn(x) = ψ(x0) · · ·ψ(xn−1), and write ψn : Wn → G,
ψn(w) = ψ(w0) · · ·ψ(wn−1).
For r : Σ+ → R, there is a unique r˜ : Σ+ × G → R such that r˜(x, g) =
r(x). We therefore dispense with the cumbersome tilde, and simply write this
function as r : Σ+ × G → R. Define the group extended transfer operator Lr
pointwise by
Lrf(x, g) =
∑
(y,g∗)∈Σ+×G:
T (y,g∗)=(x,g)
er(y)f(y, g∗).
Define the Banach space (C∞, ‖ · ‖) by
C∞ = {f ∈ C(Σ+ ×G,R) : ‖f‖ <∞} ,
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‖f‖ =
√∑
g∈G
sup
x∈Σ+
|f(x, g)|2.
Then Lr : C∞ → C∞ is a bounded operator. We will always take the spectral
radius spr(Lr) with respect to the C∞ norm, and continue to omit reference to
the space.
Following Sarig, [46], define the Gurevicˇ pressure PGur(f, Tψ) of a Ho¨lder
continuous f : Σ+ ×G→ R by
PGur(f, Tψ) = lim sup
n→∞
1
n
log
∑
σnx=x:
ψn(x)=e
ef
n(x),
where e is them identity of G.
Our general aim is to understand how the spectrum of the transfer op-
erator Lr behaves as a function of the group.
A prototypical example of the relation between groups and spectra is
the following theorem of Kesten from 1959, which inspired the earlier stated
result of Brooks in spectral geometry. Let G be a countable group and let
p : G → R+ be a symmetric probability distribution (i.e. ∑g∈G p(g) = 1 and
p(g−1) = p(g) for all g ∈ G) such that its support, supp(p), generates G. This
defines a symmetric random walk operator M : `2(G)→ `2(G) by
Mf(x) =
∑
g∈G
p(g)f(xg).
Let λ(G,M) be the `2(G)-spectral radius of M .
Theorem 1.2.1 (Kesten [25]). We have λ(G,M) = 1 if and only if G is
amenable.
This was also extended by Ollivier to give a spectral characterisation of
Property (T). We state a simplified version here. For H E G define ρH : G →
U(`2(G/H)) by (ρH(g)f)(x) = f(xg). Let p : G → R as above, and define
random walk operators MH : `
2(G/H)→ `2(G/H) for each H EG by
MHf =
∑
g∈G
p(g)ρH(g)f.
Let λ(G, ρH) be the `
2(G/H)-spectral radius of MH .
Theorem 1.2.2 (Ollivier [31]). Let N be a collection of normal subgroups of
G, and A be a generating set of G. We have supH∈N λ(G,M) = 1 if and only
if infH∈N κA(ρH ,1) = 0.
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In special cases, the group extended transfer operator is isomorphic to a
random walk operator: for example, when Σ+ is the full shift, r depends only
on one letter, and
∑
a∈W e
r(a) = 1.
In general we have that PGur(r, Tψ) ≤ log spr(Lr) ≤ log spr(Lr) =
P (r, σ). If we assume in addition that the pair (ψ, r) is weakly symmetric
and that Tψ is transitive (see Chapters 2 and 3 for the definition) then we
have that PGur(r, Tψ) = log spr(Lr) [22]. This should be compared with the
random walk hypothesis that the probability is symmetric and has generating
support. The question of equality of log spr(Lr) ≤ log spr(Lr) can be seen to
be controlled by properties of the group, as stated now.
Proposition 1.2.1 (Stadlbauer [50]). Assume Tψ : Σ
+ × G → Σ+ × G is
transitive. If G is non-amenable, then spr(Lr) < spr(Lr). Assuming that (ψ, r)
is weakly symmetric, the converse holds: if G is amenable, then PGur(r, Tψ) =
P (r, σ)
We study a family of group extensions which can be seen as quotients
of a fixed group extension ψ : Σ+ → G. For each H E G, write ψH(x) for the
coset of G/H given by ψ(x). In this way TψH : Σ
+ × G/H → Σ+ × G/H is a
group extension with skewing function ψH . For notational convenience, write
Lr,H for the transfer operator given by r and TψH ; and write C∞H for the Banach
space assosciated to Lr,H . We also consider a family of transfer operators Lrs,H
where s 7→ rs ∈ Fθ, s ∈ [−1, 1], is continuous in the ‖ · ‖θ topology. See Chapter
3 for a precise definition of the Banach space Fθ.
By Proposition 1.2.1, if H E G with G/H non-amenable and TψH :
Σ+ × G/H → Σ+ × G/H is transitive, then spr(Lr,H) < spr(Lr). The proof
in [50] finds an upper bound for spr(Lr,H) that depends on the first return to a
cylinder under TψH . As this bound does not suffice for our needs, we introduce
a new condition on ψ that removes this dependency. This condition can be seen
as a weakening of transitivity.
Definition 1.2.1. We say that (Σ+, G, ψ) satisfies linear visibility with remain-
der (LVR) if there exists a map χ : G→ ⋃∞n=1Wn with the following properties:
• (visibility with remainder) there exists a finite set R ⊂ G such that for
every g ∈ G, there are r1, r2 ∈ R with ψkg(χ(g)) = r1gr2, where kg is the
length of the word χ(g);
• (linear growth) there exists L such that for any finite collection g1, . . . , gr ∈
G, writing g = g1 · · · gr, we have that kg ≤ L(
∑r
i=1 kgi), where kg is the
length of χ(g), and kgi the length of χ(gi), for each i.
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Theorem 1.2.3. Let A be a finite generating set for G, and let N be a collection
of normal subgroups of G.
(i) Assume that (ψ, r) is weakly symmetric. Then
inf
H∈N
κA/H(piG/H ,1) = 0 =⇒ sup
H∈N
PGur(r, TψH ) = P (r, σ).
(ii) Assume that (Σ+, G, ψ) satisfies (LVR). Then
inf
H∈N
κA/H(piG/H ,1) > 0 =⇒ sup
H∈N
spr(Lr,H) < spr(Lr).
(iii) In addition, in case (ii) suppose that s 7→ rs is continuous (in the ‖ · ‖θ
topology) for s ∈ [−1, 1]. Then
inf
H∈N
κA/H(piG/H ,1) > 0 =⇒ sup
H∈N ,s∈[−δ,δ]
spr(Lrs,H) < spr(Lr0),
for some δ > 0.
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Chapter 2
Amenability, critical
exponents of subgroups and
growth of closed geodesics
Let Γ0 be a (non-elementary) convex cocompact group of isometries of a pinched
Hadamard manifold X. We show that a normal subgroup Γ of Γ0 has critical
exponent equal to the critical exponent of Γ0 if and only if Γ0/Γ is amenable.
We prove a similar result for the exponential growth rate of closed geodesics on
X/Γ0. These statements are analogues of classical results of Kesten for random
walks on groups and Brooks for the spectrum of the Laplacian on covers of
Riemannian manifolds.
The contents of this chapter are joint work with Richard Sharp. These
results are published in Mathematische Annalen [14].
2.1 Introduction
Let X be a connected simply connected and complete Riemannian manifold
with sectional curvatures bounded between two negative constants. We call
such an X a pinched Hadamard manifold. Let Γ0 be a non-elementary and
convex cocompact group of isometries of X (see section 2 for precise definitions)
and let Γ E Γ0 be a normal subgroup. We write G = Γ0/Γ. We define the
critical exponent of Γ0 to be the abscissa of convergence of the Poincare´ series∑
g∈Γ0
e−sdX(x,gx),
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for any choice of base point x ∈ X, and denote it by δΓ0 . The critical exponent
δΓ of Γ is defined in the same way. The fact that Γ0 is non-elementary and
convex cocompact means that δΓ0 > 0 and it is clear that δΓ ≤ δΓ0 . It is
natural to ask when we have equality and our main result will give a precise
answer to this question, which will depend only on G as an abstract group. (We
will discuss the history of this and related problems in the next section.)
Before stating our result, we introduce an alternative formulation. Con-
sider the quotient manifolds M0 = X/Γ0 and M = X/Γ; M is a regular cover
of M0 with covering group G. Then M0 has a countably infinite set C(M0) of
closed geodesics (which are not assumed to be prime). For γ ∈ C(M0), we write
|γ| for its length. For each T > 0, the set {γ ∈ C(M0) : |γ| ≤ T} is finite and
we can define a number h0 = h(M0) > 0 by
h(M0) = lim
T→∞
1
T
log #{γ ∈ C(M0) : |γ| ≤ T}.
(The limit exists and, in fact, limT→∞ Te−h(M0)T#{γ ∈ C(M0) : |γ| ≤ T} =
1/h(M0) [33, 36].) Similarly, we write C(M) for the set of closed geodesics on
M . If G is infinite then, for a given T , the set {γ ∈ C(M) : |γ| ≤ T} is infinite
(since a single closed geodesic has infinitely many images under the action
of G). However, we can obtain a finite quantity by choosing any relatively
compact open subset W of the unit-tangent bundle SM that intersects the
non-wandering set for the geodesic flow and considering the set
C(M,W ) = {γ ∈ C(M) : γˆ ∩W 6= ∅},
where γˆ is the periodic orbit for the geodesic flow lying over the closed geodesic
γ. Following [35], we then define h(M) ≤ h(M0) by
h(M) = lim sup
T→∞
1
T
log #{γ ∈ C(M,W ) : |γ| ≤ T}
and this is independent of the choice of W . Again we may ask when we have
equality.
It is well known that h(M0) = δΓ0 , and both are equal to the topological
entropy of the geodesic flow over X/Γ0. Furthermore, the work of Paulin,
Pollicott and Schapira in [35] shows that h(M) = δΓ (and that the limsups in
the definitions are, in fact, limits). We will discuss this further in section 2.
Our main result is the following.
Theorem 2.1.1. Let Γ0 be a convex cocompact group of isometries of a pinched
Hadamard manifold X and let Γ be a normal subgroup of Γ0. Then the following
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are equivalent:
(i) δΓ = δΓ0,
(ii) h(X/Γ) = h(X/Γ0),
(iii) G = Γ0/Γ is amenable.
In view of the equivalence of (i) and (ii) discussed above, this will follow
from Theorem 2.7.1 below, in which we prove the equivalence of (ii) and (iii).
Remark 2.1.1. In fact, that (iii) implies (i) is a theorem of Roblin [43] (see
also the expository account in [44]), which actually applies in the more general
situation where X is a CAT(−1) space.
Remark 2.1.2. In the special case where X = HnR, n-dimensional real hy-
perbolic space, and δΓ0 > (n − 1)/2, the statement δΓ = δΓ0 if and only if
G is amenable is a result of Brooks [7] (and holds when Γ0 is geometrically
finite, which is a more general condition than convex cocompactness). We
discuss this in more detail in the next section. If X = HnR and Γ0 is es-
sentially free then Stadlbauer showed the same result holds without the as-
sumption δΓ0 > (n − 1)/2 [50]. The class of essentially free groups includes
all non-cocompact geometrically finite Fuchsian groups (i.e. discrete groups of
isometries of H2R) and all Schottky groups.
We conclude the introduction by outlining the contents of this chapter.
In the next section, we define the key concepts associated to groups that are
mentioned above and discuss some history of this and analogous problems. Our
approach to Theorem 2.1.1 is via dynamics. More precisely, we consider the
geodesic flow over M0 and M and a class of symbolic dynamical systems that
model them. These symbolic systems belong to a class called countable state
Markov shifts: we introduce these in section 3 and define a key quantity called
the Gurevicˇ pressure. We also mention recent results of Stadlbauer that will
be key to our analysis. In sections 4, 5 and 6, we consider the geodesic flows
over M0 and M and discuss how they may be modelled by symbolic systems,
particular using a group extension construction to record information about
lifts to the cover. Finally, in section 7, we link various zeta functions defined
by the closed geodesics to the Gurevicˇ pressure and hence, using Stadlbauer’s
result, prove that the equality of h(M0) and h(M) is equivalent to amenability
of the covering group.
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2.2 Background and history
Let X be a pinched Hadamard manifold, i.e. a connected simply connected
complete Riemannian manifold such that its sectional curvatures lie in an in-
terval [−κ1,−κ2], for some κ1 > κ2 > 0. Associated to X is a well defined
topological space ∂X called the Gromov boundary. This can be defined to
be the set of equivalence classes of geodesic rays emanating from a fixed base
point, where two rays are equivalent it their distance apart is bounded above.
Moreover, there is a natural topology of X ∪ ∂X such that the inclusion of X
into X ∪ ∂X is continuous, and X ∪ ∂X is compact. Let Γ0 be a group of
isometries acting freely and properly discontinuously on X. We say that Γ0 is
non-elementary if it is not a finite extension of a cyclic group. Fix x ∈ X. Then
the orbit Γ0x = {gx : g ∈ Γ0} accumulates only on ∂X and we call the set of
accumulation points L(Γ0) the limit set of Γ0; this is independent of the choice
of o. Let C(Γ0) denote the intersection of X with the convex hull (with respect
to the metric on X) of L(Γ0). We say that Γ0 is convex cocompact if C(Γ0)/Γ0
is compact. If Γ0 is convex cocompact then M0 = X/Γ0 has a compact core: a
manifold with boundary M0 which contains C(M0).
Now suppose that Γ E Γ0 and that M = X/Γ. Then M is a regular
G = Γ0/Γ-cover of M0. Let pi : M → M0 denote the projection. It is shown
in [35] that if W is a relatively compact open subset of the unit-tangent bundle
SM intersecting the non-wandering set for the geodesic flow φt : SM → SM
for any c > 0,
δΓ = lim
T→∞
1
T
log #{γ ∈ C(M,W ) : T − c < |γ| ≤ T}.
(To see this, take F = 0 in Theorem 1.1 of [35].)
Lemma 2.2.1. We have h(M) = δΓ.
Proof. If δΓ > 0 when we may replace the condition |γ| ≤ T with T−c < |γ| ≤ T
without affecting the exponentional growth rate and conclude the result. On the
other hand, if δΓ = 0 then the simple inequality h(M) ≤ δΓ gives h(M) = 0.
Recall from Chapter 1, that a (countable) group G is amenable if `∞(G)
admits an invariant mean, i.e. that there exists a bounded linear functional
ν : `∞(G)→ R such that, for all f ∈ `∞(G),
1. infg∈G f(g) ≤ ν(f) ≤ supg∈G f(g); and
2. for all g ∈ G, ν(fg) = ν(f), where fg(h) = f(g−1h).
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The concept was introduced by von Neumann in 1929. One sees immediately
from this definition that finite groups are amenable by taking
ν(f) =
1
|G|
∑
g∈G
f(g).
An alternative criterion for amenability was given by Følner [16]: G is
amenable if and only if, for every  > 0 and every finite set {g1 . . . , gn} ⊂ G,
there exists a finite set F ⊂ G such that #(F ∩ giF ) ≥ (1− )#F , i = 1, . . . , n.
Using this criterion, it is easy to see that abelian groups are amenable and
that, more generally, groups with subexponential growth are amenable [20].
Furthermore, since amenability is closed under extensions, solvable groups are
amenable. In particular, there are amenable groups with exponential growth
(e.g. lamplighter groups). On the other hand, a group containing the free
group on two generators is not amenable and non-elementary Gromov hyper-
bolic groups (a class which includes the convex cocompact groups above) are
not amenable.
There are numerous results that connect growth and spectral properties
of groups and manifolds to amenability. The prototype is the following theorem
of Kesten from 1959. Let G be a countable group and let p : G → R≥0 be a
symmetric probability distribution (i.e.
∑
g∈G p(g) = 1 and p(g
−1) = p(g) for
all g ∈ G) such that its support, supp(p), generates G. This defines a symmetric
random walk on G with transition probabilities P (g, g′) = p(g−1g′). If we define
λ(G,P ) to be the `2(G)-spectral radius of P then we have
λ(G,P ) = lim sup
n→∞
Pn(g, g)1/n = lim
n→∞P
2n(g, g)1/2n,
for any g ∈ G. It is clear that λ(G,P ) ≤ 1.
Theorem 2.2.1 (Kesten [25]). We have λ(G,P ) = 1 if and only if G is
amenable.
Note that, while λ(G,P ) depends on the probability p, whether or not
it takes the value 1 depends only on the group G.
Subsequently, results inspired by Kesten’s Theorem were obtained in a
variety of other situations. In the setting of group theory, the most notable
result is Grigorchuk’s co-growth criterion [18] (see also Cohen [10]) for finitely
generated groups. Recall that a finitely generated group G may be written
as F/N , where F is a free group of rank k and N is a normal subgroup. If
| · | denotes the word length on F with respect to a free generating set then
limn→∞(#{x ∈ F : |x| = n})1/n = 2k − 1.
16
Theorem 2.2.2 (Grigorchuk [18]). We have
lim sup
n→∞
(#{x ∈ N : |x| = n})1/n = 2k − 1
if and only if G is amenable.
Subsequently, various extensions of this to graphs and (non-backtracking)
random walks were obtained by Woess [55], Northshield [29,30] and Ortner and
Woess [32].
In the setting of Riemannian manifolds, an analogue is provided by the
following spectral result of Brooks. Let M0 be a complete Riemannian manifold
which is of “finite topological type”, i.e. that it is topologically the union of
finitely many simplices, and let M be a regular covering of M with covering
group G. Let λ0(M0) and λ0(M) denote the infimum of the spectrum of the
Laplace-Beltrami operator on M0 and M , respectively; then λ0(M) ≥ λ0(M0).
Brooks showed that amenability of G implied equality and that, together with
an additional condition, the converse holds. More precisely, he proved the
following.
Theorem 2.2.3 (Brooks [7]). (i) If G is amenable then λ0(M) = λ0(M0).
(ii) Let φ be the lift of a λ0(M0)-harmonic function to M and let F be a fun-
damental region for M0 on M . Suppose that there is a compact K ⊂ F such
that
inf
S
∫
S φ
2 dArea∫
int(S) φ
2 dVol
> 0,
where the infimum is taken over co-dimension 1 submanifolds S that divide F\K
into an interior and an exterior. If λ0(M) = λ0(M0) then G is amenable.
(See also Brooks [6] for the case when M0 is compact and G is its funda-
mental group and Burger [8] for a shorter proof.) The Cheeger-type condition
in part (ii) holds if, for example, M0 is a convex cocompact quotient of the
n-dimensional real hyperbolic space HnR and λ0(M0) < (n− 1)2/4.
The problem of critical exponents was also first considered in the case
X =HnR. In the early 1980s, Rees [42] showed that if Γ0/Γ is abelian then we
have equality (and her dynamical methods generalize to variable curvature).
Soon afterwards, Brooks obtained a more general result as a corollary of The-
orem 2.2.3. This is due to the fact that, for X = HnR, δΓ0 and λ0(M0) are
related by the formula λ0(M0) = δΓ0(n − 1 − δΓ0), provided δΓ0 > (n − 1)/2,
with the same holding for δΓ and λ0(M). In particular, if δΓ0 > (n− 1)/2 then
λ0(M) < (n− 1)2/4 and so Theorem 2.2.3 implies the statement that δΓ = δΓ0
if and only if G is amenable.
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More recently, Stadlbauer [50] and Jaerisch [22] have considered the
relation between amenability and certain growth rates that occur in the study
of group extensions of dynamical systems. It will be clear below that we are
greatly indebted to this work in our analysis.
2.3 Countable state Markov shifts and Gurevicˇ pres-
sure
In this subsection we will define countable state Markov shifts and discuss some
of their properties. Basic definitions and results are taken from chapter 7 of [26].
In the rest of the paper, we will be concerned with finite state shifts and group
extensions of these by a countable group, so we shall often specialise to these
two cases.
Let S be a countable set, called the alphabet, and let A be a matrix,
called the transition matrix, indexed by S × S with entries zero or one. We
then define the space
Σ+A =
{
x = (xn)
∞
n=0 ∈ SZ
+
: A(xn, xn+1) = 1 ∀n ∈ Z+
}
,
with the product topology induced by the discrete topology on S. This topology
is compatible with the metric d(x, y) = 2−n(x,y), where
n(x, y) = inf{n : xn 6= yn},
with n(x, y) = ∞ if x = y. If S is finite then Σ+A is compact. We say that A
is locally finite if all its row and column sums are finite. Then Σ+A is locally
compact if and only if A is locally finite. (The group extensions we consider
have this latter property.)
We define the (one-sided) countable state topological Markov shift σ :
Σ+A → Σ+A by (σx)n = xn+1. This is a continuous map. We will say that σ is
topologically transitive if it has a dense orbit and topologically mixing if, given
non-empty open sets U, V ⊂ Σ+A, there exists N ≥ 0 such that σ−n(U)∩V 6= ∅
for all n ≥ N . We say that the matrix A is irreducible if, for each (i, j) ∈ S×S,
there exists n = n(i, j) ≥ 1 such that An(i, j) > 0. For A irreducible, set p ≥ 1
to be the greatest common divisor of periods of periodic orbits σ : Σ+A → Σ+A;
this p is called the period of A. We say that A is aperiodic if p = 1 or,
equivalently, if there exists n ≥ 1 such that An has all entries positive. Suppose
that A is locally finite. Then σ : Σ+A → Σ+A is topologically transitive if and
only if A is irreducible and σ : Σ+A → Σ+A is topologically mixing if and only if
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A is aperiodic.
Suppose that A is irreducible but not aperiodic and fix i ∈ S. As in [26],
we may partition S into sets Sl, l = 0, . . . , p− 1, defined by
Sl = {j : Anp+l(i, j) > 0 for some n ≥ 1}.
(This partition is independent of the choice of i.) For each l, let Al denote the
restriction of A to Sl × Sl; then σ : Σ+Al → Σ+Al+1 (mod p) and A
p
l is aperiodic.
We say that an n-tuple w = (w0, . . . , wn−1) ∈ Sn is an allowed word of
length n if A(wj , wj+1) = 1 for j = 0, . . . , n − 2. We will write Wn for the set
of allowed words of length n. If w ∈ Wn then we define the associated cylinder
set [w] by
[w] = {x ∈ Σ+A : xj = wj , j = 0, . . . , n− 1}.
For a function f : Σ+A → R, set
Vn(f) = sup{|f(x)− f(y)| : xj = yj , j = 0, . . . , n− 1}.
We say that f is locally Ho¨lder continuous if there exist 0 < θ < 1 and C ≥ 0
such that, for all n ≥ 1, Vn(f) ≤ Cθn. (There is no requirement of V0(f) and a
locally Ho¨lder f may be unbounded.) For n ≥ 1, we write
fn := f + f ◦ σ + · · ·+ f ◦ σn−1.
Definition 2.3.1. Suppose that σ : Σ+A → Σ+A is topologically transitive and
let f : Σ+A → R be a locally Ho¨lder continuous function. Following Sarig [46],
we define the Gurevicˇ pressure, PGur(f, σ), of f to be
PGur(f, σ) = lim sup
n→∞
1
n
log
∑
σnx=x
x0=a
ef
n(x),
where a ∈ S. (The definition is independent of the choice of a.)
Remark 2.3.1. In [46], Sarig gives this definition in the case where σ : Σ+A →
Σ+A is topologically mixing. However, the above decomposition of Σ
+
A = Σ
+
A0
∪
· · ·∪Σ+Ap−1 , with σp topologically mixing on each component, together with the
regularity of the function f , shows that the same definition may be made in the
topologically transitive case.
We now specialise to the case where S is finite. In this situation, we call
σ : Σ+A → Σ+A a (one-sided) subshift of finite type. The above definitions and
results hold. If f : Σ+A → R is Ho¨lder continuous then f is locally Ho¨lder. Pro-
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vided σ : Σ+A → Σ+A is topologically transitive, the Gurevicˇ pressure PGur(f, σ)
agrees with the standard pressure P (f, σ), defined by
P (f, σ) = lim sup
n→∞
1
n
log
∑
σnx=x
ef
n(x)
and if σ is topologically mixing then the lim sup may be replaced with a limit.
We now consider group extensions, or in some literature skew products,
of a shift of finite type σ : Σ+A → Σ+A, which we will assume to be topologically
mixing. Let G be a countable group and let ψ : Σ+A → G be a function
depending only on two co-ordinates, ψ(x) = ψ(x0, x1). (One may consider
more general ψ but this set-up suffices for our needs.) This data defines a group
extension Tψ : Σ
+
A×G→ Σ+A×G by Tψ(x, g) = (σx, gψ(x)−1). For n ≥ 1 define
ψn by
ψn(x) = ψ(σ
n−1x) · · ·ψ(σx)ψ(x).
(In Chapter 3, we make use of a different function ψn(x) = ψ(x)ψ(σx) · · ·ψ(σn−1x).
These are related by ψn(x) = e if and only if ψn(x) = e, where e is the identity
element in G.) Then Tnψ (x, g) = (x, g) if and only if σ
nx = x and ψn(x) = e.
The map Tψ : Σ
+
A×G→ Σ+A×G is itself a countable state Markov shift
with alphabet S ×G and transition matrix A˜ defined by A˜((i, g), (j, h)) = 1 if
A(i, j) = 1 and ψ(i, j) = h−1g and A˜((i, g), (j, h)) = 0 otherwise. Clearly, A˜
is locally finite and so the topological transitivity and topological mixing of Tψ
are equivalent to A˜ being irreducible and aperiodic, respectively.
Let f : Σ+A → R be Ho¨lder continuous and define f˜ : Σ+A × G → R by
f˜(x, g) = f(x); then f˜ is locally Ho¨lder continuous and its Gurevicˇ pressure
PGur(f˜ , Tψ) is defined. In fact, it is easy to see that, due to the mixing of σ,
PGur(f˜ , Tψ) = lim sup
n→∞
1
n
log
∑
σnx=x
ψn(x)=e
ef
n(x).
It is clear that PGur(f˜ , Tψ) ≤ P (f, σ) and it is interesting to ask when equal-
ity holds. Stadlbauer has shown this depends only on the amenability of the
group G, provided the group extension and the function f satisfy appropriate
symmetry conditions, which we now describe.
Suppose there is a fixed point free involution κ : S → S such that
A(κj, κi) = A(i, j), for all i, j ∈ S. We say that the group extension Tψ : Σ+A ×
G→ Σ+A×G is symmetric (with respect to κ) if ψ(κj, κi) = ψ(i, j)−1. A function
f : Σ+A → R is called weakly symmetric if, for all n ≥ 1 and and all length n
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cylinders [z0, z1, . . . , zn−1], there exists Dn > 0 such that limn→∞D
1/n
n = 1 and
sup
x∈[z0,...,zn−1]
y∈[κzn−1,...,κz0]
exp(fn(x)− fn(y)) ≤ Dn.
The following is the main result of Stadlbauer [50], restricted to the case
where the base is a (finite state) subshift of finite type. We will use this in
subsequent arguments. (More generally, Stadlbauer considers group extensions
of countable state Markov shifts.)
Proposition 2.3.1 (Stadlbauer [50], Theorem 4.1 and Theorem 5.6). Let Tψ :
Σ+A × G → Σ+A × G be a transitive, symmetric group extension of a mixing
subshift of finite type σ : Σ+A → Σ+A by a countable group G. Let f : Σ+A → R be
a weakly symmetric Ho¨lder continuous function and define f˜ : Σ+A ×G→ R by
f˜(x, g) = f(x). Then PGur(f˜ , Tψ) = P (f, σ) if and only if G is amenable.
Remark 2.3.2. In [50], Stadlbauer considers group extensions with ψ depend-
ing on only one coordinate. However, replacing S byW2, one can easily recover
the above formulation.
We end this section by discussing two-sided subshifts of finite type and
suspended flows over them. Given a finite alphabet S and transition matrix A,
we define
ΣA =
{
x = (xn)
∞
n=0 ∈ SZ : A(xn, xn+1) = 1 ∀n ∈ Z
}
and the (two-sided) shift of finite type σ : ΣA → ΣA by (σx)n = xn+1. As
before, we give ΣA with the product topology induced by the discrete topology
on S and this is compatible with the metric d(x, y) = 2−n(x,y), where
n(x, y) = inf{|n| : xn 6= yn},
with n(x, y) = ∞ if x = y. Then ΣA is compact and σ is a homeomorphism.
There is an obvious one-to-one correspondence between the periodic points of
σ : ΣA → ΣA and σ : Σ+A → Σ+A. Furthermore, we may pass from Ho¨lder
functions on ΣA to Ho¨lder functions on Σ
+
A in such a way that sums around
periodic orbits are preserved. More precisely, there is the following lemma, due
originally to Sinai. (See, for instance [33].)
Lemma 2.3.1. Let f : ΣA → R be Ho¨lder continuous. Then there is a Ho¨lder
continuous function f ′ : Σ+A → R (with a smaller Ho¨lder exponent) such that
fn(x) = (f ′)n(x), whenever σnx = x.
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We may also define suspended flows over σ : ΣA → ΣA. Given a strictly
positive continuous function r : ΣA → R+, we define the r-suspension space
ΣrA = {(x, s) : x ∈ ΣA, 0 ≤ s ≤ r(x)}/ ∼,
where (x, r(x)) ∼ (σx, 0). The suspended flow σtr : XrA → XrA is defined by
σtr(x, s) = (x, s+ t) modulo the identifications. Clearly, there is a natural one-
to-one correspondence between periodic orbits for σtr : Σ
r
A → ΣrA and periodic
orbits for σ : ΣA → ΣA, and a σr-periodic orbit is prime if and only if the
corresponding σ-periodic orbit is prime. Furthermore, if γ is a closed σr-orbit
corresponding to the closed σ-orbit {x, σx, . . . , σn−1x} then the period of γ is
equal to rn(x).
2.4 Coverings and geodesic flows
As in the introduction, we shall write M0 = X/Γ0, M = X/Γ and G = Γ0/Γ.
There is a natural dynamical system related to the geometry of M0, namely the
geodesic flow on the unit-tangent bundle SM0 = {(x, v) ∈ TM0 : ‖v‖x = 1},
where ‖ · ‖x is the norm induced by the Riemannian structure on TxM0. For
future reference, we write p : SM0 →M0 for the projection. The geodesic flow
φt0 : SM0 → SM0 is defined as follows. Given (x, v) ∈ SM0, there is a unique
unit-speed geodesic γ : R → M0 with γ(0) = x and γ˙(0) = v. We then define
φt0(x, v) = (γ(t), γ˙(t)).
The non-wandering set Ω(φ0) ⊂ SM0 is defined to be the set of points
x ∈ SM0 with the property that for every open neighbourhood U of x, there
exists t > 0 such that φt0(U) ∩ U 6= ∅. It can be characterised as the set of
vectors tangent to C(Γ0)/Γ0 ⊂M0.
The restriction of the geodesic flow to its non-wandering set, φt0 : Ω(φ0)→
Ω(φ0), is an example of a hyperbolic flow. A C
1 flow f t : Ω → Ω is hyperbolic
if
1. there is a continuous Df -invariant splitting of the tangent bundle
TΩ(SM) = E
0 ⊕ Es ⊕ Eu,
where E0 is the line bundle tangent to the flow and where there exists
constants C, c > 0 such that
(i) ‖Df tv‖ ≤ Ce−ct‖v‖, for all v ∈ Es and t > 0;
(ii) ‖Df−tv‖ ≤ Ce−ct‖v‖, for all v ∈ Eu and t > 0,
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2. f t : Ω→ Ω is transitive (i.e. it has a dense orbit),
3. the periodic f -orbits are dense in Ω, and
4. there is an open set U ⊃ Ω such that Ω = ⋂t∈R f t(U).
The manifold M is a regular G-cover of M0 and we let pi : M → M0
denote the covering map. The geodesic flow φt : SM → SM is defined in a
similar way to the geodesic flow on SM0. We also write p : SM → M for the
projection. The action of G extends to the unit-tangent bundle SM by the
formula g(x, v) = (gx,Dgxv) and induces a regular covering pi : SM → SM0
which commutes with the two flows. (The use of pi to denote both coverings
should not cause any confusion.)
There is a natural one-to-one correspondence between (prime) periodic
orbits for φt0 : Ω(φ0) → Ω(φ0) and (prime) closed geodesics on M0, with the
least period being equal to the length of the closed geodesic. We will typically
write γ for either a closed geodesic or a periodic orbit and allow the context to
distinguish them. We will write |γ| for the length (period) of γ. The number
h0 = h(M0) defined in the introduction as the exponential growth rate of the
number of γ with |γ| ≤ T is also equal to the topological entropy htop(φ0) of
φ0.
2.5 Markov sections and symbolic dynamics
A particularly useful aspect of hyperbolic flows is that they admit a description
by finite state symbolic dynamics. We shall outline this construction below.
Given  > 0, we define the (strong) local stable manifold W s (x) and
(strong) local unstable manifold W u (x) for a point x ∈ SM0 by
W s (x) =
{
y ∈ SM0 : sup
t≥0
d(φt0(x), φ
t
0(y)) ≤ , lim
t→∞ d(φ
t
0(x), φ
t
0(y)) = 0
}
and
W u (x) =
{
y ∈ SM0 : sup
t≥0
d(φ−t0 (x), φ
−t
0 (y)) ≤ , limt→∞ d(φ
−t
0 (x), φ
−t
0 (y)) = 0
}
.
Provided  > 0 is sufficiently small, these sets are diffeomorphic to (dimSM0−
1)-dimensional embedded disks. If x and y are sufficiently close then there is
a unique t ∈ [−, ] such that W s (x) ∩W u (φt0(y)) 6= ∅ and, furthermore, this
intersection consists of a single point denoted [x, y]. This pairing [·, ·] is called
the local product structure.
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Let D10, . . . , D
k
0 be a family of co-dimension one disks that form a local
cross section to the flow and let P0 denote the Poincare´ map between them.
For each i = 1, . . . , k, let Si0 ⊂ int(Di0) ∩ Ω(φ0) be sets which are chosen to
be rectangles in the sense that whenever x, y ∈ Si0 then [x, y] ∈ Si0 and proper
(i.e. Si0 = int(S
i
0) for each i). (Here and subsequently, the interiors are taken
relative to Di0.) We then say that S
1
0 , . . . , T = S
k
0 are Markov sections for the
flow if
1. for x ∈ int(Si0) with P0x ∈ int(Sj0) then P0(W s(x, Si0)) ⊂ W s(P0x, Sj0),
and
2. for x ∈ int(Si0) with P−10 x ∈ int(Sj0) then P−10 (W u(x, Si0)) ⊂W u(P−10 x, Sj0),
where W s(x, Si0) and W
u(x, Si0) denote the projections of W
s
 (x) and W
u
 (x)
onto int(Si0), respectively.
The local product structure on SM0 induces a local product structure,
also denoted [·, ·] on transverse sections by projecting along flow lines. The
rectangles Ti may be chosen so that S
i
0 = [U
i
0, V
i
0 ], where U
i
0 and V
i
0 are closed
subsets of local unstable and stable manifolds, respectively. Associated to this,
we have projection maps ρui : S
i
0 → U i0 and ρsi : Si0 → V i0 .
Proposition 2.5.1 (Bowen [5]). For all  > 0, the flow has Markov sections
S10 , . . . , S
k
0 such that diam(S
i
0) < , for i = 1, . . . , k and such that
⋃k
i=1 φ
[0,]
0 S
i
0 =
Ω(φ0).
These sections may be chosen to reflect the time-reversal symmetry of
the geodesic flow.
Lemma 2.5.1 (Adachi [1], Rees [42]). The Markov sections S10 , . . . , S
k
0 may be
chosen so that there is a fixed point free involution κ : {1, . . . , k} → {1, . . . , k}
such that A(κj, κi) = 1 if and only if A(i, j) = 1. Furthermore, the involution
is consistent with the time reversing involution: Sκi0 = ι(S
i
0), where ι : SM0 →
SM0 is the map ι(x, v) = (x,−v).
The Markov sections allow us to relate φt0 : Ω(φ0) → Ω(φ0) to a sus-
pended flow over a mixing subshift of finite type, whose alphabet {1, . . . , k}
corresponds to the Markov sections {S10 , . . . , Sk0}.
Proposition 2.5.2 (Bowen [5]). There exists a mixing subshift of finite type
σ : ΣA → ΣA, a strictly positive Ho¨lder continuous function r : ΣA → R+ and
a map ϑ : ΣrA → Ω(φ0) such that
1. ϑ is a semi-conjugacy (i.e. φt0 ◦ ϑ = ϑ ◦ σtr);
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2. ϑ is a surjection and is one-to-one on a residual set;
3. h0 = htop(φ0) = htop(σr).
Clearly, the fixed point free involution κ : {1, . . . , k} → {1, . . . , k} in-
duces a fixed point free involution κ : ΣA → ΣA, defined by (κx)n = κx−n.
Furthermore, ϑ ◦ κ = ι ◦ ϑ.
The above coding does not give a one-to-one correspondence between
periodic orbits for φ0 and σr. This is overcome by the following result, which is
Bowen’s generalisation to flows of a result of Manning for diffeomorphisms [28].
For a flow ξt, let ν(ξ, T ) denote the number of prime periodic ξ-orbits of period
T and Nξ(T ) the number of periodic ξ-orbits to period at most T .
Lemma 2.5.2 (Bowen [5]). There exist a finite number of subshifts of finite type
σj : Σj → Σj and strictly positive Ho¨lder continuous functions rj : Σj → R+,
j = 1, . . . , q, such that
1. htop(σrj ) < htop(φ0), j = 1, . . . , q;
2.
ν(φ0, T ) = ν(σr, T ) +
q∑
j=1
(−1)ηjν(σirj , T ),
where ηj ∈ {0, 1}, j = 1, . . . , q.
Corollary 2.5.1. Nφ0(T ) = Nσr(T )+O(e
h′T ), where h′ := max1≤j≤q htop(σrj ) <
h0.
Finally, we note the following result, which can be found in, for instance,
[33].
Lemma 2.5.3. The entropy h0 is the unique real number for which P (−h0r, σ) =
0.
2.6 The group extension
In this section we will describe a group extension of (the one-sided version of)
the shift of finite type introduced above, which will serve to encode information
about how orbits on SM0 lift to SM , and relate this construction to the result
of Stadlbauer, Proposition 2.3.1, stated above.
Choose 0 > 0 sufficiently small that every open ball in SM0 with diam-
eter less than 0 is simply connected. Let U0 ⊂ SM0 be such an open ball. Then
pi−1(U0) =
⋃
g∈G gU , where U is a connected component of pi
−1(U). Since we
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can choose the Markov sections Si0 to have arbitrarily small diameters, for each
i = 1, . . . , k, we can choose an open ball U i0 of diameter less than 0 containing
Si0. As above, we may write pi
−1(U i0) =
⋃
g∈G gU
i and pi−1(Si0) =
⋃
g∈G gS
i,
where Si = pi−1(Si0)∩U i, and we may assume that this decomposition is chosen
with ι(Si) = Sκi, where ι is the direction-reversing involution ι : SM → SM
given by ι(x, v) = (x,−v).
We will use the notation
T =
k⋃
i=1
⋃
g∈G
int(gSi).
(Here and subsequently, the interiors are taken relative to Di0.) Notice that
each lifted section gSi is transverse to the flow φt : SM → SM . We write
P : T → T for the Poincare´ map.
Lemma 2.6.1. Suppose that A(i, j) = 1. There is a unique g = g(i, j) ∈ G
such that for any x0 ∈ Si0 ∩ P−10 (Sj0), any x ∈ pi−1(x0), and any h ∈ G, if
x ∈ hSi then P (x) ∈ hgSj. In addition, g(κj, κi) = g(i, j)−1.
Proof. We will begin be proving the existence and uniqueness of g. Let x1, x2 ∈
Si0 ∩ P−10 (Sj0) and let c1 and c2 be the φ0-orbit segments from c1(0) = x1 and
c2(0) = x2 to c1(1) = P0(x1) and c2(1) = P0(x2). We will show that there is a
unique g ∈ G such that the unique lifts of c1 and c2 that begin in Si both have
terminal points in gSj . The statement for all h ∈ G will follow by translating
by the isometry h ∈ G.
Let c˜1 and c˜2 be lifts of c1 and c2 with c˜1(0), c˜2(0) ∈ Si. Having chosen
the Markov partition to have sufficiently small diameters and the flow times
between rectangles to be sufficiently small, there is an open ball U0 ⊂ SM0
of diameter less than 0 containing S
i
0, S
j
0, c1 and c2. Let U be the connected
component of pi−1(U0) containing c˜1. Then U ∩ Si 6= ∅ and U ∩ gSj 6= ∅ and
so Si ∪ gSj ⊆ U . It follows that c˜2 is entirely contained in U and so we must
have c˜2(1) ∈ gSj as required.
For the final part, we note that ι(c˜1) is an orbit segment from gS
κj to Sκi.
It follows from the uniqueness in the previous that g(κj, κi) = g(i, j)−1.
We use the preceding lemma to define a group extension of the one-
sided shift of finite type σ : Σ+A → Σ+A. Define ψ : Σ+A → G (depending on
two co-ordinates) by ψ(x) = ψ(x0, x1) = g(x0, x1)
−1, where g = g(x0, x1) is
the unique element of G given by Lemma 2.6.1. Then the group extension
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Tψ : Σ
+
A ×G→ Σ+A ×G is defined by
Tψ(x, g) = (σx, gψ(x)
−1).
Furthermore, part (2) of Lemma 2.6.1 shows that the group extension is sym-
metric (with respect to the involution κ), i.e. that ψ(κj, κi) = ψ(i, j)−1.
We note the relationship between periodic orbits for the lifted geodesic
flow and for the group extension.
Lemma 2.6.2. A periodic φ0-orbit γ in SM0, corresponding to a periodic σ-
orbit τ = {x, σx, . . . , σn−1x}, lifts to a periodic orbit in SM if and only if
ψn(x) = e.
Proof. We will treat ϑ(x) as the initial point on γ. Let γ˜ be the lift of γ which
starts in Sx0 . By Lemma 2.6.1, γ˜ ends in ψn(x)S
x0 and is thus periodic if and
only if ψn(x) = e.
We shall apply Proposition 2.3.1 to the group extension Tψ : Σ
+
A ×G→
Σ+A × G. To do this, we need to establish that two further conditions are
satisfied: that Tψ is transitive and that r is weakly symmetric. We start with
transitivity.
Lemma 2.6.3. If G is not equal to pi1(M) then the map Tψ : Σ
+
A×G→ Σ+A×G
is transitive.
Proof. If G is not equal to pi1(M0) then the geodesic flow φ
t : SM → SM is
transitive. A proof is given in [12] (page 94) for the case where X =H2R but the
argument clearly generalizes. (See also [15] for the case of variable curvature
when Γ0 is cocompact.) Let x ∈ SM be a point with dense φ-orbit. Without
loss of generality x ∈ T and then {Pnx}∞n=−∞ is dense in T . Suppose that
A˜((ij , gj), (ij+1, gj+1)) = 1, where A˜ is the transition matrix for Σ
+
A × G, for
j = 0, . . . , n. Then
U =
n⋂
j=0
P−j(int(gjSij ))
is non-empty and open in T . Since x has dense P -orbit, Pmx ∈ U for some
m ∈ Z. Then Pm+j(x) ∈ int(gjSij ) for j = 0, . . . , n. By definition, this
implies that the Tψ-orbit of (ϑ(pi(x)), g0) ∈ Σ+A×G (where ϑ(pi(x)) is identified
with a point in the one-sided shift) passes through the (arbitrary) cylinder
[(i0, g0), . . . , (in, gn)] and is thus dense in Σ
+
A × G. Therefore, Tψ : Σ+A × G →
Σ+A ×G is transitive.
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Let r : ΣA → R be the Ho¨lder continuous function defined by Proposi-
tion 2.5.2. By Lemma 2.3.1, there is a Ho¨lder continuous function on Σ+A, which
we will abuse notation by continuing to call r, with the same sums around pe-
riodic orbits.
Lemma 2.6.4. For any ξ ∈ R, the function −ξr : Σ+A → R is weakly symmetric.
Proof. It suffices to show that r is weakly symmetric. Since σ : Σ+A → Σ+A
is mixing, there exists N ≥ 0 such that, for each length n cylinder [z] =
[z0, . . . , zn−1], we may find a periodic point x ∈ [z] of period n + N . Writing
x = (x0, . . . , xn+N−1, x0, . . .), we set κx = (κxn+N−1, . . . , κx0, κxn+N−1, . . .).
Clearly, σN (κx) is a periodic point of period n + N and σN (κx) ∈ [κz]. Fur-
thermore, rn+N (x) = |γ|, for some φ0-periodic orbit γ and
rn+N (σN (κx)) = rn+N (κx) = |ιγ| = |γ|,
where ιγ is the time-reversed periodic orbit corresponding to γ. We therefore
have
exp(rn(x)− rn(σN (κx))) = exp((|γ| − rN (σnx))− (|γ| − rN (σn+N (κx))))
= exp(rN (σn+N (κx))− rN (σnx)) ≤ exp(2N‖r‖∞),
for some constant C > 0.
Now let x′ ∈ [z] and y′ ∈ [κz] be arbitrary. We have
exp(rn(x′)− rn(y′)) = exp(rn(x)− rn(σN (κx))) exp(r
n(x′)− rn(x))
exp(rn(y′)− rn(σN (κx)))
≤ exp(NC) exp(2c/(1− 2−α)),
where r satisfies the Ho¨lder condition |r(x)− r(y)| ≤ cd(x, y)α. This completes
the proof.
2.7 Zeta functions
In this section we shall prove that the equality of h0 = h(M0) and h(M) is
equivalent to amenability ofG. To do this, we need to relate the growth of closed
geodesics in C(M,W ) or, equivalently, of periodic φ-orbits which intersect W ,
to the Gurevicˇ pressure. To do this, we make a particular choice of W , setting
W =
⋃k
i=1 int(R
i), where Ri is the thickened Markov section
Ri = {φt(x) : x ∈ Si, 0 ≤ t ≤ }
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and 0 <  ≤ inf r. We now define a zeta function, analogous to the usual zeta
function for a flow but associated to C(M,W ), by
ζ(s) =
∏
γ∈C′(M,W )
(1− e−s|γ|)−1 = exp
∞∑
m=1
∑
γ∈C′(M,W )
e−sm|γ|
m
,
where C′(M,W ) denotes the prime closed geodesics in C(M,W ). This has
abscissa of convergence h = h(M). A similar function may be defined using the
set P ′ of prime periodic Tψ-orbits which intersect Σ+A × {e}:
Z(s) =
∏
τ∈P ′
(1− e−sλ(τ))−1,
where, for τ = {(x, g), Tψ(x, g), . . . , Tn−1ψ (x, g)}, λ(τ) = rn(x). (One can, of
course, describe this in terms of a suspended semi-flow over Σ+A × G but this
would make the notation more cumbersome.) A standard calculation gives
Z(s) = exp
∞∑
n=1
1
n
∑
(x,g)∈Pn
e−sr
n(x),
where
Pn = {(x, g) : Tnψ (x, g) = (x, g) and Tmψ (x, g) ∈ Σ+A×{e} for some 0 ≤ m < n}.
It is this last function that will be related to Gurevicˇ pressure.
The next lemma follows immediately from Lemma 2.5.2. In particular,
the discrepancy between the number of periodic φ-orbits with |γ| ≤ T and the
number of periodic Tψ-orbits with λ(τ) = r
n(x) ≤ T is at worst O(eh′T ).
Lemma 2.7.1. ζ(s)/Z(s) is analytic and non-zero for Re(s) > h′.
Corollary 2.7.1. ζ(s) has abscissa of convergence h = h0 if and only if Z(s)
has abscissa of convergence h0.
Let
Qn = {x : σnx = x and ψn(x) = e}.
Lemma 2.7.2. For all n ≥ 1, #Qn ≤ #Pn ≤ n#Qn. Hence, for s ∈ R,∑
σnx=x
ψn(x)=e
e−sr
n(x) ≤
∑
Tnψ (x,g)=(x,g)
∃0≤m<n : Tmψ (x,g)∈Σ+A×{e}
e−sr
n(x) ≤ n
∑
σnx=x
ψn(x)=e
e−sr
n(x).
Proof. Since Tnψ (x, g) = (x, g) if and only if σ
nx = x and ψn(x) = e, the first
inequality follows by considering the injection Qn → Pn : x 7→ (x, e). On
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the other hand, when Tnψ (x, g) = (x, g), the condition T
m
ψ (x, g) ∈ Σ+A × {e}
is equivalent to ψm(x)g = e, i.e. g = ψm(x)
−1. So, for each σnx = x with
ψn(x) = 1, {g ∈ G : (x, g) ∈ Pn} ⊂ {1, ψ(x)−1, . . . , ψn−1(x)−1} and hence has
cardinality at most n. This proves the second inequality.
Now, as promised, we relate the abscissa of convergence of Z(s) to
Gurevicˇ pressure.
Lemma 2.7.3. The abscissa of convergence of Z(s) is the unique real number
ξ for which PGur(−ξr, Tψ) = 0.
Proof. It follows from Lemma 2.7.2 that∑
x∈Qn
e−sr
n(x) ≤
∑
(x,g)∈Pn
e−sr
n(x) ≤ n
∑
x∈Qn
e−sr
n(x)
and hence that
lim sup
n→∞
1
n
log
∑
(x,g)∈Pn
e−sr
n(x) = lim sup
n→∞
1
n
log
∑
x∈Qn
e−sr
n(x).
Since
PGur(−ξr, Tψ) = lim sup
n→∞
1
n
log
∑
x∈Qn
e−ξr
n(x),
we have that Z(ξ) converges if PGur(−ξr, Tψ) < 0 and diverges if PGur(−ξr, Tψ) >
0.
The Gurevicˇ pressure is convex and hence continuous (Proposition 4.4
of [45]). Choose ξ, ξ′ ∈ R with ξ < ξ′ Write r0 = inf{rn(x)/n : σnx = x, n ≥
1} > 0. Then, for σnx = x, e−ξ′rn(x) ≤ e−ξrn(x)e−n(ξ′−ξ)r0 . Thus
PGur(−ξ′r, Tψ) = lim sup
n→∞
1
n
log
∑
x∈Qn
e−ξ
′rn(x)
≤ lim sup
n→∞
1
n
log
(
e−n(ξ
′−ξ)r0
∑
x∈Qn
e−ξr
n(x)
)
= −(ξ′ − ξ)r0 + PGur(−ξr, Tψ) < PGur(−ξr, Tψ),
so that PGur(−ξr, Tψ) is a strictly decreasing function. Furthermore, the tran-
sitivity of Tψ : Σ˜
+ → Σ˜+ ensures that PGur(−ξr, Tψ) is not everywhere −∞.
Hence there is a unique ξ ∈ R such that PGur(−ξr, Tψ) = 0. By the above
characterisation, this is the abscissa of convergence of Z(s).
We may now prove our main result, formulated for closed geodesics.
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Theorem 2.7.1. Let Γ0 be a convex cocompact group of isometries of a pinched
Hadamard manifold X and let Γ be a normal subgroup of Γ0. Then h(X/Γ) =
h(X/Γ0) if and only if G = Γ0/Γ is amenable.
Proof. By Lemma 2.5.3, we have P (−h0r, σ) = 0 and, by Proposition 2.3.1,
PGur(−h0r, Tψ) < P (−h0r, σ) unless G is amenable, in which case equality
holds. Hence, if G is amenable then P (−h0r, Tψ) = 0 and so h = h(M) = h0.
On the other hand, if G is not amenable then PGur(−ξr, Tψ) = 0 for some
ξ < h0 and so, by Corollary 2.7.1 and Lemma 2.7.3, h < h0.
Remark 2.7.1. We could also have proved that equality of critical exponents
implies amenability directly by replacing Stadlbauer’s result with a recent result
of Jaerisch [22], in which the Gurevicˇ pressure is replaced by the logarithm of
the spectral radius of a transfer operator associated to Tψ acting on a suitably
chosen Banach space, together with some approximation arguments along the
lines of those used in [37,38].
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Chapter 3
Critical exponents of normal
subgroups, the spectrum of
group extended transfer
operators, and Kazhdan
distance
For a pinched Hadamard manifold X and a discrete group of isometries Γ of X,
the critical exponent δΓ is the exponential growth rate of the orbit of a point
in X under the action of Γ. We show that the critical exponent for any family
N of normal subgroups of Γ0 has the same coarse behaviour as the Kazhdan
distances for the right regular representations of the quotients Γ0/Γ. The key
tool is to analyse the spectrum of transfer operators associated to subshifts of
finite type, for which we obtain a result of independent interest. The results of
this chapter are due to the author and are contained in a pre-print [13].
3.1 Introduction
Let X be a simply connected, complete Riemannian manifold whose curvatures
are bounded between two negative constants – this is sometimes called a pinched
Hadamard manifold. For any non-elementary discrete group of isometries Γ of
X, the Γ-orbit of a point inside a ball of radius R grows exponentially in R.
More precisely, define the critical exponent δΓ (see also Chapter 2) by
δΓ = lim sup
R→∞
1
R
log # {g ∈ Γ : d(x, gx) ≤ R} .
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It is easy to see that the definition is independent of x ∈ X. When Γ is non-
elementary, the limit exists and δΓ > 0 – see, for instance, [35].
If Γ is torsion-free then we may form the quotient manifold M = X/Γ
and geodesic flow φt : SM → SM on the unit tangent bundle SM . We refer
to a closed geodesic γ in M and the corresponding periodic orbit γ in SM
interchangeably. Write Per(φ) for the collection of periodic orbits, and write
|γ| for the length of a geodesic and the period of the orbit. We say that a
point x ∈ SM is wandering if it is contained in a neighbourhood U such that
φtU ∩ U = ∅ for all large t. The non-wandering set Ω(φ) is the collection of
points that are not wandering. Note that when M is compact, Ω(φ) = SM .
Following [35], the Gurevicˇ pressure, P(φ), of the geodesic flow is defined by
P(φ) = lim sup
T→∞
1
T
# {γ ∈ Per(φ) : |γ| ≤ T, γ ∩W 6= ∅} ,
where W is any (non-empty) open subset of Ω with compact closure. (This was
denoted by h(M) = P(φ) in Chapter 2.) Note that [35] defines the Gurevicˇ
pressure P(φ, F ) more generally for a potential F , but in our case F = 0 and
so we simplify the notation P(φ, 0) = P(φ). Also contained in [35] is the proof
that P(φ) = δΓ when P(φ) > 0 (which is satisfied in our later specialisation).
If Γ is cocompact, then
δΓ = lim
R→∞
1
R
log Vol(x,R),
where Vol(x,R) is the volume of an R-ball around x ∈ X. For n-dimensional
quaternionic hyperbolic space HnH, with n ≥ 2, and the Cayley plane H2O,
Corlette [11] showed that this value is isolated in the following way. If Γ is a
lattice in Isom+(HnH), then δΓ = 4n+ 2; and otherwise δΓ ≤ 4n. There is also
the corresponding statement for the Cayley plane: δΓ = 22 when Γ is a lattice in
Isom+(H2O); and otherwise δΓ ≤ 16. Therefore, in each case, for a fixed lattice
Γ0, there is a uniform gap δΓ < δΓ0 for infinite index Γ ≤ Γ0. The symmetry of
the spaces HnH and H
2
O are notable in the approach to this problem, which we
discuss in the next section.
In this paper we develop a dynamical approach to analyse the critical
exponent of normal subgroups ΓEΓ0, of a fixed (torsion-free) convex cocompact
Γ0. The convex cocompact hypothesis says that the geodesic flow φ
t
0 : SM0 →
SM0, where M0 = X/Γ0, has compact non-wandering set Ω(φ0).
For any ΓEΓ0, we have δΓ ≤ δΓ0 and moreover δΓ = δΓ0 precisely when
Γ0/Γ is amenable (we discuss the history of this result later). Consequently δΓ <
δΓ0 when Γ0/Γ is non-amenable. Our result is to describe coarse behaviour of
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δΓ, over any family N of normal subgroups of Γ0, in terms of Kazhdan distances
associated to the quotients Γ0/Γ, which we explain below. Some natural families
of coverings are a tower of regular covers M1 →M2 → · · · →M0, corresponding
to a family Γ1 ≤ Γ2 ≤ · · · ≤ Γ0 of normal subgroups of Γ0; and the family of
all non-amenable regular covers of M0, i.e. all Γ E Γ0 for which Γ0/Γ is non-
amenable.
In the following, G is assumed to be a countable group (however, many
of the definitions can be made in the setting of locally compact groups). As in
Chapter 2, we present the definition of an amenable group G due to Følner [16].
A group G is amenable if for every  > 0, and for every finite set A, there exists
a set E which is , A−invariant; that is,
#E∆Ea ≤ #E,
for all a ∈ A.
Write 1E ∈ `2(G) for the indicator function on the set E. Noting that
#E∆Ea = |1E − 1Ea|, there is the following equivalent definition in terms of
the right regular representation piG : G→ U(`2(G)), (piG(g)f)(x) = f(xg), due
to Hulanicki [21]. A group G is amenable if and only if, for any finite generating
set A ⊂ G,
inf
v∈`2(G),|v|=1
max
a∈A
|piG(a)v − v| = 0.
For any unitary representation ρ : G → U(H) in a Hilbert space (H, |·|), the
quantity κA(ρ,1) defined by
κA(ρ,1) := inf
v∈V,|v|=1
max
a∈A
|ρ(a)v − v|
is called the Kazhdan distance (between ρ and the trivial representation 1). A
group is said to have property (T) if there is some κ > 0 such that κA(ρ,1) > κ
for all unitary representations that have no invariant vector.
The main theorem of this paper is the following.
Theorem 3.1.1. Let Γ0 be a convex cocompact group of isometries of a pinched
Hadamard manifold X, and let A be a finite generating set for Γ0. For any
collection N of normal subgroups of Γ0, we have
sup
Γ∈N
δΓ < δΓ0 if and only if inf
Γ∈N
κA/Γ(piΓ0/Γ,1) > 0.
We remark that this theorem is reminiscent of results on the bottom of
the spectrum of the Laplacian (for example by Sunada [52]) which we discuss
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in the next section.
If Γ0 has property (T), then we have that
inf
ΓEΓ0:[Γ0:Γ]=∞
κA/Γ(piΓ0/Γ,1) > 0.
We remark that, in this case, [Γ0 : Γ] = ∞ is equivalent to Γ0/Γ being non-
amenable.
It is known that the isometry group of for real hyperbolic spaceHnR does
not have property (T), and so its cocompact subgroups also do not satisfy prop-
erty (T). However, when we consider groups arising from variable curvature, we
do find cocompact examples with property (T). Indeed, the mechanism behind
the gap in the critical exponents for HnH and H
2
O, as shown by Corlette, is the
fact their isometry groups have property (T) [2].
Corollary 3.1.1. With the hypotheses of Theorem 3.1.1, if Γ0 has property (T)
then
sup {δΓ : ΓE Γ0, [Γ0 : Γ] =∞} < δΓ0 .
The proof of Theorem 3.1.1 relies on an analysis of the dynamics of
the geodesic flow, and in particular the symbolic dynamics for the geodesic
flow. In this way, we relate the problem to the spectrum of group extended
transfer operators. We prove an analogous theorem about the spectrum of group
extended transfer operators which is of independent interest. This approach is
a departure from the methods employed for the symmetric spaces.
3.2 Background and history
A classical example of the interplay between combinatorial properties of a group,
and the geometry on which it acts, is given in Brooks [6], [7]. Let M →M0 be a
regular covering of a Riemannian manifold M0 of “finite topological type” (i.e.
M0 is the union of finitely many simplices). Let λ0(M) and λ0(M0) denote the
bottom of the spectrum of the Laplacian on M and M0 respectively. Brooks
shows that λ0(M) = λ0(M0) if and only if the group of deck transformation
given by the covering is amenable. We will refer to a result of this form as an
amenability dichotomy. This was extended by Sunada [52] in the following way.
We assume now that M0 is compact, and so λ0(M0) = 0, and write M0 = X/Γ0.
For any Γ E Γ0 we get a regular cover MΓ = X/Γ of M0. Sunada shows that
for any finite generating set A of Γ0, there are constants c1, c2 depending only
on the geometry of X and on A, such that for any regular cover MΓ = X/Γ,
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we have
c1(κA/Γ(piΓ0/Γ,1))
2 ≤ λ0(M) ≤ c2(κA/Γ(piΓ0/Γ,1))2,
where A/Γ denotes the projection of A to the quotient Γ0/Γ. These results
were also generalised by Roblin and Tapie [44], and in the thesis of Tapie [53],
relating the difference λ0(M0) − λ0(M) to the bottom of the spectrum of a
combinatorial Laplacian (which is in turn related to the Kazhdan distance).
A consequence of these spectral results is that, for any family of normal
subgroups N of Γ0, we have
inf
Γ∈N
λ0(X/Γ) = 0 if and only if inf
Γ∈N
κA/Γ(piΓ0/Γ,1) = 0.
For n-dimensional real hyperbolic space HnR, the spectral geometry and
dynamics are related by a celebrated theorem due to Patterson [34] and Sullivan
[51]. We have that,
λ0(X/Γ) =
{
δΓ(n− 1− δΓ) if δΓ ≥ n−12
(n−1)2
4 if δΓ ≤ n−12 .
There are analogous statements for the other noncompact rank 1 symmetric
spaces. However these results fail to extend to spaces which do not satisfy such
strong symmetry hypotheses.
We now return to the setting of the introduction: X is a pinched
Hadamard manifold and Γ0 is a (torsion-free) convex cocompact group of isome-
tries. In this context, various authors have developed more dynamical methods
to obtain an analogue of the amenability dichotomy of Brooks. With the hy-
potheses we have given X and Γ0, it was first showed by Roblin [43] that if Γ0/Γ
is amenable, then δΓ0 = δΓ; and recently Dougall and Sharp [14] have shown the
converse, that δΓ0 = δΓ implies that Γ0/Γ is amenable. The difference in tech-
niques is notable: Roblin’s result was obtained by analysing Patterson-Sullivan
measures on the boundary, whereas Dougall and Sharp exploit the symbolic
dynamics for the geodesic flow – it is this latter approach that we extend. An-
other important reference (that is key to [14]) is that of Stadlbauer [50], who
obtained the equivalence in the setting of X =HnR and Γ0 essentially free, and
whose techniques we discuss later.
3.3 Transfer operators and group extensions
For a finite alphabet W = {1, . . . , k}, we can give rules governing when two
letters in the alphabet can be concatenated in terms of a k × k matrix A with
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entries 0 or 1. Namely, for i, j ∈ W, the concatenation ij is said to be admissible
if A(i, j) = 1. In this way, the set of admissible words of length n, Wn, is
the collection of concatenations w = x0 · · ·xn−1, where x0, . . . , xn−1 ∈ W and
A(xi, xi+1) = 1 for all i = 0, · · · , n − 2. Extending this to one-sided infinite
words, define the (one-sided) shift space to be
Σ+ =
{
x0x1 · · · ∈ WZ+ : ∀i ∈ Z+, A(xi, xi+1) = 1
}
.
The two-sided shift space Σ is defined analogously by
Σ =
{
· · ·x−1x0x1 · · · ∈ WZ : ∀i ∈ Z, A(xi, xi+1) = 1
}
.
For brevity, we make the following definitions for the two-sided space Σ. How-
ever, they pass to Σ+ by the canonical projection Σ→ Σ+, given by forgetting
past (negative) coordinates.
Write x to denote an element of Σ, and write xi for the sequence element
at index i; in this way x = (xi)i∈Z. Similarly, for an element w ∈ Wn, we write
wi to denote the ith element in the concatenation. There is a natural dynamical
system, σ : Σ → Σ called the shift map, with defining property σ(x)i = xi+1.
Together, we call the pair (Σ, σ) a subshift of finite type, or in some literature,
a topological Markov chain.
There is a natural topology with basis consisting of cylinder sets
[w]kj :=
{
x ∈ Σ : ∀j ≤ i ≤ k, xi = wi−j} ,
for any j, k ∈ N, and w ∈ Wk−j+1. For the one-sided shift space Σ+, we
often write [w] = [w]n−10 , where w ∈ Wn. The topology is metrizable: for any
0 < θ < 1 define the metric dθ by
dθ(x, y) = θ
inf{|i| :xi 6=yi}
and dθ(x, x) = 0.
We always assume that A is aperiodic, that is to say there is some
N > 0 for which AN (i, j) > 0 for all i, j ∈ {1, . . . k}. We call the minimal N
the aperiodicity constant. The assumption that A is aperiodic is equivalent to
σ being topologically mixing, i.e. for any non-empty open sets U, V ⊂ Σ there
is N for which σ−n(U) ∩ V 6= ∅ for all n ≥ N .
The Ho¨lder continuous functions f : Σ→ R are defined by the existence
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of 0 < α ≤ 1 (a Ho¨lder exponent) and C such that for any x, y ∈ Σ,
|f(x)− f(y)| ≤ Cdθ(x, y)α.
Notice that replacing θ by θ1/α gives that f has Ho¨lder exponent 1 in this new
metric. We will later fix a Ho¨lder continuous r, and then assume that the metric
is chosen to give r Ho¨lder exponent 1.
For a strictly positive Ho¨lder continuous function r : Σ→ R, define the
suspension space Σr (with suspension r) by
Σr = Σ× R/ ∼r,
where ∼r is the equivalence relation (x, s) ∼r (σx, s − r(x)). We define the
suspension flow σtr : Σr → Σr, locally by σtr(x, s) = (x, s + t). The pressure
P (f, σ) of a Ho¨lder continuous f : Σ→ R is defined to be
P (f, σ) = lim
n→∞
1
n
log
∑
x∈Σ:
σnx=x
ef
n(x).
We now specialise to the one-sided shift space Σ+. For a Ho¨lder contin-
uous r : Σ+ → R, we define the transfer operator Lr : C(Σ+,R) → C(Σ+,R)
by
Lrf(x) =
∑
y∈Σ+:
σy=x
er(y)f(y),
where C(Σ+,R) is the Banach space of continuous functions with the supre-
mum norm ‖ ·‖∞. We write spr(Lr) for the spectral radius of Lr in this Banach
space, omitting explicit reference to the space. We find better spectral proper-
ties for Lr when we restrict to the smaller Banach space of Ho¨lder continuous
functions. Write F+θ for the functions f : Σ
+ → R that are Lipschitz (have
Ho¨lder exponent 1) in the dθ metric. Define the semi-norm
|f |θ = sup
n∈N
sup
x,y:
xi=yi, |i|≤n
|f(x)− f(y)|
θn
.
Then (Fθ, ‖ · ‖θ) is a Banach space with the norm ‖ · ‖θ = ‖ · ‖∞ + | · |θ. By
the Ruelle-Perron-Frobenius theorem [33], Lr has a simple, isolated, maximal
eigenvalue at eP (r,σ).
For a countable group G, define the group extension (with skewing func-
tion ψ : Σ+ → G), T = Tψ : Σ+×G→ Σ+×G, to be the product space Σ+×G
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together with dynamical system
T (x, g) = (σx, g(ψ(x))−1)
(Note that in the paper [14] the group extension by ψ is defined to be T (x, g) =
(x, gψ(x)), and so to translate to the present terminology we need to take the
inverse ψ−1. We have chosen this convention so as to simplify the expression for
the transfer operator.) In the following ψ is always assumed to depend only on
one letter. In this way, we can think of ψ as a function ψ :W → G. Moreover,
for every n ∈ N, we define ψn : Σ+ → G, ψn(x) = ψ(x0) · · ·ψ(xn−1), and write
ψn :Wn → G, ψn(w) = ψ(w0) · · ·ψ(wn−1).
For r : Σ+ → R, there is a unique r˜ : Σ+ × G → R such that r˜(x, g) =
r(x). We therefore dispense with the cumbersome tilde, and simply write this
function as r : Σ+ × G → R. Define the group extended transfer operator Lr
pointwise by
Lrf(x, g) =
∑
(y,g∗)∈Σ+×G:
T (y,g∗)=(x,g)
er(y)f(y, g∗) =
∑
y∈Σ+:
σy=x
er(y)f(y, gψ(y)),
and so
Lnr f(x, g) =
∑
(y,g∗)∈Σ+×G:
Tn(y,g∗)=(x,g)
er
n(y)f(y, g∗) =
∑
y∈Σ+:
σny=x
er(y)f(y, (gψ(σn−1y) · · ·ψ(y)).
Define the Banach space (C∞, ‖ · ‖) by
C∞ = {f ∈ C(Σ+ ×G,R) : ‖f‖ <∞} ,
‖f‖ =
√∑
g∈G
sup
x∈Σ+
|f(x, g)|2.
Then Lr : C∞ → C∞ is a bounded operator. We will always take the spectral
radius spr(Lr) with respect to the C∞ norm, and continue to omit reference to
the space.
Following Sarig, [46], define the Gurevicˇ pressure PGur(f, Tψ) of a Ho¨lder
continuous f : Σ+ ×G→ R by
PGur(f, Tψ) = lim sup
n→∞
1
n
log
∑
σnx=x:
ψn(x)=eG
ef
n(x),
where eG is the identity of G.
39
In general we have that if Tψ is topologically transitive then PGur(r, Tψ) ≤
log spr(Lr) ≤ log spr(Lr) = P (r, σ). If we assume in addition that the pair (ψ, r)
is weakly symmetric, in the following sense, then we have that PGur(r, Tψ) =
log spr(Lr) [22]. We say an involution † on W is weakly symmetric with respect
to r if there are real numbers Dn such that D
1/n
n → 1 and
sup
x∈[w],y∈[w†]
er
n(x)
ern(y)
≤ Dn
for every w ∈ Wn, where w† := (wn−1)† · · · (w0)†. We then say that the pair
(ψ, r) is weakly symmetric if there is an involution † such that ψ(v†) = ψ(v)−1
for all v ∈ W, and such that † is weakly symmetric with respect to r.
It will be useful to extend the definition of weak symmetry to Σ. We
say that † is symmetric with respect to r : Σ → R if there is some β(n) with
β(n)/n → 0 as n → ∞, such that |rn(x) − rn(x†)| ≤ β(n) for any x ∈ Σ with
σnx = x, and x† ∈ Σ defined by (x†)i = (x−i)†. In section 3.6 we show that
in the one-sided case Σ+, the two definitions are equivalent (once we interperet
x† ∈ Σ+ as (x†)i = (xkn−i)†, for i = 0, . . . , n − 1 and k ∈ N, for a point x of
period n).
Proposition 3.3.1 (Stadlbauer [50]). Assume Tψ : Σ
+ × G → Σ+ × G is
transitive. If G is non-amenable, then spr(Lr) < spr(Lr). Assuming that (ψ, r)
is weakly symmetric, the converse holds: if G is amenable, then PGur(r, Tψ) =
P (r, σ)
Remark 3.3.1. The statement of Stadlbauer’s theorem is actually for the
Banach space
H∞ = {f : Σ+ ×G→ R : f(·, g) ∈ L1(Σ+, µr) for all g ∈ G, ‖f‖H∞ <∞} ,
‖f‖H∞ =
√√√√∑
g∈G
(∫
|f(x, g)|dµr
)2
.
where µr is the equilibrium state for r. However, the proof only uses the fact
that the spectrum is attained on the subset
{
f ∈ H∞ : f(x, g) = f(y, g) for all x, y ∈ Σ+, g ∈ G}
which is isometrically isomorphic to `2(G), and so the statement is true for any
Banach space with this property (we will show that C∞ has this property later).
Moreover, Stadlbauer considers countable alphabets under a certain finiteness
condition, namely having big images and pre-images. As the application we
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have in mind is for a finite alphabet we limit ourselves to the finite alphabet
case.
Remark 3.3.2. Jaerisch [22] shows that we have the conclusion spr(Lr) =
spr(Lr) if G is amenable, under no symmetry hypothesis.
In this paper we study a family of group extensions which can be seen as
quotients of a fixed group extension ψ : Σ+ → G. For each HEG, write ψH(x)
for the coset of G/H given by ψ(x). In this way TψH : Σ
+×G/H → Σ+×G/H is
a group extension with skewing function ψH . For notational convenience, write
Lr,H for the transfer operator given by r and TψH ; and write C∞H for the Banach
space assosciated to Lr,H . We also consider a family of transfer operators Lrs,H
where s 7→ rs ∈ Fθ, s ∈ [−1, 1], is continuous in the ‖ · ‖θ topology.
By Proposition 3.3.1, if H E G with G/H non-amenable and TψH :
Σ+ × G/H → Σ+ × G/H is transitive, then spr(Lr,H) < spr(Lr). The proof
in [50] finds an upper bound for spr(Lr,H) that depends on the first return to a
cylinder under TψH . As this bound does not suffice for our needs, we introduce
a new condition on ψ that removes this dependency.
Definition 3.3.1. We say that (Σ+, G, ψ) satisfies linear visibility with remain-
der (LVR) if there exists a map χ : G→ ⋃∞n=1Wn with the following properties:
• (visibility with remainder) there exists a finite set R ⊂ G such that for
every g ∈ G, there are r1, r2 ∈ R with ψkg(χ(g)) = r1gr2, where kg is the
length of the word χ(g);
• (linear growth) there exists L such that for any finite collection g1, . . . , gr ∈
G, writing g = g1 · · · gr, we have that kg ≤ L(
∑r
i=1 kgi), where kg is the
length of χ(g), and kgi the length of χ(gi), for each i.
3.4 Summary of Main Results
We restate our theorem about the behaviour of the critical exponent.
Theorem 3.1.1. Let Γ0 be a convex cocompact group of isometries of a pinched
Hadamard manifold X, and let A be a finite generating set for Γ0. For any
collection N of normal subgroups of Γ0, we have
sup
Γ∈N
δΓ < δΓ0 if and only if inf
Γ∈N
κA/Γ(piΓ0/Γ,1) > 0.
As in [14], the proof of the theorem uses the dynamics of the geodesic flow
φtΓ : SMΓ → SMΓ, for MΓ = X/Γ, and in turn the dynamics of group extended
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shift spaces. Therefore it will be crucial to prove the following theorem about
the spectrum of group extended transfer operators. This extends the results of
Stadlbauer [50].
As in the introduction, fix σ : Σ+ → Σ+ a topologically mixing subshift
of finite type, and r : Σ+ → R a potential. Fix G a countable group and
ψ : Σ+ → G constant on cylinders of length 1.
Theorem 3.4.1. Let A be a finite generating set for G, and let N be a collection
of normal subgroups of G.
(i) Assume that (ψ, r) is weakly symmetric. Then
inf
H∈N
κA/H(piG/H ,1) = 0 =⇒ sup
H∈N
PGur(r, TψH ) = P (r, σ).
(ii) Assume that (Σ+, G, ψ) satisfies (LVR). Then
inf
H∈N
κA/H(piG/H ,1) > 0 =⇒ sup
H∈N
spr(Lr,H) < spr(Lr).
(iii) In addition, in case (ii) suppose that s 7→ rs is continuous (in the ‖ · ‖θ
topology) for s ∈ [−1, 1]. Then
inf
H∈N
κA/H(piG/H ,1) > 0 =⇒ sup
H∈N ,s∈[−δ,δ]
spr(Lrs,H) < spr(Lr0),
for some δ > 0.
Remark 3.4.1. If ψ : Σ+ → G depends on n-coordinates, as opposed to one,
then we may still apply the conclusions of Theorem 3.4.1. To see this, let Σ+n
denote the subshift of finite type whose alphabet is given by admissible words of
length n for Σ+, and with transition matrix An(u, v) = 1 if and only if u
i+1 = vi
for all i = 0, . . . , n − 2. Then ψ gives rise to ψn : Σ+n → G depending only on
one coordinate. Moreover, the statistics for the Ho¨lder continuous functions,
pressure and transfer operators pass to (Σ+N , ψn) in the natural way.
3.5 Axiom A flows and symbolic dynamics
We now take a brief excursion into the theory of Smale’s Axiom A flows [49]
and the symbolic coding of Bowen [5]. We refresh the material of Chapter 2,
Subsection 2.5 for the reader’s convenience.
Throughout, f t is a smooth flow on a complete Riemannian manifold
N .
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A closed, f t-invariant set Λ ⊂ N is said to be hyperbolic if there is a
continuous, Df t-invariant splitting of the tangent bundle
TΛ(N) = E
0 ⊕ Es ⊕ Eu
and constants λ,C > 0 such that
• E0 the line bundle tangent to the flow direction;
• ‖Df tv‖ ≤ Ce−λt‖v‖ for all v ∈ Es;
• ‖Df−tv‖ ≤ Ce−λt‖v‖ for all v ∈ Eu;
We remark that this definition is independent of the choice of metric when Λ is
compact.
The set Λ is said to be a basic set if
1. Λ is compact and hyperbolic;
2. f tΛ is transitive;
3. the periodic orbits for f tΛ are dense in Λ; and
4. there is an open neighbourhood U of Λ such that
⋂
t∈R f
t(U) = Λ.
The flow f t satisfies Smale’s Axiom A if the non-wandering set Ω(f) is a finite
union of basic sets.
Let φt0 : SM0 → SM0 be the geodesic flow given by M0 = X/Γ0 where
Γ0 is convex cocompact. Then the non-wandering set Ω(φ0) is a basic set. (See
for instance [24, Chapter 17] in the case that M is compact.)
We now describe some of the constructions relating to the theory of (hy-
perbolic) basic sets, which play an important role in Bowen’s symbolic coding.
For x ∈ Ω(f) define the (strong) local stable manifold W s (x) and (strong)
local unstable manifold W u (x) by
W s (x) =
{
y ∈ N : d(f t(x), f t(y)) ≤  for all t, lim
t→∞ d(f
t(x), f t(y)) = 0
}
W u (x) =
{
y ∈ N : d(f−t(x), f−t(y)) ≤  for all t, lim
t→∞ d(f
−t(x), f−t(y)) = 0
}
For small enough , these sets are diffeomorphic to embedded disks of codimen-
sion 1. These sets give us a local product structure [·, ·]. For sufficiently close
x, y, we have that W s (x)∩W(φt0(y)) 6= ∅ for a unique t ∈ [−, ], and we define
[x, y] to be this intersection point.
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Suppose that D1, . . . , Dk are codimension 1 disks that form a local cross-
section to the flow. We say that Si ⊂ int(Di) ∩ Ω(f) is a rectangle if x, y ∈ Si
implies that [x, y] = f tz, for some z ∈ Di, t ∈ [−, ]. We say that Si is proper
if int(Si) = Si, where the interior is taken relative to Di ∩ Ω(f).
Write P for the Poincare´ map P :
⋃k
i=1 S
i → ⋃ki=1 Si. Write W s (x, Si)
and W u (x, S
i) for the projection of W s (x) and W
u
 (x) onto int(S
i) respectively.
We say that
{
S1, · · · , Sk} is a Markov section if
• x ∈ int(Si) and Px ∈ int(Sj) implies P (W s (x, Si)) ⊂W s (Px, Sj)); and
• x ∈ int(Si) and P−1x ∈ int(Sj) implies P−1(W u (x, Si)) ⊂W s (P−1x, Sj).
Proposition 3.5.1 (Bowen [5]). For all sufficiently small  > 0, f t has a
Markov section
{
S1, · · · , Sk} such that diam(Si) ≤  for each i, and⋃
t∈[−,]
f t(∪ki=1Si) = Ω(f).
These Markov sections provide us with a ‘symbolic coding’ for the geodesic
flow. In the following, the Markov section
{
S1, · · · , Sk} plays the role of an
alphabet for a subshift of finite type Σ with transition matrix A, defined by
A(i, j) = 1 if there is x ∈ int(Si) with Px ∈ int(Sj).
We specialise to the geodesic flow φt0 for the statement of the concluding
proposition. We write Nφt0(T ) and Nσtr(T ) for the number of periodic orbits
of φt0 and σ
t
r, respectively, whose period is at most T . It is well known that
δΓ0 = limT→∞
1
T logNφt0(T ).
Proposition 3.5.2 (Bowen [5]). There is a mixing subshift of finite type σ :
Σ → Σ, a positive Ho¨lder potential r : Σ → R+ such that the suspended flow
σtr : Σ
r → Σr is semi-conjugate to φt0 : Ω(φ0) → Ω(φ0), i.e. there is a Ho¨lder
continuous θ : Σr → Ω(φ0) such that θ ◦ σtr = φt0 ◦ θ. Although θ is not a
bijection, we have Nσtr(T ) = Nφt0(T ) +O(e
h′T ), for some h′ < δΓ0.
We write
{
S10 , . . . , S
k
0
}
for the Markov section for φt0. By Adachi [1] and
Rees [42] we may assume the sections have been chosen to reflect the involution
ι : SM0 → SM0, ι(x, v) = (x,−v). That is, we may assume that there is a fixed
point free involution † on {1, · · · , k} such that ι(Si0) = Si
†
0 for each i.
3.6 Proof of Theorem 3.1.1
Write p : SX → SM0 for the induced covering map between tangent spaces,
and pi : SX → X for the usual projection. Fix Si ⊂ SX such that p−1 : Si0 ⊂
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SM0 → Si ⊂ SX is an isometry; and assume that these have been chosen
with pi(Si) = pi(Si
†
). Write S = ⋃g∈Γ0 ⋃ki=1 gSi, and P for the Poincare´ map
P : S → S. Define ψ : Σ+ → Γ0 by ψ(x0x1) = g if there is z ∈ int(Sx0)
such that Pz ∈ int(gSx1). We will verify that ψ is well-defined in the following
proposition. For Γ E Γ0, recall that we write ψΓ for projection of ψ to Γ0/Γ.
Write s = hΓ for the (unique) value for which PGur(−sr, TψΓ) = 0.
Proposition 3.6.1 (Dougall-Sharp [14]). The map ψ is well-defined, and (ψ, r)
is weakly symmetric. When Γ is non-trivial, TψΓ is transitive. If hΓ > h
′ then
hΓ = δΓ; otherwise δΓ ≤ h′, where h′ is the constant from Proposition 3.5.2.
We give an indication of the proof.
Proof. For each i, j with A(i, j) = 1, fix a simply connected ball V0 containing
the pair Si0, S
j
0 (we may assume that  was chosen sufficiently small to allow
this). There is a unique connected component V of p−1(V0) containing Si. Let
g ∈ Γ0 be the unique element for which gSj ⊂ V . It follows that ψ(ij) = g;
and therefore that ψ is well-defined.
We show that † is weakly symmetric with respect to r. Let x ∈ Σ be a
point of period n, and write x† ∈ Σ for the sequence defined by (x†)−i = (xi)†.
Then x and x† determine periodic points z = θ(x), z† = θ(x†) ∈ SM0, which are
related by ι(z) = z†. Therefore z, z† have identical period T = rn(x) = rn(x†),
and so |rn(x) − rn(x†)| = 0 as required. Now, to complete the proof that
(ψ, r) is weakly symmetric, we observe that the symmetry of the rectangles
ι(Si0) = S
i†
0 and the fact that we chose S
i, Si
†
to satisfy pi(Si) = pi(Si
†
) implies
that ψ(ij) = ψ(j†i†)−1.
Fix ΓE Γ0. Recall that we write MΓ = X/Γ and φtΓ : SMΓ → SMΓ for
the geodesic flow. We give an equivalent definition of ψΓ. Write S
i
Γ ⊂ SMΓ
for the projection of Si to SMΓ. Write SΓ =
⋃
g∈Γ0/Γ
⋃k
i=1 gS
i
Γ, and PΓ for the
Poincare´ map PΓ : SΓ → SΓ. Then we have that ψΓ(ij) = g ∈ Γ0/Γ if and only
if there is z ∈ int(SiΓ) such that PΓz ∈ int(gSjΓ). The transitivity of TψΓ for any
non-trivial Γ is therefore inherited by the transitivity of the geodesic flow.
Let Nφt0(T,Γ) denote the number of orbits of φ
t
0 whose period is at
most T and whose lift to SMΓ is closed. Analogously, let Nσtr(T,Γ) denote the
periodic orbits of σtr whose period is at most T and whose lift in the r-suspension
over TψΓ : Σ × Γ0/Γ → Σ × Γ0/Γ is closed. Let γ be a periodic φt0-orbit that
passes through only the interior of rectangles. Then γ has a closed lift in SMΓ,
if and only if its pre-image under the semi-conjugacy has a closed lift in the
r-suspension over TψΓ : Σ×Γ0/Γ→ Σ×Γ0/Γ. (We use the equivalent definition
of ψΓ to observe this.)
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In our setting, the “lim sup” in the definition of the Gurevicˇ pressure
is in fact a limit ??. Moreover, P(φΓ) = limT→∞ 1T logNφt0(T,Γ). To see this,
note that for diam(W ) = , gγ ∩W 6= ∅ for at most |γ|/ different g ∈ Γ0/Γ.
Now, note that hΓ = lim supT→∞
1
T logNσtr(T,Γ). The following inequalities are
given by our equivalent definition of ψΓ, and the semi-conjugacy in Proposition
3.5.2,
Nσtr(T,Γ)−O(eh
′T ) ≤ Nφt0(T,Γ) ≤ Nσtr(T,Γ).
Therefore, if hΓ > h
′ then we must have that hΓ = δΓ. Since δΓ ≤ hΓ we deduce
that hΓ ≤ h′ implies that δΓ ≤ h′ too.
We will use of the following constructions relating to the visual bound-
ary ∂X of X. We can give the unit tangent bundle SX Hopf coordinates
(x, y, t), with respect to some fixed o ∈ X. (We suppress the dependency
of the base-point o as we only make statements up to reparamaterising the
geodesic paths.) For any x, y ∈ X, denote by [x, y] the geodesic segment from
x to y. If x, y ∈ ∂X, write [x, y] for the geodesic path with Hopf coordinates
(x, y, t)t∈R (up to reparameterisation). Let L(Γ0) be the limit set of Γ0. Write
Ω = p−1(Ω(φ0)). We have that Ω is equivalently characterised as the set of
vectors that whose Hopf coordinates are (x, y, t), with x, y ∈ L(Γ0). In order
to verify the (LVR) condition from Definition 3.6.1 we use the following claim,
whose proof is deferred until later.
Claim 3.6.1. There is a constant R > 0 such that for any g ∈ Γ0, there is a
geodesic γ in Ω passing within distance R of x and of gx, and moreover γ does
not intersect the boundary of any rectangle.
Write I for the collection of φ-orbit segments whose initial and terminal
points lie in S, and such that they do not intersect the boundary of any rectangle
gSi. We construct a map τ : I → ⋃nWn. Let γ ∈ I, and write its initial point
as z. There is n such that γ is partitioned into orbit segments between P iz
and P i+1z, i = 0, . . . , n − 1. Define τ(γ) = w ∈ Wn by P iz ∈ giSwi , for some
(unique) gi, for each i = 0, . . . , n− 1.
Lemma 3.6.1. (Σ, ψ, r) satisfies (LVR).
Proof. We construct a map λ : Γ0 → I, and define χ : Γ0 →
⋃
nWn by χ = τ◦λ.
Fix some x ∈ X. For each T > 0, write R(T ) ⊂ Γ0 for the elements h ∈ Γ0
such that pi(hSi) has distance at most T to x, for some i. Notice that this set
is necessarily finite.
Let g ∈ Γ0 be arbitrary. Let γ be the geodesic given in Claim 3.6.1. Let
y1, y2 ∈ SX be tangent to γ with d(pi(y1), x), d(pi(y2), gx) ≤ R. Let z1, z2 ∈
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S with φsz1 = y1 and φtz2 = y2 for some 0 ≤ s, t ≤ . It follows that
dX(pi(z
1), x), dX(pi(z
2), gx) ≤ R + 2. Define λ(g) = [pi(z1), pi(z2)]. We write
wg for χ(g) = τ(λ(g)) and kg for the length of wg. There are (unique) h1, h2 ∈
R(R + 2) and j1, j2, such that z1 ∈ h1Sj1 and z2 ∈ gh2Sj2 . Moreover, from
the definition of ψ, we have that gh2 = h1ψ
kg−1(wg). Therefore ψkg−1(wg) =
h−11 gh2, verifying the first part of (LVR).
It remains to show the ‘linear’ part of (LVR). First, note that the length
|λ(g)| of the orbit segement λ(g) satisfies
d(x, gx)− 2R− 2 ≤ |λ(g)| ≤ d(x, gx) + 2R+ 2.
By the semi-conjugacy with φt0, we have that r
kg−1(wgzg) = |λ(g)| for some
zg ∈ Σ.
Let g1, · · · , gm ∈ Γ0 be arbitrary. Write hi = g1 · · · gi, h0 = e, for each
i = 1, . . . ,m. We have
|λ(hm)| ≤ 2R+ 2+
m∑
i=1
d(hi−1x, hix) ≤ (m+ 1)(2R+ 2) +
m∑
i=1
|λ(gi)|,
and so
min(r)(khm − 1) ≤ (m+ 1)(2R+ 2) + max(r)
m∑
i=1
kgi
≤ (max(r) + 2R+ 2+ 1)
m∑
i=1
kgi ,
as required.
We now prove the claim.
Claim 3.6.1. There is a constant R > 0 such that for any g ∈ Γ0, there is a
geodesic γ in Ω passing within distance R of x and of gx, and moreover γ does
not intersect the boundary of any rectangle.
Proof. We make use of the following material from the Patterson-Sullivan the-
ory for X and Γ0. Our account is based on [35]. Since δΓ0 < ∞, there exists
a Patterson-Sullivan family {µx}x∈X whose support is precisely the limit set
L(Γ0) (and has dimension δΓ0). For a subset A ⊂ X, and a point x ∈ X ∪ ∂X,
define OxA ⊂ ∂X, the shadow of A seen from x to consist of end-points of
geodesic rays (if x ∈ X) or lines (if x ∈ ∂X) starting from x and meeting A.
We also use the notation ×∆ to denote the direct product without the diagonal.
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From Mohsen’s shadow lemma [35], we conclude that there is R′ with
µx × µgx(OxB(gx,R′)×OgxB(x,R′)) > 0.
Since µx is supported on L(Γ0) we conclude that there is
(z1, z2) ∈
(OxB(gx,R′)×∆ OgxB(x,R′)) ∩ (L(Γ0)×∆ L(Γ0)) .
Moreover, we may assume that (z1, z2) has been chosen such that [z1, z2] does
not pass through the boundary of any rectangle. Too see this, we use that the
set of (y1, y2) ∈ ∂X ×∆ ∂X such that [y1, y2] passes through the boundary of
any rectangle gSi has zero µx × µgx-measure (a proof is given in the Axiom
A diffeomorphism case [4]). Alternatively, we can use the property that the
rectangles are the closure of their interior.
By the CAT(−κ) property of X, there are T1, T2 > 0 (depending on R′)
such that [z1, z2] passes within T1 of x and gx, provided d(x, gx) ≥ T1. For a
proof of this statement, see Lemma 3.17 of [35]. For those finitely many g ∈ Γ0
with d(x, gx) < T1, we choose D > 0 such that D ≥ d(gx, [z1, z2])+d(x, [z1, z2])
(recall that z1, z2 are functions of g). Thus taking R = max(D,T2) completes
the proof of the claim.
It was stated in section 3.3 that weak symmetry for the one-sided shift
space is equivalent to a condition involving only periodic points. We include a
proof here.
Lemma 3.6.2. A Ho¨lder continuous f : Σ+ → R is weakly symmetric with
respect to † if and only if there are β(n) with β(n)/n→ 0 as n→∞ such that
|rn(x)− rn(x†)| ≤ β(n) for any x ∈ Σ+ with σnx = x, and x† ∈ Σ+ defined by
(x†)i = (xkn−i)†, for i = 0, . . . , n− 1 and k ∈ N.
Proof. Suppose that f : Σ+ → R is weakly symmetric with respect to †. Let
x ∈ Σ+ with σnx = x, and write w = x0 . . . xn−1 ∈ Wn. Then x ∈ [w] and
x† ∈ [w†] and so |rn(x)− rn(x†)| ≤ logDn by hypothesis.
For the converse, let w ∈ Wn. By the aperiodicity of Σ+, there is
u ∈ Wp (where p is the aperiodicity constant) such that wuw is admissible.
Define x ∈ Σ+ by the infinite concatenation of wu. Then for any y ∈ [w], and
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z ∈ [w†], we have |rn(y)− rn(x)|, |rn(z)− rn(σpx†)| ≤ |r|θ/(1− θ). Therefore,
|rn(y)− rn(z)|
≤ |rn(z)− rn(σpx†)|+ |rn(y)− rn(x)|
+ |rn+p(x)− rn+p(x†)||rp(σnx)− rp(x†)|
≤ C + β(n+ p).
For some constant C > 0 independent of w and n. The result follows by setting
Dn = e
Ceβ(n+p).
It is notable that the function given in Proposition 3.5.2 and Lemma
3.6.1 concern the two-sided shift space, whereas Theorem 3.4.1 is for the one-
sided shift space. We can relate these in the following lemma. We say that a
function, f : Σ → R, depends only on future coordinates if f(x) = f(y) when
xi = yi for all i ∈ Z≥0. In this way, we may consider f to be a function
f : Σ+ → R.
Lemma 3.6.3. For any Ho¨lder continuous r : Σ → R, there is a Ho¨lder con-
tinuous r′ : Σ→ R depending only on future coordinates, satisfying
n−1∑
i=0
r′(σix) =
n−1∑
i=0
r(σix)
for any x ∈ Σ with σnx = x. Moreover, if (r, ψ) is weakly symmetric, then
(r′, ψ) is weakly symmetric, and we have PGur(−sr′, TψΓ) = PGur(−sr, TψΓ).
Proof. First, we can find a Ho¨lder continuous r′ : Σ → R depending on future
coordinates which is cohomologous to r. Then, we note that since r and r′ are
cohomologous, it follows that
n−1∑
i=0
r′(σix) =
n−1∑
i=0
r(σix)
for any x ∈ Σ with σnx = x. A good reference for this material is [33].
The second statement follows easily from the first, as only periodic points
appear in definition of the Gurevicˇ pressure, and periodic points are sufficient
to verify weak symmetry by Lemma 3.6.2.
Remark 3.6.1. Note that in the lemma above, r′ may have a different Ho¨lder
exponent to r.
We are now ready to prove the main theorem.
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Proof of Theorem 3.1.1. We begin with a proof of the following:
inf
Γ∈N
κA(piΓ0/Γ,1) > 0 =⇒ sup
Γ∈N
δΓ < δΓ0 .
Let N be an arbitrary collection of normal subgroups of Γ0 with
inf
Γ∈N
κA(piΓ0/Γ,1) > 0.
Write κ = infΓ∈N κA(piΓ0/Γ,1). Since the trivial group {1} has δΓ0 > δ{1} by
construction, we will assume from now that {1} /∈ N .
By Lemma 3.6.1, in order to get a uniform bound on δΓ, we just need
to give a uniform bound for s = hΓ such that PGur(−sr, TψΓ) = 0. Note that
the unique value s = h0 for which P (−sr, σ) = 0 satisfies h0 = hΓ0 = δΓ0
Though ψ depends on two letters as opposed to one, we may still apply
the conclusion of Theorem 3.4.1(iii). That is, there are 1, 2 > 0 such that for
all s ∈ [h0 − 1, h0] and all Γ ∈ N ,
spr(L−sr′,Γ) ≤ (1− 1)spr(L−h0r′) = (1− 2),
noting that spr(L−h0r′) = 1. Moreover, since TψΓ is transitive when Γ 6= {1},
we have that for all s ∈ [h0 − 2, h0],
PGur(−sr′, TψΓ) ≤ log spr(L−sr′,Γ).
Hence for all s ∈ [h0 − 2, h0]
PGur(−sr, TψΓ) = PGur(−sr′, TψΓ) ≤ log(1− 1) < 0,
and so hΓ ≤ h0 − 1 as required.
We now proceed with the second part, completing the proof of Theorem
3.1.1. That is, we will prove that
inf
Γ∈N
κA/Γ(piΓ0/Γ,1) = 0 =⇒ sup
Γ∈N
δΓ = δΓ0 .
By Theorem 3.4.1(i),
sup
Γ∈N
PGur(−sr′, TψΓ) = P (−sr′, σ),
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for every s. In particular, for s = h0,
sup
Γ∈N
PGur(−h0r′, TψΓ) = 0,
and for every  > 0,
sup
Γ∈N
PGur(−(h0 − )r′, TψΓ) = P (−(h0 − )r, σ) < 0.
It follows that we can find a sequence Γn with
PGur(−(h0 − 1
n
)r, TψΓn ) < 0.
Since h0 − 1/n ≤ hΓn ≤ h0, we conclude that hΓn → h0 as n → ∞; and by
Lemma 3.6.1, δΓn → δΓ0 as n→∞.
3.7 Proof of Theorem 3.4.1(i)
We now return to the setting of subshifts of finite type and their group exten-
sions. Let σ : Σ+ → Σ+ be a mixing subshift of finite type and Tψ : Σ+ ×G→
Σ+ ×G. Fix a finite generating set A of G and let N be a collection of normal
subgroups of G.
The aim of this section is to prove the following theorem.
Theorem 3.4.1 (i). Assume that (ψ, r) is weakly symmetric. Then
inf
H∈N
κA/H(piG/H ,1) = 0 =⇒ sup
H∈N
PGur(r, TψH ) = P (r, σ).
Write ρH for the representation of G in U(`2(G/H)) induced by the
action of G on the cosets G/H. We have that κA(ρH ,1) = κA/H(piG/H ,1).
We make use of an argument found in [31] which characterises property
(T) in terms of the spectra of G-equivariant symmetric random walks. As we
use a particular family of representations, we simplify the result to our setting.
Let µ : G→ [0, 1] be a discrete probability measure with µ(g) = µ(g−1) for all
g ∈ G. In our setting, we always assume that µ has finite support. Define the
random walk operator M : `2(G) → `2(G) by Mf(x) = ∑g∈G µ(g)f(xg). In
this way we can write M =
∑
g∈G µ(g)piG(g). The operator M descends to the
quotients of G in a straightforward way: for H E G define MH : `2(G/H) →
`2(G/H) by MH =
∑
g∈G µ(g)ρH(g). We write spr(MH) for the spectral radius
of the operator MH on the space `
2(G/H).
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Proposition 3.7.1 (Ollivier [31]). Let B = supp(µ). Then
sup
H∈N
spr(MH) < 1 =⇒ inf
H∈N
κB(ρH ,1) > 0.
We present the short proof of this fact.
Proof. Write σ = supH∈N spr(MH). Suppose that v ∈ `2(G/H) is ,B-invariant;
that is,
|ρH(b)v − v| ≤  |v| ,
for all b ∈ B. Then |MHv − v| ≤ . Expanding the norm, and noting the self-
adjointness of MH we have 2〈v, v〉 − 2〈MHv, v〉 ≤ 2. Rearranging gives that
〈MHv, v〉 ≥ 〈v, v〉−2/2 = 1−2/2. Since spr(MH) = supf∈`2(G/H),|f |=1〈MHf, f〉
it follows that spr(MH) ≥ 1− 2/2. Therefore 2/2 ≥ 1−σ, and so κA(ρH ,1) ≥√
2(1− σ). As σ is independent ofH ∈ N , we conclude that infH∈N κA(ρH ,1) >
0.
We are now ready to prove the theorem.
Proof of Theorem 3.4.1(i). Assume that (ψ, r) is weakly symmetric. Assume
that
inf
H∈N
κA/H(piG/H ,1) = 0.
Recall that κA/H(piG/H ,1) = κA(ρH ,1).
We make use of the following notation. For a ∈ W, n ∈ N and g ∈ G,
write
Wna,a†(g) =
{
u ∈ Wn : u0 = a, ua† is admissible, ψn(u) = g
}
,
and
Wna,a†(g, g−1) =Wna,a†(g) ∪Wna,a†(g−1).
Define µ
(1)
n , µ
(2)
n : G→ [0, 1] by
µ(1)n (g) =
∑
u1∈Wn
a,a† (g,g
−1) e
rn(u1x1)
2
∑
u∈Wn
a,a†
ern(ux1)
,
for some x1 ∈ [a†]; and
µ(2)n (g) =
∑
u2∈Wn
a†,a(g,g
−1) e
rn(u2x2)
2
∑
u∈Wn
a†,a
ern(ux2)
,
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for some x2 ∈ [a].
Define µ2n = µ
(1)
n ? µ
(2)
n , where ? indicates the convolution
µ2n(g) =
∑
g1,g2∈G:g1g2=g
µ(1)n (g1)µ
(2)
n (g2).
Define the symmetric random walk operators
M2n,H : `
2(G/H)→ `2(G/H)
M2n,H =
∑
g∈G
µ2n(g)ρH .
The spectral radius can be found to be
spr(M2n,H) = lim sup
k→∞
〈Mk2n,H1eG/H ,1eG/H 〉1/k,
where 1eG/H ∈ `2(G/H) is the indicator function on the identity ofG/H. There-
fore,
log spr(M2n,H) = lim sup
k→∞
1
k
log
∑
h∈H
(µ2n)
?k(h).
We claim that there is a sequence Cn > 0 with lim supn→∞C
1/n
n → 1 such that
1
k
log
∑
h∈H
µ?k2n(h) ≤
1
k
logAn,k − logBn + logCn;
where
An,k =
∑
h∈H
∑
u∈W2nka,a (h)
er
2nk(ux2),
and
Bn =
∑
u∈Wn
a,a†
er
n(ux1)
∑
u∈Wn
a,a†
er
n(ux1).
Note that
lim sup
k→∞
1
k
logAn,k ≤ 2nPGur(r, TψH );
and
lim
n→∞
1
n
logBn = 2P (r, σ),
since P (r, σ) = limn→∞ 1n log
∑
w∈Wnu,v e
rn(wx) for any u, v ∈ W, x ∈ [v].
Assuming the claim (whose proof we give later), we have that
1
n
spr(M2n,H) ≤ 2PGur(r, TψH )−
1
n
logBn +
1
n
logCn.
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Write B2n for the support of µ2n. Since A is assumed to generate G,
and since B2n is finite, we have that
inf
H∈N
κA(ρH ,1) = 0 =⇒ inf
H∈N
κB2n(ρH ,1) = 0,
for each n. Therefore supH∈N spr(M2n,H) = 1. We can choose a sequence Hn
such that
0 = lim sup
n→∞
1
n
log spr(M2n,Hn).
We conclude that
0 = lim sup
n→∞
1
n
spr(M2n,Hn) ≤ lim sup
n→∞
(
2PGur(r, TψHn )− 2P (r, σ)
)
,
i.e. supn PGur(r, TψHn ) = P (r, σ), as required.
We now prove the claim. We have that∑
u1∈Wn
a,a† (g,g
−1)
er
n(u1x1) =
∑
u1∈Wn
a,a† (g)
er
n(u1x1) + er
n(u†1x1),
and by weak symmetry,∑
u1∈Wn
a,a† (g,g
−1)
er
n(u1x1) ≤
∑
u1∈Wn
a,a† (g)
2Dne
rn(u1x1).
Therefore,
∑
g1,...,g2l∈G:
g1···g2k=h
k∏
i=1
∑
u1∈Wn
a,a† (gi,g
−1
i )
er
n(u1x1)
∑
u2∈Wn
a†,a(gi+1,g
−1
i+1)
er
n(u2x2)
≤
∑
g1,...,g2k∈G:
g1···g2k=h
k∏
i=1
∑
u1∈Wn
a,a† (gi)
2Dne
rn(u1x1)
∑
u2∈Wn
a†,a(gi+1)
2Dne
rn(u2x2)
= (2Dn)
2k
∑
g1,...,g2l∈G:
g1···g2k=h
k∏
i=1
∑
u1∈Wn
a,a† (gi)
er
n(u1x1)
∑
u2∈Wn
a†,a(gi+1)
er
n(u2x2).
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Using the Ho¨lder property of r, for each i we have,∑
u1∈Wn
a,a† (gi)
∑
u2∈Wn
a†,a(gi+1)
er
n(u1x1)er
n(u2x2)
≤ exp
|r|θ n∑
j=0
θj
 ∑
u∈Wna,a(gigi+1)
er
2n(ux2)
≤ cθ
∑
u∈Wna,a(gigi+1)
er
2n(ux2),
where cθ = exp
(
|r|θ
∑∞
j=0 θ
j
)
. We then bound the k-length product as
k∏
i=1
cθ
∑
u∈Wna,a(gigi+1)
er
2n(ux2) ≤ c2kθ
∑
u∈Wna,a(h)
er
2n(ux2).
Putting these bounds together gives
1
k
log
∑
h∈H
µ?k2n(h)
=
1
k
log
∑
h∈H
∑
g1,...,g2k∈G:
g1···g2k=h
k∏
i=1
∑
u1∈Wn
a,a† (gi,g
−1
i )
er
n(u1x1)
∑
u2∈Wn
a†,a(gi+1g
−1
i+1)
er
n(u2x2)

− log
∑
u∈Wn
a,a†
er
n(ux1)
∑
u∈Wn
a,a†
er
n(ux1)
≤ 1
k
log
∑
h∈H
∑
u∈W2nka,a (h)
er
2nk(ux2) − logBn + 2 log 2Dn + 2 log cθ.
Writing Cn = (2Dncθ)
2, concludes the proof of the claim.
3.8 Auxiliary lemmas
Recall that Lr has an isolated simple maximum eigenvalue at e
P (r,σ) and strictly
positive eigenfunction h ∈ Fθ. We say that a function r is normalised if Lr1 = 1.
Setting rˆ = r− log h+ log h ◦ σ − P (r, σ), we have that Lrˆ1 = 1, and moreover
the spectra are related by spr(Lr,H) = eP (r,σ)spr(Lrˆ,H). To see this, observe
that the following inequality is satisfied pointwise for every H,
enP (r)
infx h(x)
supx h(x)
(Lrˆ,H)n ≤ (Lr,H)n ≤ enP (r) supx h(x)
infx h(x)
(Lrˆ,H)n.
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Therefore it suffices to prove Theorem 3.4.1(ii) under the assumption that r is
normalised.
We write CcH ⊂ C∞H for the cone of non-negative functions that are
constant in the Σ+-coordinate; that is, f ∈ CcH if f(x, g) = f(z, g) ≥ 0 for any
x, z ∈ Σ+ and g ∈ G/H. Note that Lr,H does not preserve this cone.
As in the previous section, we write ρH : G → U(`2(G/H)) for the
permutation representation determined by HEG. Write `2+(G/H) for the cone
of non-negative functions in `2(G/H).
Lemma 3.8.1. There exists a constant C such that, for any H EG,
‖(Lr,H)n‖ = sup {‖(Lr,H)nf‖ : f ∈ CcH , ‖f‖ = 1}
≤ C sup

∥∥∥∥∥ ∑
σny=z
er
n(y)ρH(ψ
n(y))f
∥∥∥∥∥
`2(G/H)
: f ∈ `2+(G/H), ‖f‖ = 1, z ∈ Σ+

Proof. The first equality is straightforward: for any f ∈ C∞H , define fˆ(x, g) =
supx∈Σ |f(x, g)|. Then fˆ ∈ CcH with ‖fˆ‖ = ‖f‖; and we have ‖(Lr,H)nfˆ‖ ≥
‖(Lr,H)nf‖.
We now show the second inequality. We have
‖(Lr,H)nf‖ =‖
∑
u∈W
1[u](Lr,H)nf‖
≤ #Wmax
u∈W
√∑
g∈G
sup
x∈[u]
|(Lr,H)nf(x, g)|2.
Write u = v for the letter attaining this maximum and fix z ∈ [v]. For any
x ∈ [v] and any f ∈ CcH we have
(Lr,H)nf(x, g) =
∑
σny=x
er
n(y)f(z, ψnH(y)g).
In addition,
sup
x∈[v]
|(Lr,H)nf(x, g)| ≤ exp
( |r|θ
1− θ
) ∑
σny=z
er
n(y)f(z, ψnH(y)g).
Writing fˆ(g) = f(z, g), we have that fˆ(g) ∈ `2+(G/H), and
(Lr,H)nf(x, g) =
∑
σny=x
er
n(y)ρH(ψ
n(y))fˆ(g).
56
Therefore we have,
‖(Lr,H)nf‖ = ≤ #W exp
( |r|θ
1− θ
)√√√√∑
g∈G
( ∑
σny=z
ern(y)ρH(ψn(y))fˆ(g)
)2
= C
∣∣∣∣∣ ∑
σny=z
er
n(y)ρH(ψ
n(y))fˆ
∣∣∣∣∣
with C = #W exp
( |r|θ
1−θ
)
. This completes the proof.
As we have related the spectrum of the group extended transfer oper-
ators to expressions involving representations of G in `2(G/H), we will make
use of some general results about these representations.
Lemma 3.8.2 (Følner [16]). If G is non-amenable then:
∀ > 0 : ∃B ⊂ G,B finite : ∀E ⊂ G,E finite : ∃b ∈ B : #E ∩ E · b ≤ #E.
Proof. In [16] it is shown that G is amenable if and only if there exists 0 such
that for any finite collection a1, . . . , an ∈ G there exists a finite E ⊂ G with
1
n
n∑
i=1
#(E ∩ Eai) ≥ 0#E.
Negating these statements gives that G is non-amenable if and only if for all 
there exists a finite collection a1, . . . , an ∈ G such that for every finite E ⊂ G
we have
1
n
n∑
i=1
#(E ∩ Eai) ≤ #E.
And since
1
n
n∑
i=1
#(E ∩ Eai) ≤ #E =⇒ #(E ∩ Eai) ≤ #E for at least one ai
the lemma follows.
Let κ > 0 and ρ : G → U(H) be such that κA(ρ,1) ≥ κ/2. Let f ∈ H
with |f | = 1. By the parallelogram law, there is a ∈ A with
|ρ(a)f + f | = 2
√
1− |ρ(a)f − f |2 /4 ≤ 2
√
1− κ2/16.
We write κ1 =
√
1− κ2/16.
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Lemma 3.8.3. Let  > 0 be arbitrary. There is a finite subset B = B() ⊂ G,
such that the following holds. Assume that ρ : G→ U(H) with κA(ρ,1) = κ > 0,
for some finite subset A of G. For any f ∈ (H, |·|) and for each n we may choose
En = En(f, ) ⊂ G with the following properties:
1.
∣∣∣∑g∈En ρ(g)f ∣∣∣ ≤ 2n(1− κ1)n |f |;
2. #En ≥ 2n(1− )n
3. For any g ∈ En, we have g ∈ (A ∪B)n.
Remark 3.8.1. Notice that though En depends on f and on H, the subset B
does not depend on f or H.
Proof. Let  > 0 be arbitrary. Let B = B() be the finite set given in Lemma
3.8.3. We may assume that e ∈ B. Let f ∈ H be arbitrary. We proceed by
induction.
Base case n = 1. We may choose a ∈ A such that
|ρ(a)f + f | ≥ κ |f | ≥ κ
2
|f | ,
and so
|ρ(a)f + f | ≤ 2(1− κ1) |f | ,
satisfying condition 1. Then setting E1 = {a, e} completes the base case of the
induction.
Inductive step. Assume the claim is true for n. Set fn =
∑
g∈En ρ(g)f . Let
a ∈ A such that |ρ(a)fn − fn| ≥ κ |fn|. Let b ∈ B such that
#(En ∪ Ena) ∩ (En ∪ Ena) · b ≤ #Ena = #En.
Notice that it follows that
#Ena ∩ Enab ≤ #(En ∪ Ena) ≤ 2#En,
and similarly
#En ∩ Enab ≤ 2#En.
We have two cases to consider:
Case 1. |ρ(b)ρ(a)fn − ρ(a)fn| ≥ κ2 |fn|. The result follows easily setting En+1 =
Ena ∪ Enab.
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Case 2. Otherwise,
|ρ(ba)fn − fn| = |ρ(ba)fn − ρ(a)fn + ρ(a)fn − fn|
≥ |ρ(a)fn − fn| − |ρ(b)ρ(a)fn − ρ(a)fn|
≥ κ
2
|fn|
The result follows by setting En+1 = En ∪ Enab.
3.9 Proof of Theorem 3.4.1(ii)
We are now almost in a position to prove the theorem. Therefore, assume that
(Σ+, ψ,G) satisfies (LVR), and write the associated map χ, linear constant L
and remainder set R ⊂ G. Let N be a collection of normal subgroups of G for
which
inf
H∈N
κA/H(piG/H ,1) = κ > 0,
for a finite generating set A ⊂ G. Recall from section 3.8 that it suffices to
prove the theorem under the condition that r is normalised.
The aim of this section is to find N1, N2 ∈ N and η(κ) > 0 such that,
for any H ∈ N , for any f ∈ `2+(G/H), |f | = 1, and any x ∈ Σ+,∣∣∣∣∣∣
∑
σnN1y=x
er
nN1 (y)ρH(ψ
nN1(y))f
∣∣∣∣∣∣ ≤ (1− η(κ))nN2 .
In this case, by the inequality given in Lemma 3.8.1,
‖(LN1H,r)n‖
≤ C sup

∣∣∣∣∣∣
∑
σnN1y=x
er
nN1 (y)ρH(ψ
nN1(y))f
∣∣∣∣∣∣ : f ∈ `2+(G/H), |f | = 1, x ∈ Σ+

≤ C(1− η(κ))nN2 ,
and so spr(Lr,H) ≤ (1− η(κ))
N2
N1 < 1, as required.
We proceed with this aim. We simplify the notation by identifying ψH
with ρH ◦ ψ. In this way our aim is to find∣∣∣∣∣∣
∑
σnN1y=x
er
nN1 (y)ψnN1H (y)f
∣∣∣∣∣∣ ≤ (1− η(κ))nN2 .
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Recall that κA(ρH ,1) = κA/H(piG/H ,1) and so, by hypothesis,
inf
H∈N
κA(ρH ,1) = κ.
Once and for all, fix  > 0 sufficiently small to satisfy the following
inequality
(1− ) > (1− κ1),
where κ1 =
√
1− κ2/16, as in the previous section. Now that  is fixed, the set
B = B() from Lemma 3.8.3 is fixed.
The following constants appear in the estimations: α = minx∈Σ+ er(x), p
is the aperiodicity constant for Σ+, W = #W, R = #R, L is the (LVR) linear
constant, and we write K = maxg∈A∪B∪R kg, where kg denotes the length of
the word χ(g). With these definitions we have ψkg(χ(g)) = r0(g)gr1(g) with
kg ≤ mKL, for some r0(g), r1(g) ∈ R, for each m, and each g ∈ (A ∪B)m.
Fix m sufficiently large to satisfy the inequality
(1− )m
(1− κ1)m > exp
|r|θ
1− θ (mKLRW )
2.
It will be useful to write
κ2 =
1
mKL
(1− )m − exp |r|θ
1− θ (RW )
2mKL(1− κ1)m > 0.
Lemma 3.9.1. Let H ∈ N be arbitrary. For every f ∈ `2+(G/H), |f | = 1, and
every v0, v1 ∈ W there exists Pv0,v1 ⊂ WmKL+2pv0 such that∣∣∣∣∣∣
∑
w∈Pv0,v1
ψmKL+2pH (w)f
∣∣∣∣∣∣ ≤ 2m((RW )2mKL(1− κ1)m),
and
#Pv0,v1 ≥
1
mKL
2m(1− )m.
Proof. We describe a procedure to sandwich an arbitrary word w between any
two letters v0, v1; and then apply this to wg = χ(g).
Let v0, v1 ∈ W be arbitrary. For each v ∈ W fix u0(v) ∈ Wp with initial
letter (u0(v))
0 = v0, and such that u0(v)v is admissible. For each 0 ≤ s ≤ mKL,
and each v ∈ W, fix u1(v, s) ∈ WmKL+p−s with initial letter (u1(v, s))0 = v
and such that u1(v, s)v1 is admissible.
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Let H ∈ N be arbitrary, and let f ∈ `2+(G/H). Fix
Em = Em
∑
r∈R
ρH(r)
∑
j∈W,
0<s≤mKL+p
ψmKL+p−sH (u1(s, j))f
 .
Define Pv0,v1 to be the collection of words pg = u1(w
0
g , kg)wgu0(w
kg−1
g ),
g ∈ Em (recall that w0g , wkg−1g denote the initial and terminal letters of wg
respectively). Then Pv0,v1 ⊂ WmKL+2p.
The map g 7→ pg is not necessarily injective, as if wg1 is nested in wg2
then it is possible to choose u1(w
0
g , kg), for g = g1, g2, such that pg1 = pg2 .
However, this is the only way in which the map fails to be injective: if wg1
(respectively, wg2) is not nested in wg2 (respectively, wg1), then pg1 6= pg2 .
Since the length of u1(w
0
g , kg) is at most mKL, it follows that, for a fixed g1,
pg1 = pg2 for at most mKL distinct g2. Thus,
#Pv0,v1 ≥
1
mKL
# {wg : g ∈ Em} ≥ 1
mKL
2m(1− )m.
Since f ≥ 0, we can make the following estimations,∣∣∣∣∣∣
∑
w∈Pv0,v1
ψmKL+2pH (w)f
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
g∈Em
ψpH(u0(w
0
g))ψ
kg
H (wg)ψ
mKL+p−kg
H (u1(w
kg−1
g , kg))f
∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣
∑
i∈W
ψpH(u0(i))
∑
g∈Em
ρH(r0(g))ρH(g)ρH(r1(g))
∑
j∈W,
0<s≤mKL
ψmKL+p−sH (u1(s, j))f
∣∣∣∣∣∣∣∣
≤W
∣∣∣∣∣∣∣∣
∑
r0∈R
ρH(r0)
∑
g∈Em
ρH(g)
∑
r1∈R
ρH(r1)
∑
j∈W,
0<s≤mKL
ψmNq+p−sH (u1(s, j))f

∣∣∣∣∣∣∣∣
≤ RW2m(1− κ1)m
∣∣∣∣∣∣∣∣
∑
r1∈R
ρH(r1)
∑
j∈W,
0<s≤mKL
ψmKL+p−sH (u1(s, j))f
∣∣∣∣∣∣∣∣
≤ (RW )2mKL2m(1− κ1)m |f | .
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For every x ∈ [v0] we may extend Pv0,v1 to Px,v1 ⊆ σ−(mKL+2p)x. We
informally refer to elements of Px,v1 as paths (from v1 to x). We are now ready
to prove the theorem.
Proof of Theorem 3.4.1(ii). For simplicity, we write M = mKL+ 2p. In order
to prove the theorem recall it suffices to show that,∣∣∣∣∣∣
∑
σnMy=x
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣ ≤ (1− αM2mκ2)nm
for any H ∈ N , any f ∈ `2+(G/H) with |f | = 1, and for any x ∈ Σ+. Note that
α,m,M, κ2 do not depend on H or on f .
Base case. Let x ∈ Σ+ be given. Fix some v1 ∈ W and let Px,v1 be given by
Lemma 3.9.1. We have,∣∣∣∣∣∣
∑
σnMy=x
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
w∈WMx
(er
M (wx) − αM1Px,v1 (w))ψMH (w)f
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
w∈WMx ,w∈Px,v1
αMψMH (w)f
∣∣∣∣∣∣
≤ (1− αM#Px,v1)+ αM
∣∣∣∣∣∣
∑
w∈WMx ,w∈Px,v1
ψMH (w)f
∣∣∣∣∣∣
≤
(
1− 1
mKL
2m(1− )mαM
)
+ αM (RW )2mKL2m(1− κ1)m
= 1− αM2m
(
1
mKL
(1− )m − (RW )2mKL(1− κ1)m
)
≤ 1− αM2mκ2.
Inductive step. Assume that for every f ∈ `2+(G/H), and every x ∈ Σ+,∣∣∣∣∣∣
∑
σnMy=x
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣ ≤ (1− αMκ2)nm.
We will show that for every f ∈ `2+(G/H) and every x ∈ Σ+,∣∣∣∣∣∣
∑
σ(n+1)My=x
er
(n+1)M (y)ψ
(n+1)M
H (y)f
∣∣∣∣∣∣ ≤ (1− αMκ2)(n+1)m.
With this aim, let f ∈ `2+(G/H) and x ∈ Σ+ be arbitrary. Fix some v1 ∈ W
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and xˆ ∈ [v1]. Let Px,v1 correspond to Em = Em
(∑
σnMy=xˆ ψ
nM
H (y)f
)
.
We have∣∣∣∣∣∣
∑
σ(n+1)My=x
er
(n+1)M (y)ψ
(n+1)M
H (y)f
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∑
σMx′=x
∑
σnMy=x′
er
M (x′)er
nM (y)ψmKL+2H (x
′)ψnMH (y)f
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∑
σMx′=x
∑
σnMy=x′
(er
M (x′) − αM1Px,v1 (x′))er
nM (y)ψMH (x
′)ψnMH (y)f
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∑
x′∈Px,v1
∑
σnMy=x′
αMer
nM (y)ψMH (x
′)ψnMH (y)f
∣∣∣∣∣∣ .
We estimate the second term as∣∣∣∣∣∣
∑
x′∈Px,v1
∑
σnMy=x′
αMer
nM (y)ψMH (x
′)ψnMH (y)f
∣∣∣∣∣∣
≤ αM exp
(
M∑
i=1
|r|θθi
)∣∣∣∣∣∣
∑
x′∈Px,v1
ψMH (x
′)
∑
σnMy=xˆ
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣
≤ αM exp
( |r|θ
1− θ
)
(RW )2mKL2m(1− κ1)m
∣∣∣∣∣∣
∑
σnMy=xˆ
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣ .
Write xmax for the element in Σ
+ maximizing
z 7→
∣∣∣∣∣∣
∑
σnMy=z
er
nM (z)ψnMH (y)f
∣∣∣∣∣∣ .
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We have,∣∣∣∣∣∣
∑
σMx′=x
∑
σnMy=x′
(er
M (x′) − αM1Px,v1 (x′))er
nM (y)ψMH (x
′)ψnM (y)f
∣∣∣∣∣∣
≤
∑
σMx′=x
(er
M (x′) − αM1Px,v1 (x′))
∣∣∣∣∣∣
∑
σnMy=x′
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣
≤
∑
σMx′=x
(er
M (x′) − αM1Px,v1 (x′))
∣∣∣∣∣∣
∑
σnMy=xmax
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣
≤ (1− αM 1
mKL
2m(1− )m)
∣∣∣∣∣∣
∑
σnMy=xmax
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣ .
We therefore conclude the inductive step,∣∣∣∣∣∣
∑
σ(n+1)My=x
er
(n+1)M (y)ψ
(n+1)M
H (y)f
∣∣∣∣∣∣
≤
(
αM exp
( |r|θ
1− θ
)
(RW )2mKL2m(1− κ1)m + 1− 1
mKL
2m(1− )mαM
)
×
∣∣∣∣∣∣
∑
σnMy=xmax
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣
≤ (1− αM2mκ2)
∣∣∣∣∣∣
∑
σnMy=xmax
er
nM (y)ψnMH (y)f
∣∣∣∣∣∣ .
3.10 Proof Theorem 3.4.1(iii)
As in section 3.8, we normalise a Ho¨lder function f by setting fˆ = f − log h+
log h◦σ−P (f, σ), where h is the eigenfunction (of maximal eigenvalue) for Lf .
Let s 7→ rs ∈ Fθ be continuous (in the ‖ · ‖θ topology) for s ∈ [−1, 1]. Write hs
for the maximal eigenfunction for Lrs . Since the maximal eigenvalue is simple
and isolated for all s, it follows that s 7→ hs is continuous for s ∈ [−1, 1]; see for
instance [23, Chapter 4]. Write rˆs = rs − log hs + log hs ◦ σ − P (rs, σ). Then it
follows that s 7→ rˆs ∈ Fθ is also continuous for s ∈ [−1, 1].
Proof of Theorem 3.4.1(iii). Assume that infH∈N κA/H(piG/H ,1) = κ > 0. As
64
in the previous section, choose  < κ1 and choose m such that
(1− )m
(1− κ1)m > (mKLRW )
2 exp
( |rˆ0|θ
1− θ
)
.
Since s 7→ rˆs is continuous, we may choose δ > 0 such that
(1− )m
(1− κ)m > (mKLRW )
2 exp
( |rˆs|θ
1− θ
)
,
for all s ∈ [−δ, δ]. Write
β = min
s∈[−δ,δ]
min
x∈Σ+
exp (rˆs(x)) .
and
κ2 =
(
1
mKL
(1− )m −
(
max
s∈[−δ,δ]
exp
|rˆs|θ
1− θ
)
(RW )2mKL(1− κ1)m
)
,
Note that κ1 depends only on κ; W and p depend only on Σ
+; and R depends
only on ψ. Therefore κ2 is constant in H ∈ N and s ∈ [−δ, δ].
Following the proof of Theorem 3.4.1(ii) we deduce that for each s ∈
[−δ, δ],
spr(Lrs,H) ≤ (1− βmKL+2p2mκ2)spr(Lrs),
i.e.
sup
s∈[−δ,δ]
sup
H∈N
spr(Lrs,H) < spr(Lr0).
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Chapter 4
Markov Grammars and
critical exponents
We generalise the results of chapters 2 and 3 to CAT(−1) spaces. We use
symbolic dynamics given by the Markov grammar for Γ0, as formulated by
Bourdon [3], Lalley [27], and Pollicott and Sharp [39, 40]. We show that, for
those Γ0 with a gregarious Markov grammar, we have δΓ < δΓ0 when Γ0/Γ
is non-amanable; and moreover there is a gap uniform in Γ if and only if the
Kazhdan distances of the permutation representation of Γ0/Γ are bounded away
from 0.
4.1 Introduction
Let X be a CAT(−1) space and let Γ0 be a non-elementary cocompact group
of isometries acting freely and properly discontinuously on X. That is, X is
a (simply connected) complete geodesic metric space in which every triangle
is, roughly speaking, as pinched as the corresponding triangle in hyperbolic
space of constant curvature −1. This generalises the setting of chapter 2 and
3: any complete, simply connected Riemannian manifold of curvature bounded
above by −1 is CAT(−1). Many constructions in the smooth case pass to the
CAT(−1) case; for instance the visual boundary ∂X, limit sets and critical
exponents. Since Γ0 is non-elementary, the cardinality of ∂X is greater than 2
(and indeed is uncountably infinite).
Let Γ be a normal subgroup of Γ0. For some choice of x ∈ X, the
Poincare´ series ηΓ(s) is defined to be,
ηΓ(s) =
∑
g∈Γ
e−sd(x,gx),
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where it converges. In this setting, we will make use of the following character-
isation of the critical exponent δΓ of Γ,
δΓ = inf {s ∈ R : ηΓ(s) <∞} .
(The definition is independent of the choice of x ∈ X.) We have the relation,
δΓ = lim sup
T→∞
1
T
log #{g ∈ Γ : d(x, gx) ≤ T};
and for Γ0 the limit exists and δΓ0 > 0.
An important case of a CAT(−1) space is the Cayley graph X of the
free group on d ≥ 2 generators (with respect to its symmetric free basis S).
Writing |g|S for the minimal length of the element g expressed as a word in S,
we have that d(g, h) = |g−1h|S defines a CAT(−1) metric on X. In this case,
δFd = 2d− 1, and for any H E Fd,
δH = lim sup
N→∞
1
N
log #{g ∈ H : |g|S ≤ N},
is the relative growth of H in Fd. Then a theorem of Grigorchuk [18] states that
δH = δFd if and only if Fd/H is amenable. Moreover, it was conjectured [19]
that the same result should hold for the Cayley graph of any hyperbolic group.
We return to the general setting where X is CAT(−1). We have seen in
chapter 2, that when X is a Riemannian manifold, equality of critical exponents
δΓ = δΓ0 holds precisely when Γ0/Γ is amenable. In the CAT(−1) setting, the
result of Roblin [43] still applies: if Γ0/Γ is amenable then δΓ = δΓ0 . This
conclusion was also obtained by Sharp [48] in the case that Γ0 is a free group.
It is the latter approach that we wish to extend for a particular class of groups,
which we describe now.
Since Γ0 acts co-compactly on a CAT(−1) space, it follows that Γ0
is word hyperbolic. In this way we may associate to it a Markov grammar,
which is roughly speaking, a (finite) directed graph, with a distinguished initial
state, which writes the elements of Γ0 uniquely (and with minimal length).
Following Pollicott-Sharp [39], we say that the Markov grammar is gregarious
if the directed graph has only one connected component that is not a singleton.
These definitions will be made precise in section 4.2.
Theorem 4.1.1. Let Γ0 be a cocompact group of isometries of a CAT(−1)
space. Assume that Γ0 admits a Markov grammar that is gregarious. For any
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collection N of normal subgroups of Γ0, we have
inf
Γ∈N
κA/Γ(piΓ0/Γ,1) > 0 =⇒ sup
Γ∈N
δΓ < δΓ0 .
In particular, for any normal subgroup Γ ≤ Γ0, we have that δΓ = δΓ0 if and
only if Γ0/Γ is amenable
Remark 4.1.1. The class of groups with a Markov grammar that is gregarious
includes the class of all cocompact Fuchsian groups [39], [47].
4.2 Background and history
The classical examples of word hyperbolic groups are the cocompact discrete
groups of isometries of n-dimensional hyperbolic space. Seminal work of Can-
non [9] shows that the growth series fS(x) =
∑∞
n=0N(n)x
n, N(n) = #{g ∈ Γ0 :
|g|S = n}, of such a group G is a rational function. The key tool was to develop
a ‘linear recursion’ for writing the elements G – or in modern terminology, a
Markov grammar. Following Bourdon [3] and Lalley [27], this machinery was
employed by Pollicott and Sharp [39] to study comparison theorems between
the word length and geometric displacement of a point. And later, in the case of
variable negative curvature, Pollicott and Sharp [40] showed that the Poincare´
series of a discrete cocompact group of isometries Γ0 has a meromorphic con-
tinuation to an  > 0 neighbourhood of the half-plane Re(s) > δΓ0 . (And this
result extends to the CAT(−1) setting.)
We now describe the terminology of Markov grammars. See [17] for
further background. In the following, G is an arbitrary finitely generated group,
and S a symmetric generating set. Recall that |g|S denotes the length of the
element g expressed in the generators S.
Definition 4.2.1. A (strong) Markov grammar (with respect to S) is a (finite)
directed graph G = (V, E) with distinguished vertex ? ∈ V, and function λ :
E → S such that:
1. for every g ∈ G, there is a unique directed path wg = e0, e1, . . . , en−1
originating from ?, satisfying λ(en−1) · · ·λ(e1)λ(e0) = g;
2. wg = e0, e1, . . . , en−1 has its length n = |g|S .
In some literature, the term Markov grammar refers only to the first
condition. However, for brevity, we will use it to include the stronger definition
given here. We refer to ? as the initial state.
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Not all groups admit a Markov grammar. The following examples are
important to consider in our analysis in section 4.4.
Example 4.1. We construct a Markov grammar for the free group F2 with
generators a, b, a−1, b−1 in the following way. The states are
?, v(a), v(b), v(a−1), v(b−1),
and allowed transitions
1. ?, v(g) with λ(?, v(g)) = g; and
2. v(h), v(g) with λ(v(h), v(g)) = g, for each h 6= g−1, and all g = a, b, a−1, b−1.
Example 4.2. If G1, G2 are groups with Markov grammars G1,G2, then we
can construct a Markov grammar for the direct product G1 × G2, simply by
treating every vertex in G1 as the initial state for the Markov grammar G2. In
this way we construct a Markov grammar for F2 × F2. Notice that the relative
growth of F2 × {e} is equal to the growth of F2 × F2, despite the fact that
(F2 × F2)/(F2 × {e}) is non-amenable. This does not contradict our theorem
as F2 × F2 is not word hyperbolic.
Fortunately, there is a wide class of groups that do admit a Markov
grammar.
Proposition 4.2.1. Word hyperbolic groups admit a Markov grammar for ev-
ery S.
In the remainder, G is the Markov grammar for Γ0 with respect to some
S.
There is a natural equivalence relation ∼ on the vertices V of a directed
graph G given by i ∼ j when there is a directed path from i to j and from
j to i; or i = j. We refer to the G restricted to each ∼ partition element
as a connected component. In general, a Markov grammar may have multiple
connected components (note that the initial state always forms an isolated con-
nected component). Recall that we say that the Markov grammar is gregarious
if the directed graph has only one connected component that is not a single-
ton, and that as stated in Remark 4.1.1, this includes all cocompact Fuchsian
groups.
We turn the Markov grammar into a subshift of finite type in the fol-
lowing way. Let G0 = (V0, E0) be the directed graph obtained by adding a ‘sink’
state 0 to G. That is, V0 = V ∪ {0}, E0 = E ∪ {(i, 0) : i ∈ V0}. Let B be
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the vertex-transition matrix given by G0 and σ : ΣB → ΣB the corresponding
subshift of finite type with alphabet V0.
We can relate the geometry of the action of Γ0 to the statistics of a
Ho¨lder continuous function defined on Σ+B in the following way.
Proposition 4.2.2 (Pollicott-Sharp [40]). There is a Ho¨lder continuous r :
Σ+B → R such that
rn(wg0˙) = dX(x, gx),
where wg = ?, v1, . . . , vn is the vertex-path in G satisfying
λ(vn, vn−1) · · ·λ(v2, v1)λ(v1, ?) = g;
and 0˙ denotes an infinite string of 0s.
Remark 4.2.1. The proposition is originally stated in the case that X is a
negatively curved manifold. However, as observed by Sharp [48], the proof only
uses properties of the angles of triangles, and so the proposition equally applies
in the CAT(−1) setting. The r given by the proposition may not be positive,
but is eventually positive, i.e. there is n > 0 such that rn(x) > 0 for all x ∈ Σ+B.
Pollicott and Sharp use Proposition 4.2.2 as a basis for relating spectral
properties of the transfer operator to analytic properties of the Poincare´ series.
We state only a basic result of theirs, which is sufficient for our needs in section
4.4.
4.3 Non-aperiodic subshifts of finite type and group
extensions
The previous section gives us an example of a transition matrix that is not
irreducible. It is the purpose of this section to recall a well-known decomposition
into irreducible components and periodic powers, and show that this passes to
group extensions in a similar way.
We update some notation for this section. In the following, ∆ is an
arbitrary k × k transition matrix, and r : Σ+∆ → R is Ho¨lder continuous. Let
ψ : Σ+∆ → G depend only on the first coordinate. Recall from Chapters 2 and
3 that we define the group extension Tψ : Σ
+
∆ ×G→ Σ+∆ ×G by
Tψ(x, g) = (σx, gψ(x)
−1).
We use the notation {1, · · · , k} = W; Wn(∆) ⊂ Wn for the set of
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n-length words w allowed by ∆; Wnx (∆) ⊂ Wn(∆) for the subset with wx
admissible; and Wna,x(∆) ⊂ Wnx (∆) for the subset with w0 = a.
We write Lr,∆ for the transfer operator
Lr,∆f(x, g) =
∑
w∈Wx(∆)
er(wx)f(wx, gψ(w))
which is a bounded linear operator on the Banach space
C∞(Σ+∆) =
{
f ∈ C(Σ+∆ ×G,R) : ‖f‖∆ <∞
}
,
‖f‖∆ =
√∑
g∈G
sup
x∈Σ+
|f(x, g)|2.
Write Cc(Σ+∆) for the subspace of functions f ∈ C∞(Σ+∆) that are constant in
the Σ+∆-coordinate; i.e. f(x, g) = f(y, g) for all x, y ∈ Σ+∆ and g ∈ G. In this
way, Cc(Σ+∆) is isomorphic to `2(G).
We say that a k×k transition matrix ∆′ is a submatrix of ∆ if ∆′(i, j) =
1 =⇒ ∆(i, j) = 1, for any i, j. In this way, we have that Σ+∆′ ⊆ Σ+∆′ , and so
r = r|Σ∆′ : Σ
+
∆′ → R is Ho¨lder continuous.
We will find it useful to use the perspective of directed graphs: we
write G(∆) = (V, E(∆)) for the directed graph with vertices V = {1, . . . , k}
and edges E(∆) = {(i, j) : ∆(i, j) = 1}. We may partition V = V1 ∪ · · · ∪ Vs
into connected components. Write G1(∆1), . . . ,Gs(∆s) for the corresponding
subgraphs on these vertices, with submatrices ∆1, . . . ,∆s. We may assume (by
relabelling) that ∆(u, v) = 1 for u ∈ V i, v ∈ Vj implies that i ≤ j.
The following extends a standard result for transfer operators of sub-
shifts of finite type (see for instance [39]).
Lemma 4.3.1.
spr(Lr,∆, C∞(Σ+∆)) = maxi=1,...,s spr(Lr,∆i , C
∞(Σ+∆i))
Proof. We first remark that the inequality
spr(Lr,∆, C∞(Σ+∆)) ≥ maxi=1,...,s spr(Lr,∆i , C
∞(Σ+∆i)),
is easily verified. Therefore we proceed to show the reverse inequality.
For each N ∈ N, choose N such that for each i = 1, . . . , s,
‖Lkr,∆i‖1/k ≤ spr(Lr,∆i) + (N)
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for all k ≥ N ; and conversely, set
LN = max
k≤N
‖Lkr,∆s‖
(spr(Lr,∆s) + N )k
· · ·max
k≤N
‖Lkr,∆1‖
(spr(Lr,∆1) + N )k
.
Since
lim sup
n→∞
‖Lnr,∆i‖1/n = spr(Lr,∆i)
we may assume that N → 0 as N →∞.
For every w ∈ Wn(∆), we may decompose w uniquely as w = vs · · · v1;
with vi ∈ Wni(∆i) for some 0 ≤ ni ≤ n. (Here, ni = 0 corresponds to the empty
word.) For each a ∈ W, fix some xa ∈ Σ+∆. Define operators M(Wk(∆i)) :
`2(G)→ `2(G) by
M(Wk(∆i)) =
∑
a∈W1(∆i)
∑
w∈Wka (∆i)
er
k(wxa)ρ ◦ ψk(w)
It is straightforward that
∣∣M(Wk(∆i))∣∣ ≤ #W‖Lkr,∆i‖.
Let f ∈ Cc+(Σ+∆) ∼= `2+(G) be arbitrary. We have the pointwise inequality
Lnr,∆f(x, g) ≤ csL
∑
ns,...,n1:
ns+···+n1=n
M(Wns(∆s)) ◦ · · · ◦M(Wn1(∆1))f(g),
where cL = exp(
|r|θ
1−θ ). Since all the terms appearing are positive, we conclude
that
‖Lnr,∆f‖ ≤ csL
∣∣∣∣∣∣∣
∑
ns,...,n1:
ns+···+n1=n
M(Wns(∆s)) ◦ · · · ◦M(Wn1(∆1))f
∣∣∣∣∣∣∣
≤ csL
∑
ns,...,n1:
ns+···+n1=n
|M(Wns(∆s)) ◦ · · · ◦M(Wn1(∆1))f |
≤ csL
∑
ns,...,n1:
ns+···+n1=n
|M(Wns(∆s))| · · · |M(Wn1(∆1))|
≤ csL
∑
ns,...,n1:
ns+···+n1=n
‖Lnsr,∆s‖ · · · ‖Ln1r,∆1‖.
When ni ≤ N we estimate by LN , and when ni > N we estimate by (sprLr,∆i +
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N )
ni , to obtain
‖Lnr,∆f‖ ≤ LN#WscsL
∑
ns,...,n1:
ns+···+n1=n
(sprLr,∆s + N )ns · · · (sprLr,∆1 + N )n1
≤ LN#WscsLns−1 max
i=1,...,s
(sprLr,∆s + N )n.
Therefore,
lim sup
n→∞
‖Lnr,∆‖1/n ≤ max
i=1,...,s
spr(Lr,∆s) + N .
Since N → 0 as N →∞, we deduce that
spr(Lr,∆, C∞(Σ+∆)) ≤ maxi=1,...,s spr(Lr,∆i , C
∞(Σ+∆i))
as required.
In light of Lemma 4.3.1 it suffices to consider irreducible k×k matrix ∆
in the rest of our analysis. We now show how to decompose Σ+∆ into aperiodic
blocks.
For each i ∈ {1, . . . k}, write d(i) for the gcd of all (directed) loops from
i to itself. Since ∆ is irreducible, this is a constant function d(i) = d. Condsider
the kd×kd matrix ∆(d) defined by ∆(d)([v0, . . . , vd−1], [v′0, . . . , v′d−1]) = 1 if and
only if [v0, . . . , vd−1], [v′0, . . . , v′d−1] are both admissible concatenations by ∆ and
vd−1, v′0 is admissible by ∆. Then ∆(d) decomposes into irreducible components
A1, · · · , Ad. We claim that each is aperiodic (indeed, the gcd of loops based
at any vertex is equal to 1), and moreover that there are no transitions from a
state in Ai to a state in Aj if i 6= j. In this way, Σ+∆(d) = unionsqdi=1Σ+Ai . Moreover,
if we consider the inclusions Σ+Ai ⊆ Σ+∆, we may assume that the labelling has
been such that for each i σ(Σ+Ai) = Σ
+
Ai+1
(with the index taken modulo d).
We also have that, σd : Σ+∆ → Σ+∆ is isomorphic to σ : Σ+∆(d) → Σ+∆(d) . This
isomorphism maps Ldr to Lrd .
We obtain the following lemma for the group extensions.
Lemma 4.3.2.
spr(Ldr,∆, C∞(Σ+∆)) = maxi=1,...,d spr(Lrd,Ai , C
∞(Σ+Ai)).
Proof. We define a new norm on C∞(Σ+
∆(d)
) by
‖f‖ =
d∑
i=1
‖f1Σ+Ai‖Ai .
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Since Σ+
∆(d)
= unionsqdi=1Σ+Ai it is clear that (C∞(Σ+∆(d)), ‖ · ‖) is isomorphic to the
direct sum of Banach spaces (C∞(Σ+Ai), ‖ · ‖ΣAi ). The transfer operator factors
along the direct product as
Ld
r,∆(d)
=
d⊕
i=1
Lrd,Ai .
Observe that ‖ · ‖ is an equivalent norm to ‖ · ‖∆(d) . Since the spectrum of an
operator is invariant under equivalent norms it is clear that
spr(Ld
r,∆(d)
, C∞(Σ+
∆(d)
)) = max
i=1,...,d
spr(Lrd,Ai , C∞(Σ+Ai)).
4.4 Proof of the Theorem
We will make use of the group extension Tψ : ΣB × Γ0 → ΣB × Γ0, with ψ :
ΣB → Γ0 defined by ψ(x) = (λ(x0, x1))−1, if x1 6= 0, and otherwise ψ(x) = e.
In this way ψ depends only on the first two coordinates. As in Chapter 3,
for each Γ E Γ0, write ψΓ for the projection of ψ to the quotient group Γ0/Γ,
and we write r : ΣB × Γ0 → R for the Γ0-invariant function which projects to
r : Σ+B → R given in proposition 4.2.2.
It will be useful to decorate the transfer operators as Lr,B,Γ to indicate
both the group Γ, and the matrix B.
We may now relate the Poincare´ series to the transfer operators Lr,B,Γ.
We have
ηΓ(s) =
∑
g∈Γ
e−sd(x,gx)
=
∑
g∈Γ0
e−sd(x,gx)1Γ(g)
=
∑
g∈Γ0
e−sr
n(wg 0˙)1Γ(g)
=
∑
n∈N
∑
a∈W,a6=0
∑
w∈Wn?,a
e−sr
n(wa0˙)1Γ(ψ
n(wa))
=
∑
a∈W,a6=0,?
∑
n∈N
Ln−sr,B,Γ1[?]×{e}(a0˙, e).
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In particular, for Γ = Γ0 we see that
ηΓ0(s) =
∑
a∈W,a6=0,?
∑
n∈N
Ln−sr,B1[?](a0˙).
Let Q be the irreducible component of B corresponding the the con-
nected component of G that is not a singleton. Write ∆1, . . . ,∆s for the re-
maining irreducible components of B.
Lemma 4.4.1 (Pollicott-Sharp [40]). Let 0 < s ≤ δΓ0. We have that
spr(L−sr,Q, C(Σ+Q), ‖ · ‖∞) ≤ 1,
with equality spr(L−sr,Q, C(Σ+Q), ‖ · ‖∞) = 1 precisely when s = δΓ0. For the
remaining irreducible components we have
spr(L−sr,∆i , C(Σ
+
∆i
), ‖ · ‖∞) < 1.
Proof. Since r is eventually positive, it follows that −srmn > 0 when s > 0, for
any m ∈ N. Moreover, since each ∆i corresponds to a singleton, we have that
spr(L−sr,∆i , C(Σ
+
∆i
), ‖ · ‖∞) < 1.
For the remainder we will omit reference to the Banach space and simply
write spr(L−sr,B), spr(L−sr,Q) for the spectral radii. Suppose that 0 < s ≤ δΓ0 .
Then by definition of δΓ0 , we have that ηΓ0(s) diverges; and so, for some a,
1 ≤ lim sup
n→∞
(Ln−sr,B1[?](a0˙))
1/n ≤ lim sup
n→∞
‖Ln−sr,B1[?]‖1/n∞ .
Therefore s < δΓ0 implies that spr(L−sr,B) ≥ 1. Since spr(L−sr,∆i) < 1, we
conlude by Lemma 4.3.1 that spr(L−sr,B) = spr(L−sr,Q) ≥ 1.
On the other hand, suppose that s > δΓ0 . Then ηΓ0(s) converges; and
so, for all a,
lim sup
n→∞
(Ln−sr,B1[?](a0˙))
1/n ≤ 1.
Writing cL = exp(
|r|θ
1−θ ), we have that for each v ∈ W(Q),
Ln−sr,B1[v](xv) ≤ cLLn−sr,B1[v](v0˙),
for any xv ∈ [v] admissible in Q. And so,
‖Ln−sr,Q1‖∞ ≤ cL#W max
u∈W(Q)
Ln−sr,Q1[u](u0˙).
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Let pv be the length of a path from ? to v. It can be seen that
Ln−sr,Q1[v](v0˙) ≤ α−pvLn+pv−sr,B1[?](v0˙),
where α = min er(x). Therefore, for each a 6= ?, 0, we have
lim sup
n→∞
‖Ln−sr,Q‖1/n ≤ lim sup
n→∞
(
Ln+pa−sr,B1[?](a0˙)
)1/n ≤ 1.
Since s 7→ spr(L−sr,Q) is convex, it follows that spr(L−sr,Q) = 1 precisely
when s = δΓ0 .
We are now ready to prove the theorem.
Theorem 4.4.1. Let Γ0 be a cocompact group of isometries of a CAT(−1)
space. Assume that Γ0 admits a Markov grammar that is gregarious. For any
collection N of normal subgroups of Γ0, we have
inf
Γ∈N
κA/Γ(piΓ0/Γ,1) > 0 =⇒ sup
Γ∈N
δΓ < δΓ0 .
In particular, for any normal subgroup Γ ≤ Γ0, we have that δΓ = δΓ0 if and
only if Γ0/Γ is amenable
Proof. Recall that it is due to Roblin [43] that Γ0/Γ amenable =⇒ δΓ =
δΓ0 . Therefore, in order to prove the theorem, it suffices to show that for any
collection N of normal subgroups of Γ0, we have
inf
Γ∈N
κA/Γ(piΓ0/Γ,1) > 0 =⇒ sup
Γ∈N
δΓ < δΓ0 .
(This includes the case where N = {Γ}, a normal subgroup with non-amenable
quotient.)
If Q is not aperiodic, let A be an aperiodic component and let its period
be N . It is clear that the induced group extension over Σ+A satisfies (LVR). (To
see this, note that wg = u1uAu2, where uA is in the aperiodic component, and
u1 and u2 have length bounded by a constant independent of g.) Therefore we
may apply Theorem 3.4.1 to give that there is 0 <  < δΓ0 such that for all
Γ ∈ N and s ∈ (δΓ0 − , δΓ0 + ),
spr(L−srN ,A,Γ) < spr(L−δΓ0rN ,A) = 1.
Then, by Lemma 4.3.2, and the spectral mapping theorem,
spr(L−sr,Q,Γ) ≤ (spr(L−srN ,A,Γ))1/N < 1.
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Recall that, by Lemma 4.3.1,
spr(L−sr,B,Γ) = max{spr(L−sr,Q,Γ), spr(L−sr,∆i,Γ) : i = 1, . . . , s}.
For s ∈ (δΓ0 − , δΓ0 + ) we therefore have that
spr(L−sr,B,Γ) < 1,
as spr(L−sr,∆i,Γ) ≤ spr(L−sr,∆i) < 1.
Therefore, for all s ∈ (δΓ0 − , δΓ0 + ),
ηΓ(s) =
∑
a∈W,a6=0,?
∑
n∈N
Ln−sr,B,Γ1[?]×{e}(a0˙, e)
converges as spr(L−sr,B,Γ) < 1. This implies that δΓ < δΓ0 −  as required.
Question 4.3. It was essential to the proof that B have only one connected
component that is not a singleton in order to deduce that the restriction to Σ+A
satisfies (LVR). Indeed as Example 4.2 shows, this is false for direct products,
as each irreducible component may see ‘disjoint’ parts of the group. However,
as remarked, direct products are not word hyperbolic in general, and so one can
ask if this problem persists for word hyperbolic groups. More precisely, suppose
Q1, . . . , Qs are maximal irreducible components, in the sense that the spectral
radius of the transfer operator is attained at each. Can we say anything about
the restriction of ψΓ to Qi?
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