We consider a one-warehouse, N-identical-retailer model. Random demands occur at the retailers with complete backlogging. The retailers replenish their inventories from the warehouse, which in turn orders from an outside supplier with unlimited stock. Each retailer places an order every N periods according to a base-stock policy, and the reorder intervals of the retailers are staggered so that only one retailer places an order in each period. The warehouse orders according to an (s, S) policy based on its own inventory position. We consider two allocation policies, past priority allocation (PPA) and current priority allocation (CPA), which specify how the retailer orders are filled at the warehouse. For the PPA model, we provide an exact procedure for computing the long-run average total cost. Based on the exact procedure, we develop an approximate model that can be used to determine near-optimal control parameters for both the PPA and the CPA model. We conduct a computational study to test the effectiveness of the approximate model and to compare the performance of the two allocation policies.
INTRODUCTION
W e consider a distribution system with one warehouse and N retailers. Random demands occur at the retailers only, and excess demands are completely backlogged. The retailers replenish their inventories from the warehouse, which in turn orders from an outside supplier assumed to have unlimited stock. We assume that the retailers are identical, i.e., they have identical cost structures, leadtimes, and demand distributions. The warehouse follows a periodic-review (s, S) policy based on its local inventory position: As soon as its inventory position (its on-hand inventory plus outstanding orders minus backlogged retailer orders) falls to or below s, it places an order to raise its inventory position up to S. A unique feature of our model is that the replenishment decisions at the retailers are coordinated in the following fashion. Each retailer is allowed to order only once every N periods, and the reorder intervals of the retailers are staggered so that only one retailer orders in each period. Also, the warehouse is allowed to ship to a retailer only when the retailer is scheduled to order. For example, if there are seven retailers, then each retailer follows a weekly order schedule so that retailer 1 orders on every Sunday, retailer 2 orders on every Monday, etc., and the warehouse cannot ship to retailer 1 unless it is a Sunday. (The case where the retailers order in groups can be analyzed similarly as long as every group has the same number of retailers.) Each retailer follows a base-stock policy with the same orderup-to level Y: An order is placed every N periods to raise its inventory position (its on-hand inventory plus outstanding orders minus customer backorders) to the constant level Y. Retailer orders are filled by the warehouse according to an allocation policy, which will be described shortly. Therefore, we envision a decentralized distribution system where the only information communicated from the lower echelon to the upper echelon is through the orders placed by the retailers in the above staggered fashion. The planning horizon is infinite, and the objective is to minimize the long-run average system-wide cost.
The above one-warehouse, multiretailer model is motivated by the Norton Auto Supply case (Hammond 1989) . (Through the case writer, we have identified the company featured in the case. Preliminary discussions are under way to identify joint research opportunities.) The company has one central distribution center (CDC) and 20 regional distribution centers (RDC). The market is partitioned so that the RDCs face similar demand patterns. The RDCs are then divided into five groups according to their geographical proximity. There are four RDCs in each group. Each group follows a weekly order schedule, and the order schedules for the different groups are staggered so that only one group of RDCs orders on each day from Monday to Friday. The staggered ordering schedule is reasonable when, say, the CDC has limited capacity. For example, the transportation fleet at the CDC can only deliver to one group of RDCs in a single day.
Recently, we visited a distribution center in the New York area for a high-end fashion retailer. The manager there showed us a staggered replenishment policy they used to coordinate deliveries to the company's department stores on the East Coast. Because each store is replenished in constant intervals, it is easier for the stores to plan for Subject classifications: Inventory/production: multi-echelon, stochastic, coordination, heuristics.
Area of review: LOGISTICS AND SUPPLY CHAIN OPERATIONS.
the incoming shipments so that the merchandise is properly received and promptly displayed on the floor. Another benefit of the staggered policy is that it smooths the workload at the distribution center and provides the truck drivers with a simple, fixed schedule. Given the benefits of the staggered policy, it is not surprising that it is also used in other industries such as food and tobacco. In a different context, the staggered ordering policy has been suggested for its ability to reduce the so-called bullwhip effect; see Lee et al. (1997) . We consider two different types of allocation policies that specify how the retailer orders are going to be filled by the warehouse. One is first-come, first-served. Under this policy, when a retailer order exceeds the warehouse onhand inventory, the unfilled portion of the retailer order is backlogged at the warehouse. When the warehouse receives a shipment from the outside supplier, the received quantity is first used to satisfy the backlogged retailer orders on a first-come, first-served basis, and the remaining quantity becomes the on-hand inventory at the warehouse, which is used to fill future retailer orders. Because priority is always given to the previous backlog, we refer to the above allocation policy as past priority allocation (PPA). Note that under PPA, it is possible that the inventory used to fill the backlogs from retailer 1, for example, stays in the warehouse for several periods before it is shipped to retailer 1. This occurs if the retailer is not scheduled to order when the allocation takes place. Therefore, there may be situations in which the warehouse is unable to satisfy a retailer order but at the same time has inventories earmarked for the other retailers. This motivates the second type of allocation policy, called current priority allocation (CPA). Under CPA, when the warehouse receives a shipment from the outside supplier, it is immediately added to the warehouse on-hand inventory. In each period the warehouse considers only the designated retailer for the period and uses its on-hand inventory to fill the current as well as the backlogged orders from that retailer. The advantage of CPA is that it eliminates the unpleasant scenario where inventories sit idle at the warehouse while an incoming retailer order has to be backlogged. However, under CPA, there is a possibility that some retailers are backlogged successively for several order epochs while at the same time orders from other retailers are satisfied by the warehouse without any backlogging. The advantage of PPA is that it leads to a tractable model, and it seems fair in one way.
For the PPA model, we develop an exact procedure for evaluating the long-run average system-wide cost. This procedure is efficient and is based on a cost-accounting scheme that enables us to compute the average costs at the retailers recursively. Our method is different from the widely used approach based on the characterization of the delay (or retard) that a retailer order experiences at the warehouse (see, e.g., Svoronos and Zipkin 1988) . It is also different from the disaggregation method based on allocating the warehouse backorders among the retailers (see, e.g., Graves 1985 and Zheng 1997) . The exact evaluation procedure indicates that the average cost is a rather complicated function of the control parameters, Y and (s, S). To help determine the optimal control parameters that minimize the average cost (of the PPA model), we develop an approximation. The approximate cost function has a component that has the same structure as the cost function of a two-stage, serial system (i.e., onewarehouse, one-retailer system). This observation simplifies optimization significantly. A computational study shows that the policy parameters based on the approximate cost function are indeed very close to being optimal.
On the other hand, for the CPA model, it is extremely difficult to evaluate the average cost exactly. Fortunately, a simulation study suggests that the optimal control parameters based on the PPA model are still very close to being optimal for the CPA model. In other words, even if we decide to use CPA, we can still rely on the PPA model for finding near-optimal control parameters. A numerical comparison between the two allocation policies indicates that CPA is slightly better than PPA on average, but there is no dominance.
One-warehouse, multiretailer systems have attracted much research attention in the literature. The discretetime models of one-warehouse, multiretailer systems have been studied under different assumptions by, e.g., Eppen and Schrage (1981) , Federgruen and Zipkin (1984a, b) , Jackson (1988) , and Nahmias and Smith (1994) . Some assume that the warehouse does not hold any inventory, thus an incoming shipment to the warehouse is allocated among the retailers immediately. Others allow the warehouse to hold inventory so that the retailers may be replenished within a warehouse order cycle. Most assume complete backlogging of customer demand at the retail level-except for Nahmias and Smith, who consider partial lost sales. However, none of these papers considers staggered ordering policies for the retailers. There are also continuous-time models of one-warehouse, multiretailer systems, see, e.g., Duermeyer and Schwarz (1981) . In these models it is unlikely that two retailers order at the same time. Therefore, the retailer orders are "staggered," but in a completely random and uncoordinated fashion. A recent paper by Cachon (1996) does consider a model where the retailers follow staggered order schedules. However, in his model the shipping schedules for the retailers are not coordinated in the same fashion because the warehouse is allowed to ship to a retailer in any period to fill a previously backlogged order from that retailer. Assuming that both echelons use (R, nQ) policies, he develops an exact evaluation procedure. Note that while base-stock policies are special cases of (R, nQ) policies, (s, S) policies are not. (The above list of papers is by no means complete. We refer the reader to the review articles by Axsater 1993 , Federgruen 1993 , and Nahmias and Smith 1993 for further references.) Graves (1996) develops a multi-echelon inventory model where each facility is allowed to order only at preset times. Therefore, staggered ordering policies fall under his framework. The key difference between our model and his is in the allocation policy. He assumes a "virtual allocation policy" under which the warehouse inventories are virtually committed to the retail sites as customer demands occur at the retail level. Note that under both PPA and CPA, the allocation decisions are postponed until a retailer places an order. For multi-echelon inventory systems, it is well known that the postponement of allocation decisions will in general lead to better decisions. This is called statistical economies of scale. The idea is that by delaying the allocation decisions, one can hope to have more (thus better) demand information before allocating. We believe that both the PPA and CPA models will provide lower costs than the virtual allocation model. (Note that Graves makes the virtual allocation assumption primarily for tractability.)
The rest of the paper is organized as follows. Section 2 introduces the model and notation. Section 3 develops an exact evaluation procedure. Section 4 presents an approximate cost function that can be easily minimized. Section 5 reports a computational study. Section 6 concludes the paper with an extension. All the sections except §5 are devoted to the PPA model. Whenever possible, we remark on how the CPA model differs from the PPA model and point out why the former is intractable.
MODEL AND NOTATION
The model consists of one warehouse and N identical retailers. The warehouse orders from an outside supplier with unlimited stock. Each order by the warehouse incurs a fixed cost and arrives after a constant leadtime. The transportation leadtime from the warehouse to the retailers is constant. (Lateral transshipment between the retailers is not allowed.) Random customer demands arise at the retailers only, and they are independent and identically distributed across time periods and across retailers. Unsatisfied customer demands are completely backlogged. Linear holding costs are assessed at each facility, and linear backorder costs are assessed at each retailer.
The warehouse follows a periodic-review (s, S) policy based on its own inventory position; i.e., when its inventory position is at or below s, it places an order to increase its inventory position to S. Each retailer places an order once every N periods according to a base-stock policy with order-up-to level Y. The retailers' reorder intervals are staggered so that only one retailer orders in each period. For example, suppose there are seven retailers and each retailer follows a weekly order schedule. Under the staggered ordering policy, retailer 1 orders every Sunday, and retailer 2 orders every Monday, etc. A shipment can be made to a retailer only when the retailer is scheduled to order. The retailer orders are filled at the warehouse on a first-come, first-served basis, i.e., PPA is in place.
To fully understand the material flow through the warehouse, imagine that there are N ϩ 1 bins numbered 0, . . . , N in the warehouse (see Figure 1) . When retailer N places an order, the warehouse attempts to fill this order as much as possible by transferring inventory from bin 0 to bin n. In case bin 0 has insufficient inventory, the warehouse creates an outstanding order for the retailer for the unfilled amount. When a shipment arrives at the warehouse, it is first used to fill the outstanding orders for the retailers on a first-come, first-served basis. The inventory used to fill the outstanding orders for retailer i is placed in bin i, i ϭ 1, . . . , N; the remainder goes to bin 0. The amount shipped to retailer n on its order occasion is the inventory in bin n after the warehouse completes the inventory allocation for the period.
REMARK. The material flow is somewhat different under CPA (current priority allocation). Here, all incoming orders to the warehouse go directly to bin 0. Suppose retailer n places an order in period t. The warehouse tries to fill this order as well as the cumulative outstanding orders for retailer n by transferring inventory from bin 0 to bin n. In case bin 0 has insufficient inventory, the amount short becomes the new cumulative outstanding orders for retailer n. Note that all bins except for bins 0 and n have zero inventories in period t.
Define the following:
K ϭ fixed cost for placing an order with the outside supplier. H ϭ echelon holding cost per unit per period at the warehouse. L ϭ transportation leadtime from the outside supplier to the warehouse, a nonnegative integer representing the number of periods. h ϭ echelon holding cost per unit per period at the retailers, h 0. 
For clarity, we assume that the following events occur sequentially at the beginning of each period t:
(i) The designated retailer, say n, places an order.
(ii) The warehouse reviews its inventory position and places an order, if necessary.
(iii) The warehouse order due this period arrives and is used to fill the outstanding orders for the retailers (if any) under the PPA rule. Inventories are then transferred to the retailer bins, and the remainder goes to bin 0. An outstanding order (or any portion thereof) for a retailer, once filled, is no longer considered outstanding, even if it is not yet shipped.
(iv) The warehouse fills the current order from retailer n as much as possible by transferring inventory from bin 0 to bin n. If bin 0 has insufficient inventory, the warehouse creates an outstanding order for retailer n for the unfilled portion.
(v) The contents in bin n are shipped to retailer n.
(vi) The shipment due to a retailer this period is received. (Only one retailer can receive a shipment in each period.) Outstanding customer backorders (if any) are satisfied.
Demand accrues throughout the rest of the period. At the end of the period, holding and backorder costs are assessed.
We next introduce additional notation to describe the inventory state of the system. For each period t, let t Ϫ be the time epoch after all the events at the beginning of the period have occurred but before demand arises, and let t ϩ represent the end of the period. For some inventory variables, this distinction is unnecessary since they remain unchanged from t Ϫ to t ϩ . These variables are defined at either t Ϫ or t ϩ . Define the following:
IP 0 (t) ϭ warehouse inventory position at t Ϫ or t ϩ . ϭ inventory on hand at the warehouse (i.e., in bin 0) plus orders in transit to the warehouse minus outstanding orders for the retailers. I 0 (t) ϭ inventory on hand at the warehouse (i.e., in bin 0) at t Ϫ or t ϩ . B 0 (t) ϭ total outstanding orders for the retailers at the warehouse at t Ϫ or t ϩ .
n (t) ϭ total outstanding orders for retailer n at the warehouse at t Ϫ or t ϩ . IC n (t) ϭ inventory committed to retailer n at the warehouse at t Ϫ or t ϩ (i.e., inventory in bin n). IT n (t) ϭ inventory in transit to retailer n at t Ϫ or t ϩ . IP n (t) ϭ inventory position at retailer n at t Ϫ . ϭ inventory on hand at retailer n plus inventory in transit to retailer n minus customer backorders at retailer n. NIP n (t) ϭ nominal inventory position at retailer n at t Ϫ . ϭ outstanding orders for retailer n at the warehouse plus inventory committed to retailer n at the warehouse (i.e., in bin n) plus the inventory position at retailer n. I n (t) ϭ inventory on hand at retailer n at t ϩ . B n (t) ϭ customer backorders at retailer n at t ϩ .
Note that neither IP 0 (t) nor IL 0 (t) include the inventories in the retailer bins. In other words, for the purpose of determining the warehouse inventory position/level, one can imagine that the retailer bins are placed "outside" the warehouse.
With the above definitions, we can describe the (Y, s, S) policy more precisely. At each period t, the designated retailer, say retailer n, orders to increase its nominal inventory position up to Y. Thus NIP n (t) ϭ Y. Then, the warehouse reviews its inventory position. If it is at or below s, the warehouse orders to increase its inventory position up to S. Thus, s ϩ 1 IP 0 (t) S for all t.
For the rest of the paper we assume S 0. We make this assumption in order to facilitate certain regenerative arguments to be used later. Moreover, the assumption is intuitively appealing for the following reason. Suppose S Ͻ 0. In this case, each unit ordered by a retailer is included in a subsequent warehouse order. The time between these two orders is referred to as the order delay for this unit. The warehouse order takes L periods to arrive from the outside supplier. When the warehouse order arrives, the unit is allocated to the bin associated with the retailer. This unit will not be shipped until the retailer's next order occasion. This represents another delay, called the shipping delay. When the unit is shipped, it takes l periods to arrive at the retailer. The sum of the order delay, the shipping delay, and the two transportation leadtimes is the total leadtime for the given unit. Clearly, the transportation leadtimes are not affected by the value of S. We believe that the shipping delay is a result of the staggered structure, which is obviously unaffected by the value of S. But if we increase S to zero (with S Ϫ s fixed), then the order delay is reduced. Therefore, this change of S shortens the total leadtime for the unit and thus lowers holding and backorder costs at the retailers. On the other hand, the above change in S clearly does not affect the inventory in 284 / CHEN AND SAMROENGRAJA bin 0 (which remains zero), and it does not seem to affect the average inventory levels in the other bins (this is confirmed in simulation examples). Moreover, the warehouse average fixed costs remain unchanged since S Ϫ s is fixed. In other words, increasing S to zero does not change the costs at the warehouse. The above arguments suggest that the system as a whole benefits from changing S to zero and it thus makes sense to restrict ourselves to control parameters with S 0. However, we allow the reorder point s to be negative. (In fact, many numerical examples have an optimal reorder point that is negative.)
COST EVALUATION
In this section we consider the PPA model and show how to evaluate its long-run average cost exactly. We begin by introducing a cost-accounting scheme to organize the costs into a convenient form. Then, it becomes apparent that the most challenging step is to evaluate the average costs at the retailers, which, as it turns out, can be computed recursively and exactly.
At the end of each period, we assess holding and backorder costs based on the inventory status of the system. First, determine the system on-hand inventory and charge H for each unit. The system on-hand inventory consists of the on-hand and committed inventories at the warehouse (i.e., the contents in bins 0, . . . , N), inventories in transit to the retailers, and inventories on hand at the retailers. (It is easy to see that the long-run average holding cost associated with the inventories in transit to the retailers is constant and is independent of the control parameters. The inclusion of this cost component, while not essential for determining the optimal control parameters, simplifies presentation.) Second, charge h for each unit of on-hand inventory at the retailers. Finally, charge p for each unit of customer backorder at the retailers. Therefore, the total holding and backorder cost assessed in period t is
Subtracting and adding H ¥ nϭ1 N B 0 n (t), which is equal to HB 0 (t) by definition, to the above expression, we have
which, after subtracting and adding H ¥ nϭ1 N B n (t), becomes
where NIP n (t ϩ ) is the nominal inventory position at retailer n at the end of period t.
Take any retailer n, and consider the long-run average value of NIP n (t ϩ ). Suppose retailer n places an order in period .
. Because the next order by retailer n occurs in period ϩ N, we have
Because the above long-run average value is the same for every retailer, the long-run average value of H ¥ nϭ1
For the rest of the section, we concentrate on the long-run average values of the remaining terms in (1).
We begin by introducing a cost-accounting scheme for charging holding and backorder costs. First note that
(We use Z(t, t ϩ L] because IP 0 (t) is assessed after the retailer order in period t.) Because the orders from the retailers are independent and identically distributed,
The above time-shifting idea can also be used to charge the holding and backorder costs at the retailers. Consider any retailer n. Suppose it orders at period t with IP n (t) ϭ
and IP n (t) is independent of D[t, t ϩ l] (the retailer faces iid demands), we have
Moreover, because the next order by the retailer occurs in period t ϩ N, the retailer does not receive any shipment in periods t ϩ l ϩ 1, . . . , t ϩ l ϩ N Ϫ 1. Thus
. . , N Ϫ 1. In other words, the distributions of IL n (t ϩ l ϩ i) for i ϭ 0, . . . , N Ϫ 1 are all determined by y. As a result, the expected holding and backorder costs at retailer n over periods t ϩ 1, . . . , t ϩ l ϩ N Ϫ 1 can be expressed as the following function of y:
because I n ϭ (IL n ) ϩ and B n ϭ (IL n ) Ϫ by definition. We have thus grouped the holding and backorder costs incurred at retailer n over an N-period interval into a single term.
285
CHEN AND SAMROENGRAJA / Now we are ready to introduce a cost-accounting scheme for charging the holding and backorder costs at the retailers: For each period t, first determine which retailer is scheduled to order in period t ϩ L, and let it be retailer n; and then charge g(IP n (t ϩ L)) to period t. This costaccounting scheme represents a particular way of grouping the holding and backorder costs at the retailers as well as a shift in time. While the time-shifting idea is commonly used in most stochastic inventory models, the grouping of retailer costs is new, the validity of which is explained below.
One way to determine the holding and backorder costs at the retailers is to count the costs across all the retailers in the first period, then in the second period, and so on. Summing the results across all the periods gives the total holding and backorder costs at the retailers. However, our approach is different. Take any period t. First, determine the retailer who is scheduled to receive a shipment from the warehouse in period t. (There is, of course, exactly one such retailer.) Let it be retailer 1. Now count the holding and backorder costs at retailer 1 in periods t, . . . , t ϩ N Ϫ 1. Call the total the "cost" in period t. Do the same for every period. The total holding and backorder costs at the retailers are determined by summing the "costs" across all the periods. The two approaches lead to the same long-run average holding and backorder costs at the retailers. Figure 2 illustrates the above two approaches for grouping costs. In this example there are three retailers. Ovals represent holding and backorder costs. The shaded ovals and the arrows represent how costs are grouped. For an alternative explanation of the equivalence of the two grouping techniques, see the Appendix.
There is also a shift in time embedded in our costaccounting scheme. Recall that in period t, we identify the retailer that is ordering in period t ϩ L, say retailer n, and charge g(IP n (t ϩ L)) to period t. By the definition of g٪, g(IP n (t ϩ L)) represents the (conditional) expected holding and backorder costs at retailer n in the interval Figure 3 illustrates the time epochs when cost assessments take place and the intervals covered by each assessment. The rationale for charging g(IP n (t ϩ L)) to period t is that a statistical link can be established, as we shall see below, between IP n (t ϩ L) and IP 0 (t), which is determined by the warehouse's ordering decision in period t.
In sum, to period t we charge a warehouse holding cost, HIL 0 (t ϩ L), and a retailer holding-backorder cost, g(IP n (t ϩ L)), where n is the retailer who orders in period t ϩ L.
We proceed to derive the long-run average system-wide cost. Define a cycle to be the time interval between two consecutive orders by the warehouse. At the beginning of each cycle, the warehouse inventory position is S. As independent and identically distributed orders from the retailers arrive at the warehouse, the warehouse inventory position decreases. Because the retailer orders unsatisfied from the warehouse on-hand inventory are fully backlogged, each retailer order reduces the warehouse inventory position by the amount ordered. As soon as the warehouse inventory position falls to or below s, an order is placed with the outside supplier and a new cycle begins. Therefore, the warehouse inventory position evolves in exactly the same manner as in the standard single-location (s, S) model with iid demands. This enables us to use the following standard results. (We refer the reader to Veinott and Wagner 1965 and Federgruen 1991 Illustration of the grouping techniques. Figure 3 . Illustration of the cost-accounting scheme: time-shift.
HIL 0 (t ϩ L) to period t. Thus, given IP 0 (t) ϭ y, the expected warehouse holding cost in period t is HE( y Ϫ Z(t, t ϩ L]) ϭ H( y Ϫ LN) (see (3)
). The expected warehouse holding cost in a cycle can thus be expressed as
Let k(Y, s, S) be the expected holding and backorder costs at the retailers in a cycle. Note that a setup cost K is incurred for each cycle, and the expected cycle length is M(S Ϫ s). From (2) and (4), we have the following expression for the long-run average system-wide cost:
where c 0 ϭ HN͓͑N ϩ 1͒/ 2 ϩ L͔.
Now it remains only to evaluate k(Y, s, S).
Take any period t, and let n be the retailer who orders in period t ϩ L. Recall that the holding and backorder costs at the retailers charged to period t are g(IP n (t ϩ L)). Now suppose IP 0 (t) is given. To determine IP n (t ϩ L), notice that IP 0 (t) may include some outstanding orders in transit from the outside supplier to the warehouse. But all (and only) these orders will have arrived by period t ϩ L. Besides, the retailer orders are satisfied at the warehouse on a first-come, first-served basis with full backlogging. Therefore, as far as IP n (t ϩ L) is concerned, the exact delivery times of those outstanding orders are not important. For convenience, we adopt the following convention for the rest of this section:
Delivery Convention: To determine IP n (t ϩ L), one can assume that all the orders placed by the warehouse before or in period t have been delivered by period t.
REMARK. Under CPA, the above Delivery Convention is no longer valid because the distribution of IP n (t ϩ L) depends not only on IP 0 (t) but also on the exact pattern of deliveries from the outside supplier to the warehouse in periods t ϩ 1, . . . , t ϩ L. This is the main reason why, under CPA, the exact evaluation of the average costs is extremely complicated.
Suppose IP 0 (t) ϭ y. Let us try to determine the value of IP n (t ϩ L), where n is the retailer who orders in period t ϩ L. (In other words, we establish the statistical linkage between IP 0 (t) and IP n (t ϩ L), which was mentioned when we introduced the accounting scheme.) First, suppose y 0. In this case, the warehouse has nonnegative on-hand inventory at the beginning of period t, which implies that all the previous retailer orders have been covered by period t. Since there are no deliveries to the warehouse in periods t ϩ 1, . . . , t ϩ L (as per the Delivery Convention), the value of IP n (t ϩ L) is uniquely determined by y and the retailer orders in periods t ϩ 1, . . . , t ϩ L. Because the distributions of these retailer orders are known, the distribution of IP n (t ϩ L) is determined by y. Now suppose y Ͻ 0. Because the warehouse has a negative inventory level at the beginning of period t, some of the previous retailer orders have not been covered by period t. Moreover, all the subsequent retailer orders placed in periods t ϩ 1, . . . , t ϩ L will be completely backlogged. In order to determine the value of IP n (t ϩ L), we need to know the exact portion of the warehouse backlog in period t (i.e., Ϫy) that belongs to retailer n, which depends on the history of retailer orders before period t. Therefore, the value of IP 0 (t), if negative, is not sufficient for determining the distribution of IP n (t ϩ L). The above two cases suggest that we need to have two different approaches for computing the expected holding and backorder costs at the retailers, depending on the sign of the warehouse inventory position. (Recall that S was assumed to be nonnegative. Note that at the beginning of a warehouse cycle, the warehouse inventory position is S and all the backlogged retailer orders incurred previously have been cleared (as per the Delivery Convention) because S is nonnegative. This initial state and the order process from the retailers, both of which are the same for every warehouse cycle, uniquely characterize the evolution of the warehouse inventory position and the backlogged retailer orders for the rest of the cycle. This regenerative argument facilitates the determination of the expected holding and backorder costs at the retailers. On the other hand, if S Ͻ 0, then the above regenerative argument fails because the initial state of the backlogged retailer orders changes from cycle to cycle. This complicates the analysis.)
We divide the warehouse cycle into two parts: The nonnegative (resp., negative) part consists of those periods where the warehouse inventory position is nonnegative (resp., negative). (Note that if s Ϫ1, then the warehouse inventory position will never become negative.) Let k 1 (Y, s, S) (resp., k 2 (Y, s, S)) be the expected holding and backorder costs at the retailers in the nonnegative (resp., negative) part of a cycle. Thus k (Y, s, S) s, S) . We derive these functions separately.
Take any period t in the nonnegative part of a cycle. Let IP 0 (t) ϭ y 0. Let n be the retailer who orders in period t ϩ L. Define G͑ y͒ ϭ E͓ g͑IP n ͑t ϩ L͉͒͒IP 0 ͑t͒ ϭ y͔.
We provide below a recursive procedure for computing the above G٪ function.
We begin by introducing a sequence of functions. For any x 0, define U( x, i) ϭ expected value of g(IP n (t ϩ L)) given the warehouse on-hand inventory at the beginning of period U( y, 0) . Also define, for any x Ͻ 0, 287 CHEN AND SAMROENGRAJA / U( x, i) ϭ expected value of g(IP n (t ϩ L)) given that the retailer order in period t ϩ i is the first to exceed the warehouse on-hand inventory, and the excess is Ϫ x, i ϭ 1, . . . , L.
It is rather easy to determine U( x, i) for any x Ͻ 0. Because the warehouse on-hand inventory is depleted in period t ϩ i (for the first time), all the retailer orders placed in periods t ϩ i ϩ 1, . . . , t ϩ L are backordered. In particular, all the orders by retailer n in this interval, the total of which is Z n (t ϩ i, t ϩ L], are not satisfied by period t ϩ L. Let the shortfall at retailer n be the total unsatisfied orders from the retailer in period t ϩ L. If retailer n orders in period t ϩ i, then the shortfall at retailer n is Ϫx ϩ Z n (t ϩ i, t ϩ L]; otherwise, the shortfall is just Z n (t ϩ i, t ϩ L]. Combining these two cases, we have
for any x Ͻ 0 and i ϭ 1, . . . , L. (To determine whether or not retailer n orders in period t ϩ i, simply note that each retailer orders once every N periods and that retailer n orders in period t ϩ L.) We next present a recursive formula for computing U( x, i) for any x 0 and i ϭ 0, . . . , L Ϫ 1. Let Z be the retailer order in period t ϩ i ϩ 1. Thus the warehouse inventory level at the beginning of period (t ϩ i ϩ 1) is x Ϫ Z. If x Ϫ Z 0 then by definition, the conditional expected value of g(IP n (t ϩ L)) is U( x Ϫ Z, i ϩ 1); otherwise, the order in period t ϩ i ϩ 1 is the first to exceed the warehouse on-hand inventory with excess Z Ϫ x and by definition, the conditional expected value of g(I-
On the other hand, it follows by definition that
The recursive procedure (6), together with the above boundary condition, can be used to compute G( y), i.e., U( y, 0), for any y 0. Now we are ready to give an expression for k 1 (Y, s, S). If s Ϫ1 then by the standard renewal argument, we have
On the other hand, if s Ͻ Ϫ1, then the nonnegative part ends when the warehouse inventory position is at Ϫ1 or below. In this case,
Combining the above two cases, we have
We proceed to derive k 2 (Y, s, S), the expected holding and backorder costs at the retailers charged to the negative part of a cycle. (Clearly, this is necessary only if s Ͻ Ϫ1.) Take any period t in the negative part of a cycle. Thus s Ͻ IP 0 (t) Ͻ 0. Define the shortfall at a retailer to be the total unfilled orders by that retailer. (Thus the Delivery Convention implies that the total shortfall across all the retailers in period t is ϪIP 0 (t) Ͻ Ϫs.) Suppose that retailer n orders in period t ϩ L. For any x n 0 and x Ϫn 0 with x n ϩ x Ϫn Ͻ Ϫs, define V( x n , x Ϫn ) ϭ expected holding and backorder costs at retailer n charged to periods t, t ϩ N, etc., until the end of the cycle, given that the shortfall at retailer n in period t is x n and the total shortfall at the other retailers in period t is x Ϫn . Also define
As we shall see shortly, once the V( ⅐ , ⅐ ) function is determined, it is rather easy to compute k 2 (Y, s, S). We now present a recursive procedure for computing V( x n , x Ϫn ) for any x n 0 and x Ϫn 0 with x n ϩ x Ϫn Ͻ Ϫs. First, consider the expected holding and backorder costs at retailer n charged to period t. Note that the retailer orders placed in periods t ϩ 1, . . . , t ϩ L are still backlogged at the warehouse in period t ϩ L. In particular, the orders by retailer n in periods t ϩ 1, . . . , t ϩ L, the total of which is
As a result, the expected holding and backorder costs (at retailer n) charged to period t are Eg͑Y Ϫ x n Ϫ Z n ͑t, t ϩ L͔͒. Now consider the expected holding and backorder costs at retailer n charged to periods t ϩ N, t ϩ 2N, etc., until the end of the cycle. Recall that Z n (t, t ϩ N] is the total orders placed by retailer n from period t ϩ 1 to t ϩ N. Let Z Ϫn (t, t ϩ N] be the total orders placed by the other retailers in the same time interval. Let xЈ n ϭ x n ϩ Z n (t, t ϩ N] and xЈ Ϫn ϭ x Ϫn ϩ Z Ϫn (t, t ϩ N]. If xЈ n ϩ xЈ Ϫn Ϫs, then an order has already been placed by the warehouse at or before period t ϩ N. In this case, the expected holding and backorder costs charged to periods t ϩ N, etc., until the end of the cycle are zero, which is equal to V( xЈ n , xЈ Ϫn ) (see (8)). On the other hand, if xЈ n ϩ xЈ Ϫn Ͻ Ϫs, then by definition, the expected holding and backorder costs at retailer n charged to periods t ϩ N, etc., until the end of the cycle are V( xЈ n , xЈ Ϫn ). Therefore,
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The above formula, together with the boundary condition in (8), can be used to compute the V( ⅐ , ⅐ ) function efficiently.
The above V( ⅐ , ⅐ ) function can be used to compute k 2 (Y, s, S). Suppose retailer 1 places an order in period 1 that decreases the warehouse inventory position from a nonnegative value to ϪX, where X 1. (The labeling here is arbitrary. The X is the excess of a renewal process and its distribution can be easily obtained, see, e.g., Ross 1983.) Recall that the holding and backorder costs charged to period 1 are associated with a particular retailer. Let it be retailer n 1 , i.e., retailer n 1 is scheduled to order in period 1 ϩ L. Now consider the expected holding and backorder costs at retailer n 1 charged to the negative part of the cycle. To do this, we first need to assess the shortfall at retailer n 1 in period 1, x n 1 , as well as the total shortfall at the other retailers in period 1, x Ϫn 1 . Note that if n 1 ϭ 1 then x n 1 ϭ X and x Ϫn 1 ϭ 0; otherwise, x n 1 ϭ 0 and x Ϫn 1 ϭ X. For the former case, the expected holding and backorder costs at retailer n 1 charged to the negative part of the cycle are EV(X, 0); and for the latter, EV(0, X). To determine k 2 (Y, s, S), we need to carry out the above analysis for every retailer (we just did for retailer n 1 ). Note that retailer 1 orders in period 1, retailer 2 orders in period 2, etc., and retailer N orders in period N. For m ϭ 2, . . . , N, let Z m be the retailer order quantity in period m and let n m be the retailer whose costs are charged to period m (i.e., retailer n m is scheduled to order in period m ϩ L). For m ϭ 1, . . . , N, define
Note that W m is the shortfall at retailer n m in period m. (Figure 4 illustrates the above definitions of n m and W m for the case with N ϭ 3 and L ϭ 2.) Because the total shortfall across all the retailers in period m is X ϩ ¥ iϭ2 m Z i , the total shortfall across all the retailers except retailer n m in period m is X ϩ ¥ iϭ2 m Z i Ϫ W m . Consequently, the expected holding and backorder costs at retailer n m charged to the negative part of the cycle are
Summing over m ϭ 1, . . . , N, we have
With (5), (7), and (10), the development of the exact evaluation procedure is now complete.
APPROXIMATION AND HEURISTIC SOLUTION
The exact evaluation procedure developed in the previous section indicates that c(Y, s, S) is a complex function of the three control parameters Y, s, and S. To help determine the optimal values of these control parameters, we develop an approximate cost function in this section which has a simple structure and thus is easy to minimize. The optimal solution based on the approximate cost function can be used as a heuristic solution to the original problem, or it can be used as a starting point in the search for the optimal solution to the original problem using the exact cost function. The goodness of the heuristic solution will be tested in a computational study reported in the next section.
Recall from the previous section that the most difficult step in evaluating the long-run average cost of any given (Y, s, S) policy is to compute the expected holding and backorder costs at the retailers. We simplify this step by an approximation. Take any period t, and let n be the retailer who orders in period t ϩ L. Let IP 0 (t) ϭ y. From (3),
then the warehouse has a list of outstanding orders for the retailers in period t ϩ L. If we assume that all these outstanding orders belong to retailer n, then
(Because some of the outstanding orders may belong to the other retailers, this approximation overestimates the shortfall at retailer n.) Combining the above two cases, we have
which leads to the following approximate holding and backorder costs (at retailer n) charged to period t:
As a result, we can approximate the expected holding and backorder costs at the retailers in a warehouse cycle by 
where
Let (Ỹ, sЈ, SЈ) be the minimum point of c (Y, sЈ, SЈ) , which is easy to find, as we show next. We first note that c 0 (Y, sЈ, SЈ) has exactly the same form as the cost function of a two-stage, serial system (or a one-warehouse, one-retailer system). In this system, the upper stage uses the (sЈ, SЈ) policy based on the system (or echelon) inventory position and the lower stage uses a base-stock policy with order-up-to level Y. This is precisely the Clark and Scarf (1960) 
COMPUTATIONAL STUDY
We conducted a computational study to answer the following questions.
Y Is the heuristic solution developed in §4 close to optimal for both the PPA system and the CPA system? Y Does the optimal policy based on PPA still perform well for the CPA system? Is it better than the heuristic solution for the CPA system? Y Is one allocation policy better than the other?
For the computational study, we assumed that D (the demand at a retailer in one period) can be described by a negative binomial distribution with parameters (n, ), i.e.,
(See Nahmias and Smith 1994 for more discussions on the appropriateness of the negative binomial distribution.) We constructed 324 numerical examples by taking all possible combinations of N ϭ 2, 3, 5, 7; K ϭ 10, 100, 1000; H ϭ 1; L ϭ 1, 3, 5; h ϭ 1; p ϭ 10, 20, 30; l ϭ 3; and (n, ) ϭ (8, 0.5), (2, 0.5), and (1, 0.75). (
and their histograms are in Figures 5 through 8 , respectively. The numerical results suggest that (i) the heuristic solution based on the approximate cost function is effective for both the PPA and the CPA system; (ii) (Y p , s p , S p ) is close to optimal for the CPA system, and it is better than the heuristic solution; and (iii) CPA is slightly better than PPA on average, but there is no dominance. We also found that Y p Y 0 and Y c Y 0 for all the examples, where Y 0 is the minimum point of g٪. We can interpret Y 0 as the ideal base-stock level for the retailers. By having a less-than-ideal base-stock level at the retailers, more inventory can be centralized at the warehouse. The numerical examples suggest that this is in fact optimal! This can be attributed to the risk-pooling function of the warehouse.
Note that the different solutions have very different computational requirements. The heuristic solution is extremely easy to obtain with an average computing time of about 1 second across all examples. (All the computations were carried out on a Pentium 200 personal computer.) The heuristic solution is used as a starting point in the search for the optimal solutions for both the PPA and the CPA systems. The optimal solution for the PPA system is still easy to find if the search range is relatively small; the average time is about 7.2 seconds across all examples. (The search range increases as the setup cost and/or the average demand increases.) The computational effort for finding the optimal solution for the CPA system is significantly higher than that for the other two solutions due to simulation; the average time is about 12 minutes across all examples.
We also looked at the changes in computing times due to changes in problem parameters. We found that for fixed Performance of heuristic solution in PPA system.
Figure 6.
Performance of heuristic solution in CPA system.
Figure 7.
Performance of PPA-optimal solution in CPA system.
Figure 8.
Comparison between PPA and CPA. 291 CHEN AND SAMROENGRAJA / demand distributions, the computing times are most sensitive to N, the number of retailers. For the heuristic (resp., PPA) solution method, doubling N results in a 15% (resp., 80%) increase in computing times on average. The remaining parameters have negligible effects on the computing times. The spread of the demand distribution seems to have a significant impact on computing times: the larger the spread, the larger the search range for both the heuristic solution method and the PPA solution method.
Finally, we used certain techniques to enhance computational efficiency. First, the use of the negative binomial demand distribution simplifies convolutions. Second, for the PPA solution method, some intermediate results can be stored and used repeatedly. More specifically, the following functions remain unchanged as we search for the optimal control parameters (Y, s, S): the renewal density m٪, the renewal function M٪, the retailer holdingbackorder cost function g٪, and the U( ⅐ , ⅐ ) function.
CONCLUDING REMARKS
As we mentioned in the introduction, sometimes it may be more reasonable for the retailers to order in groups. If every group has the same number of retailers (like in the Norton case), then our exact evaluation procedure (for the PPA system) still holds with minor modifications. Let N be the number of groups, and M the number of retailers in each group. (So there are a total of NM retailers in the system.) Everything previously associated with a retailer is now associated with a group, e.g., IP n (t) is now the inventory position of group n, which is the sum of the individual inventory positions at the retailers in the group. The only exception is D, which still represents the demand at one retailer in a single period. Now suppose group n is scheduled to order in period t, and let IP n (t) ϭ y. Define ĝ͑ y͒ ϭ min Under the Allocation Assumption (see, e.g., Eppen and Schrage 1981) , ĝ( y) represents the expected holding and backorder costs in group n from period t ϩ l to t ϩ l ϩ N Ϫ 1. By simply replacing g٪ with ĝ٪ in §3, we have the exact evaluation procedure for the above group-ordering case. The approximation developed in §4 can be modified similarly.
We conclude this paper by suggesting several topics for future research. A critical assumption of this paper is that the retailers are identical. This assumption, while common in the literature, is restrictive. How should our results be modified when the retailers are significantly different? One issue raised in the Norton case is the issue of emergency shipments from the warehouse to the retailers. The company is considering using Federal Express to expedite some shipments. What is the impact of this? Also in the case are some different ways to measure customer service at the retail level. How to incorporate these into the model?
APPENDIX
An alternative explanation of the equivalence of the two techniques for grouping the retailer holding and backorder costs is as follows:
1. At any period t, there is exactly one retailer that was replenished by the warehouse (i.e., receiving a shipment) i periods ago; i ϭ 0, . . . , N Ϫ 1. 2. The probability distribution of the inventory level at a retailer i periods after it is replenished by the warehouse is identical for all retailers (since the retailers are identical). Hence the expected holding and backorder costs at a retailer in the ith period after replenishment (by the warehouse) are identical for all retailers. 3. Therefore, instead of charging the expected holding and backorder costs at all the retailers in period t, we charge the expected holding and backorder costs at one retailer in periods t, t ϩ 1, . . . , t ϩ N Ϫ 1.
In terms of Figure 2 , the above arguments show that in steady state, the expected holding and backorder costs at retailer 1 in periods t, t ϩ 1, and t ϩ 2 are equal to the expected holding and backorder costs at all the retailers in period t. However, the above explanation does require that the retailers be identical.
