We will use the author's Two Nonzero Component Lemma to give a new proof for the GreubReinboldt Inequality. This method has the advantage of showing exactly when the inequality becomes equality. It also provides information about vectors for which the inequality becomes equality. Furthermore, using the Two Nonzero Component Lemma, we will generalize GreubReinboldt Inequality to operators on infinite dimensional separable Hilbert spaces.
Introduction
Many authors have established Kantorovich inequality and its generalizations such as Greub-Reinboldt Inequality by variational methods. In a variational approach, one differentiates the functional involved to arrive at an "Euler Equation" and then solves the Euler Equating to obtain the minimizing or maximizing vectors of the functional involved. Solving these Euler Equations is tedious and generally provides little information (see [1] , subsection 4.4 for an example of this method). Others have established Kantorovich-type inequalities for positive operators by going through a two-step process which consists of first computing upper bounds for suitable functions on intervals containing the spectrum of suitable matrix and then applying the standard operational calculus to that matrix (see [2] ) for an example of this method. This method, which we refer to as "the operational calculus method", has the following two limitations:
First, it does not provide any information about vectors for which the established inequalities become equalities. Second, the operational calculus method is futile in extending Kantorovich-type inequalities to operators on an infinite dimensional Hilbert space. A number of Kantorovich-type inequalities are discussed in [3] .
In this paper we use the author's Two Nonzero Component Lemma to prove, improve and extend matrix form of Greub-Reinboldt Inequality.
The Two Nonzero Component Lemma
In his investigation on problems of antieigenvalue theory the author has discovered a useful lemma which he calls it the Two Nonzero Component Lemma (see [4] - [6] ). Although this Lemma is implicitly used in all of the papers just cited, it was not until 2008 that he stated a formal description of the Lemma in his paper titled, "Antieigenvalue Techniques in Statistics". Below is the statement of the lemma. For the proof of the lemma please see the author's work cited above. 
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What make the proof of the Lemma possible are the following two facts: First, the convexity of the set
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A slightly different form of the above inequality was proved by J. W. S. Cassels in 1951 (see Appendix 1 of [7] ). In the following section we provide a proof for the matrix form of Greub-Reinboldt Inequality based on the Two Nonzero Component Lemma. The proof is completely different than the proofs given by others, including Greub and Reinboldt themselves (see [8] ). This proof has the advantage of providing information about when the inequality becomes equality and gives information about vectors which make the inequality equality. Furthermore, as we will discuss in the Section 5, our method will indeed extend the Greub-Reinboldt Inequality to operators on an infinite dimensional Hilbert space. 
The Matrix Form of Greub-Reinboldt Inequality
where i x is the projection of x on the eigenspace corresponding to eigenvalue i α .
Proof. Without loss of generality we can assume 1 x = . Consider the functional ( ) 
By the spectral mapping theorem the inf on the right hand side of (24) can be represented as for pairs of i and . j Notice that since the expression in (33) is positive, for simplicity, we can first compute the infimum of the square of that expression on the convex set (34) and then take square root of the result Therefore, the problem is now reduced to finding ( ) 
Assume that i j < . Now we show that we must have 1 i = and j n = .
To prove this we must show 
The right side of 50 is simplified to ( )
Thus (50) 
