Abstract: In this study, the authors deal with the problem of parametric detection for relatively small targets using space-time adaptive processing (STAP). In contrast to the existing parametric STAP detectors, the proposed detectors perform range estimation by exploiting the spillover of the target energy between consecutive samples. To this end, the authors assume that the received useful signal is known up to a complex unknown deterministic factor parameter and the disturbance signal is modelled as a multichannel autoregressive Gaussian process. Moreover, the authors assume that a set of secondary data is available which are free of signal components, but have the same unknown parameters as the disturbance in the cells under test. Using these assumptions, the so-called simplified generalised likelihood ratio test (GLRT) and the two-step GLRT are derived and assessed. It is worth noting that the simplified GLRT is based on an asymptotic ML estimate of the amplitude, which leads to a simple and closed-form detection statistic. The performance assessment, conducted resorting to both simulated dataset and KASSPER dataset, has shown that the proposed decision schemes can provide accurate estimates of the target position within the cell under test and ensure enhanced detection performance compared with their natural competitors.
Introduction
Space-time adaptive processing (STAP) has been shown to be effective for clutter and jamming mitigation in airborne radar environments [1] . Traditional STAP detectors, such as Kelly's generalised likelihood ratio test (GLRT) [2] , the adaptive matched filter (AMF) [3] , the Rao and Wald tests [4] [5] [6] [7] and the adaptive coherence estimator [8] [9] [10] , usually involve estimating and inverting a large-size space-time covariance matrix of the disturbance signal of target-free training data (secondary data). As a consequence, they require a large number of secondary data and excessive computation power, especially when the joint space-time dimension is large. A challenging issue is that the secondary data are sometimes contaminated by power variations over range, clutter discretes and other outliers. Moreover, the strength of the clutter also fluctuates with terrain type, elevation and ground cover [11, 12] . In these situations, the secondary data are not representative of the disturbance in the cell under test (CUT) , that is, the use of the sample covariance matrix of the secondary data yields significant degradations in detection performance and the constant false alarm rate (CFAR) property is no longer ensured.
One effective way to reduce the computational and training requirements is to model the disturbance components as a multichannel Autoregressive (AR) process and exploit it for signal detection [13] . This approach is not only effective for real-world airborne radar clutter for STAP detection [14] but also versatile in capturing the temporal and spatial correlation of disturbance signals in other radar and array processing applications [15, 16] . In the seminal paper by Roman [14] , the so-called parametric adaptive matched filter (P-AMF) is introduced. It is shown that the P-AMF outperforms the aforementioned covariance matrix based detectors for small training size at reduced complexity. This is because the signals are whitened through an inverse moving-average filter, which replaces the standard whitening process using a full-dimensional space-time covariance matrix estimate found in classical STAP detectors. Other classic parametric STAP detectors include parametric Rao test (P-RAO) [17] , parametric GLRT (P-GLRT) [18] and simplified parametric GLRT (SP-GLRT) [19] . More recently, in [20] , the P-RAO is generalised to address the problem of detecting a multi-channel signal of range-spread targets. It is worth mentioning that the SP-GLRT is computationally simpler than the P-GLRT, and results in enhanced detection performance especially when the number of secondary data is small. Meanwhile, extensions of the multi-channel AR modelling to non-stationary cases for STAP detection are investigated in [21] [22] [23] . Finally, several works have also investigated the detection of targets in the presence of temporal-only structured disturbance modelled as a scalar AR Gaussian process [24] [25] [26] .
The above detectors all assume that the target is exactly at the location corresponding to the sample time and, hence, they assume no straddle loss, namely no spillover of the target energy to adjacent matched filter returns. Although this is a reasonable approach, they do not fully exploit the information contained in adjacent samples in the case of spillover and are hence suboptimal [27, 28] . In [29] , Orlando and Ricci focused on STAP and proposed new GLRT detectors for small targets which take advantage of such a spillover to improve localisation and enhance detection for the CUT. More recently, the same approach is used in [30] , where two adaptive receivers are proposed with better detection and localisation performances, by jointly exploiting the oversampling of the noisy returns and the spillover of target energy to adjacent range samples.
To the best of our knowledge, however, the problem of joint adaptive parametric detection and range estimation has not been considered until now, which is the motivation of this work. In this paper, for the first time, we investigate the problem of the STAP detection and range estimation by modelling the disturbance as a multi-channel AR process and the target as a point source with energy contribution on adjacent samples. More precisely, next section is devoted to the problem formulation and describes the discrete-time signal and interference models. In Section 3, using the simplified GLRT approach [19] , we design a parametric adaptive detector that takes into account the possible spillover of target energy by exploiting the relationship between the amplitude of the target in the CUT and two adjacent cells. Since the exact maximum likelihood (ML) estimate of the target amplitude is intractable, we resort to the so-called simplified GLRT [19] to find an asymptotic but closed-form ML estimate of the amplitude. As a result, it enables us to obtain a simple and closed-form detection statistic. For the sake of completeness, we have also derived an ad hoc parametric detector. The ad hoc detector is executed in two steps and is derived following GLRT approach. Finally, Section 4 contains a performance assessment, carried out on simulated dataset and KASSPER dataset, showing that the new detectors can provide accurate estimates of the target position within the CUT and ensure better detection performance than their natural competitors which ignore the spillover.
Problem formulation
In this section, a brief description of the multichannel discrete-time signal model is given (see [31] for further details). More precisely, the vector of the noisy returns representing the lth range 'sub-cell' is given by
where N a is the number of spatial channels, N p is the number of temporal observations, d l (n) is the disturbance component, and the signal component given by [In order to simplify the mathematical expressions, we express the N a N p × 1 vectors in terms of their spatial N a × 1 components.]
In (2), l 0 is the sample under test, e 0 represents the residual delay that causes the energy spillover from one cell to the neighbouring one, f is the Doppler frequency shift induced by the target and v(n), n = 1, …, N p , is the target steering vector (assumed known to the detector). The sampling process of the signal component is illustrated in Fig. 1 , where the radar waveform is assumed to be a unit-energy rectangular pulse waveform of duration T p seconds [27] . Now, we define the residual delay e evaluated with respect to the lth range sub-bin accounting for the target position surrounding lth sub-bin centre as follows e = e 0 , i f l = l 0 and 0
It follows that the decision problem can be formulated as the following binary hypothesis test (see (4) ), where H 0 and H 1 denote the noise-only hypothesis and the signal-plus-noise hypothesis, respectively, 
] is often unknown. Following the parametric STAP models in [17] [18] [19] [20] , we assume the following Fig. 1 Sampling process of the signal component assuming a unit-energy rectangular pulse waveform of duration T p seconds N a -channel AR(P) model for the disturbance signal
where H stands for conjugate transpose, {A H (i)} P i=1 are complex-valued N a × N a AR coefficient matrices, and κ k (n) is the driving multichannel spatial Gaussian noise process that is temporally white with the unknown spatial covariance matrix of Q, that is, k k (n) CN (0, Q). This model considers both spatial and temporal correlations of the noise plus clutter. In this paper, for the sake of practicality and following [14, [17] [18] [19] [20] , we make the common assumption that we have E[κ k (n)κ k' (n′)] = δ k − k′ δ n − n′ Q. This means to assume that d k (n) and d k' (n′) are independent for all k ≠ k′ and all n, n′ [17] [18] [19] [20] 32] , and {κ k (n)} n,k have the same covariance matrix Q. The independence is because the index k ∈ {l − 1, …, l + K + 1} represents data collected from different locations. Moreover, the set of secondary data is selected to have the same covariance matrix Q as the primer data. The AR parameters characterise the clutter temporal correlation whereas the matrix Q represents clutter spatial correlation.
Solving the above problem leads to adaptive decision schemes that, in contrast to the existing parameter detectors, take advantage of the possible spillover of target energy in order to jointly enhance the localisation and detection (as shown in the next sections).
Detectors design
In order to solve the hypothesis testing problem (4), we resort to both the plain GLRT [2] and the two-step GLRT-based design procedures [3] . To begin with, let us denote by
×K the secondary data matrix, and
Plain GLRT
The test statistic of the GLRT based on primary and secondary data is well known, which is given by [33] 
where η 1 is the threshold value to be set according to the desired P fa , and f i (·) is the probability density function (pdf) of primary and secondary data under the hypothesis H i , i = 0, 1. Previous assumptions imply that [34] 
where |·| and tr(·) denote, respectively, the determinant and the trace of a square matrix, and T 1 (A) and T 0 (A) are defined as
In (10),Z P (n),Z K (n) andṽ(n) are given bỹ
Following the lead of [19] , once the ML estimate of α,â 1S say, is obtained, the GLRT can be written as
where η 1 is the suitable modification of the threshold in (7), Q(0) andQ(â 1S ) denote the ML estimates of the spatial covariance matrix Q under H 0 and H 1 , respectively, given bŷ
where (see equation (14) at the bottom of the next page) with According to (13) ,â 1S under H 1 is given bŷ
Using the result in [19] , we have
whereR(a) is a block matrix given by [Note that
It is easy to show thatR(a) andR yy (a) in (17) can be decomposed into an dependent component and an independent one, that is,
where
is given by (see (20) ), with 0 N p −P the (N p − P)-dimensional zero matrix, I N p −P the (N p − P)-dimensional identity matrix and the new steering matrix V , T and data matrix
with
and
. According to (19) , an asymptotically equivalent expression for (17) can be recast as (see Appendix 1 for further details)
whereR 
denote the MoorePenrose pseudoinverse of ( VD T ) H and ( TD T ) H , respectively. In order to illustrate the asymptotic performance of (22), in Fig. 2 we report the normalised root mean square error (NRMSE) of (22) against N p for N a = 4, P = 2 and K as a parameter. The results confirm that (22) is asymptotically equivalent to (17) . Specifically, as N p or K increase the asymptotic performance of (22) improves; even for K = 8, the NRMSE is still <1% when N p > 10.
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In Appendix 2 using the asymptotic expressions in (22), a closed-form estimate of α is obtained aŝ
Thus, it is not difficult to show that the test statistic (7) can be expressed as
Remark 1: For a particular case of static targets ( f = 0) and rectangular pulses, a closed-form estimate of e,ê 1S say, is not obtained yet, so we have to resort to a grid search to maximise with respect to e. Anyway, this detector will be referred to in the following as the modified parametric GLRT (MP-GLRT).
Ad hoc detector
This section is devoted to the derivation of an ad hoc detector for the hypothesis test (4) based upon the two-step GLRT design criterion. The rationale of the design procedure is the following: first assume that the matrix A and Q are known, and derive the GLRT based on primary data. Then, a fully adaptive detector is obtained by replacing the unknown matrix with its ML estimate.
(1)
Step one: The GLRT, under the assumption that A and Q is known, is given by
where η 2 is the threshold value to be set according to the desired P fa , and f i (·;·) is the pdf of primary data under the H i hypothesis, i = 0, 1. That is [34] 
where (see (29) ) and
In (29) and (30),
Substituting (27) and (28) into (26), it can be shown that (see (31) ). Now maximisation with respect to α (given e) of (31) is tantamount to
Setting the derivative of (32) to zero, yieldŝ
Substituting the estimate of (33) into (26) leads to the following equivalent form of the GLRT (for known A and Q) 
. This detector with a grid-search-based implementation will be referred to in the following as the modified parametric AMF (MP-AMF).
Remark 2: Consider the SNR functions g 1 (α, e, A, Q) = |α| 2 h 1 (e), and g 2 (α, e, A, Q) = |α| 2 h 2 (e) with
which are two separating functions (SFs) [35] and convert test (4) into
, thus both (25) and (34) are SF-estimator tests. Note that for plain GLRT, oncê a 1S andê 1S are available,Â andQ can be obtained accordingly [18] . According to [35, Theorem 8] , tests (25) and (34) asymptotically tend to the uniformly most powerful unbiased test as K → ∞.
Remark 3:
Similarly as in [19] , it is easy to show that given e, the MP-GLRT share the same interpretation of the SP-GLRT as a spatio-and-subtemporal whitening across N a (P + 1) dimensions, whereas the fully adaptive localisation detectors, such as the so-called modified Kellys GLRT (M-GLRT) and modified AMF (M-AMF) [29] , perform a joint spatio-temporal whitening across all N a N p dimensions. As to the MP-AMF, it performs temporal whitening followed by spatial whitening. Therefore in terms of the complexity of the whitening process, the MP-GLRT is positioned between the MP-AMF and the fully adaptive localisation detectors.
Remark 4:
The asymptotic distribution of Λ 1S and Λ 2S under H 0 is the central Chi-squared distribution with 2 degrees of freedom (i.e. exponential distribution), which is independent of the unknown parameters [36] . It is evident that the MP-GLRT and the MP-AMF are asymptotically CFAR.
Performance assessment
This section is devoted to the performance assessment of the proposed receivers in terms of the root mean square error (RMSE) and the mean absolute error (MAE) of the range estimation error and in terms of the probability of detection P d . We first analyse the performance of the proposed detectors using simulated data that perfectly comply with the design model. Then, we consider a scenario of practical interest: the KASSPER I datacube, which is a widely used dataset with challenging heterogeneous effects found in real-world environments. For simulation purposes we make use of standard Monte Carlo counting techniques and evaluate the thresholds necessary to ensure a preassigned value of P fa resorting to 100/P fa independent trials. The P d values and the RMS range errors are estimated over 10 4 and 10 3 independent trials, respectively. The actual position of the target e is generated (independent from trial to trial) uniformly distributed in (t min + (l − 1)T p − T p /2, t min + (l − 1)T p + T p /2), where t min denotes the beginning of the sampling process. All the illustrative examples assume P fa = 10
, f c = 10 9 Hz, T p = 0.2 μs, c = 3 × 10 8 m/s. Moreover, we suppose that p(t) is a unit-energy rectangular pulse waveform and f = 33.3 Hz (which corresponds to a moving target with velocity of about 5 m/s). In order to ensure a fair comparison, a grid search is exploited to maximise with respect to e, which takes on values in (n − N e )T p /2N e 2N e n=0 with N e = 5. For the first case, the disturbance signal is generated as a multichannel AR(2) process with randomly generated AR coefficients A and a spatial covariance matrix Q. In particular, A and Q are selected to ensure that Q is a valid covariance matrix. Once A and Q are selected, they are fixed in all trials [16] . Finally, the SNR is defined as SNR = |α|
v, where R is the N a N p × N a N p joint spacetime covariance matrix of the disturbance signal, which can be uniquely determined once A and Q are selected (the details are not given for brevity).
Simulated dataset
The analysis is conducted in two phases: first, we compare the proposed detectors to their natural competitors which ignore the spillover; second, we compare new receivers to the existing localisation detectors which require K ≥ N a N p in order to have a non-singular sample covariance matrix.
(1) Comparison with parametric detectors: In Fig. 3 , we plot P d against SNR for the MP-GLRT, MP-AMF, SP-GLRT, P-RAO and P-AMF for the limited-training case which is particularly challenging in practice. More precisely, we assume N a = 4, N p = 16, and K = 4. As it can be seen, the best performance is attained by the MP-GLRT, whereas the MP-AMF experiences a loss of about 1.1 dB at P d = 0.9; such a loss increases to about 1.8, 2.2 and 2.25 dB for the SP-GLRT, P-AMF, and P-RAO, respectively. Moreover, the P d of the P-RAO is seen to degrade dramatically as the SNR increases. This is not surprising since all Rao tests, including the P-RAO, are based on a weak signal approximation of the GLRT [36] . However, the above-mentioned loss can be reduced by increasing K because of the fact that the estimates of nuisance parameters become more reliable, as shown in Fig. 4 , where we plot the P d of the five considered detectors for the same system parameters as in Fig. 3 , but for K = 8. The trend observed in this figure is practically the same as in Fig. 3 for all values of P d 's of practical interest (namely P d > 0.7). More precisely, the best performance is still attained by the MP-GLRT, and the MP-GAMF experiences a loss of about 0.3 dB at P d = 0.9. In addition, the P-AMF and the P-RAO are closer to the P-GLRT and experience a loss of about 1.3 dB at P d = 0.9.
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In Figs. 5 and 6, we plot the RMSE and MAE in range against the SNR for the the MP-GLRT and the MP-AMF assuming N a = 4, N p = 16, and two values of K, respectively. We do not consider other detectors, because they do not have the ability to estimate the range of the target. Inspection of the figures highlights that the MP-GLRT and the MP-AMF have good performance in terms of capability of target localisation with an RMSE less than 2 m and an MAE less than 1.6 m for SNR values greater than 21 dB and for the considered parameters. We also note these two detectors have identical range estimation errors, and the greater K the lower estimation errors. Meanwhile, the MAE values are smaller than those of the RMSE.
(2) Comparison with localisation detectors: In Figs. 7 and 8 , we compare the MP-GLRT and the MP-AMF with the M-GLRT and the M-AMF [29] . In particular, in Fig. 7 we plot P d against SNR, whereas in Fig. 8 the comparisons are in terms of RMS errors in range. For the MP-GLRT and the MP-AMF, we still consider the limited-training cases, that is, N a = 4, N p = 16, and K = 4. On the other hand, since the M-GLRT and the M-AMF need a full-rank space-time covariance matrix estimate, we assume that they have sufficiently secondary data with K = 2N a N p . Fig. 7 highlights that the MP-GLRT and the MP-AMF exhibit superior performance in terms of P d compared to the M-GLRT and the M-AMF with a gain in the order of about 2.7 and 1.8 dB, respectively. It is also seen that the M-GLRT and the M-AMF have closer P d performances, because of the fact that they are asymptotically equivalent for higher values of N or K [36] . As to the localisation performance, Fig. 8 shows that for the low-medium SNR values the MP-GLRT and the MP-AMF provide lower range estimation errors in range than the M-GLRT and the M-AMF. For instance, the RMSEs of the MP-GLRT and the MP-AMF are 2.1 m when SNR = 20 dB, and such errors increase to 3.2 m for the M-GLRT and the M-AMF. Although, for high SNR values, the estimation errors of the four receivers are identical, because of the fact that the errors are determined by the grid resolution Δ ɛ = (T p /2N ɛ ). In fact, the standard deviation and the mean absolute deviation of a random variable uniformly distributed over (−(Δ r /2); (Δ r /2)) are (D r / 12 √ ) and (Δ r /4), respectively, where Δ r = (Δ ɛ /2)c is the grid resolution in range. As a result for the parameter values considered herein, N ɛ = 5, the lower-bounds of RMSE and MAE are 0.866 and 0.75 m, respectively. This is also the reason why the MAE is less than the RMSE.
Inspection of

KASSPER dataset
In the above simulation, the disturbance is generated by an AR process, which matches the design model of the parametric detectors. To show the detection performance in a more realistic environment, we use the simulated high-fidelity airborne STAP radar data from the KASSPER I datacube. The dataset is a ground-clutter data collection based on the non-homogeneous terrain near Olancha, CA, which includes many challenging real-world effects, including heterogeneous terrain, array errors and so on. The dataset contains 268 ground traffic targets within the main beam of the radar. In addition, stationary man-made clutter discretes such as buildings and towers (TV/radio) are injected into the datacube and contribute to the non-homogeneity of the clutter returns. The main parameters of the radar and platform are summarised in Table 1 . Further details on the KASSPER I can be found in [37] .
In Figs. 9-12, we show the performance of different parametric detectors for the KASSPER dataset when N a = 11, N p = 32, P fa = 10
, and two values of K. Moreover, Figs. 9 and 10 refer to K = 4, whereas 11 and 12 assumes K = 8. The parametric detectors use an AR(1) process to model and estimate the disturbance; this set has been proved to be valid for modelling the KASSPER dataset [19] . Moreover, the covariance matrices of the primary data are from range cells 199-201, whereas the covariance matrices of secondary data correspond to range cells 195, 196, 204 and 205, namely, with two guard cells between the primary data and secondary data. Inspection of Figs. 9 and 11 confirms the trend observed in Figs. 3 and 4 . Specifically, the MP-GLRT and the MP-AMF ensure better detection performances than their competitors which ignore the spillover for values of P d 's of practical interest. As to ig. 9 P d against SNR for the MP-GLRT, the MP-AMF, the SP-GLRT, the P-AMF and the P-RAO with KASSPER dataset; N a = 11, N p = 32, K = 4, P = 1 and P fa = 10 
Conclusions
In this paper, we investigated the problem of joint adaptive detection and range estimation for point-like targets buried in highly correlated multichannel disturbances modelled as an AR process. To this end, we took advantage of the target energy spillover to adjacent range samples and derived two adaptive receivers resorting to the plain GLRT and the so-called two-step GLRT-based design procedure. In order to estimate the disturbance covariance matrix, we used a set of secondary data, which is free of signal component and has the same spectral properties as the primary data. A preliminary performance assessment, carried out by means of simulated dataset, generated using multichannel AR models, and the KASSPER dataset, a widely used dataset with challenging heterogeneous effects found in real-world environments, shows that the newly proposed detectors outperform existing solutions in open literature in terms of both probability of detection. Moreover, the proposed methods also provide more accurate localisation within the CUT.
Further work would involve the derivation of closed-form estimate of target position for the case of moving targets in order to reduce the computation load of the proposed detectors for on-line implementation. Firstly, let us focus on the determinant ofR(a), which can be recast as 
where the approximation comes from the fact that ln(1 + x) ≃ x, for x ≪ 1.
