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We address the problem of retrieving all the images con-
taining a specific object in a large image collection, where
the input query is given as a set of representative images of
the object. This problem is referred to as multiple queries
in the literature. For images described with bag-of-visual-
words (BOW), one of the best performing approach amounts
to simply averaging the query descriptors.
This paper 1 introduces an improved fusion of the object
description based on the recent concept of generalized max-
pooling and memory vectors, which summarizes a set of vec-
tors by a single representative vector. They have the prop-
erty of reducing the influence of frequent features. There-
fore, we propose to build a memory vector for each set of
queries and the membership test is performed with each im-
age descriptor from the database, to determine its similarity
with the query representative. This new strategy for mul-
tiple queries brings a significant improvement for most of
the image descriptors we have considered, in particular with
Convolutional Neural Networks (CNN) features.
Categories and Subject Descriptors
H.3.3 [INFORMATION STORAGE AND RETRIEVAL]:
Information Search and Retrieval
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1. INTRODUCTION
The last decade has witnessed the rapid increase of mul-timedia data, which has raised numerous challenges re-
garding the management of large collections. Multimedia
search in large collection, such as Content Based Image Re-
trieval (CBIR) has received a lot of attention. In this work,
we are interested in multiple queries image retrieval, where
the CBIR system has a set of representative images of an
1This work was achieved in the context of the FIRE-ID ANR
Project (ANR-12-CORD-016).
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object as input. Arandjelovic et al. [1] show that simply
averaging the scores offers a competitive performance, at
least as good as taking the best scores across all queries.
Another advantage is that, if the image is a vector repre-
sentation (e.g., bag-of-words or the Fisher vector), one can
equivalently (thanks to linearity of average) average the vec-
tor representations of the multiple queries. In this case, only
the average vector has to be compared against the databases
vectors describing the image collection.
In this paper, we are interested in improving this fusion
strategy. Our motivation is that, when multiple queries are
given as input, some of the images of the query object are
very similar, see Figure 1. The redundant information dom-
inates the representation, while rare discriminative features
are comparatively overlooked.
Our solution is inspired by recent papers on image repre-
sentations, namely generalized max-pooling [13] (GMP) and
democratic aggregation [12], which improve the aggregation
stage of coded local descriptors (such as Fisher) by reducing
the influence of frequent, often uninformative, descriptors.
Conversely, it gives more importance to rare and potentially
highly discriminative patterns. Interestingly, GMP [13] was
recently shown to be an effective way to construct a memory
vector [8] summarizing, in a continuous manner, a vector set
by a single vector. This method was introduced to perform
approximate nearest neighbor queries in high-dimensional
spaces. The memory vector is a compressed representation
of the set used to perform a membership test.
In this paper, we model the multiple-queries set with a
representative memory vector summarizing all the images.
Then, for each database vector we estimate a membership
score and use it to rank the images, which amounts to per-
forming a weighted summation of the input vectors. By
exploiting this dual interpretation first proposed for gen-
eralized max-pooling [13], we extend our method to other
matching methods like the selective match kernel [20].
The paper is organized as follows. After a review of related
works in Section 2, Section 3 presents our strategy and ex-
plains how we use it in the context of multiple-queries. Sec-
tion 4 presents our experiments. Our results demonstrate
the interest of our work for several image representations.
Importantly, our method is especially effective with features
extracted from a convolution network, outperforming the
state-of-the-art of multiple-queries with short vectors.
2. RELATED WORK
Image descriptors. Our method uses on input off-the-
shelf vector image representations, such as Bag-of-visual-
words (BOW) [18], VLAD [11] or improved Fisher vectors [14].
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We are especially interested in using state-of-the-art short
representations, for instance based on democratic aggrega-
tion [12]. We also consider descriptors based on Convolu-
tional Neural Networks (CNN), which were recently shown
[3] to be very successful on large scale image retrieval tasks,
even when reducing the image description to a few hundreds
dimensions. These vector representations can be further re-
duced with binarization [4] or product quantization [10].
Strategies for Multiple-queries. The last few years have
witnessed massive progress on the task of finding images
depicted a given object in a large database, yet this task
still remains challenging when only one image is provided
to the system without any annotation. However, in many
applications like brand or logo detection, or on output of a
text-based search system, several representative images of
the objects may be available. This scenario is similar to the
instance search task of Trecvid [19] evaluation campaigns.
Multiple image gives a better description of an object to
handle problems such as view-point changes, viewing condi-
tions, occlusions, background clutter, shape variation, etc.
Arandjelovic & al. [1] presents this problem as well as several
possible strategies to exploit these images: average query,
SVM on all queries, maximum of multiple queries, aver-
age of multiple queries, and exemplar SVM on each query.
Their study concludes while averaging the scores, or equiva-
lently averaging the vector representations of the query set,
is competitive while reducing the complexity because only
one query is submitted. Other works in this setting have
been proposed. Chen & al. [6] enrich queries with multi-
ple views in a boosted framework. Fernando & al. [7] use
pattern mining to build object specific mid-level image rep-
resentation. These two strategies aim at explicitly model
the query object and are relatively costly. Wu & al. [21]
reduces background influence by selecting region of interest
appearing in multiple queries.
GMP and memory vectors. Memory vectors [8] build
a vector m(X ) summarizing a set X = {x1, ...,xn} of d-
dimensional vectors. This vector optimizes the membership
test : given a query vector y, it computes the dot product
y⊤m(X ) to evaluate whether y ∈ X , or close enough to at
least one vector in X . The vector are assumed ℓ2-normalized
and uniformly distributed on the unit-hypersphere. In prac-
tice, these assumptions do not have necessarily to hold for
the method to work well. The test is formalized as the fol-
lowing detection problem:
• Hypothesis H1: y is not related to X .
• Hypothesis H2: y is related to X . For example, y is
related to xj and we write y = αxj + βz, where z is
a random vector orthogonal to xj and ||z|| = 1. Thus,
we have α2 + β2 = 1, because ||y|| = 1.
We refer to the dot product m⊤y as the membership
score. The quality of this score obviously depends on how






In that case [8], for a large dimensionality d, the member-
ship score the following distributions:
H1: ⟨m|y⟩ ∼ N (0, n/d) (2)
H2: ⟨m|y⟩ ∼ N (α, (n− 1)/d) (3)
However, it is possible to obtain a better hypothesis test.
This is achieved by imposing that for any of the vector xi
in X , xi⊤m(X ) = 1, or simply X⊤m = 1n in matrix form,
where 1n is a n-dimensional vector with all values set to 1.
This constraint ensures that the interference with remain-
ing vectors of X are eliminated when the exact same vector
is submitted to the system. There are many (a subspace)
solutions m(X ) satisfying these constraints.
However, the false positive probability directly depends on
the norm of the memory vector and therefore a good way to
single a solution is to minimize its norm. In other terms, we
want to minimize ||m||2 under the constraint X⊤m = 1n.
The solution is given by the Moore-Penrose pseudo-inverse:
m = (X+)⊤1n (4)
Since n < d, m = X(X⊤X)−11n. We note that if no
solution exists, m∗ minimizes ||X⊤m − 1n||. For large d,
this construction leads to the following distributions:
H1: m⊤Y ∼ N (0, ||m||2/d) (5)
H2: m⊤Y ∼ N (α, β2||m||2/d) (6)
Compared to Equation 1, the improvement comes from
the decrease of the variance of the scores under H2 at the
cost of increasing the variance under H1. This increase under
H1 is small for small n/d, meaning that using this optimized
construction is comparatively better for short vectors. For
a very large dimensionality, the construction of Equation 4
is asymptotically equivalent to the sum construction.
3. MULTIPLE QUERIES: OUR PROPOSAL
3.1 Memory vectors for multiple queries
Our main idea is to inverse the formulation proposed of
memory vectors by summarizing the multiple representa-
tions of the object by a single vector. The memory vec-
tors were proposed for test membership and approximate
search [8], with one query being tested against a set of vec-
tors based on a membership test. In contrast, we aggregate
the queries instead of aggregating the database vectors. The
query memory vector is compared to all the database vectors
and the membership score is used to order them. Note, if
the vector is constructed as the average of the input vectors
as in Equation 1, this strategy is equivalent to the well-
performing method of averaging the vectors [1]. In contrast,
we optimize it by using the construction of Equation 4.
Assumptions. All the image descriptors are ℓ2-normalized,
therefore satisfying the assumption mentioned in Section 2.
Additionally, the number n of vectors in the query set is sig-
nificantly smaller than d. Indeed, there is typically no more
than 10 images per query. More precisely, n = 5 images per
query for Oxford5k and Paris6k used as a multiple-query, see
Section 4.1. As a result, n/d is small and the membership
test is likely to be effective, which fits well our objective of
using short representations ranging from d=128 to 512.
Discussion. With the pseudo-inverse construction, the com-
mon parts of the combined descriptors are down-weighted
and the norm of the memory vector ||m||2 is minimized.
This method has a similar effect as the democratization
[12] or the GMP [13] and equalizes the influence of frequent
and rare features. The main difference is that this effect is
obtained across images, while previous strategies were pro-
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Figure 1: Visualization of five query images from
Oxford5k, and the weights and the Gram matrix for
two different types of descriptors.
3.2 Retrieval pipeline
Image representations are computed with VLAD and CNN
and other recent single-vector image representations. Since
we are mostly interested to improve the initial ranking, we
do not use any spatial verification or query expansion tech-
niques, unlike some mentioned previous work [7].
Multi-VLAD – Vlad3c. Features are first extracted using
the Hessian-Affine detector and described by RootSIFT [2],
and finally rotated with PCA. VLAD are computed using
16, 64, and 256 clusters and compact representations are
built by concatenating these three descriptors, power nor-
malization, centering, and PCA to obtain 128, 256, and 512
dimensional “Vlad-3c” descriptors respectively [9, 17].
triD. We use off-the-shelf the descriptors of the recent tri-
angulation embedding and democratization [12].
CNN features. We extract CNN descriptors pre-trained
on the Imagenet dataset with the Fast CNN architecture [5].
We follow the recommendation of Babenko et al. [3] and use
the output of the 6th layer before applying the ReLU. The
descriptors are post-processed as Vlad3c and tridD: power
normalized, centered, and PCA is applied.
3.3 Dual representation
To evaluate how much an image contributes to the pro-
duced memory vector, we employ the dual interpretation
proposed by Murray et al. [13], which shows that the mem-





where wi is the weight for a given vector of the query set.
Denoting w = [w1, . . . , wn]
⊤, the weight vector obtained is
w = (X⊤X)−11n. (8)
This formulation computes weights that can be interpreted









































Figure 2: Precision recall curves for two different
objects from Oxford5k with five query images, the


























Figure 3: Comparison between sum and mem-
ory vectors for the CNN descriptors reduced to
[64,128,256,512] dimensions on several datasets.
images (smaller is more frequent). We can therefore visual-
ize the contribution of each image descriptors to the query
object fused descriptor.
Figure 1 gives the weights used to build the memory vec-
tors. Five query images of the same object are shown, as
well as the Gram matrix (X⊤X) and the resulting weights
for two different descriptors: CNN and tridD reduced to
512 dimensions. It is interesting to note that the first, third
and fifth images are visually similar and have high similarity
scores in the Gram matrix. The second and fourth images
are relatively different from the other queries and have larger
contributions (highest weights) in the fused descriptor.
4. EXPERIMENTS
4.1 Datasets
Oxford5k Buildings [15] is a dataset that consists of 5,062
high-resolution images. There are 55 query images, 5 for
each of the 11 chosen Oxford buildings. For each query
image, a bounding box on the region of interest is available.
The dataset Oxford5k can be further combined with an extra
100k images from Flickr forming Oxford105k dataset.
Paris6k [16] contains 6,412 high-resolution images. The
dataset has also 55 query images, with bounding boxes, from
11 landmarks in Paris. This dataset is further combined with
the extra 100k images in Paris106k.
To perform multiple queries retrieval, the 5 query image
descriptors of a specific landmark are combined into a single
representation. These representations are used as query for
each specific landmark. Performances are measured in terms
of mean average precision (mAP).
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Table 1: Averaging vs our method for standard
VLAD with 256 clusters, tridD, and CNN on Ox-
ford5k and Oxford105k.
Oxford5k Oxford105k
Representations Avg [1] Ours Avg [1] Ours
Vlad 256c 0.721 0.727 0.685 0.691
tridD full 0.792 0.792 0.768 0.769
CNN full 0.603 0.619 0.581 0.589
Table 2: Averaging vs our method for various re-
duced representations on Oxford5k and Oxford105k.
Oxford5k Oxford105k
Representations Avg [1] Ours Avg [1] Ours
Vlad-3c 128 0.557 0.562 0.485 0.496
Vlad-3c 256 0.620 0.628 0.545 0.556
Vlad-3c 512 0.695 0.695 0.630 0.627
tridD 128 0.653 0.660 0.627 0.630
tridD 256 0.710 0.724 0.685 0.696
tridD 512 0.750 0.756 0.725 0.731
CNN 128 0.648 0.682 0.617 0.645
CNN 256 0.667 0.691 0.638 0.659
CNN 512 0.679 0.703 0.652 0.672
4.2 Results
Precision-recall. Figure 2 shows precision recall curves for
two query objects from Oxford5k. Each query image is eval-
uated, as well as the fused vector either with sum (equiva-
lent to the averaging [1]) and the optimized memory vector
of Equation 4. Observe the benefit of combining multiple
queries with our construction compared to sum.
Full descriptors. Table 1 compares the mAP scores for
the full representations on Oxford datasets, before any di-
mensionality reduction. We observe an increase of perfor-
mance with our strategy for all representations (Vlad, tridD,
CNN). It is comparatively smaller for tridD. This can be ex-
plained by the fact that the democratization method used
in this method already reduces the contribution of frequent
features within the image. The CNN features receive the
largest improvement, which is appealing because they are
the best performing descriptors.
Short vectors. Table 2 presents the results for the reduced
representations with PCA to 128, 256, and 512 dimensions.
We observe a larger improvement in this setup than for the
full representations, especially with CNN descriptors. This
is expected because high-dimensional descriptors have more
chances to be orthogonal to one to another, in which case
sum and optimized memory vectors are identical.
Figure 3 displays the MAP scores against the dimension-
ality of the CNN descriptors. For the most compact 64-
dimensional descriptor, the ratio n/d is not small enough to
maintain a low false positive probability and therefore the
strategy is not effective. Table 3 shows some supplemen-
tary results on Paris datasets, which concur with the ones
observed on Oxford buildings.
Finally, we note that centering then applying PCA on
CNN descriptors offers a large performance increase in terms
of MAP on our various retrieval datasets. For example, re-
ducing the dimensionality to 512 gives an increase of 7% to
9% MAP. Furthermore, we experimentally observed that ap-
plying PCA offers better results than PCA with whitening.
Table 3: Experiments on Paris6k and Paris106k.
Paris6k Paris106k
Representations Avg [1] Ours Avg [1] Ours
Vlad 256 0.654 0.661 0.521 0.529
Vlad-3c 128 0.565 0.569 0.544 0.543
Vlad-3c 256 0.598 0.607 0.574 0.577
Vlad-3c 512 0.629 0.640 0.606 0.615
CNN full 0.689 0.689 0.608 0.605
CNN 128 0.749 0.752 0.658 0.658
CNN 256 0.763 0.769 0.680 0.685
CNN 512 0.767 0.775 0.685 0.692
5. CONCLUSION
We have shown that it is possible to improve the fusion
of multiple query descriptors. Our method is based on the
recent concept of memory vectors, which summarizes a set
of vectors by a single representative vector. The proposed
retrieval system offers a consistent increase in performance
compared to the average query on several description meth-
ods and datasets.
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