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Abstract
We present a new viewpoint on the construction of pointlike local fields in integrable models of
quantum field theory. Rather than exhibiting their n-point functions and verifying the Wightman
axioms, we aim to establish them as closed operators affiliated with a net of local von Neumann
algebras, which is defined indirectly via wedge-local quantities. We also investigate whether these
fields have the Reeh-Schlieder property, and in which sense they generate the net of algebras. For
these results, we establish sufficient criteria that do not depend on details of the interaction, i.e., on
the two-particle scattering matrix, and we complete the construction in the case of the massive Ising
model.
1 Introduction
Quantum field theory is based on the concept of local observables, i.e., operators associated with points
or regions of space-time which commute at spacelike distances. Yet these local objects are notoriously
difficult to construct in the presence of interaction. Even in simplified situations that are amenable to a
mathematically rigorous treatment, explicit control over the local observables is hard to obtain: one can
either make a direct ansatz for quantum fields, but face difficulties in controlling their singular nature,
particularly in the high-energy regime; or one can define local quantities via an abstract limiting process,
allowing one to control their functional analytic properties, but losing track of their explicit form.
These difficulties are exemplified in the models we consider in this article, namely, quantum integrable
models on 1+1 dimensional Minkowski space; open questions remain about the structure of their local
observables, despite substantial research focussing on this issue.
There are two complementary approaches to obtaining local observables in integrable models. The
first of them, known as the form factor program [1, 2], aims at constructing point-local quantum fields
Φ(x) directly.1 Their n-point functions are expanded in a series by inserting a basis of intermediate
asymptotic states, for example for n = 2,
〈Ω,Φ(x)Φ(y)Ω〉 =
∞∑
m=0
∫
dθ1 · · · dθm
(2π)m
∣∣〈Ω|Φ(0)|θ1, . . . , θm〉in∣∣2ei(y−x)∑mj=1 p(θj), (1.1)
where the θj are rapidities. The expansion terms 〈Ω|Φ(0)|θ1, . . . , θm〉in are called form factors; locality
and covariance requirements for Φ(x) then lead to restrictions on these, the form factors equations. For
specific forms of the interaction, such as the massive Ising model [3] or the sinh-Gordon model [4], one
can find explicit solutions of the form factor equations. The remaining problem is now to control the
convergence of the infinite series, in order to verify, e.g., the Wightman axioms [5]. However, only partial
results in certain asymptotic regimes exist so far, even in the simplest interacting case, the massive Ising
model [6].
The second approach [7, 8], which we call the operator algebraic one, proceeds in an indirect way:
One first constructs observables with weaker localization properties, namely, quantum fields localized in
spacelike wedges. While not the desired final result, these wedge-local fields can explicitly be described
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and mathematically controlled. Passing to algebras of bounded operators A(W) associated with wedges
W , one then obtains observable algebras in bounded regions by taking intersections: Where a bounded
region is the intersection of two wedges, O =W1 ∩W2, one sets
A(O) := A(W1) ∩A(W2). (1.2)
This net of algebras quite directly fulfills the Haag-Kastler axioms [9]. The mathematically hard task,
however, is to show nontriviality of the intersections. This can be done by abstract arguments in a class
of models [10], including the sinh-Gordon and Ising models. But explicit control of the form of these
observables A ∈ A(O) is lost; essentially, they are obtained from the axiom of choice.
Thus, known results allow one to either control the explicit form of observables or their functional
analytic behaviour. In the present paper, we propose a method to close this gap using a hybrid approach:
We take our local observables to be defined by explicit expressions for pointlike fields, following ideas
from the form factor program. Then, we aim to show that they are local operators in a mathematically
strict sense: namely, that their closures are affiliated with the algebras A(O) as defined in (1.2). Relying
on affiliation with von Neumann algebras rather than on n-point functions of fields gives us the flexibility
needed to tackle longstanding convergence issues. We present model-independent sufficient criteria that
make this approach work, and verify them in the massive Ising model.
To that end, we make use of techniques from [11] which exhibit the connection between the two
approaches to integrable systems. The local operators A ∈ A(O) constructed abstractly in [10] can be
expanded into a series,
A =
∞∑
m,n=0
∫
dmθ dnη
m!n!
Fm+n(θ + i0,η + ipi − i0)z†(θ1) · · · z†(θm)z(η1) · · · z(ηn), (1.3)
where z, z† are “interacting” annihilators and creators, and Fm+n are meromorphic functions, paralleling
the form factor program. In fact, they fulfill very similar relations to the known form factor equations,
plus certain growth bounds encoding the localization of A. (These will be recalled in Sec. 2.3.) The
expansion (1.3) is not restricted to bounded operators, but should also hold for other local quantities,
such as locally averaged quantum fields, or more general quadratic forms A. However, most functional
analytic properties (such as boundedness or closability) of the operator A are not directly visible on the
level of the expansion coefficients Fk, and the series exists only in the sense of matrix elements between
finite particle number states, where the sum is actually finite. Locality for these objects is only defined in
a weak sense, namely, as relative locality to the wedge-local field mentioned above (ω-locality, see Def. 2.1
below).
Hence our main line of argument is as follows. As our input, we take meromorphic functions Fk that
fulfill a refined version of the form factor axioms (see Thm. 2.2 below); in concrete models, candidates
are known in the literature. This gives us our observables (averaged quantum fields) as quadratic forms
by (1.3). Additionally, we assume a certain summability condition for the series (1.3), resulting in our
local fields as closed operators. Based on the locality conditions for the functions Fk, the operators are
then shown to be affiliated with the local algebras A(O).
We verify our summability condition in an example, the massive Ising model. In our context, the
massive Ising model is the 1+1-dimensional massive integrable quantum field theory with constant two-
particle S-matrix S = −1. While the massless Ising model is generated by (the even powers of) a free
Fermi field, the massive Ising model differs from this in important aspects: its scattering states are
bosonic, and its PCT operator is different from the related Fermi field on the same Hilbert space [12,
Sec. II]. It is, in this sense, a theory of interacting Bosons, even if with a very simple type of interaction.
Crucially, for observables with odd particle number transfer, the series in (1.3) cannot terminate, thus
providing us with a test case for our ideas. The Ising model has been constructed in the operator
algebraic context [13] and as a Euclidean quantum field theory [14], but to the authors’ knowledge, direct
convergence results for the series (1.3) in Minkowski space are new.
We stress that, while the observables we construct are formally averaged versions of the local field of
the form factor program, given as A = Φ(g) =
∫
d2x g(x)Φ(x) with Φ(x) as in (1.1), we do not claim
that they fulfill the Wightman axioms. For one, we do not use Schwartz functions g, but rather functions
of Jaffe class [15]; but this is a more minor point. More fundamentally, we do not want to, or need to,
control the product of two such operators; we do not claim that their n-point functions exist, or that
the fields have a common invariant domain. For our interpretation as local observables, it is sufficient to
show that Φ(g) is affiliated with A(O) where supp g ⊂ O.
In a slight extension of scope, one can ask whether this method leads to all local observables of the
model. Namely, for each bounded region O of space-time, we obtain a linear space Q(O) of quadratic
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forms (which extend to closed operators, affiliated with A(O)); this set would also include the “composite
fields” or “descendant operators” of the model, although we do not explicitly deal with normal products
or product expansions. Is this Q(O) maximally large, in a well-defined sense? One criterion would be
whether the space has the Reeh-Schlieder property, i.e., whether Q(O)Ω is dense in the Hilbert space of
the model. A somewhat stricter notion is whether the elements of Q(O), or their spectral data, generate
the algebra A(O). Both questions can be traced back to sufficient conditions on the functions Fk, where
for the last mentioned point, we understand “generate” in the sense of the dual of a net of algebras. We
also investigate which consequences this completeness has for the net A(O) itself.
The paper is organized as follows. In Sec. 2, we recall our mathematical setting, including the definition
of wedge-local algebras and the characterization of local operators in terms of a series expansion. Then, in
Sec. 3, we develop model-independent criteria for closability of operators, affiliation with local algebras,
and completeness in the sense of the Reeh-Schlieder property or duality.
We explicitly treat the situation in the Ising model in Secs. 4 and 5. In the Ising model, for local
observables with even particle number transfer, the series (1.3) can be finite, whereas for odd particle
number transfer, it is necessarily infinite. We discuss the easier, even case in Sec. 4, hoping it will
be instructive for the reader. The odd case is treated in Sec. 5; it involves quite delicate estimates of
the singular integral operators with kernels Fm+n(θ + i0,η + ipi − i0), which are boundary values of
meromorphic functions, with first-order poles located on the boundary.
We summarize our results, and give an outlook on future work, in Sec. 6. Two appendices provide
technical results needed in Sec. 5: Appendix A deals with symmetric Laurent polynomials that are
required for treating composite fields, and Appendix B investigates the singularity structure of a certain
multivariable meromorphic function needed in the construction.
This paper is partly based on one of the authors’ Ph.D. thesis [16].
2 Background
The context of this paper are integrable models of quantum field theory on 1+1 dimensional Minkowski
space, with a single species of massive scalar particle. We also exclude bound states, i.e., the two-particle
scattering function will not have poles in the physical strip. (For possible generalizations, see Sec. 6.3.)
We formulate them in the mathematical framework of [10, 17, 11], the relevant aspects of which we now
recall.
2.1 Hilbert space
The model under discussion is specified by the mass µ > 0 of the particle and the scattering function
S, a meromorphic function on C which is bounded on the strip 0 ≤ Im ζ ≤ π and fulfills the symmetry
relations
S(ζ)−1 = S(−ζ) = S(ζ¯) = S(ζ + iπ). (2.1)
Given these, we define a modified Fock space H := ⊕∞n=0Hn, where Hn is the “S-symmetric part” of
L2(Rn, dθ), i.e., consists of wave functions ψn (depending on rapidity arguments) which behave under
transposition of variables according to
ψn(θ1, . . . , θj , θj+1, . . . , θn) = S(θj+1 − θj)ψn(θ1, . . . , θj+1, θj , . . . , θn). (2.2)
We denote the projector in H onto Hn as Pn, and set P fk :=
∑k
n=0 Pn. On H, we have a representation
U of the proper Poincare´ group, under which translations and boosts U(x,Λ) and spacetime reflections
U(j) act on ψ ∈ Hn as
(U(x,Λ)ψ)(θ) = eip(θ)·xψ(θ1 − λ, . . . , θn − λ), (2.3)
(U(j)ψ)(θ) = ψ(θn, . . . , θ1). (2.4)
Here λ is the boost parameter of Λ, and p(θ) =
∑n
k=1 p(θk), with p(θ) = µ(cosh θ, sinh θ). We will also
denote E(θ) = p0(θ)/µ. This U is an (anti-)unitary, strongly continuous, positive-energy representation,
and the translations have the Fock vacuum Ω as their unique invariant vector (up to scalar factors). The
generator of time translations will be denoted H .
On H, annihilation and creation operators z(θ) and z†(θ) act, defined as usual in a distributional
sense on finite particle number vectors, but fulfilling an S-deformed version of the CCR [10, Sec. 3]. The
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“smearing functions” of these operator-valued distributions will often be Fourier transforms of functions
f ∈ S(R2), taken with the convention
f±(θ) :=
1
2π
∫
d2x f(x)e±ip(θ)·x. (2.5)
2.2 Quadratic forms
We wish to describe observables as operators or quadratic forms on H with a certain high-energy be-
haviour. To that end, let ω : [0,∞) → [0,∞) be an analytic indicatrix [11, Def. 2.1], that is, a function
growing slightly less than linearly with certain additional conditions; here we just note that
ω(p) = β log(1 + p) for some β > 0, (2.6)
and ω(p) = pα for some α ∈ (0, 1) (2.7)
are valid examples. Associated with ω and an open region O ⊂ R2, we define the test function space
Dω(O) := {f ∈ D(O) : θ 7→ eω(cosh θ)f±(θ) is bounded and square integrable}. (2.8)
In the case (2.6), this Dω(O) is identical to D(O) = C∞c (O), whereas in the case (2.7), it is a dense
subspace. We also consider the dense subspace Hω,f ⊂ H of vectors ψ such that ‖eω(H/µ)ψ‖ < ∞ and
which have finite particle number (P fnψ = ψ for some n). Further, let Qω be the space of quadratic forms
A on Hω,f ×Hω,f such that the norms
‖A‖ωn :=
1
2
‖P fnAe−ω(H/µ)P fn‖ +
1
2
‖P fne−ω(H/µ)AP fn‖ (2.9)
are finite for any n ∈ N0. Examples of such forms are smeared normal-ordered monomials in the annihi-
lators and creators [17, Prop. 2.1], written in formal integral notation as
z†mzn(f) =
∫
dmθ dnη f(θ,η)z†(θ1) · · · z†(θm)z(η1) · · · z(ηn), (2.10)
where f ∈ D(Rm+n)′ is such that the following norm ‖f‖ωm×n is finite:
‖f‖ωm×n :=
1
2
‖(θ,η) 7→ e−ω(E(θ))f(θ,η)‖m×n + 1
2
‖(θ,η) 7→ f(θ,η)e−ω(E(η))‖m×n, (2.11)
‖f‖m×n := sup
{∣∣∫ f(θ,η)g(θ)h(η)dmθdnη ∣∣ : g ∈ D(Rm), h ∈ D(Rn), ‖g‖2 ≤ 1, ‖h‖2 ≤ 1}. (2.12)
In fact, all A ∈ Qω can be decomposed into monomials of the form (2.10): One can find distributions
fm,n[A] such that [17, Thm. 3.8]
A =
∞∑
m,n=0
∫
dmθ dnη
m!n!
f [A]m,n(θ,η)z
†(θ1) · · · z†(θm)z(η1) · · · z(ηn). (2.13)
The sum is finite in matrix elements, so that convergence issues do not arise at this point. Vice versa,
given distributions fm,n such that ‖fm,n‖ωm×n < ∞, we can define A ∈ Qω by the sum above. For
an explicit expression of the (unique) relation between A and fm,n[A], see [17, Sec. 3.1]. The symmetry
representation U acts on Qω by adjoint action, and correspondingly on the expansion coefficients fm,n[A];
we refer to [17, Sec. 3.3] for details.
2.3 Locality
We now describe locality of our observables in open spacetime regions R, the most relevant being: the
right wedge W with tip at the origin; its causal complement, the left wedge W ′; shifted wedges Wx, W ′x
with tip at x; double cones Ox,y = Wx ∩ W ′y; and the standard double cone Or of radius r around the
origin. We start by introducing the wedge-local field [10, Sec. 3]
φ(f) := z†(f+) + z(f−), f ∈ S(R2). (2.14)
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This field, or its formal kernel φ(x), can with respect to the symmetry representation U be consistently
interpreted as localized in the wedge W ′x. We then define a von Neumann algebra of bounded operators
associated with the right wedge as
A(W) = {eiφ(f)− | f ∈ Dω
R
(W ′)}′. (2.15)
(The subscript R indicates real-valuedness. In [10] this was introduced with ω = 0, but the algebra is
actually independent of ω by density arguments for the test functions f .) From here, algebras associated
with other wedges Wx and W ′y can be defined by symmetry transformations, and for double cones
Ox,y =Wx ∩W ′y via A(Ox,y) := A(Wx)∩A(W ′y). In this way, one obtains a Haag-Kastler net A of local
algebras for every region of Minkowski space, where the vacuum Ω is cyclic and separating for A(W),
Haag duality for wedges holds, i.e., A(W ′x) = A(Wx)′, and the Tomita-Takesaki modular group of A(W)
coincides with the boosts U(0,Λ). It is a priori not clear whether the algebras A(Ox,y) contain any
operator other than multiples of the identity, but under certain conditions (“modular nuclearity”), the
vacuum is in fact cyclic for these as well. [10, Sec. 2]
This gives a well-defined sense of locality for bounded operators. For (unbounded) quadratic forms,
the situation is different, as we cannot formulate commutation relations between these directly. Instead,
we can define a weaker notion by means of relative locality to the wedge-local field φ:
Definition 2.1. [11, Def. 2.4] Let A ∈ Qω. We say that A is ω-local in Wx iff2
[A, φ(f)] = 0 for all f ∈ Dω(W ′x), as a relation in Qω. (2.16)
A is called ω-local in W ′x iff U(j)A∗U(j) is ω-local in W−x. A is called ω-local in the double cone
Ox,y =Wx ∩W ′y iff it is ω-local in both Wx and W ′y.
We will clarify in Sec. 3 how ω-locality is related to the local net A, as well as to locality conditions
for closed unbounded operators.
For our purposes, it is crucial to know how locality of A ∈ Qω is reflected in the properties of its
expansion coefficients fm,n[A]. In fact, for A localized in a double cone, one finds that fm,n[A] are
distributional boundary values of meromorphic functions Fm+n at specific points. To formulate this,
consider the regions in Rk,
Ik+ = {λ : 0 < λ1 < . . . < λk < π},
Ik− = {λ : −π < λ1 < . . . < λk < 0}.
(2.17)
When we write boundary distributions of the type Fk(θ + i(0, . . . , 0),η + i(π − 0, . . . , π − 0)), or Fk(θ +
i0,η + ipi − i0) for short, this is understood as an approach from within the region Ik+, and similar for
Ik−. With this, we can characterize ω-locality in the double cone Or as follows, in a reformulation of [11,
Theorem 5.4].
Theorem 2.2. Let ω be an analytic indicatrix and let r > 0. Let F = (Fk)
∞
k=0 be a collection of functions
Ck → C¯ which fulfills the following conditions3 for any fixed k, and with ζ ∈ Ck arbitrary:
(FD1) Analyticity: Fk is meromorphic on C
k, and analytic where Im ζ1 < . . . < Im ζk < Im ζ1 + π.
(FD2) S-symmetry: Fk(ζ) = S(ζj+1 − ζj)Fk(ζ1, . . . , ζj+1, ζj , . . . , ζk) for any 1 ≤ j < k.
(FD3) S-periodicity: Fk(ζ1, . . . , ζk−1, ζk + 2πi) = Fk(ζk, ζ1, . . . , ζk−1).
(FD4) Recursion relations: The Fk have first order poles at ζn − ζm = iπ, where 1 ≤ m < n ≤ k, and
res
ζ2−ζ1=iπ
Fk(ζ) = − 1
2πi
(
1−
k∏
j=1
S(ζ1 − ζj)
)
Fk−2(ζ3, . . . , ζk).
(FD5) Bounds at nodes: For each j ∈ {0, . . . , k}, we have
‖Fk
( · +( i0︸︷︷︸
j entries
, ipi − i0)‖ωj×(k−j) <∞, ‖Fk
( · −(ipi − i0︸ ︷︷ ︸
j entries
, i0)‖ωj×(k−j) <∞.
2The “commutator” [A,φ(f)] is actually well-defined in matrix elements for quadratic forms A ∈ Qω, since φ(f) and
φ(f)∗ map Hω,f into Hω,f .
3The conditions (FD1)–(FD4) coincide with the properties of form factors, e.g., in [2, 18] by setting, in the notation of
[2], FO(ζ1, . . . , ζk) = (2
√
pi)kFk(ζk , . . . , ζ1) and suppressing the indices and matrices related to particle species, which are
absent in our context.
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(FD6) Pointwise bounds: There exist c, c′ > 0 such that for all ζ ∈ Rk + iIk±:
|Fk(ζ)| ≤ c dist(Im ζ, ∂Ik±)−k/2
k∏
j=1
exp
(
µr| Im sinh ζj |+ c′ω(coshRe ζj)
)
.
Then, the unique quadratic form A ∈ Qω fulfilling
f [A]m,n(θ,η) = Fm+n(θ + i0,η + ipi − i0) (2.18)
is ω-local in Or.
Conversely, let A ∈ Qω be ω-local in Or. Then there exists (uniquely) a family of functions (Fk)
which fulfill conditions (FD1)–(FD6) above such that (2.18) holds.
3 Locality of operators and quadratic forms
In this paper, we investigate local (unbounded) operators in integrable models, going beyond the quadratic
forms considered earlier [17, 11]. More specifically, we aim at closed operators affiliated with the local von
Neumann algebras A(O). This class, while still technically manageable, seems large enough to contain a
variety of accessible examples, including smeared pointlike fields where they exist [19, 20]. The present
section gives general criteria that allow us to investigate the problem, independent of the scattering
function S and of specific examples of local observables. The criteria will later be applied to examples in
the case S = −1, in Secs. 4 and 5.
We first clarify in Sec. 3.1 how quadratic forms in Qω relate to closed (unbounded) operators, and
establish sufficient criteria for convergence of the infinite series (2.13) in this context. Then, in Sec. 3.2,
we show how the closed operators are related to bounded local operators, in the sense of affiliation with
the local algebras. Lastly, in Sec. 3.3, we ask when a set of quadratic forms is large enough to describe
all local observables of the quantum field theory, in the sense of the Reeh-Schlieder property and of
generating the net of local von Neumann algebras.
Throughout the section, an analytic indicatrix ω is kept fixed.
3.1 Closable operators and summability
We will be concerned with the extension of quadratic forms A ∈ Qω to closed operators. Since A is a
priori only a quadratic form, we clarify in which case this extension, or closure, is to be understood.
Definition 3.1. A ∈ Qω is called ω-closable if there exists a closed operator A−, with Hω,f ⊂ domA− ∩
dom(A−)∗ and for which Hω,f is a core, such that A− coincides with A as a quadratic form on Hω,f×Hω,f .
Correspondingly, the operator A−, which is uniquely determined, is called the ω-closure of A. (It may
depend on ω, but this will not matter for our purposes.) A simple criterion for ω-closability is as follows.
Lemma 3.2. A ∈ Qω is ω-closable if, and only if, the expression 〈ψ,Aχ〉 has a continuous linear
extension to χ ∈ H for any fixed ψ ∈ Hω,f, and a continuous antilinear extension to ψ ∈ H for any fixed
χ ∈ Hω,f .
Proof. Let A ∈ Qω. The two continuity conditions imply that A can be extended to a linear operator
A0 : Hω,f → H such that also Hω,f ⊂ domA∗0. In particular, A0 and A∗0 are both densely defined,
which implies that A− := A∗∗0 is a closed extension of A with core Hω,f [21, Thm. VIII.1]. Also,
(A−)∗ = A∗∗∗0 = A
∗
0, which is defined at least onHω,f . Hence A is ω-closable. The converse is evident.
In particular, this shows that the ω-closable elements form a subspace of Qω. While the criterion
in Lemma 3.2 is easy to state, it is rather hard to apply in examples where the expansion coefficients
fm,n[A] are used to define A. We will therefore deduce a sufficient criterion for ω-closability which is
based directly on estimates for the fm,n[A]. The idea is to establish absolute convergence of the series
(2.13) in a certain sense. (In the sense of quadratic forms, the series is always well-defined as it is finite
in matrix elements; for obtaining closed operators, however, convergence issues become relevant.)
Proposition 3.3. Let A ∈ Qω. Suppose that for each fixed n,
∞∑
m=0
2m/2√
m!
(
‖f [A]m,n‖ωm×n + ‖f [A]n,m‖ωn×m
)
<∞. (3.1)
Then, A is ω-closable.
6
Proof. By [17, Prop. 2.1], the annihilator-creator monomials fulfill the estimate, k ∈ N0,
∥∥z†mzn(f)e−ω(H/µ)P fk∥∥ ≤ 2
√
k!(k − n+m)!
(k − n)! ‖f‖
ω
m×n. (3.2)
Using this estimate in the expansion (2.13), we obtain for ψ, χ ∈ Hω,f ,
|〈ψ,Aχ〉| ≤ ‖ψ‖‖eω(H/µ)χ‖
∞∑
m=0
k∑
n=0
2
m!n!
√
k!(k − n+m)!
(k − n)! ‖f
[A]
m,n‖ωm×n, (3.3)
where k = k(χ) can be chosen independent of ψ. Estimating k!/n!(k − n)! ≤ 2k and (k − n +m)!/(k −
n)!m! ≤ 2k−n+m, we obtain
|〈ψ,Aχ〉| ≤ 2k+1‖ψ‖‖eω(H/µ)χ‖
k∑
n=0
2−n/2√
n!
∞∑
m=0
2m/2√
m!
‖f [A]m,n‖ωm×n, (3.4)
which converges by assumption. Thus the matrix element is H-continuous in ψ at fixed χ. A similar
argument, with the roles of m and n exchanged, shows continuity in χ at fixed ψ. The result then follows
from Lemma 3.2.
Under a stricter summability condition, we can deduce an additional property that will become
relevant later, in Proposition 3.5(b).
Proposition 3.4. Let A ∈ Qω. Suppose that
∞∑
m,n=0
2(m+n)/2√
m!n!
‖f [A]m,n‖ωm×n <∞. (3.5)
Then, A is ω-closable; and for any g ∈ Dω(R2), we have exp(iφ(g)−)Hω,f ⊂ domA−.
Proof. In view of Proposition 3.3, only the second part requires proof. We recall the estimates [17,
Eq. (2.18)]
‖eω(H/µ)z†(f)e−ω(H/µ)P fℓ ‖ ≤
√
ℓ+ 1 ‖eω(cosh ·)f‖,
‖eω(H/µ)z(f)e−ω(H/µ)P fℓ ‖ ≤
√
ℓ ‖f‖.
(3.6)
With φ(g) = z†(g+) + z(g−), it follows that for any j ∈ N,
‖eω(H/µ)φ(g)je−ω(H/µ)P fℓ ‖ ≤
√
(ℓ + j)!
ℓ!
cjg, (3.7)
where cg := ‖eω(cosh ·)g+‖+‖g−‖. Since Hω,f consists of analytic vectors for φ(g), and since φ(g) changes
the particle number by at most 1, we then obtain for k ≥ ℓ,
‖Pkeω(H/µ)eiφ(g)
−
e−ω(H/µ)P fℓ ‖ ≤
∞∑
j=k−ℓ
1
j!
‖eω(H/µ)φ(g)je−ω(H/µ)P fℓ ‖
≤ ck−ℓg
2k/2√
(k − ℓ)!
∞∑
p=0
(
√
2cg)
p
√
p!
≤ c′g
(
√
2cg)
k√
(k − ℓ)! (3.8)
with some constant c′g > 0 depending on g. For any χ ∈ Hω,f , we therefore have with suitable ℓ,
‖A−Pkeiφ(g)
−
χ‖ ≤ ‖A−e−ω(H/µ)P fk‖‖Pkeω(H/µ)eiφ(g)
−
e−ω(H/µ)P fℓ ‖‖eω(H/µ)χ‖
≤ 2c′g‖eω(H/µ)χ‖
(
√
8cg)
k√
(k − ℓ)!
∞∑
m,n=0
2(m−n)/2√
m!n!
‖f [A]m,n‖ωm×n, (3.9)
where the estimate on A− has been deduced from (3.4). The series on the r.h.s. exists by hypothesis.
Now set χˆk := P
f
k exp(iφ(g)
−)χ ∈ Hω,f . Since the r.h.s. of (3.9) is summable over k, both χˆk and
A−χˆk are convergent sequences in H. As A− is closed, this implies that limk→∞ χˆk = exp(iφ(g)−)χ is
contained in the domain of A−.
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3.2 Locality
We now consider local observables of our model. In Sec. 2, we introduced two notions of locality: a net
of von Neumann algebras A(O), where locality can be expressed in terms of commutation relations in
the usual sense, and the concept of ω-locality for quadratic forms (Def. 2.1), which was based on relative
locality to the wedge-local fields φ(g), φ′(g). A priori, ω-locality is a much weaker notion, since it only
involves commutators in the weak sense between a restricted set of observables. However, we show that
for suitably regular quadratic forms (bounded or ω-closable), ω-local observables can be linked to the net
of local algebras.
Proposition 3.5. In the following, let R be one of the regions Wx, W ′y, Ox,y for some x, y ∈ R2.
(a) Let A be a bounded operator; then A is ω-local in R if and only if A ∈ A(R).
(b) Let A ∈ Qω be ω-closable. Suppose that
∀g ∈ Dω
R
(R2) : exp(iφ(g)−)Hω,f ⊂ domA−. (3.10)
Then A is ω-local in R if and only if A− is affiliated with A(R).
(c) In the case S = −1, statement (b) is true even without the condition (3.10).
Proof. We will prove the statement only for R = W (the standard right wedge). For R = Wx or
R =W ′y, it can then be obtained by applying Poincare´ transformations, and for R = Ox,y by considering
intersections. Also, (a) is a special case of (b).
For (b), let A be ω-closable and ω-local in W . Let g ∈ Dω
R
(W ′). For n ∈ N0, we set
Bn :=
n∑
k=0
ik
k!
(φ(g)−)k, (3.11)
an operator defined at least on Hω,f , along with its adjoint. Noting that powers of φ(g) leave Hω,f
invariant, we can deduce from ω-locality of A by repeated application of Definition 2.1 that〈
B∗nψ,Aχ
〉
=
〈
ψ,ABnχ
〉
=
〈
(A−)∗ψ,Bnχ
〉
for all ψ, χ ∈ Hω,f , (3.12)
where the last equality uses ψ ∈ dom (A−)∗. Both ψ and χ are analytic vectors for φ(g). Therefore, as
n→∞, we have Bnχ→ Bχ and B∗nψ → B∗ψ, with B := exp iφ(g)−. Equation (3.12) implies〈
B∗ψ,A−χ
〉
=
〈
(A−)∗ψ,Bχ
〉
for all ψ, χ ∈ Hω,f . (3.13)
By the hypothesis (3.10), we have Bχ ∈ domA−, which implies 〈(A−)∗ψ,Bχ〉 = 〈ψ,A−Bχ〉. Since B is
bounded and ψ can be chosen from a dense set in H, we conclude that
BA−χ = A−Bχ for all χ ∈ Hω,f . (3.14)
If now more generally χ ∈ domA−, we can find a sequence (χj) in Hω,f such that χj → χ and A−χj →
A−χ in H. We compute from Eq. (3.14), using boundedness of B,
Bχj → Bχ and A−Bχj = BA−χj → BA−χ, (3.15)
so that, since A− is closed,
Bχ ∈domA− and A−Bχ = BA−χ
for all χ ∈ domA−, B = exp(iφ(g)−), g ∈ Dω
R
(W ′). (3.16)
The same then holds if B is a finite product of operators exp(iφ(g)−), a linear combination of those,
or their strong limit (by a similar computation as in (3.15)). Thus, by the double commutant theorem,
(3.16) holds for all B ∈ {exp(iφ(g)−) ∣∣ g ∈ Dω
R
(W ′)}′′ = A(W)′. But this means A− η A(W), as claimed.
For the converse, let A− η A(W) and let g ∈ DR(W ′). For any t ∈ R, we have exp itφ(g)− ∈ A(W)′.
Affiliation of A implies
∀ψ, χ ∈ Hω,f ∀t ∈ R : 〈e−itφ(g)−ψ,A−χ〉 = 〈(A−)∗ψ, eitφ(g)−χ〉. (3.17)
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Since ψ, χ are analytic vectors for φ(g), both sides of (3.17) are real analytic in t. Computing their
derivative at t = 0, we find
∀ψ, χ ∈ Hω,f : 〈φ(g)ψ,Aχ〉 = 〈(A−)∗ψ, φ(g)χ〉 = 〈ψ,Aφ(g)χ〉. (3.18)
Since g ∈ DR(W ′) was arbitrary, and since we can extend the relation to complex-valued g by linearity,
this means that A is ω-local in W . This completes the proof of (b).
For (c), note that in the case S = −1, the operators φ(g)− are actually bounded, and generate the
algebra A(W)′ [13]; we can restrict to g ∈ Dω
R
(W ′) here by density. It is clear that φ(g)Hω,f ⊂ Hω,f ⊂
domA−, and using this instead of (3.10), a similar (in fact, simpler) computation as for (b) shows that
A− η A(W).
3.3 Cyclicity of the vacuum, and relation to the local algebras
We now ask for criteria which guarantee that a set of (local) quadratic forms is “maximally large”, in
the sense of generating all vectors in the Hilbert space, or all local observables in a certain sense.
We first investigate the Reeh-Schlieder property, i.e., the question whether the vacuum is cyclic for
given subspaces Qd ⊂ Qω of quadratic forms. More specifically, we suppose that each A ∈ Qd is ω-
closable, hence A−Ω is well defined; we ask whether {A−Ω : A ∈ Qd} is dense in H.
We show that for cyclicity, it is sufficient to check density of the states at finite particle number over
compact sets in rapidity space only. To that end, for m ∈ N0, we denote with Pm the projector onto
Hm ⊂ H as before, and for M ⊂ N0 we write PM :=
∑
m∈M Pm. Further, let Pm,ρ be the subprojection
of Pm onto functions supported in the ball of radius ρ > 0, and PM,ρ accordingly.
Lemma 3.6. Let M ⊂ N0. Let Qd ⊂ Qω be a subspace with the following properties:
(i) Each A ∈ Qd is ω-closable.
(ii) For each A ∈ Qd there exists ǫ > 0 such that A(x) := U(x)AU(x)∗ ∈ Qd whenever |x| < ǫ.
(iii) For each finite subset N ⊂M , and each ρ > 0, the inclusion
{PN,ρA−Ω : A ∈ Qd} ⊂ PN,ρH is dense. (3.19)
Then, {PMA−Ω : A ∈ Qd} is dense in PMH.
Remarks: Condition (i) can be replaced with the weaker requirement that each A extends to an operator
with Ω in its domain. In applications in Secs. 4–5, M will either be the set of even or of odd numbers,
as we need to treat even and odd particle numbers separately.
Proof. Let ψ ∈ H be orthogonal to PMA−Ω for all A ∈ Qd; we need to show PMψ = 0. We apply a
variant of the well-known Reeh-Schlieder argument [22]. To that end, let e be the unit vector in time
direction, and consider for fixed A ∈ Qd the function
R ∋ t 7→ 〈ψ, PMA(te)−Ω〉 = 〈PMψ,U(te)A−Ω〉, (3.20)
which is well-defined and continuous due to (i). It vanishes for |t| < ǫ due to (ii). On the other hand, due
to the spectrum condition for U , it is the boundary value of a function analytic in the upper half-plane,
which must therefore vanish identically. Computing its Fourier transform in the sense of distributions,
we see that
0 =
∑
m∈M
∫
dmθ
m!
ψm(θ)h(E(θ)) f
[A]
m,0(θ) for all A ∈ Qd, h ∈ S(R). (3.21)
In particular, for given q > 0, we can choose h to equal 1 on [−q, q] and 0 outside [−2q, 2q]. Since
E(θ) ≥ m, the sum (3.21) is then finite (m ≤ 2q), and the integration can be restricted to the compact
region E(θ) ≤ 2q. Due to (iii) with suitably chosen ρ, we then conclude that ψm(θ) vanishes when
m ∈M , m ≤ 2q, for (almost every) θ in the support of h(E( · )) – that is, at least where E(θ) ≤ q. Now
letting q →∞, we see that ψm(θ) = 0 for all m ∈M and almost all θ, i.e., PMψ = 0.
From here, if the A ∈ Qd are affiliated with some algebra A(O), we can deduce that the local algebra
has the Reeh-Schlieder property. But more is true. To that end, consider the “locally generated” net of
algebras,
R 7→ Aloc(R) :=
∨
O⊂R
A(O), (3.22)
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where O runs over all double cones; Aloc(R) is defined for all open (bounded or unbounded) regions R
in Minkowski space. Then Aloc(R) ⊂ A(R) holds for all regions R, and Aloc(O) = A(O) for all double
cones O; but for wedges, one may question whether equality holds. We show this, as well as Haag duality
for double cone regions and a version of weak additivity, based on a space of quadratic forms associated
with one fixed double cone. (Similar results were obtained on the basis of the split property in [10,
Sec. 2]; we derive them here from a sufficiently large set of local quadratic forms, mostly with standard
techniques.)
Theorem 3.7. Let Oˆ be a double cone. Suppose there exists a subspace Qˆ ⊂ Qω such that:
(i) Each A ∈ Qˆ is ω-closable, and A− is affiliated with A(Oˆ).
(ii) For each A ∈ Qˆ there exists ǫ > 0 such that U(x)AU(x)∗ ∈ Qˆ whenever |x| < ǫ.
(iii) For each finite set N ⊂ N0, and each ρ > 0, the inclusion {PN,ρA−Ω : A ∈ Qˆ} ⊂ PN,ρH is dense.
Then we have:
(a) Reeh-Schlieder property: Ω is cyclic and separating for A(Oˆ) and for A(Oˆ)′.
(b) Locally generated wedge algebras: Aloc(Wx) = A(Wx), Aloc(W ′y) = A(W ′y) for all x, y.
(c) Haag duality: A(O)′ = Aloc(O′) for all double cones O.
(d) Weak additivity: If e ∈ R2 is timelike or lightlike, then ∨t∈RA(Oˆ + te) = B(H).
Proof. For (a): By Lemma 3.6 withM = N0, QˆΩ is dense in H. Now write the closure of a fixed A ∈ Qˆ in
polar decomposition, A− = V
∫∞
0 λdP (λ); then for each L > 0, we have AL := V
∫ L
0 λdP (λ) ∈ A(Oˆ), and
ALΩ→ AΩ as L→∞. Hence A(Oˆ)Ω is dense in H as well. By covariance, Ω is therefore cyclic for each
A(Oˆ + x), hence in particular for A(Oˆ)′ ⊃ A(Oˆ + x) (with suitable spacelike x). It follows immediately
that Ω is separating. —For (b), consider the subspace Hˆ := ∪O⊂WA(O)Ω ⊂ dom∆1/2, where ∆ is the
modular operator of the wedge algebra A(W), and O runs over all double cones. Since Oˆ + x ⊂ W for
suitable x, we know from (a) that Hˆ is dense in H. Further, Hˆ is invariant under the modular group ∆it,
as these coincide with the Lorentz boosts. Therefore Hˆ is a core for ∆1/2, cf. [23, Ch. II Prop. 1.7]. This
however implies that ∪O⊂WA(O) ⊂ A(W) is strong-operator dense [24, Theorem 9.2.36], which proves
the claim for the standard wedge W . For other wedges it follows by covariance.—For (c), let O = Ox,y
and observe that
A(Ox,y)′ = A(W ′x) ∨ A(Wy) = Aloc(W ′x) ∨ Aloc(Wy) = Aloc(W ′x ∪Wy) = Aloc(O′x,y), (3.23)
where the first step uses Haag duality for wedges, the second step employs (b), and the third follows from
the definition of Aloc.— For (d), cf. [25, Appendix]: Let A ∈ A(Oˆ) and B ∈ (
⋃
t∈RA(Oˆ + te))′. Then
the function f(t) := 〈AΩ, U(−te)BΩ〉 = 〈B∗Ω, U(te)A∗Ω〉 has a bounded analytic continuation to both
the upper and the lower halfplanes, since U satisfies the spectrum condition. Hence f must be constant.
Since U(te) weakly converges to the projector onto Ω as t → ∞, we find 〈AΩ, BΩ〉 = 〈AΩ,Ω〉〈Ω, BΩ〉.
Then (a) implies B = 〈Ω, BΩ〉1, showing the statement.
There remains the question whether the space Qˆ generates the algebra A(Oˆ) in some sense. This
cannot follow directly from the above: Namely, if we consider Oˆ := Or for some fixed r > 0, and
Qˆ :=
⋃
0<c<1/2
A(Ocr) ⊂ A(Or/2), (3.24)
then this Qˆ fulfills all conditions of Theorem 3.7 in typical models, but it is certainly not dense in A(Or).
We can however deduce a result on the level of nets of algebras. Suppose that for every double cone
O we are given a space Q(O) of quadratic forms affiliated with A(O), subject to certain consistency
conditions (see below). We then define the algebras
AQ(O) :=
{
V, V ∗, P (λ) : V
∫
λdP (λ) is the polar decomposition of A− for some A ∈ Q(O)}′′ (3.25)
for double cones O, and AQ(R) :=
∨
O⊂RAQ(O) for other regions R. Then clearly AQ(O) ⊂ Aloc(O) ⊂
A(O). We show that A can be obtained from the subnet AQ by dualization:
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Theorem 3.8. Let O 7→ Q(O) be a map from double cones to subspaces of Qω such that conditions
(i)–(iii) of Theorem 3.7 are fulfilled for every Qˆ = Q(Oˆ), and in addition:
(iv) For any two double cones O1 ⊂ O2, it holds that Q(O1) ⊂ Q(O2).
(v) For any double cone O and Poincare´ transformation (x,Λ), it holds that U(x,Λ)Q(O)U(x,Λ)∗ =
Q(ΛO + x).
Then, AQ as defined in (3.25) is a local, isotonic, covariant net of von Neumann algebras; Ω is cyclic for
AQ(R) if R is nonempty, and separating if R′ is nonempty; and A is the dual net of AQ, in the sense
that for every double cone O,
AQ(O′)′ = A(O). (3.26)
Proof. As AQ(R) ⊂ A(R) for every R, locality is automatic; isotony and covariance follow from (iv) and
(v), respectively. Ω is cyclic and separating by Theorem 3.7(a). Also, thanks to covariance of AQ, one
obtains with methods as in Theorem 3.7(b) that AQ(Wx) = A(Wx), AQ(W ′y) = A(W ′y) for any x, y.
Hence we have
AQ(O′x,y)′ = AQ(W ′x ∪Wy)′ = (AQ(W ′x) ∨AQ(Wy))′
= (A(W ′x) ∨ A(Wy))′ = A(Wx) ∩ A(W ′y) = A(Ox,y) (3.27)
for any double cone Ox,y.
4 Examples of local operators: even case
We now illustrate the above methods for constructing local observables in examples; specifically, we will
in a moment specialize to the massive Ising model, defined by the scattering function S = −1.
In view of the results in Sec. 3, our strategy will be as follows: We define meromorphic functions
Fk that satisfy the conditions (FD1)–(FD6) for some r > 0, guided by experience from the form factor
program. By Theorem 2.2, the associated quadratic form
A =
∑
m,n
∫
dmθdnη
m!n!
Fm+n(θ + i0,η − i0)z†m(θ)zn(η) (4.1)
is then ω-local in the double cone Or. Separately, we show using summability criteria (Proposition 3.3
or 3.4) that A is also ω-closable. Then A− is affiliated with A(Or) by Proposition 3.5. If we construct
sufficiently large sets of such A, fulfilling additional constraints such as isotony, covariance, and a density
condition in compact regions of rapidity space, then the results in Sec. 3.3 imply the Reeh-Schlieder
property for the local algebras, Haag duality, and that the A(O) are generated by our quadratic forms
via duality.
For all scattering functions S in our class, the overall theory is invariant under the Z2-symmetry that
replaces the wedge-local field φ with −φ. As a consequence, all local observables can be split into an
even and an odd part, in which only the even- and odd-numbered Fj contribute, respectively. Hence it
suffices to consider even and odd observables separately.
Specific to the Ising model is the fact that for even observables, the recursion relations (FD4) become
trivial, since the factor on the right-hand side vanishes. We will consider this simpler case in the present
section, and the case of odd observables in Sec. 5.
In the even case of the Ising model, we can hence choose only one of the functions F2k to be nonzero.
This may seems an uninteresting special case at first glance; yet it comprises physically important ob-
servables, such as the averaged energy density T 00(g) (see, e.g., [12]) whose only nonvanishing coefficient
function is
F2(ζ) = −iµ2 sinh ζ1 − ζ2
2
sinh2
ζ1 + ζ2
2
g˜(p(ζ)), (4.2)
where g ∈ S(R2) is nonnegative.4 Other examples of this type haven been given by Buchholz and
Summers [26] by considering even polynomials of the field φ(f).
4We use the Fourier transform with the convention g˜(p) := 1
2pi
∫
d2x eip·xg(x).
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We aim at constructing a large enough set of observables so that the Reeh-Schlieder property is fulfilled
for these. To that end, let k ∈ N0, let g ∈ D(R2), and let P ∈ Λ±2k be a symmetric Laurent polynomial
in 2k variables (see Appendix A for notational conventions). We define a sequence of analytic functions
F
[2k,P,g]
j (ζ) :=
{
g˜(p(ζ))P (eζ)M even2k (ζ) for j = 2k,
0 otherwise,
(4.3)
where
M even2k (ζ) :=
∑
σ∈S2k
signσ
k∏
j=1
sinh
ζσ(2j−1) − ζσ(2j)
2
; (4.4)
in particular, M even0 = 1. We claim that these functions fulfill our locality conditions.
Proposition 4.1. Let k ∈ N0, P ∈ Λ±2k, and g ∈ D(Or) be fixed, with some r > 0. Then F [2k,P,g]j enjoy
the properties (FD1)–(FD6) with respect to this r and ω(p) = β log(1 + p) with sufficiently large β > 0,
or ω(p) = pα with α ∈ (0, 1).
Proof. We drop the superscript [2k, P, g]. Since g has compact support, g˜ and hence F2k are entire
analytic (FD1). Also, (FD2) means antisymmetry in our case, which is fulfilled since M even2k is an-
tisymmetric by construction. Further, one finds that M even2k (ζ1, . . . , ζn−1, ζn + 2πi) = −M even2k (ζ) =
M even2k (ζn, ζ1, . . . , ζn−1), and the other factors are 2πi-periodic in each variable, yielding (FD3). As al-
ready noted, (FD4) is fulfilled trivially since the right-hand side vanishes. For the estimates (FD5)
and (FD6), we need to consider only ω(p) = β log(1 + p). We first note that with suitable constants
c1, c2, c3 > 0, ∣∣M even2k (ζ)∣∣ ≤ c1 2k∏
j=1
(coshRe ζj)
1
2 ,
∣∣P (eζ)∣∣ ≤ c2 2k∏
j=1
(coshRe ζj)
c3 . (4.5)
For (FD5), it suffices to show that for θ ∈ Rm, η ∈ R2k−m with any m ∈ {0, . . . , 2k}, and for suitably
large β, the functions
(θ,η) 7→ E(θ)F2k(θ,η + ipi)E(η)1−β and
(θ,η) 7→ E(θ)1−βF2k(θ,η + ipi)E(η)
(4.6)
are bounded. Namely, given this, we know that (θ,η) 7→ F2k(θ,η + ipi)E(η)−β and (θ,η) 7→
E(θ)−βF2k(θ,η + ipi) are square integrable, implying by Cauchy-Schwarz that ‖F2k( · , · + ipi)‖ωm×n
is finite, and likewise ‖F2k( · − ipi, · )‖ωm×n by a redefinition of P and g.
We show boundedness of the first function in (4.6), the other is similar. In fact, due to (4.5), and
since g is of Schwartz class, we can find c4 > 0 such that
∣∣E(θ)F2k(θ,η + ipi)E(η)1−β∣∣ ≤ c4E(θ)1+k+2kc3E(η)1+k+2kc3−β
1 + |E(θ)− E(η)|1+k+2kc3 , (4.7)
which is bounded if β ≥ 2 + 2k + 4kc3, since the function (x, y) 7→ xy
−1
1+|x−y| is bounded for x, y ≥ 1.
For (FD6), from the support properties of g we obtain by standard methods that for any ζ ∈ Cn,
|g˜(p(ζ))| ≤ ‖g‖1
2π
n∏
j=1
eµr|Im sinh ζj |. (4.8)
Using (4.5), we thus obtain
|F2k(ζ)| ≤ c5
2k∏
j=1
(coshRe ζj)
1
2
+c3eµr|Im sinh ζj | (4.9)
with some c5 > 0. Choosing β ≥ 12 + c3, this is the desired bound (FD6).
Having verified (FD1)–(FD6), we can now apply our results to show that we obtain closable local
operators.
Proposition 4.2. Let F
[2k,P,g]
j be defined as in (4.3), with k ∈ N0, P ∈ Λ±2k, and g ∈ D(O) for some
double cone O; and let A[2k,P,g] be the associated quadratic form. Then, A[2k,P,g] is ω-local in O with
ω(p) = β log(1 + p) or ω(p) = pα. Further, A[2k,P,g] is ω-closable, and its closure is affiliated with A(O).
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Proof. By Poincare´ covariance, we can assume without loss of generality that O = Or. (Note that
translations act only by shifting the argument of g, whereas boosts also scale the arguments of the
polynomial P by a constant factor; cf. [17, Sec. 3.3].)
Now the property of ω-locality is a consequence of (FD1)–(FD6) by Theorem 2.2. Closability follows
from Proposition 3.4, where the sum is actually finite; and Proposition 3.5 proves affiliation.
We now show that we have constructed all (even) local quantities in the sense of the Reeh-Schlieder
property. To that end, let us define for any double cone O,
Qeven(O) := span{A[2k,P,g] : k ∈ N0, P ∈ Λ±2k, g ∈ D(O)}. (4.10)
By the above remark, this is a covariant definition in the sense that U(x,Λ)Qeven(O)U(x,Λ)∗ =
Qeven(ΛO + x). With P even the projector onto the even particle number space within H, we prove:
Proposition 4.3. For any double cone O, the inclusion Qeven(O)Ω ⊂ P evenH is dense.
Proof. Note that A[2k,P,g]Ω ∈ P2kH are mutually orthogonal for different k. Therefore, it only remains to
check the hypotheses (i)–(iii) of Lemma 3.6 for the case Qd = Qeven(O) and PM = P2k. Here closability
(i) follows from Proposition 4.2. Further, since supp g is compact in the open set O, slight translations
of g are contained in D(O) as well, showing (ii). For (iii), we need to verify for any large ball B ⊂ R2k
that there is no antisymmetric square-integrable function ψ 6= 0 of 2k variables such that∫
B
dθ ψ(θ)g˜(p(θ))M even2k (θ)P (e
θ) = 0 for all P ∈ Λ±2k, g ∈ D(O). (4.11)
But since ψ( · )g˜(p( · ))M even2k is symmetric, and g˜(p( · ))M even2k vanishes only on a null set (due to analyt-
icity), this follows from the density of polynomials on compact sets.
We postpone duality results to Sec. 5.3.
5 Examples of local operators: odd case
We now consider observables in the Ising model where the “odd” coefficients F2k+1 are nonzero. Due
to the recursion relations (FD4), which are nontrivial in this case, we are forced to choose an infinite
sequence of nonvanishing F2k+1, linked to each other by their residues.
Observables of this type have been considered in [3, 27, 28], among others; they include the so-called
order parameter, or basic field, of the Ising model. Our particular focus is on closability of these quadratic
forms, or put differently, on the summability of the expansion series (4.1).
Specifically, we choose the sequences of meromorphic functions, k ∈ N0,
F
[1,P,g]
2k+1 (ζ) :=
1
(2πi)k
g˜(p(ζ))P (eζ)Modd2k+1(ζ), F
[1,P,g]
2k (ζ) = 0. (5.1)
Here g ∈ D(R2) is a test function; we will make further restrictions on its momentum space behaviour
below. P is (essentially) a Laurent polynomial in any number of variables such that P (y,−y,x) = P (x);
we formalize the class Λ±I of these polynomials in Appendix A, but let us note here that typical examples
are the odd power sums, π2s+1(x) =
∑
j x
2s+1
j . The meromorphic function
Modd2k+1(ζ) :=
∏
1≤i<j≤2k+1
tanh
ζi − ζj
2
(5.2)
will be further explored in Appendix B.
As in Sec. 4, we want to verify that these functions indeed define local observables, and sufficiently
many. We first check the more elementary properties (FD1)–(FD4) and (FD6) in Sec. 5.1. Then we
turn to (FD5) and summability in Sec. 5.2, which involves delicate operator norm estimates of singular
integral operators. Finally we derive the Reeh-Schlieder property and duality results in Sec. 5.3.
Throughout this section, we will take ω(p) = pα with some α ∈ (0, 1). We also define the function
spaces
Dα(O) :=
{
g ∈ D(O) : sup
p
∣∣∣ exp(c‖p‖α∞)( ∂∂p0 )k0( ∂∂p1 )k1 g˜(p)∣∣∣ <∞ for all k0, k1 ∈ N0, c > 0}, (5.3)
which are slightly different from Dω(O). The only statement we will need about them is that for every
open O they contain a nonzero function; in fact, Dα(O) is dense in D(O), cf. [29, Sec. 1].
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5.1 Elementary properties
We briefly state the results for (FD1)–(FD4) and (FD6), which can be deduced from the properties of P
and Modd2k+1 as explained in Appendices A and B, respectively.
Proposition 5.1. Let P ∈ Λ±I and g ∈ D(R2). The functions F [1,P,g]j enjoy properties (FD1)–(FD4).
Proof. (FD1) is clear, since all factors are analytic where | Im ζm − Im ζn| < π, avoiding the poles of
the hyperbolic tangent. Also, all factors are symmetric in their variables, except Modd2k+1 which is totally
antisymmetric, yielding (FD2). Condition (FD3) for F2k+1 simply means 2πi-periodicity in each variable,
which is easy to verify for all factors in (5.1). For (FD4), it is crucial to note that
res
ζ2−ζ1=iπ
Modd2k+1(ζ) = −2Modd2k−1(ζˆ) with ζˆ = (ζ3, . . . , ζ2k+1); (5.4)
see Proposition B.2(c) in Appendix B. Further, one has p(ζ) = p(ζˆ) at the residue (where eζ1 = −eζ2)
and P (eζ) = P (eζˆ) since P ∈ Λ±I , cf. Appendix A. This gives exactly (FD4) in the case S = −1.
Proposition 5.2. Let P ∈ Λ±I and g ∈ D(Or) with some r > 0. The functions F [1,P,g]j enjoy property
(FD6) with respect to this r.
Proof. We estimate |F [1,P,g]2k+1 (ζ)| directly from (5.1), and in doing so we bound: g˜(p(ζ)) as in (4.8), where
the support properties of g enter; the Laurent polynomial P by Proposition A.5 in Appendix A (with
J = ∅); and the function Modd2k+1(ζ) by Proposition B.2(d) in Appendix B. Combining these, we arrive at
|F [1,P,g]2k+1 (ζ)| ≤ c1‖g‖1E(Re ζ)c2 dist(Im ζ, I2k+1± )−k
2k+1∏
j=1
eµr|Im sinh ζj | (5.5)
for all ζ ∈ I2k+1± , with some c1, c2 > 0 (which may depend on k). Choosing c3 > 0 such that p ≤
c3 expω(p) = c3 exp p
α for all p > 0, we then have
E(θ) ≤ (2k + 1)
2k+1∏
j=1
cosh θj ≤ (2k + 1)c2k+13
2k+1∏
j=1
expω(cosh θj) (5.6)
for all θ ∈ R2k+1, so that (5.5) is in agreement with (FD6).
5.2 Operator domain and summability
The remaining part for establishing F
[1,P,g]
2k+1 as the coefficients of a local operator is as follows. Setting
fmn(θ,η) := F
[1,P,g]
m+n (θ + i0,η + ipi − i0), we need to find bounds for the norm ‖fmn‖ωm×n. This will,
first of all, establish (FD5). However, we also need these estimates in order to show the summability of
the series (4.1) when applied to a certain class of vectors, in order to extend A to a closed operator.
The individual terms of the series are singular integral operators due to the poles of the Fm+n along
the integration contour, and we have to find operator norm estimates for these. We start with a lemma
to that end. In it, for a set of integers J = {j1, . . . , jℓ}, we denote mixed partial derivatives of a function
h as ∂Jh(θ) = ∂/∂θj1 · · ·∂/∂θjℓh(θ); and where the function has additional arguments denoted η, the
derivatives will not act on these.
Lemma 5.3. Let m,n ∈ N0 and 0 ≤ ℓ ≤ min(m,n). Let h : Rm × Rn → C be smooth, and let
L : R\{0} → C be a continuous function, bounded outside a neighborhood of zero and analytic inside that
neighborhood, except for a possible first order pole at 0. Then, the integral kernel on Rm × Rn,
K(θ,η) := h(θ,η)
ℓ∏
j=1
L(θj − ηj ± i0), (5.7)
fulfills the bound
‖K‖m×n ≤ cm+nL max
J⊂{1,...,ℓ}
sup
θ,η
(∣∣∂Jh(θ,η)∣∣ m∏
i=1
√
1 + θ2i
n∏
j=1
√
1 + η2j
)
(5.8)
with a constant cL > 0 that depends on L but not on m, n, ℓ, or h.
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Proof. We reduce the statement to special cases in four steps (a)–(d).
(a) It suffices to prove the statement for m = n = ℓ. Namely, once known for that case with some cL,
we can write for ψ ∈ D(Rm), ϕ ∈ D(Rn),∣∣∣ ∫ dθ dηψ(θ)K(θ,η)ϕ(η)∣∣∣ ≤ ∫ m∏
i=ℓ+1
dθi
(1 + θ2i )
1/2
n∏
j=ℓ+1
dηj
(1 + η2j )
1/2
×
m∏
i=ℓ+1
(1 + θ2i )
1/2
n∏
j=ℓ+1
(1 + η2j )
1/2
∣∣∣ ∫ ψ(θ)ϕ(η)h(θ,η)( ℓ∏
j=1
L(θj − ηj ± i0)dθjdηj
)∣∣∣.
(5.9)
We now apply the known statement to the inner integral and the Cauchy-Schwarz inequality to the outer
integral, which yields the desired result as long as we choose cL ≥
√
π.
(b) If the statement holds for some L, and M is a bounded continuous function analytic near 0, then
it holds for L+M in place of L as well. To see this, write
K(θ,η) := h(θ,η)
k∏
j=1
(L+M)(θj − ηj ± i0)
=
∑
J⊂{1,...,ℓ}
h(θ,η)
∏
j∈J
M(θj − ηj)
∏
j∈Jc
L(θj − ηj ± i0).
(5.10)
To each summand, we can now apply the statement for L with ℓ = |Jc|, which yields the result for L+M
with cL+M :=
√
2cL
√‖M‖∞ + 1.
(c) It suffices to consider L(ζ) = ζ−1. For other cases, set a := resζ=0 L and note that M(ζ) :=
L(ζ)− a/ζ is analytic near 0, so that (b) can be applied.
(d) Now let ℓ = m = n and L(ζ) = ζ−1. We denote finite difference quotients of h for ℓ = 1 as
δξh(η) :=
h(η + ξ, η)− h(η, η)
ξ
, (5.11)
continued to ξ = 0 by its limit, and for general ℓ as
δJ,ξh(η) := δj1,ξj1 . . . δja,ξjah(η), (5.12)
where J = {j1, . . . , ja}, and where δj,ξ acts on the jth component of the arguments like in (5.11). As a
special case, δ∅,ξh(η) := h(η,η). With this notation, one has
h(η + ξ,η) =
∑
J⊂{1,...,ℓ}
δJ,ξh(η)
∏
j∈J
ξj , (5.13)
and hence
K(θ,η) =
∑
J⊂{1,...,ℓ}
δJ,θ−ηh(η)
∏
j∈Jc
(θj − ηj ± i0)−1. (5.14)
Note here that δJ,θ−ηh depends on θj only if j ∈ J , and that (θj − ηj ± i0)−1 (j ∈ Jc) thus acts as a
bounded operator with respect to that variable. Splitting the integration variables as in (5.9), we find
that
‖K‖m×n ≤
∑
J
cℓ−|J| sup
θ,η
(∣∣δJ,θ−ηh(η)∣∣ ℓ∏
j=1
√
1 + θ2j
√
1 + η2j
)
(5.15)
where c > 0 is some constant. Since the finite difference quotients are majorized by the corresponding
partial derivatives, and the sum has 2ℓ terms, this proves the statement with cL :=
√
2(c+ 1).
We are interested in particular in the following kernels which appear as building blocks of the F2k+1.
Lemma 5.4. Let P ∈ Λ±I , let g ∈ Dα(O), and let k ∈ N0 be fixed in the following. Consider the kernels
on Rm × Rn, m,n ≥ k,
K(θ,η) =
P (eθ, e−η) g˜
(
p(θ)− p(η))
exp(E(η)α)
k∏
j=1
coth
θj − ηj ± i0
2
(5.16)
For each ǫ > 0, there exists c > 0 such that
∀m,n ≥ k : ‖K‖m×n ≤ cm+n+1mǫmnǫn. (5.17)
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Proof. To apply Lemma 5.3, we need to estimate for J ⊂ {1, . . . , k} the function
hJ (θ,η) := ∂Jf(θ,η) exp(−E(η)α)
m∏
i=1
(1 + θ2i )
1/2
n∏
j=1
(1 + η2j )
1/2 (5.18)
where
f(θ,η) := P (eθ, e−η) g˜
(
p(θ)− p(η)). (5.19)
We can explicitly compute
∂Jf =
∑
I⊂J
∂IP (e
θ, e−η)
(( ∏
j∈J\I
dp
dθ
(θj) · ∇p
)
g˜(p)
)∣∣∣
p=p(θ)−p(η)
. (5.20)
Since g ∈ Dα(O), all derivatives of g˜(p) until the order |J |−|I| ≤ k are bounded by c1 exp(−‖p‖α∞/2µ) with
some c1 > 0 (see Eq. (5.3)). Further, ‖dp/dθ‖1 ≤ 2‖p(θ)‖∞ for real arguments, and ‖p(θj)‖∞ ≤ µE(θ).
We also have ‖p(θ)− p(η)‖∞ ≥ µ|E(θ)− E(η)|. This yields
∣∣∣ (( ∏
j∈J\I
dp
dθ
(θj) · ∇p
)
g˜(p)
)∣∣∣
p=p(θ)−p(η)
∣∣∣ ≤ (2µE(θ))|J|−|I|c1 exp(−|E(θ)− E(η)|α/2)
≤ (1 + 2µE(θ))kc1 exp(−1
2
E(θ)α +
1
2
E(η)α). (5.21)
The derivative ∂IP in (5.20) can be estimated by Proposition A.5. With the sum in (5.20) containing at
most 2|J| ≤ 2k terms, we obtain
|∂Jf | ≤ ck+12 E(θ)c3E(η)c3 exp(−
1
2
E(θ)α +
1
2
E(η)α) (5.22)
with constants c2, c3. Given ǫ > 0, we further estimate (1 + θ
2
j )
1/2 ≤ c4E(θ)ǫ and similarly for η. Thus
we finally obtain in (5.18),
|hJ(θ,η)| ≤ cm+n+15 E(θ)c3E(η)c3E(θ)mǫE(η)nǫ exp(−
1
2
E(θ)α − 1
2
E(η)α)
≤ cm+n+15 sup
z≥0
(
z(c3+mǫ)/αe−z/2
)
sup
z≥0
(
z(c3+nǫ)/αe−z/2
)
≤ cm+n+16 mmǫ/αnnǫ/α.
(5.23)
With L(ζ) = coth(ζ/2), the result now follows from Lemma 5.3 after a redefinition of ǫ.
With the help of this result, and knowledge of the singularity structure of the functions Modd2k+1 as
developed in Appendix B, we can now estimate the ‖ · ‖ωm×n-norms of the expansion coefficients fmn of
our proposed local operators.
Proposition 5.5. Let fmn(θ,η) := F
[1,P,g]
m+n (θ + i0,η + ipi − i0), with g ∈ Dα(O) for some bounded O.
For fixed ǫ > 0 and n ∈ N0, there is a constant c > 0 such that for all m ∈ N0,
‖fmn‖ωm×n + ‖fnm‖ωn×m ≤ cm+1mǫm. (5.24)
The same holds for fˆmn(θ,η) := F
[1,P,g]
m+n (θ − ipi + i0,η − i0). In particular, the functions F [1,P,g]j fulfill
condition (FD5).
Proof. RepresentingModdm+n(θ+ i0,η+ ipi− i0) as in Lemma B.3, we obtain with the notation introduced
there,
fmn(θ,η) =
g˜
(
p(θ)− p(η))P (eθ, e−η)
(2πi)m+n
×
∑
k;(ℓ1,r1),...,(ℓk,rk)
1≤ℓi≤m<ri≤m+n
( k∏
j=1
coth
θℓj − ηrj + i0
2
)
(−1)sℓrModdm−k(θˆ)Moddn−k(ηˆ).
(5.25)
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Here Moddm−k, M
odd
n−k are bounded by 1 (Proposition B.2(e)), hence they act as multiplication operators
with norm ≤ 1 with respect to the variables θˆ, ηˆ. Applying Lemma 5.4 to each term of the sum (5.25),
knowing that the number of terms grows like 2m at fixed n (see Lemma B.3), then yields
‖fmn(θ,η) exp(−E(η)α)‖m×n ≤ cm+1mǫm (5.26)
where c is a constant depending on ǫ, α, g, n but independent of m. Exchanging m with n, and θ with η,
one obtains a similar result for ‖exp(−E(θ)α)fmn(θ,η)‖m×n, and likewise for fnm, which yields the result
at ζ = (θ+ i0,η+ ipi− i0) after a redefinition of constants. The computation at ζ = (θ− ipi+ i0,η− i0)
is analogous, as Moddm+n depends only on the differences of its variables.
With Proposition 5.5, we have shown that the F [1,P,g] fulfill all conditions (FD). Therefore they yield
ω-local quadratic forms A[1,P,g] via the series (4.1). But our estimates suffice even for affiliation with the
local algebras.
Theorem 5.6. Let ω(p) = pα with some α ∈ (0, 1); let P ∈ Λ±I , and g ∈ Dα(O) with some double cone
O; and let F [1,P,g]j be defined as in (5.1). The associated quadratic form A[1,P,g] ∈ Qω is ω-closable, and
its closure is affiliated with A(O).
Proof. Again, by covariance, it suffices to consider O = Or. We saw through Propositions 5.1, 5.2 and
5.5, and via Theorem 2.2, that A[1,P,g] is ω-local in Or. Due to Proposition 5.5, we have at fixed n,
∞∑
m=0
2m/2√
m!
(
‖fmn‖ωm×n + ‖fnm‖ωn×m
)
≤
∞∑
m=0
cm+12m/2
mǫm√
m!
. (5.27)
By Stirling’s approximation, the leading term in m behaves like
mǫm√
m!
∼ m
(ǫ−1/2)mem/2
(2πm)1/4
, (5.28)
and choosing ǫ < 1/2, the series then converges by the quotient criterion. Therefore, Proposition 3.3 shows
that A[1,P,g] is ω-closable, and Proposition 3.5(c) shows that its closure is affiliated with A(Or).
5.3 Reeh-Schlieder property
As for the even case in Sec. 4, we now ask whether we have found “all” local quantities. In analogy to
(4.10), we define for any double cone O,
Qodd(O) := span{A[1,P,g] : P ∈ Λ±I , g ∈ Dα(O)} ⊂ Qω. (5.29)
Its elements are ω-closable due to Theorem 5.6. We then obtain the Reeh-Schlieder property for our
quadratic forms in the following sense, with P odd the projector onto the odd particle number space in H:
Proposition 5.7. For any fixed O, the inclusion Qodd(O)Ω ⊂ P oddH is dense.
Proof. As in the even case, small space-time translations leave each A[1,P,g] ∈ Qodd(O) localized in O.
To apply Lemma 3.6, it is then sufficient to show that the inclusion
span
{ n⊕
k=1
(
θ 7→ g˜(p(θ))Modd2k+1(θ)P (eθ)
)
: P ∈ Λ±I
}
⊂
n⊕
k=1
L2−(B2k+1ρ ) (5.30)
is dense for any fixed ρ > 0, n ∈ N, and g ∈ Dα(O)\{0}, where B2k+1ρ ⊂ R2k+1 is the ball of radius ρ,
and L2− denotes the antisymmetric part of the L
2 space. Hence let ψ2k+1 ∈ L2−(B2k+1ρ ) (k = 0, . . . , n) be
such that
0 =
n∑
k=0
∫
|θ|≤ρ
d2k+1θ ψ2k+1(θ)g˜(p(θ))M
odd
2k+1(θ)P (e
θ) (5.31)
for all P ∈ Λ±I (and some fixed g); we want to show that the ψ2k+1 all vanish. By Proposition A.4, we
know that
0 =
n∑
k=0
∫
|θ|≤ρ
d2k+1θ ψ2k+1(θ)g˜(p(θ))M
odd
2k+1(θ) f2k+1(θ) (5.32)
for any choice of continuous symmetric functions f2k+1, since they can be uniformly approxi-
mated by P (eθ). Hence ψ2k+1(θ)g˜(p(θ))M
odd
2k+1(θ), which is symmetric, must vanish a.e.; and since
g˜(p(θ))Modd2k+1(θ) can vanish only on sets of measure zero due to analyticity, we conclude ψ2k+1 = 0 a.e.
for k = 0, . . . , n.
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Now we setQ(O) := Qeven(O)+Qodd(O); theseQ(O) are isotonic and covariant, they fulfill conditions
(i) and (ii) of Theorem 3.7 as before, and combining Propositions 4.3 and 5.7, we know that Q(O)Ω ⊂ H
is dense for every double cone O. Let us consider the local net AQ generated by the spectral data of the
operators in Q(O), see (3.25). We can now apply Theorem 3.8 and conclude:
Corollary 5.8. For every double cone O, the vector Ω is cyclic and separating for AQ(O), and we have
AQ(O′)′ = A(O).
Moreover, via Theorem 3.7, we obtain the Reeh-Schlieder property and Haag duality for the local net
A in the massive Ising model; this provides an independent new proof for earlier known results [13, 10].
6 Discussion of results
In this paper we have explicitly constructed a set of local observables in the massive Ising model, as
an example for an integrable quantum field theory. To that end, we defined sequences of meromorphic
functions Fk which are, essentially, solutions of the well-known form factor equations (more precisely,
conditions (FD1)–(FD6) in Theorem 2.2). Via the series (4.1), these Fk define local operators, for which
the main technical point is to control convergence of the series in a suitable sense. Proposition 3.3 gives
a sufficient criterion in this respect, which we can indeed verify in relevant examples (Sec. 5.2). In fact,
we have found all examples in a well-defined sense (Corollary 5.8).
This indicates that our approach can overcome the difficulties inherent in the convergence of n-point
functions in the form factor program, and give mathematical meaning to local fields in a more general
sense, i.e., as closed operators affiliated with local von Neumann algebras.
Let us comment on some individual aspects of our results.
6.1 Operator content of the Ising model
In the Ising model, we have shown that the sets of fields Q(O) that we constructed, separated into even
and odd parts, have the Reeh-Schlieder property, and that they generate the local algebras A(O) by
duality (see Sec. 5.3, in particular Corollary 5.8). In this sense, we can claim that we have constructed
the full operator content of the Ising model. In particular, elements of our class are the order parameter
A[1,1,g] [3] and the energy density A[2,P,g] with P (x1, x2) = − i8µ2(x1x2 + x−11 x−12 + 2), which plays an
important role, e.g., in the study of quantum energy inequalities in integrable models [12, 30].
All operators that we have constructed are, in principle, pointlike fields smeared with test functions g
in space and time; their Fourier transform g˜ appears in the rapidity-space expansion coefficients Fk. We
will elaborate more on their functional analytic aspects in Sec. 6.2. Let us remark here that it would be
sufficient to use averaging only in time; our results would be the same, but Poincare´ covariance of the
local observables would be less manifest.
The Laurent polynomial P in the coefficients Fk serves to enumerate the field content. For the Reeh-
Schlieder property, usual polynomials P ∈ ΛI in the odd case and P ∈ Λ2k in the even case would
suffice, and indeed a subalgebra of ΛI would already have the relevant density property (cf. the proof
of Proposition A.4). However, the generalization to Laurent polynomials is important for applications:
it allows us to include also derivatives of our fields, which act on the coefficients by multiplication with
pj(ζ), and related quantities such as the averaged energy density.
It is interesting to note (cf. the end of Sec. 2 in [28]) that we obtain, among others, local observables
A that do not couple the vacuum with states of low particle number; that is, for some n ∈ N, one has
AΩ ⊥ Hm for all m < n, but AΩ 6⊥ Hn. In that respect, these A are analogous to n-th Wick powers of
a free field. Indeed, if n is even, then every A[n,P,g] has this property, and for n odd, one can construct
such operators A[1,P,g] by including a factor of Jn in the polynomial P , as discussed in Appendix A (see
Lemma A.3).
6.2 Pointlike fields in integrable models
As mentioned, the observables we constructed in the Ising model have the structure of local averages of
pointlike quantum fields. Formally replacing the averaging function g with a delta function, and hence its
Fourier transform with a constant, reproduces the well-known expressions from the form factor program.
This ansatz can likely be carried over to other integrable models (see Sec. 6.3). In this respect, the
structure of our local fields is in line with expectations. However, our mathematical interpretation of
these fields is very different from the usual approach: We construct them as (unbounded) operators,
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but we do not show, or require, that they exist as operator-valued distributions on a common invariant
domain, neither in the axiomatic setting by Wightman [5] nor – more aligned with our choice of test
functions – in its generalization by Jaffe [15].
In particular, the closed extensions of our averaged fields A ∈ Q(O) have a common dense core
Hω,f ∋ Ω, which is however not invariant under their action. Consequently, we do not make any statement
about products of the field operators or about their n-point functions, beyond the 2-point function which
exists since Ω ∈ domA−∗. Instead, we can show – at least in the Ising model – that the closures of the
field operators are affiliated with the (abstractly defined) local von Neumann algebras A(O), and indeed
that they generate the algebras A(O) by duality.
Note that, particularly for the Ising model, our claim is not that n-point functions of local fields do not
exist. In fact, there are alternative constructions of (likely) the same model in a Euclidean setting, where
the Osterwalder-Schrader axioms can be verified [14]. Therefore one would expect that the expressions
from the form factor program actually do yield Wightman fields in the usual sense, fulfilling polynomial
H-bounds, and hence field products should exist, even when using Schwartz-class test functions. But
in a more general setting, the Wightman axioms might be too strict; and with our methods, we can
interpret the fields meaningfully as local objects without the need of controlling the singular nature of
operator products. In this sense, our results demonstrate that the n-point functions are not conceptually
necessary.
An interesting question arises for the products of operators localized at spacelike distances. Namely,
let O1 and O2 be two spacelike separated regions, and A1 ∈ Q(O1), A2 ∈ Q(O2). Even if A−1 and A−2
do not a priori have a common invariant domain, they are affiliated with the commuting von Neumann
algebras A(O1), A(O2), which means that |A−1 | and |A−2 | spectrally commute. Therefore, the product
A−1 A
−
2 = A
−
2 A
−
1 can be defined on a suitably chosen domain. Thus there is hope to establish an operator
product expansion with methods as in [31], though the technical situation described there is somewhat
different.
6.3 Other integrable models
While we have carried out our full construction only in the massive Ising model, there is reason to believe
that similar methods can be applied in other models as well. As far as a single species of massive scalar
particles is concerned, the expansion (2.13) and the characterization of locality in Theorem 2.2 apply
independent of the scattering function S, and so do the criteria developed in Sec. 3. Candidates for local
observables (i.e., form factors) are known in some of these models, most notably for the sinh-Gordon
model [4]. Hence our methods should be applicable to the sinh-Gordon case in principle. Care is needed,
however, since the form factors Fk there have a more intricate structure, complicating the estimates at
large k. Also, the extra condition (3.10) in Proposition 3.5 will need to be established outside the case
S = −1.
The situation is similar in models with a richer particle spectrum, such as the O(N) nonlinear sigma
models. Here form factors have been computed [32], and progress has been made towards the construction
of the local algebras via wedge-local fields [33, 34]. The expansion (2.13), Theorem 2.2, and the criteria in
Sec. 3 have not yet been established for this case, but would be expected to generalize quite directly, using
matrix-valued coefficient functions Fk. A challenge, of course, are the ever more complicated estimates
on higher-order integral kernels Fk.
A quite different problem arises in models with bound states, i.e., where the scattering function S
has poles in the physical strip 0 < Im ζ < π, such as the Bullough-Dodd, Z(N)-Ising, and sine-Gordon
models. Here the form factor equations need to be modified, but solutions to them are known (see
[35, 36, 37], among others). However, on the side of the operator algebraic approach, the wedge-local
fields can no longer have the simple form (2.14). Work towards a construction of wedge-local fields and
of local algebras A(O) in this case has recently been carried out by one of the authors together with
Y. Tanimoto [38, 39, 40]. This gives hope that our present methods, with a suitably modified version of
Theorem 2.2, can be applied to models with bound states as well.
In particular, a generalization of our results might imply nontriviality of the local algebras A(O) in
cases where other methods have so far been unable to resolve this question.
A Symmetric Laurent functions
We discuss here a certain class of Laurent polynomials which are relevant in our constructions of operators
in the Ising model, but more generally for “descendant fields” in integrable models of quantum field theory;
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see, e.g., [28, 41, 4].
To that end, for n ∈ N, we denote Λn = C[x1, . . . , xn]Sn the algebra of symmetric polynomials in n
variables, and Λ±n = C[x
±1
1 , . . . , x
±1
n ]
Sn the algebra of symmetric Laurent polynomials (i.e., polynomials
which can contain negative powers of the xi).
For our purposes in particular in Sec. 5, we need a notion of Laurent polynomials “independent
of the number of variables”. Let Λ be the algebra of symmetric functions (see, e.g., [42]), and ϕn :
Λ → Λn the homomorphism that reduces a symmetric function to a polynomial in n dimensions, i.e.,
ϕnP (x) = P (x1, . . . , xn, 0, 0, . . . ). Following [43], we define the algebra of symmetric Laurent functions as
Λ± = Λ⊗ Λ¯, where Λ¯ is a copy of Λ but read with respect to the “inverse variables” x−1i . More formally,
we set ϕ±n : Λ
± → Λ±n , ϕ±n (P ⊗ Q)(x) = (ϕnP )(x1, . . . , xn) · (ϕnQ)(x−11 , . . . , x−1n ); this is compatible
with ϕn with respect to the natural inclusions Λ ⊂ Λ±, Λn ⊂ Λ±n . The ring Λ± is freely generated by
the power sum functions πk =
∑
j x
k
j , k ∈ Z\{0}. In the following, we will often write P (x) rather than
ϕ±nP (x) for x ∈ Rn, where no confusion can arise.
For our purposes, we are particularly interested in functions with the property
P (y,−y,x) = P (x) for all n ∈ N0 and x ∈ Rn. (A.1)
More formally, for y ∈ R+, let αy : Λ → Λ be the homomorphism that substitutes x1 → y, x2 → −y,
xj+2 → xj , and set α±y := αy⊗α1/y. Let ΛI ⊂ Λ (respectively, Λ±I ⊂ Λ±) be the subalgebra of invariants
under all αy (respectively, α
±
y ). We are interested in characterizing these subalgebras.
Proposition A.1. ΛI and Λ
±
I are generated by the odd power sums π2k+1, k ∈ N0 and k ∈ Z, respectively.
Proof. It is clear that π2k+1 ∈ Λ±I . Now a generic element P ∈ Λ± is of the form
P = Q(π1, π−1, . . . , π2k+1, . . . , π2, π−2, . . . , π2k, . . . ) (A.2)
with some polynomial Q. Since α±y (π2k) = π2k + 2y
2k, we have for any n ∈ N and y ∈ R+,
(α±y )
nP = Q(. . . , π2k+1, . . . , π2k + 2ny
2k, . . . ). (A.3)
If now P ∈ Λ±I , then this expression is constant in n, even if we extend the r.h.s. to n ∈ R as a polynomial.
Taking derivatives by n, this means
0 =
∑
k 6=0
∂Q
∂π2k
y2k. (A.4)
This (finite) sum must vanish at every order in y; hence Q is independent of all π2k, k 6= 0. This shows
the statement for Λ±I ; the one for ΛI is analogous.
Hence we have a simple characterization of the invariant subalgebras. Other generators have been
constructed in [28, 41]; we include them here for completeness: Let σk =
∑
i1<···<ik
xi1 · · ·xik ∈ Λ be the
elementary symmetric polynomials, k ∈ N. For s ∈ N0, set
I2s+1 := det


σ2 1 0 . . . 0
σ4 σ2 1 . . . 0
...
. . .
. . .
...
σ2s σ2s−2 . . . σ2 1
σ2s+1 σ2s−1 . . . σ3 σ1

 ∈ Λ. (A.5)
We also set I−2s−1(xi) = I2s+1(x
−1
i ) ∈ Λ±. They have the following properties.
Lemma A.2. (a) We have for every s ∈ N0,
(−1)sσ2s+1 = I2s+1 − σ2I2s−1 + σ4I2s−3 − . . .+ (−1)sσ2sI1. (A.6)
(b) I2s+1 is homogeneous of degree 2s+ 1, s ∈ Z.
(c) The I2s+1 for s ∈ N0 (s ∈ Z) generate ΛI (Λ±I ).
(d) For each s, the coefficients of I2s+1 are all nonnegative.
5
5This motivates our sign convention for I2s+1, which agrees with [41] but differs from [28, 4].
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Proof. Part (a) follows by expanding the determinant (A.5) by the first column. From there, (b) follows
by induction for s ≥ 0, and is then immediate for s < 0. For part (c), first note that I2s+1 ∈ ΛI (s ≥ 0),
which can be seen from (a) by induction on s, using the relation αy(σk) = σk−y2σk−2. Now by Newton’s
identities, each σk can be expressed as
1
k (−1)k−1πk plus a polynomial in the πj , j < k. Using this
repeatedly in (A.6), we find that
π2s+1 = (−1)s(2s+ 1)I2s+1 +Qs(I1, I3, . . . , I2s−1, π1, π3, . . . , π2s−1) (A.7)
with some polynomial Qs. (Note that no even power sums occur on the r.h.s. due to Proposition A.1.)
Now applying (A.7) recursively, we can express every π2s+1 only in terms of the I2s+1, showing that the
I2s+1 (s ≥ 0) generate ΛI by Proposition A.1. The proof for Λ±I is analogous. Part (d) is a special case
of a result by Kuipers and Meulenbeld [44, Theorem 1], applied on any fixed Rn.
Let us also consider the following combinations of the I2s+1: for s ≥ 1,
J2s+1 := det


I4s−1 I4s−3 . . . I2s+1
I4s−3 I4s−5 . . . I2s−1
...
. . .
...
I2s+1 I2s−1 . . . I3

 ∈ ΛI. (A.8)
These functions are of interest because they vanish in less than 2s+ 1 (but odd) dimensions.
Lemma A.3. The J2s+1, s ∈ N, enjoy the following properties:
(a) For x ∈ R2s+1,
J2s+1(x) =
∏
1≤i<j≤2s+1
(xi + xj). (A.9)
(b) For any k < s, and x ∈ R2k+1, we have J2s+1(x) = 0.
Proof. We first show (b), where we can restrict ourselves to k = s − 1. Noting that σk(x) = 0 for
x ∈ R2s−1, k ≥ 2s, the columns of the matrix in (A.8) are linearly dependent by Eq. (A.6); hence the
determinant vanishes.
Now for (a), consider the rational function on C2s+1 given by G(x) := J2s+1(x)
∏
i<j(xi + xj)
−1.
Since J2s+1 ∈ ΛI and due to part (b), the numerator vanishes where xi + xj = 0; hence G is analytic.
On the other hand, both numerator and denominator are homogeneous of degree s(2s + 1); therefore
G is homogeneous of degree 0, hence bounded, hence constant. One can fix this constant to be 1 by
direct computation. (For example, let x = (x′, y) ∈ R2s; by repeated application of (A.6) one obtains
J2s+1(x) = yσ2s−1(x
′)2J2s−1(x
′) +O(y2), from where the result follows by induction on s.)
We now show a density property of ΛI (and hence Λ
±
I ).
Proposition A.4. Let n ∈ N, and for each j = 1, . . . , n, let fj be a continuous symmetric function from
R
j to C. For every r > 0 and ǫ > 0, there exists a P ∈ ΛI such that∣∣P (eθ)− fj(θ)∣∣ < ǫ for every j ∈ {1, . . . , n} and every θ ∈ [−r, r]j . (A.10)
Proof. Define the compact Hausdorff space
X :=
n⊔
j=1
{
x ∈ Rj : e−r ≤ x1 ≤ x2 ≤ · · · ≤ xj ≤ er
}
. (A.11)
With the obvious identification, we can consider ΛI as a ∗-subalgebra (with identity) of C(X,C). We show
that ΛI separates points, i.e., if x,y ∈ X such that P (x) = P (y) for all P ∈ ΛI, then x = y. Let such
x ∈ X ∩ Ri, y ∈ X ∩ Rj be given. As π2k+1 ∈ ΛI, we have in particular for all k,
x2k+11 + · · ·+ x2k+1i = y2k+11 + · · ·+ y2k+1j , (A.12)
and hence, noting xi ≥ e−r > 0,(x1
xi
)2k+1
+ · · ·+ (xi−1
xi
)2k+1
+ 1 =
(y1
xi
)2k+1
+ · · ·+ (yj
xi
)2k+1
. (A.13)
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The left-hand side has a finite, nonzero limit as k → ∞. For the right-hand side, this is true only if
yj = xi. Hence we can cancel the last term on both sides of (A.12). Continuing this scheme, we either
arrive at x = y (if i = j) or at a contradiction (if i 6= j).—Thus ΛI separates points, and hence by the
Stone-Weierstraß Theorem [45, Ch. V §8], ΛI is dense in C(X,C). After symmetric extension in the j
variables, and a variable transformation θi = log xi, this is exactly the statement claimed.
Further, we need estimates for functions in Λ or Λ± and their derivatives. As in Sec. 5, we use the
notation ∂J = ∂/∂ζj1 · · · ∂/∂ζjn for a set J = {j1, . . . , jn} ⊂ N.
Proposition A.5. Let P ∈ Λ±. There exists a, b > 0 such that for any n ∈ N, any ζ ∈ Cn, and any set
J ⊂ {1, . . . , n}, ∣∣∂JP (eζ)∣∣ ≤ anE(Re ζ)b. (A.14)
Proof. If P,Q ∈ Λ± fulfill an estimate of the type claimed, then so do P +Q, cP (with c ∈ C) as well as
P ·Q, noting that the product rule reads
∂J(P ·Q)(eζ) =
∑
I⊂J
∂IP (e
ζ) ∂J\IQ(e
ζ) (A.15)
and that the sum contains at most 2n terms. It hence suffices to prove the statement for the generators
πk, k ∈ Z\{0}, which can be done by direct computation.
B The functions Moddn
In this appendix we discuss the properties of the meromorphic functions Moddn on C
n as introduced in
Sec. 5, which are given by
Moddn (ζ) :=
∏
i<j
tanh
ζi − ζj
2
=
∏
i<j
eζi − eζj
eζi + eζj
. (B.1)
As a first step, it is useful to rewrite the function using the following technique. By a pairing of n indices,
we understand a set of pairs, p = {(ℓ1, r1), . . . , (ℓk, rk)} where k = ⌊n/2⌋, where ℓj , rj ∈ {1, . . . , k} are all
pairwise different and ℓj < rj . We denote the set of all such pairings as Pn, where P0 = P1 = {∅}. The
signum of a pairing p is defined, in the case n = 2k + 1, as
sign p := sign
(
1 2 3 4 · · · 2k−1 2k 2k+1
ℓ1 r1 ℓ2 r2 · · · ℓk rk mˆ
)
, (B.2)
where mˆ is the unique number not occurring in the pairs; if n = 2k, we drop the last column. We
note that this expression does not depend on the ordering of the pairs. Also, sign ∅ := 1. With these
definitions, we can express the function Moddn as follows.
Lemma B.1. For any n ∈ N0,
Moddn (ζ) =
∑
p∈Pn
sign p
∏
(ℓ,r)∈p
tanh
ζℓ − ζr
2
. (B.3)
Proof. Let us temporarily denote
Tn(x) :=
∑
p∈Pn
sign p
∏
(ℓ,r)∈p
xℓ − xr
xℓ + xr
; (B.4)
our aim is to show Moddn (ζ) = Tn(e
ζ). Since Tn is antisymmetric in its arguments, the expression
Tn(x)
∏
i<j(xi+xj) is a skew-symmetric polynomial. Therefore, there exists [46, Thm. 3.1.2] a symmetric
polynomial Qn such that
Tn(x)
∏
i<j
(xi + xj) = Qn(x)
∏
i<j
(xi − xj). (B.5)
But since Tn is homogeneous of order 0, so is Qn; thus Qn must be constant, and Tn(e
ζ) = QnM
odd
n (ζ).
To determine the constant, note that
lim
ǫ→0
Moddn (log(ǫ), log(ǫ
2), . . . , log(ǫn)) = 1 = lim
ǫ→0
Tn(ǫ, ǫ
2, . . . , ǫn). (B.6)
(All quotients (xℓ − xr)/(xℓ + xr) etc. converge to 1 in this limit; and one has
∑
p∈Pn
sign p = 1, as can
be seen by induction on n.) Thus Qn = 1, which concludes the proof.
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We collect the main features of the functions Moddn .
Proposition B.2. For any fixed n, the functions Moddn (ζ) have the following properties:
(a) they are analytic where | Im ζi − Im ζj | < π for all 1 ≤ i < j ≤ n;
(b) they are totally antisymmetric, and 2πi-periodic in each variable;
(c) they have a first order pole at ζ2 − ζ1 = iπ with residue
res
ζ2−ζ1=iπ
Moddn (ζ) = −2Moddn−2(ζ3, . . . , ζn); (B.7)
(d) there is c > 0 such that for all ζ ∈ In±,
|Moddn (ζ)| ≤ c dist(Im ζ, In±)−⌊n/2⌋; (B.8)
(e) for all θ ∈ Rn they fulfill |Moddn (θ)| ≤ 1.
Proof. Properties (a), (b) and (e) can be read off directly from Eq. (B.1). For (c), one notes that the
only factor in Moddn contributing to the pole is tanh
1
2 (ζ1 − ζ2), with residue −2; the claim then follows
from (B.1) or, alternatively, from (B.3).
Regarding (d), we estimate the function Moddn (ζ) for ζ ∈ In+ (the argument is similar for In−). We
remark that ∣∣∣ tanh ζ
2
∣∣∣ ≤ c1(1 + 1|ζ + iπ|
)
≤ 5c1
Im ζ + π
for all ζ ∈ R+ i(−π, 0) (B.9)
with some constant c1 > 0. Applying this to every term in the representation (B.3), we find a constant
c2 (depending on n) such that for all ζ ∈ In+,
|Moddn (ζ)| ≤ c2
(
max
i<j
1
Im(ζi − ζj) + π
)⌊n/2⌋
≤ c2 dist(Im ζ, In+)−⌊n/2⌋, (B.10)
noting that dist(Im ζ, In+) ≤ | Im(ζi − ζj) + π| for every i, j.
Finally, we derive a representation of Moddn that is crucial for controlling its behaviour as an integral
kernel.
Lemma B.3. Let θ ∈ Rm and η ∈ Rn. We have the identity
Moddm+n(θ,η + ipi) =
∑
k;(ℓ1,r1),...,(ℓk,rk)
1≤ℓi≤m<ri≤m+n
( k∏
j=1
coth
θℓj − ηrj
2
)
(−1)sℓrModdm−k(θˆ)Moddn−k(ηˆ). (B.11)
The sum runs over all pairs of indices with the described properties, including over the number k of pairs;
it contains at most 2m+n(min(m,n) + 1)! summands. θˆ ∈ Rm−k denotes the θj with j not in the list
ℓ1, . . . , ℓk, and ηˆ analogously. The integer sℓr may depend on the choice of pairs.
Proof. Recall that Moddm+n is given as a sum over pairings as in (B.3). Inserting ζ = (θ,η + ipi), we
reorganize the sum over pairings p as follows: We first fix the number k of pairs (ℓ, r) ∈ p with ℓ ≤ m
and r > m, and sum over k; then we sum over all possibilities for such pairs at fixed k; then we sum
over the possibilities for choosing the ⌊(m − k)/2⌋ pairs (ℓ, r) ∈ p with ℓ < r ≤ m, and the ⌊(n − k)/2⌋
pairs (ℓ, r) ∈ p with m < ℓ < r, which complete the pairing of m+ n indices. For the last-mentioned two
sums, applying (B.3) yields the factors Moddm−k(θˆ)M
odd
n−k(ηˆ). Thus we arrive at Eq. (B.11), where sℓr is
some integer depending on the pairing (which has no further relevance for us).
The sum contains at most
(
m
k
)(
n
k
)
k! ≤ 2m+nk! summands at fixed k, so that the number N of terms
can be estimated by
N ≤ 2m+n
min(m,n)∑
k=0
k! ≤ 2m+n(min(m,n) + 1)! (B.12)
as claimed.
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