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Abstract—In this paper, we consider the K-user cache-aided
wireless MISO broadcast channel (BC) with random fading and
delayed CSIT, and identify the optimal cache-aided degrees-of-
freedom (DoF) performance within a factor of 4. The achieved
performance is due to a scheme that combines basic coded-
caching with MAT-type schemes, and which efficiently exploits
the prospective-hindsight similarities between these two methods.
This delivers a powerful synergy between coded caching and
delayed feedback, in the sense that the total synergistic DoF-
gain can be much larger than the sum of the individual gains
from delayed CSIT and from coded caching.
The derived performance interestingly reveals — for the first
time — substantial DoF gains from coded caching, even when
the (normalized) cache size γ (fraction of the library stored at
each receiving device) is very small. Specifically, a microscopic
γ ≈ e−G can come within a factor of G from the interference-free
optimal. For example, storing at each device only a thousandth
of what is deemed as ‘popular’ content (γ ≈ 10−3), we approach
the interference-free optimal within a factor of ln(103) ≈ 7 (per
user DoF of 1/7), for any number of users. This result carries an
additional practical ramification as it reveals how to use coded
caching to essentially buffer CSI, thus partially ameliorating the
burden of having to acquire real-time CSIT.
I. INTRODUCTION
In the setting of broadcast-type communication networks
where one transmitter serves the interfering requests of more
than one receiving user, recent work in [2] showed how
properly-encoded caching of content at the receivers, and
proper encoding across different users’ requested data, can
provide increased effective throughput and a reduced network
load. This was achieved by creating — through coding —
multicast opportunities where common symbols are simulta-
neously needed by more than one user, even if such users
requested different data content. This coded caching approach
has since motivated different works in [3]–[21] which consid-
ered the utilization of coded caching over a variety of different
settings, including the recent concurrent works in [8] that
considered the cache-enabled broadcast packet erasure channel
with ACK/NACK feedback, and the preliminary work in [11]
that considered caching with imperfect-quality feedback.
Part of our motivation here is to explore the connection
between coded caching and communications with imperfect
feedback. Intuitively both cases face parallel problems: a
transmitter with complete data knowledge, must retroactively
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information receivers have, the less feedback information the
transmitter needs.
This necessity is also accentuated by the fact that feedback
is hard to get in a timely manner, and hence is typically far
from ideal and perfect. Thus, given the underly ng links be-
tween the two, perhaps the strongest reason to jointly consider
coded caching and feedback, comes from the prospect of using
coded caching to alleviate the constant need to gather and
distribute CSIT, which — given typical coherence durations
— is an intensive task that may have to be repeated hundreds
of times per second during the transmission of content. This
suggests that c ntent prediction of a predetermi ed library
of files during the night (off peak hours), and a subsequent
caching of parts of this library content again during the
night, may go beyond boosting performance, and may in
fact offer the additional benefit of alleviating the need for
prediction, estimation, and communication of CSIT during
the day, whenever requested files are from the library. The
idea of exploring the interplay between feedback and coded
caching, hence draws directly from this attractive promise
that content prediction, once a day, can offer repeated and
prolonged savings in CSIT.
A. Cache-aided broadcast channel model
1) K-user BC with pre-filled caching: In the K-user
multiple-input single-output (MISO) broadcast channel of in-
terest here, the K-antenna transmitter, communicates to K
single-antenna receiving users. The transmitter has access to
a library of N ≥ K distinct files W1,W2, . . . ,WN , each
of size |Wn| = f bits. Each user k ∈ {1, 2, . . . ,K} has a
cache Zk, of size |Zk| = Mf bits, where naturally M ≤ N .
Communication consists of the aforementioned content place-
ment phase and the delivery phase. During the placement
phase — which usually corresponds to communication during
off-peak hours — the caches Z1, Z2, . . . , ZK are pre-filled
with content from the N files {Wn}Nn=1. The delivery phase
commen es wh each user k requests from th transmitter,
any one file WRk ∈ {Wn}Nn=1, out of the N library files.
Upon notification of t e users’ requests, the transmitter aims
to deliver the (remaining of the) requested files, each to their
intended receiver, and the challenge is to do so over a limited
(delivery phase) duration T .
For each transmission, the received signals at each user k,
will be modeled as
yk = h
T
k x+ zk, k = 1, . . . ,K (1)
where x ∈ CK×1 denotes t e transmitted vector satisfying a
power constraint E(||x||2) ≤ P , where hk ∈ CK×1 denotes
the channel of user k in the form of the random vector of
fading coefficients that can change in time and space, and
where zk represents unit-power AWGN noise at receiver k. At
the end of the delivery phase, each receiving user k combines
the received signal observations yk — accumulated during the
delivery phase — with the fixed information in their respective
cache Zk, to reconstruct their desired file WRk .
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Fig. 1. Cache-aided K-user MISO BC.
B. Coded caching and CSIT-type feedback
Communication also takes place in the presence of channel
state information at the transmitter. CSIT-type feedback is
crucial in handling interference, and can thus substantially
reduce the resulting duration T of the delivery phase. This
CSIT is typically of imperfect-quality as it is hard to obtain in
a timely and reliable manner. In the high-SNR (high P ) regime
of interest, this current-CSIT quality is concisely represented
in the form of the normalized quality exponent [2] [3]
α := − lim
P→∞
logE[||hk − hˆk||2]
logP
, k ∈ {1, . . . ,K} (2)
where hk − hˆk denotes the estimation error between the
current CSIT estimate hˆk and the estimated channel hk. The
range of interest is α ∈ [0, 1]; in the high SNR regime of
interest here, α = 0 corresponds to having essentially no
current CSIT, while having α = 1 corresponds (again in
the high SNR regime) to perfect and immediately available
CSIT (cf. [4]). We also assume availability of delayed CSIT
(cf. [5]), where now the delayed estimates of any channel,
can be received without error but with arbitrary delay, even if
this delay renders this CSIT completely obsolete. We hasten
to note that delayed CSIT (D-CSIT) here is not meant to offer
an additional performance boost by itself (which, as we will
recall later in Section III-B1, is negligible as K increases), but
rather is employed solely as a tool that will link coded-caching
to communications with imperfect feedback.
In normalizing the caching resources, described by M , we
will consider the normalized
γ :=
M
N
(3)
as well as the cumulative
Γ :=
KM
N
= Kγ. (4)
The latter simply means that the sum of the sizes of the caches
across all users, is Γ times the volume of the N -file library.
As in [1], we will consider the case where Γ = {1, 2, · · ·K}.
In addition, we will also consider the interesting case where
Γ < 1 (i.e., MK < N ), where now the cumulative cache size
is less than the volume of the library.
a) Intuitive links between α and γ: As we will see, α is
not only linked to the performance — where a higher α allows
for better interference management and higher performance
over the wireless delivery link — but is also linked to caching;
after all, the bigger the γ, the more side information the
receivers have, the less interference one needs to handle,
and the smaller the α that is potentially needed to steer
Fig. 1. Cache-aided K-user MIS
compensate for only having partial knowledge of the ‘des-
tination’, ay this be the identity of the ceiving user the
‘next day’, or the partially known channel. These conne tions
will eventually allow for a non-separability property which
we here translate into substantial synergistic gains between
delayed feedback and coded caching. These gains are pertinent
because there is a real need to boost the performance effect
of generally modest cache sizes, and because delayed CSIT
is often the only feedback resource that is available in larger
networks with rapidly fluctuating channel states.
A. Caching-aided broadcast channel model
We consider the setting of sy m tri multiple-input
single-output (MISO) BC where a transmitter that is equipped
with K ant nnas, communicates to K single-ant n users.
The transmitter has access to a library of N distinct files
W1,W2, · · · ,WN , each of size |Wn| = f bits. Each user
k ∈ 1, 2, ...,K has a cache Zk with size |Zk| = Mf (bits),
and this size takes the normalized form
γ :=
M
N
.
The communication has two phases, the placement phase and
the delivery phas . During the first phase (off-peak hours), the
caches {Zk}Kk=1 at the users are pre-filled with the information
from the N files {Wn}Nn=1. During the second phase, the
transmission commences when each user k requests a single
file WRk out of the library.
In this setting, the received signals at each user k take the
form
yk = h
T
k x + zk, k = 1, . . . ,K
where x ∈ CK×1 denotes the transmitted vector satisfying a
power constraint E(||x||2) ≤ P , where hk ∈ CK×1 denotes
the vector fading coefficients of the channel of user k and
where zk represents unit-power AWGN noise at receiver k.
At the end of the communication, each receiving user k
combines the received signals yk — accumulated during the
delivery phase — with the information available in their
respective cache Zk, to reconstruct their desired file WRk .
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B. Measures of performance
As in [2], the measure of performance here is the duration
T — in time slots, per file served per user — needed to
complete the delivery process, for any request. The wireless
link capabilities, and the time scale, are normalized such that
one time slot corresponds to the optimal amount of time it
would take to communicate a single file to a single receiver,
had there been no caching and no interference. As a result,
in the high P setting of interest — where the capacity of a
single-user MISO channel scales as log2(P ) — we proceed
to set f = log2(P ) which guarantees that the two measures
of performance, here and in [2], are the same and can thus be
directly compared1. Our objective here is to identify caching
and transmission schemes that jointly reduce T . A simple
inversion leads to the equivalent measure of the per-user DoF
d(γ) =
1− γ
T
∈ [0, 1]
which captures the joint effect of coded caching and of any
feedback resources that might be available2.
C. Notation and assumptions
We will use Γ := KMN = Kγ to mean that the sum
of the sizes of the caches across all users, is Γ times the
volume of the N -file library. As in [2], we will consider the
case where Γ = {1, 2, · · ·K}. We will also use the notation
Hn :=
∑n
i=1
1
i to represent the nth harmonic number, and
we will use n := Hn − log(n) to represent its logarithmic
approximation error, for some integer n. We remind the reader
that n decreases with n, and that ∞ := lim
n→∞(Hn−log(n)) ≈
0.5772.
(
n
k
)
will be the n-choose-k operator, and ⊕ will be the
bitwise XOR operation. We will use [K] := {1, 2, · · · ,K}. If
ψ is a set, then |ψ| will denote its cardinality. For sets A
and B, then A\B denotes the difference set. Complex vectors
will be denoted by lower-case bold font. We will use ||x||2
to denote the magnitude of a vector x of complex numbers.
For a transmitted vector x, we will use dur(x) to denote the
transmission duration of that vector, e.g., dur(x) = 110T would
mean that the transmission of vector x lasts one tenth of
T . Logarithms are of base e, while log2(·) will represent a
logarithm of base 2.
1) Main assumptions: Throughout this work, we assume
availability of delayed CSIT (as in for example [22], as well
as a variety of subsequent works [23]–[32]) where now the
delayed estimates of any channel, can be received at the
transmitter, without error but with arbitrary delay, even if this
delay renders this CSIT completely obsolete. We hasten to
note that delayed CSIT here is not meant to offer an additional
performance boost by itself, but rather is employed solely as
a tool that will link coded-caching to communications with
non-perfect feedback.
1 We note that setting f = log2(P ) is simply a normalization of choice,
and does not carry a ‘forced’ relationship between SNR and file sizes. The
essence of the derived results would remain the same for any other non-trivial
normalization.
2The DoF measure is designed to exclude the benefits of having some
content already available at the receivers (local caching gain), and thus to
limit the DoF between 0, and the interference free optimal DoF of 1.
We will also ask that each receiver knows their own channel
perfectly. We further adhere to the common convention (see
for example [22]) of assuming perfect and global knowledge
of delayed channel state information at the receivers (delayed
global CSIR), where each receiver must know (with delay)
the CSIR of (some of the) other receivers. We will assume
that the entries of each specific estimation error vector are
i.i.d. Gaussian. For the outer (lower) bound to hold, we will
make the common assumption that the current channel state
must be independent of the previous channel-estimates and
estimation errors, conditioned on the current estimate (there
is no need for the channel to be i.i.d. in time). We will make
the assumption that the channel is drawn from a continuous
ergodic distribution such that all the channel matrices and all
their sub-matrices are full rank almost surely.
II. PERFORMANCE OF THE CACHE-AIDED MISO BC
We begin with an outer (lower) bound on the optimal
duration T ∗. The proof is found in the Appendix.
Lemma 1: The optimal T ∗ for the (K,M,N) cache-aided
K-user MISO BC with delayed CSIT, is lower bounded as
T ∗ ≥ max
s∈{1,...,min{b NM c,K}}
Hs − sMbNs c
. (1)
We now proceed with the main result.
Theorem 1: In the (K,M,N) cache-aided MISO BC with
K ≤ N users, and with Γ ∈ {1, 2, · · · ,K − 1}, then
T = HK −HΓ (2)
is achievable and has a gap-to-optimal
T
T ∗
< 4 (3)
that is less than 4, for all K.
Proof: The scheme that achieves the above performance
is presented in Section III, while the corresponding gap to the
optimal performance is bounded in Section VI.
The following corollary offers some insight by adopting the
logarithmic approximation Hn ≈ log(n) (which becomes tight
as K increases)3.
Corollary 1a: Under the logarithmic approximation, the
above T takes the form
T = log(
1
γ
)
and the corresponding per-user DoF takes the form
d(γ) =
1− γ
log( 1γ )
. (4)
3To avoid confusion, we clarify that the main theorem is simply a DoF-
type result, that nothing but SNR scales to infinity, and the derived DoF
holds for all K. The corollaries are simply the approximation of the above
expression, under the logarithmic approximation, which becomes tight as K
increases. The corollary is derived directly by approximating the expression
in Theorem 1 (eq. 2) for larger values of K.
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Fig. 2. Single stream TSS (no delayed CSIT, dotted line) vs. T after the
introduction of delayed CSIT. Plot holds even for very large K, and the main
gains appear for smaller values of γ.
A. Synergistic DoF gains
We proceed to derive some insight from the above, and
for this we look to the large K regime, where there is no
ambiguity on which gains can be attributed solely to coded
caching (in addition to possible DoF gains due to other
resources such as feedback). In this regime, what the above
says is that the gain that is directly attributed to caching
d(γ)− d∗(γ = 0)→ 1− γ
log( 1γ )
> γ, ∀γ ∈ (0, 1]
can substantially exceed4 the typical coded-caching (per-user
DoF) gain γ.
What we also see, again for larger K, is that while the
individual component settings/algorithms (MAT from [22],
and the Maddah-Ali and Niesen (MN) algorithm from [2])
respectively provided individual DoF gains of the form dMAT =
d∗(γ = 0) = 1HK and dSS(γ) =
1−γ
K(1−γ)
1+Kγ
= γ+ 1K (cf. [2]), the
combination of these two components results in a synergistic
d(γ) > dSS(γ) + dMAT, ∀γ ∈ [0, 1]
that — for larger K — exceeds the sum of the two individual
components. This is the first time that such synergistic gains
have been recorded. The gains become very striking for
smaller values of γ in which case5 we have that 1−γ
log( 1γ )
 γ.
These gains in fact imply an exponential (rather than linear)
effect of coded caching, in the sense that now a microscopic
γ = e−G can offer a very satisfactory
d(γ = e−G) ≈ 1
G
(5)
which is only a factor G from the interference-free (cache-
free) optimal d = 1.
B. Practical ramification: using coded caching to ‘buffer’ CSI
In addition to the substantial DoF gains that one can get by
exploiting synergy, we also note that exploiting this interplay
between caching and feedback timeliness, can additionally
help alleviate the laborious task of sending feedback under
4In this larger K setting, we have dSS(γ) + dMAT → γ. We clarify that
this step is simply the result of a large-K approximation of the corresponding
expression from the main theorem. In that sense, K scales after SNR does.
We also recall from [22] that d∗(γ = 0) = 1
HK
which decreases with K.
5These unbounded gains (as γ decreases), also guarantee that the same
conclusion holds for any substitute of the algorithm in [2], simply because
this algorithm has a gap to optimal that is bounded (gap less than 12, cf. [2]).
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Fig. 3. Typical gain d(γ) − d∗(γ = 0) attributed solely to coded caching
(dotted line) vs. synergistic gains derived here. Plot holds for large K, and
the main gains appear for smaller values of γ.
the coherence period constraint. By using a modest γ, we are
essentially endowing the system (for this specific setting that
we are considering here) with a seemingly paradoxical ability
of online buffering of CSI. To see this better, consider
γ
′
G := arg min
γ′
{γ′ : d(γ′) ≥ 1
G
} (6)
which describes the minimum γ needed to achieve — in
conjunction with delayed CSIT — a certain gap G ≥ 1
from the interference-free (cache-free) optimal (associated to
perfect real-time CSIT), for which we can quickly calculate
that γ
′
G = e
−(G−K+∞), which for larger K, converges to6
the aforementioned γ
′
G = e
−G.
III. CACHE-AIDED PROSPECTIVE-HINDSIGHT SCHEME
We proceed to describe some of the details of the scheme,
and how it combines the coded caching algorithm in [2]
(placement, folding-and-delivery, and decoding) with the MAT
algorithm in [22].
a) Key idea behind the scheme: First let us briefly
describe the idea behind our simple scheme. As Figure 4
implies, the scheme starts by first applying the Maddah-Ali
and Niesen (MN) sub-packetization based scheme [2] in order
to place contents (sub-packets) in the caches, and to generate
order-(Kγ + 1) messages in the form of XORs of the sub-
packets, where each of these XORs is meant for Kγ + 1
users. These XORs are delivered by the well known MAT
method [22], and in particular the MAT variant that delivers
order-(Kγ+ 1) messages. This allows us to skip the first Kγ
phases of the MAT scheme, which happen to have the longest
time duration. This is why the impact of even small caches
(small γ) is substantial. Upon MAT decoding, we simply
proceed with decoding based on the algorithm in [2]. In the
end, the key idea is that the caching algorithm creates a multi-
destination delivery problem that is the same as that which is
efficiently solved by the last stages of the MAT scheme.
6The above holds because T = HK−HΓ = G = log( 1γ )+K−Kγ ≤
log( 1
γ
) + K − ∞.
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Fig. 4. Basic composition of scheme. ‘MAT encoding/decoding’ corresponds
to the scheme in [22], while ‘MN caching/folding’ corresponds to the scheme
in [2].
A. Placement phase
The placement phase is taken from [2], where each of the
N files {Wn}Nn=1 (|Wn| = f bits) in the library, is equally
split into
(
K
Γ
)
subfiles as follows, Wn = {Wn,τ}τ∈ΨΓ , where
ΨΓ := {τ ⊂ [K] : |τ | = Γ}, so each subfile has size
|Wn,τ | = f(K
Γ
) bits. (7)
Based on the above, the caches are filled as follows Zk =
{Wn,τ}n∈[N ],τ∈ΨΓ,k∈τ , so that each subfile Wn,τ is stored in
Zk as long as k ∈ τ .
B. Delivery
At the beginning of the delivery phase, the transmitter must
deliver each requested file WRk , by delivering the constituent
subfiles {WRk,τ}k/∈τ to the corresponding user k. Thus, as
in [2], we must send the entire set XΨ := {Xψ}ψ∈ΨΓ+1 , where
each XOR is of the form Xψ := ⊕k∈ψWRk,ψ\{k}, ψ ∈ ΨΓ+1.
There are |XΨ| =
(
K
Γ+1
)
folded messages (XORs), and each
has size (cf. (7))
|Xψ| = |WRk,τ | =
f(
K
Γ
) bits. (8)
To deliver {Xψ}ψ∈ΨΓ+1 , we will employ the last K − Γ
phases (phase j = Γ + 1, . . . ,K) of the MAT algorithm. Each
phase j delivers order-j folded messages. We describe the
content that is carried during each of these phases.
Phase Γ + 1: In this first phase of duration TΓ+1, the
information in {Xψ}ψ∈ΨΓ+1 is delivered by xt, t ∈ [0, TΓ+1],
which can also be rewritten in the form of a sequential
transmission of shorter-duration K-length vectors xψ =
[xψ,1, . . . , xψ,K−Γ, 0, . . . , 0]T for different ψ, where each vec-
tor xψ carries exclusively the information from each Xψ , and
where this information is uniformly split among the K − Γ
independent scalar entries xψ,i, i = 1, . . . ,K − Γ, each
carrying |Xψ|(K−Γ) =
f
(KΓ)(K−Γ)
bits (cf. (8)). Hence, the duration
of each xψ is dur(xψ) =
|Xψ|
(K−Γ)f =
1
(KΓ)(K−Γ)
. Given that
|XΨ| =
(
K
Γ+1
)
, then
TΓ+1 =
(
K
Γ + 1
)
dur(xψ) =
1
Γ + 1
. (9)
After each transmission of xψ , each user k ∈ [K] receives
a linear combination Lψ,k of the transmitted K − Γ symbols
xψ,1, xψ,2, . . . , xψ,K−Γ.
Next an additional K−Γ−1 signals Lψ,k′ , k′ ∈ [K]\ψ (lin-
ear combinations of xψ,1, xψ,2, . . . , xψ,K−Γ as received — up
to noise level — at each user k′ ∈ [K]\ψ) will be sent, which
will help each user k ∈ ψ to resolve xψ,1, xψ,2, . . . , xψ,K−Γ.
This will be done in the next phase j = Γ + 2.
Phase Γ + 2: The challenge now is for signals
xc,t, t ∈ (TΓ+1, TΓ+1 + TΓ+2]
to convey all the messages of the form Lψ,k′ , ∀k′ ∈
[K]\ψ, ∀ψ ∈ ΨΓ+1 to each receiver k ∈ ψ. Note that each
of the above linear combinations, is now — during this phase
— available (up to noise level) at the transmitter. Let
ΨΓ+2 = {ψ ∈ [K] : |ψ| = Γ + 2} (10)
and consider for each ψ ∈ ΨΓ+2, a transmitted vector
xψ = [xψ,1, . . . , xψ,K−Γ−1, 0, . . . , 0]T
which carries the contents of Γ + 1 different linear combi-
nations fi({Lψ\{k},k}k∈ψ), i = 1, . . . ,Γ + 1 of the Γ + 2
elements {Lψ\{k},k}∀k∈ψ created by the transmitter. The lin-
ear combination coefficients defining each linear-combination
function fi, are predetermined and known at each receiver.
The transmission of {xψ}∀ψ∈ΨΓ+2 is sequential.
It is easy to see that there is a total of (Γ+1)
(
K
Γ+2
)
symbols
of the form fi({Lψ\{k},k}k∈ψ), i = 1, . . . ,Γ + 1, ψ ∈ ΨΓ+2,
each of which can be considered as an order-(Γ + 2) signal
intended for Γ + 2 receivers in ψ. Using this, and following
the same steps used in phase Γ + 1, we calculate that
TΓ+2 =
(
K
Γ + 2
)
dur(xψ) = TΓ+1
Γ + 1
Γ + 2
. (11)
We now see that for each ψ, each receiver k ∈ ψ
recalls their own observation Lψ\{k},k from the previ-
ous phase, and removes it from all the linear combina-
tions {fi({Lψ\{k},k}∀k∈ψ)}i=1,...,Γ+1, thus now being able
to acquire the Γ + 1 independent linear combinations
{Lψ\{k′},k′}∀k′∈ψ\{k}. It holds for each other user k′ ∈ ψ.
After this phase, we use Lψ,k, ψ ∈ ΨΓ+2 to denote the
received signal at receiver k. Like before, each receiver k, k ∈
ψ needs K−Γ− 2 extra observations of xψ,1, . . . , xψ,K−Γ−1
which will be seen from Lψ,k′ ,∀k′ /∈ ψ, which will come from
order-(Γ+3) messages that are created by the transmitter and
which will be sent in the next phase.
Phase j (Γ + 3 ≤ j ≤ K): Generalizing the described
approach to any phase j ∈ [Γ + 3, . . . ,K], we will use
xc,t, t ∈ (
∑j−1
i=Γ+1 Ti,
∑j
i=Γ+1 Ti] to convey all the messages
of the form Lψ,k′ , ∀k′ ∈ [K]\ψ, ∀ψ ∈ Ψj−1 to each user
k ∈ ψ. For each ψ ∈ Ψj := {ψ ∈ [K] : |ψ| = j},
each transmitted vector xψ = [xψ,1, . . . , xψ,K−j−1, 0, . . . , 0]T
will carry the contents of j − 1 different linear combina-
tions fi({Lψ\{k},k}k∈ψ), i = 1, . . . , j − 1 of the j elements
{Lψ\{k},k}∀k∈ψ created by the transmitter. After the sequen-
tial transmission of {xψ}∀ψ∈Ψj , each receiver k can obtain the
j−1 independent linear combinations {Lψ\{k′},k′}∀k′∈ψ\{k}.
The same holds for each other user k′ ∈ ψ. As with the
previous phases, we can see that
Tj = TΓ+1
Γ + 1
j
, j = Γ + 3, . . . ,K. (12)
This process terminates with phase j = K, during which each
xψ = [xψ,1, 0, 0, . . . , 0]
T carries a single scalar that is decoded
easily by all. Based on this, backwards decoding will allow
for users to retrieve {Xψ}ψ∈ΨΓ+1 . This is described below.
C. Decoding
Each receiver k will backwards reconstruct the sets of
overheard equations, which now take the form
{Lψ,k′ , ∀k′ ∈ [K]\ψ}∀ψ∈ΨK
...
↓
{Lψ,k′ , ∀k′ ∈ [K]\ψ}∀ψ∈ΨΓ+2
until phase Γ+2, thus gaining enough observations to recover
the original K −Γ symbols xψ,1, xψ,2, . . . , xψ,K−Γ that fully
convey Xψ , hence each user k can reconstruct their own set
{WRk,ψ\{k}}ψ∈ΨΓ+1 by using Zk, which in turn allows each
user k to reconstruct their requested WRk .
D. Calculation of T
To calculate T , combining (9), (11) and (12) gives that T =
K∑
j=Γ+1
Tj = TΓ+1
K∑
j=Γ+1
Γ+1
j =
K∑
j=Γ+1
1
j = HK −HΓ.
IV. CONCLUSIONS
The work explored the interesting connections between
retrospective transmission schemes which alleviate the effect
of the delay in knowing the channel, and coded caching
schemes which alleviate the effect of the delay in knowing the
content destination. These connections are at the core of the
coded caching paradigm, and their applicability can extend to
different settings. For the MISO-BC setting, the optimal cache-
aided DoF were identified within a multiplicative factor of 4.
The result also implies that a very modest amount of caching
can have a substantial impact on performance, as well as can
go a long way toward removing the burden of acquiring timely
CSIT.
ACKNOWLEDGMENT
The work was supported by the ANR Jeunes Chercheurs
project ECOLOGICAL-BITS-AND-FLOPS.
V. APPENDIX - PROOF OF LEMMA 1
(LOWER BOUND ON T ∗)
Our aim is to lower bound the duration T , that guarantees
the delivery of K different files to K users, via a MISO
broadcast channel with delayed CSIT, and in the presence of
K caches, each of size Mf . Let T2 be the duration needed
to resolve the simpler setting where we want to serve s ≤ K
different files to s users, again each in the presence of their
own caches. Naturally T2 ≤ T since we ignore the interference
from the remaining K− s users (whose requests are ignored).
Now let T3 (T3 ≤ T2), be the duration needed to resolve the
same problem, except that now all the s caches are merged,
and each of the s users has access to all s caches. We choose
to repeat this last experiment bNs c times, thus spanning a total
duration of T3bNs c. At this point, we transfer to the equivalent
setting of the s-user MISO BC with delayed CSIT, and a side-
information multicasting link to the receivers, of capacity dm
(files per time slot). Under the assumption that in this latter
setting, decoding happens at the end of communication, and
once we set
dmT3bN
s
c = sM (13)
(which guarantees that the side information from the side link,
throughout the communication process, matches the maximum
amount of information in the caches), we then have that
T3bN
s
cd′(dm) ≥ bN
s
cs (14)
where d′(dm) is any upper bound on the above s-user MISO
BC channel with delayed CSIT and the side link. Using the
bound
d′(dm) =
s
Hs
(1 + dm)
from [35] and applying (13), we get
d′(dm) =
s
Hs
(1 +
sM
T3bNs c
)
and thus we get
T3bN
s
c s
Hs
(1 +
sM
T3bNs c
) ≥ bN
s
cs (15)
which means that
T3 ≥ Hs − sMbNs c
(16)
which implies that the optimal T ∗, for the original s-user
problem, is bounded as
T ∗ ≥ T3 ≥ Hs − sMbNs c
. (17)
Maximization over all s, gives the desired result.
VI. APPENDIX - BOUNDING THE GAP TO OPTIMAL
This section presents the proof that the gap T (γ)T∗(γ) , between
the achievable T (γ) and the optimal T ∗(γ), is always upper
bounded by 4, which also serves as the proof of identifying
the optimal T ∗(γ) within a factor of 4.
First recall from Theorem 1 that
T (γ) = HK −HKγ
and from Lemma 1 that
T ∗(γ) ≥ max
s∈{1,...,b NM c}
Hs − MsbNs c
.
We want to prove that
T (γ)
T ∗(γ)
< 4, ∀K,∀Γ = 1, 2, . . . ,K − 1 (18)
and the proof will be split into three cases: case 1 for γ ∈
[ 1K ,
1
36 ], case 2 for γ ∈ [ 136 , 12 ], and case 3 for γ ∈ [ 12 , K−1K ].
Recall that γ is bounded as γ ≥ 1K .
1) Case 1 (γ ≤ 136 ): First note that having γ ≤ 136 implies
K ≥ 36. To prove (18), we see that
T
T ∗
≤ max
γ∈[ 1K , 136 ]∩(Z/K)
HK −HKγ
max
s∈[1,K]∩Z
Hs(1− MsHsbNs c )
(19)
≤ max
γ∈[ 1K , 136 ]∩(Z/K)
HK −HKγ
max
s∈[6,b√Kc]∩Z
(Hs − MsbNs c )
(20)
≤ max
γ∈[ 1K , 136 ]
HK −HKγ
max
s∈[6,b√Kc]∩Z
(Hs − MsbNs c )
(21)
≤ max
γ∈[ 1K , 136 ]
log( 1γ ) + 36 − ∞
max
s∈[6,b√Kc]∩Z
log(s) + ∞ − γs2 76
(22)
where (20) holds because Hs − MsbNs c < 0 when s > b
1
γ c and
because we reduced the maximizing region for s, where (21)
holds because we increased the maximizing region for γ, and
where (22) holds because K decreases with K, because HK−
log(K) ≤ 36, HKγ − log(Kγ) > ∞, Hs > log(s) + ∞,
and because (bNs c)/Ns ≥ 67 , s ≤ N6 (recall that s ≤ b
√
Kc ≤
K
6 ≤ N6 ). Continuing from (22), we have that
T
T ∗
≤ max
sc∈[6,b
√
Kc]∩Z
max
γ∈[ 1
(sc+1)2
, 1
s2c
]
log( 1γ ) + 36 − ∞
log(sc) + ∞ − γs2c 76
(23)
because
max
s∈[6,b√Kc]∩Z
log(s) + ∞ − γs2 7
6
≥ log(sc) + ∞ − γs2c
7
6
for any γ and for any sc ∈ [6, b
√
Kc] ∩ Z. The split of
the maximization maxγ∈[ 1K , 136 ] into the double maximization
maxsc∈[6,b
√
Kc]∩Z maxγ∈[ 1
(sc+1)2
, 1
s2c
] reflects the fact that we
heuristically choose7 s = sc ∈ Z when γ ∈ [ 1(sc+1)2 , 1s2c ].
Now we perform a simple change of variables, introducing
a real valued s′ (s′ :=
√
1
γ ) such that γ =
1
s′2 . Hence, a
γ range of γ ∈ [ 1(sc+1)2 , 1s2c ], corresponds to an s
′ range of
s′ ∈ [sc, sc + 1]. Hence we rewrite (23) using this change of
variables, to get
T
T ∗
≤ max
sc∈[6,b
√
Kc]∩Z
max
s′∈[sc,sc+1]
log(s′2) + 36 − ∞
log(sc) + ∞ − 76 s
2
c
s′2
(24)
≤ max
sc∈[6,b
√
Kc]∩Z
log(sc + 1)
2 + 36 − ∞
log(sc) + ∞ − 76︸ ︷︷ ︸
f(sc)
(25)
≤ 2 ∗ log(7) + 36 − ∞
log(6) + ∞ − 76
(26)
< 4 (27)
where (25) holds because s
2
c
s′2 ≤ 1, where (26) holds because
f(sc) is decreasing in sc.
7Essentially we choose an s that is approximately equal to b
√
1
γ
c, and
while this choice does not guarantee the exact maximizing s, it does manage
to sufficiently raise the resulting lower bound.
2) Case 2 (γ ∈ [ 136 , 12 ]): In the maximization of the lower
bound, we will now choose s = 1.
For K ≥ 2, we have
T
T ∗
≤
log( 1γ ) + 2 − ∞
1− γ =: f(γ) (28)
because HK − log(K) ≤ 2, HKγ − log(Kγ) > ∞,∀K ≥ 2.
For the above defined f(γ), we calculate the derivative to
take the form
df(γ)
dγ
=
f ′N (γ)︷ ︸︸ ︷
1− γ−1 − log(γ) + 2 − ∞
(1− γ)2︸ ︷︷ ︸
f ′D(γ)
where f ′N (γ), f
′
D(γ) respectively denote the numerator and
denominator of this derivative. Since f ′D(γ) > 0,∀γ < 1, and
since
df ′N (γ)
dγ
= γ−2 − γ−1 ≥ 0,∀γ ∈ [ 1
36
,
1
2
].
To prove this, we use the following lemma, which we prove
in Section VI-A below.
Lemma 2: Let g′N (γ) and g
′
D(γ) respectively denote the
numerator and the denominator of the derivative dg(γ)dγ of some
function g(γ). If in the range γ ∈ [γ1, γ2], g′N (γ) increases in
γ, and if g′D(γ) > 0, then
max
γ∈[γ1,γ2]
g(γ) = max{g(γ = γ1), g(γ = γ2)}. (29)
We now continue with the main proof, and apply Lemma 2,
to get
max
γ∈[ 136 , 12 ]
f(γ) = max{f(1
2
), f(
1
36
)} < 4 (30)
which directly shows the desired TT∗ < 4 for
1
36 ≤ γ ≤
1
2 ,K ≥ 2.
3) Case 3 (γ ∈ [ 12 , K−1K ]): In the maximization of the lower
bound, we will again choose s = 1. Considering that now γ
takes the values γ = jK , j ∈ [K2 ,K − 1] ∩ Z, we have
T
T ∗
≤ HK −HKγ
1− γ =
HK −H(K−j)
j/K
=
1
j
(
K
K − j + 1 +
K
K − j + 2 + · · ·+ 1)
=
1
j
(1 +
j − 1
K − (j − 1) + 1 +
j − 2
K − (j − 2) + · · ·+ 1)
= 1 +
1
j
(
j − 1
K − (j − 1) +
j − 2
K − (j − 2) + · · ·+
1
K − 1)
< 2
because j ≤ K2 .
This completes the proof for the entire case where Γ =
1, 2, . . . ,K − 1.
A. Proof of Lemma 2
We first note that the condition dg
′
N (γ)
dγ ≥ 0 implies that
g′N (γ) is increasing in γ. We also note that g
′
D(γ) ≥ 0, γ ∈
[γ1, γ2] where naturally γ1 ≤ γ2. We consider the following
three cases.
a) Case 1 (g′N (γ1) ≥ 0): If g′N (γ1) ≥ 0 then g′N (γ) ≥
0 for any γ ∈ [γ1, γ2], which in turn means that dg(γ)dγ =
g′N (γ)
g′D(γ)
≥ 0, γ ∈ [γ1, γ2]. This gives the desired
max
γ∈[γ1,γ2]
g(γ) = g(γ2).
b) Case 2 (g′N (γ1) < 0 & g
′
N (γ2) ≤ 0): For any γ ∈
[γ1, γ2], then if g′N (γ1) < 0 & g
′
N (γ2) ≤ 0 then g′N (γ) ≤ 0,
thus dg(γ)dγ ≤ 0, which gives the desired
max
γ∈[γ1,γ2]
g(γ) = g(γ1).
c) Case 3 (g′N (γ1) < 0 & g
′
N (γ2) > 0): For any γ ∈
[γ1, γ2], then if g′N (γ1) < 0 & g
′
N (γ2) > 0, there exists a
unique γ = γ′ ∈ [γ1, γ2] such that g′N (γ′) = 0. Hence dg(γ)dγ ≤
0,∀γ ∈ [γ1, γ′] and dg(γ)dγ ≥ 0,∀γ ∈ [γ′, γ2]. Consequently we
have the desired
max
γ∈[γ1,γ2]
g(γ) = max{g(γ1), g(γ2)}.
Combining the above three cases, yields the derived
max
γ∈[γ1,γ2]
g(γ) = max{g(γ1), g(γ2)} which completes the
proof.
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