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In this paper, we state and prove some new Lyapunov-type inequalities for a class of
nonlinear systems, special cases of which contain the well-known Hamiltonian system,
Emden–Fowler, half-linear and linear differential equations of second order. Our results
improve and generalize these types of inequalities related to all existing ones.
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1. Introduction
This paper is concerned with the problem of finding the Lyapunov-type inequalities of the nonlinear system given by the
differential equations of the form
x′ = α1(t)x+ β1(t) |u|γ−2 u
u′ = −β2(t) |x|β−2 x− α1(t)u

(1.1)
with the following conditions:
(i) γ > 1 and β > 1 are real constants,
(ii) α1(t), β1(t) and β2(t) are real-valued continuous functions for all t ∈ R.
The linear Hamiltonian system, in the case of two scalar linear differential equations, has the form
y′ = JH(t)y (1.2)
for t ∈ R, where
y(t) = (y1(t), y2(t))T , J =

0 1
−1 0

, H(t) =

h11(t) h12(t)
h21(t) h22(t)

with hjk(t), j, k = 1, 2, is a real-valued continuous function defined on R, and h12(t) = h21(t).
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By setting y1(t) = x(t), y2(t) = u(t), h11(t) = β2(t), h12(t) = h21(t) = α1(t) and h22(t) = β1(t) in system (1.2), one
can easily obtain the following linear system
x′ = α1(t)x+ β1(t)u
u′ = −β2(t)x− α1(t)u

(1.3)
which is a special case of the linear counterpart of the nonlinear system (1.1) with γ = 2 and β = 2.
It is not difficult to see that if we let α1(t) ≡ 0 in the nonlinear system (1.1), we get the well-known Emden–Fowler
equation
r(t)
x′α−2 x′′ + q(t) |x|β−2 x = 0, (1.4)
where 1
α
+ 1
γ
= 1, β1 (t) = r1−γ (t) and β2 (t) = q(t). Moreover, if we take the transformation
x = h(t)y
u = 1
h(t)
v
 , (1.5)
where h′ = α1(t)h, i.e. h(t) = exp
 t
t0
α1(s)ds

in system (1.1) with β = α, then we have the following system
y′ = β1(t) |h(t)|−γ |v|γ−2 v
v′ = −β2(t) |h(t)|α |y|α−2 y

, (1.6)
which does not have the diagonal terms, i.e. α1(t) and −α1(t). Furthermore, system (1.6) is equivalent to the half-linear
equation
r(t)
x′α−2 x′′ + q(t) |x|α−2 x = 0, (1.7)
where 1
α
+ 1
γ
= 1, β1(t) |h(t)|−γ = r1−γ (t) and β2(t) |h(t)|α = q(t). If we also let r(t) = 1 and α = 2, then Eq. (1.7)
reduces to the linear equation
x′′ + q(t)x = 0. (1.8)
Eq. (1.4) is called super-half-linear if β > α and sub-half-linear if β < α (see [1,2]). Although there is a large body of
literature concerning the Lyapunov-type inequalities for Eq. (1.7), to the best of our knowledge there is only a few study
which are interested in Eq. (1.7) with α > 2 or 1 < α < 2 except for Lee et al. [3] and Wang [4]. Our aim is to obtain new
Lyapunov-type inequalities for system (1.1) such that they are better than the existing results in the literature for Eq. (1.7)
with α > 2 or 1 < α < 2.
In 1907, Lyapunov [5] obtained the following inequality
4
b− a <
 b
a
|q(s)| ds, (1.9)
when Eq. (1.8) has a real nontrivial solution x (t) such that x (a) = 0 = x (b) where a, b ∈ R with a < b consecutive zeros,
and x is not identically zero on [a, b]. We know that the constant 4 in the left hand side of (1.9) cannot be replaced by a
larger number (see [6, p. 345]).
The Lyapunov inequality (1.9) and many of its generalizations have proved to be useful tools in oscillation theory,
disconjugacy, lower bound for eigenvalue problems, boundary value problems and numerous other applications for
the theories of differential and difference equations. A thorough literature review of continuous and discrete Lyapunov
inequalities and their applications can be found in the survey papers of Cheng [7] and Tiryaki [8]. For more improvements
and generalizations of Lyapunov inequality (1.9), we can refer to [9–15] and the references therein.
In 2010, Sim and Lee [16] obtained the following result.
Theorem A. If Eq. (1.7) with r (t) = 1 and q (t) > 0 has a real nontrivial solution x (t) such that x (a) = 0 = x (b) where
a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then the inequality
1 ≤
 b
a
2α−2

(s− a) (b− s)
b− a
α−1
q (s) ds (1.10)
holds.
In 2011, Wang [4] obtained the following theorem.
1806 A. Tiryaki et al. / Computers and Mathematics with Applications 64 (2012) 1804–1811
Theorem B. If Eq. (1.7) has a real nontrivial solution x (t) such that x (a) = 0 = x (b) where a, b ∈ R with a < b consecutive
zeros, and x is not identically zero on [a, b], then the inequality b
a
q+ (s)
 s
a
(r (u))−1/(α−1) du
 b
s
(r (u))−1/(α−1) du
α−1
ds > C (α)
 b
a
(r (u))−1/(α−1) du
α−1
, (1.11)
holds, where q+(t) = max{q(t), 0} and
C (α) =

1, 1 < α < 2
22−α, α ≥ 2. (1.12)
In 2011, Tang and He [17] obtained the following result.
Theorem C. If Eq. (1.7) has a real nontrivial solution x (t) such that x (a) = 0 = x (b) where a, b ∈ R with a < b consecutive
zeros, and x is not identically zero on [a, b], then the inequality
 b
a
q+ (s)
 s
a (r (u))
−1/(α−1) du
 b
s (r (u))
−1/(α−1) du
α−1
 s
a (r (u))
−1/(α−1) du
α−1 +  bs (r (u))−1/(α−1) duα−1 ds > 1 (1.13)
holds, where q+(t) = max{q(t), 0}.
Here, we note that the inequality (1.13) is better than (1.11) in both cases, i.e. 1 < α < 2 and α > 2, by using the
inequality (2.16) in Wang [4] in the sense that (1.11) follows from (1.13), but not conversely. Hence, Theorem C gives a
better result than Theorem B.
In 2010, Wang [18] obtained the following theorem.
Theorem D. If system (1.3) has a real nontrivial solution (x(t), u(t)) such that x(a) = 0 = x(b) where a, b ∈ R with a < b
consecutive zeros, and x(t) is not identically zero on [a, b], then there exists some point τ ∗ ∈ (a, b) such that the following
inequality
4 ≤
 b
a
β1(s)e−2
 s
τ∗ α1(u)duds
 b
a
β+2 (s)ds (1.14)
holds, where β+2 (t) = max{β2(t), 0}.
The principal aim of this paper is to prove new Lyapunov-type inequalities for the nonlinear system (1.1) by adopting the
methods used in Sim and Lee [16], Tang andHe [17] andWang [18]. For some special cases, our results are improvements and
generalizations of the above mentioned results. Especially, our Theorem 2.1 for Eq. (1.7) with α > 2 and r (t) = 1 is better
than Theorem A. Our Theorem 2.1 for Eq. (1.7) coincides with Theorem C. Our Theorem 2.2 for Eq. (1.7) with 1 < α < 2 is
better than Theorems B and C. Our Theorem 2.1 or 2.2 generalizes Theorem D to the nonlinear system (1.1).
In this paper, we derive some new Lyapunov-type inequalities for the nonlinear system (1.1), where the first component
of the solution (x(t), u(t)) has consecutive zeros at the points a, b ∈ R with a < b in I = [t0,∞) ⊂ R. For the special
cases of the nonlinear system (1.1), we also derive some Lyapunov-type inequalities which not only relates points a and b
in I at which the first component of the solution (x(t), u(t)) has consecutive zeros but also a point in (a, b) where the first
component of the solution (x(t), u(t)) is maximized.
Since our attention is restricted to the Lyapunov-type inequality for the nonlinear system of differential equations, we
assume the existence of nontrivial solution (x(t), u(t)) of the nonlinear system (1.1).
2. Main results
Throughout the paper, for the sake of brevity, we denote
ha (t) :=
 t
a
β1 (z) e−γ
 z
t α1(v)dvdz and hb (t) :=
 b
t
β1 (z) e−γ
 z
t α1(v)dvdz
for all t ∈ R.
By using a similar technique to that of Tang and He [17], we obtain the following result which relates only points a and
b in I at which first component of the solution (x (t) , u(t)) of system (1.1) with β = α has consecutive zeros.
We note that Theorem 2.1 in Tang et al. [19] and Theorem 2.1 have the same results. Since the proof of our theorem
differs from theirs, we provide the proof of our theorem.
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Theorem 2.1. Let the hypotheses (i) and (ii) hold. If system (1.1) with β1(t) > 0 and β = α has a real nontrivial solution
(x(t), u(t)) such that x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then
the following inequality
1 ≤
 b
a
β+2 (s)
h1−αa (s)+ h1−αb (s)
ds (2.1)
holds, where 1
α
+ 1
γ
= 1 and β+2 (t) = max{β2(t), 0}.
Proof. Let x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b]. From the
first equation of system (1.1),
x(t)e−
 t
a α1(s)ds
′ = β1(t)e−  ta α1(s)ds |u(t)|γ−2 u(t) (2.2)
and by integrating (2.2) from a to t , we have
|x(t)| ≤
 t
a
β1(s)e−
 s
t α1(v)dv |u(s)|γ−1 ds (2.3)
for all t ∈ R. By using Hölder inequality on the integral of the right hand side of (2.3) with indices α and γ , we obtain
|x(t)| ≤
 t
a
β1(s)e−γ
 s
t α1(v)dvds
 1
γ
 t
a
β1(s) |u(s)|γ ds
 1
α
(2.4)
and
|x(t)|α h1−αa (t) ≤
 t
a
β1(s) |u(s)|γ ds, (2.5)
where 1
α
+ 1
γ
= 1. Similarly, from the first equation of system (1.1),
x(t)e
 b
t α1(s)ds
′ = β1(t)e bt α1(s)ds |u(t)|γ−2 u(t) (2.6)
and by integrating (2.6) from t to b, we get
|x(t)|α h1−αb (t) ≤
 b
t
β1(s) |u(s)|γ ds, (2.7)
where 1
α
+ 1
γ
= 1. Adding (2.5) and (2.7), we have
|x(t)|α ≤
 b
a β1(s) |u(s)|γ ds
h1−αa (t)+ h1−αb (t)
(2.8)
for all t ∈ R. On the other hand, multiplying the first equation of system (1.1) with β = α by u(t) and the second one by
x(t), and then adding the result, we obtain
(x(t)u(t))′ = β1(t) |u(t)|γ − β2(t) |x(t)|α . (2.9)
Integrating (2.9) from a to b and taking into account that x(a) = 0 = x (b) yield b
a
β1(s) |u(s)|γ ds =
 b
a
β2(s) |x(s)|α ds. (2.10)
Thus, substituting (2.10) in (2.8), we get
|x(t)|α ≤
 b
a β
+
2 (s) |x(s)|α ds
h1−αa (t)+ h1−αb (t)
(2.11)
for all t ∈ R. Multiplying both sides of (2.11) by β+2 (t), and then integrating from a to b, we obtain (2.1) which completes
the proof. 
Remark 2.1. Let α1(t) ≡ 0 in system (1.1). In this case, Theorem 2.1 reduces to Theorem C. Moreover, the inequality (2.1)
is better than (1.11) by using the inequality (2.16) in [4] in the sense that (1.11) follows from (2.1), but not conversely.
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By using a similar technique to that of Sim and Lee [16], we obtain the following result.
Theorem 2.2. Let the hypotheses (i) and (ii) hold. If system (1.1) with β1(t) > 0 and β = α has a real nontrivial solution
(x(t), u(t)) such that x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then
the following inequality
1 ≤
 b
a
β+2 (s) 2
α−2

1
ha (s)
+ 1
hb (s)
1−α
ds (2.12)
holds, where α and β+2 (t) are as in Theorem 2.1.
Proof. Let x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b]. From the
first equation of system (1.1) with β = α,
x(t)e−
 t
a α1(s)ds
′ = β1(t)e−  ta α1(s)ds |u(t)|γ−2 u(t) (2.13)
and by integrating (2.13) from a to t , we have
|x(t)| ≤
 t
a
β1(s)e−
 s
t α1(v)dv |u(s)|γ−1 ds (2.14)
for all t ∈ R. By using Hölder inequality on the integral of the right side of (2.14) with indices α and γ , we obtain
|x(t)|α ≤ hα−1a (t)
 t
a
β1(s) |u(s)|γ ds, (2.15)
where 1
α
+ 1
γ
= 1. Similarly, by using Hölder inequality, we get
|x(t)|α ≤ hα−1b (t)
 b
t
β1(s) |u(s)|γ ds, (2.16)
where 1
α
+ 1
γ
= 1. Since ha (a) = 0 = hb (b), ha (b) > 0, hb (a) > 0, ha (t) is nondecreasing, and hb (t) is nonincreasing
for t ∈ (a, b), there exists at least one c ∈ (a, b) such that ha (c) = hb (c) > 0. Thus, ha (t) ≤ hb (t) for t ∈ [a, c] and
hb (t) ≤ ha (t) for t ∈ [c, b] hold. For t ∈ [a, c], noting ha (t) ≤ 2ha(t)hb(t)ha(t)+hb(t) , we have
|x(t)|α ≤

2ha (t) hb (t)
ha (t)+ hb (t)
α−1  c
a
β1(s) |u(s)|γ ds (2.17)
from (2.15). For t ∈ [c, b], noting hb (t) ≤ 2ha(t)hb(t)ha(t)+hb(t) , we have
|x(t)|α ≤

2ha (t) hb (t)
ha (t)+ hb (t)
α−1  b
c
β1(s) |u(s)|γ ds (2.18)
from (2.16). Adding (2.17) and (2.18), we obtain
2 |x(t)|α ≤

2ha (t) hb (t)
ha (t)+ hb (t)
α−1  b
a
β1(s) |u(s)|γ ds. (2.19)
From (2.10), we get
|x(t)|α ≤ 1
2

2ha (t) hb (t)
ha (t)+ hb (t)
α−1  b
a
β+2 (s) |x(s)|α ds. (2.20)
Multiplying both sides of (2.20) by β+2 (t) and integrating from a to b, we obtain (2.12) which completes the proof. 
Since the function h(t) = tα−1 is concave for t > 0 and 1 < α < 2, Jensen’s inequality h ω+v2  ≥ 12 [h(ω)+ h(v)] with
ω = 1ha(t) and v = 1hb(t) implies
22−α

1
ha (t)
+ 1
hb (t)
α−1
≥ 1
hα−1a (t)
+ 1
hα−1b (t)
(2.21)
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for 1 < α < 2. If α > 2, then h(t) = tα−1 is convex for t > 0 and the inequality (2.21) is reversed, i.e.
22−α

1
ha (t)
+ 1
hb (t)
α−1
≤ 1
hα−1a (t)
+ 1
hα−1b (t)
. (2.22)
Thus, we give the following remarks.
Remark 2.2. It is easy to see from the inequality (2.21) that if we take 1 < α < 2, then the inequality (2.12) is better than
(2.1) in the sense that (2.1) follows from (2.12), but not conversely. Similarly, from the inequality (2.22), if α > 2, then the
inequality (2.1) is better than (2.12) in the sense that (2.12) follows from (2.1), but not conversely.
Remark 2.3. Theorem 2.2 with α1 (t) ≡ 0 and β1 (t) = 1 reduces to Theorem A. Therefore, Theorem 2.2 generalizes and
improves Theorem A given in [16] by dropping the restriction on β2 (t), i.e. β2 (t) > 0. Moreover, if we take α1 (t) ≡ 0,
β1 (t) = 1 and α > 2 in system (1.1), then the inequality (2.1) is better than (1.10) by using the inequality (2.22) in the
sense that (1.10) follows from (2.1), but not conversely.
Remark 2.4. Let α1(t) ≡ 0 and 1 < α < 2 in system (1.1). In this case, the inequality (2.12) is better than (1.13) or (1.11)
in the sense that (1.13) or (1.11) follows from (2.12), but not conversely.
Since the function h(t) = t1−α is convex for t > 0 and α > 1, Jensen’s inequality h ω+v2  ≤ 12 [h(ω)+ h(v)] with
ω = ha (t) and v = hb (t) implies
h1−αa (t)+ h1−αb (t) ≥ 2α
 b
a
β1 (z) e−γ
 z
t α1(v)dvdz
1−α
. (2.23)
We know that the inequality 4AB ≤ (A+ B)2 holds where A and B are positive numbers. By using this inequality with
A = ha (t) > 0 and B = hb (t) > 0 for t ∈ (a, b) in the term 2α−2

1
ha(t)
+ 1hb(t)
1−α
, we obtain the following inequality
2α−2

1
ha (t)
+ 1
hb (t)
1−α
≤ 2−α
 b
a
β1 (z) e−γ
 z
t α1(v)dvdz
α−1
. (2.24)
Thus, by using the inequalities (2.23) and (2.24) in Theorems 2.1 and 2.2, respectively, we obtain the following result.
Corollary 2.1. Let the hypotheses (i) and (ii) hold. If system (1.1) with β1(t) > 0 and β = α has a real nontrivial solution
(x(t), u(t)) such that x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then
the following inequality
2α ≤
 b
a
β+2 (s)
 b
a
β1 (z) e−γ
 z
s α1(u)dudz
α−1
ds (2.25)
holds, where α and β+2 (t) are as in Theorem 2.1.
Remark 2.5. If we take α = 2, α1 (t) ≡ 0 and β1 (t) = 1, then the inequality (2.25) reduces to the inequality (1.9).
If we use the Second Mean Value Theorem for Integrals in the inequality (2.25), we obtain the following result.
Corollary 2.2. Let the hypotheses (i) and (ii) hold. If system (1.1) with β1(t) > 0 and β = α has a real nontrivial solution
(x(t), u(t)) such that x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then
there exists some point τ ∗ ∈ (a, b) such that
2α ≤
 b
a
β1 (s) e−γ
 s
τ∗ α1(u)duds
α−1  b
a
β+2 (s) ds (2.26)
holds, where α and β+2 (t) are as in Theorem 2.1.
Remark 2.6. It is easy to see that Corollary 2.2 with α = 2 coincides with Theorem D. Therefore, Theorem 2.1 or 2.2
generalizes Theorem D given in [18].
So far, we consider only the case of β = α in system (1.1). Now, we consider system (1.1) without any restriction on β
and α. The following theorems relate the consecutive zeros a and b to the maximum valueM of |x(t)| on (a, b).
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Theorem 2.3. Let the hypotheses (i) and (ii) hold. If system (1.1) with β1(t) > 0 has a real nontrivial solution (x(t), u(t)) such
that x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then the following
inequality
h1−αa (τ )+ h1−αb (τ ) ≤ Mβ−α
 b
a
β+2 (s)ds (2.27)
holds, where α and β+2 (t) are as in Theorem 2.1 and M = |x (τ )| = maxa<t<b |x(t)|.
Proof. Since x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros and x is not identically zero on [a, b], one can
choose τ ∈ (a, b) such thatM = |x (τ )| = maxa<t<b |x(t)| > 0. From the first equation of system (1.1), we have
x(t)e−
 t
a α1(s)ds
′ = β1(t)e−  ta α1(s)ds |u(t)|γ−2 u(t) (2.28)
for all t ∈ R. Integrating (2.28) from a to τ and taking into account that x(a) = 0, we get
x(τ )e−
 τ
a α1(s)ds =
 τ
a
β1(s)e−
 s
a α1(v)dv |u(s)|γ−2 u(s)ds
and hence
|x(τ )| ≤
 τ
a
β1(s)e−
 s
τ α1(v)dv |u(s)|γ−1 ds. (2.29)
Proceeding as in the proof of Theorem 2.1, we arrive at the inequality (2.8) with t = τ and hence we have
|x(τ )|α h1−αa (τ )+ h1−αb (τ ) ≤  b
a
β1(s) |u(s)|γ ds, (2.30)
where 1
α
+ 1
γ
= 1. On the other hand, multiplying the first equation of system (1.1) by u(t) and the second one by x(t), and
then adding the result, we obtain
(x(t)u(t))′ = β1(t) |u(t)|γ − β2(t) |x(t)|β . (2.31)
Integrating (2.31) from a to b and taking into account that x(a) = 0 = x (b) yields b
a
β1(s) |u(s)|γ ds =
 b
a
β2(s) |x(s)|β ds. (2.32)
Thus, substituting (2.32) into (2.30), we obtain
|x(τ )|α h1−αa (τ )+ h1−αb (τ ) ≤  b
a
β+2 (s) |x(s)|β ds, (2.33)
which completes the proof. 
Combining some ingredients of the proofs of Theorems 2.2 and 2.3, we give the following theorem for system (1.1), the
proof of which is similar to that of Theorem 2.2, and hence is omitted.
Theorem 2.4. Let the hypotheses (i) and (ii) hold. If system (1.1) with β1(t) > 0 has a real nontrivial solution (x(t), u(t)) such
that x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then the following
inequality
22−α

1
ha (τ )
+ 1
hb (τ )
α−1
≤ Mβ−α
 b
a
β+2 (s)ds (2.34)
holds, where α, M and β+2 (t) are as in Theorem 2.3.
As in Corollary 2.1, by using the inequalities (2.23) and (2.24) in Theorems 2.3 and 2.4, respectively, we obtain the
following result.
Corollary 2.3. Let the hypotheses (i) and (ii) hold. If system (1.1)with β1(t) > 0 has a real nontrivial solution (x(t), u(t)) such
that x(a) = 0 = x(b) where a, b ∈ R with a < b consecutive zeros, and x is not identically zero on [a, b], then the following
inequality
2α ≤ Mβ−α
 b
a
β1 (s) e−γ
 s
τ α1(u)duds
α−1  b
a
β+2 (s)ds (2.35)
holds, where α, M and β+2 (t) are as in Theorem 2.3.
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Remark 2.7. Since Corollary 2.3 with α = β = 2 coincides with Theorems D, 2.3 or 2.4 generalizes Theorem D given in
Wang [18].
Remark 2.8. If we take α1(t) ≡ 0 in system (1.1), then the inequality (2.35) reduces to the inequality (23) in Tiryaki
et al. [13].
Remark 2.9. If we take β = α in system (1.1), thenM disappears in the inequalities (2.27), (2.34) and (2.35).
If we take the condition u(a) = 0 = u(b) instead of the condition x(a) = 0 = x(b) in the above results, then we have
the following results the proofs of which are similar to the proofs of corresponding above theorems, and hence are omitted.
Theorem 2.5. Let the hypotheses (i) and (ii) hold. If system (1.1) with β2(t) > 0 and γ = µ has a real nontrivial solution
(x(t), u(t)) such that u(a) = 0 = u(b)where a, b ∈ Rwith a < b consecutive zeros, and u is not identically zero on [a, b], then
the following inequalities
1 ≤
 b
a
β+1 (s)
h1−µa1 (s)+ h1−µb1 (s)
ds and 1 ≤
 b
a
2µ−2

1
ha1 (s)
+ 1
hb1 (s)
1−µ
β+1 (s) ds (2.36)
hold, where 1
µ
+ 1
β
= 1, β+1 (t) = max{β1(t), 0},
ha1 (t) =
 t
a
β2 (z) e−β
 t
z α1(u)dudz and hb1 (t) =
 b
t
β2 (z) e−β
 t
z α1(u)dudz
for all t ∈ R.
Theorem 2.6. Let the hypotheses (i) and (ii) hold. If system (1.1) with β2(t) > 0 has a real nontrivial solution (x(t), u(t)) such
that u(a) = 0 = u(b) where a, b ∈ R with a < b consecutive zeros, and u is not identically zero on [a, b], then the following
inequalities
h1−µa1

τ ∗∗
+ h1−µb1 τ ∗∗ ≤ Mγ−µ  b
a
β+1 (s) ds and 2
2−µ

1
ha1 (τ ∗∗)
+ 1
hb1 (τ ∗∗)
µ−1
≤ Mγ−µ
 b
a
β+1 (s) ds
(2.37)
hold, where µ, β+1 (t), ha1 (t) and hb1 (t) are as in Theorem 2.5 and M = |u (τ ∗∗)| = maxa<t<b |u(t)|.
Remark 2.10. Note that the inequalities in Theorems 2.1–2.6 and Corollaries 2.1–2.3 can be written as strict inequalities by
using the same method of Tang et al. [19].
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