Training details Pytorch 0.4 framework was used for DNN training, python packages netwrokx 2.1 and rdkit 2018.03.1 were used for the molecular graph handling. The training procedure was performed using Nvidia GeForce 1080 Ti GPU for 500 and 1000 epochs. The learning rate was changed in the following way: the first 10% epochs the learning rate was 10 −4 , then it was gradually decreased in a linear manner to achieve 10 −5 at 90% epoch.
During the last 10% epochs network was trained with the learning rate equals to 10 −5 . The
Adam optimizer 1 was used with the standard set of parameters.
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Figure S1 Figure S12: Learning curves for Refined set and Refined set + IC50 data (1000 epochs). MAE was computed using five-fold cross-validation 
