A set is P-selective Sel79] if there is a polynomial-time semi-decision algorithm for the set|an algorithm that given any two strings decides which is \more likely" to be in the set. This paper establishes a strict hierarchy among the various reductions and equivalences to P-selective sets.
Since its introduction by Selman Sel79,Sel82a,Sel82b] as a complexity-theoretic analog to the semirecursive sets Joc68] from recursive function theory, P-selectivity has attracted a good deal of interest, and there have recently been many advances in our understanding of this class Tod91,HNOS93,NOS93, BvHT93, BTvEB93] . Nonetheless, though polynomialtime reductions are usually considered natural in complexity theory, the classes of sets reducing to (and equivalent to) P-selective sets have not yet been adequately studied. This paper studies such classes and proves tight collapse and separation results. Let R p r (P-sel) denote fA j (9L 2 P-sel) A p r L]g, that is, the class of sets that reduce to some P-selective set via r-type reductions. We prove that R p m (P-sel) 6 = R p 1-tt (P-sel) 6 = R p k-tt (P-sel) 6 = R p (k+1)-tt (P-sel) 6 = , and R p btt (P-sel) 6 = R p tt (P-sel) 6 = due to Watanabe] R p T (P-sel) = P=poly. Also, we establish similarly strong separations for the classes of sets equivalent to P-selective sets via polynomial-time reductions. We also observe some collapses, in particular, the class of sets 1-truth-table equivalent to P-selective sets is identical to the class of sets 1-truthtable reducible to P-selective sets. Though our techniques bear no relation to the techniques used to study sparse sets, we note that reductions and equivalences to sparse sets have been satisfyingly studied in a long line of research (see, e.g., BK88,TB91,AHOW92,GW93,Ko89, AHH + 93,Gav92,BLS93]); the present paper constructs, for P-selectivity, a theory roughly comparable in scope to the theory for sparse sets constructed in the just-mentioned line of papers.
1 that R p pos (P-sel) = P-sel BTvEB93] and Watanabe's result (referenced in Tod91]) that R p tt (P-sel) 6 = R p T (P-sel). For the case of sparse sets, reductions and equivalences have been studied intensely in a long line of papers 1 pos denotes positive Turing reductions. We use, for this and other polynomial-time reductions, the notations and de nitions standard in the literature LLS75,Sel82b].
BK88,TB91,AHOW92,GW93,Ko89,AHH + 93, Gav92, BLS93] that, unfortunately, rely upon techniques that fail to apply to the case of P-selective sets.
Below, we state our theorems summarizing the structure of reductions and equivalences to P-selective sets. Note that Selman Sel82b] proved that the class of P-selective sets is strictly contained in E p tt (P-sel), a result that follows from either of Theorem 1 and Theorem 2.
Theorem 1 1. Sel82b, BTvEB93] P-sel = R p m (P-sel) = R p ptt (P-sel) = R p pos (P-sel) = E p m (P-sel).
, has noted that P=poly = R p T (SPARSE), and P/poly is also well-known to equal R p tt (TALLY).)
Theorem 2
3. E p btt (P-sel) 6 ? E p tt (P-sel) 6 ? E p T (P-sel).
Theorem 3 For every k 1 and every P-selective set A it holds that R p k-T (A) = R p (2 k ?1)-tt (A). In particular, for every k 1 it holds that R p
For every k 2 it holds that E p k-T (P-sel) 6 ? E p (2 k ?1)-tt (P-sel). In fact, we will prove these results via more general results|Theorems 4, 5, 6, and 7|that in some cases achieve very tight \cross-separations" between equivalence and reducibility classes.
Theorem 4 There is a sparse set in R p 2-tt (P-sel) ? E p T (P-sel).
We now introduce some machinery that will be used in the proofs in this paper.
We say that an arity two function f is a partial selector on a nite set Q if for every x; y 2 Q, it holds that f(x; y) 2 fx; yg. Given a nite set Q and a partial selector f on Q, de ne a directed graph G f;Q = (Q; A) as follows: (a; b) 2 A if and only if either f(a; b) = b or f(b; a) = b. We say that a and b 2 Q are equivalent with respect to f in Q if there is a loop in G f;Q containing both a and b; namely, a is reachable from b and b is reachable from a in G f;Q .
Obviously, the equivalence relation is re exive, symmetric, and transitive.
De nition 2 Let f be a partial selector on a nite set Q and let Q 1 ; ; Q m be nonempty subsets of Q. We say that Q 1 ; ; Q m ] is a decomposition of Q with respect to f if the following conditions are satis ed:
1. Q 1 Q m = Q, 2. for every i; j, 1 i < j m, it holds that Q i T Q j = ;, 3 . for every i; j, 1 i < j m, and for every a 2 Q i and b 2 Q j , it holds that f(a; b) = f(b; a) = b and a and b are not equivalent with respect to f in Q, and 4. for every i, 1 i m, and for every a; b 2 Q i , a and b are equivalent with respect to f in Q.
Fact 1 Let f be a partial selector on Q. There exists a unique decomposition of Q with respect to f.
Proof
Let f be a partial selector on Q. According to the equivalence relation, Q is partitioned into transitive closures, say R 1 ; ; R m , so that any two elements in di erent closures are not equivalent. For any a and b in di erent closures, it holds that f(a; b) = f(b; a); otherwise, a and b are equivalent, yielding a contradiction. Moreover, for any i; j; i 6 = j, and for any a; b 2 R i and c; d 2 R j , it holds that f(a; c) = c if and only if f(b; d) = d. Otherwise, for some i; j, i 6 = j, and for some a; b 2 R i and c; d 2 R j , it holds that f(a; c) = c and f(b; d) = b, and since there is a path from c to d and a path from b to a in G f;Q , there is a loop containing a and c, which yields a contradiction. For each i; 1 i m, let r i be the lexicographically smallest string in R i . By the above discussion, there is a unique ordering r l 1 ; ; r lm , such that for any j; k; 1 j < k m, it holds that f(r l j ; r l k ) = f(r l k ; r l j ) = r l k . For each i; 1 i m, let Q i = R l i Clearly, Q 1 ; ; Q m ] is a decomposition. Since the partition according to the equivalence relation is uniquely determined, the decomposition is unique. This proves the fact. 
In order to nd the decomposition of Q with respect to f, we have only to compute transitive closures in G f;Q . Constructing the graph can be done in time polynomial in m n c . Reachability between two vertices in the graph can be tested in time polynomial in m n c , so computing transitive closures can be done in time polynomial in m n c . Sorting the transitive closures can be done in time polynomial in m n c , too. So, the total running time for computing the decomposition is bounded by some polynomial in m n c .
Throughout this paper, M 1 ; M 2 ; is a standard enumeration of polynomial-time deterministic oracle Turing machines, where M i runs, independent of its oracle, in time n i + i on inputs of length n. N 1 ; N 2 ; is a similar standard enumeration of polynomialtime nondeterministic Turing machines. Often, to avoid subsubscripts, we refer to arbitrary machines or constructed machines as, e.g., N 1 ; this is not meant to imply that the machines necessarily are the actual rst Turing machine, but is just a shorthand for a more precise notation, e.g., N i 1 . f 1 ; f 2 ; is a standard enumeration of all polynomial-time computable 2-ary functions. We assume that f i (x; y) is computable in time (jxj + jyj) i + i for every x and y. De ne (n) by: (0) = 2 Proof of Theorem 4 We will construct a sparse set S in stages. S contains at most one string of each length and it contains only strings of length (s) for some s. Each stage s determines the membership of strings of length n = (s) and our construction is designed so that for every s, all strings that are put into S prior to stage s can be enumerated in time polynomial in (s + 1).
At stage s = hi; j; li, we will diagonalize against a pair of machines (M i ; M j ) and a function f l , to establish the following requirement (R): (R) for any set X with selector f l , either S 6 p T X via M i or X 6 p T S via M j . Our construction proceeds as follows. Let n = (s) and let S 0 be the set of all strings put into S prior to stage s. Let Q be the set of all possible query strings of M i on x for all x 2 n . Note that any element in Q is of length at most n i + i and that jj Q jj 2 n 2 n i +i 2 2n i . First we check whether (a) f l is a partial selector on Q.
If this does not hold, then clearly (R) is satis ed. So we proceed to the next stage without adding any string to S.
Suppose that f l is a partial selector on Q. Let Claim 1 There exist x; y 2 n such that x < y and t(x) = t(y).
Proof of Claim 1 The proof is by contradiction. Assume that all t(x) are distinct. Let r be the (2 n?1 )-th largest t(x) and let U = fx j t(x) rg and and let V = fx j t(x) < rg. Let accepts for every x 2 V , every x 2 V is queried by M S 0 j (q). So, either every x 2 U is queried by M S 0 j on q or every x 2 V is queried by M S 0 j on q. Since M j is deterministic q j (n) time bounded, the number of queries of M S 0 j on q is at most jqj j + j (n i + i) j + j < 2 n?1 ? 1. Thus, since jj U jj = jj V jj = 2 n?1 , we have a contradiction.
Claim 1
By the above claim, there exist x and y such that x < y and t(x) = t(y). Let De ne A to be the set of all strings x for which there is some y 2 S such that x y and jxj = jyj. Clearly, for every x, x 2 S if and only if x 2 A and x 0 6 2 A, where x 0 is successor of x. So S p 2-tt A. We claim that A is P-selective. Let g(x; y) be the function computed as follows:
(Case 1) jxj = (s) and jyj = (t):
(Subcase 1a) jxj = jyj: g(x; y) = minfx; yg. (Case 2) jxj 6 = (s) for any s: g(x; y) = y.
(Case 3) jyj 6 = (t) for any t: g(x; y) = x. It is not hard to see that g is polynomial-time computable. We claim that g is a P-selector for A. In order to see this property, we only have to consider the case x 2 A and y 6 2 A. Since x 2 A, only (Case 1) and (Case 3) can occur. If (Subcase 1a) occurs, x < y, so g(x; y) = x. If (Subcase 1b) occurs, x w, so g(x; y) = x. If (Subcase 1c) occurs, y > w, so g(x; y) = x. If (Subcase 3) occurs, jyj 6 = (t) for any t, so g(x; y) = x. In any case, g(x; y) = x, so g is a P-selector for A. This proves the theorem.
Theorem 5 For each k 2, there is a tally set in E p k-tt (P-sel) ? R p
Proof Let k 2. We will construct a tally set T and a P-selective set A in stages so that T and A are p k-tt equivalent. Also, at stage s = hi; ji, we will diagonalize against machine M i and function f j so that the following requirement (R) is satis ed:
(R) for any set X with selector f j , T 6 p For the inductive step, let k 2 and suppose that the claim holds for all k 0 k. Let h be the function for k. We de ne function g for k + 1 as follows:
1. For every a; 1 a k 2 ? k + 1, g(a) = h(a). 
Proof of Fact 4
Now we describe the construction. Let T 0 be the set of all strings put into T prior to stage s and let n = k (s). First we check whether M i makes k ? 1 nonadaptive queries on inputs x 1 ; ; x k . If this is not the case, M i cannot be a p (k?1)-tt reduction, and (R) is trivially satis ed, so we proceed to the next stage without adding any new elements to T.
Suppose M i passes the above check. Let Q be the set of all query strings of M i on x 1 ; ; x k . It holds that jj Q jj k(k ? 1). We check whether f j is a partial selector on Q.
If this is not the case, (R) is satis ed, so we proceed to the next stage without adding any new elements to T.
Suppose that f j is a partial selector on Q. Let Q 1 ; ; Q m ] be the decomposition of Q with respect to f j . Since jj Q jj k(k ? 1), m k(k ? 1). By Fact 2, for every X with selector f j , there is some t such that Q 1 ; ; Q t X and Q t+1 ; ; Q m X. For + 1) ). Thus g is polynomial-time computable. So it su ces to show that g is a selector for A. In order to see this, we have only to consider the case in which exactly one of x or y is in A. Suppose x 2 A and y 6 2 A. Since x 2 A, only (Case 1) and (Case 3) can occur. If (Subcase 1a) occurs, x < y, so g(x; y) = x. If (Subcase 1b) occurs, x w, so g(x; y) = x. If (Subcase 1c) occurs, y > w, so g(x; y) = x. If (Case 3) occurs, jyj 6 = (t) for any t, so g(x; y) = x. Thus g(x; y) = x. The above argument is symmetric, so g(x; y) = y when x 6 2 A and y 2 A. Hence, g is a P-selector for A. Corollary 1 For each k 1, there is a tally set in E p 2 k -tt (P-sel) ? R p k-T (P-sel).
Proof
Follows immediately from the previous theorem and the standard fact that
Theorem 6 There is a tally set in E p tt (P-sel) ? E p btt (P-sel). Proof
We will construct a tally set T and a P-selective set A in stages. At stage s = hi; j; k; li, we will diagonalize against M i , M j so that the following requirement is satis ed: (R) for any set X with selector f l , either T 6 p k?tt X via M i or X 6 p k?tt T via M j . The construction at stage s proceeds as follows: Let T 0 be the set of all strings put into T prior to stage s. Let n = 2 (s) . Throughout this paper, we will take all logarithms to be base two. For each p; 1 p log n = (s), let x p = 0 n+p , and for each p; 1 p n, let y p be the p-th smallest string in n . Note that fy 1 ; : : :; y n g = f0 n?logn a j a 2 log n g. Let Q be the set of all query strings of M i on x 1 ; ; x log n . First, as in the previous theorems, we check the following conditions: Clearly, (R) is satis ed. Now suppose that (d) holds. We make the following claim.
Claim 2 There exist W; W 0 fx 1 ; ; x log n g such that W 6 = W 0 and t(W) = t(W 0 ).
Proof of Claim 2
The proof is by contradiction. Assume for every W; W 0 fx 1 ; ; x log n g with W 6 = W 0 , it holds that t(W) 6 = t(W 0 ). Let t(W 0 ) be the largest amongst all t(W); W fx 1 ; ; x log n g, and let q 2 Q t(W 0 ) . For every W 6 = W 0 , q 2 L(M j ; T 0 W) ? L(M j ; T 0 W 0 ). So M j on q relative to T 0 W 0 makes queries to all x 1 ; ; x n . Since n > k, this is impossible. 
Proof
Let k be at least two. We will construct a tally set T and a P-selective set A in stages. At stage s = hi; j; li, we will diagonalize against M i and M j so that the following requirement (R) is satis ed:
(R) for any set X with selector f l , either T 6 p 
It su ces to show that R p 1-T (P-sel) E p Corollary 2 R p T (P-sel), E p T (P-sel), R p tt (P-sel), and E p tt (P-sel) are pairwise distinct. Corollary 3
(R) for any set X with selector f j , M i does not p tt reduce T to X. The construction at stage s = hi; ji proceeds as follows: Let T 0 be the set of all strings put into T prior to stage s. At the initial stage, T 0 = ;. For simplicity, let n = (s) and for each i; 1 i n, let x i = 0 n+i .
Let Q be the set of all query strings of M i on inputs x 1 ; ; x n . First we check the following conditions:
(a) M i makes nonadaptive queries on inputs x 1 ; ; x n .
(b) f j is a partial selector on Q.
If (a) is not satis ed, then M i is not a p tt reduction, and thus (R) is satis ed. If (b) is not satis ed, then f j is not a selector, and thus (R) is satis ed. So, if either (a) or (b) does not hold, we proceed to the next stage without adding any new elements to T, Let Q 1 ; ; Q m ] be the decomposition of Q with respect to f j . From Fact 2, for any set X with selector f j , there exists a unique t(X) such that Q 1 ; ; Q t(X) X and Q t(X)+1 ; ; Q m X. Since Q is the set of all query strings of M i on inputs x 1 ; ; x n , for every set X with selector f j , there uniquely exists t(X); 0 t(X) m such that for every i; 1 i n, Related to Corollary 5 is the recent result of E. Hemaspaandra et al. HNOS93 ] that E 6 = UE implies there is a tally set T in R p tt (P-sel) T (UP?P), where UP is Valiant's Val76] notion of unambiguous polynomial time, and, analogously, UE is the class of sets computable in unambiguous time 2 O(n) .
