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The damage caused by computer viruses is becoming a serious problem. However, it requires a lot of effort 
to manage all the terminals connected to the network. Therefore, we focus on the network traffic instead of the 
terminal side. Since it doesn't depend on the terminal, it is effective in identifying infected terminals without 
placing a burden on the terminal side. In this paper, we propose a method for detecting BOT by analyzing DNS 
traffic, which is assumed to change when infected. We used features obtained from A-records of DNS packets 
and Random Forest as a machine learning method to determine unauthorized traffic. As a result, we have 
demonstrated that it is possible to achieve high-accuracy and high-speed detection. 















る．IoT 機器の数は 2015 年で約 150 億個，2020 年では約










本論文では， ネットワークトラフィックとして DNS ト




















（２） Botnet Detection Based on Machine Learning 






















（４） Detecting APT Malware Infections Based on 
Malicious DNS and Traffic Analysis [5] 
この論文では，悪意のある DNS トラフィックから効果





































































DNSレスポンスパケットのレスポンスコード 図 1 アーキテクチャ 
・ A レコードの数 
ドメイン名に紐付いている A レコードの数（IPア
ドレスの数） 
・ TTL 値の合計 
ドメイン名に紐付いている A レコードの TTL 値の
合計 
・ TTL 値の最大値 
ドメイン名に紐付いている A レコードの TTL 値の
最大値 
・ TTL 値の最小値 
ドメイン名に紐付いている A レコードの TTL 値の
最小値 
・ Bag of Words 
ドメイン名の特徴量ベクトル 
a）Bag of Words 














ドメイン名は（a, b, c, …, y, z, 0, 1, 2, …, “.”, 





a, b, c, …, x, y, z, 0, 1, 2, …,“.”,“-”,“_” 
 
ベクトル化の式を式 1 に示す．ドメイン名の A 番目の









Datasets-NCD in MWS Cup 2014を用いる[6]．また，悪性
通信用に MWS Datasets-CCC Dataset 2008~2013 と Botnet 
2014を用いる[7][8]． 




フト 6 製品での検知名をリスト化したデータである． 








表 1 学習用データのボットの種類 
Name Type Flows 
Neris IRC 21159 (12%) 
Rbot IRC 39316 (22%) 
Virut HTTP 1638 (0.94%) 
NSIS P2P 4336 (2.48%) 
SMTP Spam P2P 11296 (6.48%) 
Zeus P2P 31 (0.01%) 
Zeus control (C&C) P2P 20 (0.01%) 
 
表 2 評価用データのボットの種類 
Name Type Flows 
Neris IRC 25967 (5.67%) 
Rbot IRC 83 (0.018%) 
Menti IRC 2878 (0.62%) 
Murlo IRC 4881 (1.06%) 
Tbot IRC 1296 (0.283%) 
Sogou HTTP 89 (0.019%) 
Virut HTTP 58576 (12.80%) 
NSIS P2P 757 (0.165%) 
SMTP Spam P2P 21633 (4.72%) 
UDP Storm P2P 44062 (9.63%) 
Zero Access P2P 1011 (0.221%) 
Weasel P2P 42313 (9.25%) 
Smoke BOT P2P 78 (0.017%) 
Zeus P2P 502 (0.109%) 
Zeus Control (C&C) P2P 31 (0.006%) 




Datasets-NCD in MWS Cup 2014を用いる[6]．また，悪性





るパケット数を表 3，表 4に示す． 
 








































表 6 コンフュージョンマトリックス 
判定＼正解 正常通信 悪性通信 
正常通信 7900 100 






表 7 分類精度 






表 8 正常通信の評価結果 










表 9 悪性通信の評価結果 





False Positive Rate 1.39 
 
（６）Cross Validation での学習曲線（CV=5） 
学習用データセットと評価用データセットの全てのデ
















す．Bag of words を除いたものを予備実験の重要度とし
て示す． 
 
表 10 特徴量重要度評価結果 
特徴量 重要度 [%] 予備実験 [%] 
1) 15.92 44.17 
2) 4.56 10.41 
3) 4.12 9.45 
4) 0.76 1.55 
5) 0.13 9.05 
6) 0.07 5.80 
7) 0.19 9.01 
8) 0.11 10.56 






表 11 ベクトル化のオーバーヘッド 
Mix [ms] Max [ms] Avg [ms] 





表 12 通常の名前解決レイテンシ（1.1.1.1） 
種類 Min [ms] Max [ms] Avg [ms] 






表 13 ホップ数が増加した場合の名前解決レイテンシ 
種類 Min [ms] Max [ms] Avg [ms] 







表 14 分類データ数毎の 1データあたりの分類時間 














図 4 分類データ数毎の分類時間 
 
 
図 5 分類データ数毎の 1データあたりの分類時間 
 
６． 考察 
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