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Vor dem Hintergrund des steigenden Interesses von computergestützter Textanalyse 
in Forschung und Praxis entwickelt dieser Beitrag auf Basis aktueller Literatur ein ge-
nerisches Vorgehensmodell für Text-Mining-Prozesse. Das Ziel des Beitrags ist, die 
dabei anfallenden, umfangreichen Aktivitäten zu strukturieren und dadurch die Kom-
plexität von Text-Mining-Vorhaben zu reduzieren. Das Forschungsziel stützt sich auf 
die Tatsache, dass im Rahmen einer im Vorfeld durchgeführten, systematischen Lite-
ratur-Review keine detaillierten, anwendungsneutralen Vorgehensmodelle für Text 
Mining identifiziert werden konnten. Aufbauend auf den Erkenntnissen der Literatur-
Review enthält das resultierende Modell daher sowohl induktiv begründete Kompo-
nenten aus spezifischen Ansätzen als auch aus literaturbasierten Anforderungen de-
duktiv abgeleitete Bestandteile. Die Evaluation des Artefakts belegt die Nützlichkeit 
des Vorgehensmodells im Vergleich mit dem bisherigen Forschungsstand.  
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1 EINFÜHRUNG 
1.1 MOTIVATION 
Texte und unstrukturierte1 Daten nehmen in Unternehmen einen bedeutenden Stel-
lenwert ein: Nach Angaben in der Literatur speichern sie ca. 80-90% der Informationen 
eines Unternehmens und repräsentieren damit das Wissen seiner Mitarbeiter in Form 
von Projektberichten oder Schriftverkehr (vgl. FELDEN ET AL. (2006), S. 1; GLUCHOWSKI 
ET AL. (2008), S. 320; HEYER ET AL. (2006), S. 1; UR-RAHMAN & HARDING (2012), S. 4729). 
Diese Quellen bieten daher einerseits Informationsmöglichkeiten z.B. für zukünftige 
Projekte, Produkte oder die Marketing-Strategie, stellen das Unternehmen jedoch an-
dererseits vor die Herausforderung, große Mengen an unstrukturierten Daten auswer-
ten zu müssen, um relevante Informationen herauszufiltern. Aufgrund der großen Po-
tenziale einer erweiterten Entscheidungsunterstützung auf Basis von unstrukturierten 
Daten beschäftigt sich die Forschung bereits seit einigen Jahren damit, die in Texten 
gespeicherten Informationen automatisiert verfügbar zu machen. Diese können dann 
in Business-Intelligence-(BI)-Systeme integriert werden und ermöglichen damit fun-
dierte Entscheidungen bspw. im Rahmen des Customer Relationship Management 
(CRM), der Competitive Intelligence oder der Produktentwicklung (siehe BAARS & KEM-
PER (2008); FELDEN ET AL. (2006); GLUCHOWSKI ET AL. (2008); HOTHO ET AL. (2005); KRUSE 
ET AL. (2013); THORLEUCHTER ET AL. (2010)). Unter dem Begriff Text Mining werden Ver-
fahren beschrieben, die solche Analysen erleichtern, doch die computergestützte 
Auswertung dieser Informationen ist aufgrund der Beschaffenheit der Datengrundlage 
nicht ohne Weiteres möglich (vgl. HIPPNER & RENTZMANN (2006), S. 287; HOTHO ET AL. 
                                               
1  Unstrukturierte Daten im Sinne der Informationsverarbeitung enthalten natürlich-sprachige 
Texte; dies können Dokumente, E-Mails oder Freitextfelder in Datenbanken sein (vgl. BAARS & 
KEMPER (2008), S. 132; RUSSOM (2007), S. 2). Strukturierte Daten sind dagegen üblicherweise in 
einzelnen Feldern von Datenbanken oder Informationssystemen gespeichert und können direkt 
weiterverarbeitet werden (vgl. BAARS & KEMPER (2008), S. 132).  
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(2005), S. 19). Die Verfahren des Text Mining sind aber in der Lage, textbasierte Daten 
aufzubereiten, zu strukturieren und schließlich zu analysieren. 
Analog zur Nachbardisziplin Data Mining bzw. Knowledge Discovery in Databases 
(KDD) wird Text Mining als analytischer Prozess für die (teil-)automatisierte Extraktion 
neuen und nützlichen Wissens beschrieben (vgl. FELDMAN & SANGER (2007), S. 1; 
HIPPNER & RENTZMANN (2006), S. 287; SCHIEBER & HILBERT (2014), S. 13). Während Data 
Mining aber auf Basis von strukturierten Daten Anwendung findet (vgl. FAYYAD (1996), 
S. 6ff.), werden beim Text Mining unstrukturierte Daten ausgewertet (vgl. HOTHO ET 
AL. (2005), S. 22f.). Der Prozess des Text Mining umfasst dabei nicht nur Analysever-
fahren, sondern auch Aktivitäten zur Sammlung und Aufbereitung der relevanten Da-
ten sowie die Interpretation und Verwertung der Ergebnisse (vgl. HIPPNER & RENTZ-
MANN (2006), S. 288). Dieser Prozess ist zwar aufgrund der technologischen Nähe ver-
gleichbar mit dem Data-Mining-Prozess, die eingesetzten Datenarten und Verfahren 
unterscheiden sich aber an einigen Stellen stark von typischen Data-Mining-Projekten: 
Im Rahmen der Datenvorverarbeitung werden z.B. Technologien aus der Computerlin-
guistik eingesetzt, um den Strukturierungsgrad der textbasierten Daten zu erhöhen 
(vgl. HIPPNER & RENTZMANN (2006), S. 288; HOTHO ET AL. (2005), S. 20). Durch das stei-
gende Interesse an Textanalyseverfahren ist außerdem davon auszugehen, dass sich 
in Zukunft weitere, spezialisierte Verfahren in diesen Prozess eingliedern werden. 
Zur Durchführung von Data-Mining-Projekten haben sich in Wissenschaft und Praxis 
Vorgehensmodelle2 wie z.B. CRISP-DM oder KDD (vgl. CHAPMAN ET AL. (2000); FAYYAD 
(1996)) bewährt, die die Durchführung des Analyseprozesses anleiten. Einige Autoren 
nutzen diese Modelle auch als Grundlage von Text-Mining-Prozessen, müssen sie je-
doch stets auf ihre besonderen Bedürfnisse anpassen (z.B. CHIBELUSHI ET AL. (2004), S. 
53; HIDALGO (2002), S. 16ff.). Darüber hinaus bieten die Modelle keine Verfahren zur 
Durchführung der Aktivitäten des Text-Mining-Prozesses. Denn obwohl sich die Pro-
zesse für Data und Text Mining voneinander unterscheiden, hat sich bisher für Text 
Mining kein eigenes, einheitlich anerkanntes Vorgehensmodell durchgesetzt, das den 
Ablauf bestimmt, die Aktivitäten strukturiert und Verfahren zur Durchführung bereit-
                                               
2 Vorgehensmodelle geben an, in welcher Reihenfolge bestimmte Aktivitäten ablaufen bzw. 
Verfahren eingesetzt werden müssen, um (IT)-Projekte erfolgreich durchzuführen; dies dient 
einerseits der Aufgabenstrukturierung sowie andererseits der Komplexitätsreduktion innerhalb 
dieser Projekte. Weitere Ausführungen zum Begriffsverständnis folgen in Abschnitt 2.1. 
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stellt. Um diesem Zustand entgegenzuwirken, haben einige Forscher in jüngerer Ver-
gangenheit generische Vorgehensmodelle für Text Mining beschrieben (z.B. ABDOUS & 
HE (2011); CHOUDHARY ET AL. (2009); FAN ET AL. (2006); HIPPNER & RENTZMANN (2006)). 
Diese Modelle zeigen zwar den grundsätzlichen Ablauf des Text-Mining-Prozesses, 
bleiben jedoch insgesamt bei einfachen, unvollständigen Darstellungen, die meist we-
nig bis keine Verfahren zur Durchführung nennen. Die Besonderheiten des Text Mining 
vor allem im Rahmen der Datenvorverarbeitung werden nur in Einzelfällen beschrie-
ben. Da aber allein diese Phase einen entscheidenden Teilschritt im Text Mining dar-
stellt (vgl. HOTHO ET AL. (2005), S. 20), sollten Vorgehensmodelle gerade dort ihrer Be-
stimmung zur Aufgabenstrukturierung und Komplexitätsreduktion nachkommen.  
1.2 FORSCHUNGSZIEL UND METHODIK 
Der vorliegende Beitrag entwickelt daher ein generisches Vorgehensmodell, in dem 
die interagierenden Komponenten innerhalb von Text-Mining-Projekten in einem struk-
turierten Ablaufmodell angeordnet werden. Im Gegensatz zu anderen Arbeiten wird 
dazu im Vorfeld eine umfangreiche State-of-the-Art-Analyse durchgeführt, in der aktuel-
le Vorgehensmodelle für den Text-Mining-Prozess untersucht werden. Darauf aufbau-
end werden Teilschritte und Aktivitäten abstrahiert und in einem generischen Vorge-
hensmodell abgebildet. Zur Durchführung des Prozesses werden außerdem Verfahren 
aus der aktuellen Literatur benannt und erläutert. Das Modell soll Anwendern in Wis-
senschaft und Praxis als Unterstützung und Leitfaden zur Durchführung von Text-
Mining-Projekten dienen.  
Dieses Forschungsziel lässt sich nach BECKER ET AL. (2003), S. 11 in ein Erkenntnisziel 
und ein Gestaltungsziel unterteilen: Zunächst soll eine systematische Literatur-Review 
Verständnis für aktuelle Vorgehen und Verfahren schaffen (siehe Abschnitt 1.2.1), auf 
deren Basis im Anschluss das generische Vorgehensmodell als Artefakt eines Design-
Science-Research-Ansatzes entwickelt wird (siehe Abschnitt 1.2.2). 
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1.2.1 Systematische Literatur-Review 
Der Beitrag will zu Beginn Verständnis für Vorgehen und Aktivitäten bei Text-Mining-
Vorhaben schaffen, indem der Stand der Forschung aufgearbeitet wird. Dazu werden 
Vorgehensmodelle für Text Mining in aktuellen wissenschaftlichen Arbeiten untersucht 
und deren Ansätze verglichen. Auf Basis dieser Erkenntnisse identifiziert der Beitrag 
anschließend wichtige strukturelle und funktionelle Aspekte, die innerhalb eines gene-
rischen Vorgehensmodells zur Aufgabenstrukturierung und Komplexitätsreduktion bei 
Text-Mining-Projekten beitragen.  
Um das Erkenntnisziel erreichen zu können, dient eine systematische Literatur-Analyse 
in Anlehnung an FETTKE (2006), KITCHENHAM (2004) und WEBSTER & WATSON (2002) als 
Ausgangspunkt. Da WEBSTER & WATSON (2002), S. xvi ein journalbasiertes Vorgehen 
vorschlagen, um die wichtigsten Beiträge zu identifizieren, wurden als Basis für die 
Recherche führende Zeitschriften (A- und B-Ranking) der WKWI-Liste 2008, des Teil-
ranking Wirtschaftsinformatik aus Jourqual 2008 sowie ausgewählte Journale aus 
Jourqual 2011 untersucht. Innerhalb der insgesamt 106 Zeitschriften wurde in Titel, 
Abstract und Keywords der Artikel jeweils nach englisch- sowie deutschsprachigen 
Schlagwörtern gesucht, um Vorgehensmodelle für Text Mining zu finden (siehe Abbil-
dung 1). Damit ausschließlich solche Artikel in den Analyseprozess aufgenommen 
werden, die explizit ein Vorgehensmodell für die Durchführung eines Text-Mining-
Prozesses darstellen, wurden die Schlagwörter mit einer Vorstudie evaluiert. Diese 
Vorstudie zeigte auch, dass weitere Schlagwörter oder Operatoren das Suchergebnis 
zu stark eingeschränkten. Dies hatte zunächst eine sehr umfangreiche Ergebnisliste 
zur Folge, aus der die relevanten Beiträge auf Basis weiterer Kriterien extrahiert wur-
den: Die Publikation sollte innerhalb der vergangenen 10 Jahre erschienen sein (be-
trachteter Zeitraum: 2002-2012) sowie das verwendete Vorgehen bzw. das verwende-
te Vorgehensmodell in Form einer Abbildung, Tabelle oder Auflistung darstellen. Um 
weitere Forschungsarbeiten, z.B. aus anderen Fachzeitschriften, in die Analyse aufzu-
nehmen, wurde abschließend eine Rückwärtssuche durchgeführt. Dazu wurden die 
Quellenverzeichnisse der gefundenen Literatur ebenfalls mit Hilfe der genannten Krite-
rien untersucht. Eine Zusammenfassung des Vorgehens ist in Abbildung 1 dargestellt. 
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Abbildung 1: Zusammenfassung des Rechercheprozesses 
Die Durchführung der Recherche und die sich anschließende Untersuchung auf inhalt-
liche Relevanz ergab eine Sammlung von 24 Literaturstellen aus 20 verschiedenen 
Zeitschriften. Abbildung 2 zeigt die Verteilung der Publikationen über den betrachteten 
Zeitraum; dabei ist zu erkennen, dass sich die Publikationshäufigkeit in den Jahren 
2011 und 2012 im Vergleich zum vorherigen Zeitraum deutlich erhöht hat. Insgesamt 
ist daher auch ein leicht steigender Trend zu verzeichnen. 
 
 
Abbildung 2: Anzahl der Publikationen im betrachteten Zeitraum 
1.2.2 Design-Science-Research-Ansatz 
Nach Erreichen des Erkenntnisziels wird das gestaltungsorientierte Forschungsziel im 
Rahmen des Beitrags mit Hilfe des Design-Science-Research-(DSR)-Ansatzes nach 
HEVNER ET AL. (2004) und PEFFERS ET AL. (2007) erarbeitet. Die Entwicklung des Modells 
findet dabei sowohl deduktiv, indem Anforderungen, die aus der Literatur-Review ab-
geleitet werden können, einbezogen werden, als auch induktiv durch die Berücksichti-
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Die resultierenden Teilschritte werden nicht nur erläutert und eingeordnet, sondern es 
werden auch Verfahren benannt, die zur Durchführung des Prozesses eingesetzt wer-
den können. Das Artefakt selbst wird anschließend evaluiert, indem die Nützlichkeit 
des Vorgehensmodells überprüft wird (vgl. PEFFERS ET AL. (2007), S. 56). Die Evaluation 
erfolgt hier durch einen merkmalbasierten Vergleich nach PEFFERS ET AL. (2007), S. 56, 
SIAU & ROSSI (1998), S. 315 und VENABLE ET AL. (2012), S. 433. Dabei wird das entwi-
ckelte Artefakt mit den anderen generischen Vorgehensmodellen aus der Literatur-
Review hinsichtlich der abgeleiteten Anforderungen verglichen.  
1.3 AUFBAU DES BEITRAGS 
Im folgenden Abschnitt geht der Beitrag zunächst auf die Ergebnisse der Literatur-
Review ein: Abschnitt 2.1 erläutert das Begriffsverständnis des Beitrags im Hinblick 
auf Vorgehensmodelle. Daran anschließend werden verwandte Arbeiten vorgestellt 
und ausführlich deren Eigenschaften diskutiert; dabei wird sowohl auf allgemeine, 
strukturelle Merkmale der Vorgehensmodelle eingegangen, als auch auf die Konsoli-
dierung der genannten Aktivitäten. Abschnitt 3 widmet sich den Anforderungen an ein 
generisches Vorgehensmodell, die aus den Erkenntnissen von Abschnitt 2 abgeleitet 
werden konnten. Auf dieser Grundlage wird daraufhin das Vorgehensmodell entwickelt 
und ausführlich beschrieben (Abschnitt 4). In Abschnitt 5 folgt die Evaluation des Mo-
dells durch einen merkmalbasierten Vergleich mit den anderen generischen Vorge-
hensmodellen für Text Mining. Abschnitt 6 schließt den Beitrag ab und gibt einen Aus-
blick auf weiteren Forschungsbedarf. 
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2 STAND DER FORSCHUNG  
Um Anforderungen an die Gestaltung des Artefakts ableiten zu können, wird der Stand 
der Forschung im Hinblick auf Vorgehensmodelle für Text Mining erfasst. Wie in Ab-
schnitt 1.2.1 dargelegt wurde, erfolgt dies durch eine systematische Literatur-Review.  
Dieser Abschnitt stellt die Ergebnisse der Untersuchung dar: Zum Einstieg werden 
grundlegende Begriffe definiert, die im weiteren Verlauf des Beitrags Anwendung fin-
den (Abschnitt 2.1). Abschnitt 2.2 befasst sich anschließend mit strukturellen Aspek-
ten der in der Literatur-Review identifizierten Modelle; die funktionelle Auswertung 
wird im Anschluss in Abschnitt 2.3 beschrieben. Abschnitt 2.4 fasst die Erkenntnisse 
kurz zusammen.  
2.1 BEGRIFFSVERSTÄNDNIS 
Wie bereits erwähnt wurde, geben Vorgehensmodelle3 an, in welcher Reihenfolge 
bestimmte Aktivitäten ablaufen müssen, um (IT)-Projekte, die Entwicklung eines An-
wendungssystems oder einen Prozess erfolgreich durchzuführen (vgl. FILß ET AL. 
(2005), S. 184; GUTZWILLER (1994), S. 32; JABLONSKI (1997), S. 489f.; MERTENS (2001), 
S. 498; STAHLKNECHT & HASENKAMP (2005), S. 215). Die Festlegung von Abläufen und 
Aktivitäten dient dabei der Aufgabenstrukturierung und Komplexitätsreduktion (vgl. 
BREITNER (2012)). Da Text Mining gemäß der Definition in Abschnitt 1.1 als analytischer 
Prozess verstanden wird, untersucht der vorliegende Beitrag Vorgehensmodelle für 
diesen Prozess. 
Aktivitäten sind – ebenso wie die aus ihnen resultierenden Ergebnisse – Komponenten 
von Vorgehensmodellen. Unter Aktivitäten werden abstrakte Beschreibungen von 
                                               
3 In der Literatur findet sich anstelle von Vorgehensmodell auch der synonym verwendete Be-
griff Prozessmodell (vgl. FISCHER ET AL. (1998), S. 18).  
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Arbeitsschritten verstanden, die unter Nutzung von Verfahren, Methoden und Techni-
ken zu einem bestimmten Ergebnis führen; Verfahren, Methoden und Techniken 
enthalten demnach Vorschriften und konkrete Anweisungen, um ein gewünschtes 
Resultat zu erzielen (vgl. FISCHER ET AL. (1998), S. 26; GOEKEN (2006), S. 54; JABLONSKI 
(1997), S. 139f.). 
Zur Strukturierung des Vorgehens sowie zur Bündelung zeitlich oder inhaltlich zusam-
menhängender Schritte können die Aktivitäten zu Phasen aggregiert werden; Phasen 
dienen daher der Gruppierung von Aktivitäten zu planbaren, kontrollierbaren Einheiten 
(vgl. BREITNER (2012); FISCHER ET AL. (1998), S. 20; MERTENS (2001), S. 498). 
Gemäß diesem Begriffsverständnis und in Verbindung mit der Definition von Text Mi-
ning betrachtet ein Vorgehensmodell für Text Mining also den Ablauf des analyti-
schen Prozesses zur (teil-)automatisierten Extraktion von Wissen aus unstrukturierten 
Daten. Das Vorgehensmodell gliedert diesen Prozess in mehrere Phasen, in denen 
wiederum unterschiedliche Aktivitäten ausgeführt werden müssen, um die Rohdaten 
über mehrere Schritte hinweg in nützliches Wissen umzuwandeln. Zur Durchführung 
der Aktivitäten sind Verfahren, Methoden und Techniken4 anzuwenden, um die ge-
wünschten Ergebnisse zu erzielen.  
2.2 MERKMALE VON VORGEHENSMODELLEN FÜR TEXT MINING 
Vor der funktionellen Auswertung hinsichtlich dargelegter Aktivitäten wurde die Litera-
tursammlung im ersten Schritt daraufhin untersucht, welche strukturellen Merkmale 
die dargestellten Vorgehensmodelle aufweisen. Um verschiedene Formen von Vorge-
hensmodellen charakterisieren zu können, liefern FILß ET AL. (2005), GRÄßLE ET AL. 
(2010) und THOMAS ET AL. (2010) allgemeine Merkmale, die bereits zur Einordnung von 
Vorgehensmodellen eingesetzt wurden; Tabelle 1 enthält eine kurze Beschreibung der 
untersuchten Merkmale. 
                                               
4 Verfahren, Methoden und Techniken werden im Folgenden unter dem Begriff Verfahren zu-
sammengefasst.  
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Tabelle 1: Merkmale zur Charakterisierung von Vorgehensmodellen (in Anlehnung an FILß ET AL. 
(2005), S. 196ff.; GRÄßLE ET AL. (2010), S. 2037ff.; THOMAS ET AL. (2010), S. 374f.) 
Merkmal Beschreibung 
Anwendungsdomäne Das Merkmal Anwendungsdomäne kann die Werte „neutral“ oder 
„spezifisch“ annehmen; neutrale Vorgehensmodelle sind im Gegen-
satz zu spezifischen Modellen ohne konkreten Bezug zu einer speziel-
len Anwendung oder einer Klasse von Anwendungen. 
Formalisierung Die Formalisierung wird mit absteigendem Formalisierungsgrad in 
„Abbildung“, „Tabelle“ und „Auflistung“ unterschieden. 
Phasenanordnung Die Phasenanordnung wird in „sukzessiv“ und „parallel“ unterschie-
den. Sukzessive Modelle halten sich dabei streng an die schrittweise 
Abfolge der Aktivitäten; bei paralleler Phasenanordnung können Akti-
vitäten dagegen auch gleichzeitig durchgeführt werden. 
Problemlösung Das Merkmal Problemlösung behandelt die Abfolge der Aktivitäten: 
Bei „inkrementellen“ Modellen baut eine Aktivität auf den Ergebnis-
sen der vorherigen auf; „iterative“ Modelle sehen z.B. auch Feed-
backschleifen vor, sodass Aktivitäten mehrfach ausgeführt werden 
können; bei „rekursiven“ Modellen können sich einzelne Aktivitäten 
selbst wieder als nächste Aktivität aufrufen.  
Vorgehenssteuerung Das Merkmal Vorgehenssteuerung bestimmt die Prozesssteuerung 
des Modells. Diese ist „aktivitätsorientiert“, wenn das Modell ledig-
lich eine Abfolge von Aktivitäten angibt; sie ist „ergebnisorientiert“, 
wenn zusätzlich zu Aktivitäten auch die Art der Resultate festgelegt 
wird; sie ist „entscheidungsorientiert“, wenn Bedingungen definiert 
werden, welche in Abhängigkeit der eingetretenen Situation die eine 
oder andere Aktivität auslösen. 
 
Die Vorgehensmodelle in den identifizierten Beiträgen wurden auf Basis der beschrie-
benen Merkmale charakterisiert; Tabelle 2 stellt die Ergebnisse der Untersuchung dar. 
Die Merkmale dienen außerdem im Rahmen der Evaluation des Artefakts zum Ver-
gleich der anwendungsneutralen Vorgehensmodelle mit dem eigenen Ansatz.  
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CHAU & YEH (2004) 
CHEN & CHIU (2012)  
CHOU ET AL. (2008)  
CHOU ET AL. (2010)  
CHOUDHARY ET AL. (2009)    
CRASSO ET AL. (2011)   
DUAN ET AL. (2011) 
FAN ET AL. (2006)  
HIPPNER & RENTZMANN (2006)   
HOTHO ET AL. (2005)   
HUSSAIN ET AL. (2012) 
LEE ET AL. (2011)  
LI & LIU (2012)  
LIN ET AL. (2009)  
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NATARAJAN (2005)  
ROCHA & COBO (2011)  
SANJUAN & IBEKWE-SANJUAN (2006)  
SARAVANAN & RAJ (2003)    
TSENG ET AL. (2007) 
UR-RAHMAN & HARDING (2012)  
YU ET AL. (2005)  
n = 24 17 7 16 1 7 24 3 24 6 1 2 6 23 
71% 29% 67% 4% 29% alle 13% alle 25% 4% 8% 25% 96% 
 
Nur wenige Beiträge haben anwendungsneutrale Modelle beschrieben; die meisten 
dieser neutralen Modelle sind einfach aufgebaut und sollen dem Leser lediglich eine 
Grundidee über die Funktionsweise und den Ablauf von Text Mining verschaffen (sie-




Abbildung 3: Generisches Vorgehensmodell nach FAN ET AL. (2006), S. 78 
Stattdessen stellen die meisten Autoren Vorgehensmodelle spezifisch für ihr jeweils 
beschriebenes Projekt dar, wobei sie in den meisten Fällen nicht einmal ein neutrales 
Modell zugrunde legen; viele der Darstellungen sind daher ebenfalls einfach struktu-
rierte Modelle. Diese Darstellungen werden größtenteils in Form von Abbildungen 
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umgesetzt und basieren nicht auf einer speziellen Modellierungssprache5. Ein Drittel 
der Vorgehensmodelle liegt in Form von verbalen Beschreibungen mit Tabellen oder 
Auflistungen vor.  
Trotz des unterschiedlichen Anwendungsbezugs bzw. der unterschiedlichen Darstel-
lungsformen lassen sich auch Aussagen treffen, die für fast alle Modelle gleicherma-
ßen gelten: Die in den Beiträgen beschriebenen Vorgehensmodelle zeichnen sich alle-
samt durch eine sukzessive Phasenanordnung sowie eine inkrementell fortschreitende 
Problemlösung aus; bis auf ein Modell sind außerdem alle anderen bzgl. der Vorge-
henssteuerung aktivitätsorientiert ausgerichtet. Damit zeigt sich an dieser Stelle die 
strukturelle Ähnlichkeit zur Nachbardisziplin Data Mining: Weit verbreitete Data-Mining-
Vorgehensmodelle wie CRISP-DM und KDD sind ebenfalls sukzessiv angeordnet, lö-
sen die Problemstellung inkrementell und steuern das Vorgehen über den gesamten 
Prozess mit Aktivitäten.  
Die Verwandtschaft zu Vorgehensmodellen für Data-Mining-Vorhaben zeigt sich auch 
bei genauerer Betrachtung der Modelle mit neutraler Anwendungsdomäne. Ein Ver-
gleich der in den entsprechenden Beiträgen beschriebenen Phasen mit denen von 
gängigen Data-Mining-Modellen lässt erkennen, dass sich die Phasen beider Vorge-
hensmodelle an vielen Stellen überschneiden (Tabelle 3). Als Vergleich dient ein von 
KURGAN & MUSILEK (2006) entwickeltes, generisches Modell für Data-Mining-Vorhaben 
(siehe letzte Zeile in Tabelle 3); die Autoren haben in ihrem Beitrag mehrere Vorge-
hensmodelle für Data Mining analysiert – darunter auch KDD und CRISP-DM – und auf 
Basis ihrer Erkenntnisse ein integriertes, generisches Modell vorgestellt (vgl. KURGAN 
& MUSILEK (2006), S. 9ff.).  
  
                                               
5 VERLAGE (1998), S. 60ff. betonen in diesem Zusammenhang Vorteile, die durch Nutzung einer 
formalen Sprache erzielt werden können: Zum einen sind die Modelle durch eine maschinen-
verständliche Form zugänglich für die Unterstützung durch Werkzeuge; zum anderen steigert 
die Formalisierung die Qualität des Modells, da der Modellersteller zu einer Überprüfung und 
Validierung des Vorgehens gezwungen ist.  
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Tabelle 3: Phasen generischer Vorgehensmodelle  
Quelle Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 
ABDOUS & HE 
(2011) 
  Data / text 
prepro-
cessing 
Data / text 
processing 
Data / text 
analysis 
  Actionable 
information 
CHOU ET AL. 
(2010) 




























FAN ET AL. 
(2006) 
























































2 7 7 7 5 5 
29% alle alle alle 71% 71% 
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Alle neutralen Modelle für Text-Mining verfügen demzufolge über die Phasen 2, 3 und 
4 mit den Schwerpunkten „Data Understanding“, „Data Preparation“ und „Data Mi-
ning“ bzw. „Data / Text Mining“. Fünf der aufgeführten Modelle beschreiben zudem 
die Phasen „Evaluation“ der Ergebnisse sowie „Deployment“, d.h. die Anwendung 
der gewonnenen Erkenntnisse im Rahmen der Problemstellung. Zwei Autoren be-
schreiben zusätzlich die in Phase 1 durchzuführende Aufgabendefinition bzw. das 
„Application Domain Understanding“; diese beiden Autoren orientieren sich bei der 
Beschreibung des Vorgehens für Text-Mining-Vorhaben ohnehin stark am CRISP-DM-
Vorgehen (vgl. HIPPNER & RENTZMANN (2006); HOTHO ET AL. (2005)). NATARAJAN (2005) 
dagegen beschreibt das Vorgehen zunächst als 3-stufigen Prozess, nennt jedoch in-
nerhalb dieser drei Phasen eine Kombination von mehreren Aktivitäten, die sich unter-
schiedlichen Phasen zuordnen lassen: In der letzten Phase „text analysis“ erläutert 
NATARAJAN (2005), S. 34 bspw., dass auch eine Evaluation der Ergebnisse vorgenom-
men werden muss. Aus diesem Grund wurden die ursprünglich drei beschriebenen 
Phasen auf vier Phasen verteilt.  
Als Zwischenergebnis zeigt die Untersuchung der Charakteristika der Vorgehensmo-
delle große strukturelle Ähnlichkeiten mit denen von Vorgehensmodellen für Data Mi-
ning. Aufgrund der Verwandtschaft der beiden Themengebiete konnte dieses Ergebnis 
erwartet werden. Im Folgenden werden daher die einzelnen Phasen der Text-Mining-
Modelle funktionell analysiert, um die zugehörigen Aktivitäten vergleichen zu können. 
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2.3 AKTIVITÄTEN IM TEXT-MINING-PROZESS 
Nach der Betrachtung struktureller Aspekte der Vorgehensmodelle werden im nächs-
ten Schritt die einzelnen Phasen der Modelle untersucht. Das Ziel ist dabei, die Pro-
zessschritte und zugehörige Aktivitäten zu identifizieren und zu konsolidieren. Auf-
grund der strukturellen Ähnlichkeit zu Data-Mining-Modellen dient der generische Da-
ta-Mining-Prozess nach KURGAN & MUSILEK (2006) als Basis für die Einordnung der Ak-
tivitäten. Wie im vorangegangenen Abschnitt deutlich wurde, bildet dieser Prozess 
außerdem die Phasen neutraler Vorgehensmodelle für Text Mining ab.  
Tabelle 4 stellt ein erstes Resultat der Untersuchung dar: Zunächst wurde geprüft, 
welche Phasen generell in den Beiträgen beschrieben werden. Wie bei der Analyse 
der neutralen Vorgehensmodelle in Tabelle 3 (hier hellblau hervorgehoben) lassen sich 
die Phasen des Vorgehensmodells nach KURGAN & MUSILEK (2006), S. 9ff. auch in den 
anwendungsspezifischen Beiträgen bestimmen. Die meisten Autoren beschreiben 
oder nennen zumindest die entsprechenden Phasen; lediglich die erste Phase des 
„Application Domain Understanding“ wird nur in weniger als der Hälfte der Beiträge 
thematisiert.  
























































































































ARCHAK ET AL. (2011)      
ATKINSON-ABUTRIDY ET AL. (2004)      
CHAU & YEH (2004)    


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CHEN & CHIU (2012) 

    
CHOU ET AL. (2008)      
CHOU ET AL. (2010)     

CHOUDHARY ET AL. (2009) 

    
CRASSO ET AL. (2011) 

   

DUAN ET AL. (2011) 

   






HIPPNER & RENTZMANN (2006)      
HOTHO ET AL. (2005)      
HUSSAIN ET AL. (2012)      
LEE ET AL. (2011) 

    
LI & LIU (2012)     

LIN ET AL. (2009) 





   

ROCHA & COBO (2011)     

SANJUAN & IBEKWE-SANJUAN (2006)      





TSENG ET AL. (2007) 

    
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n = 24 11 23 24 24 18 15 
46% 96% alle alle 75% 63% 
 
Die Phasen 1 und 2 stimmen in Bezug auf das Aktivitätsspektrum mit dem des generi-
schen Data-Mining-Modells überein: Im Rahmen des „Application Domain Under-
standing“ sind Anwendungsdomäne und Analyseziele festzulegen (vgl. HIPPNER & 
RENTZMANN (2006), S. 288; LI & LIU (2012), S. 131). Daran anschließend beschäftigt 
sich die Phase „Data Understanding“ mit den zu untersuchenden Daten. Dabei ist 
zunächst zu klären, aus welchen Quellsystemen die Daten zusammengestellt werden 
sollen; danach werden die Ausprägungen der Daten sowie deren Metadaten unter-
sucht (vgl. LI & LIU (2012), S. 131; ROCHA & COBO (2011), S. 423; SANJUAN & IBEKWE-
SANJUAN (2006), S. 1534). Diese beiden Phasen unterscheiden sich im Hinblick auf ihre 
Aktivitäten kaum von den Phasen bei Data-Mining-Vorhaben – während für Data Mi-
ning strukturierte Daten verfügbar sein müssen, liegen beim Text Mining dagegen se-
mi- bzw. unstrukturierte Daten zugrunde.  
Im Gegensatz zu den ersten beiden Phasen der Vorgehensmodelle finden sich in der 
Phase „Data Preparation“ einige Unterschiede zwischen Data- und Text-Mining-
Projekten. Aufgrund der andersartigen Datengrundlage sind hier spezialisierte Verfah-
ren notwendig, um die Daten zu strukturieren, deren Dimensionalität mit Hilfe von 
statistischen oder linguistischen Verfahren zu reduzieren und sie für die Analysen vor-
zubereiten (vgl. CHOUDHARY ET AL. (2009), S. 734). HIPPNER & RENTZMANN (2006) unter-
teilen diese Phase der Datenvorverarbeitung anhand von Verfahren aus dem Natural 
Language Processing (NLP) – ein Teilgebiet der Computerlinguistik (vgl. MEHLER & 
WOLFF (2005), S. 9f.) – in weitere Subphasen, um die zur Transformation notwendigen 
Aktivitäten zu strukturieren. Durch die linguistischen Analysen können Worte und Satz-
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teile gemäß ihrer syntaktischen Funktion getrennt voneinander untersucht werden. 
Außerdem werden in dieser Phase Verfahren zur Term-Filterung (vgl. CHEN & CHIU 
(2012), S. 228; CHOU ET AL. (2008), S. 431; CHOUDHARY ET AL. (2009), S. 734; CRASSO ET 
AL. (2011), S. 416), zur Kalkulation von statistischen Kennzahlen (vgl. ARCHAK ET AL. 
(2011), S. 1489; DUAN ET AL. (2011), S. 315), zur Indizierung der Texte (vgl. HOTHO ET 
AL. (2005), S. 26), zur Gewichtung von Termen (vgl. CHOU ET AL. (2010), S. 494; LEE ET 
AL. (2011), S. 230) oder zur Überführung der Terme in eine vektorenbasierte Speicher-
form (vgl. CHEN & CHIU (2012), S. 229; HOTHO ET AL. (2005), S. 25) eingesetzt. 
In der Phase „Data / Text Mining“ findet die Analyse der Texte statt. Obwohl auch 
klassische Data-Mining-Verfahren auf die zu diesem Zeitpunkt bereits strukturierten 
Texte angewendet werden können, gibt es in dieser Phase ebenfalls spezialisierte 
Auswertungsverfahren. In der gesammelten Literatur lassen sich fünf Gruppen von 
Verfahren identifizieren, die in den Beiträgen unterschiedlich oft genannt werden. 
Tabelle 5: Gruppierung der Verfahren und ihre Häufigkeiten 
Gruppe Nennungen Anteil 
Klassifikationsverfahren 12 36% 
Segmentierungsverfahren 10 30% 
Abhängigkeitsanalyseverfahren 3 9% 
Meinungsanalyseverfahren 2 6% 
Sonstige Verfahren 6 18% 
 
Wie in Tabelle 5 deutlich wird, beschäftigen sich zwei Drittel der gesammelten Beiträ-
ge mit der Sortierung von Texten (vgl. CHOU ET AL. (2010), S. 503; HOTHO ET AL. (2005), 
S. 30ff.; HUSSAIN ET AL. (2012), S. 9). Die Berechnung von Abhängigkeiten zwischen 
Worten wird in drei Beiträgen genannt (vgl. HIPPNER & RENTZMANN (2006), S. 289; NA-
TARAJAN (2005), S. 34; TSENG ET AL. (2007), S. 1223), die Analyse von in Texten geäu-
ßerten Meinungen nur von zwei Autoren (vgl. ARCHAK ET AL. (2011), S. 1490; LI & LIU 
(2012), S. 135); gerade das letztgenannte ist jedoch ein sehr junges Forschungsgebiet, 
das sich zunehmender Beliebtheit erfreut. Andere Beiträge konzentrieren sich in dieser 
Phase des Text-Mining-Prozesses auf die Zusammenfassung von Texten (vgl. CHOUD-
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HARY ET AL. (2009), S. 731; SARAVANAN & RAJ (2003), S. 465; TSENG ET AL. (2007), S. 
1220), die gezielte Extraktion von Informationen (vgl. ATKINSON-ABUTRIDY ET AL. (2004), 
S. 23) oder auf die Visualisierung von Zusammenhängen in Texten (vgl. HOTHO ET AL. 
(2005), S. 48). Gerade die Verfahren der zuletzt genannten Gruppen zeichnen sich 
durch ihre Spezialisierung auf die Analyse von Texten aus.  
Die abschließenden Phasen 5 und 6 sind dagegen wiederum kaum verschieden. Die 
„Evaluation“ wird im Rahmen der identifizierten Literatur zwar hauptsächlich bei Be-
schreibungen neuer (Mining-)Verfahren expliziert, jedoch kommt dieser Phase auch im 
Text Mining eine große Bedeutung zu, da hierbei die Güte der Auswertungen be-
stimmt wird (vgl. ARCHAK ET AL. (2011), S. 1489; CHOUDHARY ET AL. (2009), S. 731; RO-
CHA & COBO (2011), S. 424). Zum Abschluss des Text-Mining-Vorhabens werden die 
Erkenntnisse aus dem Analyseprozess in der Phase „Knowledge Consolidation and 
Deployment“ gemäß den Zielen in Handlungen und Maßnahmen umgesetzt (vgl. AB-
DOUS & HE (2011), S. 43; HIPPNER & RENTZMANN (2006), S. 489; LEE ET AL. (2011), S. 
230); auch hier deckt sich das Vorgehen mit dem von Data-Mining-Projekten. 
2.4 ZUSAMMENFASSUNG 
Im Rahmen einer systematischen Literatur-Review wurden Vorgehensmodelle und 
Verfahren für den Text-Mining-Prozess untersucht. Die Recherche ergab, dass von 24 
Vorgehensmodellen zwar sieben als anwendungsneutral klassifiziert werden konnten; 
diese Modelle sind jedoch meist sehr einfache Phasenbeschreibungen und bieten 
bis auf zwei Ausnahmen (vgl. HIPPNER & RENTZMANN (2006); HOTHO ET AL. (2005)) nur 
wenig detaillierte Ausführungen zu Ablauf und / oder Verfahren des Text-Mining-
Prozesses. Abbildung 3 in Abschnitt 2.2 sowie Anhang A1 zeigen diese Vorgehensmo-
delle  
Außerdem konnte festgestellt werden, dass die beschriebenen Phasen zwar in vielen 
Punkten übereinstimmen, doch decken sich die Ausführungen an einigen Stellen 
nur teilweise oder gar nicht. In Tabelle 3 wird deutlich, dass z.B. im Rahmen von 
neutralen Modellen nur zwei Autoren eine initiale Phase nennen, die der Bestimmung 
der Rahmenbedingungen dient. Dies ist jedoch ein sehr wichtiger Teilschritt, da sich 
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die dort erzielten Erkenntnisse im weiteren Verlauf des Prozesses auf einsetzbare Ver-
fahren auswirken. Erkennbar ist auch, dass die beschriebenen Phasen in ähnlicher 
Form auch für Data-Mining-Vorhaben eingesetzt werden; HOTHO ET AL. (2005) z.B. stel-
len gar keinen Text-Mining-spezifischen Ansatz dar, sondern nutzen das Vorgehens-
modell CRISP-DM von CHAPMAN ET AL. (2000), um die Text-Mining-Verfahren einzuord-
nen. Aber allein die beschriebenen Verfahren und Vorgehensweisen zur Datenvorver-
arbeitung im Text Mining zeigen bereits auf, wie verschieden die beiden Disziplinen 
sich in dieser Phase darstellen. Während im Data Mining bereits strukturiert vorliegen-
de Daten bereinigt, neue Attribute aus vorhandenen erzeugt oder Werte einheitlich 
formatiert werden (vgl. CHAPMAN ET AL. (2000), S. 23ff.), müssen im Text Mining die 
zunächst unstrukturierten Daten transformiert werden, sodass die Verfahren in der 
folgenden Analyse-Phase damit umgehen können. Diese Transformation wird durch 
auf Texte spezialisierte Verfahren aus dem NLP unterstützt.  
Im Ergebnis wird deutlich, dass in den untersuchten, sowohl anwendungsneutralen als 
auch -spezifischen Vorgehensmodellen eine Vielzahl von Aktivitäten und Verfahren 
beschrieben werden, die im Text-Mining-Prozess angewendet werden können. Ein 
ganzheitlicher, fallübergreifender Blick auf den Prozess mit umfassenden Handlungs-
empfehlungen für die einzelnen Phasen fehlt jedoch. Bisher verfügbare Modelle ge-
währen lediglich einen Überblick über den groben Ablauf des Prozesses und benennen 
allenfalls in Einzelfällen Verfahren und Vorgehensweisen. Eine Zusammenführung der 
Einzelmodelle in einem integrierten, generischen Vorgehensmodell trägt dazu bei, die 
Aktivitäten im Text Mining besser zu strukturieren und durch die Verknüpfung mit kon-
kreten Verfahren die Komplexität bei solchen Projekten zu reduzieren.  
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3 ANFORDERUNGEN AN EIN GENERI-
SCHES VORGEHENSMODELL 
Die in Abschnitt 2 durchgeführte und erläuterte Literatur-Review dient im Rahmen des 
DSR-Prozesses dazu, die Schwerpunkte des Artefakts zu bestimmen (siehe Abschnitt 
1.2.2; vgl. PEFFERS ET AL. (2007), S. 54f.). Dafür sind Anforderungen festzulegen, die 
das Artefakt erfüllen soll.  
Dieser Abschnitt leitet daher aus den Erkenntnissen der Literatur-Review strukturelle 
und funktionelle Anforderungen ab, die im Hinblick auf die Verbesserung gegenüber 
bestehenden Modellen zu beachten sind: Strukturelle Anforderungen stellen dabei die 
Gliederung und den korrekten Ablauf des Prozesses sicher (siehe Abschnitt 3.1), funk-
tionelle Anforderungen berücksichtigen dagegen die notwendigen Aktivitäten und Ver-
fahren (siehe Abschnitt 3.2). Abschnitt 3.3 fasst die Anforderungen an ein generisches 
Vorgehensmodell in Tabelle 6 zusammen.  
3.1 STRUKTURELLE ANFORDERUNGEN 
In Bezug auf die allgemeine Charakterisierung der Vorgehensmodelle (siehe Abschnitt 
2.2) zeichnen sich fast alle identifizierten Modelle durch eine sukzessive Phasenanord-
nung, eine inkrementell fortschreitende Problemlösung sowie eine aktivitätsorientierte 
Vorgehenssteuerung aus. Da diese Punkte auch für Vorgehensmodelle der verwand-
ten Disziplin Data Mining zutreffen, kann auch ein generisches Vorgehensmodell für 
Text Mining in dieser Art gestaltet sein.  
Im Hinblick auf die grundlegende Phasenanordnung hat sich ebenfalls gezeigt, dass 
sich die Vorgehensmodelle für Text Mining an einigen Stellen mit denen für Data Mi-
ning decken (siehe Abschnitt 2.2). Dennoch stellt vor allem die Phase der Datenvor-
verarbeitung bei Text-Mining-Projekten besondere Anforderungen an den Ablauf, da 
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hier zur Textstrukturierung zusätzlich NLP-Verfahren berücksichtigt werden müssen. 
Diese Verfahren ermöglichen umfassendere Analyse der Texte aus sprachlicher Per-
spektive, indem grammatikalische Regeln, Thesauren, Lexika und weitere linguistische 
Konzepte eine Strukturierung des Textes vornehmen: Dadurch können u.a. bestimmte 
Satzelemente (z.B. Substantive, Adjektive, usw.) identifiziert und gesondert analysiert 
werden (vgl. HOTHO ET AL. (2005), S. 25ff.; KAO & POTEET (2007), S. 1; WEISS ET AL. 
(2010), S. 16ff.). Die Integration von NLP-Verfahren in die Aufbereitungsphase ge-
schieht in den betrachteten Beiträgen meist implizit, jedoch hebt einer der Autoren 
diesen Prozess besonders hervor und unterteilt ihn in weitere Unterschritte (vgl. HIPP-
NER & RENTZMANN (2006), S. 288). Da diese Phase einen entscheidenden Teilschritt im 
Text Mining darstellt (vgl. HOTHO ET AL. (2005), S. 20), sollten die anfallenden Aktivitä-
ten hier zusätzlich strukturiert werden. 
Darüber hinaus weisen CHOUDHARY ET AL. (2009), S. 730 und HIPPNER & RENTZMANN 
(2006), S. 288 explizit darauf hin, Feedbackschleifen einzurichten. Diese Schleifen soll-
ten demnach besonders zwischen den Phasen 4 und 5, also der Datenanalyse und 
deren Evaluation (siehe Tabelle 4), berücksichtigt werden, um die Analyseverfahren 
mit neuen Parametern anzuwenden, bis die gewünschte Ergebnisqualität erreicht 
wird. Außerdem beschreiben KURGAN & MUSILEK (2006), S. 12 weitere Schleifen, z.B. 
indem die Aktivitäten der Datenvorverarbeitung angepasst werden, um die Daten-
grundlage für die Analyse zu verändern, und betonen die Wichtigkeit der durchzufüh-
renden Iterationen. Daher sollten solche Iterationen auch in generischen Text-Mining-
Prozessen Anwendung finden. 
3.2 FUNKTIONELLE ANFORDERUNGEN 
Mit Hilfe der funktionellen Anforderungen soll das Vorgehensmodell Aktivitäten und 
Verfahren berücksichtigen, die zur Realisierung des Prozesses notwendig sind. 
Im Zusammenhang mit den Aktivitäten eines generischen Vorgehensmodells kommt 
der Aufgabendefinition in der ersten Phase der Modelle eine besondere Bedeutung zu: 
Von der Definition der Aufgabe bzw. der Festlegung der Analyseziele ist abhängig, wie 
die Texte aufbereitet werden sollten und welche Verfahren bei ihrer Auswertung an-
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gewendet werden können (vgl. HIPPNER & RENTZMANN (2006), S. 288). Durch diese 
Abhängigkeitsverhältnisse innerhalb des Bearbeitungsprozesses sollte eine initiale 
Phase sicherstellen, dass die Aktivitäten der folgenden Phasen gemäß den Analysezie-
len ausgewählt werden können. 
Davon sind direkt die Phasen der Datenvorverarbeitung und -analyse betroffen, da je 
nach Aufgabe bestimmte Aktivitäten durchgeführt werden sollten oder nicht. Die Akti-
vitäten in diesen Phasen können außerdem weiter unterteilt werden: Im Rahmen der 
Datenvorverarbeitung bietet sich bspw. ein Teilprozess an, der die NLP-Verfahren zu-
sätzlich strukturiert; die Datenanalysephase kann im Hinblick auf das Aktivitätsspekt-
rum gemäß den Tabelle 5 identifizierten Verfahrensgruppen unterteilt werden.  
Insgesamt werden in der gesammelten Literatur einige Verfahren genannt, die zur 
Durchführung der Aktivitäten eines generischen Vorgehensmodells eingesetzt werden 
können; drei Beiträge stellen überdurchschnittlich viele Verfahren für Text-Mining-
Vorhaben vor (vgl. CHOUDHARY ET AL. (2009); HIPPNER & RENTZMANN (2006); HOTHO ET 
AL. (2005)). Dennoch bleiben auch bei den umfassenderen Beschreibungen (natürlich 
hauptsächlich neuere) Verfahren ungenannt, vor allem im Rahmen der Datenvorverar-
beitung (vgl. CHOUDHARY ET AL. (2009); HIPPNER & RENTZMANN (2006); HOTHO ET AL. 
(2005)) bzw. der Datenanalyse (vgl. HOTHO ET AL. (2005)). In einem generischen Vorge-
hensmodell sollten die genannten Verfahren integriert und ggf. durch weitere ergänzt 
werden, um sämtliche Aufgaben erledigen zu können. 
3.3 ZUSAMMENFASSUNG 
Tabelle 6 fasst die in den vorangegangenen Abschnitten beschriebenen Anforderun-
gen zusammen. 
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Tabelle 6: Zusammenfassung der Anforderungen an das Artefakt 






















Das Modell muss den spezifischen 
Merkmalen eines Vorgehensmodells 
genügen und anwendungsneutral 
gestaltet sein. 
FILß ET AL. (2005), S. 
196ff.; GRÄßLE ET AL. 
(2010), S. 2037ff.; THOM-
AS ET AL. (2010), S. 374f. 
Phasenanordnung 
und -strukturierung  
Das Modell muss die Besonderhei-
ten im Rahmen des Text Mining 
abbilden, kann jedoch aufgrund der 
Verwandtschaft zu Data-Mining-
Modellen eine ähnliche Phasenstruk-
tur besitzen. 
Abschnitt 2.2 
Feedbackschleifen Das Modell muss Feedbackschleifen 
innerhalb des Prozesses berücksich-
tigen, damit Ergebnisse zur Laufzeit 
interaktiv und kontinuierlich verbes-
sert werden können.  
CHOUDHARY ET AL. (2009), 
S. 730; HIPPNER & RENTZ-
MANN (2006), S. 288; 























Aufgabendefinition Das Modell muss eine initiale Phase 
abbilden, in der Rahmenbedingun-
gen geklärt und Analyseziele be-
stimmt werden; die Ergebnisse die-
ses Teilschritts haben Auswirkungen 
auf die folgenden Phasen. 
HIPPNER & RENTZMANN 
(2006), S. 288 
Dokumentenvor-
verarbeitung 
Das Modell muss die Phase der Do-
kumentenvorverarbeitung detailliert 
gliedern und geeignete Verfahren 
benennen, da dort die Texte in eine 
strukturierte Form überführt werden 
und der Phase daher besondere 
Bedeutung zukommt.  
HAN & KAMBER (2002), S. 
428; HOTHO ET AL. (2005), 
S. 20 
Datenanalyse Das Modell muss in Abhängigkeit 
des Analyseziels adäquate Verfahren 
bereitstellen.  
Abschnitt 2.3 
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Das Modell muss für alle Aktivitäten 
des Prozesses Verfahren nennen, 
damit der Text-Mining-Prozess kor-
rekt durchgeführt werden kann.  
CHOUDHARY ET AL. (2009); 
HIPPNER & RENTZMANN 
(2006); HOTHO ET AL. 
(2005) 
 
Die Anforderungen in Tabelle 6 dienen im weiteren Verlauf des Beitrags sowohl als 
Grundlage für die Entwicklung des Vorgehensmodells als auch als Kriterien für die Eva-
luation anhand des merkmalbasierten Vergleichs in Abschnitt 5.  
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4 ENTWICKLUNG DES MODELLS 
Nach der Untersuchung aktueller Text-Mining-Vorgehensmodelle sowie der daraus 
resultierenden Ableitung allgemeingültiger Anforderungen an das generische Vorge-
hensmodell folgt nun die Entwicklung dieses Modells. Als Artefakt des DSR-Prozesses 
soll es – wie eingangs erwähnt (siehe Abschnitt 1.2.2) – sowohl die abgeleiteten An-
forderungen erfüllen als auch anwendungsspezifische Modelle integrieren; dadurch 
wird eine hybride Vorgehensweise gewählt, die deduktive sowie induktive Entwick-
lungspfade kombiniert (vgl. FETTKE (2014), S. 1035). 
Bei der Auswertung struktureller Aspekte konnte bereits gezeigt werden, dass die 
Phasen generischer Vorgehensmodelle für Text-Mining-Projekte in weiten Teilen mit 
denen für Data Mining übereinstimmen (siehe Tabelle 3 in Abschnitt 2.2). Die Grundla-
ge für die Konzeption des Vorgehensmodells bildet daher das bereits genannte Modell 
von KURGAN & MUSILEK (2006), S. 9ff., das mehrere generische Vorgehensmodelle der 
Nachbardisziplin Data Mining integriert. Dementsprechend umfasst das Modell sechs 
Phasen, die – beginnend mit einer Bestimmung der Problemstellung – aufeinander 
aufbauen; Abbildung 4 zeigt das Grundgerüst des Modells in BPM-Notation6 (vgl. OMG 
(2011). Gemäß den Anforderungen aus Abschnitt 3 enthält das finale Modell auch 
Feedbackschleifen, um aus den Teilschritten in vorgelagerte Phasen zurückzuspringen 
und die Aktivitäten auf Basis neuer Erkenntnisse abermals durchführen zu können. 
Diese Feedbackschleifen werden jedoch aus Gründen der Übersichtlichkeit erst in Ab-
schnitt 4.7 dargestellt und erläutert. 
 
                                               
6 Wie bereits in Abschnitt 2.2 angedeutet wurde, lassen sich durch die Nutzung einer standar-
disierten Modellierungssprache Vorteile bei der Entwicklung des Vorgehensmodells erzielen 
(vgl. VERLAGE (1998), S. 60f.). Die Business Process Model and Notation (BPMN) ist eine stan-
dardisierte Modellierungssprache für Geschäftsprozesse und Arbeitsabläufe (vgl. OMG (2011)). 
AKKAOUI ET AL. (2012), S. 4 haben die BPM-Notation bereits erfolgreich in einem ähnlichen An-
wendungskontext eingesetzt, darum wurde sie auch hier als Modellierungssprache gewählt.  
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Abbildung 4: Grundlegende Phasen des generischen Vorgehensmodells (eigene Darstellung) 
Die folgenden Abschnitte beschreiben nun im Detail die einzelnen Phasen, die darin 
auszuführenden Aktivitäten sowie Verfahren, die dafür angewendet werden können. 
Abschnitt 4.7 fasst die Erkenntnisse zusammen und stellt das Gesamtmodell mit 
Feedbackschleifen vor.  
4.1 AUFGABENDEFINITION 
Das Vorgehensmodell beginnt den Text-Mining-Prozess mit der Phase der Aufga-
bendefinition; das Ziel dieser Phase ist die Formulierung einer konkreten Problemstel-
lung (siehe Abbildung 5).  
 
 
Abbildung 5: Fokus Aufgabendefinition (eigene Darstellung) 
Dazu müssen sowohl die Analyseziele für das bevorstehende Projekt definiert als auch 
dessen Anwendungsdomäne und Einflüsse bestimmt werden (vgl. ARCHAK ET AL. 
(2011), S. 1488; HIPPNER & RENTZMANN (2006), S. 288). HOTHO ET AL. (2005), S. 20 füh-
ren dazu bspw. aus, dass ein Analyseziel die Gruppierung ähnlicher Dokumente sein 
kann. Das CRISP-DM-Modell ergänzt im Sinne der Anwendungsdomäne, dass außer-
dem betriebswirtschaftliche Zielstellungen und Hintergründe berücksichtigt werden 
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müssen (vgl. CHAPMAN ET AL. (2000), S. 13ff.). Dieser Forderung kommt das Modell 
nach, indem detaillierte Angaben zur Problemstellung aus dieser Phase resultieren. 
Diese Angaben haben im Folgenden Einfluss auf die sich anschließenden Phasen des 
Vorgehensmodells (siehe Abbildung 5).  
4.2 DOKUMENTENSELEKTION UND -UNTERSUCHUNG 
Nach der Formulierung der Problemstellung folgt die Phase der Dokumentenselektion, 
bei der die zu analysierenden Dokumente ausgewählt und untersucht werden (siehe 
Abbildung 6). Das Ziel der Phase ist die Übertragung der im Sinne der Problemstellung 
relevanten Dokumente in einen Arbeitsbereich; dort werden die Daten für die weitere 
Verarbeitung gespeichert (vgl. SCHIEBER (2014), S. 241).  
 
 
Abbildung 6: Fokus Dokumentenselektion und -untersuchung (eigene Darstellung) 
Die Kernaktivitäten sind in diesem Kontext die Bestimmung der Quellsysteme und der 
Quelldokumente (vgl. CHOUDHARY ET AL. (2009), S. 730; HIPPNER & RENTZMANN (2006), 
S. 288) sowie die Untersuchung dieser Dokumente hinsichtlich ihrer Eigenschaften: 
Dazu gehören bspw. die Beschreibung der relevanten Datensätze (vgl. CHEN & CHIU 
(2012), S. 227), die Einteilung der Dokumente in Trainings- und Testdaten (vgl. LI & LIU 
(2012), S. 131) sowie die Definition und Beurteilung von Ausprägungen innerhalb des 
Datensatzes (vgl. ARCHAK ET AL. (2011), S. 1490). Die betrachteten Datensätze werden 
abschließend konsolidiert und einheitlich in den Arbeitsbereich geladen (vgl. SCHIEBER 
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(2014), S. 239ff.). Falls außerdem Daten aus webbasierten Quellen für die Analyse in 
Betracht kommen, stellt SCHIEBER (2014), S. 239ff. ein dafür passendes Verfahren zur 
Verfügung,  
4.3 DOKUMENTENAUFBEREITUNG 
Die dritte Phase widmet sich der Aufbereitung der identifizierten Dokumente. Das Ziel 
ist dabei, die unstrukturierte Datenbasis in eine strukturierte Form zu überführen; dazu 
werden die Texte von verschiedenen Verfahren analysiert und in Terme zerlegt (siehe 
Abbildung 7). Dadurch ergibt sich eine gewisse Struktur, sodass die Dokumente im 
Folgenden auch mit klassischen Data-Mining-Verfahren untersucht werden können 
(vgl. CHOUDHARY ET AL. (2009), S. 734; HAN & KAMBER (2002), S. 428; HOTHO ET AL. 
(2005), S. 24f.).  
 
 
Abbildung 7: Fokus Dokumentenaufbereitung (eigene Darstellung) 
Bei der initialen Termidentifikation werden die Texte in Worte bzw. Terme zerlegt; als 
Trennzeichen von Termen werden üblicherweise Leerzeichen sowie die Interpunktion 
genutzt (vgl. DUAN ET AL. (2011), S. 315; HOTHO ET AL. (2005), S. 25). Damit dabei Be-
griffe, die mehrere Worte umfassen, auch als solche zusammengesetzte Terme in die 
spätere Analyse eingehen können, werden n-Gramme gebildet (vgl. HIPPNER & RENTZ-
4 Entwicklung des Modells Schieber, Hilbert 
 
 Seite | 33 
MANN (2006), S. 288). Dazu werden n Begriffe zusammengefasst und auf ihre Häufig-
keit in den Texten hin untersucht. Der Begriff „Text Mining“ bildet z.B. ein n-Gramm 
mit n = 2, was auch als Bigramm bezeichnet wird. Erst nach der Termidentifikation ist 
es möglich, diese weiter zu untersuchen und zu verarbeiten.  
Im Rahmen einer eingehenderen Strukturierung werden auch NLP-Verfahren einge-
setzt (vgl. HIPPNER & RENTZMANN (2006), S. 288). Beiträge aus der Linguistik beschrei-
ben in diesem Zusammenhang ein Ablaufmodell, mit dessen Hilfe Zeichenketten in 
Terme umgewandelt und entsprechend ihrer Funktion im Satz gekennzeichnet werden 
(siehe Abschnitt 4.3.1); je nach Anwendung sind dazu zusätzliche Hilfsmittel in Form 
von Wortlisten, Lexika oder ähnlichem notwendig (vgl. HOTHO ET AL. (2005), S. 29). 
Diese Verfahren ermöglichen die Fokussierung der Analyse auf bestimmte Wortarten 
oder Satzteile. In der Literatur werden neben der linguistischen Aufbereitung weitere 
Aktivitäten und Verfahren beschrieben, die in Abbildung 7 unter technischer Aufberei-
tung zusammengefasst werden. Voraussetzung für beide Aufbereitungsprozesse ist 
jedoch, dass die Texte bereits in Terme zerlegt wurden (vgl. CHEN & CHIU (2012), S. 
224; DUAN ET AL. (2011), S. 316). Die beiden Unterprozesse werden in den folgenden 
Abschnitten erläutert. 
4.3.1 Linguistische Aufbereitung 
Ziel der linguistischen Aufbereitung ist die Untersuchung sprachlicher Aspekte inner-
halb der Texte (vgl. HIPPNER & RENTZMANN (2006), S. 288). Die Bestimmung dieser 
sprachlichen Merkmale erlaubt in der Folge die gezielte Extraktion bzw. Filterung von 
für die Analyse relevanten Wortarten oder Satzteilen. DALE (2010), S. 4f., MÖBIUS & 
HAIBER (2010), S. 214 und RABINER (1989), S. 275 fassen die Untersuchung aus Per-
spektive der Linguistik mit Hilfe eines Phasenmodells zusammen, in dem der Erkennt-
nisgewinn aus den einzelnen Teilschritten inkrementell erhöht wird. Dieses Modell 
bildet die Grundlage des Unterprozesses zur linguistischen Aufbereitung; die einzelnen 
Aktivitäten sind dabei optional in Abhängigkeit der Problemstellung durchzuführen 
(siehe Abbildung 8).  
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Abbildung 8: Linguistische Aufbereitung (eigene Darstellung) 
Im ersten Schritt werden demnach zunächst Terme herausgefiltert, die im Rahmen 
der Analysen keine Bedeutung haben; dazu zählen einerseits sogenannte Stoppwörter, 
wie Konjunktionen, Präpositionen oder Artikel (vgl. CHOU ET AL. (2010), S. 494; CRASSO 
ET AL. (2011), S. 416; UR-RAHMAN & HARDING (2012), S. 4732), aber andererseits bei 
Bedarf auch vorgegebene, fallspezifische Wörter (vgl. CHOU ET AL. (2008), S. 431; 
CHOUDHARY ET AL. (2009), S. 734; TSENG ET AL. (2007), S. 1222).  
Die verbleibenden Terme werden in der anschließenden lexikalischen Analyse hin-
sichtlich ihrer Morphologie, d.h. Konjugation, Deklination oder Komparation (vgl. HEYER 
ET AL. (2006), S. 327ff.), untersucht und auf eine einheitliche Form zurückgeführt. In der 
Literatur werden dafür zwei Verfahren unterschieden: die Grundformenreduktion (bzw. 
lemmatization) und die Stammformenreduktion (bzw. stemming) (vgl. HIPPISLEY (2010), 
S. 32; MANNING ET AL. (2008), S. 32f.). Die Grundformenreduktion bzw. Lemmatisie-
rung beschreibt die Zurückführung der einzelnen Wörter auf ihre Grundform, wie 
bspw. bei Substantiven auf den Nominativ Singular und bei Verben auf den Infinitiv; 
dazu werden oft Wörterbücher eingesetzt. Die Stammformenreduktion beschreibt 
hingegen die Zurückführung der einzelnen Wörter auf ihren Wortstamm, indem Präfixe 
und Suffixe eines Wortes nach festgelegten Regeln entfernt werden (vgl. FERBER 
(2003), S. 41); für englische Texte hat sich der Stemming-Algorithmus von PORTER 
(1980) bewährt (vgl. MANNING ET AL. (2008), S. 33). Die Verben „[ich] ging“ und „[er ist] 
gegangen“ würden in diesem Schritt bspw. auf die Grundform „gehen“ zurückgeführt 
und dadurch zu einem Term zusammengefasst. Welche Form des Reduktionsverfah-
ren genutzt wird, ist vom Anwendungsfall abhängig und muss im Einzelfall geprüft 
werden (vgl. WEISS ET AL. (2010), S. 21). Durch die Zusammenführung von Wortformen 
verringert sich zwar der Umfang der Terme, was hinsichtlich der Performanz positiv zu 
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bewerten ist; es kann jedoch auch dazu führen, dass sich gleichermaßen die Interpre-
tierbarkeit der Terme im Satzzusammenhang reduziert (vgl. SANJUAN & IBEKWE-
SANJUAN (2006), S. 1533; TSENG ET AL. (2007), S. 1222); ein anschauliches Beispiel dazu 
zeigen MANNING ET AL. (2008), S. 32 (siehe Anhang A2).  
Auf die Untersuchung der Morphologie folgt die syntaktische Analyse. Dabei werden 
die Terme bzw. Wortformen innerhalb eines Satzes im Hinblick auf ihre Wortart unter-
sucht und mit Hilfe eines Lexikons sowie eines probabilistischen Modells als Adjektiv, 
Substantiv, Verb, Eigenname usw. gekennzeichnet (vgl. HEYER ET AL. (2006), S. 112ff.; 
LOBIN (2004), S. 51); im angloamerikanischen Raum wird dieser Vorgang als Part-of-
Speech-(POS)-Tagging bezeichnet (vgl. CHEN & CHIU (2012), S. 228). Durch die Kenn-
zeichnung ist es möglich, z.B. zur Meinungsanalyse nur Adjektive oder Adverbien zu 
betrachten (vgl. BENAMARA ET AL. (2007), S. 1ff.). Für die deutsche Sprache ist die 
Software TreeTagger verfügbar, die das POS-Tagging auf Basis eines Entscheidungs-
baums durchführt (vgl. SCHMID (1995); SCHMID (1994)), für englische Texte wird häufig 
der regelbasierte Algorithmus von BRILL (1992) eingesetzt (vgl. HUSSAIN ET AL. (2012), 
S. 7). Neben den Wortarten kann durch das sogenannte Parsing außerdem der Satzbau 
untersucht werden, und somit jedes Wort entsprechend seiner Stellung und Funktion 
im Satz als Subjekt, Objekt usw. markiert werden (vgl. CIRAVEGNA & LAVELLI (1999), S. 
102ff.; KLEIN & MANNING (2003), S. 423ff.). Der Nutzen aus der syntaktischen Analyse 
ist groß, da dadurch eine gezielte Extraktion von Informationen aus bestimmten syn-
taktischen Einheiten möglich ist (vgl. HIPPNER & RENTZMANN (2006), S. 289).  
Nach der Untersuchung der Wortfunktionen wird eine semantische Analyse durchge-
führt. Das Ziel ist dabei, die Wortbedeutung im Satz bzw. im Kontext mehrerer Sätze 
zu bestimmen (vgl. HIPPNER & RENTZMANN (2006), S. 289; HOTHO ET AL. (2005), S. 29). 
Dies kann einerseits durch die Berechnung von Kollokationen erreicht werden: Kolloka-
tionen bilden häufig auftretende Wortverbindungen ab, die in einem bestimmten Dis-
kursbereich zu finden sind (vgl. BUBENHOFER (2009), S. 112). Andererseits kann die 
Semantik eines Wortes auch mittels Thesauren und Ontologien7 erkannt werden: AR-
CHAK ET AL. (2011), S. 1489 nutzen in ihrem Beitrag WordNet, eine Wortdatenbank für 
die englische Sprache, die semantische Relationen zwischen einzelnen Worten abbil-
                                               
7 Ontologien bilden Begriffe und Beziehung zwischen diesen Begriffen ab und dienen der Re-
präsentation von Wissensstrukturen; dadurch ermöglichen sie Computern sowohl logisches 
Schließen als auch die Erkennung von Kontext (vgl. LEHNER (2009), S. 197f.). 
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det (vgl. FELLBAUM (1998), S. 209ff.). KUNZE & LEMNITZER (2002), S. 1485ff. stellen mit 
GermaNet auch eine Wortdatenbank für die deutsche Sprache zur Verfügung. SCHIE-
BER ET AL. (2012), S. 1157ff. haben in ihrem Beitrag dagegen eine eigene Wortdaten-
bank entwickelt, die den speziellen Kontext der durchgeführten Analyse abbildet.  
Im Ergebnis sind nach Durchlaufen dieses Teilprozesses irrelevante Wörter entfernt, 
verschiedene Wortformen des selben Wortes konsolidiert sowie die Terme in Bezug 
auf Funktion und Bedeutung im Satz untersucht und gekennzeichnet. Dadurch können 
im Folgenden detaillierte Analysen auf Basis sprachspezifisch auswählbarer Teilmen-
gen durchgeführt werden. Zusätzliche Hilfsmittel, wie z.B. Wörterbücher oder Ontolo-
gien, verbessern das Ergebnis dieser Aufbereitungsphase, jedoch muss aufgrund der 
Vielfalt der Sprache stets mit fehlerhaften Zuordnungen gerechnet werden.  
4.3.2 Technische Aufbereitung 
An die linguistische Aufbereitung schließt sich ein weiterer Unterprozess an, der die 
Daten aus technischer und statistischer Perspektive aufbereitet (siehe Abbildung 9). 
Das Ziel dieser Aufbereitungsphase ist vor allem die Gewichtung der Terme sowie 
deren Überführung in eine Datenstruktur, durch die die Texte von den Analyseverfah-
ren verarbeitet werden können (vgl. LEE ET AL. (2011), S. 230). Durch die Gewichtung 
der Terme ist es außerdem möglich, deren Anzahl mit Hilfe von statistischen Kennzah-
len zu reduzieren. Dadurch kann in diesem Teilprozess ebenfalls eine Dimensionalitäts-
reduktion hinsichtlich der Termmenge erzielt werden, jedoch ohne dass dazu eine lin-
guistische Aufbereitung notwendig ist. Analog zur linguistischen Aufbereitung sind die 




Abbildung 9: Technische Aufbereitung (eigene Darstellung) 
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Im ersten Schritt werden die Terme indiziert und gewichtet, um die Wichtigkeit und 
Relevanz der einzelnen Terme zu bestimmen (vgl. LI & LIU (2012), S. 133). Dafür wer-
den verschiedene Verfahren eingesetzt:  
 Binäre Angabe: Hierbei wird lediglich ausgedrückt, ob ein Term in einem Dokument 
vorkommt oder nicht (vgl. HIPPNER & RENTZMANN (2006), S. 289). 
 Berechnung von Häufigkeiten: Einfache Häufigkeiten (term frequency) geben an, 
wie oft ein Term in einem Dokument genannt wird (vgl. CHOU ET AL. (2008), S. 427; 
TSENG ET AL. (2007), S. 1222). Im Gegensatz dazu gibt die Dokumentenhäufigkeit 
(document frequency) an, in wie vielen Dokumenten ein Term auftritt (vgl. MANNING 
ET AL. (2008), S. 118). 
 Gewichtete Häufigkeiten: Die beiden einfachen Häufigkeitsmaße haben jedoch den 
Nachteil, dass sie für sich betrachtet ein Dokument nicht bestmöglich beschreiben 
können (vgl. SALTON & BUCKLEY (1988), S. 516). Bspw. können Terme mit hoher 
Häufigkeit auch Artikel oder Konjunktionen sein, die inhaltlich keine Aussagekraft 
besitzen. Daher werden die beiden Kennzahlen miteinander in Beziehung gebracht 
und bilden so eine gewichtete Häufigkeit, die allgemein als TF-IDF-Maß8 bezeichnet 
wird (vgl. CHOU ET AL. (2010), S. 494; CRASSO ET AL. (2011), S. 417; SALTON & BUCK-
LEY (1988), S. 516ff.; YU ET AL. (2005), S. 37). Das Maß bildet hohe Werte für Terme, 
die in wenigen Dokumenten häufig vorkommen und niedrige Werte für solche, die 
in fast allen Dokumenten zu finden sind (vgl. MANNING ET AL. (2008), S. 118). In Ab-
wandlung dazu beschreiben CHEN & CHIU (2012), S. 229 das Maß TF-ICF, das Terme 
hinsichtlich ihres Auftretens in Dokumentenkategorien anstelle der gesamten Do-
kumente bewertet (ICF: inverse category frequency). 
 Anwendungsspezifische Kennzahlen: Neben den erläuterten Maßzahlen werden 
auch anwendungsspezifische Kennzahlen für die Gewichtung der Terme genutzt 
(vgl. LI & LIU (2012), S. 135; TSENG ET AL. (2007), S. 1222f.).  
Auf Basis der Gewichtung kann die Anzahl der Terme im nächsten Schritt verringert 
werden, indem unwichtige bzw. irrelevante Wörter mit Hilfe statistischer Berechnun-
gen entfernt werden (vgl. YU ET AL. (2005), S. 36); in der englischsprachigen Literatur 
wird dieser Teilschritt als attribute selection bzw. feature selection bezeichnet (vgl. 
                                               
8 Die Bezeichnung bildet sich aus den Abkürzungen der Bestandteile der Formel: TF steht für 
term frequency und IDF für inverse document frequency (vgl. LI & LIU (2012), S. 133). 
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CHOU ET AL. (2010), S. 492). CHOU ET AL. (2010), S. 496ff. stellt dafür verschiedene Ver-
fahren aus der Literatur vor und vergleicht deren Funktionen. Der Nutzen der attribute-
selection-Verfahren liegt einerseits in der erhöhten Rechengeschwindigkeit, anderer-
seits aber auch in der verbesserten Genauigkeit, mit der viele Text-Mining-Verfahren 
im Anschluss arbeiten (vgl. ROCHA & COBO (2011), S. 419).  
Für viele Analyseverfahren müssen die Texte jedoch vorher in eine andere Daten-
struktur überführt werden. Die Literatur beschreibt dazu mehrheitlich das Vektor-
raummodell nach SALTON ET AL. (1975), S. 613ff. Dabei werden die Dokumente in Vek-
toren überführt und in einer Matrix zusammengefasst (vgl. HIPPNER & RENTZMANN 
(2006), S. 289; HOTHO ET AL. (2005), S. 27f.). Üblicherweise werden die Terme in den 
Spalten der Matrix und die Dokumente in ihren Zeilen gespeichert. Die Werte der Mat-
rix können denen der Gewichtungskennzahlen entsprechen, also z.B. einfache oder 
gewichtete Häufigkeiten darstellen (vgl. LI & LIU (2012), S. 131; UR-RAHMAN & HARDING 
(2012), S. 4732; YU ET AL. (2005), S. 37). 
In einem letzten Schritt der technischen Aufbereitung führen einige Autoren vorberei-
tende Analysen durch: ARCHAK ET AL. (2011), S. 1489 und TSENG ET AL. (2007), S. 1223 
berechnen Assoziationsregeln, um wichtige Terme und Termgruppen zu identifizieren. 
TSENG ET AL. (2007), S. 1223 bildet außerdem Termcluster, um mit Hilfe von gruppier-
ten Worten Themen zu identifizieren. DUAN ET AL. (2011), S. 315 beschreiben ein spe-
zielles Verfahren, um ähnliche Abschnitte in Dokumenten zu identifizieren.  
Das Ergebnis dieses Teilprozesses ist vor allem die Gewichtung und ggf. zusätzliche 
Reduzierung der Termmenge sowie die Überführung der Dokumente in das Vektor-
raummodell. Auf dessen Basis können im Anschluss die Text-Mining-Verfahren ange-
wendet werden.  
4.4 TEXT-MINING-VERFAHREN 
Nach der Aufbereitung der Dokumente und deren analyseorientierter Speicherung 
können die Text-Mining-Verfahren angewendet werden (siehe Abbildung 10). Das Ziel 
dieser Phase ist die Anwendung der Analysealgorithmen und damit die Extraktion von 
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Mustern, Abhängigkeiten und Beziehungen in den Dokumenten (vgl. CHOUDHARY ET AL. 
(2009), S. 730).  
Die aufbereiteten Dokumente aus dem Arbeitsbereich werden an dieser Stelle gemäß 
der Problemstellung untersucht. Je nach Anwendungsschwerpunkt nennt die Literatur 
verschiedene Verfahren, die sich hinsichtlich ihrer Funktion gruppieren lassen. Tabelle 
5 konsolidiert die Verfahren in mehrere Kategorien, die ihren Ursprung teilweise in 
klassischen Data-Mining-Anwendungen haben. Aufgrund der analyseorientierten Spei-
cherung, z.B. im Vektorraummodell, können diese Verfahren jedoch auch im Text Mi-
ning genutzt werden (vgl. HIPPNER & RENTZMANN (2006), S. 289). Wie bereits erwähnt 
wurde, befassen sich zwei Drittel der gesammelten Beiträge mit der Gruppierung von 
Texten. An erster Stelle werden Klassifikationsverfahren genannt, mit deren Hilfe die 
Dokumente bereits existierenden Gruppen oder Kategorien zugeordnet werden; vor 
allem bei diesen Verfahren werden klassische Data-Mining-Ansätze wie Entschei-
dungsbäume, Künstliche Neuronale Netze oder Support Vector Machines genutzt, um 
die Gruppenzugehörigkeit zu bestimmen (vgl.  CHOU ET AL. (2010), S. 503; HOTHO ET AL. 
(2005), S. 30ff.; HUSSAIN ET AL. (2012), S. 9; SCHIEBER ET AL. (2013), S. 128ff.).  
 
 
Abbildung 10: Fokus Text-Mining-Verfahren (eigene Darstellung) 
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Im Gegensatz dazu werden die Dokumente von Segmentierungsverfahren hinsicht-
lich ihrer Ähnlichkeit gruppiert (vgl. HOTHO ET AL. (2005), S. 36ff.; SANJUAN & IBEKWE-
SANJUAN (2006), S. 1537); die resultierenden Gruppen werden dabei aus der vorlie-
genden Dokumentenmenge gebildet und sind vorher nicht bekannt. Auch bei der 
Segmentierung werden klassische Data-Mining-Verfahren wie der k-Means-
Algorithmus angewendet (vgl. ROCHA & COBO (2011), S. 424; UR-RAHMAN & HARDING 
(2012), S. 4733), es kommen jedoch auch auf Texte spezialisierte Verfahren zum Ein-
satz wie das Topic Modeling nach BLEI & LAFFERTY (2009) (vgl. KRUSE ET AL. (2013), S. 
1f.; SOMMER ET AL. (2012), S. 10ff.). Topic Models nutzen das Prinzip der Kookkurren-
zen, d.h. von Termen, die in den Dokumenten häufig zusammen auftreten; diese Ter-
me werden zu Gruppen zusammengefasst und den einzelnen Dokumenten zugeord-
net.  
Neben der Berechnung von Kookkurrenzen (co-occurrences) können mit Hilfe von As-
soziationsanalyseverfahren auch Abhängigkeiten zwischen Termen untersucht wer-
den (vgl. HIPPNER & RENTZMANN (2006), S. 289; NATARAJAN (2005), S. 34; TSENG ET AL. 
(2007), S. 1223); durch die Bestimmung von Termabhängigkeiten und die Verknüpfung 
dieser Terme zu Begriffsnetzen können auch Ontologien erstellt werden, die sich vor 
allem in der Bioinformatik als hilfreich erwiesen haben (vgl. FAN ET AL. (2006), S. 79f.). 
Sehr hohes Potenzial im Rahmen des Text Mining bieten die Verfahren zur Meinungs-
analyse, da sich dadurch Kundenaussagen als positiv oder negativ klassifizieren lassen 
(vgl. ARCHAK ET AL. (2011), S. 1490; LI & LIU (2012), S. 135; SCHIEBER ET AL. (2012), S. 
1158f.). Das Forschungsfeld wird im Englischen als opinion mining bzw. sentiment 
analysis bezeichnet und hat in den vergangenen Jahren einige Verfahren hervorge-
bracht: Einen grundlegenden Einblick in die Thematik verschaffen PANG & LEE (2008) 
und LIU (2008). 
Weitere Verfahren in dieser Phase des Prozesses zeichnen sich durch ihre Speziali-
sierung auf die Analyse von Texten aus: 
 Verfahren zur Zusammenfassung von Texten (summarization) wählen auf Basis sta-
tistischer Kennzahlen wesentliche Sätze eines Dokuments aus und stellen sie dem 
Nutzer dar; dieser kann dadurch die Kerninhalte eines Dokuments schneller erfas-
sen (vgl. CHOUDHARY ET AL. (2009), S. 731; SARAVANAN & RAJ (2003), S. 465; TSENG 
ET AL. (2007), S. 1220).  
4 Entwicklung des Modells Schieber, Hilbert 
 
 Seite | 41 
 Verfahren zur Informationsextraktion (information extraction) suchen definierte 
Muster in Dokumenten und können dadurch Terme in Informationen umwandeln 
(vgl. ATKINSON-ABUTRIDY ET AL. (2004), S. 23; FAN ET AL. (2006), S. 78; HOTHO ET AL. 
(2005), S. 45ff.). Ein Anwendungsfall ist die Analyse von Unternehmensberichten, 
aus denen z.B. der Name des Unternehmens sowie beteiligter Personen und deren 
Positionen extrahiert werden; weitere Angaben könnten Orte oder Tage sein, die 
anschließend als Merkmal dieses Dokuments gespeichert werden. Die Dokumente 
sind dadurch hinsichtlich zusätzlicher Informationen filterbar. Je nach Anwendungs-
fall benötigen diese Verfahren jedoch manuell erstellte Hilfsmittel wie Wörterbücher 
(vgl. HOTHO ET AL. (2005), S. 46). 
 Verfahren zur Visualisierung von Zusammenhängen in Texten (information visualiza-
tion bzw. visual text mining) stellen Dokumente bzw. deren Schlüsselworte in Form 
von Hierarchien, Graphen oder Netzen dar und erlauben so die Navigation durch die 
Dokumente. Mit Hilfe dieser Verfahren können Inhalte und Zusammenhänge leicht 
erfasst und relevante Informationen identifiziert werden (vgl. CHOUDHARY ET AL. 
(2009), S. 731; FAN ET AL. (2006), S. 80f.; HOTHO ET AL. (2005), S. 48).  
Durch Anwendung der Text-Mining-Verfahren werden Informationen und Zusammen-
hänge in den Dokumenten deutlich. Viele der Verfahren haben entweder ihren Ur-
sprung im Bereich des Data Mining oder lehnen sich an solche Ansätze an. Dennoch 
haben sich einige Verfahren auf die Verarbeitung und Analyse von Texten spezialisiert.  
4.5 ERGEBNISEVALUATION 
Nach Abschluss der Analyse müssen die Ergebnisse evaluiert werden (siehe Abbil-
dung 11). Ziel der Phase ist die Bewertung der Ergebnisse im Hinblick auf die Aufga-
benstellung sowie die Feststellung der Güte der erstellten Muster oder Beziehungen 
(vgl. HIPPNER & RENTZMANN (2006), S. 289; NATARAJAN (2005), S. 34).  
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Abbildung 11: Fokus Evaluation (eigene Darstellung) 
Im ersten Teilschritt müssen zunächst geeignete Kennzahlen ausgewählt werden, die 
sowohl im Rahmen der Problemstellung aus Phase 1 als auch im Hinblick auf die an-
gewendeten Verfahren Schlüsse zulassen. Für Klassifikationsverfahren werden in der 
Literatur häufig die Kennzahlen accuracy, precision, recall und f-measure verwendet 
(vgl. ARCHAK ET AL. (2011), S. 1490; CHEN & CHIU (2012), S. 29; CHOU ET AL. (2010), S. 
502f.). HOTHO ET AL. (2005), S. 30f. erläutern die Funktionsweise der Kennzahlen. 
Demnach wird die accuracy durch die Division von korrekt klassifizierten Dokumenten 
und der Gesamtanzahl an Dokumenten ermittelt (vgl. HOTHO ET AL. (2005), S. 30). Die 
Kennzahlen precision und recall werden auch im Information Retrieval eingesetzt und 
bilden die Genauigkeitsquote bzw. Vollständigkeitsquote9 ab. Das f-measure kombi-
niert die beiden Kennzahlen, sodass sich unterschiedliche Klassifikatoren leichter ver-
gleichen lassen (vgl. HOTHO ET AL. (2005), S. 31). Für Segmentierungsverfahren erklä-
ren HOTHO ET AL. (2005), S. 37ff. und SANJUAN & IBEKWE-SANJUAN (2006), S. 1539ff. 
passende Kennzahlen. Neben diesen üblichen, verfahrensabhängigen Kennzahlen kön-
nen auch anwendungsspezifische Maße berechnet werden, wie z.B. die Dauer des 
Analyseprozesses oder des Gesamtdurchlaufs (vgl. CHOU ET AL. (2008), S. 432). 
                                               
9 Die Kennzahl precision errechnet sich durch die Division der Anzahl der richtig zugeordneten 
Dokumente sowie der Summe aus richtig und falsch zugeordneten Dokumente; die Kennzahl 
recall errechnet sich dagegen durch die Division der Anzahl der richtig zugeordneten sowie der 
Summe aus richtig zugeordneten und fälschlicherweise falsch zugeordneten Dokumente (vgl. 
CHOU ET AL. (2010), S. 502; HOTHO ET AL. (2005), S. 31). 
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Mit Hilfe der Kennzahlen können die Ergebnisse verglichen und hinsichtlich ihrer Eig-
nung bewertet werden. CHAPMAN ET AL. (2000), S. 26 schlagen im Rahmen des CRISP-
DM vor, in dieser Phase auch das bisherige Vorgehen zu bewerten und weitere Schrit-
te zu definieren – im Falle unzureichender Ergebnisqualität müssen bestimmte Aktivi-
täten des Prozesses erneut ausgeführt werden (vgl. CHOUDHARY ET AL. (2009), S. 730; 
HIPPNER & RENTZMANN (2006), S. 288). 
4.6 ANWENDUNG 
Für den Fall, dass die Ergebnisse positiv bewertet wurden und der Prozess damit nicht 
erneut durchlaufen wird, müssen aus den Erkenntnissen Maßnahmen im Sinne der 
Aufgabenstellung abgeleitet werden (siehe Abbildung 12). Ziel dieser Phase ist daher 
die Überführung der durch den Analyseprozess erhaltenen Ergebnisse in konkrete 
Maßnahmen (vgl. HIPPNER & RENTZMANN (2006), S. 289).  
 
 
Abbildung 12: Fokus Anwendung (eigene Darstellung) 
Viele Autoren beschreiben in ihren Beiträgen die Speicherung des erzielten Wissens 
für zukünftige Entscheidungen (vgl. CHOUDHARY ET AL. (2009), S. 730; FAN ET AL. (2006), 
S. 78); denkbar wären in diesem Zusammenhang Informationssysteme wie z.B. Sys-
teme für das CRM (vgl. HIPPNER & RENTZMANN (2006), S. 289). Andere Autoren nennen 
die Formulierung von Hypothesen, Trends, Handlungsempfehlungen oder die Be-
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schreibung von (Kunden-)verhalten als nutzbare Erkenntnisse des Text-Mining-
Prozesses (vgl. ABDOUS & HE (2011), S. 43; ATKINSON-ABUTRIDY ET AL. (2004), S. 22).  
4.7 ZUSAMMENFASSUNG 
Die vorangegangenen Abschnitte stellen auf Basis des Grundmodells aus Abbildung 4 
die Teilschritte des Text-Mining-Prozesses im Detail vor. Dieser Abschnitt fasst die 
Erkenntnisse kurz zusammen und erläutert die Funktionsweise des Vorgehensmodells 
im Überblick. Darüber hinaus wird hier auf die Feedbackschleifen eingegangen, die in 
den bisherigen Modellausschnitten zur Sicherstellung der Übersichtlichkeit nicht dar-
gestellt waren.  
4.7.1 Gesamtmodell 
Abbildung 13 zeigt das resultierende Gesamtmodell mit Feedbackschleifen, notwendi-
gen Informationsquellen sowie resultierenden Ergebnissen. Der Prozess beginnt mit 
der Aufgabendefinition, in der die Analyseziele festgelegt werden. Die Aktivitäten die-
ser Phase liefern die Problemstellung für den Text-Mining-Prozess, die im Verlauf des 
Prozesses Auswirkungen auf Aktivitäten und Verfahren anderer Phasen hat. Sofern die 
Aufgabenstellung geklärt ist, werden die relevanten Dokumente ausgewählt und hin-
sichtlich ihrer Eigenschaften untersucht. Hierbei werden Quellsysteme genutzt, in de-
nen die Dokumente gespeichert sind. Diese Dokumente werden bei Abschluss der 
Phase in den Arbeitsbereich geladen, in dem die Aufbereitung stattfindet. Der Teil-
schritt zur Aufbereitung der Dokumente zielt darauf ab, Terme in den Dokumenten zu 
identifizieren und aus linguistischer sowie technischer Perspektive zu untersuchen; im 
Rahmen der linguistischen Aufbereitung müssen in Abhängigkeit der genutzten Aktivi-
täten und Verfahren zusätzliche Hilfsmittel, wie z.B. Wörterbücher, bereitgestellt wer-
den. Die Verfahren der Teilprozesse können je nach Aufgabenstellung kombiniert wer-
den, sind aber auch voneinander unabhängig in der Lage, die resultierende Termmen-
ge zu reduzieren, um die Güte der folgenden Textanalyse zu erhöhen. Auf Grundlage 
der aufbereiteten Daten werden nun Text-Mining-Verfahren angewendet, z.B. mit dem 
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Ziel, Dokumente zu klassifizieren, Abhängigkeiten zu erkennen oder Meinungen zu 
extrahieren. Die Verfahren liefern interpretierfähige Ergebnisse, die anschließend be-
wertet werden. Nach der Evaluation werden aus den Erkenntnissen Maßnahmen ab-
geleitet, die z.B. in Form von Wissen für Entscheidungen zur Verfügung stehen.  
 
 
Abbildung 13: Gesamtmodell mit Feedbackschleifen (eigene Darstellung) 
Ein detailliertes Gesamtmodell mit allen Phasen und Aktivitäten des Vorgehensmodells 
ist im Anhang A3 abgebildet.  
4.7.2 Feedbackschleifen 
Teil der strukturellen Anforderungen (siehe Tabelle 6) ist auch die Berücksichtigung 
von Feedbackschleifen im Vorgehensmodell. Diese dienen dem Zweck, die Ergebnisse 
des Text-Mining-Prozesses während seiner Laufzeit kontinuierlich zu verbessern. 
In Abbildung 13 sind die Feedbackschleifen des Modells mit Hilfe der karoförmigen 
Elemente gekennzeichnet. An diesen Stellen kann der Prozess von seinem sukzessi-
ven Ablauf abweichen, um in vorhergehende Phasen zurückzuspringen. KURGAN & 
MUSILEK (2006), S. 12 betonen auf Basis zahlreicher Text-Mining-Anwendungen sieben 
Situationen, in denen Feedbackschleifen unbedingt notwendig sind:  
 Von Phase 2 zu Phase 1: Zur Verbesserung der Dokumentenselektion und -unter-
suchung werden weitere Informationen bzgl. der Anwendungsdomäne benötigt. 
 Von Phase 3 zu Phase 2: Zur Verbesserung der Dokumentenaufbereitung müssen 
die Eigenschaften der Texte weiter untersucht werden.  
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 Von Phase 4 zu Phase 1: Die Schleife ermöglicht die Anpassung der Analyseziele, 
falls die Ergebnisse nicht zufriedenstellend ausfallen. 
 Von Phase 4 zu Phase 2: Die Schleife ist notwendig, falls durch mangelnde Doku-
mentenuntersuchung die falschen Text-Mining-Verfahren ausgewählt und dadurch 
fehlerhafte Ergebnisse erzielt wurden. 
 Von Phase 4 zu Phase 3: Zur Verbesserung der Analyseergebnisse müssen die Do-
kumente erneut aufbereitet werden, z.B. weil die Anforderungen des Verfahrens 
bei der Aufbereitung noch nicht bekannt waren.  
 Von Phase 5 zu Phase 1: Im Falle von ungültigen Ergebnissen muss der gesamte 
Prozess wiederholt werden; Grund hierfür sind Fehlinterpretationen der Aufgabe 
oder die mangelhafte Ausführung des Prozesses.  
 Von Phase 5 zu Phase 4: Zur Verbesserung der Ergebnisse muss die Textanalyse 
erneut durchgeführt werden, z.B. mit neuen Verfahren oder neuen Parametern.  
Das Modell berücksichtigt diese Situationen und stellt darüber hinaus weitere Feed-
backoptionen nach allen Kernphasen zur Verfügung, sodass bei Bedarf auch Phasen 
rekursiv wiederholt werden können.  
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5 EVALUATION 
Wie in Abschnitt 1.2.2 erläutert wurde, schließt sich an die Entwicklung des Artefakts 
im DSR-Prozess dessen Evaluation an. Aufgabe der Evaluation ist der Nachweis der 
Nützlichkeit des erstellten Artefakts hinsichtlich der identifizierten Problemstellung 
bzw. der definierten Ziele. Das Ziel des Beitrags ist die Entwicklung eines generischen 
Vorgehensmodells für Text-Mining-Projekte; in Abschnitt 3 wurden dazu Anforderun-
gen erhoben, die im Rahmen des Artefaktdesigns zu berücksichtigen waren. Aufgrund 
der Existenz dieser Anforderungen bietet sich für die Evaluation der merkmalbasierte 
Vergleich nach SIAU & ROSSI (1998), S. 315 an (vgl. RIEGE ET AL. (2009), S. 79). Dem-
nach wird das Artefakt anhand von definierten Kriterien, die ein generisches Vorge-
hensmodell für Text Mining erfüllen sollte, mit bereits existierenden Artefakten vergli-
chen (vgl. SIAU & ROSSI (1998), S. 315). Ein Nachteil dieser Methode ist die Subjektivi-
tät, die einerseits bereits bei Auswahl der Kriterien, andererseits aber auch bei der 
Bewertung selbst eine Rolle spielt; um diesem Nachteil entgegenzuwirken, müssen 
die Evaluation sowie die Kriterien ausführlich dokumentiert sein (vgl. SIAU & ROSSI 
(1998), S. 315).  
Die folgenden Abschnitte beschreiben daher zunächst das Evaluationsdesign und an-
schließend die Messung sowie Auswertung der Ergebnisse.  
5.1 EVALUATIONSDESIGN 
Zur besseren intersubjektiven Nachvollziehbarkeit schlägt HEINRICH (2000), S. 9 die 
Beschreibung eines Evaluationsdesigns vor. Dabei werden sowohl das Vorgehen bei 
der Evaluation als auch ihre Komponenten dokumentiert. Es müssen also die Evalua-
tionsobjekte identifiziert, die Evaluationsmethode bestimmt und die Evaluationskrite-
rien definiert werden.  
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Die Evaluationsobjekte sind in diesem Beitrag neben dem hier entwickelten Artefakt 
die sieben anwendungsneutralen Vorgehensmodelle von ABDOUS & HE (2011), CHOU 
ET AL. (2010), CHOUDHARY ET AL. (2009), FAN ET AL. (2006), HIPPNER & RENTZMANN 
(2006), HOTHO ET AL. (2005) und NATARAJAN (2005), die im Rahmen der Literatur-
Review identifiziert wurden. Die Modelle wurden bereits in Abschnitt 2 vorgestellt.  
Als Evaluationsmethode kommt der merkmalbasierte Vergleich zum Einsatz (vgl. 
PEFFERS ET AL. (2007), S. 56; SIAU & ROSSI (1998), S. 315; VENABLE ET AL. (2012), S. 
433). Wie bereits erwähnt wurde, werden die Evaluationsobjekte bei dieser Methode 
anhand von vorher festgelegten Kriterien bewertet und anschließend miteinander ver-
glichen. Die Messung erfolgt in diesem Beitrag, indem die Merkmale anhand einer 3-
stufigen Skala (nicht erfüllt, teilweise erfüllt, erfüllt) begutachtet werden (vgl. BRAUN 
(2007), S. 240; RIEGE ET AL. (2009), S. 81).  
Die Evaluationskriterien orientieren sich in diesem Zusammenhang an den in Ab-
schnitt 3 beschriebenen Anforderungen an generische Text-Mining-Vorgehensmodelle. 
Diese Anforderungen wurden im Rahmen einer Untersuchung von Vorgehensmodel-
len für Text-Mining-Projekte abgeleitet und bildeten gleichzeitig die konzeptionelle 
Grundlage für die Entwicklung des Artefakts in diesem Beitrag. Damit ist es möglich, 
das Artefakt sowohl hinsichtlich der Anforderungen zu überprüfen als auch seine Nütz-
lichkeit im Vergleich mit den anderen Modellen einzuschätzen. Abschnitt 3.3 fast die 
Anforderungen in Tabelle 6 zusammen. 
5.2 MESSUNG UND AUSWERTUNG 
Analog der Beschreibung der Anforderungen wird auch die Messung nach strukturel-
len und funktionellen Aspekten getrennt durchgeführt. Zunächst werden die struktu-
rellen Merkmale der Vorgehensmodelle beurteilt. 
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spezifisch        
neutral        
Formalisierung 
Abbildung        10
Tabelle        
Auflistung        
Phasen-
anordnung 
Sukzessiv        
Parallel        
Problem-
lösung 
Inkrementell        
Iterativ        
Rekursiv        
Vorgehens-
steuerung 
Entscheidungsor.        
Ergebnisor.        
Aktivitätsor.        
 
 Das erste Kriterium soll die (anwendungsneutrale) Gestaltung des Vorgehensmo-
dells bewerten. Tabelle 7 nimmt gemäß den Charakteristika von Vorgehensmodel-
len eine Einordnung der betrachteten Modelle vor (siehe Abschnitt 2.2). Dabei wird 
                                               
10 Nutzung einer standardisierten Modellierungssprache.  
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deutlich, dass alle Modelle die Eigenschaft der Anwendungsneutralität aufweisen. 
Durch die Integration und Verallgemeinerung einzelfallspezifischer Elemente sowie 
abstrahierter Bezeichnungen von Phasen und Aktivitäten erfüllt auch der eigene An-
satz dieses Kriterium. Darüber hinaus stellt der eigene Ansatz gemäß der Theorie zu 
Vorgehensmodellen sowohl Aktivitäten des Prozesses als auch deren Ergebnisse 
dar; die Formalisierung des Prozesses hebt sich durch die Nutzung einer standardi-
sierten Modellierungssprache (BPMN) von den anderen Darstellungen ab (siehe 
Abschnitt 4.7.1).  
 Das zweite Merkmal prüft die Berücksichtigung von spezifischen Text-Mining-
Komponenten im Hinblick auf Phasenanordnung und -strukturierung der Modelle. 
Dieses Merkmal wird von drei Beiträgen nur teilweise erfüllt. CHOU ET AL. (2010), S. 
494 unterteilt die Aufbereitungsphase – eher aus Sicht einer technischen Aufberei-
tung – in zwei Teilschritte und benennt mögliche Aktivitäten, auch wenn die Aus-
führungen dazu und zu einsetzbaren Verfahren knapp bleiben. FAN ET AL. (2006), S. 
78 untergliedern lediglich die Analysephase in die Aktivitäten Segmentierung, In-
formationsextraktion und Textzusammenfassung, gehen aber nicht auf geeignete 
Verfahren ein. HIPPNER & RENTZMANN (2006) nennen in ihrem Beitrag zwar einige 
Aktivitäten zur linguistischen Dokumentenaufbereitung – sie strukturieren ihre Aus-
führungen auch entsprechend –, bleiben die Berücksichtigung in der Darstellung 
des Modells jedoch schuldig. Der eigene Ansatz orientiert sich hinsichtlich der 
Grundstruktur an einem generischen Data-Mining-Modell, integriert aber Text-
Mining-spezifische Aktivitäten und strukturiert die beiden wichtigen Phasen der 
Aufbereitung bzw. der Analyse in zusätzliche Teilprozesse bzw. funktionsbezogene 
Aktivitäten (siehe Abschnitt 4.3 bzw. 4.4).  
 Das letzte, strukturelle Kriterium fordert die Berücksichtigung von Feedbackschlei-
fen in den Modellen, um die Ergebnisse der Text-Mining-Projekte iterativ verbes-
sern zu können. Lediglich CHOUDHARY ET AL. (2009), HIPPNER & RENTZMANN (2006) 
und HOTHO ET AL. (2005) stellen solche Schleifen in ihren Beiträgen vor. CHOUDHARY 
ET AL. (2009), S. 730 sieht allerdings nur Iterationen zwischen der Evaluations- und 
der Analysephase vor, sodass Rückschritte in die Vorverarbeitungsphase nicht mög-
lich sind. HIPPNER & RENTZMANN (2006), S. 288 erwähnen lediglich, dass der Prozess 
iterativ durchlaufen werden kann, schildern dies aber nicht im Detail; das Vorge-
hensmodell selbst enthält ebenfalls keine Feedbackschleifen. HOTHO ET AL. (2005), 
S. 21 stellen die Feedbackschleifen gemäß CRISP-DM dar, die die wichtigsten Situ-
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ationen berücksichtigen (siehe Abschnitt 4.7.2). Der eigene Ansatz enthält die 
Schleifen aus dem CRISP-DM-Modell und erweitert diese, sodass bei Bedarf jede 
Phase wiederholt werden kann (siehe ebenfalls Abschnitt 4.7.2).  
Nach der Bewertung der strukturellen Kriterien folgt die Begutachtung der funktionel-
len Merkmale: 
 Das erste funktionsbezogene Kriterium fordert als Einstieg in den Text-Mining-
Prozess die Formulierung einer Ziel-/Problemstellung. Neben dem eigenen Ansatz 
berücksichtigen nur HIPPNER & RENTZMANN (2006) und HOTHO ET AL. (2005) diese 
Phase; der eigene Ansatz bildet allerdings auch den Einfluss dieser Problemstellung 
im weiteren Verlauf des Prozesses ab (siehe Abschnitt 4.1).  
 Das zweite Merkmal beurteilt die Diskussion von Aktivitäten in der Aufbereitungs-
phase; diese Phase wurde im Vorfeld als besonders wichtig für den Prozess einge-
stuft und sollte demnach besonders beleuchtet werden. Die meisten Beiträge nen-
nen (vereinzelt) Aktivitäten und Verfahren für diesen Teilschritt, bleiben jedoch trotz 
ihrer anwendungsneutralen Ausrichtung unvollständig11. Positiv hervorzuheben sind 
hier die Arbeiten von HIPPNER & RENTZMANN (2006) und HOTHO ET AL. (2005), die Ak-
tivitäten und Verfahren sehr umfangreich schildern. ABDOUS & HE (2011) und FAN ET 
AL. (2006) gehen jedoch weder auf Aktivitäten noch auf Verfahren in diesem Zu-
sammenhang ein. Der eigene Ansatz unterteilt die Aufbereitungsphase sowohl in 
linguistische als auch technische Aspekte und nutzt im Rahmen der linguistischen 
Aufbereitung ein Vorgehensmodell aus dem NLP zur Absicherung von Aktivitäten 
und deren Anordnung. Dagegen wurden die Aktivitäten und deren Anordnung in der 
technischen Aufbereitung aus der Gesamtheit der Vorgehensmodelle abgeleitet 
und abstrahiert (siehe Abschnitt 4.3).  
 Analog zum zweiten Merkmal postuliert das dritte Kriterium die Diskussion von Ak-
tivitäten in der Analysephase; dies soll in Abhängigkeit von Verfahrensklassen bzw. 
Analysezielen durchgeführt werden. Lediglich die Modelle von ABDOUS & HE (2011), 
S. 43 und FAN ET AL. (2006), S. 78 erfüllen dieses Kriterium: Die Autoren nennen in 
dieser Phase z.B. Aktivitäten zur Segmentierung, zur Informationsextraktion oder 
zur Textzusammenfassung und berücksichtigen diese in der Abbildung ihrer Model-
                                               
11 Die Einschätzung „unvollständig“ bezieht sich hier auf das gesamte Spektrum an Aktivitäten, 
das im Rahmen der Literatur-Review ermittelt wurde. 
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le. Die übrigen Beiträge diskutieren ebenfalls Aktivitäten für diese Phase, berück-
sichtigen diese jedoch nicht in ihren Modellen. Lediglich NATARAJAN (2005) be-
schreibt keinerlei Aktivitäten für diese Phase (stattdessen benennt er vereinzelte 
Verfahren). Der eigene Ansatz diskutiert passende Aktivitäten anhand von Katego-
rien, die im Rahmen der Literatur-Review ermittelt werden konnten. Diese Katego-
rien orientieren sich an der Funktion der Verfahren, sodass diese anhand des über-
geordneten Analyseziels ausgewählt werden können (siehe Abschnitt 4.4). 
 Das letzte funktionelle Merkmal untersucht die Bereitstellung von Verfahren, um die 
Aktivitäten erfolgreich durchführen zu können. Bis auf ABDOUS & HE (2011) und 
CHOUDHARY ET AL. (2009) erfüllen die betrachteten Beiträge dieses Merkmal min-
destens teilweise. HIPPNER & RENTZMANN (2006) und HOTHO ET AL. (2005) sind dabei 
besonders hervorzuheben: Beide Beiträge nennen und beschreiben mögliche Ver-
fahren in den einzelnen Phasen des Prozesses. Der eigene Ansatz integriert die Er-
kenntnisse aus der Literatur-Review und führt die dabei in den einzelnen Phasen 
identifizierten Verfahren zusammen (siehe Abschnitte 4.1-4.6).  
Tabelle 8 zeigt die Ergebnisse des merkmalbasierten Vergleichs im Überblick. Dabei ist 
zu erkennen, dass vor allem die Ausführungen von HIPPNER & RENTZMANN (2006) und 
HOTHO ET AL. (2005) einen besonderen Beitrag zum Vorgehen bei Text-Mining-
Projekten leisten. Dennoch ist ebenso ersichtlich, dass die Modelle bisheriger Beiträge 
trotz anwendungsneutraler Gestaltung und nomineller Ausrichtung auf Text Mining 
einige Defizite aufweisen. Dies betrifft vor allem die fehlende detaillierte Betrachtung 
wichtiger Prozessphasen. 
Neben der Nutzung einer standardisierten Modellierungssprache erweitert der eigene 
Ansatz den Status Quo der Beschreibungen durch konsequentere Ausrichtung des 
Modells an Text-Mining-spezifischen Eigenschaften sowie durch die zusätzliche Unter-
teilung wesentlicher Teilschritte. Damit trägt der Ansatz im Sinne eines Vorgehensmo-
dells sowohl zur Strukturierung der Aktivitäten im Text Mining als auch zu dessen 
Komplexitätsreduktion bei. Darüber hinaus benennt und erläutert der eigene Ansatz 
umfassend Verfahren für einzelne Teilschritte und führt dadurch den Stand der For-
schung zusammen. Das Forschungsziel des Beitrags wird dadurch als erreicht betrach-
tet.  
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Generische Gestaltung des 
Vorgehensmodells 




        
Bereitstellen von Feedback-
schleifen 


















Initiale Phase zur Aufga-
bendefinition 
        
Aktivitäten für die Doku-
mentenvorverarbeitung 
        
Aktivitäten für die Datenana-
lyse 
        
Bereitstellung von Verfah-
ren zur Durchführung der 
aufgeführten Aktivitäten 
        
Legende:    = erfüllt    = teilweise erfüllt    = nicht erfüllt 
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6 FAZIT UND AUSBLICK 
Das Ziel des Beitrags ist die Entwicklung eines generischen Vorgehensmodells, das 
die interagierenden Komponenten im Rahmen des Text Mining in einem strukturierten 
Ablaufmodell anordnet. Unter dem Paradigma der gestaltungsorientierten Wirt-
schaftsinformatik wurde das Modell als Artefakt eines DSR-Prozesses erstellt. Die 
Entwicklung selbst basiert dabei sowohl auf einer deduktiven als auch einer induktiven 
Vorgehensweise, da das Modell einerseits anhand von definierten Anforderungen auf-
gebaut wurde, andererseits aber auch gemeinsame Eigenschaften fallspezifischer An-
sätze integriert, die im Rahmen einer im Vorfeld durchgeführten Literatur-Review iden-
tifiziert wurden (siehe Abschnitte 1, 2 und 3).  
Aufgrund der Verwandtschaft zur Disziplin Data Mining lehnt sich das resultierende 
Vorgehensmodell in Ablauf und Phasenstruktur einem Data-Mining-Modell an. Gleich-
zeitig berücksichtigt es jedoch die speziellen Merkmale von Text-Mining-Projekten und 
strukturiert die Phasen dementsprechend; dies trifft insbesondere auf die Phasen der 
Dokumentenaufbereitung sowie der Dokumentenanalyse zu, da vor allem diese Teil-
schritte einen wesentlichen Unterschied zu Data-Mining-Projekten darstellen (siehe 
Abschnitt 4 bzw. die Zusammenfassung in Abschnitt 4.7).  
Die Evaluation des Vorgehensmodells auf Basis eines merkmalbasierten Vergleichs 
mit anderen generischen Modellen zeigt sowohl die Übereinstimmung des Ansatzes 
mit den Anforderungen als auch den Mehrwert im Hinblick auf bestehende Beiträge 
(siehe Abschnitt 5).  
Obwohl das Modell auf Erkenntnissen aktueller Vorgehensweisen im Text Mining ba-
siert, die mit einer systematischen Literatur-Review zur Erfassung des Status Quo 
gesammelt wurden, ist dies gleichzeitig eine Limitation des Artefakts: Die Definition 
von Suchquellen und Stichwörtern, die in diesem Rahmen notwendig ist, schränkt das 
Ergebnis sowohl in Bezug auf die Publikationsorgane als auch im Hinblick auf die Be-
griffsvielfalt ein; zur Reduzierung dieses Effekts wurde zwar eine Rückwärtssuche 
durchgeführt, doch kann auch dadurch keine Vollständigkeit sichergestellt werden.  
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Neue oder fehlende Verfahren und Aktivitäten müssen daher in den Prozess integriert 
werden: Verfahren sind demnach Aktivitäten zuzuordnen, während Aktivitäten in die 
übergeordneten Phasen eingegliedert werden. Dadurch kann sich das Vorgehensmo-
dell auch zukünftig dem Stand der Forschung anpassen. 
In Zukunft gilt es auch, die Evaluation anhand objektiver Methoden durchzuführen; 
denkbar wäre in diesem Kontext der überwachte Einsatz des Modells in realen Text-
Mining-Projekten. Dies könnte einerseits die Nützlichkeit des Artefakts bestätigen und 
andererseits das Modell selbst bei Bedarf um in der Praxis relevante Komponenten 
erweitern.  
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A1 ANWENDUNGSNEUTRALE VORGEHENSMODELLE 
 
 
Abbildung A1.1: Modell nach ABDOUS & HE (2011), S. 43 
 
 
Abbildung A1.2: Modell nach CHOU ET AL. (2010), S. 494 
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Abbildung A1.3: Modell nach CHOUDHARY ET AL. (2009), S. 730 
 
 
Abbildung A1.4: Modell nach HIPPNER & RENTZMANN (2006), S. 288 
 
 
Abbildung A1.5: CRISP-DM-Modell bei HOTHO ET AL. (2005), S. 21 (vgl. CHAPMAN ET AL. (2000), S. 13) 
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