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Abstract—Embodied artificial intelligence (AI) tasks shift from
tasks focusing on internet images to active settings involving em-
bodied agents that perceive and act within 3D environments. In
this paper, we investigate the target-driven visual navigation using
deep reinforcement learning (DRL) in 3D indoor scenes, whose
navigation task aims to train an agent that can intelligently make
a series of decisions to arrive at a pre-specified target location
from any possible starting positions only based on egocentric
views. However, most navigation methods currently struggle
against several challenging problems, such as data efficiency,
automatic obstacle avoidance, and generalization. Generalization
problem means that agent does not have the ability to transfer
navigation skills learned from previous experience to unseen
targets and scenes. To address these issues, we incorporate two
designs into classic DRL framework: attention on 3D knowledge
graph (KG) and target skill extension (TSE) module. On the
one hand, our proposed method combines visual features and
3D spatial representations to learn navigation policy. On the
other hand, TSE module is used to generate sub-targets which
allow agent to learn from failures. Specifically, our 3D spatial
relationships are encoded through recently popular graph convo-
lutional network (GCN). Considering the real world settings, our
work also considers open action and adds actionable targets into
conventional navigation situations. Those more difficult settings
are applied to test whether DRL agent really understand its
task, navigating environment, and can carry out reasoning. Our
experiments, performed in the AI2-THOR, show that our model
outperforms the baselines in both SR and SPL metrics, and
improves generalization ability across targets and scenes.
I. INTRODUCTION
From a home service robot asked to “open the cabinet under
the coffee machine and give me a cup inside” to a device
that helps its visually impaired wearer navigate an unfamiliar
subway, a wide range of abilities need to be demonstrated for
the next generation of AI-powered assistants. To develop these
skills, many researchers believe that the most effective way is
to focus on embodied AI tasks, such as visual navigation [1],
instruction following [2], and embodied question answering
(embodied QA) [3]. These tasks ground system’s training
using interactive environments instead of relying on static
datasets (e.g. ImageNet [4], COCO [5], VQA [6]). Compared
with internet image dataset-based tasks, embodied AI tasks
require special skills of active perception, long-term planning
and learning from interaction.
In this paper, we focus on the target-driven visual navigation
in 3D indoor scenes, where agent perceives its environments
through egocentric views and can perform a series of atomic
actions, such as move ahead, look up, or turn right. A natural
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Fig. 1. Examples of target-driven visual navigation in 3D indoor environ-
ments. The agent takes the current observation and target image as input, and
then outputs an action that would reach the target position. Our targets consist
of static targets (e.g. the bowl on the desk (a)) and actionable targets (e.g. the
bread and lettuce in the fridge (b)). We also show the egocentric view of the
agent and its corresponding actions at a few time steps. Red actions represent
the last two successful actions to finish the navigation task.
way to instruct a robot is to ask it to move near a certain loca-
tion, such as a place (e.g. “go to sofa”) [7], [8] or someone’s
room (e.g. “go to kitchen”) [9]. Besides, a robot can also carry
out a natural-language instruction or find useful information
to answer a question [2], [3]. Similar to [1], instead of using
language to command a robot, we communicate with the
robot by showing it a single image of a faraway target (see
Fig. 1). The agent is required to intelligently navigate to
a destination from any possible starting positions according
to the assigned target image. At each time step, the agent
observes its environment and matches with the given target
image meanwhile, then determines its next action.
Training an agent with intelligent navigation capability like
human beings (e.g. few-shot learning, avoid collisions, target-
induced exploration) faces lots of difficulties and challenges.
Most current approaches usually use pixel-level visual fea-
tures to learn optimal policy via popular deep reinforcement
learning algorithms to overcome these problems. However,
agent trained in this way cannot perform well across unseen
targets and scenes [9], [10]. In general, the trained agent can
exploit scene information on training targets, yet unable to
do so when test on unseen targets and scenes. Nowadays,
researchers have made some efforts to solve this generalization
problem and conducted some experiments on embodied AI
tasks [11]–[14]. In contrast, we carry out our research from
the perspective of knowledge graph, because many common
scenes (e.g. images or text) can generally be converted into
graphs and our visual system also models what we see in the
forms of graphs. Therefore, learning from our human naviga-
tional mechanism maybe a great way to achieve reasonable
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2navigation performance. For humans, our visual system is so
strong that we only take actions that will make us closer to the
target location and can navigate freely in unseen environments.
We can establish a powerful 3D knowledge base (see Fig. 2)
after exploring numerous environments. The 3D knowledge
obtained from our visual system provide us multitudinous
information, such as object attributes (e.g. color, shape, size,
distance, open, category), obstacle orientation (e.g. table is
on the left), local spatial relationships (e.g. left, right, front,
under, up, on) between objects in the current filed of view, and
global spatial information which summed up for navigation
reasoning. For example, from experience, we know that eggs
are usually placed in closed fridges while mugs are often next
to coffee machine, and hitting a table can cause a fall. Such
knowledge summarization ability maybe the essential factor
for us to achieve transfer learning, conduct target-induced
exploration, and help us avoid obstacles. Therefor, our work
intend to incorporate 3D knowledge graph into classical DRL
framework to help agents establish such knowledge system
for navigation. We extract 3D spatial relationships between
objects during agent exploration to form graphs, then apply
graph convolutional networks to obtain node features for the
established graph. Moreover, our visual system do not actually
focus on every part of the entire image when we observe the
world, but select some specific parts. For another, we will
learn where to focus in the future based on previously observed
images. Since our visual system tends to pay more attention to
the part information that assists judgment and ignore irrelevant
information, we further use attention mechanism that learns to
focus on the most important references (objects) in the current
filed of view or target image to guide policy search. Our policy
ultimately depends on the graph representations together with
visual features to make final decisions.
Sparse reward is a classic problem in deep reinforcement
learning, and the main reason that makes it difficult to
learn. HER [15] allows sample-efficient learning from rewards
which are sparse and achieves good results on the task of
manipulating objects with a robotic arm. Consistent with the
principle of HER, we propose a module to solve the sparse
reward problem in visual navigation. Our basic idea is that
most of the agent’s explorations maybe failed, but the agent
could still learn from these failed explorations. Inspired by the
fact that one trajectory explored by a robot contains not only
information from the starting point to the destination, but also
information on how to reach the intermediate points of the
trip, so if switch targets, then a failed experience can become
a successful experience to reach other targets. We introduce
a sample augmentation module named target skill extension
(TSE) which generates sub-targets during training process and
allows learning from failures. From a trajectory explored by
the agent, we select the places containing the finding objects
or other reasonable objects as new sub-targets, and divide the
trajectory into multiple trajectories according to these sub-
targets. Finally, our model trains all these divided trajectories
to improve sample efficiency and to distill navigation policy.
Our experiments show that training sub-targets greatly speed
up the training process and has a greater potential to learn
more generalized navigation rules.
Instead of considering that navigation terminate automati-
cally when the agent moves sufficiently close to the target, we
add a dedicated action into the agent’s vocabulary: stop. Task
completion notified by the environment do not test whether the
agent self-realize that it has reached its destination. To indicate
such understanding, our agent needs to issue this stop action
when its destination is arrived. Otherwise, navigation will be
considered a failure. In addition to focus on static targets
that can be found directly in the environment, we also adopt
actionable targets to evaluate navigation performance. In real
world, what we want robots to look for is not always visible.
For instance, eggs are usually placed in a closed fridge and can
only be discovered until the agent walks to the front of fridge
and opens it. As illustrated in Fig. 1, we introduce actionable
targets that navigation task is not successful until the agent
finds its target’s receptacle and opens it. What’s more, we train
our policy also using imitation learning (IL), which utilize
a small amount of demonstration data to assist agents. We
evaluate our methods in the AI2-THOR [16], which provides
near photo-realistic indoor environments and support for object
manipulation actions. Since currently only the work [1] focus
on the target-driven visual navigation, we mainly compare
results with their work. But we also report the navigation
performance using more advanced architectures with LSTM
[17]. The experimental results show that our method achieves
significant improvement as compared to the baselines.
II. RELATED WORK
A. Visual Navigation
Traditional approaches decompose navigation task into two
sub-tasks by building a 3D map of the scene and then planning
in this constructed map [18]–[20]. Recent success of deep
learning and reinforcement learning has made learning-based
navigation approaches more popular. Learning-based naviga-
tion tasks can be distinguished along several dimensions, such
as visual semantic navigation [8], [14], [21]–[23], instruction
following [2], [7], [24]–[28], and embodied question answer-
ing [3], [29]. In our case, the target is given to the agent
in terms of image. Compared with instruction following and
embodied question answering, we focus on navigation task
that evaluation metrics only consider navigation component.
Early learning-based navigation researches aim at naviga-
tion in synthetic game-like environments, such as ViZDoom
[30], Minecraft [11] and DeepMind Lab [31]. [32] uses a feed
forward architecture to learn deep successor representations.
[33] incorporates deep skill networks into hierarchical DRL
network architecture to achieve knowledge retention. [34] and
[35] improve navigation ability in mazes by introducing self-
supervised auxiliary tasks. However, these works evaluate nav-
igation performance in same training scenes or same targets.
Our goal is to train an embodied AI agent who can transfer
learned navigation skills to unseen scenes and targets.
More recent works evaluate the navigation performance in
slightly different scenes which not used during training. [11]
examines how well a variety of Q-networks with external
memory generalize to unseen or larger maps. [36] conducts
an empirical study of deep Q-networks to investigate transfer
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Fig. 2. Illustration of powerful 3D knowledge in our visual system, which has at least four indispensable capabilities that enable navigation tasks to be
successfully completed. The first is the ability to recognize object attributes from 2D view, including object, color, size, shape, distance, etc. The second is the
ability to perceive obstacles, which means that obstacles in several directions can be aware of so as to avoid collisions. The third is the ability to depict the
adjacency relationship of objects from the current field of view, which named local graph in the figure. Orientation information (e.g. left/right, front/behind,
up/under) between objects can be easily extracted. The last one is the ability to summarize the rules of objects placement after visiting numerous rooms as
shown in global graph, which indicates what objects are usually placed beside or inside them and allow to reasoning about possible finding locations. The
global graph in our figure simply shows interaction attribute but omits other object’s attributes information. These powerful capabilities enable us to navigate
without collisions and adapt to various variations in novel and unfamiliar environments.
learning. [12] uses a spatially structured 2D memory image
to store information about the environment over long time
lags. [25] presents a hierarchical architecture where a meta
controller learns to use the acquired skills. [7] uses a gated-
attention mechanism to learn a policy. However, these works
either focus on over-simplified tasks or test on environments
which are only slightly varied from pixel-level variations or
small mazes. In contrast, we use more diverse environments
which contains different visual and structural observations.
The Latest navigation studies focus on multi-targets tasks
and generalization ability with the construction of more re-
alistic 3D simulated environments, such as AI2-THOR [16],
House 3D [37], Matterport 3D [38]. [21] develops a deep
predictive model based on successor representations to ensure
cross task generalization. [39] learns a goal-conditioned skill
policy using data collected by self-supervised exploration. [8]
uses a meta-reinforcement learning approach to learn a self-
supervised interaction loss that encourages effective naviga-
tion. The research most directly relevant to our work is [1],
we both represent our targets as RGB images. They propose
an actor-critic model whose policy is a function of the target as
well as the current state. However, We use the 3D knowledge
graph and sub-targets to boost performance across scenes and
targets. What’s more, we contain more kinds of actions and
include stop action. Especially, we create actionable targets
which find some of the targets requires interaction.
B. Deep Reinforcement Learning
Reinforcement learning is learning how to map situations
to actions so as to maximize a numerical reward signal. Deep
reinforcement learning methods use deep neural networks
to approximate of the following components of reinforce-
ment learning: value function, V (s; θ) or Q(s, a; θ), policy
pi(a|s; θ), and model (state transition function and reward
function). Here, the parameters θ are the weights in deep
neural networks that needs to learn. DRL methods have shown
success in several domains such as video games [40], chess
playing [41], and continuous control [42]. There are many
kinds of deep reinforcement learning algorithms, but the value-
based DRL methods are currently the most popular, and we
also mainly carry out our experiments using value-based algo-
rithms. [40] introduce deep Q-network (DQN) and ignite the
field of DRL. DQN use a convolutional neural network (CNN)
to approximate the action value function Q(s, a). [43] propose
double DQN (D-DQN) to tackle the over-estimate problem in
DQN, they evaluate the policy according to the online network,
but to use the target network to estimate value. [44] proposed
to prioritize experience replay, so that important experience
transitions can be replayed more frequently. [45] propose the
dueling network architecture to estimate state value function
V (s) and the associated advantage function A(s, a). [46]
propose asynchronous advantage actor-critic (A3C) to reduce
variance and accelerate learning. For Atari games, A3C runs
much faster yet performs better than or comparably with
DQN, D-DQN, Dueling DQN, and prioritized D-DQN. [47]
propose proximal policy optimization (PPO) to alternate data
sampling and optimization by constraining gradient updates.
PPO achieves good performance on several continuous tasks
in MuJoCo, on continuous 3D humanoid running, steering,
and on discrete Atari games. In A3C, parallel actors employ
different exploration policies to stabilize training and per-
forms better than the other reinforcement learning techniques
because of the diversification of knowledge, we use A3C
algorithm as our baseline for our navigation task.
4C. Knowledge Graph
Knowledge graph has become an active research filed in
recent years. These graphs may be undirected, directed, and
with both discrete and continuous node and edge attributes
[48]. Generally, the knowledge graph contains objects, at-
tributes, and relationships which able to combine multiple
levels of scene information in a more coherent way, and hence
has quickly gained massive attention. Knowledge graph also
has potential to discover hidden knowledge from semantic
data structures. At present, considerable works use knowledge
graph for computer vision (CV), natural language processing
(NLP), and other area tasks. [49] investigates the use of struc-
tured prior knowledge to improves performance on image clas-
sification. [50] consider the problem of zero-shot recognition,
which learns a visual classifier for a category with zero training
examples. [51] propose a graph-based approach for visual
question answering. [52] propose an adapted attention module
for object detection. [53] propose an end-to-end trainable
and interpretable graph reasoning model to facilitate social
relationship recognition. [54] propose an end-to-end zero-
shot action recognition framework. [23] constructs knowledge
graph from dataset visual genome [6] as prior knowledge for
visual semantic navigation. However, most of these works do
not involve the process of edge connection, their knowledge
graphs are readily available. In our work, the knowledge
graph is represented in the forms of 3D spatial knowledge
and gradually self-formed through agent exploration in the
environments. Instead of using graph convolustional network
to simply extract graph features, we further use the graph
representations of the 3D spatial relationships to self-infer im-
portant navigation rules, such as, the most relevant references
to attend on and avoid obstacles.
III. THE PROPOSED METHOD
In this section, we present an in-depth description of our
proposed method, an architecture that extends an original deep
reinforcement learning algorithm, A3C, with the representa-
tions of the 3D spatial relationships. The agent constructs its
knowledge graph via visual recognition and reasons navigation
knowledge through attention mechanism to make decisions.
Fig. 3 illustrates the basic framework of our spatial relation-
ships based visual navigation system.
A. Problem Definition
Our goal is to train an agent which can find the min-
imum length sequence of actions to reach a pre-specified
target location while avoiding obstacles. Our agent perceives
its target location and navigating environment both through
RGB images. We formulate our navigation task as a partially
observable Markov decision process (POMDP) problem in
consideration of the sequential-decision making nature of
the visual navigation. At each time t, the agent receives an
observation ot, then produces an action at. Once the action
is taken, the agent receives a scalar reward rt and a new
observation ot+1 from the environment. The agent’s state st
is a function of its observation at time t, st = f(ot).
Note that we do not hypothesis the environment will notify
the agent when it reaches the target location, since this setting
makes the agent does not self-realize whether it has reached
the target location or not. In contrast, we consider the stop
action and expect the agent to issue this action when it reaches
the target location. What ensues is that this makes agent’s
learning process more challenging due to more sparse reward
problem. However, we emphasize that introducing stop action
is better for the agent to generalize to real world settings.
Our trained agent will really understand what its task is and
whether it has finished its task. In addition, our navigation
task involves two type of targets: actionable targets and static
targets. Static targets refer to the finding objects that can be
directly seen through random walking in the environment.
Actionable targets are usually hidden in some receptacles (e.g.
fridge, drawer, cabinet), and cannot be directly found unless an
open operation is taken. Successfully navigating to actionable
targets require a deep understanding of its scenes, the agent
must learn which objects can be opened and infer which
receptacles the finding object may be hidden in.
B. Policy Learning
We utilize deep reinforcement learning algorithms to learn
the optimal navigation policy, which learns a mapping from
the 2D image to an action in the 3D scenes. Navigation skills
using deep reinforcement learning are learned by maximizing
accumulated rewards. Our navigation task can be regarded
as a multi-targets learning problem, so our policy needs to
condition on both the input and the target. Our policy takes
the current observation ot and the finding target image og
as input to make decisions. The agent’s action at at each
time step t is determined by a parametrized policy function
pi(at|st, sg; θ) which allow our trained agent to generalize
across multiple targets. We adopt the asynchronous advantage
actor-critic (A3C) [46] algorithm that relies on learning both
a policy pi(at|st, sg; θ) and value function V (st, sg; θv) given
the current state st and target state sg . A3C optimizes the
policy by minimizing the loss function
Lpi(θ) = −E[
T∑
t=1
(Rt − V (st, sg; θv))logpi(at|st, sg; θ)] (1)
where θ and θv are the parameters of actor network and
critic network respectively. T is the length of the explored
trajectory. Rt represents k-step return and is the discounted
accumulative reward defined by
Rt =
k−1∑
i=0
γirt+i + γ
kV (st+k, sg; θv) (2)
where γ ∈ (0, 1) is the discounted factor that reflects the
significance of future rewards. The value function is updated
by minimizing the loss
Lv(θv) = E[(Rt − V (st, sg; θv))2] (3)
Finally the overall loss function for A3C is LA3C(θ, θv) =
Lpi(θ) + αLv(θv), where α is a constant coefficient.
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Fig. 3. Overview of our proposed navigation framework. Our model incorporate 3D spatial relationships into target-driven visual navigation. The inputs of
our network at each time step t are the egocentric images (observation) from the current location and the pre-specified target image. Specifically, we learn a
policy pi(at|st, sg) that decides an action based on the visual features together with the spatial features. Visual features are obtained through Resnet50 and
then fused by a siamese layer. We use the recently proposed graph convolutional network to extract node features of the graphs from observation and target
image. Furthermore, we apply attention mechanism to infer the most important references (objects) to guide decision-making.
In A3C many instances of the agent interact in parallel
with many environments, which both accelerates and stabi-
lizes learning. The A3C architecture we build on uses an
LSTM [17] and two MLPs to jointly approximate both policy
pi(at|st, sg; θ) and value function V (st, sg; θv).
C. Visual Features
Deep convolutional neural network (CNN) today has shown
excellent performance in multiple computer vision tasks, such
as image classification, object localization, and instance seg-
mentation. He et al. [55] presented a residual learning network
(ResNet) to learn features from visual images and won the
first place in the ILSVRC 2015 image classification task. We
use ResNet50 which trained in the ImageNet [4] database
to extract visual features Xt for each input observation ot.
Besides, we apply same module to derive representation for
the target image. Afterwards, we concatenate visual features
from the current observation and the target image using a
deep siamese network [56]. Siamese framework is a method
for training a similarity metric from data. Similar to [1], the
image representations of the current observation and the target
are transformed into the same embedding space using the
two streams of weight-shared siamese layer. Then information
from both embeddings is fused through one fully-connected
neural network to form a joint representation It. Our final
visual features at time step t is obtained by
Xt = f(ot; θResNet) (4)
Xg = f(og; θResNet) (5)
It = σ(Wf [σ(WsXt), σ(WsXg)]) (6)
where θResNet is the parameters of ResNet50 network,
Ws is the parameters of the siamese network and Wf is
the parameters of the fusion network. σ denote the ReLU
activation function and [ , ] represents concatenation.
D. Spatial Relationships
Most current researches learned their navigation policy
directly based on the pixel-level features, and usually struggle
against poor generalization ability when test on unseen targets
and scenes [10]. In addition to extract visual features, we
propose a model that also incorporates 3D knowledge graph
into original deep reinforcement learning frameworks. We use
3D knowledge graph potentially to assist the agent avoid
collisions and guide the agent to reach the target location
in a shortest path way. Moreover, we use recently proposed
graph convolutional networks (GCN) [57] to compute spatial
representations for decision making.
Note that 3D knowledge graph could encode multiple spatial
relationships (e.g. front, left, right, in, up, under) between
objects as shown in Fig. 2, and our spatial knowledge for
navigation needs to be learned during agent exploration. We
denote 3D knowledge graph by G = (V,E). Specifically,
each node v ∈ V denotes an object, and each edge e ∈ E
denotes a type of relationship between a pair of objects.
Our agent needs to be equipped with two important skills
to construct our 3D knowledge graph. One is that our agent
must know what objects are in the current observation and
the target image. Besides, our agent could also learn what
are the relationships between these objects. Because object
detection is not our main task, and [29] have demonstrated
that the YOLOv3 [58] fine-tuned on the training scenes in
the AI2-THOR could be a good object detector, we directly
obtain object information from the AI2-THOR to solve the first
problem. Remarkably, the object information provided by the
environment still requires our agent to learn common sense.
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obstacles or guiding policy search. The attended feature vector Ha and the
visual features are cascaded to produce the next action.
For instance, our agent must learn that microwaves can be
opened, mugs often next to a coffee machine, moving forward
is not allowed cause a table in front. To solve the second
problem, we only consider the adjacency relationships between
objects in our current work. Our 3D knowledge graph include
all objects that appear in the AI2-THOR and two nodes are
connected with an edge if they are both visible. An object is
considered visible if its distance is within 1.5 meters from the
agent’s camera. Then our 3D knowledge graph is presented in
the form of adjacency matrix. In detail, as shown in Fig. 4, the
relation extraction module firstly extract multiple relationships
between visible objects. Specifically, we denote visible object
information by a binary vector R, the binary value of each
position in R indicates whether the corresponding object is
visible. We denote the total visible objects Rz from visible
objects Rt in the current observation and visible objects Rg
in the target image. After that, we build the adjacency matrix
A based on the constructed knowledge graph and initialize
each node feature H(0) as a one hot feature vector. Aˆ is
obtained by performing normalization on A to make each node
contain its own node features. The core idea behinds graph
neural networks is to use edge information to aggregate node
information to generate new node representations. We further
perform spatial information propagation to compute the node
feature vectors H using GCN [57]:
H(l+1) = σ(AˆH(l)W (l)) (7)
where H(0) = I , I is an identity matrix, and W (l) is
the parameter for the l-th GCN layer. σ denote the ReLU
activation function. The final obtained node features H encode
the spatial knowledge for the navigation task.
Since our visual system pay more attention to the part
information that assists judgment and ignore irrelevant infor-
mation, we adopt attention mechanism to summarize spatial
knowledge for navigation. For instance, if the target is often
next to shelf and shelf is on the left, there are no obstacles
on the left as well, then the next action should move left.
Some times, maybe a few key objects in the image can make
a deterministic decision. Seen in Fig. 4, let Ht and Hg encode
the spatial features from GCN for the current observation and
the target image respectively. Let final attention vector Ha be
the dynamic probability representations of the most relevant
objects of the images at time step t to find the target location.
For each object i, the attention mechanism module generates
a positive weight αi which can be interpreted the probability
that object i is the right object to focus on for producing
the next action. Because agent’s next action is determined by
the target and the current observation, the weight αi of each
object is conditioned on spatial features Ht and Hg . Just like
visual features, we use the same fusion ways to get the fusion
spatial features Q. We constraint the choice of attention to
objects in the current observation and target image. Our agent
also learns what is the most appropriate references among
target objects. Then we use two fully connected (FC) layers
to compute final spatial representations Ha(i), i = 1, .., |V |
corresponding to the probability extracted for different objects.
The final attention vector Ha could be described as:
Q =W ′f [σ(W
′
sHt), σ(W
′
sHg)] (8)
Q′ = (QWfc1Wfc2Rz)Q (9)
Ha(i) =
exp(q′i)∑|V |
i=1 exp(q
′
i)
(10)
where W ′s and W
′
f are the parameters of siamese and
fusion networks respectively. Wfc1 and Wfc2 are the pare-
maters of FC layers. σ denote the ReLU activation function.
Q = [q1, ..., q|V |] is the fusion spatial vector.
Finally, the joint representation of the visual features and
the spatial representations are fed into the DRL module to
obtain an action output at.
E. Sub-targets Extraction
Sparse reward is a classic problem in deep reinforcement
learning, agent can not be rewarded frequently due to the
huge searching space. Inspired by the fact that one trajectory
explored by a robot contains not only information from the
starting point to the destination, but also information on how
to reach the intermediate points of the trip, so if switch targets,
then a failed experience can become a successful experience to
reach other targets. This way our agent could also learn from
its failures. Besides, in our settings, the A3C algorithm learns
a policy with multiple threads and each thread learns for a
different target. However, the target learned by one thread may
still be encountered by other threads. We extend traditional
A3C to incorporate sub-targets for data augmentation and
term this the target skill extension (TSE) module. Suppose
< s1, a1, r1, ..., sT , aT , rT > is a trajectory obtained by the
agent after it explored the environment, where s1 is a random
start state and sT is a terminal state. Previous approaches
only acquire the knowledge of how to go from s1 to sT ,
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Fig. 5. Our TSE module decomposes an explored trajectory into some
reasonable trajectories by selecting encountered sub-targets where they can
be the targets (e.g. s3) trained by other threads or other reasonable targets
(e.g. s5) which not used for training. Finally, our A3C model trains all divided
trajectories to speed up training process and improve data efficiency.
because they only train the policy pi(at|si, sT ; θ) (i ≤ T ),
and then discard the trajectory and start the next new round
of exploration. Nevertheless, such training way does not make
use of the explored experience. For each thread, in addition
to train pi(at|si, sT ; θ), our TSE module also train the policy
pi(at|si, sj ; θ) (i ≤ j) if sj is a reasonable sub-target. There
are many possible ways to define sub-targets and then divide
a trajectory into multiple trajectories according to them. For
each sampled trajectory, as illustrated in Fig. 5, we select some
observations contained at least one novel object (e.g. s5) or
the targets trained by other threads (e.g. s3) as sub-targets.
Novel objects refers to the objects that can be picked up and
is not used for training. In this way, we divide a trajectory into
multiple trajectories of different targets for training. Every time
after we train a sub-trajectory, we always assign the parameters
of global network to local networks.
F. Imitation Learning
Since training an agent from scratch is usually infeasible
using pure deep reinforcement learning approaches due to
huge state space and very sparse rewards, we also use imitation
learning to speed up training. We utilize only one expert
trajectory for each training target to assist agents. Generating
shortest path is usually not easy and there are multiple rea-
sonable ways of going from one state to another. In contrast,
we generate expert trajectories from the target location sT
to a random starting point s1 by limit action space (move
back, move left, rotate right) and their priorities. We select one
action that the coordinate of the environment will change after
taking this selected action at. Then we reverse the trajectory
to get a trajectory of length N from the starting point s1 to
the target sT . Our path generation method can ensure us to
get an approximate optimal trajectory. Instead of employing a
two-stage training process, we train the expert trajectories in
a online fashion and before a certain number of time steps.
IV. EXPERIMENT
In this section, we present the navigation results in compari-
son to several baselines without 3D knowledge graph and sub-
targets. We evaluate our method by testing its generalization
performance against unseen targets and unseen scenes. Our
results provided by our experiments show that 3D knowledge
graph and sub-targets is useful.
A. Experiment Setup
We evaluate our methods in the 3D indoor environment,
AI2-THOR [16], which covering four different room cate-
gories: kitchens, living rooms, bedrooms, and bathrooms. Each
room has a set of objects and rich styles. Compared with other
3D environments, AI2-THOR allows the agent to perform
several actions to interact with its scenes, such as open, pick
up, and push. Some objects in AI2-THOR are not directly
visible if there are no interactions. For instance, cups are not
visible since they always hidden in closed cabinets at the
beginning of random scene initialization. In our navigation
settings, the agent can perform two interaction actions (open,
close) to manipulate objects. A wide variety of objects, such
as fridges, cabinets, and drawers, can be interacted with. There
are a total 108 different objects in the AI2-THOR, so our 3D
knowledge graph have |V | = 108 objects.
Our navigation task is to train an agent that can navigate
from a random starting position to a pre-specified target loca-
tion only via egocentric view. Specially, our agent perceives
its navigation target through a pre-specified target image. We
select the objects that can be picked up (e.g. apple) or belong
to common household items (e.g. microwave) as navigation
targets. We select one nearest location as the destination for
our static targets and actionable targets. Our actionable targets
are likely to hide in receptacles which our agent can not see
them directly. In order to successfully find actionable targets,
our agent must learn affordances, for example, fridges can be
opened, and apples are often placed in fridges.
Our navigation task is considered successful if the agent go
to the destination and perform the stop action meanwhile. We
use navigation, view and interaction commands of the AI2-
THOR to conduct our experiments. We consider the action
spaces A = {move forward, move back, move right, move
left, rotate right, rotate left, look up, look down, open object
and stop}. We do not include close action because our agent
automatically apply close operation if it does not plan to apply
stop action at next time when it has opened a receptacle. We
provide a target-reaching reward (10.0) upon task completion
and a terminal reward (0.01) when our agent arrive at the
destination. To encourage shorter trajectories, we add a time
penalty (-0.01) as immediate reward.
Because kitchen rooms contain more actionable targets than
other type of rooms in the AI2-THOR, we evaluate our
methods in all kitchen rooms. We split the kitchen rooms
into three splits, 20 training rooms, 5 validation rooms and
5 testing rooms. Since there are approximately 2 actionable
targets for each kitchen room, we choose 20 rooms with more
actionable targets as training rooms. All actionable targets in
the training scenes are used for training. In practice, our TSE
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SPL/SR (%) RESULTS ARE SHOWN FOR OUR MODEL AND BASELINES. WE COMPARE AGAINST A RANDOM WALK BASELINE, IMITATION LEARNING, FF
A3C [1] AND OTHER LSTM MODELS. ALL THE ACCURACY VALUES ARE AVERAGED OVER 100 EPISODES FOR EACH TARGET.
static targets actionable taregets
seen scenes, seen scenes, unseen seen scenes, unseen
seen targets unseen targets scenes seen targets scenes
Random walk 0.11/1.56 0.26/14.86 0.29/15.84 0.02/0.23 0.08/3.25
Imitaiton learning 2.22/8.24 0.72/5.96 0.77/4.09 1.04/5.54 0.01/0.25
LSTM A3C 0.08/0.2 0.12/0.29 0.14/0.31 0.0/0.0 0.0/0.0
FF A3C 35.16/88.33 10.81/35.64 –/– 19.92/65.13 –/–
LSTM A3C+IL 46.04/93.19 11.72/36.58 5.15/18.03 32.82/84.6 1.94/13.75
LSTM A3C+TSE 42.58/93.16 10.82/35.0 4.31/16.69 32.51/84.3 1.35/13.37
LSTM A3C+IL+TSE 49.74/98.41 12.77/37.64 5.21/20.97 36.06/86.6 2.41/15.13
LSTM+KG 52.32/98.47 14.1/41.95 6.11/32.56 36.77/87.55 3.23/17.25
LSTM A3C+KG+Attention 52.58/98.44 14.89/44.25 7.20/41.09 38.51/88.78 5.26/21.13
module randomly sample 5 sub-targets form each explored
trajectory. All sub-target trajectories along with the explored
trajectory are used for training.
B. Evaluation Metrics
We evaluate our method based on two metrics: Success Rate
(SR) and the Success weighted by Path Length (SPL). SR is
defined as 1N
∑N
i=1 Si, which is the ratio of the number of
times the agent successfully navigates to the target and the
total number of episodes. N is the number of episodes and Si
is a binary indicator of success in episode i. SPL is defined
as 1N
∑N
i=1 Si
Li
max(Pi,Li)
, which is recently proposed by [59]
and considers both success rate and the optimal path length.
Pi represents the length of the path actually taken by the agent
and Li is the shortest path distance from the agent’s starting
position to the target in episode i.
C. Baselines
We compare the navigation performance to the following
models: (1) Random walk, the agent randomly picks an
action from the action spaces at each time step. (2) Imitation
learning, its policy is only trained with imitation learning (IL).
We use the demonstration actions provided by our path gener-
ation algorithm to conduct supervised learning with the cross
entropy loss. (3) FF A3C [1], which uses feed-forward (FF)
networks that take as input concatenated features from last-n
frames and target image to predict the next action. Because
their model consists of the scene-specific layers, which makes
their model lack of generalization ability to unseen scenes. (4)
LSTM A3C, which uses the same siamese fusion methods in
[1] to get the visual features. Then the visual features are
passed through a shared LSTM to predict the next action. (5)
LSTM A3C+IL, which incorporate imitation learning into
LSTM A3C. This model is trained not only using online
imitation learning, but also using A3C algorithm. (6) LSTM
A3C+TSE, which incorporate the TSE module into LSTM
A3C. This model is also trained with sub-targets that extracted
from explored trajectories. (7) LSTM A3C+IL+TSE, which
incorporate both imitation learning and the TSE module into
LSTM A3C. (8) LSTM A3C+KG, which incorporate 3D
knowledge graph (KG) into LSTM A3C+IL+TSE. It learns the
navigation policy according to visual features and the fusion
spatial features Q. (9) LSTM A3C+KG+Attention, which is
our final proposed model. It adds the attention mechanism into
LSTM A3C+KG and produce actions based on the final spatial
representations and visual features.
D. Results
For all learning models, we report their performance after
being trained with 40M frames (across with all threads). We
train our model with 140 threads, each thread learns for a
different target. All episodes have a maximum length of 5000
time steps for each training thread. We implement our models
in Tensorflow [60] and train them on an Nvidia GeForce GTX
Titan RTX GPU. For evaluation, we select the model that
performs best on the validation set in terms of success and run
100 different episodes for each target. To be fair, the initial
locations of the agent is randomly chosen and all models are
evaluated using the same set. Besides, the initial location is
at least 10 steps away from the target location. An testing
episode ends when either the agent reaches the target location,
or after it takes the maximum number of steps. The maximum
steps is set to 1,00 for seen targets within seen scenes, and
to 1,000 for unseen targets within seen and unseen scenes.
Since FF A3C [1] uses different policy networks for different
scenes, their model lacks of the generalization ability to unseen
scenes unless fine-tuned. Our model and other baselines use
a single policy network for different scene examples, which
more compact and generalizable.
Table I summarizes the results of our proposed model
and the baselines. We show the performance on seen targets
within seen scenes, next their generalization capabilities on
unseen targets within seen scenes. Finally, we investigate the
generalization ability to transfer the learned navigation skills
trained on a set of training scenes to previously unseen scenes.
In our setup, our targets are divided into two types, static
targets and actionable targets. Static targets can be directly
visible without any special operations, while actionable targets
are often hidden in closed receptacles and require an open
operation to find them. We provide the performance of static
9targets and actionable targets separately, but we only train one
model for these two type of targets over all scenes.
As shown in Table I, the performance is very poor when
agent apply random walk or trained only by imitation learning.
Due to huge searching space, random walk achieved very low
probability for agent to reach the target. Imitation learning,
which trained only with a small amount of expert data, also
lacks of navigation capability. We also show the comparison
results between our model and pure A3C methods. We can
see that a direct application of LSTM A3C does not yield
sensible performance, the agent exhibit no learning even after
millions of training frames. Moreover, FF A3C using scene-
specific layer can learn a good policy compared with LSTM
A3C, but is slower due to larger learning parameters. FF A3C
seems to not converge after 40M training frames.
The model trained by LSTM A3C+IL and LSTM A3C+TSE
performs better than FF A3C, this indicate that expert data
and sub-targets have a significant impact on accelerating
the agent’s learning rates. Dealing with sparse rewards is
one of the biggest challenges in reinforcement learning. To
some extent, both expert data and sub-targets are effective
in solving the sparse rewards problem. LSTM A3C+IL+TSE
that combines IL and TSE module together achieves slightly
higher performance than only use one of them. The model,
LSTM+KG, which also trained with spatial representations
compared with LSTM A3C+IL+TSE, acquires significantly
better navigation performance. Furthermore, our final model,
LSTM A3C+KG+Attention, achieves best results which indi-
cates the effectiveness of the attention mechanism.
We observe that all models obtain relatively high perfor-
mance when test on seen scenes and seen targets than across
unseen targets. In addition, the scenarios in which both scenes
and targets are unseen is more challenging, the performance
degrades drastically for both baselines and our proposed
models. These results indicate that all methods are prone to
over-fitting and trained agent does not really understand its
environments. However, we observed that our model improved
the performance on the unseen scenes by over 20% (static
targets) and 6% (actionable targets) as compared to models
trained without the 3D knowledge graph. We assume that this
is because the 3D knowledge graph facilitate learning general-
izable knowledge for navigation. The results demonstrate that
the 3D knowledge graph can extract information that is critical
for policy learning from the perceptible environment.
Compare static and actionable targets, the performance of
the actionable targets is significantly lower than the static
targets for all methods. There perhaps maybe two problems
for this. One is that the agent needs to infer which receptacles
the finding target located in. Another is that there are many
receptacles of the same type in the environment, such as many
drawers and cabinets, the agent needs to search one by one
and remember which ones it has been searched before.
Note that SPL is a rather stringent measure. Among all
the methods, We observe that the agent achieves very bad
performance when evaluate with SPL metric, which shows that
it is very difficult for agent to find the targets in the shortest
way. At best, an SPL of 50% is expected to be a good level of
navigation performance [59]. In our case, field of view for the
Fig. 6. Comparison of the average number of collisions at a trajectory (Bar
chart) and the success rate of the target object which can be seen after taken
the last action in unseen scenes (Red line). Fewer collisions and higher success
rate indicates better navigation performance. Our KG models achieve better
performance than the comparative baselines.
agents camera is orthographic, so there is no overlap between
two consecutive observations when taking a rotation operation.
Thus, contrary to the shortest path which may achieved by
our humans, the agent needs more exploration time steps to
integrate information to make the series of decisions.
We also show the average number of collisions and the
success rate of the last frame which contained at least one
target object at the end of trajectory in unseen scenes. From
the results in tabel I, as the LSTM A3C seems no learning and
FF A3C lacks of generalization ability in unseen scenes unless
fine-tuned, their results are not given in current situations when
considering performance in unseen scenarios. As shown in Fig.
6, our model get better results compared with other listed four
baselines. This indicate that the navigation system established
by the 3D knowledge graph helps to reduce collisions and
conduct target-induced explorations.
As illustrated in Fig. 7, We show an example of our model’s
spatial knowledge prediction in a kitchen room. At each
time step t, our agent select some most relative objects for
producing its next action. Note that these attended objects
could come from the current observations for reasoning or
obstacle avoidance, or could also come from the target image.
Since our target image can also contain multiple objects, the
agent is also needs to select the most informative objects from
that. What’s more, this way also gives a clear indication of
the ultimate targets it is looking for. We observe that our
agent could properly attend on appropriate objects which lead
to next action just like humans. For example, at time step
1, our agent attend most on the toaster when plan to take
the look up action. At time step 3, our agent attend on the
mug when plan to take the move left action. Besides, we
notice that agents tend to remind themselves of what they
are looking for almostly at every time step. Note that our
attention model is end to end trainable and we do not apply
any additional attention loss functions. It is totally self-inferred
according to the interactive loss. Our results indicate that self-
constructed spatial relationships can form general reasoning
and has potential to transfer learned skills when more complex
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Fig. 7. Example results of the attended objects predicted by our model at each time step t and the corresponding action to be taken at the next time. The
trained agent self-infers what objects it should attend on from the representations of the 3D knowledge graph to produce the next action. We visualize top-3
objects with the highest probability that the agent inferred at each time step. Our results show that the predicted objects indeed help the agent explore the
environment, avoid obstacles, and guide policy search.
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Fig. 8. t-SNE embedding of the total objects appeared in all kitchen rooms.
We show the node features extracted by the third GCN layer and project them
into 2D space. The result indicates that our model has learned relative spatial
layout afer exploring numerous rooms.
3D knowledge graphs are used in the future.
In order to understand what our spatial model learns, we
examine the node feature vectors learned by our GCN layers.
Fig. 8 shows the t-SNE [61] visualization of the node feature
vectors obtained from the third GCN layer. We observe that the
spatial arrangement of these node feature vectors is commonly
consistent with their corresponding 2D projections from t-
SNE. For example, vase and statue are usually placed on shelf,
so from the picture we can see that the distances between
their feature spaces are also close together. This means that
our model have learned to project objects into feature space
while retaining their spatial configuration.
Finally, we demonstrate the impact of sub-targets and imi-
tation learning on data efficiency. Our experiments were con-
ducted with 10M training frames and 13 targets (7 static targets
and 6 actionable targets) in a kitchen room. As shown in the
training curves in Fig. 9, FF A3C trained with scene-specific
layers converges faster than LSTM A3C using totally generic
Fig. 9. Training curves for our proposed TSE module and baselines. LSTM
A3C with sub-targets and imitation learning both converge faster compared
to two baselines with standard A3C after 10M training frames.
layers. LSTM A3C with imitation learning greatly speed
up the learning process, even though the expert trajectories
generated by our path algorithm are suboptimal paths. Besides,
LSTM A3C with TSE module also converges more quickly
than FF A3C and LSTM A3C, which indicates that sub-targets
could be a good alternative to expert data in navigation tasks, at
least in terms of data efficiency. We also test whether different
types of sub targets influence the training results. TSE(seen
targets) refers to LSTM A3C trained with sub-targets that only
include training targets. TSE(targets) refers to LSTM A3C
trained with sub-targets that include both training and unseen
targets. Both of these two different types of sub-targets achieve
great convergence results. The Experimental results prove that
our TSE module really make full use of the experienced data
by learning from failures, and can solve the problem of reward
sparsity in traditional reinforcement learning. We also shows
the results of LSTM A3C+KG which augment with spatial
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information and converges normally as well.
V. CONCLUSION
In this paper, we propose an efficient model to solve the
problem of target-driven visual navigation, an embodied AI
task where an agent must intelligently navigate to a destination
through first-person vision according to an assigned target im-
age. In our approaches, we integrate 3D knowledge graph and
sub-targets into classic deep reinforcement learning framework
to boost navigation performance. Sub-targets are generated
by our TSE module and allow agent to learn from failures.
Specifically, we use graph convolutional networks and atten-
tion mechanism both to form spatial knowledge reasoning and
guide policy search. Furthermore, we consider stop action and
actionable targets when evaluating navigation performance.
Our experiments, which evaluated in the AI2-THOR, show that
self-inferred spatial knowledge improves generalization ability
across targets and scenes. Our experiments also validates sub-
targets can greatly address the data efficiency problem. In our
future research, we will try to conduct experiments with more
complex types of spatial relationships for better results.
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