Introduction
It is well-known that d-dimensional Brownian motion is (neighborhood-) recurrent if and only if d ≤ 2; cf. Kakutani [Kak44] . Now consider the process This paper is organized as follows. In Section 2, we establish first and second moment estimates of certain functionals of the process X. We use these to estimate the probability that the sample paths of the process hit a ball (see Section 3 for the case d ≥ 2α and Section 4 for the case d ∈ (α, 2α)). With these results in hand, we give the proof of Theorem 1.1 in Section 5. This proof also uses the Baire category theorem. In Appendix A, we provide basic information regarding isotropic stable sheets and stable noise, and in Appendix B, some simulations of these processes.
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A portion of this work was done when D. Kh. was visiting the Ecole Polytechnique Fédérale de Lausanne. We wish to thank EPFL for its hospitality. Recall that the standard symmetric stable density is bounded above thanks to the inversion theorem for Fourier transforms; it is also bounded below on compacts because of Bochner's subordination ([Kho02, Th. 3.2.2, p. 379]). Thus, there exists a constant C :
Moment estimates
It follows that there is c < ∞ depending only on d such that
and the lower bound follows in the same way.
Lemma 2.2. If d > α, and if 0 < a < b are fixed, then there exists a finite constant
, and for all
Proof. By scaling,
where φ α is defined in (2.3). The lemma follows readily from this, its analogue for J n , and Lemma 2.1.
Lemma 2.3. There exists a positive and finite constant
such that for all 0 < s < s , 0 < t < t , and all ε ∈ (0, 1),
Proof. Consider the decomposition X(s , t ) = V 1 + V 2 , where (2.9)
Equivalently, in terms of the isostable noise X introduced in the Appendix, we can write
is clear that V 1 and V 2 are independent, and so we can write
(2.10)
Now V 1 is a symmetric stable random vector in R d . Thus, its distribution is unimodal: indeed, since the characteristic function of V 1 is a non-negative function, f V1 is positive-definite, and therefore f V1 (0) ≥ f V1 (x), for all x ∈ R d . In other words, we have sup
, where f V1 denotes the probability density function of V 1 . Consequently, (2.11) sup
Thanks to the Fourier inversion formula, the density function of
can be estimated as follows:
where λ is the area of the
, and C := C(d, α) is some nontrivial constant that does not depend on (s, s , t, t , x). It is easy to see that
Thus, for all 0 < s < s , 0 < t < t , and all x ∈ R d , (2.14)
Consequently, the lemma follows from (2.11).
Lemma 2.4. There exists a positive and finite constant A 2.4 := A 2.4 (d, α) such that for all 0 < s < s, 0 < t < t , and all ε ∈ (0, 1),
(2.15)
Proof. As in our proof of Lemma 2.3, we begin by a decomposition. Namely, write
where
, and X denotes the isotropic noise defined in the appendix. Note that V 3 , V 4 and V 5 are mutually independent, and
(2.17)
Now we proceed to estimate the probability densities of the stable random vectors V 4 and V 3 − V 5 , respectively. By Fourier inversion, and arguing as we did for (2.12), we can find a nontrivial constant C := C(d, α) such that for all s , t > 0,
Thus, there exists a nontrivial constant C := C(d, α) such that for all s , t > 0 and all ε ∈ (0, 1),
[the second inequality uses the lower bound in Lemma 2.1]. Similarly,
where λ denotes the area of (
Using the last three displays in conjunction yields an upper bound on P {|V 3 −V 5 | ≤ 2ε} which establishes (2.15).
The next technical lemma will be used in Lemma 2.6 below and in the next sections.
Lemma 2.5. Set (a) Observe that
If d/α > 2, then this is bounded above by
while if d/α = 2, then this is bounded above by
This proves the lemma.
For β > 0, define the energy E β (ν) of a finite measure ν by (2.33)
Lemma 2.6. If α < d, then for any η > 0, and all η < a < b < η −1 , there exists a constant A 2.6 := A 2.6 (η, d, α) such that for any ε ∈ (0, 1), all n ≥ 1, and for all 
SinceJ n ≤ J n , we only have to prove one inequality. Write
One might guess that T 1 dominates T 2 , since most self-interactions, along the sheet, are local. We shall see that this is indeed so. We begin by first estimating T 2 .
Thanks to Lemmas 2.1, 2.3 and 2.4, there exists a positive and finite constant C := C(η, d, α) such that for all ε ∈ (0, 1), for all n > a, for any s, s ∈ [a, b], and for all n < t < t ,
(2.37)
Consequently, there exists a positive and finite
(2.38)
In this way, we obtain the existence of a positive and finite constant C :
such that for all ε ∈ (0, 1), and all ν ∈ P([a, b]),
In order to estimate T 1 , we still use (2.37), but this time things are slightly more delicate. Indeed, equation (2.37) yields a constant C := C(η, d, α) such that for all ε ∈ (0, 1) and all ν ∈ P([a, b]),
Do the change of variables t − t = tu (t fixed) to see that the right-hand side is equal to
Use Lemma 2.5(a) and evaluate the dt-integral to get the inequality (2.42)
In light of (2.39), it remains to get a universal lower bound on Ed−α 
We have used the inequality |x − y|
We now address the analogous problem when d ≥ 2α in the special case where ν is uniform measure on 
Proof. Recall (2.36), and notice that (2.39) holds for all d > α. Thus, it suffices to show that the lemma holds with E[J 
Use the change of variables v = s − s (s fixed) and t − t = tu (t fixed) to see that the right-hand side is bounded above by
Apply Lemma 2.5(c) to see that when d > 2α, this is not greater than
while when d = 2α, this bound becomes Cε 4α n −2 log(n/ε α ).
3. The probability of hitting a ball (case d ≥ 2α)
The following two are the main results of this section. The first treats the case d > 2α. η, d, α, a, b ) > 1 such that for all n ≥ 2 and all ε ∈ (0, 1),
The case d = 2α is "critical," and the hitting probability of the previous theorem now has logarithmic decay. 
.
The case d = 2α looks different in form from the case d > 2α, but is proved by similar means; so we omit the details of the proof of Theorem 3.2, and content ourselves with providing the following.
Proof of Theorem 3.1. We begin by deriving the (easier) lower bound. Note that 
whence the asserted lower bound. Next we proceed with deriving the corresponding upper bound.
and consider the two-parameter martingale,
Clearly,
this and the triangle inequality, almost surely on 
By Lemma 2.5(d), this is ≥ Cε
2α /n. Therefore, with probability one,
Note that the left-hand side is a.s. equal to the indicator of the event {inf |X(u, v)| ≤ ε/2}, where the infimum is taken over all u ∈ [a, b] and v ∈ [n,
(3.12)
We have used the maximal L 2 -inequality of Cairoli [Kho02, Theorem 1.3.1(ii), p. 222] to derive the last inequality; Cairoli's inequality applies since the twoparameter filtration (F u,v ) is commuting; for a definition, see [Kho02, p. 233] . The proof of this statement, in the Gaussian α = 2 case, appears in [Kho02, Theorem 2.4.1, p. 237], and the general case is proved by similar considerations. Thus, (3.13)
Together with Lemma 2.7, this proves the asserted upper bound of the theorem.
4. The probability of hitting a ball (case d ∈ (α, 2α])
Recall that for any fixed r > 0, the r-dimensional Bessel-Riesz capacity of a compact set S ⊆ R + is defined as 
, and this makes sense whether or not E (d−α)/α (ν) is finite. Optimize over ν ∈ P(S) to deduce (4.2).
As for an analogous upper bound, we shall prove the following:
It is not difficult to show that Although λ is not a probability measure, it is easy to see as in Lemma 2.6 that
By Cairoli's L 2 -maximal inequality and (4.5),
Evidently,
where G ε (u, v) is defined in (3.7). Whenever s ≥ u and t ≥ v, the random variable X(s, t) − X(u, v) is independent of F u,v , and has the same distribution as
, and so from (2.4), we have the following a.s. on G ε (u, v):
Do the changes of variables s − u = s and t − v = n 2 t to see that this is bounded below by
(4.12)
This shows that a.s., (4.14)
In particular, with probability one,
where both suprema are taken over that for all ε ∈ (0, 1) and n ≥ 2,
Thus, the Borel-Cantelli lemma guarantees that a.s., for all but a finite number of
. This yields L d,α = ?, a.s., as asserted.
(b) We divide the proof of (1.3) into two cases: d ∈ (α, 2α) and d = 2α.
The case d ∈ (α, 2α)
. We begin our analysis of this case with a weak codimension argument. To do so, we will need the notion of a upper Minkowski dimension ([Mat95, p. 76-77]), which is described as follows: Given any bounded set S ⊂ R and k ≥ 1, define 
Proof. (a) Without loss of generality, we can assume that X ⊆ [1, 2] a.s. For any r ∈ (0, 1), let us consider a one-dimensional symmetric stable Lévy process Z r := {Z r (t); t ≥ 0} with Z r (0) = 0 and index r ∈ (0, 1). If Z r := Z r ([1, 2]), then it is well-known that:
(i) Z r is a.s. a compact set;
(ii) for all analytic sets F ⊂ R with dim H (F ) > 1 − r, P {Z r ∩ F = ?} > 0; (iii) for all analytic sets F ⊂ R with dim H (F ) < 1 − r, Z r ∩ F = ?, a.s.; and (iv) with probability one, dim
An explanation is in order: Part (i) follows from the cádlág properties of Z r ; parts (ii) and (iii) follows from the connections between probabilistic potential theory and Frostman's lemma [Kho02, Th. 3.5.1, p. 385]; and part (iv) is a direct computation that is essentially contained in McKean [McK55] . Now to prove the proposition, suppose to the contrary that with positive probability, dim H (X) > 1 − a. This and (ii) together prove that for any r ∈ (0, a), X ∩ Z r = ? with positive probability. On the other hand, by (iv), the upper Minkowski dimension of Z r is r < a, a.s. Therefore, the property of X mentioned in the statement of the proposition implies that a.s., X ∩ Z r = ?, which is the desired contradiction, and (a) is proved. = γ n,ε , . . . , 2γ n,ε − 1). We then apply the preceding inequality to deduce the following: Since γ
Proposition 5.2. (Case d ∈ (α, 2α]). If S ⊂ (0, ∞) is compact, and if its upper Minkowski dimension is strictly below
. This yields the following: as n → ∞,
and this is O(2 −nq ). Owing to the Borel-Cantelli lemma, with probability one, (5.8)
for all but a finite number of n's. In addition, by monotonicity, this statement's null set can be chosen to be independent of ε ∈ (0, 1). This shows that L d,α ∩ S = ?, a.s., as desired.
An immediate consequence of Propositions 5.1(a) and (5.2) is the following, which proves half of the dimension formula (1.3) in Theorem 1.1.
Corollary 5.3. (Case d ∈ (α, 2α] ). With probability one,
The remainder of this subsection is devoted to deriving the converse inequality. We need a lemma which is contained in Joyce and Preiss [JoP95] . 
We provide a proof of this simple result for the sake of completeness.
Proof. Define
The second equation above defines the set F of our lemma, as we shall see next.
Now suppose, to the contrary, that there exists a rational interval I such that 
Consequently, by monotonicity and the Hewitt-Savage 0-1 law, (5.12)
By path regularity (Proposition A.2), and since ε ∈ (0, 1) can be adjusted up a little, we have is any rational open interval such that
In particular, by (5.15), for all such rational open intervals I,
We would like to have the same statement withΓ n ε replaced by Γ n ε . If α = 2, this is clear; thus, one can go directly to (5.18). Assuming that α ∈ (0, 2), observe that the set S q of elements s of S ∩Ī which are isolated on the right (i.e., there is η > 0 such that S ∩Ī ∩ [s, s + η) = {s}) is countable. By Dalang and Walsh [DW92b, Corollary 2.8], with probability one, there is no point (s n , t n ) with the properties that X(s n , t n ) = 0 and s n ∈ S q ; see also (A.10) below.
Now set
Fix ω ∈ F , and suppose that X(s, t)(ω) = 0 for all s ∈ S q and t ≥ 0. We shall show that ω ∈ G. Indeed, fix n ≥ 3 and ε ∈ Q + . If there is some
, then there is an s ∈ (S \ S q ) ∩Ī ∩Γ n ε and a t ≥ n such that X(s, t)(ω) ∈ B ε . Since s ∈ S q , by the path regularity of X, there is an r ∈ S such that r > s, X(r, t)(ω) ∈ B ε and X(r−, t)(ω) ∈ B ε , so ω ∈ G.
We have shown that F ⊂ G a.s., and therefore,
It follows that S ∩ Γ n ε is a relatively open subset of S that is everywhere dense (in S ). By the Baire category theorem, with probability one, S ∩∩ ε∈Q+ ∩ n≥3 Γ n ε is an uncountable dense subset of S . In particular, with probability one, we can find uncountably-many s ∈ S such that for all ε > 0 and for infinitely-many integers n ≥ 1, there exists t ≥ n such that X(s, t) ∈ B ε .
In other words, we have shown that whenever S ⊂ [1, 2] is compact (and hence
is dense in R + and Proposition 5.1(b) shows that with probability one, P sup
Proof. Consider the stopping time,
with the convention inf ? := +∞. Clearly, P sup
(5.21)
By symmetry and the strong Markov property, the conditional distributions of
given L(T ) are identical on {T < t}. Therefore, the preceding becomes
Because Lévy processes are right-continuous, on the set {T < t}, we have L(T ) ≥ λ. Therefore, the triangle inequality implies that, on the set {T < t}, we always have − L(t) + 2L(T ) ≥ 2λ − L(t) . This proves the result.
We return to the proof of the fact that L 2α,α is everywhere-dense. 1 Gj∩Hj , where
, and We now improve this slightly by proving the following:
Proof. Thanks to (5.24), Lemma 5.5, and scaling, Next we show that
To prove this, note that whenever k ≥ j + 2,
Because X has stationary and independent increments, this is equal to
For the last equality, we have used the scaling property of X. For k ≥ j + 2, the ratio on the right-hand side is ≤ 4j2 j−k , and there are c > 0, γ > 0 and C < ∞ such that for k > c + j + γ log(j), 4(1 + θ)j2 j−k ≤ C(2/3) k−j ≤ 1. By (5.30), (5.31) and Theorem 3.2, we conclude that there is A 5.32 < ∞ not depending on N such that for such j and k,
Next we use (5.24) to estimate E[χ χ χ 2 N ] as follows:
(5.33)
We split this double-sum into two parts according to the value of the variable k:
Where j ≤ k ≤ c + j + γ log(j) and where c + j + γ log(j) ≤ k ≤ N . For the first part, we estimate the conditional probability by one, and for the second part by 
, and this is bounded away from zero, uniformly for all large N . Therefore, P{χ χ χ ∞ = +∞} is positive, and hence is one by the Hewitt-Savage zero-one law. That is, for each fixed ε ∈ (0, 1) and 0 < a < b, with probability one there are infinitely many n's such that
LetΓ n ε and Γ n ε be as in (5.14). By (5.36),
which is analogous to (5.15). We now use the Baire Category argument that follows (5.15) to conclude that with probability one, there are uncountably many s ∈ [a, b] such that for all ε ∈ (0, 1) and for infinitely-many n's, there exists t ≥ n such that X(s, t) ∈ B ε . Because with probability one this holds simultaneously for all rational 
where σ d denotes the uniform probability measure on S
d−1
, and c := c(d, α) > 0 is the following normalizing constant:
It is easy to see that c ∈ R, and hence, The inequality follows from Cairoli's maximal L 2 -inequality [Kho02, Th. 1.3.1(ii), p. 222], and the readily-checkable fact that (s, t) → W δ (s, t) is a two-parameter martingale with respect to the commuting filtration generated by the process e. The equality is a straight-forward about the variance of the sum of mean-zero L 2 (P)-random variables. Since (1 ∧ x 2 ) ν α (dx) < +∞, we have shown that η → W η (s, t) is a Cauchy sequence in L 2 (P), uniformly over (s, t) in a compact set. 
, t + h) − X(s + r, t) − X(s, t + h) + X(s, t).
(2) For all s, t, r, h, ≥ 0, ∆ r,h (s, t) has the same distribution as (rh) 1/α S α .
The process X is termed a two-parameter isotropic α-stable Lévy sheet. Note that the case α = 2 is substantially different: The process X is continuous and is the classical Brownian sheet [DW92b, Prop. 2.4]. For various α, a simulation of the sample paths of X is shown in Figures 1 and 2 . These simulations are explained in Appendix B.
Many of the regularity features of the samples of Y and W δ automatically get passed onto the sample functions of X, as can be seen from the construction of X. In particular, we have the following [DW92b, §2.4 
]:
Proposition A.2. The process X a.s. has the following regularity properties:
(1) X is right-continuous with limits in the other three quadrants.
(2) X(s, t) = 0 except for a countable set of (random) points (s n , t n ) ∈ R 2 + , where (A.10)
X(s, t) = X(s, t) − X(s−, t) − X(s, t−) + X(s−, t−).
(3) If X(s n , t n ) = x, then X(s n , t) − x(s n −, t) = x for all t ≥ t n , and X(s, t n ) − x(s, t n −) = x for all s ≥ s n . (4) The sample paths of X have no other discontinuities than those in 2. and 3. In particular: 
