Human affects are complex phenomena, which are studied for pervasive healthcare and well-being. The legacy pen and paper-based affective state determination methods are limited in their scientific explanation of causes and effects. Therefore, due to advances in intelligence technology, researchers are trying to apply some advanced artificial intelligence (AI) methods to realize individuals' affective states. To recognize, realize and predict a human's affective state, domain experts have studied facial expressions, speeches, social posts, neuroimages, and physiological signals. However, with the advancement of the Internet of medical things (IoMT) and wearable computing technology, on-body non-invasive medical sensor observations are an effective source for studying users' affects or emotions. Therefore, this paper proposes an IoMTbased emotion recognition system for affective state mining. Human psychophysiological observations are collected through electromyography (EMG), electro-dermal activity (EDA), and electrocardiogram (ECG) medical sensors and analyzed through a deep convolutional neural network (CNN) to determine the covert affective state. According to Russell's circumplex model of affects, the five basic emotional states, i.e., Happy, Relaxed, Disgust, Sad, and Neutral are considered for affective state mining. An experimental study is performed, and a benchmark dataset is used to analyze the performance of the proposed method. The higher classification accuracy of the primary affective states has justified the performance of the proposed method.
states [3] . In psychology, emotion is a conscious experience that can be characterized by functional mental activity and by the degree of contentment and discontentment. Therefore, affective states are inherently thought of as non-scientific and affective disorders are assessed through a psychological questionnaire, e.g., the Korean Mood Disorder Questionnaire (K-MDQ) [4] . According to neuroimaging research, the brain of a human consists approximately 100 billion neurons and glial cells, forming a well-structured communication network among themselves [5] . As emotion is characterized by functional mental activity, determining the true emotional state is very challenging. However, with advances in technology, scientific methodologies and tools are successfully being applied in emotion recognition [6] [7] , activity recognition and monitoring [8] [9] , stress measurement [10] , depression assessment [11] [12] , and mental healthcare [13] [14] [15] . This research applies signal processing [5] , big-data management [16] , Internet of Medical Things (IoMT) [17] and advanced machine learning [18] methodologies for mining the affective states of individuals.
The Geneva Emotion Wheel [19] represents 40 emotions, where valence and arousal levels are considered as the axes of 2D representation. However, it is difficult to classify each of these 40 emotions in the natural sciences, medical sciences and engineering perspectives and therefore only four to six basic emotions are studied in the facial expression recognition and image processing domains. Similarly, according to Russell's circumplex [20] of emotion, this paper studied five basic emotions such as Happy, Sad, Relaxed, Disgusted, and Neutral, as shown in Fig. 1 .
Most of the existing studies detect affective states by employing facial expression [21] [22] [23] , mood recognition by cognitive analysis [24] , speech pattern mining based emotion recognition [25] , sentiment analysis from social network posts [26] , and psychophysiological observation-based affective mood classification [27] . However, facial expressions can't express internal affective states, speech analysis is not feasible for continuous emotion analysis, individualsâȂŹ are not posting on the social network at every moment, and people may hide information in cases of the questionnairebased affective state assessment. In contrast, an internal affective state can be mined through medical sensor-based physiological observations. Moreover, psychophysiological observation based affective mood classification methods are also feasible for continuous and real-time monitoring of affective states. Therefore, this research focused on the analysis of arousal, and valence [28] levels in physiological signals to mine the hidden affective states or emotions. Here, IoMTbased [29] physiological sensors such as Electro-Dermal Activity (EDA), Electromyography (EMG), and Electrocardiogram (ECG) are applied to extract the levels of valence, and arousal of a user. However, the key challenge is mapping such medical sensor observations to user emotions, i.e., determining the biosensor signal patterns for each of the affective states. Therefore, the deep Convolutional Neural Network (CNN) model is used for mining the affective state from large volumes of medical sensor observations. The major contributions of this research are 1) an IoMTbased Affective State Mining (IASM) framework, 2) a testbed of real-time emotion recognition, 3) a performance study on DEAP dataset: 1) Affective state mining framework: Convolutional neural network (CNN)-based affective state mining framework is presented for real-time emotion recognition. The IoMT-based framework is composed of a Hadoop Distributed File System (HDFS)-based storage module, biosignal processing and feature extraction module, and a distributed CNN-based affective state miming module. Unlike legacy CNNs, in the proposed novel CNN architecture, the extracted features of the signal processing unit and high-level features from the last pooling layer are fused and fed into the fully connected layer to extract global discriminative features. Therefore, this affective state mining framework enables a platform of distributed processing and mining of massive data streams generated by the on-body medical sensors of a user. 2) Performance study on the DEAP dataset: The proposed CNN based affective mood mining approach is applied to the benchmark DEAP (Database of Emotion Analysis through Physiological Signals) dataset to study the performance of the proposed approach. The higher accuracy in the classification of valence and arousal justifies the performance gain of the proposed affective state mining approach. 3) Real-time emotion recognition test-bed: A test bed of real-time emotion recognition is developed via Lua-JIT programming and the Torch scientific computing library. BioSignalPlux sensors and API are used for collecting medical-grade sensor data from users. The trained model of the proposed CNN is applied for online emotion classification. The remaining sections of this paper are organized as follows: Section II reviews the related works. Section III discusses the details of the IoMT-based affective state mining framework. A comprehensive discussion of the proposed emotion classification methodology and performance study using DEAP dataset are stated in Section IV. The prototype test-bed implementation of real-time emotion recognition and performance evaluation are presented in section V. Section VI concludes the paper along with future directions.
II. RELATED WORKS
According to the survey presented in [30] , human affects has been studied by ancient Greek philosophers. In this ancient theory of affects, emotions are described as the causes of a change of mind. Beyond this, the theory of human emotions has been vastly studied in social psychology. Psychologists introduced self-assessment-based emotion measurement scales and defined different emotions as affective states. The Self-Assessment Manikin (SAM) [31] is one of the pioneering picture oriented affective state measurement scales for measuring arousal, pleasure, and dominance induced by certain stimuli. However, there are some impediments in selfreport and questionnaire-based affective state measurement models, e.g., off-line and abstract methods, where subjects can hide necessary information, provide misleading information, or not remember information. In a self-report, subjects may feel cautious in disclosing personal traits, or the questions may be misapprehended or misinterpreted. Moreover, it is also difficult to judge the significance of a solicited qualitative answer to a question in self-report-based methods of affective state determination. On the other hand, the biomedical sensor-based emotion recognition can overcome the limitations mentioned above.
In addition to psychological emotion assessment scales, several scientific studies have been carried out to detect human emotions automatically. Facial expression-based emotion recognition is studied in [22] , where the authorsâȂŹ used a maximum entropy Markov model (MEMM) [15] to recognize basic emotions. A decision tree-based typical facial expression recognition (FER) system is proposed in [32] . Support vector machines (SVMs) were used in [33] for facial expression-based emotion recognition. A hidden Markov model (HMM)-based FER is studied in [34] , where the authors' extract the emotions from time-sequential facial expression images of a video. However, such facial image analysis-based emotion recognition system analyzes facial expressions [35] , not emotions. In other words, FER can measure the valence level but not the arousal level of human emotions.
To overcome the limitations of the traditional selfassessment-based psychological emotion recognition and facial image analysis-based emotional expression recognition, the body sensor network [36] [37] or physiological observation-based affective state recognition system has been studied. Omar AlZoubi et al. [38] used brain electroencephalogram (EEG) signals to determine the affective state. An SVM classifier is applied to discriminate ten emotion classes with a maximum of 55% accuracy. In [39] , the higher order crossings of EEG are analyzed for emotion recognition. Quadratic discriminant analysis (QDA) and an SVM classifier are used to discriminate six basic emotion classes. The single and multi-channel EEG signal models achieve 62.3% and 83.33% classification accuracy, respectively. However, the EEG signal has a lower spatial resolution [40] and implements sophisticated methods to analyze the EEG signal observations, which requires a laboratory or clinical environment for data collection and experimental study. Therefore, EEG signal-based affective state mining approaches are generally not feasible for an ambient assistedliving environment. Furthermore, unlike a fully functional 16 or 32 electrode EEG sensor, the EDA, ECG and EMG sensors are wearable as a wrist or chest band, which are suitable for ubiquitous monitoring.
Changchun Liu et al. [41] proposed a physiology-based affect recognition system for patients with autism spectrum disorder (ASD). They used skin conductance (SC), ECG, EMG, and skin temperature (ST) sensors to analyze the three different affective states. An SVM classifier is used for successful classification of 82.9% of affective states. However, the study was solely on children with ASD and defined affective states such as anxiety, engagement, and liking. In a recent study [42] , radio frequencies are used for human heartbeat recognition, and measured heart-beat signals can be used for emotion recognition. That study considered four basic emotion classes and applied a 1-norm support vector machine (l 1 − SV M ) classifier to achieve 72% classification accuracy VOLUME 4, 2016 in a person independent experimental setup. However, heartrate variability determination through radio frequency is a passive measurement approach, which is unable to recognize individual emotions in a crowd, e.g., in a hospital, apartment or outdoor environment.
Sander Koelstra et al. [43] proposed physiological signalbased emotion analysis, where the authors used 40 channels of biomedical and peripheral sensors, including EEG, ECG and EMG signals [43] . That work is a pioneer in physiological signal-based emotion analysis and utilized a naive Bayes classifier to classify the valence and arousal levels. They gained 61.8% and 65.1% accuracy in valence and arousal level classification, respectively. The authors used an exceedingly large amount of sensors, including the complex 32-channel EEG signals, which requires an extensive environmental setup and is thus still not feasible for real-life usage. Therefore, this paper proposed a convolutional neural network (CNN) [44] based emotion recognition method, where wearable and light-weight electromyography (EMG), electro-dermal activity (EDA) and electrocardiogram (ECG) sensors are used to observe the physiological changes in different affective states. This research determines the valence and arousal [45] levels from physiological observations induced while watching the video stimuli of different affective states.The affective valence is described through a scale of unpleasantness to pleasantness, whereas the affective arousal is defined through a range of calming to exciting [45] . Based on the valence and arousal levels, the affective states are determined according to Russell's emotion circumplex.
III. IOMT-BASED AFFECTIVE STATE MINING (IASM) FRAMEWORK
The internet-of-medical-things (IoMT)-based affective state mining framework is presented in Fig. 2 . Processing biomedical signals and mining the affective states from the biosensor observations require complex processing environment as in [46] . Lightweight IoMT wearables [47] and hand-held devices with limited processing and memory capability are not feasible for analyzing such massive data. The proposed affective state mining framework leverages the hidden iceberg computation and enables real-time emotion recognition via hand-held or wearable devices.
A. IOMT NETWORK FOR PHYSIOLOGICAL DATA COLLECTION
In the proposed IASM framework, an IoT network of biomedical sensors is formed for collecting subjects' physiological markers for mining their affective states. There are three types of biomedical sensors such as electro-dermal activity (EDA), electrocardiogram (ECG), and electromyogram (EMG), as well as a sink node in the proposed IoMT network. The EDA sensor is used to determine the skin conductance level, which is based on the secretion of sweat and reflects the arousal level [48] . The ECG sensor is used to measure the arousal level by comparing the frequency bands of parasympathetic and sympathetic signals [49] . The electrical impulses of the zygomaticus muscle, which are observed via facial electromyogram (EMG) sensor, are used to discriminate the valence levels [50] . However, none of these biosensors' channels are individually adequate for extracting the valence and arousal levels of induced emotion. Therefore, the observation level fusion [9] [37] [51] of different biomedical sensor channels is used to classify human emotions. The gateway or sink node of the IoMT network collects the signals from the biosensors and sends those to the signal processing module for filtering and feature extraction.
B. SIGNAL PROCESSING UNIT (SPU)
The signals are stored in a Hadoop Distributed File System (HDFS) and HBase storage for distributed processing and feature extraction. The HDFS enables a cluster of computing nodes for parallel processing. The different channels of EMG, ECG, and EDA sensors are processed in parallel fashion for signal preprocessing and feature extraction. Therefore, the sensor data are split into time-sequential windows to speed-up processing through parallelism, and eradicating the need of ETL (extract, transform, and load) operations. The collected and stored physiological signals are down-sampled to 128Hz. Subsequently, the bandpass filtering is applied, and the filtered biosignals are used in sensible features extraction for pattern classification. Three different HDFS cluster nodes are used for feature extraction of the three different biomedical sensors.
The time and frequency domain features are extracted from ECG, EDA and EMG sensors. The peak amplitude, i.e., the signal peaks and index locations, are identified through a state-machine design approach. The extracted ECG features are: {mean(HRV ), sd(HRV ), sd(d (HRV )), p(N N 50), psd(HF ), psd(LF ), r(psd(LF ), psd(HF )), poincare(SD 1 ), poincare(SD 2 ), r(poincare(SD 1 ), poincare(SD 2 ))}; where, HRV, sd, d , d , p(N N 50), psd(HF ), psd(LF ), r(), poincare(SD 1 ), and poincare(SD 2 ) represent the heart rate variability [52] , standard deviation, first derivation, second derivation, number of successive normal-to-normal (NN) interval pairs differing by greater than 50 ms, power spectral density of the high-frequency band, power spectral density of the lowfrequency band, ratio, Poincare standard deviation one (i.e., fast beat-to-beat variability), and Poincare standard deviation two (i.e., longer term variability of interbeat interval), respectively. The raw and filtered ECG signals with detected peaks are shown in Fig. 3(a) and Fig. 3(b) , respectively. The power spectral density (PSD) of the ECG signal is shown in Fig. 4 . For analyzing the distribution of heart rate variability patterns, Poincare plots are utilized. The standard deviation of the ECG voltage dispersion is measured in the diagonal line (SD 1 ). Afterwards, the voltage dispersion of (SD 1 ) the normal or perpendicular line is determined as (SD 2 ). The Poincare graph is shown in Fig. 5 . However, the sharpness of the scatter pattern is evaluated via the SD 1 /SD 2 ratio.
The skin conductance level (SCL) associated with the various affective state is measured through EDA sensors. The electric field potential is measured between a specific point and reference point of skin to determine the SCL. The electrical conductivity and it's phasic change are determined to measure the skin conductance response (SCR). The extracted EDA features are:
, occ(SCR), (mean(SCR amp ))}; where, SC n , SC l , occ, and SCR amp represent the normalized skin conductivity, low-passed (cutoff frequency of 0.2 Hz) skin conductivity, occurrences or frequency of SCR, and the SCR amplitude, respectively. The measured SCL of a human subject is shown in Fig. 6 . Moreover, the first derivative of VOLUME 4, 2016 the measured SC signal is shown in Fig. 7 .
The electrical impulses of zygomaticus muscles were measured through zEMG, which holds the influential features of joy or happiness and therefore the valence level as well. The raw signal of the zygomaticus major EMG is shown in Fig. 8 
{mean(ZM A), sd(ZM A), integral(ZM A), d (ZM A)), mean(f f t(ZM A)), median(f f t(ZM A))};
where, ZMA, integral and fft represent the zygomatics major activity (ZMA), integrated ZMA and fast Fourier transformation, respectively. The integral of the Zygomaticus EMG (zEMG) determines the area under the curve (AUC) of the EMG signal, as shown in Fig. 9 , which is an estimation of the muscular efficiency.
C. TRAINING THROUGH A DEEP CONVOLUTIONAL NEURAL NETWORK (CNN)
The convolutional neural network (CNN) is a class of feedforward neural networks which were developed for handling deep network structures. There are three hierarchical layers in CNN design: 1) Convolution layer: A convolutional layer provides translation invariance. Since the convolution kernel works on every part of the sensor observation tensor, basically those kernels are searching for the same feature everywhere in the tensor. The shallower convolution layer extracts the edge features. However, the deeper convolution layers extract the potential features. 2) Pooling layer: A convolution layer is followed by a pooling layer for down-sampling the feature maps generated by the convolution layer. The downsampling in pooling layer reduces the number of learn-able hyper-parameters of CNN without loss of generality. 3) Fully connected neural network layer: The fully connected layer follows the traditional neural network architecture. Here, every input unit (i.e., the outputs of the last pooling layer) are connected to every hidden or output layer neuron. This layer produces the classification results. The convolution and pooling operations are depicted in Fig. 10 .
There are also three major operations in CNN: 1) forward propagation, 2) backward propagation, and 3) parameter up-gradation. In deep CNNs, the forward propagation P f orward is the composite function (1) 
If O is considered as the input of the convolution layer and P is considered as the output of the convolution layer, then (2) holds. Here, W = {w 11 , w 12 , . . . , w 1N ; . . . . . . . . . ; w N 1 , w N 2 , . . . , w N N } is the N × N convolution kernel. For simplicity, the linear dimension is considered as |W | = n, where, n must be greater than or equal to 1 but less than or equal to both |P | and |Q|.
Now, the partial derivative of the output P of (2) with respect to the kernel parameter W , will result in (3), which will be used in backward propagation and 1 ≤ i ≤ |W |. 
Again, the partial derivative of the output P of (2) with respect to the input observations O will result in (4) for backward propagation.
The activation function is considered as the rectified linear unit (5).
In the pooling layer, considering the m × m max pooling, the single output element of sub-sampling will be (6) . Here, the function g is the aggregate function of max pooling as defined in (7).
The cost function is considered as the squared error function (8) , which measures the difference or error among the ground truth labels L and forward pass estimations.
The gradient of the error is estimated through (9) , where ∂P ∂Wi is determined by (3).
Moreover, η O n is the gradient of the error with respect to the input O and can be determined through (10) . In backward propagation, η O n is determined in the convolution layer.
The error signal is passed along the backward direction as well as the pooling layer and is determined by (11) , where g is the derivative of the aggregate function g of (7).
In backward propagation, the determined error signal is passed through the activation layer (ReLU), followed by the convolution layer and the input layer. Therefore, the input layer receives η O (n−1)m+1:nm as an input using the following equation (12), where • is used to denote the Hadamard product.
Using (9), the gradient of the error ∂E ∂W = ∇ W E of the full network is determined, and the network parameters are upgraded through (13) .
In the proposed IoMT-based affective state mining framework, the biosignals sample data are partitioned into training, and testing sets. The described convolutional neural network (CNN) is used to train the proposed IASM model. To extract the high-level features, different kernels are used in the convolution layer to produce various feature maps. Additionally, to adopt non-linear properties into the decision function, the rectified linearization (ReLU) method is used on the output of the convolution layer and then, the feature maps are downsampled in pooling layer. To achieve the convergence of the deep CNN model, several blocks of convolution, ReLU, and pooling operations are executed iteratively. The fully connected layer is embedded at the end of the CNN model. In the legacy CNN architecture, the outputs of the last pooling layer are fed into the fully connected layer. However, in the proposed CNN architecture, the extracted features of the signal processing unit and high-level features from the last pooling layer are fused and fed into the fully connected layer to extract the global discriminative features. This feature adds novelty to the proposed CNN-based IASM model. The output of the fully connected layer produces the predicted class labels of emotions. In the training phase, the hyper-parameters of the proposed CNN are updated through back-propagation and the stochastic gradient methods. The trained CNN model is stored and applied for real-time emotion recognition. To analyze real-time emotions, the collected biosensor observations are fed into the trained CNN, which predicts the realtime arousal and valence levels of the induced affective state of the user.
IV. PERFORMANCE EVALUATION
The performance of the proposed emotion recognition approach, i.e., biomedical sensor observation-based affective state mining using a convolutional neural network, is studied using a benchmark DEAP dataset.
A. DESCRIPTION OF DATASET
The standard DEAP dataset [43] is used to evaluate the performance of the proposed IASM framework for affective state mining. The DEAP is a limited access dataset, which is developed for physiological signal-based human emotion recognition. Data were collected from 32 subjects. The total 40 video clips each of one-minute length are used as stimuli. The physiological observations of 32 channels EEG, 12 channels peripheral sensors, and one channel status are recorded for affective states recognition. However, this research used only 3 peripheral sensors i.e., electro-dermal activity (EDA), electromyography (EMG) and photoplethysmogram (PPG) observations for evaluating the performance of the proposed model of affective state mining. A 9-point Likert scale is used to collect the ratings of arousal, valence, liking, and dominance levels of the video stimuli. Therefore, the dimension of the used dataset is 32x40x3x8064; where 32 is the number of subjects, 40 is the number of video stimuli, 3 is the number of sensor channels, and 8064 is the number of sample data points.
The performance of the proposed IoMT-based affective state mining approach IASM is shown in Fig. 11 . The receiver operating characteristic (ROC) curves of the five affective states in DEAP dataset is presented in Fig. 11 . Five-fold cross-validation is applied in this study. The area under the ROC curve (AUC) in the overall ROC plot is 0.9474, 0.9433, 0.9389, 0.9155, and 0.9112 respectively for Sad, Happy, Disgusted, Neutral and Relaxed affective states, respectively.
B. TESTBED IMPLEMENTATION
A testbed is implemented to evaluate the performance of the proposed IASM system via a convolutional neural network (CNN). The Torch 7.0 deep learning framework is used for the implementation. The Lua programming language is used for development of the CNN model. After installing Torch, LuaJIT is installed, which is a just-in-time interpreter for compilation and interpretation of the Lua language. Moreover, for processing vast amounts of data, GPU programming is designed using the CUDA and CuDNN packages on top of the Torch interface. For the big-data loading interface, PyTorch API is used, which enables a Python 3.0 interface for data loading and storing.
To expose emotions of an individual, the video stimuli of DEAP dataset are used. The EDA, ECG, PPG, and zEMG IoMT-sensors are placed on the human body to collect biosignal observations while the subject is watching the video stimuli. As the electroencephalogram (ECG) and photoplethysmogram (PPG) sensors are complementary, the ECG sensor observations are used instead of PPG, which is used in the DEAP dataset. The significance of using ECG signal over PPG is that the ECG facilitates to extract potential discriminative features, e.g., p(N N 50), poincare(SD) (see section III(B)), other than the normal heart rate variability. To prepare the training and testing dataset, the subjects are requested to rate their arousal and valence levels using a 9-point Likert scale, while watching the video stimuli.
The collected PPG, EDA and EMG signal patterns are shown in Fig. 12, Fig. 13 and Fig. 14 , respectively for a subject. Refereeing those figures, it is shown that there is no pattern to individual biosensor observations which can distinguish the Happy, Relaxed, Disgusted, Sad and Neutral moods. The figures demonstrate the difficulty of finding psychophysiological markers for affective sate mining. Therefore, we need to combine the sensor observations to uncover patterns for emotion classification. Hence, the proposed nonlinear deep convolutional neural network model of IASM framework is trained and applied for identifying the real-time affective states of users. The performance of the developed IASM prototype is shown in Table 1 . The EDA observations induced very clear discriminative factors in the case of negative arousal, which is the key for sad emotions. Therefore, the proposed IASM framework has shown highest 90% classification accuracy in the case of mining sad emotions. The standard emotion circumplex of Russell didn't define the neutral emotion through arousal and valence axes. For simplicity, the valence and arousal levels between 4 to 6 of the 9-point Likert scale are considered as neutral emotion in the proposed IASM model. However, because of such linear definition, the CNN classifier suffers to discriminate neutral emotion from other affective states and produces a classification accuracy of only 84%. In summary, the proposed IASM model has achieved 87.5% classification accuracy in general, compare to the 72% of the radio frequency-based emotion analyzer [42] , 82.9% of the SVM-based emotion classifier [41] , and 61.8% valence and 65.1% arousal level classification accuracy of DEAP [43] . The CNN-based depth features of the proposed IASM play key roles in achieving the overall classification accuracy of 87.5%.
V. CONCLUSION
The wearable internet-of-medical-things market is rapidly growing, especially for health status monitoring and athletic VOLUME 4, 2016 training. Affective state recognition from wearable biosensors can complement context-aware recommendation, mood stabilization, and stress and depression management, especially for mental well-being. This research used the observations of biomedical sensors, which are lightweight and readily available within consumer products to infer human emotions. The proposed affective state mining method ensures a higher accuracy of 87.5% compared to the stateof-the-art physiology-based emotion recognition methods. The depth level features, which are generated through a convolutional neural network, play key roles in discriminating the affective states. The prototype implementation justifies the suitability of using the IASM framework for real-time emotion recognition. Even though the accuracy of the proposed deep CNN-based affective state mining method is relatively improved, there are still different approaches that can be taken to enhance the performance gain further. The biomedical sensor data are continuous and sequential, and therefore, the use of a time-sequential deep learning architecture e.g., deep recurrent neural network may enhance the classification accuracy.
