Prediction strategies
Suppose we are given a data set x 1 ; x 2 ; : : :; x i : : :; in this paper we consider only the simplest case, where x i 2 f0; 1g. Our goal is to predict the elements of the data set on-line: we predict x 1 , then predict x 2 given x 1 , : : :, then predict x i+1 given x 1 ; x 2 ; : : :x i , etc. At every step i the loss is measured by the some loss function (x i ; p i ), where the forecast is a real number p i and the actual outcome is x i . We suppose that this function is computable. For example, we consider the squared di erence (x i ; p i ) = (x i ? p i ) 2 and the log-loss function (x i ; p i ) = ? log p i if x i = 1 and (x i ; p i ) = ? log(1 ? p i ) if x i = 0 (in the following log means the logarithm to the base 2). Other loss functions are considered in Vovk 6 ], Haussler, Kivinen, Warmuth 2] (log-loss, Hellinger, etc); Vovk and Watkins 8] ( nancial theory); Yamanishi 11 ] (logistic), etc]. An interesting theoretical possibility (and sometimes an unsightly phenomenon of the real life) is \snooping", or choosing the learning algorithm depending on the sequence x. Of course, we can always built x into the learning algorithm and attain ideal performance, so we have to limit snooping; to do so, we will use the notion of Kolmogorov complexity of a nite object (see, e.g., Li and Vitanyi 3] ). Since the computable prediction strategy S is de ned by some algorithm, by complexity K(S) of this prediction strategy S we mean the Kolmogorov complexity of this algorithm. By de nition of Kolmogorov complexity K(S) is equal to the length of the shortest program computing values of S under some optimal way of programming. It is natural to suppose that all predictions are given according to a prediction strategy (or learning algorithm) p i = S(x 1 x 2 : : :x i?1 ). The total loss incurred by Predictor who follows the strategy S over the rst n trials x 1 ; x 2 ; : : :; x n is de ned Loss S (x 1 x 2 : : :x n ) = n X i=1 (x i ; S(x 1 x 2 : : :x i?1 )):
The main task is to minimize the total loss su ered on a sequence x = x 1 x 2 : : :x n of outcomes. The corresponding game-theoretic interpretation is given in Vovk 7] or in Vovk and Watkins 8] .
\Honest" learning algorithms S are those with small Kolmogorov complexity. Knowing x allows us to choose more complicated S (tuned for this particular x), but we will impose the restriction K(S) , where is a positive constant re ecting the degree of snooping allowed.
We impose the following restrictions on the loss function (!; p): there exists a positive computable real number b such that The log-loss function and squared di erence satisfy these conditions with b = 1 and b = 1 4 , accordingly. These conditions looks unnatural but they follow from the more natural conditions communicated to author by Yura Kalnishkan: Without loss of generality we can normalize an arbitrary loss function (!; p) satisfying conditions (1)- (4) (1)- (4)).
So, in the following we suppose that our loss function satis es conditions (1)- (4) with b = 1. By \perfectly mixable" loss functions we mean the following. Let us x > 0 (the learning rate). Put = e ? 2 (0; 1 (1) for all x, where = e ? and the corresponding loss function is -mixable. A variant of Vovk's construction is given in Section A below.
Snooping curves
We will consider loss functions satisfying conditions (1)-(4) with b = 1. For any data sequence x we consider the \snooping curve" (or \snooping function") L x ( ) = inf
where n is the length of the nite binary sequence x. In the following the length of x will be denoted by l(x). Proof. It is naturally to include the information on the sequence I = ( 1 ; : : :; k ; m 1 ; : : :; m k ) in the condition, i.e. we consider the conditional Kolmogorov complexity K(Sjn; I) of a prediction strategy given n and I (see Li and Vitanyi 3]). For simplicity of the exposition we omit these conditions and write K(S). For any prediction strategy P we consider the loss incurred over a fragment y m+1 : : :y k of a sequence y 1 : : :y n , where m < k n. has the maximal terminating time among all programs computing values P j (z) for all j k(i) and all z of the length n with given corresponding degree of accuracy. The important feature of this program is that using p i we can compute also all values of P j (z) for all j i. Let us de ne a sequence y of the length m 1 by mathematical induction on i. Let Since these conditions are overlapped, we choose that the rst was computed. We have also K(U i ) i + 2 log 2 i + c for some constant c, since the prediction strategy U i can be de ned by the number i and by the program p i . 2 Let (n) and (n) be two non-negative non-decreasing unbounded functions such that (n) < n for all n and (n) = o( (n)) as n tends to in nity. We will study the asymptotic behaviour of snooping curve in the rectangle 0 (n) and 0 (n). To do this, consider the family of \normalized" functions f x (t) = L x ( (n)t) (n) ; where n = l(x) and 0 t 1. We consider the space L 1 = L 1 ( 0; 1]) with the norm jjfjj = sup The most interesting case is (n) = O(log n). A Appendix: Aggregating algorithm
For any prediction strategy P we consider the loss incurred over a fragment y m+1 : : :y n of a sequence y 1 : : :y n , where m < n. We present the Vovk's aggregating algorithm in a form convenient to us.
Proposition 1 Let a loss function (!; p) be -mixable and = e ? . For any 1 m n, any nite sequence P 1 ; P 2 ; : : :; P k of computable prediction strategies and a sequence r(1); : : :; r(k) of nonnegative real numbers, summing to 1, a computable prediction strategy P exists such that for any binary sequence y 1 : : :y n Loss P (y m+1 : : :y n jy 1 : : :y m ) log k X i=1 r(i) Loss P i (y m+1 :::ynjy 1 :::ym) (4) Proof. Remember that for any prediction strategy P the loss incurred on a fragment y m+1 : : :y n of a sequence y 1 : : :y n is de ned 
