The problem of calculating multicanonical parameters recursively is discussed. I describe in detail a computational implementation which has worked reasonably well in practice.
Introduction
Recently Monte Carlo (MC) sampling with respect to unconventional ensembles has received some attention [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . In the multicanonical ensemble [1, 5] one samples configurations such that exact reconstruction of canonical expectation values becomes feasible for a desired temperature range. This requires a broad energy distribution, and leaves innovative freedom concerning the optimal shape [7] . Considerable practical experience exists only for the uniform energy distribution, where one samples such that:
(a) The energy density is flat in a desired range
(b) Each configuration of fixed energy E appears with the same likelihood.
It should be noted that condition (b) is non-trivial. A simple algorithm [21] exists to achieve (a), but which give up (b). Exact connection to the canonical ensemble is then lost.
Such algorithms are interesting for hard optimization problems, but unsuitable for canonical statistical physics. The present paper focuses on achieving (a) and (b).
The average computer time τ , measured in updates, which it takes to proceed from E min to E max and back has been named "tunneling time" [1, 2] . It should be noted that the method overcomes free energy barriers actually not by a tunneling process, but through moving along valleys, which are connected to the disordered phase. Once an updating scheme is given, like standard Metropolis, it is an interesting theoretical question to find the weight factors which minimize the tunneling time. It is by no means clear that this will be the uniform choice (1), on which the present paper is focused.
Multicanonical and related sampling has allowed considerable gains in situations with "supercritical" slowing down. Such are:
(a) First order transitions [1, 9] , for a recent review see [20] .
(b) Systems with conflicting constraints, such as spin glasses [2, 4, 17, 18] or proteins [15, 16] .
To achieve a flat energy distribution, the appropriate unnormalized weight factor w(E)
is the inverse spectral density w(E) = n −1 (E), just like the weight factor for canonical MC simulations is the Boltzmann factor w B (E) = exp(−βE). Now, the spectral density is apriori unknown. Otherwise we would have solved the problem in the first place. Presumably, reluctance about simulations with an a-priori unknown weight factor is the main reason why the earlier umbrella sampling [22] never became popular in statistical physics.
For first order phase transitions the problem of the a-priori unknown weight factor is rather elegantly overcome by means of finite size scaling (FSS) methods [1, 9, 10, 12, 20] .
A sufficiently accurate estimate is obtained by extrapolation from the already simulated smaller lattices. The smallest lattices allow still for efficient canonical simulations.
For systems with conflicting constraints the situation is less satisfactory. For instance for spin glasses one has to perform the additional average over quenched random variables (which are the exchange coupling constants). Different choices of these random variables define different realizations of the same system. For the Edward-Anderson Ising spin glass it turned out [2, 17] that, even for identical lattice sizes, different realizations need different weight factors. Each system requires a new estimate of the weight factors with no a-priori information available. To achieve this, a recursion 23 was introduced by Celik and the author [2] . However, details of the recursion (see section 3) may need considerable attention by hand. This attention is possible when only a few lattices are simulated, but impractical when hundreds or even thousands of different realizations have to be handled. This renders it inconvenient for more complicated situations, like the 3d Edwards-Anderson Ising (EAI) spin glass.
Consequently, the recursion actually used in Ref. [17] , where multicanonical simulations were performed for more then 1,500 different realizations of the EAI model, differed from the one described in [2] . The main purpose of this article is to describe this particular approach. In each recursion step the statistical information from all previous runs is used directly for estimating the multicanonical parameters as well as for noise reduction. Further, the recursion turned out to be robust. Little attention by "hand" was needed. However, no claim is made that it is in any sense optimal (actually the author is considering various improvements). It is supposed to be a reasonable starting point to provide a running code quickly.
The paper is organized as follows: In section 2 generalized Ising models and related preliminaries are introduced. Mainly for pedagogical reasons I focus on them for examples of this paper. It is clear that generalization to other systems is straightforward, although possibly tedious for continuous systems. In section 3 I introduce the multicanonical method, and discuss the recursions given in the literature [2, 13] . Section 4 describes the recursion which I invented for the simulations of [17] , and section 5 illustrates its performance. Summary and conclusions follow. The appendix gives and explains a corresponding program listing.
Generalized Ising Models
Let us consider a d-dimensional hypercubic lattice of volume V = N = L d with periodic boundary conditions. Spins s i = ±1 are located at the N sites, and exchange interactions J ik = ±1 at the dN links of the lattice. The energy of generalized Ising models is given by
where the sum is over the nearest neighbors. For J ik ≡ 1 the standard Ising ferromagnet (IF) is recovered. When the J ik are quenched random variables, one obtains the EAI spin glass.
I confine the subsequent discussion to these two situations, although there are other cases of interest [24] . Let us further restrict the EAI spin glass to the situation <ik> J ik = 0.
The partition function may be written as
where n(E) is the spectral density [25] , more precisely the number of configurations (or states) with energy E. As the system has 2 N different states, this implies the normalization
The lowest possible energy is −dN, reached when each link contributes J ik s i s k = 1. For the IF this is achieved with either all spins up (+1) or all spins down (−1). For a generic configuration the possible energy increments under the flip of a single spin are
Consequently n(E) may take non-zero values for
For instance for the IF n(−dN) = 2, n(−dN + 4) = 0, ..., and n(−dN + 4d) = N. For a typical EAI spin glass configuration the groundstate energy E min is considerably larger than −dN.
Multicanonical Sampling
In the pedagogical review [5] I emphasized that the inverse spectral density is the appropriate weight factor to obtain a flat energy density
Here β(E), α(E) is the multicanonical parameterization [1, 2, 27] . Its rationale is to relate to the temperature. It should be noted that MC calculations are insensitive to an over-all independent factor, i.e. against replacing w(E) by c w(E). In the following I will exploit this property from time to time, and not trace back the corresponding multiplicative or additive constants. If necessary they may be obtained by introducing a convenient normalization.
The spectral density may be written as
where S(E) is the microcanonical entropy [25] . The thermodynamical relation for the inverse temperature (β = T −1 , where my Boltzmann constant convention is k = 1) is
For models with discrete energy values this may be translated into
where ǫ is the smallest possible energy increment such that n(E + ǫ) and n(E) are both non-zero. I.e. typically we have ǫ = 4 for the model of section 2 (special care is needed for the IF close to its groundstate). Note that equation (10) is in part convention. Other valid options would be Once β(E) is given, α(E) may be determined recursively. The equality of e −S(E) and
Using (10) to eliminate the term ǫβ(E − ǫ), we find for α(E) the recursion relation
Here α(E max ) = 0 is a choice of the over-all multiplicative constant, needed to start off the recursion.
To perform a multicanonical simulation, we do not need to know the exact weight factor (7). Instead, a working estimate w(E) of w(E) is sufficient, such that the sampled energy histogram H(E) is approximately flat in the desired energy range (1). In the subsequent discussion I use the notation n(E), S(E), β(E), α(E) for estimators of the corresponding quantities n(E), S(E), β(E) and α(E).
The technical feasibility of multicanonical sampling depends on the existence of efficient methods to obtain an acceptable estimate w(E). 
Recursive multicanonical calculations
Let H n (E) be the unnormalized histogram obtained from a (short) multicanonical simulation with w n (E). At energy values for which H n (E) is reliable, the new estimate is
Clearly (12) fails for energy values for which H n (E) = 0, and also values like H n (E) = 1 or 2 are of course statistically unreliable. Worse, even large values like H n (E) = 10 6 may still not give reliable estimates. Namely, situations can be encountered where the integrated autocorrelation time is of the same order of magnitude or even larger. Before I come to a more thorough discussion of this problem, I would like to discuss two approaches in the literature.
To be definite, let us assume that the starting point for the recursion is
In general this is a reasonable choice, which will allow us to recover the normalization (4) when desired. For some practical applications other choices, like a canonical simulation at a certain temperature, may be more convenient.
In the paper by Celik and myself [2] equation (12) was stated in the multicanonical notation (7). It reads then (note ǫ = 4 in Ref. [2] )
The function α n+1 (E) is then determined by equation (11) . In addition to (14a) specific rules were given about how to exclude unreliable histogram entries. Namely,
Here E n median is the median of the n th energy distribution, and E n cut−off < E n median is an energy cut-off, such that in simulation n the temperature is kept constant for E < E n cut−off . Further, note that the starting condition (13) becomes
Lee [13] states his recursion in two parts:
and
The first part is obviously equation (12), as follows from
identity [14] of (15a) and (14a) follows from (10) . Obviously (15a) is a convenient intermediate step to derive (14a). The second part (15b) is a specific prescription about how to handle H n (E) = 0. The other unreliable H n (E) are included into the recursion (12) . Let us note the following:
(a) Besides from minor notational differences, it is uniquely determined how to handle the reliable part of the data. One should note that the equivalent equations (12), (14a) and (15a) are all non-local in the sense that ultimately histogram entries over the entire sampled range will determine the transitions amplitudes from one energy to the next.
It may be a little surprising that equation (14a) looks less local than equation (12) or (15a). This is entirely irrelevant, because the weight factors are only auxiliary quantities to determine (for instance by detailed balance) the decisive transition probabilities
forms a (sparse) matrix, and its eigenvector with eigenvalue one is finally supposed to become the spectral density, i.e. determines the weight factors. This diagonalization (c) Note that the median rule of (14b) freezes estimates on some part of the already covered energy range. One should improve on it by using subsequent statistics when available.
In [2] it was suggested to combine the median rule with upper bounds on the energy, such that the energy range gets reasonably restricted. However, it is then difficult to ensure ergodicity. Lee's proposal (15b) looks attractive because of its simplicity. It works for the very small systems considered in his paper, but for many realistic situations it will lead to an unacceptable slowing down. The reason is that (15b) is equivalent to simulating with a constant weight factor (7) . Now, at low temperatures one typically encounters
Therefore, for a not yet covered energy range E ≤ E 0 one will need of order V attempts just to achieve once the transition E 0 → E 0 − ǫ.
The rule β n+1 = β n+1 (E cut−off ) for E < E cut−off from (14b) achieves a far better performance for this situation. Assume that β(E) is monotonically increasing towards lower energies (exceptions are first order phase transitions). A canonical simulation with β n+1 (E cut−off )
will have its maximum energy density at E = E cut−off , because its first derivative with respect to the energy is zero there. The width of its energy distribution is of order √ V . Consequently, there will be no weight factor problem associated with proceeding towards lower energies. In practice one has to use estimators β n+1 (E). One would like to chose E cut−off as low as possible, but one encounters noise problem when the cut-off energy is shifted too far towards the edge of the reliably covered energy range. With some experience a good "pick" for E cut−off can be achieved by just inspecting the function β n+1 (E). Alternatively, one may use a fit β n+1 max from several energy values instead of β n+1 (E cut−off ), or even fit the continuation of the entire function β n+1 (E) for E < E cut−off (with the penalty of spurious instabilities). In any case, in energy regions where (16) holds, one expects a performance increase by at least a volume factor over using (15b). On the other hand, it is precisely this part of the recursion (14) which required annoying attention by hand. This experience can, of course, note rule out the possible existence of some more perfect fitting procedure, to estimate β n+1 (E) towards lower energies.
How the recursion (14) slows down with volume depends thus on the details of its implementation. Typically, one has to cover a macroscopic energy range, i.e. E max − E min ∼ V .
The optimal slowing down of a single multicanonical simulation on this range is ∼ V 2 , cor-responding to a random walk in the energy [1] . Of order V 0.5 simulations are needed to iterate from an initial canonical distribution up to covering the entire energy range multicanonically. This leads to an optimal slowing down ∼ V 2.5 for the recursion. That this is not an overestimate follows from the fact that the slowing down of a multicanonical simulation on half the energy range still scales with V 2 , and it still takes of order V 0.5 simulations to iterate from half the range to the full range.
Accumulative Recursion
I now introduce a recursion which calculates β n+1 (E) on the basis of the statistics accumulated in all previous runs n, n − 1, ..., 1. For this purpose let us first re-write (14a) as
where
Equation (17) still holds when H n (E) and H n β (E) are replaced by non-zero linear combina-
The accumulated statistics can be presented by suitable choice of the weight factors W m (E).
The optimal choice is not clear, as it may depend non-trivially on the dynamics. In practice
has worked well. It relies on the conservative assumption that each contribution to the estimate
will be as good as its weakest part. This equation is supplemented by
for the case that eitherĤ n (E + ǫ) orĤ n β (E) has insufficient statistics. To provide some feeling for the estimator (21) let me discuss two special cases.
(a) When the desired, flat distribution is already reached, the weight factors (20) equal 1 up to statistical fluctuations. Let us ignore fluctuations for the moment. Then H n−1 (E + ǫ) =Ĥ n−1 (E) holds before the n th run, which uses β n (E) as defined by equation (21) . In the n th recursion H n (E+ǫ) = H n (E) is obtained by assumption. This
Equations (19), (21) yield β n+1 (E) = β n (E), i.e. the β(E) function is a fixed point when the sampled distribution is flat.
(b) Consider the first recursion, carried out with β 0 (E) ≡ 0. The sampling results will be
, which is already the final multicanonical answer due to the fact that we have neglected statistical fluctuations. Quite generally it can be shown that the desired multicanonical function β(E) is an attractive fixed point of the recursion.
In practice there may be severe statistical fluctuations due to only few, correlated entries in H n (E + ǫ), H n (E) or both. If the number of entries in both arrays is small, but approximately equal (W n (E) ≈ 1), equations (19) guarantee that increase fromĤ n−1 →Ĥ n is in proportion the the generated statistics (assuming similar autocorrelation time in runs n − 1, n − 2, ...). If the number of entries is only small in either H n (E + ǫ) or H n (E), the weight factor (20) correct for the asymmetry. The larger statistics is reduced to the smaller one, and the smaller even more suppressed. As the ratioĤ n (E + ǫ)/Ĥ(E) determines the estimate β n (E), it is clear that a large statistical fluctuations in either the numerator or the denominator is sufficient to destroy the entire estimate. The weight factor prevents this.
The obvious advantage of equation (21) over recursion versions of section 3 is that the accumulative statistics of all runs is used to reduce statistical fluctuations. In [17] we have not supplemented the present recursion by a median restrictions of the type (14b), although this might lead to further improvements. Without such restrictions, typically the recursion leads quickly to rather high β values, and works its way back from the corresponding low energy values through the entire energy range. Occasionally this has led to "hang-up" situations, for which a simple "retreat" strategy has turned out to be sufficient. For the case of generalized Ising model, the appendix gives and explains an actual program listing, which was used for the numerical illustrations of the next section. A generalization of my recursion to non-flat distributions, like for instance those proposed in [7] would be straightforward.
Numerical Tests
I confine myself to reporting results for the 3d IF and the 3d EAI spin glass. Similar tests have been performed for the 2d IF and are in progress for the 2d EAI spin glass as well as for fully frustrated Ising models [29] . To keep the relation to the program listing in the appendix close, I shall use
instead of the energy, defined by (2). The rationale of I A is its range:
in typical increments of 1. For comparison, we had −dN ≤ E ≤ dN in typical increments 
Three dimensional Ising ferromagnet
The first few terms of the low temperature expansion on a finite (but sufficiently large) lattice collected in table 1. The present computer program is unsuitable to cope with n(I A (expected) experience from these runs is that the recursion remained stable after the first tunneling. The tunneling time tau is then measured after the first tunneling has occurred, while continuing to update the parameters. Table 2 collects the measured tunneling times τ , and states on how many tunneling events n τ the estimates actually rely.
By τ 0 I denote the time (as always in updates) it takes until the first tunneling has taken place. This is essentially the time our recursion needs to provide a reliable estimate of the multicanonical parameters, and it will therefore be called recursion time in the following. 
where Q is the goodness of fit [30] . It should be remembered that the lower bounds are δ = 2
[1] and δ 0 = 2.5 (see section 3).
To demonstrate that after a few tunneling events the multicanonical parameters are indeed already useful, I have also measured a tunneling time τ 1 , obtained by fixing the multicanonical parameters after the first four tunneling events. Table 2 contain also the corresponding estimates τ 1 . Within the statistical errors, there is no difference with the estimates τ . Due to statistical fluctuations, one can then imagine that immediately after one of the first few tunneling events the generated multicanonical parameters are positively correlated towards a more optimal choice. A more detailed future analysis may be desireable.
Three dimensional Edwards-Anderson Ising spin glass
As before, the recursion times τ 
Here, as well as in the previous section, the routine GFIT from [30] gives results perfectly compatible with the linear fit results. A figure corresponding to (27) and (28) looks similar to figure 2, but is not very instructive as all three fits lines are almost on top of one another.
The exponent δ is smaller than the one reported in [17] . The reason is that it is differently defined. In [17] the tunneling time was averaged over all realization, whereas here I have picked single, typical realizations. There is evidence that for the worst realizations the tunneling time slows down exponentially with L. This spoils the power law fit for the average over all realizations.
Summary and Conclusions
For the 3d Ising ferromagnet it is clear that the FSS methods employed in [1, 9] provide reliable estimates of the multicanonical parameters more efficiently than the recursion of this paper. On the other hand, the FSS approach breaks down [2] for the important class of disordered systems. Then recursions like the one of this paper become crucial to enable the method, and the Ising ferromagnet is still a suitable testing ground to set quantitative performance scales. These are now given, for the first time, by tables 2 and 4. Table 4 corresponds to the important case of a typical Edwards-Anderson Ising spin glass. Future investigations will have to cope with these standards. It is my hope that they will bring improvements in the constant factor, and possibly towards a V 2 power law behavior, which is optimal for any kind of local random walk behavior.
Appendix
In this appendix I describe the actually used computer implementation for the accumulative recursion of the multicanonical parameters. The relevant Fortran subroutine is listed next.
It is not claimed that this subroutine is in any sense optimal. It just worked sufficiently well for the described examples. which implement our equations (19) and (20) (21) and (11) . Of course, A(NAMIN)= 0. The parameter EPS prevents that the β-recursion takes place without sufficient statistics, and otherwise equation (22) is chosen.
Some complications arise, mainly because a "retreat" strategy has been implemented to get out of certain "hung-up" situations. To discuss them is beyond the scope of this paper, as the relevant (spin glass) configurations require more detailed investigations first. In short, an extreme difference between HAMU(IA+1,2) and HAMU(IA,2) can turn out to be artificial, such that its statistics is better not trusted. "Extreme" is defined by the parameter FRTRT, 
