x (T)) over all times T > 0 and arcs x : [0, T] -~ [Rn satisfying
The endpoint conditions on x and T are given by When S = ~ T ~ x D for some T > 0 and D ~ we have a fixed-time problem. Any solution x of the problem obeys a well-known set of necessary conditions built around the Hamiltonian inclusion [2] , Ch. III. Among these conditions is the terminal transversality relation, which asserts for the fixed-time problem above that the adjoint variable p is transverse to the effective objective function at x (T):
where ND (z) is the cone of normals to D at zeD. The hypotheses under which the Hamiltonian necessary conditions apply require that the multifunction F be Lipschitz in x, but perhaps only measurable in t. Our focus here is upon the nature of the t-dependence: we emphasize that measurability is a workable and natural hypothesis in the derivation of necessary conditions for fixed-time problems.
This contrasts sharply with the situation in which the terminal time T may vary. To clarify the issue, consider the free-time problem in which the set S above equals (0, + oo) x D and does not depend on T. It is clear that any solution (T, x) to this free-time problem is also a solution to the fixed-time problem whose terminal constraint set is ~ T ~ x D. Thus the Hamiltonian necessary conditions, including ( 1. 3), certainly pertain, assuming only measurable t-dependence. However these conditions fail to account for the additional degree of freedom arising from the variability 575 DIFFERENTIAL INCLUSIONS WITH FREE TIME of T. One more condition is required. The nature of this additional condition has long been known (see Pontryagin et al. [11] [8] and [1] [15] , [2] ). An explanation of the difficulties encountered in trying to weaken the continuity hypotheses was offered by Ioffe [6] . An illustration of the application of optimality conditions of this nature to free time problems with data discontinuous in the time variable is provided in [7] .
Our proof is a finite-dimensional application of proximal analysis. This approach, introduced in [2] (Infinite-dimensional perturbations of the left side were studied in [5] .) Thus we fix any coe(0, o) and vector 8 = ( a, ~, P, ~, p) in ~ 1 + n + ~ + n + 1 ã nd consider the problem
The value function + n + 1 + n + 1 U { + ~ ~ arising from this family of problems is simply V(O)=inf P ( 9) . Since ( a, b, x) solves problem (P) it also solves P(0), whence V (o) _ ~ l, x (b) ~ is finite. Conversely, whenever V(0) is finite [i. e., whenever there exists a triple (a, b, x) satisfying the constraints of P(Q)], problem P (6) The objective value of ( a, b, x) in the original problem ( P) is majorized by the constant value of z in ( P), and the terminal value y(b) in ( P) equals | x ( t ) -x ( t ) | 2 d t .
Consequently the value of (a, b, x, y, z) in (P) is greater than or equal to the value of (a, b, x) in (P), and this inequality is strict unless x --_ ac. Indeed, the arc is the unique solution of problem ( P) . 
