We investigate the statistics of stationary points in the sum of squares of N Gaussian random fields, which we call a "chi-squared" field. The behavior of such a field at a point is investigated, with particular attention paid to the formation of topological defects. An integral to compute the number density of stationary points at a given field amplitude is constructed. We compute exact expressions for the integral in various limits and provide code to evaluate it numerically in the general case. We investigate the dependence of the number density of stationary points on the field amplitude, number of fields, and power spectrum of the individual Gaussian random fields. This work parallels the work of Bardeen, Bond, Kaiser and Szalay, who investigated the statistics of peaks of Gaussian random fields. A number of results for integrating over matrices are presented in appendices.
I. INTRODUCTION
Thirty years ago, Bardeen, Bond, Kaiser and Szalay (BBKS) published "The statistics of peaks of Gaussian random fields" [1] , wherein they undertook a tour-de-force computation of everything they could analyze regarding peaks in Gaussian random fields. In this paper, we undertake the equivalent research program for fields with a different statistical nature: fields that are the sum of squares of Gaussian random fields, which we dub chi-squared fields after the statistical distribution.
While not nearly so ubiquitous as Gaussian random fields, the sum of squares of Gaussian random fields naturally arises whenever a SO(N ) symmetry exists in field space. Our particular motivation for studying such fields arises from a model of hybrid inflation [2] [3] [4] , where N "waterfall fields" φ α each develop Gaussian quantum fluctuations, resulting in density perturbations dependent upon the sum of their squares, α φ 2 α . We are interested in understanding the number density of black holes that form in such theories, which requires understanding the number density of large peaks that could then undergo gravitational collapse.
The approach in this paper closely mirrors the approach taken by BBKS and involves constructing an expression to count the number of peaks in a field realization before taking the ensemble average to compute the number density of stationary points at a given field amplitude. Unlike BBKS, we draw heavily from multivariate statistical theory, which we use to analytically integrate over many more fields than is necessary for the Gaussian case. We eventually write the number density for stationary points in terms of a 9-dimensional integral that must be numerically integrated. Python code to compute these integrals has been made publicly available.
Our final result depends on the number of fields N , the dimensionless field amplitude, and three moments of the Gaussian power spectrum. Ratios of these moments form a dimensionless number that describe the spread of the power spectrum, ranging from a delta function to a slowly-decaying tail. Only N , the field amplitude and this ratio contribute to the numerical integral, with the moments of the power spectrum providing dimensional scaling for the number density. We investigate how the number density of stationary points depends on this dimensionless ratio, the field amplitude, the number of fields, and the type of stationary point in question. In some limits, we are able to compute analytic estimates for the number densities.
We begin with a discussion of the structure of chi-squared fields in Section II, before computing an integral expression for the number density of stationary points in Section III. We prepare for performing numeric integration in Section IV, and present numerical results in Section V before concluding in Section VI. A number of technical appendices present details on multivariate statistics and matrix integration.
II. THE STRUCTURE OF CHI-SQUARED FIELDS
Consider a field
where φ α are N independent centered Gaussian random fields with identical power spectra. The expectation value of Φ at a point is given by
where the variance φ 2 = σ 2 0 is defined in Appendix A, and is the same for each φ α . Lettingν 2 = Φ/σ 2 0 with ν > 0, we have thatν 2 is distributed according to a χ 2 (N ) distribution,ν 2 ∼ χ 2 (N ). Hence, the probability density dP/d(ν 2 ) is given by
which peaks atν 2 = N − 2. We can also write this as
2 N/2−1 Γ(N/2) forν > 0.
The peak of this distribution lies atν = √ N − 1. Let us now think about the characteristics of Φ beyond its distribution at a point, and look at the three-dimensional features of the field 1 . When N = 1, a single field φ, centered around zero, will have regions of positive and negative φ, surrounded by two-dimensional surfaces where φ = 0. The field φ 2 will then have regions of positive φ 2 , surrounded by the same two-dimensional surfaces. These are effectively domain walls in Φ, and they are ubiquitous.
When N = 2, we will only have Φ = 0 when the domain walls from φ 1 and φ 2 intersect. Hence, for N = 2, we expect strings to be ubiquitous. For N = 3, Φ = 0 requires the domain walls from the three fields to intersect, which leads to the formation of monopoles.
For N = 4, Φ = 0 requires the domain walls from the four fields to intersect, which while possible, is no longer topologically guaranteed. An alternative way of thinking about it is that the first two fields form strings, as do the second two fields. These strings can intersect, but do so with probability zero. However, there is nonzero probability density for two strings to approach within an arbitrarily close distance of each other. As N increases, the probability density of having N surfaces almost intersect decreases drastically, and smaller values ofν becomes less and less likely.
For this paper, we assume thatν > 0 for all of our computations, and investigate theν → 0 limit only for N ≥ 4, so as to avoid considerations of the densities associated with topological defects.
III. COUNTING STATIONARY POINTS
Consider a random field Φ. Given a particular realization of Φ, we can construct an expression to count the number of stationary points in Φ by utilizing the following formula from BBKS [1] .
The function f (λ Φ i ) is a function of the eigenvalues of the Hessian matrix ∂ i ∂ j Φ and can be used to select the appropriate objects of interest, such as peaks or troughs. We restrict this formula to the number of stationary points with height ν = √ Φ by introducing a Dirac delta function.
Converting this to a number density of stationary points at a given height, we obtain
A. Specializing to Chi-Squared Fields
We now specialize to fields Φ constructed by
where φ α are N centered independent Gaussian random fields with the same power spectrum (defined in Appendix A), and we have abbreviated the sum over the fields using Einstein summation convention. Note the following spatial derivatives of Φ.
Combining Eq. (7) with Eq. (8), we obtain
To compute the ensemble average for the number density, we need to integrate over all φ α configurations weighted by their probability density. To write out these integrals, we let η
Furthermore, we write φ = (φ 1 , . . . , φ n ) as a vector in field space, as well as η i and ζ ij .
The function P(φ α , η α i , ζ α ij ) is the probability density associated with the fields at a point. It will be important later that it reflects the O(N ) rotation symmetry of Φ. We need only integrate over the field values at a point, as the behavior of the field away from this point does not affect the integrand (and hence integrates out, leaving a factor of unity).
B. Field Rotations
To proceed, we exploit the fact that Φ has an SO(N ) rotation symmetry in field space (indeed, it has an O(N ) symmetry, but SO(N ) is sufficient for our present purpose). Under the action of such a rotation, the number density of peaks is unchanged. Let us multiply the integrand in Eq. (11) by a factor of 1 in the form of Eq. (B25).
H is a SO(N ) rotation matrix, and (H T dH) is the Haar measure on SO(N ), described in Appendix B. Following the first example in Appendix B 2, we change the order of integration to integrate over the fields φ α before integrating over the rotation matrices. Next, we change our field integration variables by performing a rotation in field space by H, letting φ = H φ , η i = H η i and ζ ij = H ζ ij . Note that the Jacobian of these transformations is unity, and that dot products in field space are invariant under this transformation.
The integrals over dφ 1 through dφ N −1 are now trivial to perform by integrating over the delta functions.
Note that the Heaviside function cleans up the delta function δ(ν −φ N ) by removing the absolute value on φ N . We can now integrate overφ N by using this delta function.
At this stage, we invoke the invariance of the probability density P under a field rotation. With all of the fields rotating the same way, the probability density is unchanged, and so we can replace H φ → φ , etc. Doing this removes the last dependence on H in the integrand, which allows us to integrate over the SO(N ) group.
The ratio of volumes can be computed from Eqs. (B13) and (B15). We can now drop the bars onφ,η andζ.
Finally, writing δ 3 (νη for α < N , which just yields another factor of unity from the probability distribution. The result is
C. Probability Distribution Our probability density describes the probabilities for the φ α fields and their first and second derivatives. Having integrated over all ζ α ij for α < N , as well as some delta functions fixing various values of φ α and η α i , we desire the joint probability density for φ = (0, . . . , 0, ν), η i with η N i = 0, and ζ N ij . Using Eq. (A9), this becomes the following.
Breaking this up into pieces and using Eqs. (A10), (A17) and (A19), we obtain
with
Before combining these results, let us define
in order to clean up the expressions. Note that 0 < γ < 1 due to the inequality in Eq. (A14). We also take the opportunity to write ν = σ 0ν . The full probability density function is
The full integral is then
where we use Eq. (4) to introduce dP/dν, and we define
to absorb the coefficients.
D. Matrix Variables
Having integrated over all of the φ α and a number of η A key feature of Eq. (27) is that the integrand only depends on η α i in the combination given by
which form a 3 × 3 matrix with spatial indices that we call M . We can also view η 
The outer product decomposition of M tells us that M is positive semi-definite.
Completing the transition to matrix notation, let us consider ζ α=1 dη α i be our differential elements 3 . We now re-write Eqs. (26) and (27) in terms of these matrix variables as
where Q is now given by
In order to tidy up our integral, we now rescale our variables.
where
captures all of the resulting coefficients after this scaling. The quantity Q becomes
Moving forwards, we drop the bars on A, M and Z.
E. Roadblocks to an Analytic Integral
If we are going to have a hope of analytically computing this integral, it appears that we need to get control of the eigenvalues λ Φ i so that our region of integration will be well-defined. We attempted to proceed by changing variables from Z to H by Z = H − γM/3ν, so that the eigenvalues of H and the eigenvalues of Φ have the same sign, which will satisfy any Heaviside step functions that appear in f (λ Φ i ). This would also simplify the determinant to just the product of eigenvalues. Writing H = R T Λ H R and integrating over the rotation group then leads to a reasonably straightforward-looking expression that integrates over the eigenvalues of Λ H and the matrix A.
Unfortunately, two issues complicate the proceedings. Firstly, we have Z 2 appearing in Q, which means that the change of variables introduces M 2 , which contains the components of A to the fourth power. The integrand is no longer a Gaussian in these variables, and integrating over more than one component of A becomes intractable. Secondly, the Gaussians in λ H i are not centered about λ H i = 0, while any Heaviside step functions restrict λ H i to integrate from 0 to ±∞. Furthermore, the integrand contains the absolute value of the determinant. Together, these mean that integrating over an eigenvalue always leads to an error function, which contains the other eigenvalues in the argument. Further integration is then intractable.
We took this as a sign that our integration must be computed numerically. Given that we had pseudoGaussian integrals in 3N dimensions over infinite domains, it looked like quadrature methods would be challenging at best, and so we decided on Monte Carlo integration. After performing some tests, we found that the numerical integration worked best when Q remained quadratic in all of our variables, and so we abandoned the idea of transforming variables from Z to H.
F. Spatial Rotations
Before constructing our numerical integral, we can perform one last analytic simplification. Our measure (dZ) is a product of six differentials, each of which is integrated from −∞ to ∞. In Appendix C, we construct a method of integrating over a symmetric matrix H by writing H = RΛR T , with R an orthogonal matrix and Λ the eigenvalues of H, and integrating over the resulting orthogonal group and the space of eigenvalues. We now apply this result to our integral to simplify the integral over Z.
Let us write
where (dΛ
displays the phenomenon of "eigenvalue repulsion" in random matrices. Applying this to our integral, we obtain
where we have used the cyclic property of traces to eliminate R from Q. We clean up the determinant by
Note also that Tr M = TrM and that the Jacobian of an orthogonal transformation is unity, so that our measure is unchanged. This procedure corresponds to performing a global spatial rotation. The integral is now independent of R, and so we can integrate over O(3), yielding
After the dust settles, the integral takes the following form, where we drop the bars onM andĀ.
The quantity Q is unchanged from Eq. (39).
G. Integrating over dA
For N ∈ {1, 2, 3}, Eq. (42) is our final analytic form. For N = 1, there are no integrals to perform over (dA), and M = 0. For N = 2, we have
while for N = 3, these become
where all integrals are taken from −∞ to ∞, and we have used η and ξ to refer to the different first derivative fields. For N ≥ 4, A is a rank 3 matrix with probability one over the domain of integration, which affords us some extra tricks. Note that A has 3(N − 1) independent components, but the integrand depends only on A T A, which has 6 independent components. For N ≥ 4, we are able to integrate out the extra information in A.
In Appendix D, we show in Eq. (D12) that we can write
where Γ m is the multivariate Gamma function, defined as
and integrating over (dT ) corresponds to
The matrix M becomes
which has a particularly simple trace. The integral in Eq. (42) becomes
Thus, for any N ≥ 4, we have reduced our integral to a nine-dimensional integral.
IV. NUMERICAL INTEGRATION
We have now pushed our integral as far as we are analytically able to, and further progress must be made numerically. In this section, we develop a Monte Carlo scheme to compute our integral. We focus on the case of N ≥ 4, but most of the techniques we describe here apply equally well for smaller N too.
For a function g(Λ Z , M ), define a Monte Carlo expectation value by
where V N is a normalization constant and Q is given by Eq. (50). This integral can be straightforwardly evaluated using a Metropolis Hastings Monte Carlo integration scheme. To fix our normalization, we demand that 1 M C = 1, which yields
We now compute this integral. The integral over (dΛ Z ) integrates over the infinite range for each λ Z i . If we instead choose to order the eigenvalues such that λ
where the factor of 6 is a symmetry factor to compensate for the number of different ways the eigenvalues may be ordered. This ordering has the additional benefit of simplifying ∆(Λ Z ), which becomes
without any absolute values. We now introduce a clever coordinate transformation, adapted from Ref. [7] . Assuming that our eigenvalues are ordered as above, we define
The range of X is −∞ < X < ∞, while x, y and r range from 0 to ∞ thanks to the ordering of the eigenvalues. For θ, note that
As each factor is positive by construction, the product must also be positive. Combined with x ≥ 0 and y ≥ 0, this implies the further constraint y ≤ √ 3x, which is equivalent to 0 ≤ θ ≤ π/3. The combination of 0 ≤ r and 0 ≤ θ ≤ π/3 is then equivalent to λ
. In these variables, we have
while the Jacobian determinant is simply
Using these coordinates, we can write Eq. (52) as
Mathematica will straightforwardly compute this integral, yielding
While these variables are conducive to performing analytic integrals, we found that Monte Carlo integration in these variables converged significantly slower than in the λ Z i variables. Now that we are in possession of a normalized Monte Carlo expectation value, we can write the number density that we wish to compute in terms of it as
where we define the surprisingly simple
Note that our number density depends on a small number of parameters. It is directly proportional to σ
, which carries all of the units in the problem, and σ 0 alone in converting from dN /dν → dN /dν. Beyond these basic scaling factors, the expectation value depends on N , γ andν, but that is all.
A. Analytic Integrals
In programming a numerical integrator, it is useful to have something to test it against. Using similar techniques as for computing the normalization of the Monte Carlo integral, we can compute the following expectation values.
It turns out that we can analytically integrate a quantity very closely related to the number density of stationary points, which we call the signed number density. This computes the number density of all stationary points, counting points with 1 or 3 positive eigenvalues positively, and 0 or 2 positive eigenvalues negatively, and is given by
Mathematica will compute this expectation value when written in terms of X, r and θ as above. The result is
Curiously, this is independent of γ. It turns out that this formula also holds for N ∈ {1, 2, 3} by analytically continuing N , which we checked by explicit computation. A topological theorem from Morse theory exists which states that the signed sum of all stationary points should be vanishing. It is unclear how the topological defects at low N interact with this theorem, so we only expect it to hold for N ≥ 4. Indeed, for all N ≥ 4, we find that
satisfying the theorem.
B. Maxima and Minima
We finally turn to the factor of f (λ Φ i ) that we have dragged through the entire computation. λ Φ i refers to the eigenvalues of the Hessian of our original Φ field. In order to count various types of stationary points, we are only interested in the sign of the eigenvalues, and not their magnitude. The eigenvalues of the Hessian of Φ are proportional to the eigenvalues of 3νΛ Z /γ + M by a positive constant, and hence the signs of the eigenvalues will correspond between the two matrices.
Given a point in the domain of integration, we would like to use the function f (λ Φ i ) to determine what type of stationary point it is. In order to separate these different types of stationary points, we will write f (λ
) with signs chosen appropriately. In order for the point to be a minimum, we want the eigenvalues to all be positive, while counting maxima in the field requires all eigenvalues to be negative. We thus see how the signed number density counts different types of stationary points differently by "undoing" the absolute value of the determinant.
Since we only require the signs and not the eigenvalues themselves, we can use Sylvester's criterion, which states that a matrix is positive definite if and only if its leading principle minors are positive. The three leading principle minors of 3νΛ
If all three minors are positive, we have a minimum, while if the first and third are negative with the second positive, we have a maximum. Otherwise, stationary points with two negative eigenvalues will have det(3νΛ Z /γ + M ) > 0, while stationary points with one negative eigenvalue will have negative determinant. This means that it is computationally inexpensive to compute the signs of the eigenvalues, and hence determine the type of stationary point.
C. Limits
It is useful to have an analytic handle on the behavior of the number density of different types of stationary points in various limits. Unfortunately, only the crudest limits are amenable to analytic calculations, but these do give insight into how some of the number densities behave.
We begin by looking at the limit of largeν. In this limit, the vast majority of stationary points are maxima, and we can approximate
The number density of maxima then decays as
in this limit. Note that this is independent of γ, as it must be to give the correct contribution to the signed number density.
In the limit of smallν, the vast majority of stationary points are minima. We can then approximate
The number density of minima then grows as
Again, this is independent of γ. It is interesting to note the behavior atν = 0. For N = 4, this is a constant. At N = 5, it is zero, but has a non-zero first derivative. At N = 6, the first derivative is zero, but non-zero second derivative, and so on. This behavior is seen in the numerics. We can also look at how the integrals behave as γ approaches its limits. In the limit of γ → 1, where the power spectrum is tightly peaked at a single wavelength, the exponential e −Q/2 contains a term that limits to a Dirac delta function, forcing Tr[Λ Z ] = −ν. While this allows one of the λ Z i integrals to be evaluated, it unfortunately does not simplify the computation of any of the other integrals.
The limit γ → 0 is more amenable to analytic computation. This limit requires the power spectrum to decay slowly at large k 5 , creating a lot of power at high frequencies. This leads to a large amount of jitter, and a correspondingly large number of peaks, which manifests itself as a 1/γ 3 divergence in the number density of all types of stationary points.
In the small γ limit, our integral simplifies significantly.
As the matrix M is negligible in the determinant, we can pick the type of stationary point we want by choosing just the signs of λ Z i . The integrals over (dT ) can then be performed immediately, as those variables decouple completely from the rest of the integral. This yields
The integrand possesses a symmetry Λ Z → −Λ Z , except for the Heaviside step functions, which flip the sign of all eigenvalues. This implies that maxima and minima have equal number densities, as do both types of saddle points.
Focusing on minima for the moment, the integral becomes
where we used Mathematica to carry out the final integration. This means that in the limit of small γ, the number density of minima and maxima is dN dν
Note that all of the N andν dependence comes from dP/dν in this expression. We can also evaluate the result for saddle points. We work with two positive and one negative eigenvalue.
In the second line, a factor of 3 is introduced as a symmetry factor from picking λ Z 3 to be negative. In the third line, we let λ 
Again note that the only N andν dependence comes from dP/dν. This is very similar to the result for minima/maxima, but with a sum instead of a difference of radicals in the numerator, which increases their density by a factor of 3.055 compared to minima/maxima. This factor of ∼ 3 can be understood by noting that in the γ → 0 limit, at a stationary point, there are eight ways to choose the signs of the eigenvalues. One of them gives rise to a minimum, one to a maximum, and three to each of the types of stationary points. When taking eigenvalue repulsion into account this result changes only ever so slightly. Our numerical results confirm the factor of 3.055.
V. NUMERICAL RESULTS
We now have the tools to undertake the numerical computation of the number density of stationary points. To avoid topological defects, we restrict ourselves to N ≥ 4. We avail ourselves of Eq. (62) to perform the computation and use σ 1 = σ 2 = 1 for the purposes of presenting results. Python code to perform the numerical integration has been made available online [8] . Plot of the number density of stationary points for each type of stationary point. The plot was made using our VEGAS implementation with 10 5 samples. Statistical error bars are smaller than the resolution of the points in the main plot. In the lower plot, we display the error residual of the signed number density from combining all of the curves. Note that the error in the signed number density is greatest when cancellations occur between large numbers. The VEGAS implementation is very efficient: the data for this entire plot was computed in under 20 seconds on our laptops. The Effect of Changing γ ν dN dν Figure 3 . Plot of the number density of all stationary points at varying γ. These plots are computed with N = 4 and σ0 = σ1 = 1. Notice how the vertical scale of the plots changes rapidly with changing γ. As γ decreases, the curves approach each other, until eventually they all peak at exactly the same location. In the γ = 0.01 figure, we also plot our analytic approximation for the curves, which is in excellent agreement with the numerical results. Also note that the y-intercept for the minima is independent of γ, in agreement with our analytic predictions.
We constructed a Metropolis-Hastings Monte Carlo integration code to compute the number density of each type of stationary point simultaneously. This allows us to compare to the analytical expression for the signed number density to get an idea for how accurate the results are. In regions of intermediateν, where strong cancellations occur between the different types of stationary points, the error estimates for the signed number density tended to be somewhat large. This code was fairly slow, but had the benefit of being straightforward to implement.
We also implemented a VEGAS 6 version of the computation [9] which performed much better. This implementation had sub-percent convergence with only 10 5 samples, and performed well throughout the range ofν. The results from both the MCMC and VEGAS implementations were equivalent, though the VEGAS implementation had superior convergence and speed.
Both implementations are set up to compute the number density of all types of stationary points simultaneously. The benefit to doing so is that the appropriate linear combination should agree with the signed number density, which gives an excellent check on the convergence. We demonstrate this convergence for a small sample size in Figure 1 .
In Figure 2 , we present the number density of each type of stationary point as N changes from 4 to 7. Changing N influences the curves primarily through the envelope of dP/dν, which has the effect of shifting the curves to higherν.
We demonstrate the effect of changing γ in Figure 3 , where we plot the number density of minima for a variety of values of γ. Note that the number densities become larger and larger as γ → 0, eventually diverging as 1/γ 3 . For γ 0.01, our analytic estimate at γ = 0 is a very good approximation, as we show in the plot. The signed number density becomes difficult to numerically compute for small γ, as it arises as the difference of multiple large numbers that almost exactly cancel. Hence, error bars for the signed number density grow with decreasing γ, but the relative errors on the individual number densities remain small.
VI. CONCLUSIONS
We have presented a comprehensive investigation of the number density of stationary points in a field composed of the sum of squares of N Gaussian random fields using generalizations of techniques used by BBKS for Gaussian fields. As N < 4 gives rise to topological defects, we have concentrated on the case for N ≥ 4, but most of our formulas are applicable to the low N case too.
Our final result is expressed as a 9-dimensional integral that must be evaluated numerically and computes the number density of stationary points at a given field height. Python source code has been provided to facilitate rapid and accurate numerical computations of the number density for each different type of stationary point, including both Metropolis-Hastings and VEGAS implementations.
The number density of stationary points depends on only 5 parameters. The parameter N describes the number of fields under consideration, whileν describes the dimensionless height of the field. The other three parameters σ 0 , σ 1 and γ are all related to moments of the power spectrum. Of these three parameters, only γ appears in the integral, while σ 0 and σ 1 appear only as scaling parameters to define the appropriate scales in the result.
One expected feature of our results is that the number densities at a given height are directly proportional to the probability of a point having that height. This probability gives rise to the primary dependence of the result upon the number of fields N . At low heights, the integral scales roughly as N 3 , while at high field heights, it is roughly independent of N .
The parameter γ ranges between 0 and 1, where 0 is the limit of a slowly decaying tail in the power spectrum, and 1 is where all power is concentrated at a given wavelength. At γ = 1, the different types of stationary points are well-separated inν, and are comparable in number density. As expected, low field heights have more minima, high field heights have more maxima, and different types of saddle points dominate in between. As γ decreases, the peaks move towards each other, the number densities diverge, and saddle points become roughly three times more common than extrema.
We were able to analytically evaluate various number densities in a number of limits, including γ → 0, ν → 0, andν → ∞. We were also able to analytically compute the signed number density. In all cases, these limits compared very well with our numerical results.
We envision using this result to investigate unusual events that result from extreme maxima or minima that follow this field structure in order to compute how often such events occur. An important caveat in doing so is what BBKS termed the "cloud-in-cloud" problem, where multiple peaks may give rise to only a single event. For example, in studying black hole collapse, large peaks may be required, but there are likely to be sub-peaks near the largest peak, especially if there is power at high frequencies. When a black hole forms, all nearby peaks collapse to form a single black hole, and care should be taken to not over-count the resulting number density of black holes. We are presently unaware of any solution to the cloud-in-cloud problem (in either the Gaussian case or the χ 2 case), but hope that an appropriate filtering of the power spectrum will be able to resolve it.
As φ α ( x) is real, we haveφ *
is a centered complex Gaussian random field, where the real and complex parts are uncorrelated and equidistributed, and the two point function ofφ α ( k) is given by
which defines the stationary and isotropic power spectrum P (k). Note that
We compute the covariance φ α ( x)φ β ( y) as
We are mostly interested in the statistical properties of our fields in the coincidence limit. Because of the stationarity of the field, we can look at the point x = 0 without loss of generality. In particular, we want to know the correlations between the field and its derivatives at a point. These correlations can be computed by evaluating the appropriate expectation values in Fourier space and using the definition of the power spectrum.
Note that we have used the following angular integrals to evaluate these covariances.
We define moments of the power spectrum by
as used in this paper, our correlations become
Our Gaussian random variables are then φ α , η α i and ζ α ij for 1 ≤ α ≤ N and spatial i and j. We can see by inspection that each field has an autocorrelation. The only cross-correlations that arise are between φ α and ζ α ii , and between ζ α ii and ζ α jj . Note that as these fields are multivariate Gaussian, they are completely described by these correlations.
Probability Densities
We can now construct the multivariate Gaussian probability distribution for all of our fields. The probability density for a centered Gaussian random variable is given by
where Σ is the covariance matrix and ψ represents a vector of our random variables. The probability density factorizes for independent random variables, and so
We calculate the simpler factors first.
The more complicated one to compute is P (φ, ζ 11 , ζ 22 , ζ 33 ), where we suppress the α index. Letting ψ = (φ, ζ 11 , ζ 22 , ζ 33 ), the covariance matrix of ψ is given by 
The covariance matrix has determinant
and inverse 
The covariance matrix should be positive definite. This requires the determinant to be positive definite, which in turn needs σ 2 σ 0 − σ 2 1 > 0. To see that this is true, consider
We therefore have
We combine this with the other components of ζ ij to obtain P(φ, ζ 11 , ζ 22 , ζ 33 )P(ζ 12 )P(ζ 13 )P(ζ 23 ) = 1 (2π) 7/2
This simplifies to
Appendix B: The Haar Measure
In mathematics, the Haar measure provides a unique (up to multiplicative constant) measure on a group. In this appendix, we will perform an explicit construction of the Haar measure on the orthogonal group O(n).
Before we begin, we should introduce some notation. Given a matrix X of elements (x ij ) (note that we use (i, j) as (column, row)), define dX to be the matrix of differential elements (dx ij ). If X is an n × m matrix and Y is an m × p matrix, then d(XY ) = X · dY + dX · Y .
We will often need to take the exterior product of all of the independent differential elements in a matrix dX. This will be particularly useful when integrating over all of the elements of a matrix, as the integration measure is just the resulting differential form. For a general matrix of infinitesimals dX, define the bracket operation (dX) by
If X is a symmetric matrix, then we don't need to include all of the elements to construct the exterior product (which would vanish if we did). For symmetric matrices, let
For antisymmetric matrices, we instead have
For matrices with zero entries such as diagonal or upper triangular matrices, the appropriate product ranges over the nonzero entries of the differential matrix. Let H be an n × n orthogonal matrix, such that H over the domain D ⊂ O(n). This is the Haar measure on O(n). Note that because the differential form is invariant under the group action, so is the measure.
Before using the Haar measure, let us dissect its construction to develop some intuition about how it works. The quantity (H T dH) is the exterior product of the n(n − 1)/2 components in the lower right triangle, and looks something like the following when written out completely.
Note that all factors are of the form h j · d h i with i = j. Each of these objects represent an independent combination of differentials from every other factor in the product. To see this, look for example at h j · d h 1 . There are n − 1 of these factors, each representing an orthonormal vector dotted into the differential. As each orthonormal vector is independent of the others, these n − 1 orthonormal vectors form a basis for an (n − 1)-dimensional vector space. The dot products are simply the independent components of d h 1 in this vector space. The process repeats for each d h i . Hence, when we are integrating over the group, each component h j · d h i represents an independent differential to be integrating over.
Note that an orthogonal matrix can be parametrized by n(n − 1)/2 independent continuous parameters. The n(n − 1)/2 independent differentials correspond to those parameters. In Eq. (B12), it looks like there are no differentials d h n . However, as h i · h n = 0 for i = n, we have d h i · h n = − h i · d h n , and so we actually are integrating over these differentials, just in disguise.
The quantity µ(O(n)) represents the volume of the orthogonal group, and is given by
Integrating over a subgroup of O(n) yields the volume of that subgroup. So, for example, integrating over SO(n − 1) rotations in O(n) returns the volume of SO(n − 1). The orthogonal group breaks down into two disjoint subsets SO(n) and SO − (n), where SO(n) is the subgroup of elements of O(n) with determinant +1, and SO − (n) is the set of elements of O(n) with determinant −1. Note that it is straightforward to construct a bijective map ψ : SO(n) → SO − (n). As the union of SO(n) and SO − (n) is O(n), we must have
Furthermore, due to the invariance of the Haar measure, we have µ(ψ(SO(n))) = µ(SO(n)), and so µ(SO(n)) = µ(SO − (n)). Thus,
Using the Haar measure
Consider the vector φ = (φ 1 , . . . , φ n ) with magnitude |φ| = φ · φ. Now, consider the following integral.
Noting that [H T φ] i = h i · φ, these delta functions are restricting the integral to rotations H that make h i · φ = 0 for 1 ≤ i ≤ n − 1. We can decompose φ into the orthonormal basis { h i } as
Thus, we are restricting the integral to rotations for which h n = ± φ/|φ|. The Heaviside step function then picks out the positive sign, so that h n = φ/φ. The SO(n) group has n(n − 1)/2 degrees of freedom; these delta functions fix n − 1 of them. This makes sense, as the remaining (n − 1)(n − 2)/2 degrees of freedom are the degrees of freedom of the SO(n − 1) subgroup of rotations that leave h n pointing in the same direction as φ. Note that modulo this SO(n − 1) subgroup, there is a unique rotation that fixes h n = φ/|φ|, and so each of the delta functions in Eq. (B16) will have precisely one solution.
We would like to explicitly compute the integral in Eq. (B16). Let us write the invariant form as
. . .
Written in this suggestive manner, we see that the first line is the Haar measure on the SO(2) subgroup, the first and second lines together are the Haar measure on the SO(3) subgroup, etc. Taking all of the lines except the last, we obtain the Haar measure on the SO(n − 1) subgroup. We can write our integral as an integral over the SO(n − 1) differential form, and a series of integrals over
with delta functions (recall that each bracketed quantity is an independent quantity). Hence,
where we use the technique of integrating over a differential form by "dropping the wedges".
We now look at the last few integrals. The effect of the delta and theta functions is to select h n = φ/| φ|. Thus, by the standard applications of delta functions, we are permitted to substitute this in for h n .
We now substitute
Hence, the integral (B16) evaluates to
We can thus write
Examples
We now demonstrate two uses of the Haar measure. In the first, we consider an integral in n dimensions of a function of radius only.
We can multiply the integrand by one in the form of Eq. (B25), where we take our vector φ = x = (x 1 , . . . , x n ) with | φ| = r.
We now change the order of integration, and integrate over dx i first.
We perform a change of variables x = H y. As H ∈ SO(n), the Jacobian for this transformation is unity, and r = | y|. Note also that h n · H = (0, . . . , 0, 1), so h n · H · y = y n . 
A = SO(n)
Now, there is no dependence on H left, so we can perform that integral, which just yields the volume of SO(n). We use Eqs. (B13) and (B15) to compute the ratio of the volumes, and let y n → r. Note that the coefficient is simply the surface area of an n-dimensional sphere (with surface dimension n − 1) with unit radius, as we would expect from writing dx 1 . . . dx n = r n−1 drdΩ and performing the integration over Ω. The benefit of integrating over the rotation group is that it provides a transparent way to rotate other fields by H, which is complicated when simply transforming to spherical polar coordinates.
The second example we present is an explicit example of constructing the Haar measure. Consider SO(2). Matrices in SO(2) can be parametrized by a single angle θ as 
Hence, we have
. . . . . . . . .
which is symmetric, as expected. We can then construct (dH) as
where (R T dR) is the Haar measure. As we need the absolute value of the Jacobian for the change of variables, we can thus write
where each eigenvalue is integrated from −∞ to ∞, the Haar measure is integrated over O(n), and we define
Note that we divide by the overcounting factor because we are integrating over all R and Λ. This result is particularly useful if f (H) depends only on the eigenvalues of H by f (H) = f (Λ), as this allows the Haar measure to be integrated over, leaving only a factor of the volume of O(n), given by Eq. (B13). We have checked that this formula gives the correct result for integrating over 2 × 2 matrices and 3 × 3 matrices by using an explicit Euler angle parametrization. For example, the result for n = 3 when f (H) depends only on the eigenvalues of H is given by dH f (H) = 2π 
In order to integrate over (dT ) instead of (dM ), we use Theorem 2.1.9, which yields (dM ) = 2 3 a 3 b 2 c (dT ).
Computing M explicitly, we obtain 
We can then write 
