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Klasifikasi dengan Support Vector Machine (SVM) dapat digunakan untuk mencari fungsi pemisah 
(hyperplane) terbaik yang berfungsi sebagai pemisah dua buah kelas data pada ruang input. Tujuan dari 
penelitian ini adalah menentukan hasil akurasi optimal dari klasifikasi jarak kelahiran dengan 
menggunakan metode SVM di Kampung KB dengan indikator kelahiran ideal dan kelahiran tidak ideal. 
Variabel yang digunakan dalam penelitian ini berjumlah 10 variabel, diantaranya adalah jarak antar 
kelahiran, pendidikan responden, dan umur pertama kali melahirkan. Langkah pertama adalah 
menentukan variabel dependen dalam hal ini adalah variabel jarak antar kelahiran, selanjutnya 
membagi kelompok data training 80% dan data testing 20%. Dilanjutkan dengan melakukan proses 
analisis SVM untuk menentukan fungsi Kernel terbaik dengan menggunakan fungsi Kernel Linear, Kernel 
Radial Basis Function (RBF) dan Kernel Polynomial pada data training, selanjutnya fungsi Kernel 
terbaik digunakan untuk mengklasifikasi data testing. Hasil penelitian menunjukkan ketetapan klasifikasi 
SVM pada data training dengan menggunakan fungsi Kernel linear sebesar 74,026%, Kernel RBF 
sebesar 100%, dan Kernel Polynomial sebesar 83,117%. Pada data testing hasil ketetapan klasifikasi 
dengan menggunakan fungsi Kernel RBF sebesar 100%. 
Kata Kunci: Jarak Kelahiran, Data Training, Data Testing, Fungsi Kernel. 
 
PENDAHULUAN 
Berdasarkan data yang dikeluarkan Badan Pusat Statistik (BPS) Provinsi Kalimantan Barat jumlah 
penduduk wanita di Kalimantan mencapai 2,9 juta jiwa atau 49,1% dari jumlah total penduduk. 
Sekitar 55,8% di antaranya berusia 15–49 tahun atau masuk dalam kelompok Wanita Usia Subur 
(WUS) [1]. Besarnya persentase kelompok WUS maka masalah reproduksi dan kehamilan harus selalu 
diperhatikan. Peran kelompok WUS ini turut berkontribusi terhadap perubahan naik dan turunnya 
jumlah penduduk. Dengan kata lain, wanita sangat berperan penting dalam menentukan kondisi 
demografi di Kalimantan Barat. Dalam demografi, jarak antar kelahiran merupakan variabel utama 
dalam pertumbuhan penduduk. Kehamilan dan kelahiran yang berisiko tinggi berkontribusi terhadap 
angka kematian baik ibu maupun bayi. Terjadinya kehamilan dan kelahiran yang berisiko tinggi di 
antaranya disebabkan oleh jarak antar kelahiran yang tidak ideal. Jarak antar kelahiran yang tidak ideal 
meliputi jarak kelahiran terlalu pendek yaitu kurang dari 36 bulan dan jarak kelahiran terlalu panjang 
yaitu lebih dari 59 bulan [2]. 
Jarak antar kelahiran dipengaruhi oleh berbagai macam faktor, antara lain peran dan status 
perempuan. Status perempuan merupakan suatu indikator dari pemberdayaan perempuan baik dalam 
keluarga maupun masyarakat. Pada dasarnya banyak hal yang menjadi ukuran dari status perempuan, 
di antaranya adalah pendidikan, pekerjaan, peran pengambilan keputusan dalam keluarga, kebebasan 
dalam bertindak, dan umur menikah [3]. 
Berdasarkan data yang diteliti untuk menganalisis jarak kelahiran dapat digunakan teknik 
klasifikasi. Penggunaan teknik klasifikasi dinilai sesuai dengan data penelitian yang menggunakan 
data kategorik. Pada penelitian jarak kelahiran, kategori yang digunakan dalam pada penelitian ini 
adalah kelahiran ideal dan kelahiran tidak ideal. Klasifikasi adalah salah satu pembelajaran yang 
paling umum di data mining. Klasifikasi didefinisikan sebagai bentuk analisis data untuk mengekstrak 
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model yang digunakan untuk memprediksi label kelas. Kelas dalam klasifikasi merupakan atribut 
dalam satu set data yang paling unik yang merupakan variabel bebas dalam statistik [4]. Klasifikasi 
data terdiri dari dua proses yaitu tahap pembelajaran dan tahap pengklasifikasian. Tahap pembelajaran 
merupakan tahapan dalam pembentukan model klasifikasi, sedangkan tahap pengklasifikasian 
merupakan tahapan penggunaan model klasifikasi untuk memprediksi label kelas dari suatu data.  
Salah satu metode yang dapat digunakan untuk menyelesaikan kasus klasifikasi adalah metode 
Support Vector Machine (SVM). SVM merupakan metode Learning Machine yang bertujuan untuk 
menemukan fungsi pemisah antara dua buah kelas (hyperplane). Selain itu SVM juga bertujuan untuk 
meminimalkan batas atas dari general error. Keuntungan lain menggunakan SVM adalah metode ini 
dapat dianalisis secara teoritis menggunakan konsep teori pembelajaran komputasi [4]. Keunikan dari 
metode SVM adalah metode tersebut mengklasifikasikan data tanpa melihat tingkat signifikasi dari 
setiap variabel independent yang akan diteliti.  
Tujuan dalam penelitian ini untuk menentukan hasil akurasi optimal dari klasifikasi jarak kelahiran 
dengan menggunakan metode SVM dan membandingkan hasil akurasi setiap fungsi Kernel yang 
digunakan pada klasifikasi jarak kelahiran dengan menggunakan metode SVM. Tahapan penelitian 
terdiri dari beberapa tahap yaitu pengumpulan data,  filter data, penentuan jumlah sampel, membentuk 
data training dan data testing, menentukan fungsi Kernel terbaik dan parameter optimal dengan data 
training, mengaplikasikan fungsi Kernel terbaik dan parameter yang optimal ke data testing. Hasil 
analisis menentukan fungsi Kernel yang terbaik dengan parameter yang optimal dan menghitung 
tingkat akurasi klasifikasi jarak kelahiran di Kampung Keluarga Berencana. 
 
AKURASI DAN CONFUSION MATRIX 
Akurasi atau tingkat kesalahan merupakan angka prediksi yang yang benar (atau salah) yang dibuat 
oleh model melalui kumpulan dari data. Pada umumnya cara mengukur kinerja klasifikasi 
menggunakan Confusion Matrix [4]. Confusion Matrix untuk sistem klasifikasi dua kelas misalnya 
kelas “0” dan kelas “1” adalah sebagai berikut: 
Tabel 1 Confusion Matrix Untuk Klasifikasi Dua Kelas 
  Kelas Hasil Prediksi (j) 
 Kelas = 1 Kelas = 0 
Kelas Asli (i) 
Kelas = 1 f11 f10 
Kelas = 0 f01 f00 
 
 ku asi  
 11   00
 11   10   01   00
   100 . 
SUPPORT VECTOR MACHINE 
Konsep klasifikasi dengan SVM dapat dijelaskan sebagai usaha untuk mencari hyperplane terbaik 
yang berfungsi sebagai pemisah dua buah kelas data pada ruang input [5]. Hyperplane adalah pemisah 
terbaik antara kedua kelas dapat ditemukan dengan mengukur margin hyperplane tersebut dan mencari 
titik maksimalnya. Margin adalah jarak antara hyperplane tersebut dengan data terdekat dari masing - 
masing kelas.  
SUPPORT VECTOR MACHINE LINEAR 
Misal data yang tersedia dinotasikan sebagai       
  dimana R adalah vektor dari bilangan real. 
Sedangkan label masing-masing dinotasikan  
 
   {-1  1}  untuk 𝑖 = 1 2  …   𝑙 dimana l adalah 
banyaknya data [4]. Diasumsikan kedua kelas -1 dan +1 dapat terpisah secara sempurna oleh 
hyperplane yang memiliki bias bernilai b, yang didefinisikan: 




         = 0 
Nilai w merupakan vektor bobot yang menjadi salah satu parameter dari model. Perhitungan      
merupakan inner-product antara w dan xi.  Nilai x yang termasuk kelas -1 (sampel negatif) dapat 
dirumuskan sebagai nilai yang memenuhi pertidaksamaan berikut: 
            1 
Sementara nilai x yang termasuk kelas 1 (sampel positif) dapat dirumuskan sebagai nilai yang 
memenuhi pertidaksamaan berikut: 
           1 
Margin optimal dihitung dengan memaksimalkan jarak antara hyperplane dan data terdekat, yaitu 
1
‖ ‖
 (‖ ‖ adalah panjang vektor) [6]. 
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1
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Optimalisasi ini dapat diselesaikan dengan Lagrange Multiplier. Untuk meminimalkan 
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Nilai    adalah Lagrange Multiplier yang bernilai nol atau positif dan berkorespondensi dengan   . 
 (     )= 
1
2
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  =1   (1) 
Masalah optimalisasi Persamaan (1)  masih sulit diselesaikan karena banyaknya parameter (w, b 
dan ai). Untuk menyederhanakannya, optimasi Persamaan (1) di atas harus ditransformasi ke dalam 
fungsi Lagrange Multiplier itu sendiri (disebut dualitas masalah). 
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Data xi yang memiliki nilai    > 0 yang disebut Support Vector (SV). Data yang memiliki nilai    = 
0 tidak terletak dekat dengan hyperplane, sehingga data tersebut tidak menjadi Support Vector. Data 
yang memiliki nilai    = 0, data tersebut tidak terletak dekat dengan hyperplane. Setelah solusi 
permasalahan Quadratic Programming (QP) ditemukan maka kelas dari data yang akan diprediksi 
atau data testing dapat ditentukan berdasarkan nilai fungsi berikut. 
 ( ) = ∑          
  
    = 1
    
Pada kasus data linear beberapa data mungkin tidak bisa dikelompokan secara benar atau terjadi 
misclassification [7]. Sehingga persamaan dimodifikasi dengan menambahkan variabel slack     0  
Variabel slack ini merupakan sebuah ukuran kesalahan klasifikasi. Sehingga pertidaksamaan harus 
dimodifikasi dengan memasukan variabel slack (   ). 
     
 
(        )   1  i               = 1  2  …    
     = 
1
2
‖ ‖2   ∑   
 
   
                   0    = 1  2  …    
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Untuk meminimal nilai variabel slack, digunakan penambahan parameter nilai cost (c). Parameter 
nilai cost berguna untuk mengontrol pertukaran antara margin dan error klasifikasi. Semakin besar 
nilai cost, semakin besar pula pelanggaran yang dikenakan pada tiap klasifikasi [4]. 
SUPPORT VECTOR MACHINE NON LINEAR 
Dalam penelitian pada umumnya masalah data yang diperoleh jarang yang bersifat linear, banyak 
yang bersifat non linear. Untuk mengatasi tersebut SVM dimodifikasi dengan memasukan fungsi 
Kernel. Data x dipetakan oleh fungsi      ke ruang vektor yang berdimensi lebih tinggi. Misalkan, 
untuk banyak sampel data l: 
(( ( 1)  1) ( ( 2)  2) … ( (  )    )) 
Simbol   merupakan fungsi Kernel yang digunakan untuk pemetaan. Selanjutnya dilakukan proses 
pelatihan yang sama sebagaimana pada SVM linear [4] Proses pemetaan pada fase ini memerlukan 
perhitungan dot-product dua buah data pada ruang fitur baru. Dot-product kedua buah vektor (xi) dan 
(xj) dinotasikan sebagai berikut: 














Berikut beberapa pilihan fungsi Kernel yang digunakan dalam penelitian: 
Tabel 2 Fungsi Kernel 
Nama Kernel Definisi Fungsi 
Linear 
Polynomial 
Radial Basis Function (RBF) 
 (     )  =       
 (     )   (         )
 
 
 (     )= e p (  ‖     ‖
2
) 
HASIL DAN PEMBAHASAN 
Teknik pengumpulan data dilakukan secara langsung yakni dengan metode wawancara 
menggunakan wanita yang berusia yang telah menikah atau pernah menikah di Kampung KB Kuala 
Mandor A. Jumlah sampel yang diambil berdasarkan perhitungan dari jumlah populasi sebanyak 125 
dengan persentase tingkat kesalahan sebesar 5%, maka sampel yang digunakan sebanyak 96 
responden, teknik pengambilan sampel menggunakan rumus Slovin.  
Dari jumlah sampel yang didapat 77 data akan menjadi data training dan 19 data testing. Penentuan 
data training dan data testing  dilakukan secara random. Pada penelitian ini variabel dependen yang 
digunakan adalah jarak antar kelahiran pertama dengan kelahiran kedua yang dikategorikan menjadi 
jarak kelahiran ideal (36-59 bulan) dan jarak kelahiran tidak ideal (kurang dari 36 bulan atau lebih dari 
59 bulan).  
Variabel independen terdiri dari umur responden, pendidikan responden, umur pertama kali 
menikah, umur pertama kali melahirkan, jenis kelamin anak pertama, jenis kelamin anak kedua, umur 
terakhir kali melahirkan, jumlah anak yang hidup, jenis alat kontrasepsi yang digunakan dan 
kunjungan petugas Penyuluh Lapangan Keluarga Berencana (PLKB). Variabel yang digunakan dalam 
penelitian ini terdiri atas variabel dependen (y) dan variabel independen (x) yang diuraikan dalam 
Tabel 3 sebagai berikut. 
Tabel 3 Variabel Penelitian 
Indikator Kategori Variabel 
Jarak antar kelahiran 1 = Ideal; 2 = Tidak ideal (y) 
Umur responden Kontinu (x1) 





1 = Tidak Sekolah; 2 = SD; 3 = SMP/MTS;  
(x2) 4 = SMA/MA; 5 = D1/D2/D3; 6 = S1/S2/S3 
Umur pertama kali menikah Kontinu (x3) 
Umur pertama kali melahirkan Kontinu (x4) 
Jenis kelamin anak pertama 1 = Laki-Laki; 2 = Perempuan (x5) 
Jenis kelamin anak kedua 1 = Laki-Laki; 2 = Perempuan (x6) 
Umur terakhir kali melahirkan Kontinu (x7) 
Jumlah anak yang hidup Kontinu (x8) 
Jenis alat kontrasepsi yang 
digunakan 
1. Kondom pria; 2. Sterilisasi pria; 3. Pil; 4. IUD;5. 
Suntikan; 6. Sterilisasi wanita; 7. Kondom wanita; 8. 
Intravag;  9. Implant; 10. Gelang manik; 11. Pantang 
berkala; 12. MAL; 13. Sanggama terputus; 14. 
Kontrasepsi darurat;  15. KB Tradisional 
(x9) 
Kunjungan petugas PLKB 1 = Ya 2 = Tidak (x10) 
Analisis deskriptif digunakan untuk memperoleh gambaran data secara umum. Hasil analisis 
deskriptif menunjukkan bahwa responden di Kampung KB Kuala Mandor A umumnya melahirkan 
anak dengan jarak yang tidak ideal yaitu lebih dari 59 bulan sebanyak 38 responden dan kelahiran 
dengan jarak kurang dari 36 bulan sebanyak 36 responden. Sedangkan kelahiran dengan jarak ideal 
(36-59 bulan) memiliki persentase sangat kecil, yakni hanya 22 responden. Tentu saja hal ini harus 
menjadi perhatian mengingat kelahiran dengan jarak yang terlalu rapat maupun terlalu lama akan 
berpengaruh pada kesehatan ibu maupun bayi.  
Tabel 4 Analisis Deskriptif 
1. Jarak Kelahiran Anak dan Pendidikan Terakhir Responden 
No Jarak Kelahiran 
Tidak 
Sekolah 
SD SMP SMA/MA D1/D2/D3 S1/S2/S3 Jumlah 
1 < 36 Bulan 12 11 8 3 1 1 36 
2 36 - 59 Bulan 8 4 3 7 0 0 22 









Umur Terakhir Kali 
Melahirkan 
Jumlah 
1 14-20 31 14-20 16 14-20 0 
2 21-27 40 21-27 41 21-27 17 
3 28-34 24 28-34 34 28-34 41 
4 35-41 1 35-41 5 35-41 28 
5 42-48 0 42-48 0 42-48 10 




Jenis Kelamin Anak 
Kedua 
Banyak Anak 
2 3-4 > 5 
1 Laki-Laki 
Perempuan 20 10 1 
Laki-Laki 8 18 2 
2 Perempuan 
Perempuan 14 9 2 
Laki-Laki 6 5 1 
Bayi yang dilahirkan dengan jarak yang terlalu rapat dengan saudaranya akan meningkat risikonya 
mengalami kematian akibat kelahiran prematur dan terlambatnya pertumbuhan karena pasokan nutrisi 
dari ibu menjadi berkurang. Sementara itu, wanita yang melahirkan dengan jarak antar kelahiran 
terlalu panjang juga berpotensi untuk mengalami komplikasi kehamilan sebab dapat jadi kehamilan 
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terjadi pada usia yang sudah tidak aman lagi (di atas 35 tahun) [3]. Berdasarkan kelompok umur, 
terlihat bahwa rata - rata responden berusia 35 - 49 tahun. Kelompok umur ini merupakan kelompok 
umur yang kurang produktif dalam hal reproduksi, sehingga perlu mendapat perhatian terkait fertilitas, 
Bina Keluarga Remaja (BKR) dan Bina Keluarga Lansia (BKL). Untuk kelompok umur 25-35 tahun 
merupakan usia yang sangat produktif dalam hal reproduksi, sehingga perlu mendapatkan perhatian 
khusus dalam hal fertilitasnya.  
Berdasarkan status umur pertama kali dan terakhir kali melahirkan wanita di Kampung KB Kuala 
Mandor A dapat dikatakan tergolong aman, dapat dilihat dari yang tinggi dari kelompok umur 21-34 
tahun untuk pertama kali melahirkan dan untuk terakhir kali melahirkan pada kelompok umur 21-34 
tahun. Sedangkan pada kelompok umur 14-20 tahun yang melahirkan anak pertama kali masih 
tergolong sedikit, sehingga perlu adanya dilakukan perhatian khusus dalam hal fertilitas dan Bina 
Keluarga Balita (BKB). Pada variabel jenis kelamin anak pertama dan anak kedua, wanita di 
Kampung KB Kuala Mandor A yang memiliki anak berjenis kelamin sama pada anak pertama dan 
kedua akan cenderung memiliki jumlah anak lebih dari 3 orang dibandingkan dengan jenis kelamin 
yang berbeda. Responden yang berpendidikan sekolah dasar juga memiliki persentase yang cukup 
tinggi untuk melahirkan dengan jarak tidak ideal. Sedangkan responden yang berpendidikan SMA 
responden yang melahirkan dengan jarak yang ideal memiliki persentase yang lebih tinggi 
dibandingkan jarak kelahiran tidak ideal. 
ANALISIS METODE SUPPORT VECTOR MACHINE (SVM) 
Analisis data pada penelitian ini menggunakan metode Support Vector Machine (SVM). Analisis 
data dilakukan dengan bantuan software R. Software tersebut dipilih karena tidak semua software 
perhitungan analisis bisa melakukan analisis Support Vector Machine. Perhitungan SVM 
menggunakan software R terdapat pada package e1071. Implementasi SVM dalam R diperkenalkan 
Tim pengembangan tahun 2005 dalam package e1071 yang dilakukan oleh Dimitriadou, Hornik, 
Leisch, Meyer, dan Weingessel. 
KERNEL LINEAR  
Dalam melakukan analisis dengan fungsi Kernel Linear dilakukan optimasi parameter c atau cost. 
Pengoptimalan parameter c dapat dilakukan dengan cara trial error dengan mencoba nilai c dari 0,001 
hingga 100. Berikut merupakan tabel penentuan parameter terbaik Kernel Linear dengan cara trial 
error. 
Tabel 5 Tabel Nilai Akurasi Parameter Terbaik Dengan Trial Error Untuk  
Data Training Kernel Linear 









Dari keseluruhan trial error yang dilakukan, diperoleh hasil akurasi yang berbeda pada masing – 
masing parameter cost sehingga penentuan parameter terbaik dapat dilakukan dengan memilih error 
terkecil pada parameter cost. Parameter cost yang memiliki nilai error terkecil terdapat pada c = 0,01 
dengan error sebesar 0,23596. Sehingga dapat diterapkan sebagai parameter terbaik dalam 
pembentukan model dengan data training. 
Tabel 6 Tabel Confusion Matrix Data Training Kernel Linear 






Ideal Tidak Ideal 
Ideal  0 0  
Tidak Ideal  20 57  
   
Pada Tabel 6 terdapat total 77 prediksi yang diperoleh dengan menganalisis data training untuk 
melihat kesesuaian jarak kelahiran responden. Dari 77 sampel data, fungsi Kernel Linear memprediksi 
20 data yang menyatakan nilai p ediksi yang “Tidak Ideal” sedangkan aktualnya “Ideal”  Sedangkan 
hasil p ediksi yang “Tidak Ideal”  e jumlah 57 data menunjukan nilai p ediksi yang sama pada nilai 
aktualnya. 
Dari Tabel 6, nilai akurasi dari data training dapat diperoleh seperti berikut. 
 ku asi = 
0   57
0   57   20   0
 100   = 0 74026 
Analisis SVM dengan menggunakan fungsi Kernel Linear menunjukkan hasil klasifikasi secara 
benar 57 sampel dari total 77 sampel data testing dengan nilai akurasinya 74,026%. 
KERNEL RADIAL BASIS FUNCTION (RBF) 
Dalam melakukan analisis dengan fungsi Kernel RBF, dilakukan optimasi parameter cost (c) dan 
gamma ( ). 
Tabel 7 Tabel Nilai Parameter Terbaik Dengan Trial Error Untuk Data Training Kernel RBF 
Parameter Data Training 
c   Error c   Error c   Error 
1 1 0,20435 10 3 0,19570 50 5 0,19527 
1 2 0,19958 10 4 0,19536 100 1 0,20573 
1 3 0,19880 10 5 0,19527 100 2 0,19712 
1 4 0,19866 50 1 0,20573 100 3 0,19570 
1 5 0,19863 50 2 0,19712 100 4 0,19536 
10 1 0,20573 50 3 0,19570 
100 5 0,19527 
10 2 0,19712 50 4 0,19536 
 
Dari keseluruhan trial error yang dilakukan, pada Tabel 7 diperoleh hasil trial error yang hampir 
sama pada masing-masing parameter c dan   sehingga penentuan parameter terbaik dapat dilakukan 
dengan memilih salah satu nilai parameter c dan   yang memiliki nilai error terkecil. Pada Tabel 7 
dapat kita lihat parameter c dan   yang memiliki nilai error terkecil terdapat sebanyak 3 kombinasi 
yaitu pada c,   = (10,5), (50, 5) dan (100, 5)  dengan error sebesar 0,19527. Dari ketiga kombinasi kita 
pilih parameter yang memiliki nilai terkecil yaitu pada c = 10 dan   = 5. Sehingga yang telah dipilih 
dapat diterapkan sebagai parameter terbaik dalam pembentukan model dengan data training. Sehingga 
diperoleh parameter model adalah sebagai berikut. 
 
Tabel 8 Tabel Confusion Matrix Data Training Kernel RBF 
Prediksi 
Aktual 
Ideal Tidak Ideal 
Ideal  20 0  
Tidak Ideal  0 57  
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Pada Tabel 8 terdapat total 77 prediksi yang diperoleh dengan menganalisis data training untuk 
melihat kesesuaian jarak kelahiran responden. Dari 77 sampel, Kernel RBF memprediksi 20 data 
“Ideal” yang menyatakan nilai p ediksi memiliki hasil yang sama dengan nilai aktual  Sedangkan pada 
57 data “Tidak Ideal” menyatakan nilai p ediksi memiliki hasil yang sama dengan nilai aktual  
Dari Tabel 8, nilai akurasi dari data training dapat diperoleh seperti berikut. 
 ku asi = 
20   57
20   57   0   0
 100  = 100   
Ketika dilakukan analisis SVM dengan menggunakan fungsi Kernel RBF, menunjukkan bahwa 
fungsi Kernel RBF mengklasifikasikan secara benar 77 sampel dari total 77 sampel data testing 
dengan nilai akurasinya sebesar 100%. 
KERNEL POLYNOMIAL 
Parameter dari fungsi Kernel Polynomial terdiri dari cost (c) dan degree (d). Berdasarkan Tabel 9 
diperoleh hasil akurasi yang hampir sama pada masing-masing parameter cost (c) dan degree (d) 
sehingga penentuan parameter terbaik dapat dilakukan dengan memilih salah satu nilai parameter cost 
(c) dan degree (d) yang memiliki nilai error terkecil. Pada Tabel 9 dapat kita lihat parameter cost dan 
d yang memiliki nilai error terkecil terdapat pada c = 1 dan d = 3 dengan error sebesar 0,21840. 
Sehingga dapat diterapkan sebagai parameter terbaik dalam pembentukan model dengan data training. 
Sehingga diperoleh parameter model adalah sebagai berikut. 
Tabel 9 Tabel Nilai Akurasi Parameter Terbaik Dengan Trial Error Untuk Data Training Kernel 
Polynomial 
Parameter Data Training 
c d Error c d Error c d Error 
1 1 0,25214 10 3 0,58050 50 5 11033671 
1 2 0,25241 10 4 0,52555 100 1 0,29672 
1 3 0,21840 10 5 0,81030 100 2 12947756 
1 4 0,25980 50 1 0,29633 100 3 0,75755 
1 5 0,36148 50 2 10903638 100 4 0,99338 
10 1 0,29401 50 3 0,63317 
100 5 11994750 
10 2 0,44425 50 4 0,88350 
         
Tabel 10 Tabel Confusion Matrix Data Training Kernel Polynomial 
Prediksi 
Aktual 
Ideal Tidak Ideal 
Ideal 7  0  
Tidak Ideal  13 57  
Berdasarkan pada Tabel 10 terdapat total 77 prediksi yang diperoleh dengan menganalisis data 
training untuk melihat kesesuaian jarak kelahiran responden. Dari 77 sampel, Kernel Polynomial 
memp ediksi 7 data “Ideal” adalah se anyak 7  esponden dan p ediksi “Tidak Ideal” adalah se anyak 
70 responden. Sedangkan pada data aktual terdapat 20 responden melahirkan dengan jarak ideal 
sedangkan 57 reponden lainnya melahirkan dengan jarak tidak ideal. Hasil prediksi bernilai 7 
menyatakan nilai prediksi hasil yang sama dengan nilai aktual. Hasil prediksi bernilai 57 menyatakan 
nilai prediksi hasil yang sama dengan nilai aktual. Hasil prediksi bernilai 13 menyatakan nilai prediksi 
yang tidak ideal sedangkan aktualnya bernilai ideal. 
Dari Tabel 10, nilai akurasi dari data training dapat diperoleh seperti berikut. 




 ku asi = 
7   57
7   57   0  13
 100  = 83 117  
Ketika dilakukan analisis SVM dengan menggunakan fungsi Kernel Polynomial, hasil 
menunjukkan bahwa SVM akan mengklasifikasikan secara benar 82 sampel dari total 88 sampel data 
testing dengan nilai akurasinya sebesar 83,117%. 
PENGAPLIKASIAN FUNGSI KERNEL TERBAIK PADA DATA TESTING 
Setelah melakukan analisis tingkat akurasi dari fungsi Kernel Linear, RBF, serta Polynomial pada 
data training. Didapatlah fungsi Kernel yang paling optimal dalam mengklasifikasi yaitu fungsi 
Kernel RBF dengan tingkat akurasi sebesar 100% menggunakan parameter c = 10 dan   = 5.  Setelah 
terpilih fungsi Kernel yang memiliki tingkat akurasi tertinggi pada data training, selanjutnya fungsi 
Kernel dan parameter yang telah didapatkan diaplikasikan pada data testing.  
Tabel 11 Tabel Confusion Matrix Data Testing 
Prediksi 
Aktual 
Ideal Tidak Ideal 
Ideal  2 0  
Tidak Ideal  0 17  
   
Pada Tabel 11 fungsi Kernel RBF memprediksi 19 data yang diperoleh dengan menganalisis data 
testing untuk melihat kesesuaian jarak kelahiran responden. Dari 19 sampel, Kernel RBF memprediksi 
seca a  ena  2 data “Ideal” yang dinyatakan dengan nilai p ediksi memiliki hasil yang sama dengan 
nilai aktual  Sedangkan pada 17 data “Tidak Ideal” menyatakan nilai p ediksi memiliki hasil yang 
sama dengan nilai aktual, sehingga fungsi Kernel RBF mengklasifikasikan secara benar data tidak 
ideal. 
Dari Tabel 11, nilai akurasi klasifikasi dari data testing dapat diperoleh seperti berikut. 
 ku asi = 
2   17
2   17   0   0
  100  = 100   
Ketika dilakukan analisis SVM dengan menggunakan fungsi Kernel RBF, hasil menunjukkan 
bahwa SVM mengklasifikasikan secara benar seluruh 19 sampel data testing. 
KESIMPULAN  
Berdasarkan hasil analisis serta pembahasan yang telah dipaparkan, bahwa  hasil akurasi klasifikasi 
menggunakan metode SVM memiliki tingkat akurasi yang tinggi. Hasil yang diperoleh dari 
perhitungan metode SVM dengan menggunakan data training menunjukan bahwa tingkat akurasi 
dengan menggunakan fungsi Kernel linear, Kernel RBF, serta Kernel Polynomial  diperoleh akurasi 
berturut-turut 74,026% , 100%, dan  83,117%. Dengan tingkat akurasi yang tinggi pada data training, 
fungsi Kernel RBF dapat digunakan untuk menentukan akurasi klasifikasi pada data testing. Hasil dari 
akurasi klasifikasi fungsi Kernel RBF dengan menggunakan data testing sebesar 100%. 
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