Uncertainty Comparison for Area-Class Maps Concerning Different Reference Data  by You, Jiong & Zhang, Jingxiong
 Procedia Environmental Sciences  10 ( 2011 )  2075 – 2082 
1878-0296 © 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Conference ESIAT2011 Organization Committee.
doi: 10.1016/j.proenv.2011.09.324 
Available online at www.sciencedirect.com
Conference Title 
Uncertainty Comparison for Area-class Maps concerning 
Different Reference Data 
Jiong You 1, Jingxiong Zhang 2  
1,2School of Remote Sensing and Information Engineering, Wuhan University, Wuhan 430079, China 
a passyou@home.news.cn 
 
Abstract 
As the main factor that influences classification quality, uncertainty characterization is analysis of area classes based 
on remotely sensed imagery and auxiliary data. This study focuses on uncertainty comparison between reference and 
classification maps. By referring to information classes and data classes respectively, experiment using real data sets 
was carried out to quantify uncertainty in area-class maps. Contingency tables and an information theory measure of 
shared information, percentage of average mutual information (%AMI), were applied to compare the uncertainty 
between pairs of area-class maps, where maximum likelihood classifier was used to classify the image into area-class 
map with different reference data on the discriminant space. Results show that there exist large impacts of semantic 
bias in different reference on classification uncertainty. Therefore, further improving upon the effect of bias in 
reference data will be studied to enable a more accurate assessment of the quality of classification. 
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1.Introduction  
Information about occurrences and dynamics of land cover and other thematic classes is becoming 
increasingly important for ecosystem modeling research. The production of area-class maps, such as those 
depicting land cover, using an image classification has been one of the most common applications of 
remote sensing. However, information derived from remote sensing often suffers from various errors 
because many biophysical processes underlying land cover cannot be remotely monitored with adequate 
accuracy due to the difficulties of separating one class from another when both showing similar spectral 
signatures. As land cover mapping have been extended from local, regional, national, to global scale, it is 
required that uncertainty in remotely sensed land cover information be quantified and handled 
correctly[1]. 
There has been increasing research on uncertainty in spatial information and analysis[2]. 
Uncertainty for categorical maps can be approached from inaccuracy in class labeling, which is 
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commonly handled by constructing confusion matrices and computing various accuracy metrics, such as 
percent correctly classified pixels and kappa coefficients of agreement. In addition, many scholars have 
already recognized the value of entropy theory that shows special predominance in measuring the 
uncertainty of special data, and have tried to build precision evaluating models based on it such as 
information entropy, fuzzy entropy and cross-entropy[3]. 
However, little attention has been paid to uncertainty characterization in categorization based on 
semantic mismatch analysis. The lack of land cover reference data results in the decomposition of error 
quantification in categorization due to partially inherent consistency and the degree of bias of different 
reference data. Thus, reference data bias and its impacts should be considered in uncertainty 
characterization for area-class maps. 
This paper is concerned with uncertainty comparison between reference and classification maps 
with respect to information classes and data classes, respectively. First, the method of discrimiant space 
was proposed, which follows the concept of phase space in physics and is useful to reinforce consistency 
in area-class mapping[4]. Then two classification methods derived from maximum likelihood classifier 
were used to classify the image into area-class maps, and confusion matrices or contingency tables were 
established. Finally, the concept of mutual information from information theory, AMI, was introduced for 
uncertainty comparison, which includes two aspects: 1) uncertainty characterization for reference and 
classification maps; 2) analysis on change in uncertainty of one map given specific class label information 
in the other map. 
2. Methods 
2.1 Discriminant Models for Area-class Mapping. The discriminant space is also called Z space 
because it is often described as a vector field ( )xZ of dimension b with b being a positive integer, where 
x denotes a location within the problem domain A. The discriminant model provides a function K  linking 
the Z values at a point x to the class at that point: ( ))( ) ( xC x K Z , so that any point in geographic space 
maps to a point in the Z space. 
To implement discriminant model, class model is required, which maps measurement to classes and 
discriminant realizations Z to realizations of area-class map C. A classifier can be seen as the mapping 
from measurement to class labels and expressed as: 
1,...,
)( ) ( )ˆ ( ) ( ) arg max (kk Kx xC x fK    Z Z .                                                                                       (1) 
where fk calculates measures of proximity to indicate categorical similarity to class k, with the predicted 
prevailing class ˆ ( )C x  taking the maximum utility. To map probabilistic distributions of classes in Z space, 
the probability density function of a random variable will be estimated. 
In discriminant space, a linear model may be prescribed for measurement vector Z at location x: 
( ) ( ) ( )x m x x  GZZ Z , which states that ( )xZ  is the version of the mean vector ( )m xZ corrupted by an 
error vector of ( )xGZ . Discriminant models assume that there exists a mean value ( )m xZ  hence a true 
class label ( )C x  at every location, and measurement ( )xZ  containing error GZ leads to error-prone area-
class * ( )C x . It is important to recognize that empirical discrminant models do not always support a one 
to one correspondence between ( )m xZ and ( )C x . Thus, data classes associated with ( )m xZ  by a data-
specific membership function )(k mf Z  should be discerned from de-noised measurement, which can be 
used to bridge the gap between measurement and information classes. 
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2.2 Classification Methods. In this paper, maximum likelihood classification algorithm was used to 
realize categorization based on Z space measurement. Let ( )xZ stand for the observations, suppose { iZ , 
i=1, …, K} is the set of possible classes, the classification process is written as: 
( ) ( )ˆ ( ) if and only if ( ) max ( | ) ( )i i iix xC x G p pZ Z Z  Z Z                                      (2) 
where ˆ ( )C x is the predicted class label for location x, ( )ip Z  is prior probability, ( ( ) | )ip x Zz  is 
probability density of class iZ , and ( ))( xG Z  is the posteriori probability. Knowledge of prior 
probabilities can be obtained from expert knowledge or historical data. 
To obtain the class-conditional probability density function, the nonparametric estimation may be 
used. Then maximum likelihood classification algorithm was modified to two classification methods: 
MLC1 – Kernel density estimation (KDE) is used to estimate the probability density function of 
discriminant variables which will be input to Eq. 2.  
MLC2 – k-Nearest Neighbor algorithm (kNN) is used to estimate the probability density function of 
discriminant variables which will be input to Eq. 2. 
2.3 The Calculation of %AMI for Uncertainty Comparison. The methodology of mutual information 
analysis employs the concept of common entropy, which has been used in many fields[5]. An overall 
assessment of the degree of shared information in a pair of maps may be represented by the average 
mutual information. In this regard, the information content of a map is its uncertainty. For a probabilistic 
system, uncertainty may be expressed in terms of entropy. For map X, the Shannon entropy may be 
calculated from: 
1
( ) log( )
n
i i
i
H X K p p
 
  ¦ .                                                                                                             (3) 
where ip  is the proportion of the mapped area in class i and K is a constant that is often, and here, equal 
to 1. For a pair of maps of the same location, X and Y, let there be i class in map X and k class in map Y. 
The AMI may be expressed as a percentage of the uncertainty in a map selected for reference purpose. 
With map X selected as the reference, the %AMI is: 
%AMI 100[AMI/ ( )] 100[ ( , ) log[ ( | ) | ( )] / ( )]k i k i k
i k
H X K p y x p y x p y H X  ¦¦ .    (4) 
where ( )kp y is the proportion of map Y in class k, ( , )k ip y x is the joint probability of a pixel being class 
k in map Y and class i in map X and ( | )k ip y x is the conditional probability of a pixel in map Y 
belonging to class k given that it is in class i on map X. 
Sometimes it may be useful to focus on specific class(es) in the map. On an individual class basis, a 
posteriori entropy for one map given the class label information from the other may be used to evaluate 
the amount of information shared by the maps[6]. The a posteriori entropy of X once ky  is known may 
be calculated from: 
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1
( | ) ( | ) log[ ( | )]
n
k i k i k
k
H X y K p x y p x y
 
  ¦ .                                                                            (5) 
The difference between ( )H X  and ( | )kH X y  is the change in uncertainty about the class of a 
pixel in map X. If the difference is more than 0, it shows the uncertainty decrease given the knowledge 
of ky . The change in entropy that occurs through knowledge of ky  can be expressed as a percentage of 
the entropy of map X through 
%AE( | )=100( ( ) ( | )) / ( )k kX y H X H X y H X .                                                                     (6) 
3. Experiments and Analysis 
3.1 Study Area and Data Sets. An area of central Montana, USA, located at 46 25 ~ 48 30' ' Nq q  
and 108 04 ~ 111 10' ' Wq q , was chosen as the study area. Different land cover types exist in this area, 
forming a very complex landscape. The NLCD 2001 Land Cover product was downloaded from 
http://www.mrlc.gov to accommodate information classes. Also downloaded was Landsat 5 TM image 
(P38/R27) flown on August 11th, 2001, with bands 1-5 and 7 at 30 meters resolution. A subset covering 
500 by 500 Landsat TM image pixels was selected as the data set for the studies. This study area was 
chosen for its terrain undulation and typicality in land cover (5 class labels), the 5 land cover labels are 1-
open water, 2-forest, 3-grassland/shrub, 4-agriculture, and 5-wetlands. Tasseled cap transformation was 
performed with the Landsat TM image, and bands of brightness and greenness were selected and 
transformed via Choleski factorization so that Euclidean distance can be computed in lieu of Mahalanobis 
distance. This resulted in the discriminant covariates. A training set of 3,000 pixels was sampled 
selectively to represent land cover observed. 
As discussed previously, data classes can be usefully derived from the data set that was labeled with 
information class names for the purpose of discerning effect due to data and information class semantic 
biases. This was done by plotting all pixels in the Z space discretized into a grid of 256 by 256 cells and 
summarizing land cover class labels of pixels falling in individual grid cells. The resultant class 
probability vectors estimated for all pixels were considered as the mean class probabilities. The majority 
class labels in these grid cells were taken as the labels of data classes so that all pixels were separable in 
the Z space. This gave rises to the map showing data classes of land cover, which corresponds but does 
not equal to information classes of land cover. Data classes for the 3,000 training pixels were recorded 
based on the data class map derived above. Thus, we had two sets of training data for land cover mapping, 
one for data classes and the other for information classes. 
3.2 Classification Results Analysis. The training samples were used for class-conditional probability 
density estimation (by KDE and KNN) in the Z space, and those Z data (discriminant covariates) were 
input to an interpolator on the probability surfaces, then MLC1 and MLC2 were carried out to generate the 
posteriori probabilities, and then resulted in four sets of probability vector maps for all 250,000 pixels in 
the study area, two for data classes and the other two for information classes. Area-class maps were 
generated; also output was the discrete classification output from the realized area-class maps.  
Comparing classification results with respect to different reference data, confusion matrices were 
obtained, which can accommodate accuracy metrics, and AMI between reference and classification maps 
that may be expressed as percentage of uncertainty in classification maps selected for different reference 
purposes. 
Table 1: Results of confusion matrices derived from MLC1 method and MLC2 method 
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(referring to information classes) 
 MLC1 MLC2 
Classific
ation 
map 
Reference map 
1 2 3 4 5 Total 
Agr
ee-
men
t 
[%]
1 2 3 4 5 Total 
Agr
ee-
men
t 
[%]
1-open 
water 0 1 1 0 2 4 0 120 45 1719 18 70 1972 6.09
2-forest 0 2783 424 1 23 3231
86.1
3 2
193
31
1349
6 35 322 
3318
6
58.2
5
3-
grasslan
29
3
385
01
1839
35
185
09
52
44
2464
82
74.6
2 165
218
79
1614
26
595
6
310
7
1925
33
83.8
4
4-
agricultu 0 0 1 0 0 1 0 6 180 5256
120
38 60 
1754
0
68.6
3
5-
wetlands 0 211 52 0 19 282 6.74 0 61 2516 463 
172
9 4769 
36.2
5
Total 293 
414
96 
1844
13 
185
10 
52
88
2500
00  293
414
96
1844
13
185
10 
528
8 
2500
00  
Agreeme
nt [%] 0 
6.7
1 
99.7
4 0 
0.3
6  
74.6
9 
40.
96
46.
59
87.5
4 
65.
04 
32.
70  
77.8
6 
%AMI  
[%] 
2.06 24.06 
Table 2: Results of confusion matrices derived from MLC1 method and MLC2 method 
(referring to data classes) 
 MLC1 MLC2 
Classific
ation 
map 
Reference map 
1 2 3 4 5 Total 
Agr
ee-
men
t 
[%]
1 2 3 4 5 Total 
Agr
ee-
men
t 
[%]
1-open 
water 1 0 0 0 0 1 100 68 44 1247 22 34 1415 4.81
2-forest 0 813 0 0 0 813 100 0 17552
1360
7 34 92 
3128
5
56.1
0
3-
grassland 
17
9 
399
20 
2001
06 
77
86 
11
95
2491
86 80.3 105
229
76
1804
87
432
4 
97
8 
2088
70
86.4
1
4-
agricultu 0 0 0 0 0 0 - 4 160 4342
336
3 23 7892 
42.6
1
5-
wetlands 0 0 0 0 0 0 - 3 1 423 43 68 538 
12.6
4
Total 180 
407
33 
2001
06 
77
86 
11
95
2500
00  180
407
33
2001
06
778
6 
11
95 
2500
00
 
Agreeme
nt [%] 
0.
56 2 100 0 0  
80.3
7 
37.
78
43.
09
90.2
0 
43.
19 
5.6
9  
80.6
2 
%AMI  
[%]
0.98 15.53 
Table 1 and 2 reveal uncertainty characterization in reference and classification maps, which is shown 
by the assessment of the degree of correspondence between the class labels in classification maps and 
reference maps with respect to information classes and data classes, respectively, and the degree of 
difference between them. 
For classification maps derived from MLC1, it shows that grassland/shrub in classification maps 
closely corresponded to grassland/shrub in reference maps for both information classes and data classes 
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of land cover, with 99.74% and 100% of pixels, respectively; While, open water and agriculture in 
classification map are not corresponded to those in reference map of information classes(with 0 percent of 
pixels), agriculture and wetlands in classification map are not corresponded to those in reference map of 
data classes(with 0 percent of pixels). 
Consider the comparison between reference data and MLC2 classification. From Table 1, it is also 
grassland/shrub in classification map most closely corresponded to that class in reference map of 
information classes, with 87.54% of pixels, while agriculture in classification map is the next closely 
corresponded to that class in reference map of information classes, with 65.04% of pixels, and then are 
forest, open water and wetlands, with 46.59%, 40.96% and 32.7%, respectively. A similar pattern of 
results can be discerned in Table 2, which shows results based on data classes. 
An overall assessment of the degree of shared information in the classification and the reference maps 
may be expressed in terms of the amount of shared information in the maps, represented by the %AMI. 
The AMI of classification map derived from MLC1 and reference map of information classes is 0.0072 
(2.06% of the information in the reference map), while the AMI of classification map derived from MLC1 
and reference map of data classes is 0.0026 (only 0.98% of the information in the reference map). The 
AMI of classification maps derived from MLC2 and reference maps of information classes and data 
classes are 0.0841 and 0.0413, respectively. Therefore, it may be inferred that the differences between 
classification maps derived from MLC1 and reference maps of both information classes and data classes 
are more than 95 percent, while the differences between classification maps derived from MLC2 and 
reference maps of information classes and data classes are 75.94% and 84.47%, respectively, which are 
less than 85 percent. 
3.3 Analysis on Change in Uncertainty for Specific Class. From aforementioned calculations, it is 
easy to obtain the cross-tabulation of information classes and data classes, the cross-tabulation of 
classifications by MLC1 referring to information classes and data classes, and the cross-tabulation of 
classifications by MLC2 concerning the two references. The difference between the entropy of one map 
and a posteriori entropy based on an individual class may be quantified to evaluate the amount of change 
in uncertainty for specific class. Using Eq.6, the percentage change in uncertainties were calculated and 
shown in Fig. 1. 
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Fig. 1:  The percentage change in uncertainty for specific class 
In Fig.1, The blue line with diamond mark, the mauve line with square mark, and the yellow line with 
triangle mark denote the percentage change in uncertainties of reference maps, classification maps 
derived from MLC1, and classification maps derived from MLC2, respectively. 
Fig. 1(a) shows the percentage change in uncertainties for maps referring to data classes given each 
class in maps referring to information classes. From the blue line with diamond mark, Class 
3(grassland/shrub) has the best reduction in uncertainty, 60.86%; Class 1(open water), 4(agriculture) or 
5(wetlands) would increase the uncertainty about classes in reference map of data classes; In this regard, 
Class 2(forest) and Class 3(grassland/shrub) on the reference map of information classes can play a role 
identifying the land cover type of reference map of data classes. From the mauve line with square mark, 
Class 1, 4 and 5 has the best reduction in uncertainty, 100%; While, Class 2 has the lowest change in 
entropy (-22.14%), actually increasing uncertainty about the identity of the class in the classification 
maps by MLC1 referring to information classes. From the yellow line with triangle mark, Class 5 has the 
best reduction in uncertainty, 73.18%, and Class 3 is next highest at 55.94%. Fig. 1(b) shows the 
percentage change in uncertainties for maps referring to information classes given each class in maps 
referring to data classes.  
Fig. 1 indicates that the change in uncertainty for specific class in classification maps derived from 
MLC1 is more discrepant with that change of reference maps than that in classification maps derived from 
MLC2. This is because the results of MLC1 are sensitive to class-conditional probability density, whose 
specification was based on kernel density estimation. 
4. Conclusions 
This paper discussed the correspondence of uncertainty for pairs of area-class maps with respect to 
information classes and data classes. 
Discriminant models help to obtain data classes that are non-overlapping in the Z space and made to 
coincide with information classes for the purpose of discerning effect due to data and information class 
semantic biases. Also, the models make for the probabilistic distributions mapping of classes, which is 
required by the estimation of class-conditional probability density for MLC methods. 
According to the calculation of %AMI for pairs of area-class maps, it is feasible to introduce the 
information theory into uncertainty comparison, which determines the difference between specific maps. 
Further study concerning the significant level of the differences may be considerable. 
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By comparing uncertainty in pairs of area-class maps, it is found that there exist large impacts of 
semantic bias in different references on classification uncertainty; this should be concerned in later 
research, so that we may conduct a well-informed uncertainty management. 
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