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A GENERALIZATION OF DARMON’S CONJECTURE FOR EULER SYSTEMS
FOR GENERAL p-ADIC REPRESENTATIONS
TAKAMICHI SANO
Abstract. Darmon’s conjecture on a relation between cyclotomic units over real quadratic fields
and certain algebraic regulators was recently solved by Mazur and Rubin by using their theory of
Kolyvagin systems. In this paper, we formulate a “non-explicit” version of Darmon’s conjecture for
Euler systems defined for general p-adic representations, and prove it. In the process of the proof,
we introduce a notion of “algebraic Kolyvagin systems”, and develop their properties.
1. Introduction
One of the main themes in number theory is to study mysterious relations between values of zeta
functions and arithmetical objects. Cyclotomic units are known as the elements which are closely
related to the values of zeta functions. Their important properties are axiomatized in the theory
of Euler systems, initiated by Kolyvagin ([6]). The method of Euler systems is a powerful tool for
bounding the size of Selmer groups. The collection of cyclotomic units is a typical example of an
Euler system.
In [3], inspired by the work of Gross ([5]), Darmon conjectured a “refined class number formula”,
which relates cyclotomic units over real quadratic fields with certain algebraic regulators. This
conjecture is regarded as a refinement of classical class number formula of Dirichlet. Recently,
Mazur and Rubin solved the “except 2-part” of Darmon’s conjecture using their theory of Kolyvagin
systems ([8]).
In this paper, as an attempt to generalize Darmon’s conjecture, we formulate its analogue for Euler
systems defined for general p-adic representations. Under the standard hypotheses of Kolyvagin
systems (including that the core rank is equal to 1), we prove that our generalized Darmon’s
conjecture is true (see Theorem 3.8). Our formulation is, however, not exactly a generalization
of Darmon’s conjecture. Let us explain the difference between our fomulation and the original
conjecture of Darmon. Darmon’s formulation is as follows. Let F be a real quadratic field, and
ℓ1, . . . , ℓν be distinct prime numbers. Suppose that all ℓi split completely in F , for simplicity. Put
n = ℓ1 · · · ℓν (n = 1 when ν = 0), and let ζn be a primitive n-th root of unity. Darmon defined the
“theta-element” θ′n by
θ′n =
∑
σ∈Gal(F (ζn)/F )
σαn ⊗ σ ∈ F (ζn)
× ⊗Z Z[Gal(F (ζn)/F )],
where αn ∈ F (ζn)
× is a certain cyclotomic unit, and conjectured that the following equality holds
in (F (ζn)
×/{±1}) ⊗Z Z[Gal(F (ζn)/F )]/I
ν+1
n (In is the augmentation ideal of Z[Gal(F (ζn)/F )]):
θ′n = −hnRn,(1)
The author is supported by Grant-in-Aid for JSPS Fellows.
1
2 TAKAMICHI SANO
where hn is the n-class number of F (that is, the order of the Picard group of Spec (OF [1/n])), and
Rn ∈ F
× ⊗Z I
ν
n/I
ν+1
n is an “algebraic regulator”. This algebraic regulator Rn is defined by using a
basis of (1− τ)OF [1/n]
× (τ is the non-trivial element of Gal(F/Q)) and the local reciprocity maps
at places in F lying above ℓi’s. For more details, see [3] and [8].
Our formulation replaces the cyclotomic unit by an Euler system for a p-adic representation, the
class number by the order of the Selmer group, the algebraic regulator by a module of algebraic
regulators. Let p be an odd prime, and T be a p-adic representation of the absolute Galois group of
Q. Fix M , a power of p, and put A = T/MT . Let ℓ1, . . . , ℓν be distinct prime numbers satisfying
certain conditions. As before, put n = ℓ1 · · · ℓν . Let Q(n) be the maximal p-subextension of Q inside
Q(ζn). Suppose that there exists an Euler system c = {cn}n ∈
∏
nH
1(Q(n), T ) for T . Following
Darmon, define the theta element θn(c) by
θn(c) =
∑
σ∈Gal(Q(n)/Q)
σcn ⊗ σ.
We construct a submoduleRn ⊂ H
1(Q, A)⊗Z I
ν
n/I
ν+1
n as an analogue of Darmon’s algebraic regula-
tor, where In is the augmentation ideal of Z[Gal(Q(n)/Q)]. Our formulation of the generalization of
Darmon’s conjecture is as follows: we have the following in H1(Q(n), A)⊗Z Z[Gal(Q(n)/Q)]/I
ν+1
n :
θn(c) ∈ |Selnp(Q, A
∗)|Rn,(2)
where A∗ is the Kummer dual of A, Selnp(Q, A
∗) is the Selmer group of A∗ of the elements which
restrict to zero at the places dividing np, and | · | denotes the order.
Thus, our formulation (2) is “non-explicit” in the sense that the algebraic regulator in the right
hand side is not determined explicitly. In this sense, our formulation is weaker than the original con-
jecture of Darmon (1) when the Euler system is the system of cyclotomic units. But our formulation
has a simple application. Taking n = 1, we obtain the following:
ordp(|Selp(Q, A
∗)|) ≤ Ind(c),
where Ind(c) = sup{m | c1 ∈ p
mH1(Q, A)}. This is a quite famous result which is known as a
typical application of the theory of Euler systems (see [12, Theorem 2.2.2] and [7, Corollary 4.4.5]).
Our method gives another proof of this famous result.
A key observation of this paper lies in defining a notion of “algebraic Kolyvagin systems”, which
generalizes the notion of original Kolyvagin systems (see §4). We define four different modules of
algebraic Kolyvagin systems, called θ-Kolyvagin systems, derived-Kolyvagin systems, pre-Kolyvagin
systems, and (simply) Kolyvagin systems. The θ-Kolyvagin system is the system whose axioms are
satisfied by the collection {θn(c)}n of the theta elements. The derived-Kolyvagin system is the
system whose axioms are satisfied by the collection {κ′n}n of the Kolyvagin’s derivative classes of
c. The pre-Kolyvagin system is an analogue of the θ-Kolyvagin system. The system which we call
simply Kolyvagin system is a direct generalization of the original Kolyvagin system. At a glance,
these four modules of algebraic Kolyvagin systems may have different structures, but we prove that
they are all isomorphic (see Theorem 4.17). This observation is useful in some aspects; firstly, we
can prove that {θn(c)}n is a θ-Kolyvagin system by reducing to show that the Kolyvagin’s derivative
classes {κ′n}n of c satisfy the axioms of the derived-Kolyvagin systems (see Proposition 6.6); secondly,
we can apply Mazur-Rubin’s theory of Kolyvagin systems to other Kolyvagin systems.
In [8, Appendix B], Howard constructed “regulator-type” Kolyvagin systems. We extend this
construction to other Kolyvagin systems. We introduce a new system, which we call “unit system”,
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to treat Howard’s construction more systematically (see Definition 5.3). We interpret Howard’s
construction as a “regulator map” from the module of unit systems to that of Kolyvagin systems
(see Definition 5.5). We give analogues of this regulator map for other Kolyvagin systems, and prove
the natural compatibility with the isomorphisms between different Kolyvagin systems (see Theorem
5.7). We apply Mazur-Rubin’s theory to know that the regulator map is surjective (see Theorem
6.2). From this, we know that the system of the theta elements, which forms a θ-Kolyvagin system,
is in the image of the regulator map. This says in fact that θn(c) ∈ |Selnp(Q, A
∗)|Rn holds. Thus,
we prove our main theorem.
After the author wrote the first version of this paper, he found another generalization of Dar-
mon’s conjecture using Rubin-Stark elements (see [13, Conjecture 3]). He proved that, under some
assumptions, most of this conjecture is deduced from the “equivariant Tamagawa number conjecture
(ETNC)” ([1, Conjecture 4 (iv)]) for Tate motives (see [13, Theorem 3.22]). By the results of Burns
and Greither ([2]), and of Flach ([4]), we know that the ETNC for Tate motives is true for abelian
fields. Using this fact, we know that the author’s result ([13, Theorem 3.22]) gives another proof
of the “except 2-part” of Darmon’s conjecture, which was first proved by Mazur and Rubin in [8]
(see [13, §4] for the detail). The author hopes that there are some connections between the ETNC
for general motives and the main result of this paper. We remark that, the paper [10] of Mazur
and Rubin, in which essentially the same conjecture as [13, Conjecture 3] is formulated, appeared
in arXiv after the author wrote the first version of the paper [13] (see [10, Conjecture 5.2]).
The paper [9] of Mazur and Rubin concerning higher rank Kolyvagin systems also appeared in
arXiv after the author wrote this paper. In Definition 4.3, the author proposed a definition of
Kolyvagin systems of rank r, but when r > 1 this definition is slightly different from the definition
by Mazur and Rubin in [9, Definition 10.4]. The essentially same system as the “unit system”
introduced in this paper (see Definition 5.3) is also defined by Mazur and Rubin in a rather neater
way in [9, Definition 7.1], and they call it “Stark system”. One of the main results of their paper
([9, Theorem 12.4]), which states that, under some assumptions, there is an isomorphism between
“Stark systems” and “stub Kolyvagin systems”, can be regarded as a generalization of our Theorem
6.2.
The organization of this paper is as follows. §2 is a short preparation from algebra. In §3, after
the setting of some notations and the review of some facts from Galois cohomology, we state our
main theorem (Theorem 3.8). In §§4 and 5, we develop the theory of algebraic Kolyvagin systems.
Finally in §6 we prove Theorem 3.8.
Notation. We fix an algebraic closure Q of Q, and any algebraic extension of Q is considered to
be in Q. For each place v of Q, we choose a place w of Q above v, and fix it. By the decomposition
(resp. inertia) group of v in GQ = Gal(Q/Q) we mean the decomposition (resp. inertia) group of
w. The absolute Galois group of Qv is identified with the decomposition group of v in GQ.
For m ∈ Z≥1, µm denotes the group of all the m-th roots of unity in Q.
For a field F , and a continuous Gal(F/F )-module M (where F is a fixed separable closure of F ),
we denote
H i(F,M) = H icont(Gal(F/F ),M),
where H icont is the continuous cochain cohomology ([14]).
If G is a profinite group, and M is a continuous G-module, we denote for τ ∈ G
M τ=1 = {a ∈M | τa = a}.
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2. Exterior powers
Let A be a ring, B be an A-algebra, and M be an A-module. If f ∈ HomA(M,B), then there is
an A-homomorphism
r∧
A
M −→
(
r−1∧
A
M
)
⊗A B
m1 ∧ · · · ∧mr 7→
r∑
i=1
(−1)i−1m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr ⊗ f(mi),
for all r ∈ Z≥1. This map is also denoted by f . Moreover, the induced B-homomorphism(
r∧
A
M
)
⊗A B −→
(
r−1∧
A
M
)
⊗A B
is also denoted by f . Then the following B-homomorphism is well-defined for r, s ∈ Z≥1 with r ≥ s
:
s∧
B
HomA(M,B) −→ HomA
(
r∧
A
M,
(
r−s∧
A
M
)
⊗A B
)
,
f1 ∧ · · · ∧ fs 7→ (m1 ∧ · · · ∧mr 7→ (f1 ◦ · · · ◦ fs)(m1 ∧ · · · ∧mr)) .
We define (f1 ∧ · · · ∧ fs)(m1 ∧ · · · ∧mr) by
(f1 ◦ · · · ◦ fs)(m1 ∧ · · · ∧mr).
Note that our construction of the map f1 ∧ · · · ∧ fs is slightly different from that in [11, §1.2]
(f1 ∧ · · · ∧ fs is defined by fs ◦ · · · ◦ f1 in loc. cit.).
Remark 2.1. Using the above notations, we have
(f1 ∧ · · · ∧ fr)(m1 ∧ · · · ∧mr) =
∣∣∣∣∣∣∣
fr(m1) · · · fr(mr)
...
. . .
...
f1(m1) · · · f1(mr)
∣∣∣∣∣∣∣ ∈ B
and
(f1 ∧ · · · ∧ fr−1)(m1 ∧ · · · ∧mr) =
∣∣∣∣∣∣∣∣∣
fr−1(m1) · · · fr−1(mr)
...
. . .
...
f1(m1) · · · f1(mr)
m1 · · · mr
∣∣∣∣∣∣∣∣∣
∈M ⊗A B.
The first equality is shown by induction on r as follows. When r = 1, the left hand side is equal to
f1(m1) by definition, and this is equal to the right hand side. When r > 1, note first that by the
inductive hypothesis we see that (f1 ∧ · · · ∧ fr−1)(m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr) is equal to the
determinant of the matrix obtained by removing the first row and the i-th column from the matrix
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of the right hand side. We have
(f1 ∧ · · · ∧ fr)(m1 ∧ · · · ∧mr)
=
r∑
i=1
(−1)i−1fr(mi)(f1 ∧ · · · ∧ fr−1)(m1 ∧ · · · ∧mi−1 ∧mi+1 ∧ · · · ∧mr)
=
∣∣∣∣∣∣∣
fr(m1) · · · fr(mr)
...
. . .
...
f1(m1) · · · f1(mr)
∣∣∣∣∣∣∣ ,
where the second equality is obtained by the cofactor expansion along the first row. This completes
the proof.
3. The statement of the main theorem
The aim of this section is to state our main theorem (Theorem 3.8). First, we set some notations.
Let p be an odd prime, and fix a power of p, which is denoted byM . Let T be a p-adic representation
of the absolute Galois group of Q with coefficients in Zp, that is, T is a free Zp-module of finite rank
with a continuous Zp-linear action of GQ = Gal(Q/Q). As usual, we assume that T is unramified
at almost all places of Q, that is, for all but finitely many places v of Q, the inertia group of v in
GQ acts trivially on T . We write A = T/MT . Fix Σ, a set of places of Q, such that
Σ ⊂ {ℓ | ℓ is a prime satisfying (∗)},
where (∗) is as follows:
(∗)

T is unramified at ℓ,
M divides ℓ− 1,
A/(Frℓ − 1)A ≃ Z/MZ,
where Frℓ is the arithmetic Frobenius at ℓ.
Next, put N = N (Σ) = { square-free products of primes in Σ }. We suppose 1 ∈ N , for conven-
tion. Note that N is naturally identified with the family of all the finite subsets of Σ (with this
identification, 1 ∈ N corresponds to the empty set ∅ ⊂ Σ). This observation will be used later, in
§4.
For every ℓ ∈ Σ, put
Pℓ(x) = det(1− Frℓx|T ) ∈ Zp[x],
where the right hand side means the characteristic polynomial with respect to the action of Frℓ on
T . Note that Pℓ(1) ≡ 0 (mod M), since A/(Frℓ − 1)A ≃ Z/MZ (see [7, Lemma 1.2.3]). Put
Qℓ(x) =
Pℓ(x)− Pℓ(1)
x− 1
mod M ∈ Z/MZ[x].
This is the unique polynomial such that
(x− 1)Qℓ(x) ≡ Pℓ(x) mod M
(see [12, Lemma 4.5.2] or [7, Definition 1.2.2]).
Next, for every n ∈ N , put
Gn = Gal(Q(n)/Q),
where Q(n) is the maximal p-subextension of Q inside Q(µn). Note that we have a natural isomor-
phism Gn ≃
⊕
ℓ|nGℓ. For every ℓ ∈ Σ, we define a generator σℓ of Gℓ as follows. Fix a generator ξ
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of Zp-module lim←−µp
m . Since we fixed the embedding Q →֒ Qℓ, lim←−µp
m is also regarded as a subgroup
of lim←−Q
×
ℓ . By Kummer theory, we have a canonical isomorphism
Gal(Qurℓ (ℓ
1/p∞)/Qurℓ )
∼
−→ lim←−µp
m ; σ 7→ (
σ(ℓ1/p
m
)
ℓ1/p
m )m,
whereQurℓ is the maximal unramified extension ofQℓ. We also have a natural surjection Gal(Q
ur
ℓ (ℓ
1/p∞)/Qurℓ )→
Gℓ, so we have a surjection lim←−µp
m → Gℓ. We define σℓ ∈ Gℓ to be the image of ξ ∈ lim←−µp
m by this
surjection.
For n ∈ N , we denote In the augmentation ideal of Z[Gn]. Note that if ℓ 6 |n, then we have
Pℓ(Frℓ)⊗ 1 ∈ In ⊗ Z/MZ,
since Pℓ(1) ≡ 0 (modM) as we mentioned above, where Frℓ is naturally regarded as an element of
Gn (note that since ℓ is prime to n, ℓ is unramified in Q(n)). Therefore, we consider the image of
Pℓ(Frℓ)⊗ 1 in In/I
2
n ⊗ Z/MZ, and denote it also by Pℓ(Frℓ)⊗ 1.
We next define important maps vℓ, uℓ, and ϕℓ for ℓ ∈ Σ. As a preliminary, we review some facts
on Galois cohomology.
For ℓ ∈ Σ, the unramified cohomology group at ℓ is defined by
H1ur(Qℓ, A) = H
1(Qurℓ /Qℓ, A).
There is a canonical isomorphism:
H1ur(Qℓ, A) ≃ A/(Frℓ − 1)A,
which is obtained by evaluating Frℓ ∈ Gal(Q
ur
ℓ /Qℓ) to 1-cocycles representing elements ofH
1
ur(Qℓ, A)
(see [12, Lemma B.2.8] or [7, Lemma 1.2.1 (i)]).
There is a canonical decomposition:
H1(Qℓ, A) ≃ H
1
tr(Qℓ, A)⊕H
1
ur(Qℓ, A),
where H1tr(Qℓ, A) := H
1(Qℓ(µℓ)/Qℓ, A
GQℓ(µℓ)) is called the transverse cohomology group at ℓ, and
naturally identified with Hom(Gℓ, A
Frℓ=1) (see [7, Lemma 1.2.1 (ii) and Lemma 1.2.4]). We remark
that to get this decomposition, the assumption M |ℓ− 1 is needed.
Now we start to define vℓ, uℓ, and ϕℓ.
First, the definition of vℓ is as follows:
vℓ : H
1(Q, A) −→ H1(Qℓ, A)
−→ H1tr(Qℓ, A) = Hom(Gℓ, A
Frℓ=1)
∼
−→ AFrℓ=1 ≃ Z/MZ,
where the first arrow is the localization map at ℓ, the second is the natural projection, the third
isomorphism is obtained by evaluating σℓ ∈ Gℓ (recall that σℓ is a fixed generator of Gℓ), and the
last (non-canonical) isomorphism follows by noting that A/(Frℓ − 1)A ≃ Z/MZ (see [7, Lemma
1.2.3]). We fix the last isomorphism.
Next, we define the map uℓ as follows:
uℓ : H
1(Q, A) −→ H1(Qℓ, A)
−→ H1ur(Qℓ, A) = A/(Frℓ − 1)A
−Qℓ(Fr
−1
ℓ )−→ AFrℓ=1 = Z/MZ,
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where the first arrow is the localization at ℓ, and the second is the natural projection. The third
arrow is defined by
A/(Frℓ − 1)A −→ A
Frℓ=1 ; a¯ 7→ −Qℓ(Fr
−1
ℓ )a
(the well-definedness is easily verified by using the Cayley-Hamilton theorem). This is in fact
an isomorphism, see [12, Corollary A.2.7] for the proof. Note that we use −Qℓ(Fr
−1
ℓ ) instead of
Qℓ(Fr
−1
ℓ ) (this turns out to be meaningful when we see Example 3.1 below). The last identification
AFrℓ=1 = Z/MZ in the definition of uℓ above is obtained by the fixed isomorphism when we defined
vℓ.
Finally, we define ϕℓ as follows:
ϕℓ : H
1(Q, A) −→ lim←−
n∈N
(In/I
2
n ⊗ Z/MZ) ; a 7→ −(σℓ − 1)⊗ uℓ(a)− Pℓ(Frℓ)⊗ vℓ(a),
where the inverse limit in the right hand side is taken with respect to the natural restriction map of
Galois groups, namely, if n,m ∈ N and n|m, the morphism from Im/I
2
m⊗Z/MZ to In/I
2
n⊗Z/MZ
is induced by the natural surjection Gm → Gn. Note that Pℓ(Frℓ) ⊗ 1 is naturally regarded as an
element of lim←−n∈N ,ℓ|n
(In/ℓ/I
2
n/ℓ ⊗ Z/MZ). Since we have the canonical isomorphism
(Iℓ/I
2
ℓ ⊗ Z/MZ)⊕ lim←−
n∈N ,ℓ|n
(In/ℓ/I
2
n/ℓ ⊗ Z/MZ) ≃ lim←−
n∈N
(In/I
2
n ⊗ Z/MZ),
we see that −(σℓ − 1)⊗ uℓ(a)− Pℓ(Frℓ)⊗ vℓ(a) lies in lim←−n∈N
(In/I
2
n ⊗ Z/MZ), hence ϕℓ is defined.
Example 3.1. Take T = Zp(1) = lim←−µp
m , and A = T/MT = µM . Take ℓ ∈ Σ. Suppose
a ∈ Q×/(Q×)M ≃ H1(Q, A), and
a = ℓie in Q×ℓ /(Q
×
ℓ )
M ,
where i ∈ Z/MZ and e ∈ µM (note that i and e are uniquely determined for the image of a in
Q×ℓ /(Q
×
ℓ )
M ). If we identify Z/MZ = µM by fixing a primitive M -th root of unity, then we see that
vℓ(a) = i
and
uℓ(a) = e
(note that since Pℓ(x) = 1 − ℓx ≡ 1 − x (mod M), we have Qℓ(x) = −1). We see that ϕℓ agrees
with the following map:
H1(Q, A) ≃ Q×/(Q×)M −→ Q×ℓ /(Q
×
ℓ )
M
recℓ−→ lim←−(Gn ⊗ Z/MZ)
∼
−→ lim←−(In/I
2
n ⊗ Z/MZ),
where recℓ is the map induced by the local reciprocity map at ℓ, and the last isomorphism is given
by σ 7→ σ − 1.
We put
G(n) =
∞⊕
i=0
Iin/I
i+1
n ⊗ Z/MZ
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for n ∈ N , where I0n is understood to be Z[Gn] (so we have I
0
n/I
1
n = Z). G(n) has a structure of
graded Z/MZ-algebra, and we can regard ϕℓ as a homomorphism fromH
1(Q, A) to a Z/MZ-module
lim←−n∈N
G(n), that is, ϕℓ ∈ HomZ/MZ(H
1(Q, A), lim←−n∈N
G(n)).
We define ϕnℓ to be the composition of the projection to G(n) followed by ϕℓ, that is,
ϕnℓ : H
1(Q, A)
ϕℓ−→ lim←−
n∈N
G(n) −→ G(n).
We denote throughout this paper F the canonical Selmer structure on T in the sense of [7,
Definition 3.2.1]. For n ∈ N , we recall that the n-modified Selmer group H1Fn(Q, A) is defined by
H1Fn(Q, A) = {a ∈ H
1(Q, A) | aℓ ∈ H
1
F (Qℓ, A) for any ℓ 6 |n},
where aℓ is the image of a by the localization at ℓ. We also recall that the n-strict dual Selmer
group H1(F∗)n(Q, A
∗) is defined by
H1(F∗)n(Q, A
∗) = {a ∈ H1F∗(Q, A
∗) | aℓ = 0 for any ℓ|n},
where A∗ = Hom(A,µM ) is the Kummer dual of A, and F
∗ is the dual Selmer structure of F . See
[7, Example 2.1.8 and Definition 2.3.1].
Definition 3.2. For n ∈ N , we define a (module of) regulator Rn by
Rn = Im
ϕnℓ1 ∧ · · · ∧ ϕnℓν(n) : ν(n)+1∧
Zp
H1Fn(Q, A) −→ H
1
Fn(Q, A)⊗G(n)
 ,
where n = ℓ1 · · · ℓν(n) and ν(n) is the number of prime divisors of n (for the definition of the map
ϕnℓ1 ∧ · · · ∧ ϕ
n
ℓν(n)
, see §2). Note that Rn does not depend on the choice of the order of ℓ1, . . . , ℓν(n).
We recall the definition of Euler systems ([12, Definition 2.1.1], [7, Definition 3.2.2]). Note that
the definition of Euler systems in [12] and that in [7] are slightly different (see [7, Remark 3.2.3]).
Our definition is due to the latter.
Definition 3.3. A collection
{cF ∈ H
1(F, T ) | Q ⊂ F ⊂ K, F/Q : finite extension}
is an Euler system for (T,Σ,K), where K is an abelian extension of Q, if, whenever F ⊂ F ′ ⊂ K
and F ′/Q is finite,
CorF ′/F (cF ′) =
(∏
Pℓ(Fr
−1
ℓ )
)
cF ,
where the product runs over primes ℓ ∈ Σ which ramify in F ′ but not in F .
We define an analogue of Darmon’s “theta-element” ([3, §4]) for a general Euler system.
Definition 3.4. Suppose c = {cF ∈ H
1(F, T ) | Q ⊂ F ⊂ K, F/Q : finite extension} is an Euler
system for (T,Σ,K) such that Q(n) ⊂ K for any n ∈ N . We define the theta element θn(c) for
n ∈ N by
θn(c) =
∑
γ∈Gn
γcn ⊗ γ ∈ H
1(Q(n), A) ⊗ Z[Gn],
where cn = cQ(n) (which we regard as an element ofH
1(Q(n), A) via the natural mapH1(Q(n), T )→
H1(Q(n), A), induced by the natural surjection T → A).
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Lemma 3.5. Suppose d, n ∈ N and d|n. Then we have
πd(θn(c)) = θd(c)
∏
ℓ|n/d
Pℓ(Frℓ),
where πd is the map induced by the natural projection Gn → Gd.
Proof. We may assume d = n/ℓ, where ℓ is a prime divisor of n. We compute
πn/ℓ(θn(c)) = πn/ℓ
∑
γ∈Gn
γcn ⊗ γ

=
∑
α∈Gn/ℓ
∑
β∈Gℓ
αβcn ⊗ α
=
∑
α∈Gn/ℓ
α · NQ(n)/Q(n/ℓ)(cn)⊗ α
=
∑
α∈Gn/ℓ
α · Pℓ(Fr
−1
ℓ )cn/ℓ ⊗ α
=
∑
α∈Gn/ℓ
αcn/ℓ ⊗ α · Pℓ(Frℓ)
= θn/ℓ(c)Pℓ(Frℓ),
where NQ(n)/Q(n/ℓ) is the norm fromQ(n) toQ(n/ℓ) (note that NQ(n)/Q(n/ℓ) is equal to ResQ(n)/Q(n/ℓ)◦
CorQ(n)/Q(n/ℓ)). This proves the lemma. 
The following proposition is an analogue of [3, Theorem 4.5 (2)].
Proposition 3.6. Let the notations be as in Definition 3.4. We have
θn(c) ∈ H
1(Q(n), A)⊗ Iν(n)n ,
and if we regard θn(c) ∈ H
1(Q(n), A) ⊗ I
ν(n)
n /I
ν(n)+1
n , then there is a canonical inverse image of
θn(c) under the restriction map
H1(Q, A)⊗ Iν(n)n /I
ν(n)+1
n −→ H
1(Q(n), A)⊗ Iν(n)n /I
ν(n)+1
n ,
namely, there is a canonical element xn ∈ H
1(Q, A)⊗I
ν(n)
n /I
ν(n)+1
n such that ResQ(n)/Q(xn) = θn(c).
Proof. We prove this proposition by induction on ν(n). When ν(n) = 0 (i.e. n = 1), we have I01 = Z
and θ1(c) = c1 ∈ H
1(Q, A), so there is nothing to prove (since x1 = c1). Suppose ν(n) > 0. We
write every γ ∈ Gn uniquely as
γ =
∏
ℓ|n
γℓ,
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where γℓ ∈ Gℓ. We compute∑
γ∈Gn
γcn ⊗
∏
ℓ|n
(γℓ − 1) = θn(c) +
∑
d|n,d6=n
(−1)ν(n/d)
∑
γ∈Gn
γcn ⊗
∏
ℓ|d
γℓ

= θn(c) +
∑
d|n,d6=n
(−1)ν(n/d)θd(c)
∏
ℓ|n/d
Pℓ(Frℓ),
where the first equality follows by direct computation, and the second by Lemma 3.5. This shows
θn(c) ∈ H
1(Q(n), A)⊗ I
ν(n)
n , since by the inductive hypothesis we have
θd(c)
∏
ℓ|n/d
Pℓ(Frℓ) ∈ H
1(Q(n), A)⊗ Iν(n)n
if d|n and d 6= n.
We compute
∑
γ∈Gn
γcn ⊗
∏
ℓ|n
(γℓ − 1) =
∏
ℓ|n
Dℓ
 cn ⊗∏
ℓ|n
(σℓ − 1) in H
1(Q(n), A)⊗ Iν(n)n /I
ν(n)+1
n ,
where
Dℓ =
|Gℓ|−1∑
i=1
iσiℓ,
(recall that σℓ is a fixed generator of Gℓ). It is well known that
(∏
ℓ|nDℓ
)
cn has a canonical inverse
image in H1(Q, A), which is usually called Kolyvagin’s derivative class (see [12, Definition 4.4.10]).
We denote it by κ′n (in [12, §4.4], it is denoted by κ[Q,n,M ]). Hence we have
(3) θn(c) = κ
′
n ⊗
∏
ℓ|n
(σℓ − 1)−
∑
d|n,d6=n
(−1)ν(n/d)θd(c)
∏
ℓ|n/d
Pℓ(Frℓ).
By the inductive hypothesis, we see that θn(c) ∈ H
1(Q(n), A)⊗I
ν(n)
n /I
ν(n)+1
n has a canonical inverse
image in H1(Q, A)⊗ I
ν(n)
n /I
ν(n)+1
n . 
Remark 3.7. By the proof of Proposition 3.6, the element xn ∈ H
1(Q, A) ⊗ I
ν(n)
n /I
ν(n)+1
n such
that ResQ(n)/Q(xn) = θn(c) is inductively constructed by
xn = κ
′
n ⊗
∏
ℓ|n
(σℓ − 1)−
∑
d|n,d6=n
(−1)ν(n/d)xd
∏
ℓ|n/d
Pℓ(Frℓ).
Since κ′n is a canonical element, we can say that xn is also canonical. So we can naturally regard
θn(c) ∈ H
1(Q, A)⊗ I
ν(n)
n /I
ν(n)+1
n .
We summarize here the standard hypotheses (H.0)-(H.6) of Kolyvagin systems for the triple
(A,F ,Σ) ([7, §3.5]):
(H.0) A is a free Z/MZ-module of finite rank.
(H.1) A/pA is an absolutely irreducible Fp[GQ]-representation.
(H.2) There is a τ ∈ GQ such that τ = 1 on µp∞ and A/(τ − 1)A ≃ Z/MZ.
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(H.3) H1(Q(A)Q(µp∞), A/pA) = H
1(Q(A)Q(µp∞), A
∗[p]) = 0, where Q(A) is the fixed field in Q
of the kernel of the map GQ → Aut (A), and A
∗[p] = {a ∈ A∗ | pa = 0}.
(H.4) Either
(H.4a) HomFp[[GQ]](A/pA,A
∗[p]) = 0, or
(H.4b) p > 4.
(H.5) Σt ⊂ Σ ⊂ Σ1 for some t ∈ Z>0, where for k ∈ Z>0 Σk is the set of all the primes ℓ satisfying
(∗) for M replaced by pk.
(H.6) For every ℓ ∈ {ℓ | T is ramified at ℓ} ∪ {p,∞}, the local condition F at ℓ is cartesian (see
[7, Definition 1.1.4]) on the category Quot Z/MZ(A) (see [7, Example 1.1.3]).
Note that, in our case, (H.0) is always satisfied.
Now, our main theorem is as follows:
Theorem 3.8. Suppose that there exists an Euler system c for (T,Σ,K). Assume the following:
(i) the standard hypotheses (H.0)-(H.6) of Kolyvagin systems are satisfied for the triple (A,F ,Σ),
(ii) K contains the maximal abelian p-extension of Q which is unramified outside of p and Σ,
(iii) T/(Frℓ − 1)T is a cyclic Zp-module for every ℓ ∈ Σ,
(iv) Frp
k
ℓ − 1 is injective on T for every ℓ ∈ Σ and k ≥ 0,
(v) the core rank χ(A,F) = 1 ([7, Definition 4.1.11]),
((ii)-(iv) are the assumptions of the first statement of [7, Theorem 3.2.4], and (iii) is satisfied since
we assumed A/(Frℓ − 1)A ≃ Z/MZ). Then we have
θn(c) ∈ hnRn,
where hn = |H
1
(F∗)n
(Q, A∗)|.
From this, we obtain the following corollary, which is a special case of [12, Theorem 2.2.2] and
[7, Corollary 4.4.5] (see also Remark 6.7).
Corollary 3.9. Under the same assumptions in Theorem 3.8, we have cQ = θ1(c) ∈ H
1
F (Q, A) and
ord p(h1) ≤ ind (c),
where ord p(h1) is defined by h1 = p
ord p(h1), and
ind (c) = sup{m | cQ ∈ p
mH1F (Q, A)}.
Proof. Take n = 1 in Theorem 3.8, then we have
cQ = θ1(c) ∈ h1R1 = h1H
1
F (Q, A).
Hence we have the desired inequality ord p(h1) ≤ ind (c). 
4. Algebraic Kolyvagin systems
In this section, we introduce a notion of “algebraic Kolyvagin systems”. The aim of this section
is to prove Theorem 4.17. Our Kolyvagin systems are defined for a 7-tuple (O,Σ,H, t, v, u, P )
satisfying the following:
• O: a commutative ring (with unity),
• Σ: a countable set,
• H: an O-module,
• t = {tq}q ∈
∏
q∈Σ Z≥1,
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• v = {vq}q ∈
∏
q∈ΣHomO(H,O),
• u = {uq}q ∈
∏
q∈ΣHomO(H,O/(tq)) ((tq) denotes the ideal tqO),
• P = {Pq}q ∈
∏
q∈ΣG(Σ \ q)1 (we often denote Σ \ {q} by Σ \ q),
where for any subset Σ′ ⊂ Σ,
G(Σ′)i = lim←−
n∈N (Σ′)
(
Iin/I
i+1
n ⊗Z O
)
,
and where N (Σ′) = {n ⊂ Σ′ | ν(n) := |n| <∞}, and In is the augmentation ideal of Z[
⊕
q∈n Z/tqZ].
Note that G(Σ′)1 is canonically isomorphic to
∏
q∈Σ′ O/(tq), since
In/I
2
n ⊗Z O ≃
⊕
q∈n
Z/tqZ⊗Z O ≃
⊕
q∈n
O/(tq)
for any n ∈ N (Σ′), where the first isomorphism is induced by the inverse of⊕
q∈n
Z/tqZ
∼
−→ In/I
2
n ; σ 7→ σ − 1.
So if Σ′′ ⊂ Σ′, then G(Σ′′)1 is regarded as an O-submodule of G(Σ
′)1, and also a quotient of it. We
put
G(Σ′) = lim←−
n∈N (Σ′)
(
∞⊕
i=0
Iin/I
i+1
n ⊗Z O
)
.
Note that if Σ′′ ⊂ Σ′, then there is a natural map from G(Σ′′) to G(Σ′) induced by the inclusion
In →֒ Im, where n ∈ N (Σ
′′), m ∈ N (Σ′) such that n ⊂ m. So any element of G(Σ′′) is naturally
regarded as an element of G(Σ′).
From now on we fix a 7-tuple (O,Σ,H, t, v, u, P ) satisfying above, and give some more notations
for it. We denote simply N = N (Σ). If Σ′ ⊂ Σ, there is a natural projection map from G(Σ) to
G(Σ′), which we denote by (·)|Σ′ . In particular, for n ∈ N , which is by definition a subset of Σ, we
denote the projection map to G(n) by πn (namely, πn := (·)|n : G(Σ)→ G(n)).
If m, n ∈ N , and m ⊂ n, we denote n/m instead of the set theoretic notation n \m. If n ∈ N and
q ∈ Σ such that q /∈ n, we denote nq instead of n ∪ q. We also denote 1 instead of ∅ ∈ N .
For each q ∈ Σ, fix a generator xq of G(q)1(≃ O/(tq)) (as an O-module).
Definition 4.1. For any q ∈ Σ, we define an O-homomorphism
ϕq : H −→ G(Σ)1
by ϕq(a) = −uq(a)xq − vq(a)Pq. For n ∈ N , we denote the composition map πn ◦ ϕq by ϕ
n
q.
Note that if n ∈ N and n = d ⊔ m, we have ϕnq = ϕ
d
q + ϕ
m
q for any q ∈ Σ, since G(n)1(≃⊕
q′∈nO/(tq′)) ≃ G(d)1 ⊕G(m)1.
Example 4.2. The setting in §3 fits into this general setting. Use the notations as in §3, take
(O,Σ,H, t, v, u, P ) as follows:
• O = Z/MZ,
• Σ: as in §3,
• H =
⋃
n∈N (Σ)H
1
Fn(Q, A),
• tℓ: the maximal p-power dividing ℓ− 1,
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• vℓ: as in §3,
• uℓ: as in §3,
• P = (Pℓ(Frℓ)⊗ 1)ℓ ∈
∏
ℓ∈Σ lim←−n∈N (Σ),ℓ|n
(In/ℓ/I
2
n/ℓ ⊗ Z/MZ) =
∏
ℓ∈ΣG(Σ \ ℓ)1.
If we set xℓ = (σℓ − 1)⊗ 1, then ϕℓ in the above definition is the same one in §3.
Now, for r ∈ Z≥1, we define algebraic Kolyvagin systems of “rank r”. Recall that for n ∈ N ,
ν(n) = |n|, and G(n)ν(n) = I
ν(n)
n /I
ν(n)+1
n ⊗Z O. In what follows, for any O-module G, we denote
(
∧r
OH)⊗O G by
∧rH ⊗O G for simplicity.
By the construction in §2, for every q ∈ Σ and n ∈ N , vq ∈ HomO(H,O) induces the map
vq :
r∧
H ⊗O G(n)ν(n) −→
r−1∧
H ⊗O G(n)ν(n).
Similarly, uq ∈ HomO(H,O/(tq)) induces the map
uq :
r∧
H ⊗O G(n)ν(n) −→
r−1∧
H ⊗O G(n)ν(n) ⊗O O/(tq),
and ϕq ∈ HomO(H,G(Σ)1) induces the map
ϕq :
r∧
H ⊗O G(n)ν(n) −→
r−1∧
H ⊗O G(Σ)ν(n)+1.
Definition 4.3. A collection
{κn ∈
r∧
H ⊗O G(n)ν(n) | n ∈ N}
is a Kolyvagin system of rank r if the following axioms (K1)-(K4) are satisfied:
(K1) if q ∈ Σ \ n, then vq(κn) = 0,
(K2) if q ∈ n, then uq(κn) = 0,
(K3) if q ∈ n, then vq(κn) = ϕq(κn/q),
(K4) if q ∈ n, then πn/q(κn) = 0.
We denote the O-module consisting of all Kolyvagin systems of rank r by KSr. This is an
O-submodule of
∏
n∈N
∧rH ⊗O G(n)ν(n).
We will see that our Kolyvagin systems generalize the notion of original Kolyvagin systems in [7]
(see Proposition 6.1).
We will define other three algebraic Kolyvagin systems, in Definitions 4.5, 4.6, and 4.7, which
we call θ-Kolyvagin systems, pre-Kolyvagin systems, and derived-Kolyvagin systems respectively.
The O-module consisting of all θ-Kolyvagin systems (resp. pre-Kolyvagin systems, resp. derived-
Kolyvagin systems) of rank r is denoted by TKSr (resp. PKSr, resp. DKSr).
The following definition is due to [8, Definition 6.1].
Definition 4.4. Let n ∈ N and d ⊂ n. When d 6= 1, define
Dn,d =
∣∣∣∣∣∣∣∣∣∣∣∣
−πn/d(Pq1) −πq2(Pq1) · · · −πqν (Pq1)
−πq1(Pq2) −πn/d(Pq2) −πq3(Pq2) · · · −πqν (Pq2)
... −πq2(Pq3)
. . .
...
...
...
. . .
...
−πq1(Pqν ) −πq2(Pqν ) · · · −πn/d(Pqν )
∣∣∣∣∣∣∣∣∣∣∣∣
∈ G(n)ν(d),
14 TAKAMICHI SANO
where {q1, . . . , qν} = d (ν = ν(d)). When d = 1, define
Dn,1 = 1 ∈ O = G(n)0.
Note that Dn,d does not depend on the choice of the order q1, . . . , qν of the elements of d.
We put
Dd = πd(Dn,d) =
∣∣∣∣∣∣∣∣∣∣∣
0 −πq2(Pq1) · · · −πqν (Pq1)
−πq1(Pq2) 0 −πq3(Pq2) · · · −πqν (Pq2)
... −πq2(Pq3)
. . .
...
...
...
. . .
...
−πq1(Pqν ) −πq2(Pqν ) · · · 0
∣∣∣∣∣∣∣∣∣∣∣
∈ G(d)ν(d).
Clearly, Dd does not depend on n.
Definition 4.5. A collection
{θn ∈
r∧
H ⊗O G(n)ν(n) | n ∈ N}
is a θ-Kolyvagin system of rank r if the following axioms (TK1)-(TK4) are satisfied:
(TK1) if q ∈ Σ \ n, then vq(θn) = 0,
(TK2) if q ∈ n, then uq(
∑
d⊂n θdDn,n/d) = 0,
(TK3) if q ∈ n, then vq(
∑
d⊂n(−1)
ν(n/d)πd(θn)) = ϕq(
∑
d⊂n/q(−1)
ν(n/dq)πd(θn/q)),
(TK4) if q ∈ n, then πn/q(θn) = θn/q · πn/q(Pq).
Definition 4.6. A collection
{κ˜n ∈
r∧
H ⊗O G(Σ)ν(n) | n ∈ N}
is a pre-Kolyvagin system of rank r if the following axioms (PK1)-(PK5) are satisfied:
(PK1) if q ∈ Σ \ n, then vq(κ˜n) = 0,
(PK2) if q ∈ n, then uq(
∑
d⊂n(−1)
ν(n/d)πn(κ˜d)
∏
q′∈n/d πn/q′(Pq′)) = 0,
(PK3) if q ∈ n, then vq(κ˜n) = ϕq(κ˜n/q),
(PK4) if q ∈ n, then κ˜n|Σ\q = κ˜n/q|Σ\q · Pq,
(PK5) κ˜n =
∑
d⊂n πn(κ˜d)
∏
q∈n/d Pq|Σ\n.
Definition 4.7. A collection
{κ′n ∈
r∧
H ⊗O G(n)ν(n) | n ∈ N}
is a derived-Kolyvagin system of rank r if the following axioms (DK1)-(DK4) are satisfied:
(DK1) if q ∈ Σ \ n, then vq(κ
′
n) = 0,
(DK2) if q ∈ n, then uq(
∑
d⊂n κ
′
dDn/d) = 0,
(DK3) if q ∈ n, then vq(κ
′
n) = ϕq(κ
′
n/q),
(DK4) if q ∈ n, then πn/q(κ
′
n) = 0.
Remark 4.8. The notion of “pre-Kolyvagin systems” first appeared in [8, Definition 6.2]. Note
that the notion which generalizes pre-Kolyvagin systems in [8] is what we call θ-Kolyvagin systems
in this paper. We use the terminology “pre-Kolyvagin system” for a different system.
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Next we define morphisms between these Kolyvagin systems. In the following definition, the
meaning of the subscript of FPT is “from pre-Kolyvagin systems to θ-Kolyvagin systems”, and that
of FPK , FTK , etc. are similar (see Theorem 4.17).
Definition 4.9. We define homomorphisms FPT and FPK from
∏
n∈N
∧rH⊗OG(Σ)ν(n) to∏n∈N ∧rH⊗O
G(n)ν(n) by
FPT ({an}n) = {πn(an)}n ,
FPK({an}n) =
∑
d⊂n
(−1)ν(n/d)πn(ad)
∏
q∈n/d
πn/q(Pq)

n
.
We define endomorphisms FTK , FTD, and FDK of
∏
n∈N
∧rH ⊗O G(n)ν(n) by
FTK({an}n) =
{∑
d⊂n
adDn,n/d
}
n
,
FTD({an}n) =
∑
d⊂n
(−1)ν(n/d)ad
∏
q∈n/d
πd(Pq)

n
,
FDK({an}n) =
{∑
d⊂n
adDn/d
}
n
.
Proposition 4.10. FTK , FTD, and FDK are injective.
Proof. We only show for FTK . One can show the injectivity for the others by the same method.
Suppose {an}n ∈ KerFTK , i.e. ∑
d⊂n
adDn,n/d = 0
for all n ∈ N . We show by induction on ν(n) that an = 0. When ν(n) = 0, i.e. n = 1, we have∑
d⊂n adDn,n/d = a1 and this is 0 by the assumption. When ν(n) > 0, by the inductive hypothesis
we have ∑
d⊂n
adDn,n/d = anDn,1 = an.
Since the left hand side is 0 by the assumption that FTK({an}n) = 0, we get an = 0. 
We define the following useful operator sm,n.
Definition 4.11. For n,m ∈ N such that n ⊂ m, we define an operator sm,n on G(m) by
sm,n(g) =
∑
d⊂n
(−1)ν(d)πm/d(g).
This is an O-endomorphism of G(m). When m = n, put sn = sn,n.
Lemma 4.12. Let M be an O-module, and n,m ∈ N such that n ⊂ m. We regard sm,n as an
operator on M⊗O G(m). Then we have the following:
(i)
sm,n(M⊗O G(m)) ⊂M⊗O
(∏
q∈n
xq
)
,
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where xq is the fixed generator of G(q)1 and (
∏
q∈n xq) is the (principal) ideal of G(m) generated by∏
q∈n xq.
In particular, we have πn/q ◦ sm,n = 0 for all q ∈ n.
(ii) If d, n ∈ N and d ⊂ n, and g ∈ M⊗O G(d)ν(d), h ∈ G(n)ν(n/d), then we have
sn(gh) = sd(g)sn,n/d(h).
Proof. (i) Suppose n = {q1, . . . , qν} (ν = ν(n)). Take any generator of M⊗O G(m), and write it as
follows: ∑
α
mα ⊗ gαx
α1
q1
· · · xανqν ,
where α runs over Zν≥0, mα ∈ M, and gα ∈ G(m/n). Put dα = {qi ∈ n | αi = 0}. We have
sm,n
(∑
α
mα ⊗ gαx
α1
q1
· · · xανqν
)
=
∑
α
mα ⊗
(∑
d⊂n
(−1)ν(d)gαπm/d(x
α1
q1
· · · xανqν )
)
=
∑
α
mα ⊗
(∑
d⊂dα
(−1)ν(d)gαx
α1
q1
· · · xανqν
)
(note that since gα ∈ G(m/n), we have πm/d(gα) = gα for any d ⊂ n). If ν(dα) > 0, then we have∑
d⊂dα
(−1)ν(d) = (1− 1)ν(dα) = 0.
Hence we have
sm,n
(∑
α
mα ⊗ gαx
α1
q1
· · · xανqν
)
=
∑
α,αi≥1
mα ⊗ gαx
α1
q1
· · · xανqν ∈ M⊗O
(∏
q∈n
xq
)
.
(ii) Suppose d = {q1, . . . , qµ}, and n/d = {q
′
1, . . . , q
′
ν} (µ = ν(d), ν = ν(n/d)). Write g and h as
follows:
g =
∑
|α|=µ
mα ⊗ x
α1
q1
· · · x
αµ
qµ ,
h =
∑
|β+γ|=ν
aβ,γx
β1
q1
· · · x
βµ
qµ x
γ1
q′1
· · · xγνq′ν ,
where mα ∈ M and aβ,γ ∈ O (|α| means α1 + · · · + αµ, and |β + γ| is similar). As in the proof of
(i), we have
sd(g) = m(1,...,1) ⊗ xq1 · · · xqµ ,
sn,n/d(h) = a(0,...,0),(1,...,1)xq′1 · · · xq′ν ,
and
sn(gh) = a(0,...,0),(1,...,1)m(1,...,1) ⊗ xq1 · · · xqµxq′1 · · · xq′ν .
Hence we have
sn(gh) = sd(g)sn,n/d(h).

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Corollary 4.13. Let n,m ∈ N such that n ⊂ m, and g ∈ M⊗O G(m)ν(n). If πm/q(g) = 0 for every
q ∈ n, then we have
g ∈ M⊗O <
∏
q∈n
xq >O,
where <
∏
q∈n xq >O is the O-submodule of G(m) generated by
∏
q∈n xq.
In particular, we have g ∈ M⊗O G(n).
Proof. Suppose n = {q1, . . . , qν} (ν = ν(n)). Write g as
g =
∑
j
∑
α
mj ⊗ gj,αx
α1
q1
· · · xανqν ,
where mj ∈ M, and gj,α ∈ G(m/n). As in the proof of Lemma 4.12, we have
sm,n
∑
j
∑
α
mj ⊗ gj,αx
α1
q1
· · · xανqν
 =∑
j
∑
α,αi≥1
mj ⊗ gj,αx
α1
q1
· · · xανqν .
Since πm/q(g) = 0 for every q ∈ n by the assumption, we have sm,n(g) = g (by the definition of sm,n).
Hence we have
g =
∑
j
∑
α,αi≥1
mj ⊗ gj,αx
α1
q1
· · · xανqν .
Since g ∈ M⊗O G(m)ν (g is “homogeneous of degree ν”), each αi must be equal to 1, and hence
the right hand side must be in M⊗O <
∏
q∈n xq >O. 
Lemma 4.14. If {κ˜n ∈
∧rH ⊗O G(Σ)ν(n) | n ∈ N} satisfies (PK4), then we have the following: if
n ⊂ m, then for every q ∈ n, we have
πm/q(
∑
d⊂n
(−1)ν(n/d)πm(κ˜d)
∏
q′∈n/d
πm/q′(Pq′)) = 0.
Proof.
πm/q(
∑
d⊂n
(−1)ν(n/d)πm(κ˜d)
∏
q′∈n/d
πm/q′(Pq′))
= πm/q(
∑
d⊂n/q
(−1)ν(n/d)πm(κ˜d)
∏
q′∈n/d
πm/q′(Pq′) +
∑
d⊂n/q
(−1)ν(n/dq)πm(κ˜dq)
∏
q′′∈n/dq
πm/q′′(Pq′′))
=
∑
d⊂n/q
(−1)ν(n/d)πm/q(κ˜d
∏
q′∈n/d
πm/q′(Pq′)) +
∑
d⊂n/q
(−1)ν(n/dq)πm/q(κ˜dq
∏
q′′∈n/dq
πm/q′′(Pq′′))
=
∑
d⊂n/q
(−1)ν(n/d)πm/q(κ˜d
∏
q′∈n/d
πm/q′(Pq′)) +
∑
d⊂n/q
(−1)ν(n/dq)πm/q(κ˜d
∏
q′′∈n/d
πm/q′′(Pq′′))
= 0,
where the third equality follows from (PK4). 
Proposition 4.15. (i) (PK5) is equivalent to the following:
(PK5)′ if n ⊂ m, then κ˜n =
∑
d⊂n πm(κ˜d)
∏
q∈n/d Pq|Σ\m.
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(ii) If {κ˜n ∈
∧rH ⊗OG(Σ)ν(n) | n ∈ N} satisfies (PK4), then we have the following: if n ⊂ m, then
we have an equality in
∧rH ⊗O G(m)ν(n):∑
d⊂n
(−1)ν(n/d)πm(κ˜d)
∏
q∈n/d
πm/q(Pq) =
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq).
Proof. (i) One sees immediately that (PK5)′ implies (PK5) (take m = n in (PK5)′, this is (PK5)).
Suppose (PK5) and we show (PK5)′ by induction on ν(n). When ν(n) = 0, i.e. n = 1, we have
κ˜1 = πm(κ˜1)
for any m since κ˜1 ∈
∧rH ⊗O G(Σ)0 = ∧rH, and we have∑
d⊂1
πm(κ˜d)
∏
q∈1/d
Pq|Σ\m = πm(κ˜1)
so (PK5)′ is satisfied in this case. When ν(n) > 0, we prove (PK5)′ by induction on ν(m/n). When
ν(m/n) = 0, i.e. m = n, there is nothing to prove because it is (PK5). When ν(m/n) > 0, take any
q ∈ m/n. We have for any d ⊂ n
πm(κ˜d) =
∑
c⊂d
πm/q(κ˜c)
∏
q′∈d/c
πq(Pq′).(4)
To see this, if d 6= n we get this equality by the inductive hypothesis on ν(n) (replace n, m in (PK5)′
by d, m/q respectively then apply πm). If d = n we get the equality by the inductive hypothesis on
ν(m/n) (replace m in (PK5)′ by m/q then apply πm).
Hence we have∑
d⊂n
πm(κ˜d)
∏
q′∈n/d
Pq′ |Σ\m =
∑
d⊂n
∑
c⊂d
πm/q(κ˜c)
∏
q′′∈d/c
πq(Pq′′)
∏
q′∈n/d
Pq′ |Σ\m
=
∑
d⊂n
πm/q(κ˜d)
∏
q′∈n/d
Pq′ |Σ\(m/q)
= κ˜n,
where the first equality is obtained by (4), and the second is by the direct computation (note that
Pq′ |Σ\(m/q) = Pq′ |Σ\m + πq(Pq′)), and the last is by the inductive hypothesis on ν(m/n) (replace m
in (PK5)′ by m/q). This completes the proof of (i).
(ii) From Lemma 4.14 and Corollary 4.13, we have∑
d⊂n
(−1)ν(n/d)πm(κ˜d)
∏
q∈n/d
πm/q(Pq) ∈
r∧
H ⊗O G(n),
so the left hand side does not change when we apply πn. Hence we have∑
d⊂n
(−1)ν(n/d)πm(κ˜d)
∏
q∈n/d
πm/q(Pq) = πn
∑
d⊂n
(−1)ν(n/d)πm(κ˜d)
∏
q∈n/d
πm/q(Pq)

=
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq).

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Proposition 4.16. Suppose d, n ∈ N and d ⊂ n.
(i) If q ∈ d, then πn/q(Dn,d) = −Dn/q,d/q · πn/d(Pq).
(ii) If q ∈ n/d, then πn/q(Dn,d) = Dn/q,d.
(iii) sn,d(Dn,d) = Dd.
Proof. (i) Suppose d = {q1, . . . , qν} and q = qν . By the definition of Dn,d (see Definition 4.4), we
have
πn/q (Dn,d) = πn/q

∣∣∣∣∣∣∣∣∣∣∣∣
−πn/d(Pq1) −πq2(Pq1) · · · −πqν (Pq1)
−πq1(Pq2) −πn/d(Pq2) −πq3(Pq2) · · · −πqν (Pq2)
... −πq2(Pq3)
. . .
...
...
...
. . .
...
−πq1(Pqν ) −πq2(Pqν ) · · · −πn/d(Pqν )
∣∣∣∣∣∣∣∣∣∣∣∣

=
∣∣∣∣∣∣∣∣∣∣∣∣
−πn/d(Pq1) −πq2(Pq1) · · · 0
−πq1(Pq2) −πn/d(Pq2) −πq3(Pq2) · · · 0
... −πq2(Pq3)
. . .
...
...
...
. . . 0
−πq1(Pqν ) −πq2(Pqν ) · · · −πn/d(Pqν )
∣∣∣∣∣∣∣∣∣∣∣∣
= −Dn/q,d/q · πn/d(Pq).
(ii) Suppose d = {q1, . . . , qν}. By the definition of Dn,d, we have
πn/q (Dn,d) = πn/q

∣∣∣∣∣∣∣∣∣∣∣∣
−πn/d(Pq1) −πq2(Pq1) · · · −πqν (Pq1)
−πq1(Pq2) −πn/d(Pq2) −πq3(Pq2) · · · −πqν (Pq2)
... −πq2(Pq3)
. . .
...
...
...
. . .
...
−πq1(Pqν ) −πq2(Pqν ) · · · −πn/d(Pqν )
∣∣∣∣∣∣∣∣∣∣∣∣

=
∣∣∣∣∣∣∣∣∣∣∣∣
−πn/dq(Pq1) −πq2(Pq1) · · · −πqν (Pq1)
−πq1(Pq2) −πn/dq(Pq2) −πq3(Pq2) · · · −πqν (Pq2)
... −πq2(Pq3)
. . .
...
...
...
. . .
...
−πq1(Pqν ) −πq2(Pqν ) · · · −πn/dq(Pqν )
∣∣∣∣∣∣∣∣∣∣∣∣
= Dn/q,d.
(iii) As in the proof of Lemma 4.12 (i), sn,d eliminates all the terms other than “
∏
q∈d xq-terms”.
When we expand the determinant Dn,d, the sum of its “
∏
q∈d xq-terms” is equal to Dd. Hence we
have sn,d(Dn,d) = Dd. 
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Theorem 4.17. The following diagram is commutative and all the morphisms are isomorphisms:
PKSr
FPK

FPT // TKSr
FTD

FTK
zztt
tt
tt
tt
t
KSr DKSr.
FDK
oo
Remark 4.18. It is shown in [8, Proposition 6.5] that FTK induces isomorphism TKSr ≃ KSr in
a special case. Theorem 4.17 is a generalization of it.
Proof. The strategy of the proof is as follows. The proof is divided into 5 steps.
In Steps 1, 2, and 3, we show that FPK , FTD, and FTK are isomorphisms respectively.
In Steps 4 and 5, we show that FDK ◦ FTD = FTK and FTK ◦ FPT = FPK respectively.
By Steps 1, 3, and 5 and Proposition 4.10, we see that FPT is an isomorphism. By Steps 2, 3
and 4, we see that FDK is an isomorphism. Hence by all the steps, we complete the proof.
Step 1. We show that FPK is an isomorphism. Step 1 is divided into 3 steps.
In Step 1.1, we show FPK(PKSr) ⊂ KSr.
In Step 1.2, we construct the inverse GPK of FPK and show GPK(KSr) ⊂ PKSr.
In Step 1.3, we show GPK ◦ FPK = FPK ◦GPK = Id, and this completes Step 1.
Step 1.1.
Suppose κ˜ = {κ˜n}n ∈ PKSr. Put
κn = FPK(κ˜)n =
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq).
We show that κ = {κn}n = FPK(κ˜) ∈ KSr. We see that κ satisfies the axioms (K1)-(K4).
(K1) Suppose q′ ∈ Σ \ n. We have
vq′(κn) =
∑
d⊂n
(−1)ν(n/d)πn(vq′(κ˜d))
∏
q∈n/d
πn/q(Pq) = 0,
since vq′(κ˜d) = 0 for every d ⊂ n, by (PK1). This shows (K1).
From now on we suppose q′ ∈ n.
(K2) By (PK2), we have
uq′(κn) = uq′
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq)
 = 0.
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This shows (K2).
(K3) We have
vq′(κn) =
∑
d⊂n
(−1)ν(n/d)πn(vq′(κ˜d))
∏
q∈n/d
πn/q(Pq)
=
∑
d⊂n,q′∈d
(−1)ν(n/d)πn(vq′(κ˜d))
∏
q∈n/d
πn/q(Pq)
= ϕnq′
 ∑
d⊂n/q′
(−1)ν(n/dq
′)πn(κ˜d)
∏
q∈n/dq′
πn/q(Pq)

= ϕnq′
 ∑
d⊂n/q′
(−1)ν(n/dq
′)πn/q′(κ˜d)
∏
q∈n/dq′
πn/qq′(Pq)

= ϕnq′(κn/q′)
= ϕq′(κn/q′),
where the second equality follows from (PK1), that is, vq′(κ˜d) = 0 unless q
′ ∈ d, and the third from
(PK3), that is, vq′(κ˜d) = ϕq′(κ˜d/q′), the fourth from proposition 4.15 (ii), fifth by definition, and
the last from (K1).
(K4) By Lemma 4.14, we have
πn/q′(κn) = πn/q′
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq)
 = 0.
Hence we have κ ∈ KSr.
Step 1.2.
We construct the inverse GPK of FPK . Suppose κ = {κn}n ∈ KSr is given. Put
κ˜1 = κ1,
and define κ˜n ∈
∧rH ⊗O G(Σ)ν(n) inductively by
(5) κ˜n = κn +
∑
d⊂n,d6=n
πn(κ˜d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)
 ∏
q∈n/d
πn/q(Pq)
 .
We define GPK(κ) = {κ˜n}n. We show first that κ˜ = {κ˜n}n = GPK(κ) ∈ PKSr (in Step 1.3 we show
that GPK ◦ FPK = FPK ◦GPK = Id).
(PK1) We show by induction on ν(n) that vq′(κ˜n) = 0 for q
′ ∈ Σ \ n. When ν(n) = 0 i.e. n = 1, this
is clear by (K1) since κ˜1 = κ1. When ν(n) > 0, we have for q
′ ∈ Σ \ n
vq′(κ˜n) = vq′(κn) +
∑
d⊂n,d6=n
πn(vq′(κ˜d))

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)
 ∏
q∈n/d
πn/q(Pq)


= 0,
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by (K1) and the inductive hypothesis. This shows (PK1).
(PK2) Applying πn to the both sides of (5), we obtain
(6) πn(κ˜n) = κn −
∑
d⊂n,d6=n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq).
Hence by (K2) we have
uq′
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq)
 = uq′(κn) = 0,
for any q′ ∈ n. This shows (PK2).
Next we show (PK5), (PK4), and finally (PK3).
(PK5) By (6), we have
(7) κn =
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq).
Substituting this to (5), we obtain
κ˜n
=
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq) +
∑
d⊂n,d6=n
πn(κ˜d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)
 ∏
q∈n/d
πn/q(Pq)

=
∑
d⊂n
πn(κ˜d)
∏
q∈n/d
Pq|Σ\n.
This is (PK5).
(PK4) We show by induction on ν(n) that κ˜n|Σ\q′ = κ˜n/q′ |Σ\q′ · P
′
q for any q
′ ∈ n. When ν(n) = 1,
say n = q′, we have by (5)
κ˜q′ |Σ\q′ = κq′ |Σ\q′ + πq′(κ˜1)Pq′ |Σ\q′ = κ˜1 · Pq′ ,
so (PK4) holds in this case.
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When ν(n) > 1, take q′ ∈ n. By (5) and the fact that κn|Σ\q′ = 0 (this follows from (K4)), we
have
κ˜n|Σ\q′ =
∑
d⊂n,d6=n
πn/q′(κ˜d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)πn/q′
 ∏
q∈n/d
πn/q(Pq)

=
∑
d⊂n,d6=n,q′∈d
πn/q′(κ˜d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)
 ∏
q∈n/d
πn/qq′(Pq)

+
∑
d⊂n/q′
πn/q′(κ˜d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)πn/q′
 ∏
q∈n/d
πn/q(Pq)

=
∑
d⊂n/q′,d6=n/q′
πn/q′(κ˜d)πn/q′(Pq′)

 ∏
q∈n/dq′
Pq|Σ\n
− (−1)ν(n/dq′)
 ∏
q∈n/dq′
πn/qq′(Pq)

+
∑
d⊂n/q′
πn/q′(κ˜d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)πn/q′
 ∏
q∈n/d
πn/q(Pq)


=
∑
d⊂n/q′
πn/q′(κ˜d)πn/q′(Pq′)
∏
q∈n/dq′
Pq|Σ\n +
∑
d⊂n/q′
πn/q′(κ˜d)
∏
q∈n/d
Pq|Σ\n
= κ˜n/q′ |Σ\q′(πn/q′(Pq′) + Pq′ |Σ\n)
= κ˜n/q′ |Σ\q′Pq′ ,
where the third equality follows by the inductive hypothesis, and the fifth by (PK5).
(PK3) We show by induction on ν(n) that vq′(κ˜n) = ϕq′(κ˜n/q′) for any q
′ ∈ n. When ν(n) = 1, say
n = q′, we have
vq′(κ˜q′) = vq′(κq′) + πq′(vq′(κ˜1))Pq′ |Σ\q′
= vq′(κq′)
= ϕq′(κ1)
= ϕq′(κ˜1),
where the first equality follows by (5), the second by (PK1), the third by (K3), and the last by the
definition of κ˜1. When ν(n) > 1, take q
′ ∈ n. Then we have
vq′(κ˜n) = vq′(κn) +
∑
d⊂n,d6=n
πn(vq′(κ˜d))

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)
 ∏
q∈n/d
πn/q(Pq)

= ϕnq′(κn/q′) +
∑
d⊂n/q′,d6=n/q′
πn(κ˜d)

 ∏
q∈n/dq′
Pq|Σ\n
− (−1)ν(n/dq′)
 ∏
q∈n/dq′
πn/q(Pq)
 ,
where the first equality follows by (5), and the second by (K3) and the inductive hypothesis (note
that vq′(κ˜d) = 0 unless q
′ ∈ d, by (PK1)). By (7) and Proposition 4.15 (ii) (note that we have
24 TAKAMICHI SANO
already proved (PK4)), we have
κn/q′ =
∑
d⊂n/q′
(−1)ν(n/dq
′)πn(κ˜d)
∏
q∈n/dq′
πn/q(Pq).
Substituting this to the above, we have
vq′(κ˜n) = ϕ
n
q′
 ∑
d⊂n/q′
πn(κ˜d)
∏
q∈n/dq′
Pq|Σ\n

= ϕnq′(κ˜n/q′)
= ϕq′(κ˜n/q′),
where the second equality follows by (PK5) and Proposition 4.15 (i), and the last by (PK1).
Hence κ satisfies the axioms (PK1)-(PK5), and we have completed Step 1.2.
Step 1.3.
In this step, we show GPK ◦ FPK = FPK ◦GPK = Id.
We first show GPK ◦ FPK = Id. Take any κ˜ = {κ˜n}n ∈ PKSr. We show by induction on ν(n)
that (GPK ◦ FPK)(κ˜)n = κ˜n. When ν(n) = 0, i.e. n = 1, by the definitions of FPK and GPK , we
have
(GPK ◦ FPK)(κ˜)1 = FPK(κ˜)1 = κ˜1.
When ν(n) > 0, we have
(GPK ◦ FPK)(κ˜)n
= FPK(κ˜)n +
∑
d⊂n,d6=n
πn((GPK ◦ FPK)(κ˜)d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)
 ∏
q∈n/d
πn/q(Pq)

=
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq) +
∑
d⊂n,d6=n
πn(κ˜d)

 ∏
q∈n/d
Pq|Σ\n
− (−1)ν(n/d)
 ∏
q∈n/d
πn/q(Pq)

=
∑
d⊂n
πn(κ˜d)
∏
q∈n/d
Pq|Σ\n
= κ˜n,
where the first equality follows by the definition of GPK (see (5)), the second by the definition of
FPK (see Definition 4.9) and the inductive hypothesis, and the last by (PK5).
Next we show FPK ◦GPK = Id. Take any κ = {κn}n ∈ KSr. By (7), we have
κn =
∑
d⊂n
(−1)ν(n/d)πn(GPK(κ)d)
∏
q∈n/d
πn/q(Pq),
but the right hand side is by definition equal to FPK(GPK(κ))n. We have completed Step 1.3.
Step 2.
We show that FTD induces an isomorphism TKSr ≃ DKSr. Step 2 is divided into 3 steps, as in
Step 1.
In Step 2.1, we show FTD(TKSr) ⊂ DKSr.
In Step 2.2, we construct the inverse GTD of FTD, and show GTD(DKSr) ⊂ TKSr.
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In Step 2.3, we show GTD ◦ FTD = FTD ◦GTD = Id.
Step 2.1.
Take θ = {θn}n ∈ TKSr. We show that FTD(θ) ∈ DKSr. Put
κ′n = FTD(θ)n =
∑
d⊂n
(−1)ν(n/d)θd
∏
q∈n/d
πd(Pq).
Note that by (TK4) we have
θd
∏
q∈n/d
πd(Pq) = πd(θn),
so we have
(8) κ′n = sn(θn)
(see Definition 4.11 for the definition of sn). We see that {κ
′
n}n satisfies the axioms (DK1)-(DK4).
(DK1) For any q ∈ Σ \ n, we have by (TK1)
vq(κ
′
n) =
∑
d⊂n
(−1)ν(n/d)πd(vq(θn)) = 0.
This is (DK1).
(DK2) It is sufficient to show that
(9)
∑
d⊂n
θdDn,n/d =
∑
d⊂n
κ′dDn/d.
(From this, (DK2) follows from (TK2)). Take q ∈ n. We have
πn/q
(∑
d⊂n
θdDn,n/d
)
= πn/q
∑
d⊂n/q
θdqDn,n/dq +
∑
d⊂n/q
θdDn,n/d

=
∑
d⊂n/q
θdπd(Pq)Dn/q,n/dq −
∑
d⊂n/q
θdDn/q,n/dqπd(Pq)
= 0,
where the second equality follows by Proposition 4.16 (i), (ii) and (TK4). So we have by the
definition of sn
sn
(∑
d⊂n
θdDn,n/d
)
=
∑
d⊂n
θdDn,n/d.
On the other hand, by Lemma 4.12 (ii), Proposition 4.16 (iii), and (8), we have
sn
(∑
d⊂n
θdDn,n/d
)
=
∑
d⊂n
κ′dDn/d.
Hence we have
∑
d⊂n θdDn,n/d =
∑
d⊂n κ
′
dDn/d.
(DK3) Since κ′n = sn(θn), (DK3) follows from (TK3).
(DK4) Again since κ′n = sn(θn), (DK4) follows from Lemma 4.12 (i).
Hence we have completed Step 2.1.
Step 2.2.
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We construct the inverse GTD of FTD. Suppose κ
′ = {κ′n}n ∈ DKSr. Put
θ1 = κ
′
1,
and we define θn inductively by
(10) θn = κ
′
n −
∑
d⊂n,d6=n
(−1)ν(n/d)θd
∏
q∈n/d
πd(Pq).
Define GTD(κ
′) = {θn}n, and we show that GTD(κ
′) ∈ TKSr.
(TK1) follows from (DK1) by induction on ν(n).
(TK4) We show by induction on ν(n). When ν(n) = 1, say n = q′, we have
π1(θq′) = 0 = θ1π1(Pq′)
(note that π1(G(q
′)1) = 0). When ν(n) > 1, for any q
′ ∈ n we have by (10)
πn/q′(θn) = πn/q′(κ
′
n)−
∑
d⊂n/q′
(−1)ν(n/d)θd
∏
q∈n/d
πd(Pq)−
∑
d⊂n/q′,d6=n/q′
(−1)ν(n/dq
′)πd(θdq′)
∏
q∈n/dq′
πd(Pq)
= −
∑
d⊂n/q′
(−1)ν(n/d)θd
∏
q∈n/d
πd(Pq)−
∑
d⊂n/q′,d6=n/q′
(−1)ν(n/dq
′)θdπd(Pq′)
∏
q∈n/dq′
πd(Pq)
= θn/q′πn/q′(Pq′),
where the second equality follows from (DK4) and the inductive hypothesis. This shows (TK4).
(TK2) By (10) and (TK4), we have
θn = κ
′
n −
∑
d⊂n,d6=n
(−1)ν(n/d)πd(θn).
Hence,
(11) κ′n = sn(θn).
Using (11) and (TK4), we repeat the argument in the proof of (DK2) in Step 2.1 to show
∑
d⊂n θdDn,n/d =∑
d⊂n κ
′
dDn/d. Hence (TK2) follows from (DK2).
(TK3) By (11), (TK3) follows from (DK3).
We have completed Step 2.2.
Step 2.3.
To show that FTD induces isomorphism from TKSr to DKSr, since we already know by Propo-
sition 4.10 that FTD is injective, it suffices to show FTD ◦GTD = Id. Suppose κ
′ = {κ′n}n ∈ DKSr.
By (11) we have
κ′n =
∑
d⊂n
(−1)ν(n/d)πd(GTD(κ
′)n) = sn(GTD(κ
′)n).
By (8) we have
FTD(GTD(κ
′))n = sn(GTD(κ
′)n),
which completes Step 2.3.
Step 3.
Since the bijectivity of FTK is shown similarly as in Step 2 (or in the proof of [8, Proposition
6.5]), we omit the proof.
Step 4.
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We show FDK ◦ FTD = FTK . Take θ = {θn}n ∈ TKSr. We have to show∑
d⊂n
FTD(θ)dDn/d =
∑
d⊂n
θdDn,n/d.
But this is (9), which has been already shown. Hence FDK ◦ FTD = FTK .
Step 5.
Our final task is to prove FTK ◦ FPT = FPK . Take κ˜ = {κ˜n}n ∈ PKSr. We have to prove
(12)
∑
d⊂n
πd(κ˜d)Dn,n/d =
∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq).
By (PK5), we have for d ⊂ n
πn(κ˜d) =
∑
c⊂d
πd(κ˜c)
∏
q∈d/c
πn/d(Pq).
Using this relation repeatedly, we arrange the right hand side of (12), and sum up the “coefficients”
of each πd(κ˜d) to obtain∑
d⊂n
(−1)ν(n/d)πn(κ˜d)
∏
q∈n/d
πn/q(Pq)
=
∑
d⊂n
 ∑
(c1,...,ck)∈∆(n/d)
(−1)ν(ck)
∏
q∈ck
πn/q(Pq)
∏
q∈ck−1
πck(Pq)
∏
q∈ck−2
πck−1(Pq) · · ·
∏
q∈c1
πc2(Pq)
πd(κ˜d),
where
∆(n/d) = {(c1, . . . , ck) | ∅ 6= ci ⊂ n/d, n/d =
k∐
i=1
ci, k ∈ Z≥1}.
Hence it is sufficient to show
Dn,n/d =
∑
(c1,...,ck)∈∆(n/d)
(−1)ν(ck)
∏
q∈ck
πn/q(Pq)
∏
q∈ck−1
πck(Pq)
∏
q∈ck−2
πck−1(Pq) · · ·
∏
q∈c1
πc2(Pq).
This is reduced to the following
Lemma 4.19. Suppose A = (aij) is a ν × ν-matrix with entries in a commutative ring, then we
have
(−1)ν |A|
=
∑
(C1,...,Ck)∈∆(ν)
(−1)|Ck |
∏
i∈Ck
 ν∑
j=1
aij
 ∏
i∈Ck−1
∑
j∈Ck
aij
 ∏
i∈Ck−2
 ∑
j∈Ck−1
aij
 · · · ∏
i∈C1
∑
j∈C2
aij
 ,
where ∆(ν) = {(C1, . . . , Ck) | ∅ 6= Ci ⊂ {1, . . . , ν}, {1, . . . , ν} =
∐k
i=1 Ci, k ∈ Z≥1}.
Proof. Fix a map τ : {1, . . . , ν} → {1, . . . , ν}. We see that the coefficient of
∏ν
i=1 ai,τ(i) of the left
(resp. right) hand side of the equality in the lemma is∑
σ∈Sν
sgn(σ)
ν∏
i=1
(−δτ(i),σ(i))
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(resp.
∑
(C1,...,Ck)∈∆(τ)
(−1)|Ck|),
where δτ(i),σ(i) denotes Kronecker’s delta, and
∆(τ) = {(C1, . . . , Ck) ∈ ∆(ν) | τ(i) ∈ Cj+1 for all 1 ≤ j ≤ k − 1 and i ∈ Cj}.
So it is sufficient to show that∑
σ∈Sν
sgn(σ)
ν∏
i=1
(−δτ(i),σ(i)) =
∑
(C1,...,Ck)∈∆(τ)
(−1)|Ck |.
For every map µ : {1, . . . , ν} → {1, . . . , ν} we set
Fix(µ) = {i ∈ {1, . . . , ν} | µ(i) = i}.
We compute ∑
σ∈Sν
sgn(σ)
ν∏
i=1
(−δτ(i),σ(i))
=
∑
σ∈Sν
sgn(σ)
∏
i∈Fix(τ)
(−δi,σ(i))
∏
i/∈Fix(τ)
(−δτ(i),σ(i))
=
∑
σ∈Sν ,Fix(τ)⊂Fix(σ)
sgn(σ)(−1)|Fix(τ)|
∏
i/∈Fix(τ)
(−δτ(i),σ(i))
=
∑
σ∈Sν ,Fix(τ)⊂Fix(σ)
sgn(σ)(−1)|Fix(τ)|(1− 1)|Fix(σ)\Fix(τ)|
∏
i/∈Fix(σ)
(−δτ(i),σ(i))
=
∑
σ∈Sν ,Fix(τ)⊂Fix(σ)
sgn(σ)
∑
D⊂Fix(σ)\Fix(τ)
(−1)|D|+|Fix(τ)|
∏
i/∈Fix(σ)
(−δτ(i),σ(i))
=
∑
Fix(τ)⊂C⊂{1,...,ν}
(−1)|C|
∑
σ∈Sν ,C⊂Fix(σ)
sgn(σ)
∏
i/∈Fix(σ)
(−δτ(i),σ(i)).
Note that ∑
(C1,...,Ck)∈∆(τ)
(−1)|Ck |
=
∑
C⊂{1,...,ν}
(−1)|C||{(C1, . . . , Ck) ∈ ∆(τ) | Ck = C}|
=
∑
Fix(τ)⊂C⊂{1,...,ν}
(−1)|C||{(C1, . . . , Ck) ∈ ∆(τ) | Ck = C}|.
Hence, it is sufficient to show for each set C with Fix(τ) ⊂ C ⊂ {1, . . . , ν} that∑
σ∈Sν ,C⊂Fix(σ)
sgn(σ)
∏
i/∈Fix(σ)
(−δτ(i),σ(i)) = |{(C1, . . . , Ck) ∈ ∆(τ) | Ck = C}|.
Note that the right hand side is equal to 1 or 0. Suppose first that the right hand side is equal
to 1. Then we see that
∏
i/∈Fix(σ)(−δτ(i),σ(i)) = 0 unless σ = Id. Indeed, suppose σ 6= Id and let
(C1, . . . , Ck) be the unique element of {(C1, . . . , Ck) ∈ ∆(τ) | Ck = C}. Note that in this case we
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must have k ≥ 2, since C ⊂ Fix(σ). We see that there exists an integer j with 1 ≤ j ≤ k − 1 such
that Cj 6⊂ Fix(σ) and Cj+1 ⊂ Fix(σ). This shows that there exists i ∈ Cj such that i /∈ Fix(σ)
and τ(i) 6= σ(i) (since σ is injective). Hence we have shown that
∏
i/∈Fix(σ)(−δτ(i),σ(i)) = 0 unless
σ = Id. Therefore we have∑
σ∈Sν ,C⊂Fix(σ)
sgn(σ)
∏
i/∈Fix(σ)
(−δτ(i),σ(i)) = sgn(Id)
= 1
= |{(C1, . . . , Ck) ∈ ∆(τ) | Ck = C}|.
Next, suppose that |{(C1, . . . , Ck) ∈ ∆(τ) | Ck = C}| = 0. In this case we must have C 6= {1, . . . , ν},
and we see that there exist j ∈ {1, . . . , ν} \C and a positive integer m such that τm+1(j) = j, that
j, τ(j), . . . , τm(j) are different each other and not contained in C. We set µ = (j τ(j) · · · τm(j)) ∈
Sν . If we put
Sν(τ, C) = {σ ∈ Sν | C ⊂ Fix(σ), τ(i) = σ(i) for all i /∈ Fix(σ)},
then we have ∑
σ∈Sν ,C⊂Fix(σ)
sgn(σ)
∏
i/∈Fix(σ)
(−δτ(i),σ(i)) =
∑
σ∈Sν (τ,C)
sgn(σ)(−1)ν−|Fix(σ)|.
It is easy to see that
{σ ∈ Sν(τ, C) | σ(j) 6= j} = µ{σ ∈ Sν(τ, C) | σ(j) = j},
and therefore we have
Sν(τ, C) = µ{σ ∈ Sν(τ, C) | σ(j) = j} ⊔ {σ ∈ Sν(τ, C) | σ(j) = j}.
So we have ∑
σ∈Sν(τ,C)
sgn(σ)(−1)ν−|Fix(σ)|
=
∑
σ∈Sν(τ,C),σ(j)=j
sgn(µσ)(−1)ν−|Fix(µσ)| +
∑
σ∈Sν(τ,C),σ(j)=j
sgn(σ)(−1)ν−|Fix(σ)|
= (sgn(µ)(−1)m+1 + 1)
∑
σ∈Sν (τ,C),σ(j)=j
sgn(σ)(−1)ν−|Fix(σ)|
= ((−1)m(−1)m+1 + 1)
∑
σ∈Sν (τ,C),σ(j)=j
sgn(σ)(−1)ν−|Fix(σ)|
= 0.
Hence we have∑
σ∈Sν ,C⊂Fix(σ)
sgn(σ)
∏
i/∈Fix(σ)
(−δτ(i),σ(i)) = 0 = |{(C1, . . . , Ck) ∈ ∆(τ) | Ck = C}|.
This completes the proof. 
Hence we have completed all the steps, therefore the proof of Theorem 4.17.

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5. Regulator Kolyvagin systems
In this section, we construct Kolyvagin systems by “regulators”. We construct an O-module USr,
which we call “unit systems” (see Definition 5.3 below), and maps from unit systems to Kolyvagin
systems (see Theorem 5.7). The idea of our method in this section is due to [7, Appendix B]. We
keep the notations in §4.
Definition 5.1. For n ∈ N , we define “n-modified Selmer group” by
Sn = {a ∈ H | vq(a) = 0 for every q ∈ Σ \ n}.
Remark 5.2. In the setting of Example 4.2, we have
Sn = H1Fn(Q, A).
Definition 5.3. Define a partially ordered set
I = {(s,U) | s = (q1, q2, . . .) : a sequence of all the elements in Σ, U ⊂ N satisfying (∗)},
where
(∗) U = {n1, n2, . . .}, n1 ⊂ n2 ⊂ · · · ⊂
∞⋃
i=1
ni = Σ, and ni = {q1, . . . , qν(ni)} for any i ≥ 1,
and we define the order on I by
(s,U) ≤ (s′,U ′) if and only if s = s′ and U ′ ⊂ U .
We define the module of unit systems of rank r USr by
USr = lim−→
(s,U)∈I
lim←−
n∈U
ν(n)+r∧
Sn,
where the morphisms of the inverse limit are defined by
(−vqν(ni)+1) ∧ · · · ∧ (−vqν(ni+1)) :
ν(ni+1)+r∧
H −→
ν(ni)+r∧
H,
and that of the direct limit by the natural projection maps.
Remark 5.4. The assumption that Σ is countable is used here.
Definition 5.5. Suppose (s,U) ∈ I , say s = (q1, q2, . . .), U is as (∗) above, and ε = {εn}n ∈
lim←−n∈U
∧ν(n)+r Sn. For n ∈ N , take ni ∈ U so that n ⊂ ni (this is possible since U consists of
an increasing sequence of elements in N which covers Σ). Define regulators RP (ε)n, RT (ε)n, and
RK(ε)n by
RP (ε)n = (ψ
(n)
P,1 ∧ · · · ∧ ψ
(n)
P,ν(ni)
)(εni),
RT (ε)n = (ψ
(n)
T,1 ∧ · · · ∧ ψ
(n)
T,ν(ni)
)(εni),
RK(ε)n = (ψ
(n)
K,1 ∧ · · · ∧ ψ
(n)
K,ν(ni)
)(εni),
where
ψ
(n)
P,j (resp. ψ
(n)
T,j , resp. ψ
(n)
K,j) =
{
ϕqj (resp. ϕ
n
qj
, resp. ϕ
qj
qj ) if qj ∈ n,
−vqj if qj ∈ ni/n,
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(for the definition of ϕq, see Definition 4.1). One sees by definition that RP (ε)n, RT (ε)n, and RK(ε)n
do not depend on the choice of ni. Indeed, if we take another ni′ ∈ U , say n ⊂ ni ⊂ ni′ , then we
have
(ψ
(n)
1 ∧ · · · ∧ ψ
(n)
ν(ni′ )
)(εni′ ) = (ψ
(n)
1 ∧ · · · ∧ ψ
(n)
ν(ni)
)((−vqν(ni)+1) ∧ · · · ∧ (−vqν(ni′ )
)(εni′ ))
= (ψ
(n)
1 ∧ · · · ∧ ψ
(n)
ν(ni)
)(εni),
where ψ
(n)
j denotes any of ψ
(n)
P,j, ψ
(n)
T,j, and ψ
(n)
K,j. RP (resp. RT and RK) define(s) a homomorophism
from USr to
∏
n∈N
∧rH ⊗O G(Σ)ν(n) (resp. ∏n∈N ∧rH ⊗O G(n)ν(n)).
Remark 5.6. The idea of defining the unit systems and the regulators above is due to [7, Appendix
B].
Theorem 5.7. We have the following commutative diagram:
USr
RK
**
RP ##●
●●
●●
●●
●●
RT
##
PKSr
FPK

FPT
// TKSr
FTKzz✉✉
✉✉
✉✉
✉✉
✉
KSr
Proof. We first show the commutativity of the diagram, and then prove the image of the map
RP is in PKSr. This completes the proof of the theorem, since by Theorem 4.17 we know that
FPT (PKSr) = TKSr and FPK(PKSr) = KSr.
Take ε = {εn}n ∈ lim←−n∈U
∧ν(n)+r Sn. To prove the commutativity of the diagram, we have to show
RT (ε)n = FPT (RP (ε))n and RK(ε)n = FPK(RP (ε))n for any n ∈ N (note that FTK ◦ FPT = FPK
was already proved in Theorem 4.17). Note that by definition FPT (RP (ε))n = πn(RP (ε)n) (see
Definition 4.9), and that ϕnq = πn ◦ ϕq, so we have RT (ε)n = FPT (RP (ε))n by the definitions of RT
and RP . Next, to see RK(ε)n = FPK(RP (ε))n, note that by definition
FPK(RP (ε))n =
∑
d⊂n
(−1)ν(n/d)πn(RP (ε)d)
∏
q∈n/d
πn/q(Pq),
and that
ϕqq = ϕ
n
q − ϕ
n/q
q = πn ◦ ϕq − (−vq · πn/q(Pq))
holds for q ∈ n, then we see again by definition RK(ε)n = FPK(RP (ε))n holds (substitute
ϕqq = πn ◦ ϕq − (−vq · πn/q(Pq))
to the definition of RK , and expand it, then we obtain
∑
d⊂n(−1)
ν(n/d)πn(RP (ε)d)
∏
q∈n/d πn/q(Pq)).
We prove RP (ε) ∈ PKSr. Take ni ∈ U so that n ⊂ ni. We show that RP (ε)n satisfies axioms
(PK1)-(PK5).
(PK1) If q ∈ Σ \ ni, we have
vq(RP (ε)n) = (vq ∧ ψ
(n)
P,1 ∧ · · · ∧ ψ
(n)
P,ν(ni)
)(εni) = 0,
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since any element a ∈ Sni satisfies vq(a) = 0 by definition (see Definition 5.1). If q ∈ ni \ n, say
q = qj , 1 ≤ j ≤ ν(ni) (recall ni = {q1, . . . , qν(ni)}, see (∗) in Definition 5.3), we have
vqj (RP (ε)n) = (vqj ∧ ψ
(n)
P,1 ∧ · · · ∧ ψ
(n)
P,ν(ni)
)(εni)
= (vqj ∧ · · · ∧ (−vqj ) ∧ · · · )(εni)
= 0,
since (vqj ∧ · · · ∧ (−vqj ) ∧ · · · ) = 0. Hence we have vq(RP (ε)n) = 0 for any q ∈ Σ \ n.
(PK2) Take any q ∈ n. We prove uq(RK(ε)n) = 0 (note that we have already proved FPK(RP (ε))n =
RK(ε)n, so (PK2), that is, uq(FPK(RP (ε))n) = 0 is equivalent to that). We have
uq(RK(ε)n) = (uq ∧ · · · ∧ ϕ
q
q ∧ · · · )(εni)
= (uq ∧ · · · ∧ (−uq · xq) ∧ · · · )(εni)
= 0,
where the second equality holds since ϕqq = −uq · xq by definition (see Definition 4.1).
(PK3) For any q ∈ n, we have
vq(RP (ε)n) = (vq ∧ · · · ∧ ϕq ∧ · · · )(εni)
= (ϕq ∧ · · · ∧ (−vq) ∧ · · · )(εni)
= ϕq(RP (ε)n/q),
where the second equality is obtained by reversing vq and ϕq (note that then the sign is changed),
and the last by the definition of RP (ε)n/q.
(PK4) For any q ∈ n, we have
RP (ε)n|Σ\q = ((· · · ∧ ϕq ∧ · · · )(εni))|Σ\q
= ((· · · ∧ (−vq · Pq) ∧ · · · )(εni))|Σ\q
= RP (ε)n/q|Σ\q · Pq,
where the second equality follows by noting (·)|Σ\q ◦ ϕq = −vq · Pq.
(PK5) Note that we have
ϕq = πn ◦ ϕq + (−vq) · Pq|Σ\n
for any q ∈ n. Substitute this into the definition of RP (ε)n, and expand it, then we have
RP (ε)n =
∑
d⊂n
πn(RP (ε)d)
∏
q∈n/d
Pq|Σ\n.
This is (PK5).

6. The proof of the main theorem
In this section, we prove Theorem 3.8 by using the general theory developed in §§4 and 5. Recall
that the setting of the main theorem is the one as in Example 4.2, so we assume in this section that
7-tuple (O,Σ,H, t, v, u, P ) to be as in Example 4.2.
Proposition 6.1. KS1 and KS(A,F ,Σ) in [7, Definition 3.1.3] are naturally isomorphic.
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Proof. We use the following fact: there is a natural isomorphism
<
∏
ℓ|n
xℓ >Z/MZ
∼
−→
⊗
ℓ|n
Gℓ ⊗ Z/MZ ;
∏
ℓ|n
xℓ 7→
⊗
ℓ|n
σℓ ⊗ 1.
For the proof, see [8, Proposition 4.2 (iv)].
Suppose κ = {κn}n ∈ KS1. By (K4) and Corollary 4.13, we have
κn ∈ H⊗ <
∏
ℓ|n
xℓ >Z/MZ,
so from the above fact we can naturally regard
κn ∈ H ⊗
⊗
ℓ|n
Gℓ
 .
Since each Gℓ⊗Z/MZ is isomorphic to Z/MZ, we see that H ⊗
(⊗
ℓ|nGℓ
)
is isomorphic to H. By
this observation, we see that axioms (K1) and (K2) says
κn ∈ H
1
F(n)(Q, A)⊗
⊗
ℓ|n
Gℓ
 .
One sees by definition that (K3) is equivalent to the relation in [7, (5) in Definition 3.1.3]. Hence
we naturally get a Kolyvagin system of [7] from our Kolyvagin system. Conversely, the Kolyvagin
systems of [7] satisfies the axioms of our Kolyvagin systems (K1)-(K4), with the identification
<
∏
ℓ|n xℓ >Z/MZ=
⊗
ℓ|nGℓ ⊗ Z/MZ. 
Theorem 6.2. Suppose the assumptions in Theorem 3.8 hold. Then the map
RK : US1 −→ KS1
is surjective.
Proof. First note that by Proposition 6.1 we can identify KS1 and KS(A,F ,Σ). By the proof of [7,
Theorem B.7], there is a (s,U) ∈ I for each m ∈ N so that the composed map
lim←−
n∈U
ν(n)+1∧
Sn
RK−→ ImRK
κ 7→κm−→ H′(m)
is surjective, where H′ = H′(A,F ,Σ) is the sheaf of stub Selmer modules (for the definition, see [7,
Definition 4.3.1]). By the proof of [7, Corollary 4.3.5], if m is core (see [7, Definition 4.1.8] for
definition), then we have an isomorphism
Γ(H′)
∼
−→ H′(m) ; κ 7→ κm,
where Γ(H′) is the global section of H′ (see [7, Definition 3.1.1]). By [7, Theorem 4.4.1], the natural
inclusion Γ(H′) →֒ KS1 induces an isomorophism
Γ(H′)
∼
−→ KS1.
Hence we have ImRK = KS1. 
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Remark 6.3. The proof of [7, Theorem B.7] actually shows that we can take (s,U) satisfying above
so that every n ∈ U is core. We will use this fact later.
Proposition 6.4. Suppose (s,U) ∈ I , ε ∈ lim←−n∈U
∧ν(n)+1 Sn (see Definition 5.3), and every n ∈ U
is core. Then we have for any n ∈ N
RT (ε)n ∈ hnRn.
This proposition is reduced to the following lemma (note that if m is core, then hm = 1):
Lemma 6.5. Suppose n = ℓ1 · · · ℓν(n), m = nℓν(n)+1 · · · ℓν(m) ∈ N .
If ε ∈
∧ν(m)+1H1Fm(Q, A), then we have
(ϕnℓ1 ∧ · · · ∧ ϕ
n
ℓν(n)
∧ (−vℓν(n)+1) ∧ · · · ∧ (−vℓν(m)))(ε) ∈
hn
hm
Rn.
Proof. We prove by induction on ν(m/n). When ν(m/n) = 0, i.e. m = n, it is clear by the definition
of Rn (see Definition 3.2). When ν(m/n) > 0, put ℓ = ℓν(m) for simplicity.
We claim that there are ε′ ∈
∧ν(m/ℓ)+1H1
Fm/ℓ
(Q, A), ε′′ ∈
∧ν(m)+1H1
Fm/ℓ
(Q, A), and δ ∈
H1Fm(Q, A) satisfying
ε = ε′ ∧ δ + ε′′, and (vℓ(δ)) = (
hm/ℓ
hm
) (as ideal of Z/MZ).
This claim is shown as follows. First note that by definition we have an exact sequence
0 −→ H1Fm/ℓ(Q, A) −→ H
1
Fm(Q, A)
vℓ−→ Z/MZ.
So we see that there is a δ ∈ H1Fm(Q, A) such that δ¯ generates H
1
Fm(Q, A)/H
1
Fm/ℓ
(Q, A). Since
vℓ(δ) generates Im(H
1
Fm(Q, A)
vℓ−→ Z/MZ), we have by the global duality (see [7, Theorem 2.3.4]
or [12, Theorem 1.7.3])
(vℓ(δ)) = (
hm/ℓ
hm
).
Since δ¯ generates H1Fm(Q, A)/H
1
Fm/ℓ
(Q, A), any η ∈ H1Fm(Q, A) can be written as the following
form: η = η′ + aδ, where η′ ∈ H1
Fm/ℓ
(Q, A) and a ∈ Z. Hence ε ∈
∧ν(m)+1H1Fm(Q, A) can be
written as claimed above.
By the claim, we have
(ϕnℓ1 ∧ · · · ∧ ϕ
n
ℓν(n)
∧ (−vℓν(n)+1) ∧ · · · ∧ (−vℓν(m)))(ε)
= ±vℓ(δ)(ϕ
n
ℓ1 ∧ · · · ∧ ϕ
n
ℓν(n)
∧ (−vℓν(n)+1) ∧ · · · ∧ (−vℓν(m/ℓ)))(ε
′)
∈ vℓ(δ) ·
hn
hm/ℓ
Rn =
hn
hm
Rn,
where the first equality follows from that vℓ(ε) = ±vℓ(δ)ε
′ (by definition), and the next from the
inductive hypothesis. Hence we have completed the proof. 
Proposition 6.6.
{θn(c)}n ∈ TKS1.
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Proof. By (3) in the proof of Proposition 3.6, we have∑
d|n
(−1)ν(n/d)θd(c)
∏
ℓ|n/d
Pℓ(Frℓ) = κ
′
n ⊗
∏
ℓ|n
(σℓ − 1).
Note that the left hand side is equal to FTD({θn(c)}n)n (see definition 4.9). By Theorem 4.17 and
Proposition 4.10, it is reduced to show
{κ′n ⊗
∏
ℓ|n
(σℓ − 1)}n ∈ DKS1.
(DK1) and (DK3) are well-known properties of Kolyvagin’s derivatives (see [12, Theorem 4.5.1 and
Theorem 4.5.4]). (DK2) is shown in [7, Proof of Theorem 3.2.4 in Appendix A] (note that
∑
d|n
κ′d ⊗∏
ℓ|d
(σℓ − 1)
Dn/d = ∑
τ∈S(n)
sgn(τ)
κ′dτ ⊗∏
ℓ|dτ
(σℓ − 1)
 ∏
ℓ|n/dτ
πℓ(Pτ(ℓ)(Fr
−1
τ(ℓ))),
where S(n) is the set of permutations of the prime divisors of n, and dτ =
∏
τ(ℓ)=ℓ ℓ). (DK4) is
clearly satisfied. 
Remark 6.7. From the above, we see that the Kolyvagin’s derivative class κ′n satisfies
κ′n ⊗
∏
ℓ|n
(σℓ − 1) = sn(θn(c))
(for the definition of sn, see Definition 4.11). So if we admit Theorem 3.8, then we have
sn(θn(c)) ∈ hnsn(Rn) ⊂ hnH
1
Fn(Q, A)⊗ <
∏
ℓ|n
(σℓ − 1) > .
Hence we have the following upper bound of hn:
ord p(hn) ≤ sup{m | κ
′
n ∈ p
mH1Fn(Q, A)}.
This generalizes Corollary 3.9, since κ′1 = cQ.
Now we prove the main theorem.
Proof of Theorem 3.8. By Proposition 6.6, Theorem 4.17, Theorem 5.7 and Theorem 6.2, there
exists ε ∈ lim←−n∈U
∧ν(n)+1 Sn such that
RT (ε)n = θn(c).
Here note that by Remark 6.3 every n ∈ U is taken to be core. Hence by Proposition 6.4 we have
RT (ε)n ∈ hnRn.
This completes the proof. 
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