Agent based models (ABM)s are increasingly used in social science, economics, mathematics, biology and computer science to describe time dependent systems in circumstances where a description in terms of equations is difficult. Yet few tools are currently available for the systematic analysis of ABM behaviour. Numerical continuation and bifurcation analysis is a wellestablished tool for the study of deterministic systems. Recently, equation-free (EF) methods have been developed to extend numerical continuation techniques to systems where the dynamics are described at a microscopic scale and continuation of a macroscopic property of the system is considered. To date, the practical use of EF methods has been limited by; 1) the over-head of application-specific implementation; 2) the laborious configuration of problem-specific parameters; and 3) large ensemble sizes (potentially) leading to computationally restrictive run-times.
Introduction and Motivation
Agent-based models (ABMs), also known as individual-based models, consist of individual entities (agents) which move and interact with each other according to a defined set of rules. They are increasingly used to model complex systems, where it is difficult to write down an explicit system-level description of macroscopic behaviour, and have been used in a wide range of disciplines such as social science and psychology [27, 41] , mathematics and network theory [42] , policy making and economics [19, 22, 24] , computer science [48, 49, 52] and biology [3, 6, 61] . Their increasing popularity has spawned a number of software packages specifically designed for the nonmathematician/computer scientist to be able to construct their own ABM, for example SWARM [1] and NetLogo [66] .
One significant challenge with ABMs is developing a systematic understanding of their behaviour; see [39] for a review. ABMs are typically stochastic in nature as a result of probabilistic interaction rules. Consequently, model behaviour is usually understood through repeatedly running simulations. Several analysis tools that aggregate repeated simulations are available but none can perform detailed analysis, if at all, on the macroscopic behaviour of a system. Moreover, popular tools such as BehaviourSpace [66] and MEME (http://mass.aitia.ai) perform parameter sweeps and multiple simulation runs, though the analysis must be performed in an external program; see [63] for a review. Others such as smartPLS (http://www.smartpls.de/) are designed for model verification rather than analysis of the dynamics.
Given the large number of parameters that are frequently embedded in the rules within an ABM, a repeated simulation approach is both time-consuming and inappropriate for some tasks [58] . The fact that the interaction rules at the microscopic (agent) level often lead to macroscopic (emergent) behaviour of the system as a whole, suggests that an alternative way to establish systematic ABM analysis is with the use of path-following techniques.
Numerical continuation (path-following) and bifurcation methods are well-established in their value in understanding deterministic systems and have been applied to problems in physics, chemistry, biology and engineering [5, 15, 20, 35, 55, 57] . The ethos of path-following is fundamentally different from simulation. For example, consider an initial value problem defined by a map of the form
with x 0 = a, where x n describes the state at time t n and λ are model parameters. A simulation approach involves starting at t 0 with x 0 = a and iterating the map (1.1) to find a numerical approximation for the solution at t n . Over time, for well-posed problems, the solution will evolve to a stable, attracting state which may be stationary, periodic or exhibit more complex dynamics such as chaos. For nonlinear maps, different attracting states may be observed for the same parameters but different initial conditions. Consequently, in order to build up a systematic description of system behaviour it is necessary to run multiple simulations-varying both parameters and initial conditions.
In a numerical continuation approach, the focus is typically on stationary (or periodic) solutions. In the case of stationary solutions, rather than time evolving to find x n , stationary solutions to equation (1.1) are found by solvingx = f (x, λ), (1.2) forx. Having found a solution for one particular set of parameter values, the solution is 'followed' by stepping in parameters. This is both faster than stepping in the parameter and repeatedly finding stationary solutions using simulation, and has the advantage that both stable and unstable solutions can be found. While it is easy to think that unstable solutions are irrelevant as they are never seen as the direct outcome of a simulation, in fact they play an important part in the underpinning dynamical structure of a problem. The position of unstable solutions can explain the reason why different initial conditions lead to different results, and the presence of unstable stationary solutions is often observed in the transient behaviour of solutions. Moreover, the combination of stable and unstable branches at regime boundaries can explain behaviours such as tipping points, where stable solutions appear to 'vanish' as a parameter is slowly varied.
Typical numerical bifurcation packages for deterministic systems not only follow stationary and periodic solutions, but also detect changes in stability at each point along the solution branch [2, 37] . Such changes are indicative of a bifurcation [56] where there are qualitative changes in the dynamics of the system. At bifurcations, new solutions can branch from the original, as occurs in transcritical or pitchfork bifurcations, or solutions may collide with each other and vanish, as occurs in saddle-node bifurcations (tipping points) [51] . Numerical methods have been constructed that allow for the automated switching from the current solution path to a bifurcating branch through perturbation [2] , without the need to know the exact location of the bifurcation point [54] . Several packages exist for deterministic continuation, such as AUTO [17] , XPPAUT [21] , CONTENT [38] , MATCONT [25] and DDE-BIFTOOL [16] , all of which use similar algorithms [36] and contain bifurcation detection and branch switching functions.
Although continuation methods have been extensively used for deterministic systems, their application to stochastic systems is much more limited [37] . In the particular case of systems where a microscopic description of the system exists, but there is no equation for the macroscopic state, equation-free (EF) techniques [62] can be used to perform continuation of the system. These are based on the same principles as continuation for deterministic systems but the differential equations are replaced by an ensemble of appropriately initialised microscopic simulations and instead of following stationary solutions of the differential equation, stationary values of a representative statistic(s) are sought [35] . EF methods have been used as a platform for numerical continuation for a number of systems including: the FitzHugh-Nagumo and Lattice-Boltzmann model [34, 35, 62 ]; Burger's equation [35, 40] ; a stochastic double well potential [5] , and have even been applied to follow solutions in experiments [7, 8, 11, 12, 53, 57] . Equation-free approaches are able to reduce the computation time in the analysis of ABMs [43, 64] and have been used to perform bifurcation analysis on a few simple models [4, 26, 60] .
However, there is significant overhead in implementing an EF method for a specific system. This is compounded by the need to carefully select several algorithmic parameters that are essential for the EF method to work. These algorithmic parameters include: the number of micro-simulations carried out at each parameter point (the ensemble size); the time window used for each micro-simulation and the size of steps in parameter space. Currently, these parameters are determined through extensive simulations and trial-and-error, or knowledge of an equivalent deterministic system if one exists. Frequently, EF methods have been used on relatively simple systems, with small levels of noise, and using thousands, even millions, of micro-simulations at each parameter step. As a consequence, to date this has limited the use of EF analysis to a few specific cases, where often a macroscopic PDE is available, and to users with expert knowledge of EF methods. In general it may not possible to control the level of noise in an stochastic system, thus currently this can only be alleviated by using larger ensemble sizes. For practical applications, where simulation times may be large, this quickly becomes computationally expensive.
To address these issues we introduce three main contributions in this paper. Firstly, a generic EF continuation tool that can be applied to any simulator by treating it as a 'black-box'. We implement our tool in Java so it is compatible with all major operating systems and can interface generic systems simply by defining the appropriate interface between the system and our tool. Secondly, we develop a systematic methodology for the determination of the problem specific EF parameters based on the underlying dynamics. This algorithm is included in our tool, however is based on the dependence of the variance of the system with time simulation and can be implemented in other packages. Finally, we define a convergence-constraint with a corrector-repeat (C 3 R) method which automatically detects outliers based on the difference between the predicted and converged solutions in the correction method. Using statistics of the system dynamics we determine whether a converged solution is 'far' from the predicted value and likely to be a result of noise in the system.
The structure of this paper is as follows. We outline the procedure of our systematic methodology for determination of the parameters essential for EF continuation of a microscopic system and our C 3 R method in Section 2. In Section 3 we detail the implementation of our general EF analysis tool.
Next we demonstrate the ability of our parameter determination methodology, and the ease and usability of our EF tool in Section 4 with application to three ABM models revealing parameter dependence, bifurcation and stability analysis of these complex systems that are not otherwise easily obtainable. This section also includes an evaluation of our C 3 R compared to a standard EF approach. Finally we conclude our work in Section 5.
Methodology
A necessary step in developing generic algorithms that perform well across a wide range of different applications is ensuring that they are robust and efficient, with a minimal need to select algorithmic parameters by non-expert users. This section starts with a short description of numerical continuation for deterministic systems to provide a basis for the subsequent discussion on EF methods and our method to determine algorithmic parameters.
Numerical continuation
In numerical continuation the aim is to understand system behaviour as a function of a parameter, the 'bifurcation' parameter, with all others considered fixed. In the following description numerical continuation for stationary solutions is discussed, but these ideas can be extended to follow periodic solutions. The first stage of numerical continuation is to find a stationary solutionx 0 for one value of the bifurcation parameter, λ 0 . In order to do this, equation (1.2) is phrased as a root-finding problem
for i = 0 and a root finding method, such as the Newton-Raphson method, is used to findx 0 . Root finding methods are iterative methods that start from an initial guess and aim to work out successively better approximations to the solution. These methods typically only converge to a solution if a sufficiently good initial guess is known. For λ 0 , this initial guess is usually either an analytic solution or a numerical solution that has been obtained by simulation. One may also find a good initial guess by starting at a different value of λ where an analytical solution is known and homotopy to λ 0 . The Newton-Raphson method requires the Jacobian matrix of the left hand side of equation (2.1). In some cases, this is known analytically, but many numerical continuation packages, such as AUTO [17] , optionally compute the Jacobian using finite difference methods. Once a solutionx 0 has been found, a step in the parameter is made, λ 1 = λ 0 + δs. The solutionx 1 at the new parameter value λ 1 , is 'predicted' based on the known solution at λ 0 . This prediction is then 'corrected' by once again solving the root-finding problem in Eq. (2.1), this time for i = 1.
Having foundx 1 the process is repeated. Once at least two points on a branch have been found, a common method for the prediction step is using a secant-based predictor, where solutions are approximated based on extrapolating the line joining the previous two points. This process-step in the bifurcation parameter, predict the new solution, correct the prediction to converge on an actual solution-results in a sequence of stationary solutions along the solution branch, as illustrated in Fig. 1(a) . Thus, providing δs is small enough for the correction step to converge, but not so small as to make the method too slow, this method can be used to efficiently follow solution branches as a function of λ [31] .
A standard extension to the process described above is to parameterise the solution curve by arclength rather than the bifurcation parameter-the pseudo-arclength method. The use of pseudoarclength continuation enables progression past folds [15, 30, 36] , such as in Fig. 1(b) .
Note that phrasing the stationary solution problem as a root-finding problem removes all reference to the stability of a solution. Once a solution is found, it is common to calculate other indicators to monitor changes in stability of the solution. For example, a solution is stable if the eigenvalues of the Jacobian of the left hand side of Eq. (1.1) all have negative real parts. Since the root finding method requires the calculation of the Jacobian matrix, for low-dimensional systems, calculating stability requires minimal additional computational effort.
Equation-free methods
Agent-based models are typically stochastic and, additionally, a mathematical description in terms of equations is often unknown. Nevertheless, EF methods have been developed that build on the main features of deterministic numerical continuation [5, 37] .
The essential idea is that the stochastic microscopic dynamics frequently result in some macroscopic behaviour, and that useful information about the dynamics can be obtained by understanding how properties of this macroscopic behaviour change as a function of the parameters. For the pur-poses of this discussion, we will restrict consideration to where we wish to continue one dependant macroscopic variable, but the ideas are readily extended to more than one order parameter 1 , as is illustrated in the example discussed in §4.3.
The stochastic nature of typical ABMs means that each time a simulation is run it yields slightly different results. It is therefore appropriate to think that the underlying dynamics of the property of the macroscopic behaviour of interest are described by a probability density function (PDF) that evolves with time. In the context of path-following, the task is no longer to follow a stationary solution of Eq. (1.1) as a function of the bifurcation parameter, but to follow a stationary statistic(s) of the PDF. Throughout this paper we use the arithmetic mean (herein referred to as the mean) as the statistic of the PDF of interest, but other macroscopic measures could also be used, such as the geometric mean or median. In addition, one could also use higher order moments, such as the standard deviation and skewness of the PDF [5] . Implicit in this set-up is that there is a separation of time scales where the (fast) higher order moments of the PDF become (functionals) 'slaves' of the (slow) low order moments [35] so that a few (often one) moment is an adequate description.
Suppose the mean of the PDF at parameter value λ i and time t n is X n , and its time evolution is described by
then, in other words, we seek to solve
The basic path-following framework-step in the bifurcation parameter, predict the new stationary value, correct the prediction to converge to an actual stationary value-remains the same. But, since there is no analytic description of the PDF, this problem cannot be solved exactly. Instead, in order to evaluate F (X i , λ i ), an ensemble of simulations is run. Each simulation consists of: initialising the micro-level model based on a prediction ofX i ('lifting'); running the simulation for a time period τ known as the time horizon ('evolving'); then evaluating the macroscopic property of the ABM ('restricting'). From the ensemble an estimate for X τ i is found. Defining the 'lifting' and 'restricting' operations is highly problem dependent [44, 45, 68] and necessarily have to be defined by the user of any generic code. The success or failure of the equationfree methods depend on appropriate 'lifting' and 'restricting' operation; see for example [14] . A key property required from the 'lifting' and 'restricting' operators is that if one 'lifts' and then 'restricts' without time evolving, then the original estimateX i is found [4, 33, 45] . A key difficulty is that it is not possible to define a bijection between the micro and marco variables hence the lifting operator is multi-valued. We show in §4 how these functions can be defined for our examples.
Since the ensemble size is necessarily finite, at best an approximation to X τ i can be found. Consequently, rather than solving Eq. (2.3) one ends up with the problem
where¯ is an error due to the finite sample size. Although this error is unknown, it is a quantity that can be estimated.
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Initialise Microscopic State (Lift) Consequently, we solve Eq. (2.3) and terminate the iteration when the residual, F (X i , λ i ), is less than or equal to¯ . Either using the Newton-Raphson method or steepest descent optimization algorithms requires the computation of the Jacobian matrix, this time of the left-hand side of Eq. (2.3). As there is no analytic solution, we use a Newton method with finite-differencing [32] , where the choice of the finite-difference stepsize, h, is described in §2.3.2.
The resulting overall path-following scheme is illustrated in Fig. 2 . This scheme requires the following algorithmic parameters:
• The time horizon, τ . This needs to be large enough the macroscopic behaviour of the system is observable, i.e., sufficiently long to allow convergence to the slow manifold characterised by the low order moments [35] . This enables errors introduced in the 'lifting' operation to be 'healed' [44] . Conversely, the time horizon should not be so large that the PDF is diffuse and the initial conditions are 'forgotten' [45] .
Although there exists a range of suitable values for the choice of τ , its determination is far from trivial [44] . It can can be particularly challenging when trying to converge to an unstable stationary point in a highly stochastic system, where both the noise and the underlying dynamics tend to disperse the ensemble.
• The number of ensemble members M . This needs to be large enough to be able to estimatẽ X i within the desired tolerance, but not so large that the algorithm becomes impractically slow.
• The stepsize h used in the finite differencing algorithm for the computation of the Jacobian.
• The size of the step in parameter space along the arc of stationary points, δs in Fig. 2 .
• The stopping criterion for the convergence to a stationary solution. In the next section we discuss how robust choices for each of these algorithmic parameters can be made; choices that are implemented in our bifurcation and path-following software.
Systematic parameter determination
Time horizon and number of ensemble members
Key to choosing parameters is the behaviour of the PDF describing the macroscopic behaviour as a function of time. In the lifting operation, each micro-simulation is initialised based on a prediction of the meanX i at the bifurcation parameter value λ i . In the absence of further information, each micro-simulation is typically initialised to give the same value ofX i . Effectively, this means that at n = 0 the PDF is a delta function. Note that the choice of initial distribution is not critical as the fast dynamics will mean that the distribution will quickly 'heal' to an appropriate distribution after a few time steps [45] . In a deterministic case, time evolution of the system may change the position of the distribution, but the PDF will remain a delta function. However, in a stochastic system, for n = 0 the PDF will develop some width, where both the position and width of the PDF will vary over time. For example, beginning with a delta function for increasing time evolution, the width of the PDF may a) increase indefinitely (diffusion in an open system), b) increase then remain approximately constant (indicative of a stable stationary point in the system), or c) increase to a maximum value and then begin to reduce (transition from one state to another).
These cases are illustrated in Fig. 3 .
At the same time, the value of F (X i ) must be distinguishable from the error due to finite ensemble size,¯ . The larger the variance, the more ensemble members are needed to robustly calculate the mean, as encapsulated by the standard error σ(τ )/ √ M , where σ(τ ) is the standard deviation of the PDF at n = τ . Consequently, appropriate values for τ and M are coupled and need to satisfy the additional requirement that for a practical algorithm, M should not be so large that computations become prohibitively expensive.
One cannot know a priori appropriate values for τ and M , but one approach is to run an automated 'configuration' stage that examines the mean and variance of the PDF in detail for one set of parameter values by running a large number of micro-simulations. This then provides a rational basis for the selection of both τ and M for subsequent path-following and a starting point for the user although further adjustment may be needed.
Looking at Fig. 3 , a sensible selection of time horizon corresponds to a state of the system where there is a rapid change in variance. That is, there are some observable dynamics in the system causing the increase in variance. By plotting variance as a function of time horizon, as in Fig. 3 , we can observe a region where the variance increases rapidly, but has not yet begun to slow, tend to a constant, decrease or oscillate. These cases indicate the system has approached, or passed, some fixed point and the initial conditions may be 'forgotten' as the PDF disperses. Possible selections are illustrated in Fig. 3 . Although other selections could be made yielding different time horizons, we note that as discussed in §2.2, a range of possible values for τ exist. This methodology enables the sensible selection of this problem dependent parameter directly from the dynamics of the system. Moreover it provides a range of possible values for τ which correspond to the region of increasing variance. As we show later in §4, this method provides a rational for selecting τ even in the case of very slow systems where the σ 2 (τ ) curves are initially flat.
Use of the bootstrap method [18] enables the calculation of the mean and variance to be performed as efficiently as possible by using re-sampling. In the bootstrap method, an ensemble of simulations is run to give a sample of the underlying PDF with M elements, Y j , j = 1, . . . , M . This sample is then randomly re-sampled with replacement, providing a bootstrap sample θ j , j = 1, . . . , M with the same number of elements as Y j . From a given bootstrap sample θ j we can calculate a mean, and repeatedly re-sampling Y j results in a PDF for the means of θ j . The mean of each k bootstrap sample, Θ * k is given by,
According to the central limit theorem, the PDF of the bootstrap means will be a normal distribution with the same mean as the original PDF. A robust estimate of the mean of the original PDF, Θ * , can therefore be found by finding the mean of the bootstrap means,
where K is the number of bootstrap samples that are made. Furthermore, the bootstrap estimate for the standard error is the standard deviation of the distribution of Θ * k , which is normally distributed and calculated as
An estimate for the variance σ 2 of the original PDF, can be found from
The bootstrap process is illustrated in Fig. 4 and allows us to calculate the mean and corresponding variance of any PDF of the ensemble.
The bootstrap method to estimate statistics based on random sampling with replacement. A statistic Θ k * is calculated from each sample θ j,k of j elements. This statistic is normally distributed enabling calculation of the mean of the original sample, Θ * , and its corresponding standard error ∆ * . Note each of the k bootstrap samples resemble the original set, though are unlikely to contain the exactly the same values and can be thought of as perturbations to the original data set.
As discussed above, the variance necessarily increases as the initial distribution is a delta function.
In the configuration stage, the variance is calculated as a function of the time horizon, as in Fig. 3 , for an initially large (fixed) M = M 0 . It is then possible to calculate the minimum ensemble size M in Eq. (2.8) required to resolve this system using some tolerance of ∆ * predefined by the user. This enables the determination of M based on a desired standard error ∆ * , typically we set this to 10 −2 as discussed in §4.
Continuation step size and finite differencing
An essential parameter required for numerical continuation is the step in the bifurcation parameter, δs. This step needs to be small enough that a reasonable prediction to the fixed point at λ i+1 can be made so that we have an adequate initial guess for the solution to Eq. (2.4). If δs is too large the root finding method is unlikely to converge to the actual fixed point. At the same time, for a computationally efficient algorithm, the step should not be too small. Since the pseudo-arclength definition for the stepsize is
and sinceX i is a function of λ i , whether or not a stepsize is 'small' depends on how rapidly the solution changes with changing λ i . One indication of this is the degree of overlap between the PDFs for the macroscopic property at λ i and λ i+1 : a large overlap between the PDFs indicates that the solution has not changed significantly and suggests that the stepsize δs is 'small'; conversely, a small overlap suggests that the stepsize is 'large'.
To motivate a sensible choice of δs we look at the separation of two normal distributions. The Bhattacharyya coefficient B C is a measure of overlap between distributions [9] . For Gaussian distributions the Bhattacharyya distance B D , where B D = − ln B C , can be calculated exactly [29] for the PDFs at i th and (i + 1) th continuation steps,
10) whereX i and σ 2 i are the mean and variance of the PDF at the i th continuation step respectively. AsX i andX i+1 are consecutive fixed points, both coming from evolving a delta function for the same time τ , we assume that the PDFs at i th and (i + 1) th continuation steps are similar and can be approximated by a Gaussian. Consequently, we assume that σ 2 i ≈ σ 2 i+1 . We note that B D can be calculated numerically to avoid the Gaussian approximation, but in practice we have found that this is unnecessary.
where δλ = λ i+1 − λ i and ρ = δX δλ . With this approximation, Eq. (2.10) becomes
where σ i is the standard deviation and B C = B C (ρ δλ/σ i ) is illustrated in Fig. 5 . A heuristic approach to choosing δs is therefore to aim to select δs such that the distributions at λ i and λ i+1 are likely to have a small overlap so the distributions are distinct, but not vastly separated. We find a value of B C = 0.05 satisfies this requirement. Solving Eq. (2.12) with B C =0.05 yields ρ δλ/σ i ≈ 5. Hence, a reasonable choice for δs is given by
This has two contributions: a direct contribution as a consequence of changing the parameter; an indirect change as a result of a change in the solution. It is changes in the solution that are most likely to result in poor prediction and lack of convergence, so we assume that the latter is the dominant term, i.e. that ρ 1 and
where σ i is estimated in the configuration stage as part of establishing appropriate values for the time horizon and ensemble size.
In the case of several macroscopic variables, i.e.X i is a vector, the largest σ i from the elements can be used in Eq. (2.14). Note the value of δs is determined prior to the path-following and remains fixed throughout the continuation process. Clearly it is possible to use this framework to adapt δs throughout the computation, however we find a fixed value is sufficient in the cases we consider. We have found that making δs adaptive can lead to an increase in the failure rate to successfully continue around folds. We leave it as further work to develop robust adaptive algorithms to varying the finite-differencing step-size.
During the correction phase, the action of the Jacobian of the left hand side of Eq. (2.3) is required. This is calculated using finite differencing and requires an appropriate choice for the finite difference step, h. Here we choose
as it provides a perturbation toX i without being further fromX i thanX i+1 .
Stopping Criterion
As discussed in §2.2, steady-state solutions are found by seeking a solution of Eq. (2.4). This requires an iterative algorithm, such as the steepest descent algorithm, to start from an initial guess and iteratively produce 'better' guesses. Convergence is defined as reaching a pre-defined tolerance based on, for example, the difference between successive values of the function being sufficiently small. The value of this tolerance is system dependent and also depends on how precisely the user requires the solution to Eq. (2.4). A good indicator of a reasonable minimum value for the tolerance comes from the sampling error,¯ , of the ensemble distribution. Since¯ ∼ σ i / √ M , this can be estimated in the configuration stage. In principle the tolerance can be adapted during the path-following process, however we have found a fixed tolerance performs well for the examples presented below.
The success of the numerical continuation method relies on the initial guess for the new solution (i.e new mean of the PDF) being sufficiently close to the actual solution. With an appropriate value of the parameter step-size (δs) and a reasonable tolerance for the solution, only a few iterations are required to converge to the solution. Thus in our algorithm we fix the maximum number of correction iterations to 10. If after 10 iterations of the corrector method, the converged solution is not within the tolerance bounds defined, this procedure has failed. Failure may result for a number of reasons, such as poor prediction, a high level of noise, too small an ensemble size.
Algorithmic Robustness
In order to be a practical tool, a generic ABM continuation method needs to be robust and work with a small ensemble size, even for problems with high noise levels, to avoid infeasible computation times. Under these extreme conditions it may not be possible to find a solution to Eq. (2.4) using a root finding method. It is worth emphasising here that, for a highly noisy system, even continuation along a stable branch maybe non-trivial for a low to moderate ensemble size. For 'poor' approximate solutions to Eq. (2.4) at λ i , the initial guess for the solutions at λ i+1 is likely to be poor. As the success of the root finding method is based on a good initial approximation, this can itself cause a path-following algorithm to fail. Even if convergence is achieved, this can become a recursive issue − bad initial guess from the predictor, convergence to a 'poor' solution, bad initial guess from the predictor − which can lead to a failure cascade in the algorithm. Examples of the various ways in which path-following can fail are shown in Fig. 6 . Therefore we require robust methods for predicting the initial solution at the next continuation step (the predictor) and improving the convergence of the root finding procedure (the corrector).
Predictor robustness
In the literature, there are various different predictors that have been used: tangent [31] , secant [2] and polynomial least squares approximation [11, 12, 53] . As discussed in some detail by Schilder et al. [53] , the quality of the predictor has a significant affect on the continuation algorithm, particularly when passing around folds in noisy systems. This is caused by the gradient of the tangent between points on the bifurcation curve changing sign abruptly due to the stochastic nature of the system, resulting in a poor prediction for the next point on the curve.
In this paper, we focus on the secant and least squares predictors. Both of these predictors have been used to continue noisy systems; see for instance [4, 11, 12, 33, 46, 57] . The secant predictor is an extrapolation of the line through the previously converged points along the bifurcation curve. The least squares predictor extrapolates from a least squares polynomial fit to the previous converged points along the bifurcation curve. Our implementation enables the user to easily select either predictor method with any number of previous points for generality.
Given the expected noisy nature of the underlying ABM models, the natural predictor is the least squares predictor where various statistics can be computed. Previous implementations of the least squares predictors have included fitting a third-order polynomial to a large number of points on the bifurcation branch; see for example [11, 12] where predictions were based on 18 previous points. However, generating a large number of points for the first step of the predictor method introduces practical issues, such as a suitable method to obtain the initial points. It is possible to use the parameter continuation to obtain the required number of points, though this would require a region of the solution space that is not strongly dependent on the bifurcation parameter λ. This is not practical as it would require some a priori knowledge of the system so one can begin the continuation process far from any bifurcation points. Alternatively a smaller step in the parameter space may be used to reduce the likelihood of approaching a bifurcation point, or strong dependence on λ. However, as mentioned in §2.3.2, this may increase computation time to infeasible lengths.
Both of these issues are avoided if one uses a small number of points, for example three, and fitting a straight line between them using least squares. This reduces the effect of the direction change in Figure 6 : Bounds for the converged value for the iterative corrector method. Solid (dashed) lines correspond to stable (unstable) branches and black (white) circles indicate converged (predicted) solutions. Here shows (a) the ideal case for a predictor-corrector method, (b) a poor prediction, (c) a poor convergence despite a reasonable prediction, and (d) convergence 'jumping' across the solution curve.
the secant method, without requiring a large number of points such as high order polynomials.
One of the advantages of using the least squares predictor over the secant method is that one can obtain statistics on the confidence on the slope of the predictor via a t-test as well as standard errors. Hence, we are able to provide diagnostics during the continuation.
For both the secant and least squares predictor one needs to initially find two or more points along the bifurcation curve without using continuation. Typically, one finds an initial solution to Eq (2.4) at λ 0 via a damped-Newton method, then obtains subsequent points along the bifurcation curve by simply stepping in the parameter via 'natural' continuation. That is, using the solution of the system at λ 0 as the initial guess for the solution at λ 1 and again performing a damped-Newton method. This then allows us to initialise the pseudo-arclength continuation algorithm for both predictors. All of the results presented in this paper use predictions based on three previous points for both predictors methods.
Corrector robustness: The C 3 R Method
Providing a rational basis for choosing algorithmic parameters and using a robust prediction are not sufficient to ensure that an equation-free algorithm can perform numerical continuation for small ensemble sizes. This problem was also observed by Schilder et al. [53] , where they discuss a repeated corrector method to improve the estimates of converged points along the bifurcation curve in the context of path-following solutions from experiments. In their paper, Schilder et al. [53] sequentially repeat the corrector method (from the same prediction) until some statistical requirement is satisfied. The mean of this ensemble of 'corrected' points is accepted as the converged solution. Their motivation was to enable the continuation along a branch with quasi-stationary fixed points which, due to long run times, often caused the computed solution to no longer satisfy Eq. (2.4). That is, while running the corrector method the fixed point would slowly move, and thus the converged state may no longer be a solution to Eq. (2.4).
Here, however, we seek to improve the robustness of a generic corrector algorithm. Variance reduction methods have been shown to dramatically improve the robustness of the corrector algorithm in the context of Ising-type models; see for instance [4] . We wish to allow for ABMs which are not necessarily Ising-type hence we need a method to improve a generic corrector algorithm without knowledge of the underlying model structure. Our approach is to introduce an automated method for discarding bad approximate solutions to Eq. (2.4) by recognising them as outliers. For each predictor, we define a 'box' for an acceptable converged solution to lie in. If the corrected solution lies outside the box, then we discard it as an outlier and attempt to 'correct' the predictor again. This convergence constraint and corrector repeat (C 3 R) process provides an automated procedure for detecting poor predictions that occur as a result of sampling errors and noise in the system. Specifically, a converged solution at λ i+1 is defined as acceptable ifX i − ζ X <X i+1 <X i + ζ X and λ i − ζ λ < λ i+1 < λ i + ζ λ ; see Fig. 6 , where ζ X = 5 max(∆ * , δs), ∆ * = σ/ √ M and ζ λ = 5δs. Converged solutions outside of this range are discarded and the corrector method is repeated after being reinitialised with the predicted solution. This procedure is repeated until a solutions falls within this range or a maximum number of repeats, N C , is reached. The number of corrector repeats (N C ) and the coefficients of both ζ X and ζ λ can be specified by the user, however, throughout this paper we fix all these values to five. The max function in ζ X is to prevent the convergence box from becoming vanishingly small in the case where ∆ * → 0. In this case Eq. (2.13) is dominated by the first term, the step in the parameter, as the contribution from the change in solution tends to zero with ∆ * . Therefore in this case we define the convergence box in terms of the step in parameter space when δs > ∆ * to account for the change in dominant terms in Eq. (2.13), thus making the C 3 R process robust to the state of the system.
We note that the best case for our C 3 R is the a standard corrector procedure, and in the worst case the correction process is repeated N C times, here five. Our method can be easily implemented by reinitialising the prediction and recalling the corrector algorithm. In the case of method in Schilder et al. [53] , a statistical condition must be defined and evaluated at each continuation step adding a layer of complexity that may be problem specific. This C 3 R procedure significantly increases the robustness of our method and enables continuation of highly stochastic systems at a low number of realisations. Essentially, the scenarios depicted in Fig. 6 (b) − (d) are ruled out by the C 3 R procedure enabling continuation around folds even under extreme conditions where standard predictor-corrector methods fail and reducing the chances of missing bifurcation points. This is discussed further in §4.1, where we compare the behaviour of the equation-free continuation both with and without the C 3 R procedure.
Bifurcation Detection and Branch Switching
As discussed in §2.1, numerical continuation enables the continuation of both stable and unstable branches. We determine the stability of a particular solution by evaluating the eigenvalues of the Jacobian matrix of the left hand side of Eq. (2.4). We detect steady state bifurcations by monitoring sign of the determinant of the Jacobian along the branch. A change in sign of the determinant is indicative of a bifurcation, which may give rise to new steady state branches. It should be noted that as we can only approximate the solution to Eq. (2.4), and additionally only approximate the Jacobian, bifurcation points detected are also approximate. Moreover, highly stochastic systems can lead to 'false' bifurcation points as the Jacobian is extremely sensitive to noise [4] .
Once a path has been followed for the desired number of steps, our algorithm, optionally, looks for bifurcating solutions (where bifurcations have been detected) using a branch switching algorithm. At the bifurcation points, a perturbation to the original solution in the (positive and negative) direction of the eigenvector corresponding to the eigenvalue that changed stability is made. From this new guess, Newton's method is used to converge to a solution on the bifurcating branch. An illustration of this is given in Fig. 7 . 
Implementation
Our equation-free continuation tools are implemented in Java as it is a cross-platform programming language that is efficient and flexible. The object-orientated architecture of Java enables a flexible modular design to the tool, providing the possibility for updates and modifications to be made without alterations to other parts of the code. Specifically modifications can be made to the predictor and corrector routines, with minor changes to the method calls, without affecting the rest of the algorithm. Moreover this design allows a user definition of a model to solve, or continuation method to use, again without making changes to the rest of the code.
The use of Java has the additional benefit of being able to directly interface with other programs, such as NetLogo, to run the ABM and enabling the design of an equation-free 'wrapper' for analysing external models. A schematic diagram of our implementation is given in Fig. 8 highlighting the modular design around the ABM engine. The 'Determine Equilibria', 'Predictor' and 'Corrector' boxes denote the numerical continuation routine described in §2.2. The 'Lift', 'Evolve' and 'Restrict' boxes (and subboxes) carry out the evolution of an ensemble of ABM short simulations to construct the fixed point problem in Eq. (2.3). Figure 8 illustrates our algorithm 'wrapping' around an ABM (implemented in NetLogo) and producing visual statistical, stability and bifurcation analysis of the model.
The only requirements from the user are to provide a model (and its location), an appropriate macroscopic property (X) of the system, an appropriate setup ('Lift' operator) and 'Restrict' operator, the required parameter values (and which one is being path followed) and an initial guess for the stationary point,X 0 at λ 0 . The setup procedure is required so that the 'Lift' operation, that initialises the microscopic simulations based on the macroscopic state, can be performed. A setup procedure exists in all standard NetLogo codes, and is equivalent to any initialisation procedure 
an abstract model, ABM or otherwise. Our 'Lift' operation calls the setup procedure in the ABM, enabling an abstract definition of this operator, that becomes problem specific when the setup procedure is called. Although a form of initialisation procedure is present in most standard models, some additional code may be required to perform the 'Lift' operation, as discussed in §4.
Crucially, the design allows simple changes to the input file in order to switch between various ABMs, without requiring any changes to the core code. Moreover, the interface between Java and NetLogo is only in one class (module), which allows the tool to be easily extended to systems outside of NetLogo. By only changing aspects of the application program interface in this module, the tool can be to any external simulator and thus a broad range of disciplines.
The code monitors the computation of the solutions and issue warnings to the user if the current direction of path following is outside of the 95% confidence interval of the recent trend of the branch. That is, a warning that the algorithm may have deviate from the solution branch. Notifications are also made if a bifurcation point is detected through a change in stability of the eigenvalues in the Jacobian of the LHS of Eq (2.4). The output from the code is stored in a text file in tab delimited format containing, for each continuation step:
• for each macroscopic parameter:
number of iterations, ensemble size and the determinant of LHS of Eq (2.4).
• the PDF for each macroscopic parameter
• Log file for the corrector method, including initial guess, converged solution and the number of iterations
• Jacobian, eigenvalues and eigenvector matrices, and the determinant of the Jacobian
• Runtime of the algorithm
In all cases the numerical data can easily be plotted using standard software. 
Examples
In order to illustrate our code, we pick three examples. The first of these is the stochastic double well (SDW) model. Although the SDW model is not conventionally coded as an ABM, it is an extensively studied system and we have therefore coded the SDW in NetLogo and used it to benchmark our algorithm. Several continuation methods have been applied to this system before [5, 37] . The remaining two examples, the Ising model and a model of altruism, are examples that have been taken from the extensive NetLogo library of examples that come with the standard download of NetLogo.
For all our examples, we describe the code that the user needs to supply (including the 'Lift' and 'Restrict' operators) and the output from the continuation runs. In each case we use a bootstrap sample size of 200, other parameters are given for the specific cases.
Particles in a stochastic double well potential
The behaviour of particles in a double well potential with additive noise is described by the stochastic differential equation
where x 0 = a, η is the noise level and W is Gaussian noise with mean zero and variance one, and
where µ is the barrier height and ν is a term that breaks the symmetry of the well about x = 0. The potential V is drawn in Fig. 9 (a)-(c) for fixed ν and three different values of µ. The macroscopic behaviour for the deterministic case (η = 0) is known and given in Fig. 9 
Equation-free implementation
As there was no pre-existing NetLogo code for the solution of the stochastic double well, we first coded up a time-stepper for Eq. (4.1) such that it can be implemented in an ABM environment.
To do this, we discretise Eq. (4.1) using the the Euler-Maryama scheme
here t n = n∆t, with n = 0, 1, . . . , τ , ∆t is the time step and x(t n ) ≈ x n . Equation (4.3) is now in the form of a map that can be implemented in an ABM environment.
In order to apply the EF continuation method, we first need to define a suitable macroscopic parameter that describes the dynamics of the system. In this simple case, the obvious choice is the mean (over some ensemble) of x, which we define asX. Next the bifurcation parameter needs to be specified: there are two parameters in this system, µ and ν. Here we have chosen to fix ν and vary µ, with the aim of producing a stochastic version of the deterministic bifurcation diagram shown in Figure 9 (d). Finally, we define the 'Lift' and 'Restrict' operators. In this example, we define the 'Lift' operator to initialise the ensemble of ABM runs to all have the same initial condition x 0 0 =X 0 0 . The 'restrict' operator for the i-th continuation point is defined as the mean of x τ i over the ensemble for some time horizon, τ , to be determined in the configuration stage. Both these operations are given in Appendix A.1.
Next we run the configuration stage to find suitable values for the algorithmic parameters. Here we use the initial conditionX 0 0 = 0 so that the ensemble members are in the unstable state in Fig. 9 and will undergo some dynamic behaviour that we can observe through σ 2 . Note that ifX 0 0 corresponded to one of the stable states, we would expect the each ensemble member to oscillate in the well, but remain in this stable state indefinitely due to the large barrier height and low noise [37] . Figure 10 illustrates the change in the variance σ 2 , calculated via bootstrapping as a function of the time horizon. Figure 10 shows that the variance of the system increases and appears to resemble Fig. 3(a) , however, given sufficient time, would resemble Fig. 3(b) as the PDF spreads across both wells. The rate of increase of σ 2 with τ appears to slow around τ = 6, hence, a sensible time horizon would be below this value. Here we select τ = 1 based on a σ 2 value of 10 −2 . It is worth highlighting that the model in Eq. (4.1) is a simple system with only one variable and will not require 'healing' as there are no dependencies to initialise and therefore no 'Lift' errors. A small value of τ is sufficient for equation-free analysis providing it is long enough for the system to evolve, i.e. it is not prohibitively small. Using our obtained values of τ and σ 2 , we run our systematic parameter determination to determine M , δs and h. Using a predefined standard error of ∆ = 10 −2 yields; M = 100 from Eq. (2.8) and δs = 0.5 from Eq. (2.14). Although continuation is possible under these parameters, we observe better performance with a step size of δs = 0.2, and a finite size of h = 0.1 from Eq. (2.15). 
Equation-free results
In addition to the equation-free parameter configuration determined by our systematic method, we also test our algorithm under the settings used in the work of Barkley et al. [5] . In their implementation, Barkley and colleagues 2 used τ = 10 but with a time interval ∆t = 0.01 and M = 10 5 .
The results of the EF continuation are shown in Fig. 11 , where we have focussed on the upper right branch which includes a saddle-node bifurcation and both stable and unstable stationary states. Note the successful continuation around the fold in both cases, despite the small ensemble size in Fig. 11 (b) compared to Barkley et al. [5] . The increased errorbars in Fig. 11 (a) compared to Fig. 11(b) is due to the large ∆t and its relation to the amount of noise in Eq. (4.3).
Algorithmic Robustness
To demonstrate the robustness of the C 3 R method, we perform EF continuation on Eq. (4.1) for varying levels of noise η, at a fixed continuation configuration, and compare to a canonical predictorcorrector method used in classical numerical continuation. We define successful continuation as:
• following of the saddle-node branch in Eq. (4.1) over the range in Fig. 9 (d),
• remaining within 3σ of the deterministic case of Eq. (4.1) (η = 0),
• progression around the fold (the determinant of the Jacobian has changed sign).
The results are shown in Fig. 12 and demonstrate that the C 3 R method enhances the robustness of the continuation algorithm at high levels of noise and a low number of realisations. Not only does the C 3 R increase the success rate compared to the standard predictor-corrector method, but it enables successful continuation at much high noise levels for an extremely low number of realisations. We also see little difference between the least square predictor and the secant predictor in general.
This systematic test was conducted with τ = 10 and ∆t = 0.01 in order to compare with the results of Barkley et al. [5] (τ = 10, ∆t = 0.01, η = 1). Under this configuration, we note that the C 3 R method is successful at 50% of simulations with only an ensemble size of M = 100, see Fig. 12 (a), whereas M = 10 5 realizations were used in [5] . We also note that for M = 1000 around between 50% and 70% of the simulations were successful, even with high noise, see Fig. 12(b) . It is worth stressing that the use of the C 3 R method for M = 100 is more successful in general than the standard predictor-corrector method with M = 1000. In other words, the C 3 R method performs as well as the standard continuation approach even when using only one tenth the ensemble size. The computational savings as a result of the C 3 R method enable equation-free analysis to be become feasible for real world systems which may require long simulations. Even in the worst case scenario, where the C 3 R method restarts for its maximum number of times, here N C = 5, for every continuation step. Under these settings, the total number of microscopic simulations for M = 100 is half that of the standard approach with M = 1000.
Additionally we have tested smaller bounds for the convergence-constraint method (not shown here), though find that this leads to a decrease in the success rate compared with the results show in Fig. 12 . One way to counter this would be to increase the number of corrector repeats. In the practical case, however, were each micro-simulation may take a long time, increasing the number of corrector repeats will increase the overall computation of our algorithm. In our experience we find this configuration of the C 3 R method to yield the highest continuation success rate.
Our algorithm is successful in continuation of the SDW at large noise and with a small ensemble size simultaneously. The ability to cope with large noise is essential: in the discretisation of a stochastic differential equation such as Eq. (4.3) one has much greater control over the choice of noise level: by decreasing ∆t one can effectively decrease the noise. This effect is clear when comparing Fig. 11(a) and Fig. 11(b) . In a typical NetLogo model, where noise arises as a result of probabilistic interaction rules and random ordering of instructions to different agents, the level of noise is not usually under user control.
Ising model
Model and simulation output
This is a model of a magnet based on the magnetic moments (spins) of the atoms (agents) it contains and represents an abstract model that can simulate phase-transition behaviours in physical and social sciences [67] . In the two-dimensional version of this model, each square of a 2D grid represents an atom with either spin up (+1) or spin down (−1). The spin of each atom state can be influenced by the temperature of the magnet and the magnetic moment of neighbouring atoms. If the spin of square (i, j), i = 1 . . . I, j = 1 . . . J at time n is given by δ n i,j , where δ n i,j = +1 if the spin is up and δ n i,j = −1 if the spin is down, then the time evolution of the spins is described by This means that an atom changes its spin state with probability p n i,j . The probability p n i,j is determined through the Metropolis algorithm;
where ∆ n i,j is the difference in energy caused by an atom changing its spin state and T is the temperature of the magnet. At any one time, the energy of an atom is defined as Hence the energy is a measure of similarity or difference of an atom's spin state to that of its neighbouring atoms with a maximum value of 4, when an atom has opposite spin to all its four neighbours, and a minimum of −4, where all five atoms have their spins aligned.
From Eq. (4.6), it follows that
So, the larger ∆ i,j , the more aligned an atom is with its neighbours.
The microscopic system therefore consists of the individual atoms, which at each time step adjust their spin according to the value of the parameter T and the behaviour of their four nearest neighbours. A macroscopic property of the system state at time n is the magnetization, Ξ n , that is the average spins of the atoms in the magnet,
Equation (4.5) states that the the probability of changing state, p n i,j , decreases for increasing ∆ i,j (more aligned), but that p n i,j increases with T . Consequently, when T is low, the probability of switching is reduced and spins tend to align, the system is then in a ferromagnetic state with |Ξ n | large. When T is high, there is a high probability of switching and the spins tend not to align, this is the paramagnetic state with |Ξ n | close to zero. This behaviour-|Ξ n | large for small temperatures and |Ξ n | close to zero for large temperatures-can be observed by running the NetLogo code forwards in time. Typical results are shown in Fig. 13 for the two phases.
NetLogo outputs the number of time steps, 'ticks', at the top of the graphics window. In the screen shots shown, the final states in the ferromagnetic case are only reached after ten's of millions of time steps because of the slow dynamics of this model. The slow dynamics are a result of the models implementation, where Eq. (4.5) is updated for a single agent at each time step. In the model of [67] , each agent is a fixed lattice site on an 81x81 grid, thus 6561 agents. This illustrates one of the issues of analysis of ABMs with simulations alone: if a single simulation takes around 40s (running at maximum speed), as in the ferromagnetic case, then a systematic exploration of parameter space can be a lengthy process.
The simulations shown in Fig. 13 , naturally lead to the question: how do the final states vary as a function of the parameter T ? This is where EF methods are useful in providing a platform for systematic exploration of the system.
Equation-free implementation
The model contains only one parameter T and has one clear example of a quantity that measures the macroscopic state of the system, the magnetization, Ξ n . Hence we define the 'Lift' operator to be such that each ensemble member is initially set to the same magnetisation. Here we simply define a configuration of agents in the system such that the overall magnetisation is the same for all ensemble members. Knowing an appropriate parameter to vary (the bifurcation parameter) and a suitable macroscopic property, our code is designed to act as a wrapper for NetLogo.
However, an important feature of the EF method is that in the 'Lift' operation it is essential to be able to initialise the micro-simulation given any sensible value for the macroscopic property. The default Ising model is available in the NetLogo model library, however, can only initialise the state of the model with all atoms either spin up (Ξ n =+1), spin down (Ξ n =-1), or randomly orientated (Ξ n =0) as indicated in Appendix A.2.1. Consequently, it was necessary to make a small modification to the original in the model. This modification enables the magnetization Ξ n to be initialised at any value in the interval [-1,+1] by defining the probability that a magnet will be in a given state as a function of Ξ, see Appendix A.2.2. The 'Restrict' operator, is simply defined to be the current magnetization and given in Appendix A.2.3. An example of the input file for this model is provided in Appendix A.2.
Using the 'Lift' operator to initialise the Ising model close to a fixed point for the predictorcorrector method enables the following of the Ising model solution branches. More complicated 'Lift' operators can be defined that allow continuation of spatially structured solutions (see for instance [4] ) but we do not do this here. Additionally, in the ferromagnetic region, the number of time steps for a microscopic simulation to reach a fixed point has been reduced from τ = 10 7 to τ = 10 4 . This is another use of EF methods, enabling significant reductions in simulation time for model analysis by initialising ('Lifting') the system close to a fixed point [35] . This concept is extendible to continuous time simulation of an ensemble (as opposed to bifurcation analysis), known as forward projection, enabling significant computational savings [26, 43, 64] .
We next carry out the initial configuration step to calculate the appropriate computational algorithmic parameters. In Fig. 14 , we plot the variance of the ensemble as the simulation time horizon is increased. Here we see a region of rapid increase in σ 2 between τ = 10 4 and τ = 10 7 . At τ < 10 4 the dynamics of the system are too slow to cause any change in σ 2 , and at τ < 10 7 the system has had sufficient time to converge to a stable state. Therefore a time horizon in the range 10 4 to 10 7 is a sensible choice for equation-free computation. We select a value of τ = 6 × 10 4 from Fig. 14 
Equation-free results
Results from our EF implementation are illustrated in Fig. 15 . This shows that for T less than a critical temperature T c ≈ 2.3, the stationary state consists of a ferromagnetic phase (|Ξ n | ≈ ±1) where the spins of the atoms tend to align. Whilst in this state the magnet experiences 'spontaneous magnetization' where any configuration will lead to a magnetization of |1|, with the sign of the Ξ depending on the initial conditions. The transient behaviour leading to convergence to one of the two stable branches in Fig. 15 can be explained due to the presence of the unstable state at Ξ n ≈ 0. In this state all spins are random thus there is no alignment of the atoms. Although the probability according to Eq. (4.5) is low in this phase, once an atom has flipped to the lower energy spin state it is unlikely to flip back, resulting in a slow transition from Ξ n ≈ 0 to Ξ n ≈ |1|. This explains the observation of transitions away from Ξ n ≈ 0 to one of the stable branches in this temperature region. The unstable state can be observed through direct simulation, though this is difficult. In Fig. 13 the unstable state can be seen on the bottom right screen shot of (1), however the system soon moves towards one of the stable branches. The unstable state is only observable at all due to the slow dynamics of the model, but is always obvious, if even present, directly from simulations, see left screen shot of Fig. 13 (1). Moreover it may not be possible to differentiate an unstable state from the noise or transient behaviour in a system, particularly in models with faster dynamics.
At T > T c the only stationary state is for the magnet to be in a paramagnetic state, where all spins are randomly aligned, and the state of one atom is only very weakly dependent on the state of its neighbours. In this region, any initial configuration of the system will always converge to a state of randomly aligned spins resulting in a magnetization of Ξ n = 0. The speed of convergence increases with T .
The point at which the system changes from ferromagnetic to paramagnetic phase, T c , is a bifurcation. Here the two stable branches collide with the unstable branch forming a single stable branch at T = T c . This is an example of a pitchfork bifurcation. Our observed value of T c ≈ 2.3 agrees with the theoretical value for an infinite grid
Altruism
Model
The altruism model in the NetLogo library simulates the competition between selfish and altruistic agents for survival in a 2D world [65] . Similar models are used in a number of studies regarding cooperation, competition, game theory and social dynamics [10, 13, 28, 50] . Currently however, there is no systematic analysis of these types of model despite their popularity in mathematics and social science. We apply our algorithm to the altruism model to understand the behaviour of the model under parameter variation. Specifically we will investigate under what settings do competitive (selfish) agents dominate and for what parameter values, if any, do co-operative (altruistic) agents win out.
In the NetLogo code, each agent is a square on a 2D lattice and has a probability p A , p S or p E of being either altruistic, selfish or empty respectively. At each time n, the state of each agent is updated based on the state of itself and its four neighbours with probabilities The fitness of each agent is given by 14) where N n
is the number of altruistic agents in the neighbourhood of i, j (the agent i, j and its four direct neighbours in the 2D lattice). The total fitness is given by
System parameters D, C, B and H represent the disease rate of altruist and selfish agents, the cost and benefits of altruism and the harshness of the environment respectively.
Since every lattice site is either an altruist, selfish of empty agent, (N A + N S + N E )/N T = 1. Therefore the number of agents under any setting is confined to a plane in (N A , N S , N E )−space and it is natural to describe the macroscopic system with two variables, for example any two of the number of altruists, the number of selfish agents or the number of empty agents.
In this example, we demonstrate the ability to follow multiple macroscopic variables, here the number of altruistic and selfish agents. Unlike the previous two examples, which contain only one macroscopic variable, here we have to consider the possibility of multiple solution branches and thus multiple initial conditions in order to follow all these branches.
In this particular example, the model does not allow regeneration of selfish or altruist agents: once all selfish or altruistic agents have been eliminated, whether through random fluctuations or because of the dynamics, the rules given in Eq. (4.10) and Eq. (4.10) do not allow for any new selfish or altruistic agents to be created.
As regeneration is not possible, this implies the existence of fixed points in the (N A , N S , N E )−space, one with the constraints N A = 0 and another with N S = 0. That is, once N A = 0 (or equivalently N S = 0) there is some N S (N A ) in the interval [0, N T ] that will be a fixed point solution for the system. Moreover, as there is no regeneration, N A = N S = 0; N E = N T , must also be a fixed point. To investigate the Altruism model we compute the equilibrium branches using our algorithm independently from several different initial conditions; 1)
We note that most of the solution branches we follow have either N A = 0 or N S = 0. In such cases, these branches could be followed by considering a reduced model described by a single macroscopic variable. We have not taken this approach here, as we want to demonstrate the use of this tool for following more than one macroscopic variable. Furthermore, considering reduced models would not enable the computation of a mixed state where both N A and N S are non-zero, described in the next subsections.
Equation-free implementation
We elect to fix the parameters C = 0.13, B = 0.48 and H = 0.85 and use the disease parameter D as the bifurcation parameter. Under these parameters, we employ our algorithm in the configuration stage and monitor the dependence of the variance as the time horizon is increased; see Fig. 16 , for D = 0.3 and (N A , N S ) = (0.5N T , 0.5N T ). Here we see that the graph initially increases monotonically, but then becomes oscillatory. It is natural to pick a τ that is before the oscillatory behaviour begins. Hence, we select a value τ = 4 corresponding to σ 2 = 5 × 10 −4 . Taking ∆ = 10 −2 yields M = 5 from Eq. (2.8) with the other algorithmic parameters δs = 0.1 from Eq. (2.14) and h = 0.05 from Eq. (2.15). Although successful under this configuration, we find an ensemble size of M = 125 (corresponding to ∆ = 2 × 10 −3 ) results in smoother bifurcation curves and is used for the EF continuation of the system. This highlights that although our heuristics may yield working computational parameters, they may not be optimal and further exploration (using the heuristics as a starting point) may be needed.
As discussed above, we select two macroscopic variables, one giving the mean number of altruist, and one the mean number of selfish, agents. The 'Lift' operator is then defined as the initialising of the ABM ensemble with the same mean number of altruist and selfish agents. Unlike the Ising model, the default Altruism model enables you to specify any number of agents, with the bounds of the fixed lattice size, prior to running the simulation. We, therefore do not need to amend the default setup procedure to perform the 'Lift' operation. We do note that it is possible to define (2) where both agents can survive depending on initial conditions, (3) only the altruistic agents can survive, (4) stable and unstable altruist branches coexists, and (5) no agents can survive as a result of the limit point on the altruist branch. Note that in region (2) the bifurcation gives rise to the birth of a highly unstable branch connection the altruist and selfish solutions branches which is not shown on this diagram.
a 'Lift' operation that includes properties of the spatial distribution of the system (which would require some modification to the setup procedure), however we do not do this here. The 'Restrict' operator is then simply the mean number of altruist and selfish agents over the ensemble after the 'Evolve' step. Both the 'Lift' and 'Restrict' operations are given in Appendix A.3.
Equation-free results
In Fig. 17 , we see that for low disease D, the only stable state is one with a mixture of selfish and empty agents, with the number of selfish agents decreasing with increasing D (region (1)). As D increases, the only stable state becomes one with a mixture of altruist and empty agents (region (3)). There is a small region (region(2)) where two stable states exist, one consisting of selfish and empty agents and one consisting of altruist and empty agents: in a simulation, which state is seen will depend on the initial conditions and the stochasticity. For large values of D, only the empty agents exist.
In region (2) there are two stable solutions in (N A , N S , N E )−space, one with the constraint N A = 0 the other with N S = 0. These two stable solutions are connected by a branch where both altruistic and selfish agents exist. This connecting branch is highly unstable and rapidly converges to one of the two stable branches in region (2) . The transient behaviour of the system can be better understood using schematic diagrams of the stability in each region. Figure 18 represents the plane in (N A , N S , N E )−space where the number of squares is conserved and are qualitative representations of the dynamics in the model for each region. Moreover, these diagrams also provide a clear description of the bifurcations occurring on the boundary of each region. In region (1) there are two unstable states (one doubly unstable at the origin with only empty states) and a stable state consisting of only selfish and empty agents. By simple phase-plane arguments we can draw the flows of the mean-field approximation in the (N A , N S )-plane. Qualitatively we can see that system will always tend to a state where there are no altruists, that is, the selfish agents always win out. Note that the case where D = 0 behaves the same as in region (1), however the stable point along the N S axis and the unstable point along the N A axis are both at N T . That is in the special case where there is no Disease, agents do not die and will always converge to a stable state N S = N T , N A = 0 and N E = 0. However, if the initial conditions are N S = 0 and N A = 0, as there is no regeneration, the system will converge to an unstable state where N S = 0, N A = N T and N E = 0.
As D is increased the fixed points move from N T towards the origin where the system undergoes a bifurcation as it enters region (2) . Here the unstable altruistic branch becomes stable and giving rise to the creation of an unstable state in between the stable altruistic and selfish branches. This fits directly with simulations in this region, where the system can converge to either of the stable branches, meaning the outcome of the battle between the two agents dependent on the initial conditions of the system. This unstable state is difficult to observe in simulations, but can be obtained through the EF continuation.
Increasing D further causes this new unstable state to collide with the stable state on the selfish branch making it unstable in region (3). This is an important parameter regime in the context of this model, as it is the first time that the altruists agents become 'favourite' to win out over the selfish agents. From Fig. 18 we can see that behaviour in region (3) is similar to region (1) with the altruist and selfish branches having changed stability. At the next bifurcation point, the boundary of regions (3) and (4), the now unstable selfish state collides with the empty state, leaving the empty branch stable and simultaneously creating an unstable altruist branch. There are now two stable fixed points in the system separated by an unstable state. Initial conditions in this region will always tend to a state with no selfish agents, and where altruistic agents can only survive if there initial population is above a threshold determined by the unstable branch in Fig. 18 . The final bifurcation occurs at the saddle-node of altruist branch, where the stable and unstable branches collide, causing them both to vanish leaving only the stable empty state in the system. Regardless of initial conditions, in this regime all agents will die leaving the system full of empty states, which you can observe directly with disease settings in this region.
As in the previous examples, the continuation method yields information on the unstable states (which may be impossible to get via simulation) that define qualitatively different regions of dynamics. In this example, the process of thinking about the 'Lifting' and 'Restricting' operators has led us to a full description of the mean-field dynamics without having to do exhaustive simulation runs yielding a more complete understanding of the mechanisms in the model.
The continuation of multiple macroscopic variables, the number of altruists and selfish agents, has enabled the observation of a highly unstable mixed state in region (2) . This is unobservable directly from simulations as it is undistinguishable from the noise or transient behaviour of the system. Moreover, this branch could not be followed with a single macroscopic variable continuation algorithm.
Discussion and Conclusions
In this work we have introduced a generic equation-free continuation tool and systematic method for determining compatible computational parameters. We demonstrate the use of the tool by application to several ABMs, two of which are freely available through the NetLogo model library [66] . We have developed a generic algorithm that can wrap around any ABM coded in NetLogo to perform macroscopic analysis of the emergent dynamics without the need for understanding of the equation-free continuation involved. This provides a platform for analysis of ABMs using EF methods by users from any background and has the potential to impact a large number of disciplines.
Our implementation includes a convergence-constraint and corrector-repeat (C 3 R) procedure which enables continuation in the presence of a high noise to realisation ratio. We demonstrate how this significantly outperforms the canonical approach used in classical continuation ( § 4.1), which despite being successful for deterministic systems, is subject to failure cascades in stochastic systems. Additionally, we show that the C 3 R method enables high precision determination of fixed points for a low number of realisations and high levels of noise. In this investigation the C 3 R technique is found to be superior to the classical predictor-corrector procedures for continuation of stochastic systems, both in terms of increased success rate and level of noise.
We have demonstrated the tool's ability to follow both stable and unstable branches, as well as continue through bifurcation points, including saddle-node and pitchfork bifurcations. Identification of bifurcation points enables the tracking of multiple equilibrium branches and indicating possible changes in parameter regimes and emergent dynamics. Moreover, stability analysis can be used to explain the transient behaviour observed in models in different parameter regimes. Crucially, the unstable branches provide critical information of qualitatively different regions of parameter and initial condition space. This information would be difficult to get via simulation alone. By applying stability and bifurcation analysis we have been able to understand the macroscopic behaviour in all of the 'black box' ABMs investigated here. It is also worth noting that this tool is generic with respect to not only models, but also to time horizon. The values of time horizon used in the examples ranges from τ = 1 to τ = 6 × 10 4 , demonstrating its generality with the time scales of a systems dynamics.
By applying equation-free methods to ABMs we have uncovered insight into several systems that would otherwise be difficult or impossible to determine from direct simulations. In particular we have provided a systematic analysis of the dynamics of a model of altruism, where no previous analysis was found by the authors. Note that this type of model is widely used, as discussed in §4.3, despite being poorly understood. Specifically, by using equation-free methods we have determined the existence of a mixed state where both cooperative and selfish agents can exists simultaneously. As this state is highly unstable it is not observable directly from simulations due to the noise in the system. This result indicates that, under this parameter configuration, the coexistence of both cooperative and selfish agents is possible but the dynamics and the noise will drive the system away from this state. In the context of the model this means a mixed state is possible in theory but in practice will not occur. Previous equation-free approaches have been coupled with control theory to 'stabilise' unstable states using dynamic feedback [59] which could also be applied in future investigations. Furthermore, we have developed an automatic systematic procedure to configure parameters essential for equation-free techniques to specific ABMs. Currently such parameters are determined through extensive simulation resulting in limited application. Although integrated into this tool, this procedure is generic and can be applied to other stochastic continuation or equation-free algorithms. Currently there are no general tools known to the authors that can perform equilibrium, stability and bifurcation analysis on ABMs. It remains for further work to rigorously justify a sensible choice of computational parameters for general classes of ABMs.
The hardest part of the implementation for any ABM is to appropriately define the macroscopic variables required by the 'Lifting' operator; see [23, 35] for a review. We have shown in our examples how to correctly setup the EF method for the cases where one has a single or two obvious macroscopic variables that need to be continued. However, in general isolating the macroscopic variables and appropriately defining the 'Lifting' operator is a major challenge that requires a detailed knowledge of the underlying ABM. Recent studies have used diffusion maps to automatically generate the 'Lifting' operator, however, these are difficult to implement and become computationally infeasible for high dimensional systems [14] . It is our experience that, in general, agent-based modellers have an indication of possible drivers (bifurcation parameters) as well as important outputs (macroscopic variables).
Applications of equation-free methods in the literature are limited to systems where the macroscopic equations are available. For practical use, these methods must extend to unknown systems. Currently the authors are developing some generic methods in order to aid the definition of the 'Lifting' operator through analysis of typical ABMs where the macroscopic behaviour is unknown. Application of EF methods to realistic ABMs can provide insight into a wide range of systems and also develop our ability to define the 'Lifting' operation [47] .
Future developments to this package include, but are not limited to, implementation of a parallel 'Evolve' operation where realisations of the microscopic system can be performed independently on separate CPU cores, implementing a matrix-free Newton method and variance reduction techniques in the computation of the Jacobian action [4] . These additions would reduce computational run time of systems where each realisation may take a considerable amount of time. Additional developments to enable the analysis of periodic orbits and the continuation of multiple parameters are to be included in future version of this tool. One important addition for the future is the development of an automated method for determining the 'Lift' and 'Restrict' operators based on some dependencies and correlation in the system. An operator identification stage could be easily incorporated with our systematic parameter determination algorithms, though defining a general method for uncovering these operators is far from trivial.
Beyond algorithmic developments, we can apply this tool to other ABMs and models to examine the macroscopic behaviour of systems for a wide range of disciplines. Currently under construction is a graphical user interface to enable non-programmers to easily setup and run the analysis, and additionally providing some interactive graphing features for analysing the output of the computation. 
A.2.1 Default NetLogo Function
The default setup function in the NetLogo Ising model is shown in Fig. 24. Here it is only possible to initialise the system to a random state (Ξ = 0) or a fully aligned state (|Ξ| = 1).
A.2.2 Lift Operator
It is necessary to alter the default setup procedure in §A.2.1 to allow the system to be initialised to any state of magnetization. Here we replace the ask patches procedure with a call to the Lift operation, see Fig. 25 . The Lift operation assigns the spin states of each magnet with a probability based on the value of the desired initial magnetization Ξ 0 (initialM), see Fig. 26 . Using this implementation enables the equation-free wrapper to call the setup procedure only and remain abstract from the specific ABM. In order to enable this abstraction, the setup procedure must be able to perform the 'Lifting' operation directly (see §A.1.1), or through an additional procedure as in this case.
A.2.3 Restrict Operator
The Restrict operator in this model is simply the total magnetization of the system, calculated as the sum of the spin states of all agents divided by the number of agents. The default code contains this measure as a reporter (function), see Fig. 27 , that can be called directly during the computation from the input file as in Fig. 23 . 
A.3 Altruism
An example of the input parameters for the Altruism model in §4.3 is given in Fig. 28 .
A.3.1 Lift Operator
The Lift operation in this model is implicitly defined in the setup procedure in the default NetLogo model. In our analysis we only consider the number of agents in terms of the total number agents thus these can be simply defined based on probabilities as in the default model. The default setup procedure below calls the initialize procedure that implicitly performs the Lift operation thus we do not need to define one explicitly in this example, see Fig. 29 and Fig. 30 .
A.3.2 Restrict Operator
Here we define the Restrict operator for the Altruism model. For both agents, the estimate of the macroscopic state can be simply calculated by measuring the number of a given agent in terms of the total number of agents. We can define this in NetLogo using a customised reporter function, see Fig. 31 . Note in this model a patch is a location in 2D space that represents an agent.
// main code set sum−of−spins sum [ spin ] of patches // c a l c u l a t e p e r time s t e p // e x t e r n a l r e p o r t e r f u n c t i o n to−report magnetization report sum−of−spins / count patches end 
