Abstract. We answer the question: "on which metric spaces (M, d) are all continuous functions uniformly continuous?" Our characterization theorem improves and generalizes a previous result due to Levine and Saunders, and in particular is applicable to metric spaces which are "infinite dimensional."
Introduction
It is well-known that if a set is compact then every continuous function on it is uniformly continuous. The converse however is not true. Previously, Levine [2] , and later Levine and Saunders [3] , began to investigate sets on which every continuous function is uniformly continuous. In this paper we describe sufficient and necessary conditions for such sets (in the category of metric spaces), bringing their program to a conclusion. Before we give more technical descriptions, we'll introduce some important definitions. N. Levine in [2] studied uniformly continuous subsets of the real line. He proved that the union of a compact set and an uniformly isolated set is uniformly continuous; and conversely, that every uniformly continuous subset of the real line is equal to the union of a compact set and an uniformly isolated set. Levine and Saunders [3] extended the first statement for general metric spaces; in particular they showed that if a metric space admits a decomposition as the union of a compact subset and a uniformly isolated subset, then it is uniformly continuous. However, they can only obtain a partial converse under the further assumption that the metric space has the so-called WB property. (A metric space has the WB property if the Heine-Borel theorem holds.)
In this paper we give an unconditional characterization of uniformly continuous metric spaces. First we give a counterexample to the naïve conjecture that uniformly continuous spaces can always be decomposed into the union of a compact set and an uniformly isolated set. Example 1. Take the set M of infinite sequences, where a point x in M has the form x = (x 1 , x 2 , x 3 , · · · , x n , · · · ). For x, y ∈ M , where x = (x 1 , x 2 , x 3 , · · · , x n , · · · ) and y = (y 1 , y 2 , y 3 , · · · , y n , · · · ) we define the distance d(x, y) as:
is in the ith-slot. In other words,
Let E = E 0 { 0}. In this case E fails the WB property, and E does not equal the union of a compact set and an uniformly isolated set. However, (E, d) is a uniformly continuous metric space.
Proof. We begin by observing that the subset E \ B( 0, 1 m ) is uniformly isolated: in fact, given any x ∈ E \ B( 0, 1 m ), and any y ∈ E, we can check that d(x, y) ≥ 1 m(m+1) . This allows us to prove by contradiction that (E, d) is uniformly continuous. Suppose f is a continuous, but not uniformly continuous function on E. Then there must exist ε 0 > 0 and two sequences {x (n) } and {y (n) } in E, satisfying lim
Hence lim n→∞ x (n) = 0 = lim n→∞ y (n) . Then by the continuity of f we must have
, giving a contradiction. Next we prove that E is not the union of a uniformly isolated subset with a compact subset. Assume for contradiction that E can be decomposed into E 1 and E 2 , where E 1 is an uniformly isolated set and E 2 is a compact set. (Note that as E 2 is compact, it is closed, so E 1 is open.) First we can claim that, since 0 is a limit point of E, the set E 1 avoids an open ball centered at 0. For if not, there exists a sequence
n , contradicting the uniformly isolated property. This implies that for some positive integer m, the ball B( 0,
hence we've found a bounded sequence in E 2 that does not admit a converging subsequence, contradicting the assumption that E 2 is compact. (This argument also shows that E fails the WB property, as B( 0,
is a closed and bounded subset of E that is not compact.)
is not an uniformly continuous metric space. Take the bounded function
It is continuous as the topology induced on
It turns out that although an uniformly continuous metric space may not always admit a decomposition into a compact set and an uniformly isolated set, such a decomposition is "almost" available. This is the first of our main results. We can furthermore precisely identify the compact set in the decomposition. Take our example above. E 0 is not uniformly continuous, but the set E is. This is because E contains { 0}, a compact subset which contains the unique limit point of the set. This motivates the following theorem:
) be a metric space. Then the following are equivalent:
• the derived set der(M ) is compact, and
Remark 2. The set der(M ) is defined to be the set of all limit points of (M, d).
The set B(der(M ), ε) is the set of all points of distance at most ε from der(M ); equivalently we take
Note that when der(M ) = ∅ this means that for every ε > 0, the set M \ B(der(M ), ε) = M .
Our theorem does not refer to the WB condition of Levine and Saunders. This allows it to be applied to more general situations. A particular consequence of this is that our theorem applies also to universally uniformly continuous metric spaces. • (M, d) is universally uniformly continuous.
• the derived set der(M ) is compact, and ∀ε > 0, the set M \ B(der(M ), ε) is uniformly isolated.
It is natural to ask whether a similar characterization statement can be made using purely topological properties. The obvious answer is no, noticing that uniform continuity is not a topological property. In particular, we can have two metrics d 1 , d 2 on the same set M generating the same topology where one is uniformly continuous, but the other is not. After the initial arXiv posting of this manuscript it was pointed out to the authors that the results proven in the manuscript are not new; in fact, what we defined as "uniformly continuous spaces" now are properly known under the name "Atsuji spaces", and there exists an entire literature on their properties. The authors would like to thank Subiman Kundu for bringing this to their attention, and refer the readers to the exhaustive review article [1] for more information on these spaces.
Proof of Theorem 1 and its Corollary
Throughout this section we fix (M, d) to be a metric space. Proof. For each z ∈ K ⊂ U , since U is open there exists δ z > 0 such that B(z, δ z ) ⊂ U . Then {B(z, δ z /2) | z ∈ K} is an open cover of K. Since K is compact, there is a finite sub-cover associated to {z 1 , . . . , z n } ⊂ K. Let r = min{δ z1 /2, δ z2 /2, . . . , δ zn /2}. Now let z ∈ K be arbitrary. Our construction above implies that there is some i ∈ {1, . . . , n} such that d(z, z i ) < δ zi /2. By the triangle inequality we see then any point y ∈ B(z, r) is also in B(z i , δ zi /2 + r) ⊂ B(z i , δ zi ) ⊂ U as claimed.
Proposition 1. If der(M ) is compact and ∀ε
be an arbitrary metric space, and suppose f : M → M ′ is a continuous function. Fix η > 0, continuity implies that for every x ∈ M there exists δ x > 0 such that for every y ∈ B(x, δ x ) we have f (y) ∈ B(f (x), η/2). By compactness of der(M ), we can find a finite subset {x 1 , . . . , x n } ⊂ der(M ) such that
Let us set δ 1 = min i∈{1,...,n} δ xi /3. Now U 1 ⊃ der(M ), and by Lemma 1 there exists some δ 2 > 0 such that B(der(M ), 2δ 2 ) ⊂ U 1 . We can assume 2δ 2 ≤ δ 1 , otherwise we can replace δ 2 by δ 1 /2 and the conclusion of the Lemma still holds. By hypothesis M \ B(der(M ), δ 2 ) is uniformly isolated, so there exists δ 3 such that
We can assume δ 3 < δ 2 ; otherwise we can replace δ 3 by δ 2 and the conclusion still holds. Now suppose z 1 , z 2 ∈ M are such that d(z 1 , z 2 ) < δ 3 . Then necessarily at least one of the two points is in B(der(M ), δ 2 ) and thus both are in B(der(M ), 2δ 2 ) ⊂ U 1 .
By construction then there exists some j ∈ {1, . . . , n} such that z 1 ∈ B(x j , δx j 3 ). And thus also z 2 ∈ B(x j , δx j 3 + δ 3 ). This implies that both z 1 , z 2 ∈ B(x j , δ xj ), by our construction of δ 1 , δ 2 , δ 3 . Therefore both
And we have shown that f is uniformly continuous.
This proves one direction of our desired result. For the reverse direction, first we recall Theorem 1 from [3] , which states, in our terminology,
The proof of this result makes use of the following construction, which we will also use frequently below, and hence we include a short proof. Proof of Proposition 2. We prove by contradiction. Let (x n ) n≥1 be a Cauchy sequence in (M, d). Suppose (x n ) doesn't have any convergent subsequences. Consider the subsequences given by y n = x 2n and z n = x 2n−1 . Then the sets {y n } and {z n } are disjoint closed sets, and d(y n , z n ) → 0. This gives a contradiction by Lemma 2. Suppose not for contradiction. Then there exists ε > 0 such that der(M ) does not admit any finite cover by balls of radius ε. Hence there exists a sequence (x n ) n≥2 ⊂ der(M ) such that for any n = m, the pairwise distance d(x n , x m ) ≥ ε.
As each x n ∈ der(M ), there exists y n ∈ M such that 0 < d(x n , y n ) < ε/n. By triangle inequality
The sets {y n } and {x n } are both uniformly isolated, and hence are both closed. The two sets are disjoint. However, by construction inf n d(x n , y n ) = 0. This however contradicts Lemma 2. Therefore we conclude that der(M ) must be totally bounded. Proof. First recall that if x ∈ M \der(M ), then by the definition of limit points there exists some δ x such that B(x, δ x ) = {x}. This means that the induced topology on M \ der(M ) is discrete.
We prove the proposition by contradiction. Suppose for some η > 0, the set M \ B(der(M ), η) is not uniformly isolated. Observe that as B(der(M ), η) is open, M \ B(der(M ), η) is closed. And since the induced topology on it is discrete, any subset of M \ B(der(M ), η) is closed. As we assumed that M \ B(der(M ), η) is not uniformly isolated, we can find two disjoint minimizing sequences (x n ) and (y n ) such that d(x n , y n ) → 0. This again contradicts Lemma 2.
We now have the following chain of implications 
Proof of Theorem 2
We start with a technical lemma. We say a triple of positive real numbers {a, b, c} satisfies the triangle inequality if the inequalities 
The claim follows.
Proof of Theorem 2. We give an explicit construction of the new metric d from the old metric δ.
• If x = y, set d(x, y) = 0.
• If at least one of x or y is in der(M ), set d(x, y) = δ(x, y).
Thus we have shown that d is a metric. Next we check that (M, d) and (M, δ) have the same topology. This is true because they have essentially the same open balls:
• If x ∈ der(M ), then d(x, y) = δ(x, y), and hence the balls B δ (x, r) = B d (x, r).
• If x ∈ der(M ), then there exists some r such that B δ (x, r) = {x}, since x is not a limit point. We claim that B d (x, r) = {x} also, and hence x is also isolated with respect to d. This claim holds because if y ∈ der(M ), then d(x, y) = δ(x, y) > r; and if y ∈ der(M ) and y = x, we have d(x, y) ≥ δ(x, y) > r by definition. Finally, we need to check that (M, d) is uniformly continuous. We will use Theorem 1. Since (M, d) and (M, δ) have the same topology, der(M ) is still compact with respect to d. It suffices to check that M \ B d (der(M ), η) is uniformly isolated. Let n be such that 2 n < η ≤ 2 n+1 . If y ∈ B d (der(M ), η), using that d(der(M ), y) = δ(der(M ), y), we have that δ(der(M ), y) > 2 n . If y 1 , y 2 ∈ M \ B d (der(M ), η), then by the construction of d we must have d(y 1 , y 2 ) ≥ max(δ(y 1 , y 2 ), 2 n ) ≥ 2 n .
And our theorem now follows.
