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1. Introduction
In this work we investigate the existence of positive ω-periodic solutions for the first-order delay differential equations
of the form
x˙(t)+ p(t)x(t)+ q(t)x(τ (t)) = 0, t ≥ t0. (1)
With respect to Eq. (1) throughout we will assume the following conditions:
(i) p, q ∈ C([t0,∞), R),
(ii) τ ∈ C([t0,∞), [0,∞)), τ (t) < t and limt→∞ τ(t) = ∞.
In the last few years the problem of the existence of positive periodic solutions for the delay differential equations has
received considerable attention.Maybe this is due to the fact that such equations have been proposed asmodels for a variety
of physiological processes and conditions including production of blood cells, respiration and cardiac arrhythmias. One
important question is whether these equations can support the existence of positive periodic solutions. This question has
been studied extensively by a number of authors. For example we refer the readers to [1–6] and the references cited therein.
In this work wewill obtain the existence criteria for the positiveω-periodic solutions of Eq. (1). For equations of the type
above, the existence results in the literature are largely based on the assumption that the functions p(t), q(t) areω-periodic
and satisfy the conditions ω
0
p(t) dt > 0,
 ω
0
q(t) dt > 0.
It would be interesting to know whether there is a positive periodic solution of Eq. (1) when the conditions above are
not satisfied. In the third section we will give several examples of equations to which none of the results in [1–6] can be
applied.
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The following fixed point theorem will be used to prove the main results in the next section.
Theorem 1.1 (Schauder’s Fixed Point Theorem [7]). Let Ω be a closed, convex and nonempty subset of a Banach space X. Let
S : Ω → Ω be a continuous mapping such that SΩ is a relatively compact subset of X. Then S has at least one fixed point inΩ .
That is there exists an x ∈ Ω such that Sx = x.
2. The existence of periodic solutions
In this section we will study the existence of positive ω-periodic solutions of Eq. (1). In the next lemma and theorem we
choose T sufficiently large that τ(t) ≥ t0 for t ≥ T .
Lemma 2.1. Suppose that there exists a function k ∈ C([T ,∞), (0,∞)) such that t+ω
t
[p(s)+ q(s)k(s)] ds = 0, t ≥ T . (2)
Then the function
f (t) = exp

−
 t
T
[p(s)+ q(s)k(s)] ds

, t ≥ T ,
is ω-periodic.
Proof. For t ≥ T we obtain
f (t + ω) = exp

−
 t+ω
T
[p(s)+ q(s)k(s)] ds

= exp

−
 t
T
[p(s)+ q(s)k(s)] ds

exp

−
 t+ω
t
[p(s)+ q(s)k(s)] ds

= f (t).
Thus the function f (t) is ω-periodic. 
Theorem 2.1. Suppose that there exists a function k ∈ C([T ,∞), (0,∞)) such that (2) holds and t
τ(t)
[p(s)+ q(s)k(s)] ds = ln k(t), τ (t) ≥ T . (3)
Then Eq. (1) has a positive ω-periodic solution.
Proof. Let X = {x ∈ C([t0,∞), R)} be the Banach space with the norm ∥x∥ = supt≥t0 |x(t)|. With regard to Lemma 2.1 we
define
M = max
t∈[T ,∞)

exp

−
 t
T
[p(s)+ q(s)k(s)] ds

m = min
t∈[T ,∞)

exp

−
 t
T
[p(s)+ q(s)k(s)] ds

. (4)
We now define a closed, bounded and convex subsetΩ of X as follows:
Ω = {x ∈ X : x(t + ω) = x(t), t ≥ T ,
m ≤ x(t) ≤ M, t ≥ T ,
k(t)x(t) = x(τ (t)), t ≥ T
x(t) = 1, t0 ≤ t ≤ T }.
Define the operator S : Ω → X as follows:
(Sx)(t) =
exp

−
 t
T

p(s)+ q(s)x(τ (s))
x(s)

ds

, t ≥ T ,
1, t0 ≤ t ≤ T .
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We will show that for any x ∈ Ω we have Sx ∈ Ω . For every x ∈ Ω and t ≥ T we get
(Sx)(t) = exp

−
 t
T

p(s)+ q(s)x(τ (s))
x(s)

ds

= exp

−
 t
T
[p(s)+ q(s)k(s)] ds

≤ M.
Furthermore for t ≥ T and x ∈ Ω we obtain
(Sx)(t) = exp

−
 t
T
[p(s)+ q(s)k(s)] ds

≥ m.
For t ∈ [t0, T ]we have (Sx)(t) = 1, that is (Sx)(t) ∈ Ω .
Further for every x ∈ Ω and τ(t) ≥ T we get
(Sx)(τ (t)) = exp

−
 τ(t)
T

p(s)+ q(s)x(τ (s))
x(s)

ds

= (Sx)(t) exp
 t
τ(t)

p(s)+ q(s)x(τ (s))
x(s)

ds

. (5)
With regard to (3) and (5) for τ(t) ≥ T it follows that
(Sx)(τ (t)) = (Sx)(t) exp
 t
τ(t)
[p(s)+ q(s)k(s)] ds

= k(t)(Sx)(t).
Finally we will show that for x ∈ Ω, t ≥ T the function (Sx)(t) is ω-periodic. For x ∈ Ω, t ≥ T and according to (2) we
have
(Sx)(t + ω) = exp

−
 t+ω
T
[p(s)+ q(s)k(s)] ds

= exp

−
 t
T
[p(s)+ q(s)k(s)] ds

exp

−
 t+ω
t
[p(s)+ q(s)k(s)] ds

= (Sx)(t).
So (Sx)(t) is ω-periodic on [T ,∞). Thus we have proved that Sx ∈ Ω for any x ∈ Ω .
We now show that S is completely continuous. First we will show that S is continuous. Let xi = xi(t) ∈ Ω be such that
xi(t)→ x(t) ∈ Ω as i →∞. For t ≥ T we have
|(Sxi)(t)− (Sx)(t)| =
exp−  t
T

p(s)+ q(s)xi(τ (s))
xi(s)

ds

− exp

−
 t
T

p(s)+ q(s)x(τ (s))
x(s)

ds
 .
By applying the Lebesgue dominated convergence theorem we obtain that
lim
i→∞ ∥(Sxi)(t)− (Sx)(t)∥ = 0.
For t ∈ [t0, T ] the relation above is also valid. This means that S is continuous.
We now show that SΩ is relatively compact. It is sufficient to show by the Arzela–Ascoli theorem that the family of
functions {Sx : x ∈ Ω} is uniformly bounded and equicontinuous on [t0,∞). The uniform boundedness follows from the
definition ofΩ . With regard to (4) for t ≥ T , x ∈ Ω we get ddt (Sx)(t)
 = p(t)+ q(t)x(τ (t))x(t)
 exp−  t
T

p(s)+ q(s)x(τ (s))
x(s)

ds

= |p(t)+ q(t)k(t)| exp

−
 t
T
[p(s)+ q(s)k(s)] ds

≤ M1, M1 > 0.
For t ∈ [t0, T ], x ∈ Ω we have ddt (Sx)(t)
 = 0.
This shows the equicontinuity of the family SΩ , (cf. [7], p. 265, [8]). Hence SΩ is relatively compact and therefore S is com-
pletely continuous. By Theorem 1.1 there is an x0 ∈ Ω such that Sx0 = x0. We see that x0(t) is a positiveω-periodic solution
of
Eq. (1). The proof is complete. 
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3. Examples
In the following examples none of the results in [1–6] can be applied.
Example 1. Consider the delay differential equation
x˙(t)+ 0.5x(t)+ (sin t − 0.5)x(t − 4π) = 0, t ≥ 0. (6)
We choose k(t) = 1. Then for conditions (2), (3) and ω = 2π we have t+ω
t
[p(s)+ q(s)k(s)] ds =
 t+2π
t
sin s ds = 0, t
τ(t)
[p(s)+ q(s)k(s)] ds =
 t
t−4π
sin s ds = 0, t ≥ 0.
All conditions of Theorem 2.1 are satisfied. Thus Eq. (6) has a positive ω = 2π-periodic solution
x(t) = exp

−
 t
T
sin s ds

= ecos t−cos T , t ≥ T .
Example 2. Consider the delay differential equation
x˙(t)+ (0.5 cos t − e−t)x(t)+ e−t−sin tx(t − π) = 0, t ≥ 0. (7)
We take k(t) = esin t . Then for conditions (2), (3) and ω = 2π we obtain t+ω
t
[p(s)+ q(s)k(s)] ds = 0.5
 t+2π
t
cos s ds = 0, t
τ(t)
[p(s)+ q(s)k(s)] ds = 0.5
 t
t−π
cos s ds = sin t, t ≥ 0.
All conditions of Theorem 2.1 are satisfied. Then Eq. (7) has a positive ω = 2π-periodic solution
x(t) = exp

−0.5
 t
T
cos s ds

= e0.5(sin T−sin t), t ≥ T .
Example 3. Consider the delay differential equation
x˙(t)− e−tx(t)+ (e−t + 2 cos 2t)esin t−sin 2tx

1
2
t

= 0, t ≥ 0. (8)
We choose k(t) = esin 2t−sin t . Then for conditions (2), (3) and ω = π we get t+π
t
2 cos 2s ds = 0,
 t
0.5t
2 cos 2s ds = sin 2t − sin t, t ≥ 0.
All conditions of Theorem 2.1 are satisfied and Eq. (8) has a positive π-periodic solution
x(t) = exp

−2
 t
T
cos 2s ds

= esin 2T−sin 2t , t ≥ T .
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