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Abstract
Splay trees, a form of self-adjusting binary tree, were introduced by Sleator and
Tarjan in the early 1980s. Their main use is to store ordered lists. The idea is
to keep the trees reasonably well balanced through a ‘splay heuristic.’ Sleator and
Tarjan showed that if amortised rather than worst-case times are considered, splay
trees are optimal. Splay trees have the advantage of simplicity: they are much easier
to implement than 2-3 trees, AVL trees, or red-black trees.
What if one uses splaying during an inorder traversal of the tree? Sleator and
Tarjan’s analysis guarantees O(n log n) overall cost. On the other hand, the cost of
ordinary inorder traversal is linear, whether or not the tree is balanced.
We present some data which suggests that the traversal time is O(n), and demon-
strate an O(n log log n) upper bound. This upper bound is reached through a rather
unusual unbounded-history recurrence and by using weaker bounds, such as the
O(n log n) bound, along the way.
1 Splay trees
When a binary tree is used to store ordered lists, it is the inorder (symmetric
order) of the nodes which matters. A rotation (Figure 1) applied to a subtree
at y preserves inorder, and therefore rotations may be used freely.
A splay tree is a binary tree whose height is adjusted according to a certain
splay heuristic. The heuristic is as follows: in order to perform some operation
on a tree, lookup, split, join, or whatever, locate some signiﬁcant node x and
bring it to the root by a series of splay steps.
The three kinds of splay step are called ‘zig,’ ‘zigzig,’ and ‘zigzag.’ A ‘zig’
step makes a child of the root the root by a single rotation. A ‘zigzig’ or
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Fig. 1. rotation, a reversible operation which preserves inorder.
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Fig. 2. three splay steps.
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Fig. 3. A fetch operation (1.2).
‘zigzag’ step moves x two places closer to the root by two rotations. In the
zigzig case, both x and its parent are left- or right children; in the zigzag case,
x is a left child and its parent a right child or vice-versa.
When a node is brought to the root by splaying, all nodes along the path
are brought closer to the root — their depth is halved.
As a result of these heuristics, the amortised cost (i.e., the cost averaged
over a sequence of operations) of lookup, split, join, and so on, is optimal
(O(logn) per operation). These operations are applied to an evolving forest
of binary trees. If the operations begin with a forest of n trivial trees then the
total actual cost never exceeds the total amortised cost.
(1.1) Base of logarithms. When logarithms occur in order-of-magnitude
estimates such as O(n log log n), the base of the logarithm is irrelevant. How-
ever, for clarity, log n will mean log2(n) and lnx will mean loge(x).
What if one uses the splay heuristic to traverse an entire ctree in left-to-
right order? Explicitly,
Deﬁnition 1.2 A traversal of a splay tree involves accessing the nodes in
inorder, through a sequence of fetch operations. In the ﬁrst fetch operation the
leftmost node is accessed and brought to the root by splaying. Subsequently,
a fetch operation means accessing the inorder successor of the root, if it exists,
and bringing it up to the root by splaying.
Figure 4 illustrates inorder traversal of the complete tree of height 3 (15
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Fig. 4. traversal of the complete tree of height 3. The spine, see (2.3) below, is
shown with heavy lines.
nodes) by repeated splaying to root. The arrows are labelled with the number
of rotations applied, which is proportional to the work done. The total number
of rotations is 27 for this example.
(1.3) Computer implementations produced the table below, givng data
about the cost of traversing complete trees of height h and size n = 2h+1 − 1,
for h = 0 to 23 (the limit of memory capacity), and ‘leftmost trees’ of the
same size n — trees in which every child is a left child. It is fairly clear that
‘rightmost trees,’ in which every child is a right child, are optimal, with overall
traversal cost n− 1.
Ln −Kh
h n Kh Kh − 2Kh−1 ratio Ln ratio −2n
0 1 0 n/a 0.000000 0 0.000000 −2
1 3 3 3 1.000000 4 1.333333 −5
2 7 10 4 1.428571 16 2.285714 −8
3 15 27 7 1.800000 48 3.200000 −9
4 31 62 8 2.000000 114 3.677419 −10
5 63 135 11 2.142857 250 3.968254 −11
6 127 282 12 2.220472 528 4.157480 −8
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Kh−
h n Kh 2Kh−1 ratio Ln ratio
7 255 589 25 2.309804 1090 4.274510 −9
8 511 1204 26 2.356164 2216 4.336595 −10
9 1023 2437 29 2.382209 4472 4.371457 −11
10 2047 4904 30 2.395701 9000 4.396678 2
11 4095 9847 39 2.404640 18038 4.404884 1
12 8191 19734 40 2.409230 36116 4.409230 0
13 16383 39511 43 2.411707 72276 4.411646 −1
14 32767 79066 44 2.412976 144598 4.412915 −2
15 65535 158187 55 2.413779 289254 4.413733 −3
16 131071 316430 56 2.414188 578568 4.414157 −4
17 262143 632919 59 2.414404 1157200 4.414385 −5
18 524287 1265898 60 2.414513 2314468 4.414506 −4
19 1048575 2531865 69 2.414577 4629010 4.414572 −5
20 2097151 5063800 70 2.414609 9258112 4.414614 10
21 4194303 10127673 73 2.414626 18516288 4.414628 9
22 8388607 20255420 74 2.414635 37032642 4.414635 8
23 16777215 40510931 91 2.414640 74065368 4.414640 7
The table lists h, n, the cost Kh of traversing the complete tree through
splaying, a ‘diﬀerence column’ giving Kh − 2Kh−1, the ratio Kh/n, the cost
Ln of traversing the ‘leftmost tree’ through splaying, and the ratio Ln/n. The
rightmost column in the table allows one to compare Ln with Kh. The diﬀer-
ence is very close to 2n, which is plausible, since after about log n iterations
traversing the ‘leftmost tree,’ overall cost about 2n, the processed tree very
closely resembles the complete tree of size n.
One obvious feature of the table is the even/odd periodicity in the ‘diﬀer-
ence column,’ that is, Kh− 2Kh−1 = 1+Kh−1− 2Kh−2 when h is positive and
even. It can be explained as follows.
To simplify the discussion, let us use the following notation: ÂB is a tree
with left subtree A and right subtree B; A´ = Â∅ is a tree with left subtree A
and empty right subtree; B` = ∅̂B is a tree with empty left subtree and right
subtree B. Let us write c(T ) for the cost of traversing a tree T by repeated
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Fig. 5. Illustrating the ﬁrst fetch operation on B ((i) and (iii)) and B` ((ii) and (iv)).
splaying.
Note that
c(B`) = 1 + c(B). (1)
To see this, consider the eﬀects of the ﬁrst fetch operation on B and B` re-
spectively (Figure 5).
The ﬁgure illustrates the ﬁnal splay operation in fetching the ﬁrst node x
in B and B`. In case (i) the ﬁnal splay in B is a zig, so in B` it is a zigzag
(case (ii)). In case (iii) the ﬁnal splay in B is a zigzig, so in B` it is a zig.
In either case the result of processing B brings x to the root and creates a
right subtree X, while processing B` again brings x to the root, creating the
same right subtree X, with the original root w as its left child. Thereafter the
sequence of splay operations is the same on B and B`. Processing B` involves
exactly one more rotation than processing B, that is, c(B`) = 1 + c(B), as
asserted.
It follows that
c(ÂB) = c(A´) + c(B`) = 1 + c(A´) + c(B), (2)
because A´ is processed completely before B in ÂB. After A has all been
brought to the left of the root by splaying, the original root is once again the
root, so the cost of the remaining traversal is c(B`) = 1+ c(B). Thus the total
cost of traversing ÂB is 1 + c(A´) + c(B).
Let Ch denote the complete tree of height h, so Kh = c(Ch). To gauge the
eﬀect of the ﬁrst fetch operation on Ch, we must refer to Figure 8 in Section
2. In that ﬁgure p1 is the leftmost node of the tree and ph is the root, so in
fact it applies to Ch−1 rather than Ch.
Label the nodes along the leftmost branch of Ch−1 as p1, . . . , ph, and in
Ch as p1, . . . , ph+1, and suppose that h is even. From Figure 8 it follows that
after the ﬁrst fetch operation on Ch−1 we get a tree Y` where Y has the form
X̂Ch−2. After the ﬁrst fetch operation on Ch we get a tree Z` where Z = X̂W ,
X the same as in traversing Ch−1 and W = ̂Ch−2Ch−1. See Figure 6.
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Fig. 6. illustrating part of the traversal of Ch−1 and Ch through splaying, where h
is even.
The cost of the ﬁrst fetch is one more in Ch. Processing continues identi-
cally in each tree until all of X has been processed. In the smaller tree this
leaves Ch−2 and in the larger, ̂Ch−2Ch−1. Therefore,
c(Ch)− c(Ch−1) = 1 + c(W )− c(Ch−2).
Substitute for c(W ) from Equation 2:
c(Ch)−c(Ch−1) = 1+c( ´Ch−2)+c( `Ch−1)−c(Ch−2) = 2+c( ´Ch−2)+c(Ch−1)−c(Ch−2).
Therefore c(Ch)− 2c(Ch−1) = 2 + c( ´Ch−2)− c(Ch−2).
Now, Ch−1 = ̂Ch−2Ch−2, so c(Ch−1) − 2c(Ch−2) = 1 + c( ´Ch−2) − c(Ch−2)
from Equation 2, so
c(Ch)− 2c(Ch−1) = 1 + c(Ch−1)− 2c(Ch−2),
that is, Kh − 2Kh−1 = 1 +Kh−1 − 2Kh−2 when h is even. This concludes the
explanation of the odd/even periodicity in the ‘diﬀerence column.’
There are further regularities in this column which can perhaps be ex-
plained by a more detailed analysis, and it is possible that a simple closed
formula exists for Kh. We do not have a simple formula for Kh, and a query
of the on-line version of Sloane’s Handbook of Integer Sequences [ii] did not
produce any matches.
The ratio columns suggest O(n) behaviour for these trees. Sleator and
Tarjan’s analysis [i,iii] guarantees that the overall cost of traversal isO(n logn)
on a tree with n nodes (Lemma 2.2). Considering that iteration on a non-
self-adjusting tree takes overall time O(n), this is disappointing. A more
specialised analysis leads to the following stronger result:
Theorem 1.4 Suppose that a binary tree with n nodes is traversed in inorder
by repeated splaying as described above. Then the overall cost is O(n log logn).
The remainder of this paper is devoted to a proof of Theorem 1.4.
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2 The spine and spine blocks
(2.1) The tree at ‘time’ t. A binary tree T of n nodes is subjected to
inorder traversal through a sequence of fetch operations which involve splaying
to the root (see 1.2). Let T (0) = T , and in general for 0 ≤ t ≤ n let T (t) be
the tree as it is after t fetch operations. T (t) we call the tree at time t.
We begin with Sleator and Tarjan’s analysis applied to the cost of travers-
ing a binary tree.
Lemma 2.2 The cost of traversing T by repeated splaying is at most 5n logn.
Proof. For 0 ≤ s ≤ n and any node x in T (s), deﬁne its rank rs(x) as
log
(
number of descendants of x in T (s)
n
)
.
(Recall (1.1) that the logarithm is to the base 2.) Thus − logn ≤ rs(x) ≤ 0
always. Deﬁne the potential Φs of T (s) as the sum of node ranks in T (s).
Thus −n log(n) ≤ Φs ≤ 0.
For 1 ≤ s ≤ n let xs be the s-th node in inorder, so it is the s-th node
fetched. The cost of the s-th fetch operation, 1 ≤ s ≤ n, is the number of
rotations involved, or equivalently the depth of xs in T (s− 1). The amortised
cost of the operation is
cost of the fetch + Φs − Φs−1.
By an analysis due to Sleator and Tarjan [i,iii], the amortised cost of the
s-th fetch operation is at most 1 + 3rs(xs) − 3rs−1(xs) ≤ 1 + 3 logn. Hence
the overall amortised cost is at most n(1 + 3 logn). Add Φ0 −Φn ≤ n log n to
get the actual cost, i.e., at most n + 4n logn ≤ 5n logn. Q.E.D.
Left branches, spine, and spine block. In any tree, a left branch is a
nonempty sequence v1, v2, . . . , v of nodes in the tree, where for 1 ≤ p ≤ − 1,
vp is the left child of vp+1. The branch is maximal if v1 has no left child and
v is not a left child.
Deﬁnition 2.3 For 0 ≤ t < n the spine at time t or spine(t) is the maximal
left branch containing the next node to be fetched. The spine at time n is
empty.
A spine block is a pair (B, s) where B is a nonempty contiguous sequence
of nodes in spine(s). By abuse of notation B itself may be called a spine block,
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Fig. 8. result of fetching a node p1. Sucessive right subtrees Si and Si+1 are
combined. The eﬀect is slightly diﬀerent depending on whether the spine has (A)
even or (B) odd cardinality.
with s left implicit.
(2.4) Equivalently, the spine at time t is the maximal left branch in T (t)
ending at the root if t = 0 and the root’s right child if t > 0. At any time, a
node either has already been fetched, or is a spine node, or is descended from
the right child of a spine node. See Figure 7.
The actual cost of traversal can be taken as the total number of rotations,
which is the same as the sum over all nodes x of the depth of x at the time it is
fetched, as in Lemma 2.2. Just before x is fetched it is leftmost on the spine.
Initially, the depth is one less than the number of spine nodes; thereafter the
depth is exactly the number of spine nodes, so
Lemma 2.5 The total traversal cost is (
∑n−1
s=0 |spine(s)|)− 1. ✷
Deﬁnition 2.6 (i) Given a spine block (B, s), and any t ≥ s, let
c(t) =
{
0 if |B ∩ spine(t)| ≤ 2
|B ∩ spine(t)| − 2 if |B ∩ spine(t)| ≥ 2
(ii) S(B) =
∑n−1
t=s c(t), and (iii) S(d) = max{S(B) : |B| ≤ d}.
(2.7) In deﬁning S(d), the maximum is calculated over all possible blocks of
length ≤ d in all possible trees of whatever size. For this reason, it is obvious
that S(d) is monotonically non-decreasing with d, but it is not obvious that
S(d) is well-deﬁned (ﬁnite). In fact it will be shown that S(d) is O(d log log d)
(Lemma 6.6) and this implies that S(d) is well-deﬁned.
If the term −2 were omitted it would be impossible to relate S(B) to |B|.
In other words, S(d) would be undeﬁned or inﬁnite. For example, if |B| = 2,
B could recur on the spine in arbitrarily many diﬀerent blocks (B, t). Figure
10, in the next section, shows how.
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3 Fragments of a spine block
Recall that T (s) is the tree after s fetch operations have been executed.
Lemma 3.1 Let (B, s) be a spine block where 0 ≤ s ≤ n − 1. The (s + 1)st
fetch operation aﬀects the nodes in B, and the spine, as follows.
(i) If |B| is even then exactly |B|/2 nodes in B remain on the spine and,
except for the node fetched if that belongs to B, |B|/2 are ‘pushed oﬀ’ the
spine to become right children of spine nodes. They will later rejoin the spine.
(ii) If |B| is odd then at least 	|B|/2
 at most |B|/2 nodes in B remain
on the spine (respectively, are pushed oﬀ the spine). This still holds if the
node fetched is in B: one is fetched, 	|B|/2
 are pushed oﬀ, 	|B|/2
 remain
on the spine.
(iii) The leftmost node x in spine(s) is the node fetched and it leaves the
spine forever.
(iv) If the node x had a right child z in the tree T (s) (2.1) then the maximal
left branch containing z gets ‘pulled up’ onto the spine, forming a leftmost
interval in spine(s+ 1). If x had no right child then no new nodes are added
to the spine. (Proof omitted. See Figures 3 and 8.) ✷
Corollary 3.2 Let x be a descendant of the right child of a spine node at
time r, and let y be the leftmost descendant of x at the time. (i) Then y will
remain as the leftmost descendant of x until after x and y are next pulled up
onto the spine, at time t, say.
(ii) When they are pulled up onto the spine, the node fetched is the inorder
predecessor of y.
Proof. (i) Until time t, x can acquire a new parent but cannot acquire
new descendants — see Figure 8. Part (ii) follows from the above lemma, part
(iv). Q.E.D.
Corollary 3.3 If (B, s) is a block, then for every t ≥ s, B∩ spine(t) is either
empty or is a block of spine(t).
Proof. Otherwise, for some t > s, spine(t) contains three nodes u, v, w in
left-to-right order (not necessarily consecutive) where u, w ∈ B but v /∈ B.
Both u and w are in spine(s), and u precedes w in inorder, so u is to the
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left of w in spine(s). Let y be the leftmost descendant of v in T (s) (2.1).
When v is pulled up onto the spine, the node fetched, call it x, is the inorder
predecessor of y.
The node v comes between u and w in inorder, and is not on spine(s).
Therefore there exists a node v′ on spine(s) between u and w such that v is
in the right subtree of v′ in T (s). With respect to inorder (which is the same
in all trees T (t)),
u ≤ v′ ≤ x < y ≤ v < w.
See Figure 9. The next time v rejoins the spine, x is fetched and u will
have been fetched, and u, v, and w cannot occur together on the spine, a
contradiction. Q.E.D.
(3.4) Diﬀerent generations. Let u be a node in a block (B, s). It can be
pushed oﬀ the spine and rejoin it many times. From the time s until it is ﬁrst
pushed oﬀ the spine, it is ‘ﬁrst generation’ (relative to the block (B, s)). Then
it becomes second-generation, remaining so after it rejoins the spine, until it
is again pushed oﬀ the spine, when it becomes third generation relative to
(B, s), and so on, until it is fetched.
Lemma 3.5 First-generation nodes (relative to (B, s)) on the spine are to
the right of higher-generation nodes on the spine.
Proof. True at time s, when there are no higher-generation nodes. Sup-
pose true at time t ≥ s and that v is a ﬁrst-generation node in spine(t + 1)
and u a higher-generation node in spine(t + 1). Since v is ﬁrst generation, it
was in spine(t), and either u was — in which case it was to the left of v and
remains to the left of v — or u was pulled up onto the spine, in which case it
was added at the left end of the spine, so it is to the left of v. Q.E.D.
Deﬁnition 3.6 Given a block (B, s), for any t > s, an oﬄine branch of (B, s)
is the intersection of B with a maximal left branch in the right subtree of a
spine node in T (t), providing that intersection is nonempty.
An oﬄine child fragment of (B, s) is an oﬄine branch in some tree T (r)
which contains at least one second-generation node.
Lemma 3.7 An oﬄine branch is a contiguous interval of nodes (in a left
branch).
Proof. A left branch L will rejoin the spine when the inorder predecessor
of its leftmost node is fetched at time t, say. If L ∩ B involved more than
one contiguous interval, then B∩ spine(t) would not be a block, contradicting
Corollary 3.3. Q.E.D.
Deﬁnition 3.8 A child fragment, as distinct from an oﬄine child fragment,
is a spine block (M, r) where M is an oﬄine child fragment in T (r−1), pulled
up onto the spine at time r.
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Fig. 10. if B = {u, v} in the spine ﬁrst illustrated, then when t is fetched, B will be
restored to the spine as an exceptional double fragment.
The descendant fragments of (B, s), or just fragments for short, consist
of (B, s) itself, its child fragments (M, r), and (recursively) their descendant
fragments.
(3.9) Properties of child fragments. An oﬄine child fragment is an
oﬄine branch, but otherwise an oﬄine branch, and B ∩ spine(t), can be the
union of several descendant fragments.
Since a child fragment can contain higher-generation nodes, child fragments
need not be disjoint. However, diﬀerent child fragments contain diﬀerent
second-generation nodes.
By deﬁnition, if a fragment (M, t) is a descendant of the fragment (F, r),
then M ⊆ F .
It is possible for all the nodes in a fragment (M, r) to recur in a descendant
fragment (M, t):
Deﬁnition 3.10 A fragment (M, t) of (B, s) is exceptional if it is a proper
descendant of another fragment (M, r) containing exactly the same nodes.
If |M | = 1 (respectively, |M | = 2) then it is called an exceptional single
(respectively, double) fragment.
Lemma 3.11 Let (M, t) be exceptional. Then it is either a single or a double
fragment, and its parent is another fragment (M, p).
Proof. Suppose M contains three consecutive nodes u, v, w, and M ⊆
spine(r) where r < t. The (r+1)-st fetch operation either makes u the parent
of v, and v cannot rejoin the spine before u is fetched, or makes v the parent
of w, and w cannot rejoin the spine before v is fetched. In any case u, v, w
cannot again occur together on the spine, and therefore there could be no
descendant fragment (M, t), a contradiction. Therefore |M | ≤ 2.
Let (F, p) be the parent of (M, t). Since (F, p) is a descendant of (M, r),
F ⊆ M , and since (M, t) is its child, M ⊆ F . Hence M = F as asserted.
Q.E.D.
Figure 10 shows that exceptional double fragments are possible.
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4 How fetch operations compress a spine block
Deﬁnition 4.1 Let T be a tree possibly containing some nodes from a set B.
The B-preﬁx of T is the tree formed from those nodes of T which are in B,
together with all the ancestors in T of such nodes. It may be empty.
The B-depth or preﬁx depth of T is the depth of its B-preﬁx.
T is B-balanced if, for every node x in its B-preﬁx, the left and right
subtrees at x of the B-preﬁx of T have the same height. It is B-rightist if, for
every node x in its B-preﬁx, the left subtree at x is no higher than the right
subtree.
The term ‘B-leftist’ is deﬁned similarly.
(4.2) When before a fetch operation, as illustrated in Figure 8, two successive
spine nodes p and q have right subtrees A and A′, and after the operation these
two subtrees are the left and right subtrees of q which is the right child of p,
we speak of the subtrees A and A′ as being combined.
In the lemma below, recall that the ﬁrst-generation nodes onB∩spine(s+r)
are to the right of higher-generation nodes (Lemma 3.5).
Lemma 4.3 Let (B, s) be a spine block, and suppose that after r further fetch
operations spine(s + r) still contains at least one ﬁrst-generation node from
B. Let p1, . . . , p−1, p, . . . , ph be the nodes in B ∩ spine(s + r), where p is
the lowest ﬁrst-generation node and ph the highest (possibly  = 1 or  = h).
Finally, if p1 is not the lowest spine node, let p0 be the node below it, and let
b = 0, otherwise let b = 1.
Then all nodes in B which are not yet fetched are descendants of ph. Fur-
thermore, (i) The right subtree at ph is B-leftist of preﬁx depth ≤ r − 1. (ii)
The right subtrees at p, . . . , ph−1 are B-balanced of preﬁx depth r − 1. (iii)
The subtree at p−1, if p−1 exists, has preﬁx depth at most r. (iv) The right
subtrees of all nodes from pb to p−1 are B-rightist of strictly increasing preﬁx
depth up to a maximum of r − 1.
Proof. At time s all nodes in B are leftmost descendants of the highest.
To prove this fact by induction, let q be the highest on B ∩ spine(s+ r + 1).
We assume that this intersection contains ﬁrst-generation nodes, so q is ﬁrst-
generation (Lemma 3.5), and belongs to spine(t) also. Either ph = q and the
parent of ph was made a right child by the (r + s + 1)-st fetch operation, or
q = ph−1 in spine(t). In the ﬁrst case, ph does not lose any descendants except
the node fetched. In the second case, all descendants of ph in T (s + r) are
descendants of q in T (s+ r + 1), except for the node fetched. So all nodes in
B not yet fetched are descendants of the highest node in B ∩ spine(s+ r+1),
completing the inductive argument.
Facts (i)–(iv) are proved by induction on r. Note that (iii) follows imme-
diately from (iv).
When r = 0 all conditions hold vacuously. Assume the conditions hold in
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T (s+ r) and spine(s+ r + 1) contains at least one ﬁrst-generation node.
Induction holds quite easily for (i) and (ii), since when combining two trees
A and A′, (i) if A is B-balanced of preﬁx depth r − 1 and A′ is B-leftist of
preﬁx depth ≤ r − 1 then the combined tree is B-leftist of preﬁx depth r,
and (ii) if A and A′ are B-balanced of the same preﬁx depth r − 1, then the
combined tree is B-balanced of preﬁx depth r.
(iv) The left subtree at p is altered in two ways, ﬁrst by combining pairs of
successive right subtrees from pb, . . . , p−1, and p if it is pushed oﬀ the spine.
The property that they are B-rightist with strictly increasing preﬁx depth is
preserved by combining.
Apart from the eﬀects of combining, the right subtreeD of the node fetched
may contain nodes from B. In this case the node fetched was pb and D is B-
rightist, and its preﬁx depth d is less than that of the right subtree of pb+1.
Suppose qk is the root of D and q1, . . . , qk are the nodes along the left branch
ending at qk whose right subtrees contain nodes from B. Then these right
subtrees are B-rightist with strictly increasing preﬁx depth, and the preﬁx
depth of qk is less than d. These are the nodes in B which rejoin the spine.
Thus (iv) is preserved. (iii) follows immediately. Q.E.D.
(4.4) Note. In the above lemma, part (iv), after the fetch, the right subtree
of qk has preﬁx depth d− 1 and the right subtree of pb+1, which is next to qk,
has preﬁx depth at least d+1. The right subtree of preﬁx depth d is ‘missing.’
Lemma 4.5 Under the conditions and using the notation of the above lemma,
the left subtree of pb in T (s+ r) contains no nodes in B ∩ T (s+ r).
In other words, every node in B which precedes pb in inorder has already
been fetched at time s+ r.
Proof. By induction on r: trivially true when r = 0 and p1 is the leftmost
node in B. For the inductive argument, suppose that spine(s + r + 1) also
contains ﬁrst-generation nodes from B; let z be the rightmost node in B ∩
spine(s + r + 1), necessarily ﬁrst-generation by Lemma 3.5. Note that for
s ≤ t ≤ s + r + 1, z ∈ spine(t).
Let y be the leftmost node in B ∩ spine(s + r + 1). If y is leftmost on
the spine then the result holds vacuously, so suppose that y has a left child x:
x ∈ spine(s+ r + 1), and x precedes y, hence z, in inorder.
Consider the case where x was in spine(s + r). Since x precedes z ∈
spine(s+ r), x is to the left of the leftmost node in B∩ spine(s+ r) (Corollary
3.3), and by induction its left subtree contains no nodes in B. The fetch
operation gives x a new right subtree but it acquires no new descendants in
its left subtree, so the result holds at time s+ r + 1.
In the case where for all t, s ≤ t ≤ s + r, x /∈ spine(t), x never acquired
any new descendants during that time, hence none from B.
Otherwise consider the most recent time t when x was on the spine (s ≤
t ≤ s + r − 1). At that time x was to the left of all ﬁrst-generation nodes in
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Fig. 11. illustrating Lemma 4.8.
B ∩ spine(t), therefore to the left of the leftmost node on B ∩ spine(t), and by
induction there are no nodes from B in its left subtree A, which contains all
of the spine to its left.
Let v be the root of A in T (t), A′ its right subtree in T (t). The (t+ 1)-st
fetch operation pushes x oﬀ the spine, so it makes v its parent and replaces
its left subtree A by A′. A′ is its left subtree when it is restored to the spine
at time s+ r, and contains no node from B. Q.E.D.
(4.6) The bottom preﬁx tree. Assuming as in Lemma 4.3 that spine(s+r)
contains ﬁrst-generation nodes from B, the bottom preﬁx tree is the B-preﬁx
of the left subtree of the lowest ﬁrst-generation node from B on the spine
(denoted p in the lemma). Thus the bottom preﬁx tree includes no ﬁrst-
generation nodes.
Intuitively the child oﬄine fragments should ﬁt into a forest of complete
trees of suitable height, but the diﬃculty is that some child fragments may
have already been consumed, no longer in the bottom preﬁx tree. Certainly
the bottom preﬁx tree is a preﬁx of the complete tree of height r (Lemma 4.3
(iii)). We need to ﬁnd room to store those old child fragments which have
already been consumed between times s and s+ r.
We view the complete tree of height r as a sequence of nodes, along the
leftmost branch, and their right subtrees. If the right subtrees were replaced
by trees Tj, 0 ≤ j ≤ r, where Tj has height ≤ j − 1, then we get another tree
embedded as a preﬁx of the complete tree.
Each of the r + 1 nodes on the leftmost branch can be viewed as a slot in
which one can ﬁt a node and a right subtree. By convention a trivial tree has
height 0 and the empty tree has height −1.
Deﬁnition 4.7 An r-arrangement of trees is a sequence T0, . . . , Tr of trees
where j-th tree has preﬁx depth at most j − 1 (relative to B).
Tj we call the subtree in the j-th slot, and if Tj contains no nodes from B
we say that the j-th slot is vacant. (Slots are counted beginning at 0.)
Lemma 4.8 Under the condition of Lemma 4.3, all child fragments in the
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bottom preﬁx tree, together with the child fragments which have been consumed
up to time s+ r, can be ﬁtted into an r-arrangement.
Proof. In the arrangement, some slots may contain ‘virtual trees,’ in which
copies of fragments, which have already been processed, are stored. Other slots
contain B-preﬁxes of right subtrees which actually are right subtrees of nodes
in spine(s+ r), ‘actual subtrees.’ Some slots may be vacant.
By abuse of notation we shall call a right subtree of a spine node an ‘actual
subtree,’ though the actual subtree is its B-preﬁx.
The actual subtrees are stored in the same relative order in the arrange-
ment as they do along the spine. Child fragments which are partially processed
on spine(s+ r) are also stored in virtual subtrees.
We apply induction on r, assuming that spine(s+ r + 1) contains at least
one ﬁrst-generation node, and that an r-arrangement exists for time s+r. We
construct an (r + 1)-arrangement for time s+ r + 1.
Suppose that x is the leftmost node in spine(s+ r), y its parent, and A is
its right subtree in T (s + r). Since spine(s + r + 1) contains ﬁrst-generation
nodes, y ∈ spine(s + r + 1) and A is the left subtree of y in T (s + r + 1),
and a new fragment F is pulled up onto the spine if and only if the leftmost
branch of A (which would contain F ) contains nodes from B. In this case F
is a rightmost interval of the leftmost branch, since otherwise there would be
gaps in B ∩ spine(s+ r + 1), contradicting Corollary 3.3.
Suppose that A contains nodes from B and was stored in the d-th slot in
the r-arrangement. Then since x is leftmost in spine(s + r), the d-th slot in
the arrangement is the leftmost slot containing an actual subtree. Slots 0 to
d−1 may contain virtual subtrees. Create a new virtual subtree A′ as follows.
First create a left branch L of depth d−1, i.e., a tree in which there are no
right children. Since A was in the d-th slot its preﬁx depth was at most d− 1
and therefore if F exists, |F | ≤ |L| and F may be identiﬁed with part of L.
Next take the virtual subtrees stored in slots 0 to d − 1 and attach them as
right subtrees of the corresponding nodes in L. This yields the desired virtual
tree A′, which itself can be stored in the d-th slot of the new arrangement.
This leaves vacant all slots from 0 to d − 1, and the B-preﬁxes of all the
right subtrees of F can be stored in these slots. Now the data in slots 0 to d of
the r-arrangement has been stored in the same slots of the new arrangement.
Next consider when two actual subtrees in slots i < j are combined. The
resulting actual tree should be stored in the (j + 1)-st slot, and slots i and j
become vacant.
It is possible that the rightmost actual tree, in slot r, be combined with a
tree above it; the resulting tree has preﬁx depth r (Lemma 4.3, (ii) and (iv)).
Otherwise it may be combined with a tree below it; the resulting tree has
preﬁx depth at most r. In any case the resulting actual tree can be stored in
the (r + 1)-st slot in the new arrangement, and the r-th slot becomes free.
One should consider the actual subtrees being combined in descending
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order of occurrence in the r-arrangement. By induction we can assume that
when combining subtrees in slots i < j there exists a vacant slot ≥ j + 1,
the k-th, say, and between the (j + 1)-st and k-th slot only virtual trees are
stored. If k > j + 1 then for j + 1 ≤ u < k move the tree in the u-th slot into
the (u+ 1)-st. The resulting arrangement still has all desired properties, and
the result of combining the trees in the i-th and j-th slots can be placed in
the (j + 1)-st.
In this way all the actual trees obtained by combining, if they exist, can
be put in the new arrangement. Supposing that the node x fetched has a
right subtree A containing nodes from B as discussed above, all the data in
slots 0 to d of the r-arrangement has been stored in the same slots of the new
arrangement, and the subtrees involved in combining are stored in slots d+ 1
to r + 1. The arrangement is complete. Q.E.D.
The above lemma will be used in Section 6 to bound the total length of
nonexceptional descendant fragments.
5 There are O(n log logn) fragments overall
Lemma 5.1 Suppose that (B, s) is a block. Then there exists t ≥ s, such that
t ≤ s + 1 + log |B|, and B ∩ spine(t) contains exactly one ﬁrst-generation
node.
Proof. If |B| = 1 then take t = s, and if |B| = 2 take t = s + 1, because
in that case |B ∩ spine(s+ 1)| = 1 (Lemma 3.1).
If |B| > 2 then a single fetch operation will reduce its intersection with the
spine to at most |B|/2 < 1 + |B|/2 nodes (Lemma 3.1). Fetch operations
may return nodes in B to the spine, but they are not ﬁrst-generation.
Extrapolating, after k fetch operations the number of ﬁrst-generation nodes
on the spine is reduced to at most 2−(1/2)k−1+|B|/2k. After log |B| fetches
there are at most 2, and after one more, at most 1. Hence by that time, or
earlier, the number of ﬁrst-generation nodes on the spine has been reduced to
exactly one. Q.E.D.
Lemma 5.2 Suppose u ∈ B and s ≤ t < t′ and u has not been fetched by time
t′. Let X and X ′ be the set of ancestors of u in T (t) and T (t′) respectively,
which are ≥ u in inorder. Then (i) X ′ ⊆ X and (ii) B ∩X ′ ⊆ B ∩X.
(iii) If u is the highest node in B ∩ spine(t), then whenever u is on the
spine at any later time t′, it is the highest node in B ∩ spine(t′).
Proof. (i) The set of ancestors of u can be changed in the following ways,
until u is fetched.
Suppose v is the lowest ancestor of u on the spine, x the parent of v on
the spine, if it exists. Proper ancestors of x on the spine may get pushed oﬀ
the spine and will not be restored before u has been fetched. The node x may
become the right child of v, remaining an ancestor of u. The node v may be
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pushed oﬀ the spine, so its left child w on the spine becomes its parent, and u
acquires a new ancestor w, but that ancestor precedes u in inorder. The node
v may be fetched, bringing it to the root, though this is not signiﬁcant since
in this case u is a descendant of the right child of v, hence v precedes u in
inorder. In no case does u acquire a new ancestor which follows it in inorder,
so (i) is proved, and (ii) follows trivially from (i).
(iii) If u is the highest node in B∩spine(t), then B∩X = {u}, so B∩X ′ =
{u}, so if u ∈ spine(t′) and z is a proper ancestor of u, then either z precedes
u in inorder, i.e., z is the root, or z ∈ spine(t′) but z /∈ B. In other words, u
is the highest node in B ∩ spine(t′). Q.E.D.
Lemma 5.3 Let (B, s) be a spine block. Suppose that at time s + r, where
r ≤ 1+ log |B| (Lemma 5.1) there remains exactly one ﬁrst-generation node
on B ∩ spine(s + r). For any node u ∈ B ∩ T (s + r), not yet fetched, after
u has rejoined the spine O(log log |B|) times, it will thereafter be the highest,
or second highest, node in B ∩ spine(t) whenever it is on spine(t), until it is
fetched.
Proof. Let q be the ﬁrst-generation node in spine(s + r). Whenever q
rejoins the spine, it is the highest spine node in B (Lemma 5.2). The result
holds when u = q.
More generally, given a node u ∈ B, where u has not been fetched before
time s+ r, it is a descendant of q in T (s+ r), and its depth in the subtree at q
is at most r+1 (Lemmas 3.5 and 4.3). No proper ancestor of q except maybe
the root is in B. Hence at that time u has at most r + 1 ancestors from B
which do not precede it in inorder. The earliest time t ≥ s+ r (if any) that u
joins the spine, let X be those nodes in B∩ spine(t) which follow u in inorder.
From Lemma 5.2 |X| ≤ r.
In the next fetch operation every second node from X is pushed oﬀ the
spine, and will not rejoin the spine before u is fetched. This removes at least
	|X|/2
 of u’s proper ancestors, leaving at most |X|/2 from B. From Lemma
5.2 it follows that the next time u rejoins the spine, time t′, say, B ∩ spine(t′)
contains at most |X|/2 above u. Note |X|/2 ≤ (1 + |X|)/2.
So we consider the following recurrence:
x0 = |X|; xj+1 = (1 + xj)/2.
The solution is xk = 1−(1/2)k+|X|/2k. When k = log |X| this is at most
1. Therefore after u has been restored to the spine at most log(1+log |B|)
times there is at most 1 node from B above u on the spine. Thereafter u will
be the highest node from B on the spine, or the second highest, whenever it
is on the spine. Q.E.D.
Corollary 5.4 Let (B, s) be a block. There are O(|B| log log |B|) fragments
(S, t) which have more than one node from B above them on spine(t).
Proof. Let S be the set of nodes in some fragment, and let u be the
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highest node in S. Either (i) u is fetched before the ﬁrst-generation nodes in
B ∩ spine(t) are reduced to a single node, or (ii) after u has rejoined the spine
O(log log |B|) times, it has at most one node from B above it on the spine.
After this happens, any fragment containing u has at most one node from B
above it on the spine. Case (ii) accounts for O(|B| log log |B|) fragments.
In case (i), u is fetched within time s+r where r is O(log |B|) (Lemma 5.1).
Therefore there areO(log |B|) fragments under case (i). This isO(|B| log log |B|).
Q.E.D.
Lemma 5.5 Given n variables x0, . . . , xn−1, and constant M , consider the
problem of maximising
∑
i log x subject to xi ≥ 1 and
∑
xi = M . The maxi-
mum is n log(M/n).
Proof. Make the n-th variable xn−1 dependent and leave the others as
independent, so xn−1 = M −
∑n−2
i=0 xi. Let f(x0, . . . , xn−2) =
∑n−1
i=0 ln xi.
Since this is directly proportional to
∑
log xi, it is enough to maximise f ,
subject to xi ≥ 1 (i ≤ n− 2) and
∑n−2
i=0 xi ≤M − 1.
Since xn−1 depends on the other variables, ∂xn−1/∂xi = −1 for i ≤ n− 2.
Looking for local maxima, we equate partial derivatives to zero.
∂f
∂xi
=
1
xi
− 1
xn−1
= 0.
This vanishes only when all the xi are equal, so either the maximum is in
the boundary of the region
∑
xi = M , or the maximum is n ln(M/n).
Suppose that the maximum is in the boundary of the region. In other
words, some of the xi are just 1. Presuming without loss of generality that
the ﬁrst n − r variables diﬀer from 1 and the last r equal 1, we are reduced
to maximising
∑n−r−1
i=0 lnxi subject to xi ≥ 1,
∑r−1
i=0 xi = M − r and with the
knowledge that the maximum is interior to the region xi ≥ 1, so the maximum
is (n− r) ln((M − r)/(n− r)).
We need to consider how this varies with r. Let g(x) = x ln((1 + x)/x).
Then if x = (n− r)/(M − n), (M − n)g(x) = (n− r) ln((M − r)/(n− r)).
g′(x) = ln
(
1 + x
x
)
+ x
(
1
1 + x
− 1
x
)
= ln
(
1 + x
x
)
− 1
1 + x
.
For large values of x, this is approximately 1/x−1/(1+x) which is positive.
g′′(x) =
1
1 + x
− 1
x
+
1
(1 + x)2
=
−1
x(1 + x)2
.
This is negative for all x > 0, so g′(x) is positive (and decreasing) for x > 0,
so g(x) is monotonically increasing for x > 0. It is maximised by making x,
therefore n−r, as large as possible, i.e., r = 0, so the maximum of∑n−1i=0 log xi
is n log(M/n). Q.E.D.
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In the following lemma, it is assumed that we are given a ﬁxed list (Bs, s)
of blocks where the Bs are pairwise disjoint. It is relative to this list of blocks
that we count the fragments. The blocks Bs are of little relevance: it is the
generation count of every node, the number of times each node recurs on the
spine, which is used in the estimate. The numbers bs are not connected with
Bs.
Lemma 5.6 Suppose that the overall traversal time is bounded by nf(n).
Then there are O(n(log log n+ log f(n)) fragments overall descended from all
the blocks (Bs, s).
Proof. Much the same as in Corollary 5.4. We associate each fragment
with its highest node u, where u could be highest in diﬀerent fragments in
diﬀerent generations.
A node u is ﬁrst introduced to the spine at time s, say. Let bs be the total
number of nodes on spine(s): bn = 0. By the above arguments, either (i) u
is fetched before the nodes above it have been reduced to 1, or (ii) it rejoins
the spine O(log log bs) times until it reaches the top of the spine, or becomes
second from top, and remains so every time it rejoins the spine, until it is
fetched.
Thus overall, under case (ii), for each node u, there are O(log log n) events
until it reaches the top of the spine or second from top. The top few nodes on
the spine contribute O(n) to the estimate.
It remains to account for case (i). The overall cost is O(
∑
s log bs). Since∑
bs ≤ nf(n), by maximising the sum according to Lemma 5.5 we get
O(n log f(n)). Hence the overall count is O(n(log log n+ log f(n)). Q.E.D.
Corollary 5.7 There are O(n log logn) fragments overall.
Proof. From Lemma 2.2 the total traversal cost is is ≤ nf(n) where
f(n) = 5 logn. Q.E.D.
6 There are O(|B|) nonexceptional descendant fragments
Recall that an exceptional fragment (M, t) is one whose parent exists and
has the form (M, p), i.e., contains exactly the same nodes. Every exceptional
fragment contains one or two nodes (Lemma 3.11). Thus no fragment with at
least 3 nodes is exceptional.
Deﬁnition 6.1 For r ≥ 0 an r-group is a non-increasing sequence of numbers,
bounded above by the corresponding terms in the sequence
r + 1, r, r − 1, r − 1, r − 2, r − 2, r − 2, r − 2, . . . , 1, 1
(6.2) Explanation. This sequence gives the lengths of all maximal left
branches, in non-increasing order, from the complete tree of height r. For
1 ≤ j ≤ r, j occurs 2r−j times in the sequence, and r + 1 occurs once. There
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are exactly as many terms as there are leaves in this tree, 2r, and their sum
is the number of nodes, 2r+1 − 1.
Corollary 6.3 Given r ≤ 1 + log |B| (Lemma 5.1) such that after r fetch
operations, the spine contains exactly one ﬁrst-generation node q. Then the
lengths of all child fragments of B form an (r + 1)-group.
Proof. From Lemma 4.3 all the child fragments of B are stored in an
r-arrangement or are in the right subtree of q, which has preﬁx depth at most
r − 1, so all the child fragments can be stored in an (r + 1)-arrangement
(Lemma 4.8) and their lengths form an (r + 1)-group. Q.E.D.
The following lemma gives a weak upper bound which can be strengthened
with the aid of a recurrence in Corollary 6.5.
Lemma 6.4 The nonexceptional descendant fragments (B, s) have total length
O(|B|3).
Proof. Since diﬀerent child fragments contain diﬀerent second-generation
nodes, there are ≤ |B| diﬀerent child fragments. Each fragment has length at
most 1 + log |B| < 2 + log |B|.
Thus we consider the following sequence: y0 = |B| and yj+1 = 2 + log yj.
We continue the sequence until a step k is reached where yk ≤ 64. Any block
with at most 64 nodes has a bounded number of nonexceptional descendants,
at most A, say, since a long chain of descendants would contain a repetition
(M, t) and (M, t′).
Claim: if z ≥ 64 then 2+log z ≤ √z. The derivative of f(z) = √z−2−log z
is 1/(2
√
z)− 1/(z ln 2) which vanishes only at z = (2/ ln 2)2 = 8.32547 . . ..
The function f vanishes at z = 64 and is increasing for all z ≥ 64, which
proves the claim.
Each child fragment has length at most y1, so it has at most y1 child
fragments, each of length at most y2: each has at most y2 children each of
length at most y3, and so on. Therefore the total number of descendant
fragments, counted in this way, is at most y0+ y0y1+ y0y1y2+ . . .+ y0y1 . . . yk.
Since yk ≤ 64, each fragment in the last term has at most A nonexceptional
descendant fragments.
For any j such that j + 1 ≤ k, yj+1 ≤ √yj, so by induction y0y1 . . . yj+1 <
y20. Therefore there are at most 1 + (A + k)y
2
0 descendants. Since k is
O(log log y0), there are O(|B|2 log log |B|) descendants. Their total length (in-
cluding B itself) is O(|B|2 log |B| log log |B|), or O(|B|3). Q.E.D.
Corollary 6.5 The total length of non-exceptional descendant fragments is
O(|B|).
Proof. From Corollary 6.3, there exists r ≤ 1 + log |B| such that the
lengths of the child fragments of B are bounded above by the terms in an
(r + 1)-group. We study the recurrence
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f(2r) = 2r−1 + f(r + 2) + f(r + 1) + 2f(r) + 4r(r − 1) + 8f(r − 2) + . . .
where f(0) = 0 and f(1) = 1. Here r = 1 + log |B|, so 2r−1 bounds |B| and
the other terms arise from the child fragments. Moreover, we can assume that
f(x) ≤ Cx3 for a constant C, using the weak bound in Lemma 6.4. Hence
f(2r+1) = 2r + f(r + 3) + f(r + 2) + 2f(r + 1) + 4r(r) + 8f(r − 1) + . . .
Subtract twice the ﬁrst from the second:
f(2r+1)− 2f(2r) = f(r + 3)− f(r + 2) ≤ C(r + 3)3.
Hence we consider yr = f(2
r) and study the recurrence
yr+1 − 2yr = C(r + 3)3
Substitute zr = yr/2
r to get
2r+1(zr+1 − zr) = C(r + 3)3, so zr+1 − zr = C (r + 3)
3
2r
.
Hence zr ≤ z0+C
∑r−1
k=0(k+3)
3/2k. This sum is bounded because the inﬁnite
series converges. Therefore yr is O(2
r). Therefore f(2r) is O(2r), and r =
1 + log |B|, so B has O(|B|) nonexceptional descendant fragments of total
length O(|B|). Q.E.D.
Recall that S(B) is deﬁned as the sum of |B ∩ spine(t)| − 2, where t is
any time ≥ s ((B, s) is the spine block in question) such that the intersection
contains more than one node. Also, S(d) is the maximum of S(B) for all spine
blocks B of size ≤ d, in all possible trees. It has yet to be veriﬁed that S(d)
is well-deﬁned (ﬁnite).
Lemma 6.6 S(d) is O(d log log d).
Proof. Let (B, s) be a block with |B| ≤ d: we want to show that S(B)
is O(|B| log log |B|). We consider the O(|B|) nonexceptional descendant frag-
ments, together with those exceptional fragments which do not contain the
highest nor second-highest node in B ∩ spine(t). There are O(|B| log log |B|)
such fragments (Corollary 5.4).
If at time t, a fragment F contains the highest node in B∩ spine(t), or the
second from highest, we say it is ‘too high.’
(a) Consider a nonexceptional fragment (F, r) where |F | ≥ 2. If |F | ≥ 3,
a single fetch operation will reduce its intersection with the spine to at most
1 + |F |/2 ≤ 5|F |/6 (Lemma 3.1) Thus the total contribution of (F, r) to
S(B), counting intersections of length ≥ 3, is at most |F |∑(5/6)i < 6|F |.
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An intersection of length 2 is reduced to 1 in a single fetch, so the overall
contribution of F , ignoring intersections of length 1, is at most 6|F |+ 2.
Since the total length of all nonexceptional descendant fragments is O(|B|),
the overall contribution of all nonexceptional fragments F , until just one node
from F remains on the spine, is O(|B|). This estimate counts the contribution
of all such fragments F , without the −2 term speciﬁed for S(B).
(b) Consider a double exceptional fragment (F, t). The (t + 1)-st fetch
removes one of its nodes from the spine, so it contributes 2 nodes to spine(t),
then its intersection with the spine is 1. The total contribution of this kind
for all fragments F (unless they are too high) is O(|B| log log |B|) (Corollary
5.4).
(c) Let (F, r) be one of the fragments considered in (a) and (b). When
the contribution of F ∩ spine(t) is considered, the intersection contains at
least two nodes. There could be one or two fragments (E, s) and (G, u) which
intersect spine(t) in just one node directly above and below F ∩spine(t). Their
contribution to spine(t) can be absorbed by adding 2 to the contribution of
|F ∩ spine(t)|, or, since this is at least 2, doubling the contribution. Hence
contributions such as those considered from E and G are O(|B| log log |B|).
(d) The contribution of the top two nodes in B ∩ spine(t) can be ignored
because of the −2 term in the deﬁnition of S(B) (Deﬁnition 2.6).
(e) The third node from the top in B∩spine(t) needs special consideration.
The next fetch operation either fetches it, or pushes it oﬀ the spine, or makes
it second from the top. If it is pushed oﬀ the spine then it will be at the
top, or second from top, of B ∩ spine(t′) whenever it is on spine(t′), for all
t′ > t. Therefore each node in B can be third from the top at most once, so
the contribution under this heading is O(|B|). This includes the lower node in
any exceptional double fragment with just one node in B above it. Taking (d)
into account, the total contribution of all exceptional fragments whose higher
node is too high is O(|B|).
(f) All that remains to be considered is when a fragment F intersects the
spine in just one node, not too high, and not next to a fragment coming
under case (a) or (b). If it is adjacent to another fragment G which is not
too high, then G must also intersect the spine in just one node. The next
fetch operation will completely remove either F or G from the spine, so their
joint contribution at time t can be accounted for by charging 2 units to every
fragment of B which is not too high: O(|B| log log |B|) (Corollary 5.4).
Otherwise, F is lowest in B ∩ spine(t), and not too high, but the fragment
G above F must be too high. Then the unique node u in F ∩ spine(t) must
be third or fourth from the top in B∩ spine(t). It was shown in (e) that every
node u ∈ B can be third from the top at most once. By essentially the same
argument, every node u can be fourth from the top at most once. Therefore
this last possibility occurs O(|B|) times. Q.E.D.
It follows that S(d) is a well-deﬁned function.
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7 Proof of Theorem 1.4
Recall that S(d) is the maximum of S(B) over all blocks (B, s) of size ≤ d in
all possible trees, where S(B) counts the occurrences of nodes of B intersecting
the spine, excluding the topmost two nodes.
(7.1) From now on, Bs will be the set of nodes on spine(s) not ever previously
on the spine.
Lemma 7.2 Bs is a contiguous sequence of nodes leftmost on the spine.
Proof. True for s = 0, when Bs consists of all nodes on the spine. There-
after, Bs must consist of nodes added to the spine, contained in the maximal
left branch L ending at the right child of the s-th node fetched. If v and w are
nodes in L and v is left of w and v was on the spine previously, then so was
w, because it must have been pushed oﬀ the spine to become a right ancestor
of v. Therefore if L contains a node not previously on the spine, let u he the
rightmost: Bs then consists of u and all nodes left of u on spine(s). Q.E.D.
In other words, either Bs is empty or (Bs, s) is a block in spine(s). Clearly
the sets Bs are disjoint and their union is the entire set of nodes in T . Those
Bs which are empty may be ignored.
From now on, mean by exceptional fragment an exceptional fragment of
one of these blocks (Bs, s). There are O(n log log n) exceptional fragments
(Corollary 5.7), so in fact, in the Lemma below, f(n) is O(log log n).
Lemma 7.3 Suppose that nf(n) is an upper bound for the number of excep-
tional fragments. Then the overall cost of traversal is O(n(log log n+ f(n))).
Proof. The overall cost of traversal is (
∑n−1
t=0 |spine(t)|) −1 (Lemma 2.5).
(a) The sum
∑n−1
s=0 S(Bs), which is O(n log log n) (Lemma 6.6), accounts
for the total cost except for the top two nodes in Bs ∩ spine(t) for each t.
(b) We can compensate for the two nodes discounted in |Bs∩ spine(t)|−2,
if the intersection contains more than two nodes, by trebling the estimate in
(a), since this adds at least two units for each t such that |Bs ∩ spine(t)| ≥ 3,
so (a) and (b) together contribute O(n log log n) to the traversal cost.
(c) Where Bs∩spine(t) contains two nodes, the intersection includes one or
two fragments. If one, the next fetch operation removes one of its nodes from
the spine; if two, the next fetch removes one of the fragments from the spine.
The contribution to the traversal cost can be charged to these fragments, again
O(n log log n).
(d) Where Bs∩spine(t) contains exactly one node u, it comes from a single
fragment (F, r). If it is adjacent to another node in spine(t) which has been
counted under (a–c), its contribution can be absorbed by trebling the estimate
for (a–c). Otherwise either u is the only node on the spine, an event occurring
at most n times, or there is an adjacent node v, the only node remaining
on the spine from another fragment G. The next fetch operation removes u
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or v from the spine, so the cost can be charged to F or to G. Again, the
contribution is O(n log logn). Q.E.D.
Since we can assume f(n) is O(log log n), we have now proved that the
overall traversal cost is O(n log log n). This concludes the proof of Theorem
1.4.
8 Conclusions
We have established that traversal costs O(n log log n) by a rather laborious
analysis. Our analysis shows that if exceptional fragments are ignored, the
overall cost is O(n), and that there are O(n log logn) exceptional fragments.
The upper bound for the total number of (exceptional) fragments is based
on the number of generations any particular node may have. It is very unlikely
that this bound is tight.
Despite the experimental data which suggests an O(n) bound for some
trees, or even for most trees, we cannot be certain whether the bound is O(n).
It remains to ﬁnd a linear upper bound or a nonlinear lower bound.
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