Nonlinear boundary value problems and several Lyapunov functions  by Bernfeld, Stephen R et al.
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 42, 545-553 (1973) 
Nonlinear Boundary Value Problems and 
Several Lyapunov Functions 
STEPHEN R. BERNFELD 
University of Rhode Island, Kingston, Rhode Island, 02881 and 
University of Missouri, Columbia, Missouri 65201 
V. LAKSHMIKANTHAM 
University of Rhode Island, Kingston, Rhode Island 0288I 
AND 
S. LEELA 
State University College, Geneseo, New York 14454 
Submitted by Richard Bellman 
1. INTRODUCTION 
Lyapunov functions have proved to be an extremely useful tool in applying 
the theory of differential inequalities to initial value problems of ordinary 
differential equations. (see Lakshmikantham and Leela [6] and Yoshizawa [S]). 
Although differential inequalities have played an important role in the theory 
of boundary value problems (see Jackson [4]) Lyapunov like theory still 
awaits its development in this direction. Yoshizawa [B] has employed 
Lyapunov functions to get bounds of solutions of second-order differential 
equations which he utilized to prove the existence of periodic solutions. His 
work can be viewed as an existence theorem for boundary value problems on 
infinite intervals. Recently, George and Sutton [2] have attempted to develop 
the existence and uniqueness of solutions of second order boundary value 
problems by extending Lyapunov theory. A special case of their work 
includes some results of Hartman [3]. 
In this paper we wish to employ several Lyapunov functions and the theory 
of differential inequalities in the theory of boundary value problems. Several 
Lyapunov functions have been proved to be fruitful in other situations (see 
Bellman [I], Lakshmikantham and Leela [6]). Our first main result shows 
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that solutions of second-order differential equations can be bracketed between 
two given functions. For the special case, when these given functions are 
upper and lower solutions, our theorem reduces to that of Jackson’s result [4]. 
Our second main result obtains bounds on the derivatives of solutions which 
includes Schrader’s work [7] where one-sided Nagumo’s conditions are 
considered to achieve the same end. Of course, our results make use of several 
Lyapunov functions and the theory of differential inequalities. When once 
we have these two main results it is an easy matter to deduce the existence 
of solutions of boundary value problems on finite or infinite intervals as was 
done in [4, 5, 71 by adapting the standard arguments. We merely state such 
existence theorems. 
2. PRELIMINARIES AND NOTATIONS 
We will be interested in obtaining a solution, x(t), of the second-order 
scalar differential equation 
x* =f(t, x, x’), (2-I) 
wheref: [a, b] x R2 -+ R is continuous, satisfying 
x(u) = y, x(b) = 6. (2.2) 
DEFINITION 2.1. [4] A function a(t) is a lower solution of (2.1) on [a, b] 
if a(t) E C[u, b] n C’(a, b) and 
Da’(t) = liErlf(a’(t + 6) - a’(t - a))/28 >f(t, a(t), a’(t)). 
Similarly /3(t) is an upper solution on [a, b] if /3(t) E C[U, b] n C’(U, b) and 
W(t) = lingy-$F(t + 4 - B’(t - 3)/2S < f(t, B(t), B’(t)). 
With respect to (2.1) we define the modification F(t, x, x’) of f(t, x, x’) 
exactly as in [4J. 
DEFINITION 2.2. Let a(t), /3(t) E Cl[u, ZI] with a(t) < /3(t) on [a, b] and 
let c > 0 be such that ( a’(t)1 < c and 1 B’(t)\ < c on [a, b]. Then define 
f(t, x3 c) 
F*(t, x, x’) = f(t, x, x’) 
f& x, - c) 
for x’ > c, 
for 1 x’ I < c, 
for x’ < - c, 
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and 
F*(t, B(t), 4 + ix - Bw2 for x >, B(t), 
F(t, x, x’) = FX(t, x, x’) for 4) G x < B(t), 
F*(t, or(t), x’) - [a(t) - x]l12 for x < a(t). 
We call F(t, X, x’) the modification of f(t, x, x’) associated with a(t), j?(t) 
and c. 
LEMMA 2.1. [5] Let F(t, x, x’) be as in Definition 2.2. Then for any c and d 
the boundary value problem 
X” = F(t, x, x’), x(u) = c, x(b) = d 
has a solution x(t) E C2[a, b]. 
Let V(t, x, x’) be continuous and locally Lipschitzian with respect to 
(x, x’), Define the generalized derivative Vi(t, X, x’) relative to the differential 
equation (2.1) by 
J$‘(t, x, x’) = Ii? ;yp(l/h) [V(t + h, x + hx’, x’ + hf (t, X, x’)) - v(t, X, x’)]. * 
We shall often be using several Lyapunov functions (V,}:,, in our results 
and thus for notational consistency we use the expression V&(t, X, x’) to 
denote the generalized derivative of Vi with respect to (2.1). 
3. RBSULTS 
In our first result we obtain bounds on the solution of the modification 
function. 
THEOREM 3.1. Consider the equation (2.1) and assume there exists two 
functions a(t), j(t) E Cl[a, b] with a(t) < j3(t) on [u, b]. Let F(t, x, x’) be the 
modification off (t, x, x’) with respect o 01, p, c. Dejke the sets 
D, = [a, b] x {x: x < a} x R, 
D, = [a, b] x {x: x > /I} x R. 
Assume there exist two Lyapunov functions w,(t, x, x’) and w,(t, x, x’) with wi 
de$ned on Di , i = I,2 such that 
548 BERNFELD ET AL. 
(i) w,(t, X, x’) = 0 if x = 01, 
(ii) w,(t, x, x’) > 0 if x < 01, 
(iii) w&(t, x, x’) 3 gi(t, wl) in the interior of D, , 
(iv) w,(t, X, x’) = 0 if x = /3, 
(v) w,(t, x, x’) > 0 if x > /3, 
(vi) w&(t, x, x’) > gz(t, w.J in the interior of D, , where 
(vii) gi: [a, b] x R+ + R, i = 1, 2, are continuous and the only solution 
of r’ = gi(t, r), r(t,) = 0, t, E [a, b] is r(t) = 0 for all t E [a, b]. 
Then, if a(a) < y < p(a), al(b) < S < P(b) the boundary value probZem 
X” = F(t, x, x’), 44 = Y, x(b) = S 
has a soZution x(t) E C2[a, b] satisfying a(t) < x(t) < /3(t). 
(3.1) 
Proof. By Lemma 2.1 the boundary value problem (3.1) has a solution, 
It suffices to show a(t) f x(t) < P(t). We will only show x(t) > a(t) since 
the proof for x(t) < /3(t) is essentially the same. Assume that x(t) < a(t) 
for some t E (a, b). Then there exists an interval [tl , t,] C (a, b) such that 
x(tl) = a(tl), x(t2) = a(t2) and x(t) < 01 for t E (tl , t2). Thus, from (i) 
w1(t2 , x(t2), x’(t2)) = 0. 
From (iii) and the theory of differential inequalities 
w,(t, x(t), x’(t)) B r(t, t, , w,(t, , x(t2), x’(t2))) for t < t, , (3.2) 
where r(t, t, , ~a) is the left maximal solution of r’ = gl(t, r), r(t2) = rO. 
Since r(t2) = w,(t, , x(t2), x’(t2)) = 0 we have from (vii) r(t, t, , 0) EZ 0. 
For t, E (tl , t2) we obtain using (ii) and (3.2) 
0 < Wl(k , X(h), X’(b)) < 0, 
a contradiction, thus proving Theorem 3.1. 
Remark. The inequalities in (iii) and (vi) may be reversed for then we 
would obtain as an upper bound on the Lyapunov functions the right 
maximal solutions which are identically zero since x(tJ = m(tl) implies 
r(tl) = 0 and thus r(t, t, , 0) = 0 for t 3 t, . 
Jackson [4, Theorem 2.51 has shown that for the special case in which 
a(t) is a lower solution and p(t) is an upper solution, the inequality 
a(t) < x(t) < /3(t) is valid. By choosing wl(t, X, x’) = (a - X) and 
w,(t, x, x’) = (X - /I) we may utilize Theorem 3.1 to obtain Jackson’s 
result. Clearly w, satisfies (i) and (ii) and we now show that in the interior of 
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Dl , ru;,(t, X, x’) > 0 along solutions of x” = F(t, X, CC’) satisfying x(a) = y, 
x(b) = 6 where a(a) < y < p(a), a(b) < S < F(6). To show this it suffices to 
prove q(t, x, x’) does not attain a local maximum in the interior of D, . 
Using arguments similar to those used by Jackson, we see that since 
z&(t, x, x’) = a’(t) - x’(t) it is necessary that am’ = x’(tr) at some point 
t, E (a, b) in order for wr to attain a local maximum. However, for t = t, 
LwF(4 > xw, x’(t1)) = D(4t1) - x’(t1)) = i?(4t1)) - x”(b) 
= D(4h)> - Ql 9 4t1h X’W) 
= Q(4t1)> -f(t1 9 4t1), 4td) + b(h) - 4w2 
3 [@l) - x(t,)ll’z > 0, 
which is impossible at a local maximum of wr . Thus (iii) is satisfied with 
g, = 0. A similar argument holds for w2 and thus the solution x(t) satisfies 
a(t) < x(t) < B(t). 
In the next theorem we give a general set of sufficient conditions to ensure 
that 1 x’ 1 is bounded. 
THEOREM 3.2. Consider the equation (2.1) and assume there exist two 
functions a(t), /3(t) E (?[a, b] with a(t) < /S(t) for t E [a, b]. DeJne the sets 
Dl = [a, b] x {x: a(t) < x < /3(t)} x {x’: x’ > 01, 
Ir, = [a, b] x {x: a(t) < x < j?(t)} x {x’: x’ d 01. 
Assume there exists four Lyapunov functions Vl(t, x, x’), V&t, x, x’) dejned 
on D1 , V3(t, x, x’) and V4(t, x, x’) defked on D, such that 
(i) Vi(t, x, x’) -+ co as x’ + co uniformly on 
[a9 4 x ix: 4t> < x d B(t)>, i= 1,2, 
(ii) Vi&, x, 4 <g&, V,) for (t, x, x’) E Is, , 
(iii) V&(t, x, x’) > gz(t, V,) for (t, x, x’) E Dl , 
(iv) Vi(t, x, x’) -+ co as x’ --)I - 00 un;formZy on 
ia, bl x ix: 4) < x < B(t)>, i = 3,4, 
(v) V&9 x, x’) <g&, V,) for (t, x, x’) E DS , 
(vi) V&k x, x’) 3 g&, V,) fw (t, x, x’) E G , 
(vii) Vi(t, x, x’) < &(I x’ I), i = 1, 2, 3, 4 where &(r) > 0 for Y > 0 
are continuous functions. 
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Suppose further that 
(viii) g,: [a, b] x R -+ R, i = 1, 2, 3,4 and for t, E [a, b], r0 E R, all 
solutions of Y’ = gi(t, r), r(t,) = i-, , i = 1, 3 exist on [t, , b], and aI1 solutions 
of 7’ =gi(t, r), r(t,) = y. , i = 2, 4 exist on [a, to]. 
Then there exists an N > 0 such that eoery solution x(t) of (2.1) with 
m(t) < x(t) < /J(t) satisjies 1 x’(t)] < N for t E [a, b]. 
Proof. Define 
h = md 44 - /W/(b - 4 I BP) - 44lKb - 4. 
Define for t E [a, b] 
Li = ,$$5] I rd4 to 9 $i(l h I>1 i= 1,3, 
tat, 
Li = tFg%l I rick to 9 t4(l h I>1 i = 2,4, (3.3) 
te, 
where ri(t, to , I/~(/ X I)), i = 1, 3 (i = 2, 4) is the right (left) maximal solution 
of r’ = gi(t, r) through (to , &(I X I); th en condition (viii) guarantees the 
Li’s are finite. From (i) and (iv) there exist Ni > 0, i = 1, 2, 3,4 satisfying 
vi@, x, Nil > Li > i=l,2 (3.4) 
and 
Vi(t, x, - NC) > Li 3 i = 3,4. (3.5) 
Let N > max(N, , h}, i = 1, 2, 3, 4. We now show 1 x’(t)1 < N where x(t) 
is any solution of (2.1) with a(t) < x(t) < /l(t) on [a, b]. 
There exists to E (a, b) such that x(b) - x(a) = x’(t,) (b - a) and therefore 
1 x’(t,)( < X < N. There are four cases to be considered depending whether 
there exists a t, such that x’(t2) = N or x’(tJ = - N and whether t, > to 
or t, < to . Assume, for example, x’(t.J = N and t, > to . Then, there exists 
tr , with to < tI < t, such that x’(tl) = h and )r < x’(t) < N for t E (tl , t.J. 
Condition (vii) implies Vl(tl , x(tl), x’(Q) < z,&(X) and from (ii) we obtain 
from the theory of differential inequalities 
V& x, x’) < r,(t, 4 , h(4) (3.6) 
for t E [tl , t,]. However, conditions (3.3), (3.4) and (3.6) imply for t = t, 
L, -=I V&z , x(h), x’(tz>> d L, 3 
a contradiction. For the case in which x’(t.J = N and tz < to we obtain 
using (iii) 
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for t E [ta , t;l and a similar contradiction results. For the case in which 
x’(tJ = - N and t, > t,, , condition (v) leads to a contradiction, while for 
the case in which x’(t.J = - N and t, < t, , condition (vi) leads to a contra- 
diction. 
Remark. A special case of Theorem 3.2 is a result of Schrader [7] who 
assumed the existence of four positive continuous functions h,(t), i = 1,2,3,4 
defined for t >, 0, satisfying the condition 
s co tdt oqiy=+co’ (*I 
in which 
(I) f(t, x, x’) < h,(x’) for x’ 3 0, t E [a, b] and a(t) < x </3(t); 
(2) f(t, x, x’) > - /Z.&X’) for x’ 3 0, t E [a, b] and a(t) < x < /3(t); 
(3) f(t, x, x’) > - hs(- x’) for x’ < 0, t E [a, 61 and a(t) < x < j3(t); 
(4) f(t, x, x’) < h4(- x’) for x’ < 0, t E [a, b] and a(t) < x </3(t). 
Schrader showed that conditions (l), (2), (3), (4) implied that 1 x’(t){ is 
bounded and these results thus relaxed the more stringent Nagumo’s condi- 
tion 1 f(t, x, x’)l < h(j x’ I) where h satisfies the condition (*). Corresponding 
to conditions (I), (2), (3), (4) on f we construct, respectively, the four 
Lyapunov functions 
Vl(t, x, x’) = exp (t - x + J:’ -$$) for (t, x, x’) E Dr; 
V2(t, x, x’) = exp t + x + ( /r-j$j-) for(t,x,x’)EQ; 
Vs(t, x, x’) = exp (t + x + J,” +$-) for (t, x, x’) E Ds; 
Va(t, x, x’) = exp t - x + 
( s 
’ sds 
- 
Ix W ) 
for (t, x, x’) E De . 
Clearly Vi satisfy conditions (i), (iv) and (vii) of Theorem 3.2. Moreover 
condition (1) on f implies 
V;l(t, x, x’) = [exp (t - 32 + 11’ -f-&)1 [ 1 - 3’ + &f (4 x, 41 < VI . 
Hence (ii) and (“‘) 111 are satisfied with gl(tl , Vr) = I’, . In a similar manner 
we can show V,’ > V, , V,’ < V, and V,’ > V, . Thus, Schrader’s condi- 
tions imply the functions Vi satisfy the hypotheses of Theorem 3.2. 
Schrader also considered the cases where a(a) = /3(a) or where or(b) = p(b). 
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Clearly we can modify Theorem 3.2 to include these results as a special 
case. 
We may combine Theorems 3.1 and 3.2 to obtain the existence of solutions 
of (2.1) and (2.2). The proof is similar to that of Theorem 3.1 in [5] and we 
will omit it. A special case of our result is Theorem 3.1 in [7]. 
THEOREM 3.3. Let a(t) and p(t) E (?[a, b] with a(t) < /3(t) for t E [a, b]. 
Assume there exists two Lyapunov functions wt and w2 satisfying the hypotheses 
of Theorem 3.1 and four Lyapunov functions Vi , i = 1, 2, 3, 4 satisfying the 
hypotheses of Theorem 3.2. Then for any y and 6 satisfying a(a) < y < /3(a) 
and o(b) < 6 < p(b) the boundary value problem (2.1) and (2.2) has a solution. 
We now may state a result which will give sufficient conditions for the 
existence of solution of (2.1) on [ a, co). The proof is similar to that of Theo- 
rem 4.1 in [7] in that we show existence of solutions on [a, a + n] for any 
integer n. The standard diagonalization procedure is then used to obtain a 
solution x(t) defined on [a, 00). 
THEOREM 3.4. Let a(t), /3(t) E Cl[a, co) with a(t) < P(t) for t E [a, CO) 
and let f: [a, co) x R2 ---f R be continuous. Assume there exists two Lyapunov 
functions wI(t, x, x’) and w,(t, x, x’) satisfying the hypotheses of Theorem 3.1 
where now we replace [a, b] with [a, CO). Assume there exist two Lyapunov 
functions V, and V, satisfying the corresponding properties of Theorem 3.2 
with [a, b] replaced by [a, CO). More precisely assume 
(i) Vz(t, x, x’) + co as x’ + CO uniformly on compact subsets of 
[a, co) X {x: a(t) d x < B(t)>; 
(ii) V&(t, x, x’) 3 gz(t, V,) for t E [a, co), a(t) < x < p(t) and x’ 3 0; 
(iii) VJ(t, x, x’) + 00 as x’ -+ - 00 uniformly on compact subsets of 
[a, a) X {x: a(t) d x < B(t)>; 
(iv) V&(t, x, x’) >, g4(t, V,) for t E [a, co), a(t) < x < p(t) and x’ < 0; 
(v) there exists /Jo , i = 2, 4 where I&: [a, co) x [0, KI) -+ (0, CO) is 
continuous and &(u, v) is increasing in u for a fixed v such that for each T > a, 
Vi(t, x, x’) < &(T, 1 x’ 1) for t E [a, T] and a(t) < x < p(t); 
(vi) gi: [a, co) x [0, a) --f R, i = 2,4 such that for each t, E [a, CO) 
and r. E [0, co) aZZ solutions of r’ = gi(t, r), r(t,) = r0 exist on [a, t,]. 
Then, for any y satisfying a(a) < y < /3(a) there exist a solution of 
X” = f (t, x, x’), 44 = Y 
with o(t) < x(t) < p(t) for t E [a, co). 
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Remark. A special case of Theorem 3.4 is Theorem 4.1 in [7] since V, 
V, defined after Theorem 3.2 satisfy the conditions of Theorem 3.4. Notice 
for example that since g,(t, Vi) = Vi f or i = 2, 4, condition (vi) is satisfied. 
The other conditions are easily verified and we omit the details. 
Analogous to Theorem 3.4 an existence theorem for solutions on (- co, CO) 
can be formulated with minor modifications. We omit the details. 
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