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Reinforcement learning (RL) is a generic paradigm for the modeling and optimization of se-
quential decision making. In the recent decade, progress in RL research has brought about break-
throughs in several applications, ranging from playing video games, mastering board games, to
controlling simulated robots. To bring the potential benefits of RL to other domains, two elements
are critical: (1) Efficient and general-purpose RL algorithms; (2) Formulations of the original
applications into RL problems. These two points are the focus of this thesis.
We start by developing more efficient RL algorithms. In Chapter 2, we propose Taylor Expan-
sion Policy Optimization, a model-free algorithmic framework that unifies a number of important
prior work as special cases. This unifying framework also allows us to develop a natural algorith-
mic extension to prior work, with empirical performance gains. In Chapter 3, we propose Monte-
Carlo Tree Search as Regularized Policy Optimization, a model-based framework that draws close
connections between policy optimization and Monte-Carlo tree search. Building on this insight,
we propose Policy Optimization Zero (POZero), a novel algorithm which leverages the strengths
of regularized policy search to achieve significant performance gains over MuZero.
To showcase how RL can be applied to other domains where the original applications could
benefit from learning systems, we study the acceleration of integer programming (IP) solvers with
RL. Due to the ubiquity of IP solvers in industrial applications, such research holds the promise of
significant real life impacts and practical values. In Chapter 4, we focus on a particular formulation
of Reinforcement Learning for Integer Programming: Learning to Cut. By combining cutting plane
methods with selection rules learned by RL, we observe that the RL-augmented cutting plane
solver achieves significant performance gains over traditional heuristics. This serves as a proof-
of-concept of how RL can be combined with general IP solvers, and how learning augmented
optimization systems might achieve significant acceleration in general.
Table of Contents
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Chapter 1: Background on Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . 3
1.1 Markov Decision Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Overview of Reinforcement Learning Algorithms . . . . . . . . . . . . . . . . . . 6
1.2.1 Exact Solution Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 RL algorithms: learning with samples and approximations . . . . . . . . . 8
1.3 Reinforcement Learning Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.1 Classifications: model-based vs. model-free . . . . . . . . . . . . . . . . . 9
1.3.2 Model-free algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3.3 Model-based algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.4 Combining model-based and model-free algorithms . . . . . . . . . . . . . 15
Chapter 2: Model-free Algorithm Design:
Taylor Expansion Policy Optimization . . . . . . . . . . . . . . . . . . . . . . 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 Taylor Expansion for Reinforcement Learning . . . . . . . . . . . . . . . . . . . . 19
i
2.2.1 Taylor Expansion of Q-functions. . . . . . . . . . . . . . . . . . . . . . . 19
2.2.2 Taylor Expansion of Reinforcement Learning Objective . . . . . . . . . . . 21
2.3 Taylor Expansion for Policy Optimization . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Generalized Trust Region Policy Optimization . . . . . . . . . . . . . . . . 24
2.3.2 TayPO-:: Optimizing with :th order expansion . . . . . . . . . . . . . . . 25
2.3.3 TayPO-2 - Second-order Policy Optimization . . . . . . . . . . . . . . . . 28
2.4 Unifying the Concepts: Taylor Expansion as Return-based Off-policy Evaluation . 29
2.4.1 Taylor Expansion as Off-policy Evaluation . . . . . . . . . . . . . . . . . . 29
2.4.2 An Operator View of Trust Region Policy Optimization. . . . . . . . . . . 31
2.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5.1 Near On-Policy Policy Optimization . . . . . . . . . . . . . . . . . . . . . 32
2.5.2 General Distributed Policy Optimization . . . . . . . . . . . . . . . . . . . 33
2.5.3 Distributed Value-based Learning . . . . . . . . . . . . . . . . . . . . . . 34
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Chapter 3: Model-based Algorithm Design:
Monte-Carlo Tree Search as Regularized Policy Optimization . . . . . . . . . . 38
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.1 AlphaZero . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.2 Policy optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3 MCTS as regularized policy optimization . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2 A related regularized policy optimization problem . . . . . . . . . . . . . . 43
ii
3.3.3 AlphaZero as policy optimization . . . . . . . . . . . . . . . . . . . . . . 44
3.3.4 Generalization to common MCTS algorithms . . . . . . . . . . . . . . . . 46
3.4 Algorithmic benefits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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In the past decade, progress in reinforcement learning (RL) research has brought about break-
throughs in a few important applications, ranging from playing video games, mastering board
games, to controlling simulated robotic systems, and so on. Here, the word "reinforcement learn-
ing" is certainly an overloaded terminology. It can refer to a generic paradigm to define and model
the phenomenon of sequential decision making. At the same time, it can also refer to the solution
methods and algorithmic procedures that solve the optimization problems arising from sequential
decision making. As such, when someone says "let’s apply RL to some problems", it can refer to
a few things: (1) the reformulation of the original problem into an RL problem; (2) the choice and
implementation of RL algorithms that find good solutions.
For any particular application, the two steps above are arguably the most critical in bringing
out the full potential of RL, as in the case of successful applications mentioned above. Making
progress along these two steps will be the focus of this thesis.
After a background introduction on the RL basics in Chapter 2, we start with the development
of new and efficient RL algorithms in Chapter 2 and Chapter 3. Here, the objective is to develop
general purpose RL modules that can be applied to a wide range of applications, without assuming
specialized structure of the underlying problems. Our presentation is based on the traditional
dichotomy of RL algorithms into model-free and model-based methods. Despite the fact that
both classes of algorithms have each achieved high-profile success in recent years, there is still a
significant room for performance improvements.
In Chapter 2, we develop a new model-free algorithmic framework called Taylor Expansion
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Policy Optimization. The aim is to address the instability of model-free algorithms as a result
of off-policy learning. The resulting framework unifies a number of important prior RL algo-
rithms as special cases, and naturally induces algorithmic variants that lead to performance gains.
In Chapter 3, we develop a new model-based algorithmic formulation called Monte-Carlo Tree
Search as Regularized Policy Optimization. The work in this chapter is motivated by the opaque
design of AlphaZero when constructing heuristics for model-based planning. We shed light on the
connections between the seemingly unrelated model-based planning and model-free policy opti-
mization algorithms. This insight allows us to construct a new algorithm Policy Optimization Zero
(POZero), which outperforms AlphaZero.
Finally, in Chapter 4, we investigate a novel application of RL for integer programming. Fist,
we provide a motivations, and a brief background. We argue that integer programming (IP) is a
promising playground for RL research that could lead to fruitful results and significant impacts.
IP solvers are ubiquitous in industrial applications, making their potential acceleration through
machine learning highly valuable. However, due to the combinatorial nature of IP problems, IP
formulations are often difficult to solve. Provably efficient heuristic solutions are known for only a
few specific problem formulations. This provides a great opportunity for the "open-ended" learning
process entailed by RL. In principle, it should be possible to design RL-augmented IP solvers
whose performance exceeds traditional heuristics designed by human experts.
Yet, the central question remains as to how to formulate the process of obtaining solutions to
IP problems into an RL problem. In Chapter 4, we study a special case where we convert the
general purpose "cutting-plane" algorithm, a backbone component of modern IP solvers, into an
RL problem. Our formulation is compact and entails training using black-box RL algorithms. We
finally observe that the RL-augmented cutting plane solver achieves significant performance gains
over traditional heuristics. This serves as a proof-of-concept of how RL can be combined with
general IP solvers, and how the augmented system achieves acceleration.
The work in Chapter 2, Chapter 3 and Chapter 4 are based on three papers [1], [2] and [3]
respectively.
2
Chapter 1: Background on Reinforcement Learning
In this chapter, we provide background for basic concepts that will be useful for discussions
in the ensuing chapters. We focus on reinforcement learning (RL): the setup, problem definition,
as well as algorithms. Central to our presentation is that RL algorithms can be dichotomized into
model-free algorithms and model-based algorithms. We will introduce their definitions, instantia-
tions and important connections. They will each be the center of discussion in ensuing chapters.
1.1 Markov Decision Process
Reinforcement Learning (RL) is a general framework for sequential decision making [4]. We
start by introducing Markov Decision Process (MDP) the mathematical framework under which
RL algorithms operate.
In a Markov Decision Process (MDP) [5], an agent proceeds in discrete time steps C = 0, 1, 2...)
up to an horizon of ) steps. Here, the horizon ) can be either finite or infinite. Without loss of
generality, we consider the case where ) is infinite. Let X,A be the state space and action space
of the MDP. At the initial step C = 0, the agent is initialized at state G0 ∼ d drawn from an initial
state distribution d. At each subsequent step C ≥ 0, the agent is in state GC ∈ X and takes an action
0C ∈ A. Then the agent receives an immediate reward AC = A (GC , 0C) that depends on the state-
action pair. Here, the reward AC can also be a random variable, reparameterized as AC = A (GC , 0C , nC)
where nC is an i.i.d. noise at each time step. For simplicity, for the rest of the chapter we will
still write A (G, 0) in general. The agent also transitions to a next state GC+1 ∼ ?(·|GC , 0C) based on
the transition probability ?(G′|G, 0). When the state and action space are finite |X|, |A| < ∞, the
transition probability ?(G′|G, 0) could be represented as a transition matrix of size |X| × |X| × |A|.
It is important to note that since the transition ?(·|GC , 0C) and reward A (GC , 0C) depend solely on the
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current state-action pair (GC , 0C), without additional dependencies on the history Gg, 0g for g ≤ C−1.
This is part of the Markovian property of the MDP.
In a MDP, a sequence of state-action-reward tuples could be generated based on the process
described above (GC , 0C , AC)∞C=0. It is worth noting that in the description above, we have adopted the
terminologies from the RL literature, and naturally divided the interactive process into agent and
environment [4]: the agent takes action 0C given state GC ; the environment generates reward AC and
next state GC+1 based on a previous state-action pair (GC , 0C). Often times, the agent-environment
boundary is intuitive and determined by the problem formulation. As a concrete running example,
think of the agent as a human playing the computer game Pong and the environment as the game
engine. Each state GC corresponds to a screen shot image of the current game; each action 0C
corresponds to the movement of the paddle; and the reward AC records the immediate score achieved
by the player at time C.
Policy. A policy is defined as a mapping from the state to a distribution over actions: c : X ↦→
P(A). If an agent interacts with the environment under policy c, then at state GC , the agent takes
actions according to the probability distribution 0C ∼ c(·|GC). We can represent c as a tabular of
|X| × |A| entries, where the (G, 0)-th component is c(0 |G). A few important special examples of
policies: we can define cD as a uniform policy if cD (0 |G) = 1|A| for all 0 ∈ A; if at each state B,
c3 (0 |G) = 1 for some action 0 ∈ A, we call c3 a deterministic policy. In the Pong example, the
policy c can be thought of as a fixed strategy that the player adopts to play the game.
Value functions. The value function +c (G) of a policy is defined as the expected cumulative
reward achieved by following policy c, starting from state G.




 G0 = G
]
.
The expectation is with respect to both the stochasticity in the policy c, in the transition ?(G′|G, 0)
and in the reward A (G, 0). Here, the summation over rewards is weighted by a factor WC where
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W ∈ [0, 1] is the discount factor. The discount factor is chosen such that it reflects our preference
of the rewards: one might choose W < 1 to show that short-term rewards are preferable than long-
term ones. When W = 1, the value function +c (G) is only meaningfully defined for MDPs and
policies c where the expectation is finite [5]. It is important to note that the value function depends
critically on the policy c as it reflects the expected cumulative rewards one achieves by following
a particular strategy to interact with the environment. In the Pong example, we expect the strategy
adopted by an expert player c4 to yield much higher value functions than that achieved by a random
policy cD such that +c4 (G) ≥ +cD (G).
Similar to the definition of value functions +c (G), we can define Q-function as follows,




 G0 = G, 00 = 0
]
,
which is the expected cumulative rewards achieved by following c after starting with action 0 at
state G. By construction, Q-functions are related to value functions as+c (G) = E0∼c(·|G) [&c (G, 0)].
In addition, both Q-functions and value functions satisfy a set of consistency constraints called
Bellman equations [5],
+c (G) = E0∼c(·|G),G ′∼?(·|G,0) [A (G, 0) + W+c (G′)]
&c (G) = EG ′∼?(·|G,0),0′∼c(·|G ′) [A (G, 0) + W&c (G′, 0′)] .
We can rewrite the above equations in more compact formats. For example, let&c ∈ RX×A denote
a vector of dimension |X| × |A| such that the (G, 0)-th component is&c (G, 0). Similarly, we define
the vector ' ∈ RX×A for the reward function '(G, 0) B A (G, 0). We also define the transition
matrix %c ∈ R(X×A)×(X×A) such that %c (G′, 0′, G, 0) = ?(G′|G, 0)c(0′|G′). We can express the
Bellman equations for Q-function as a system of |X||A| equations in matrix forms,
&c = ' + W%c&c . (1.1)
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Let &c ∈ RX×A be a vector. One can show that if W < 1, & = &c is the unique solution to the
linear system Eqn (1.1). We will discuss applications of these equations in later sections.
Evaluation and Control. There are two core problems in the RL setup [4]. The first is evaluation,
where the objective is to compute the value function+c (G) (or Q-function&c (G, 0)) of a fixed pol-
icy c. This can be achieved by solving for the solution of the Bellman equations in Eqn (1.1).
The evaluation problem is usually considered as subroutine of the second problem: control. In
this case, the objective is to find the policy c which maximizes the value function averaged across
initial states G ∼ d
max
c
EG∼d [+c (G)] .
Let c∗ be the optimal solution to the above optimization problem. Note that c∗ might not be unique,
as there are problems where the optimal policies can be stochastic. It is further worth mentioning
that the Q-function &∗ = &c
∗
of the optimal policy c∗ satisfies the following optimality Bellman
equation,
&∗(G, 0) = EG ′∼?(·|G,0)
[





We will discuss how the evaluation and control interact in later sections.
1.2 Overview of Reinforcement Learning Algorithms
As discussed earlier, evaluation and control are two major problems studied in both classic
MDP and RL literature. We start by drawing a clear distinction between exact solution methods
adopted in classic MDP literature [5] and sample-based methods adopted by modern RL algo-
rithms. In summary, exact solution methods require access to the knowledge of the MDP, such
as the transition probability ?(G′|G, 0), whereas sample-based methods only require drawing sam-
ples G′ ∼ ?(·|G, 0) by interacting with the environment. In the following, we discuss a few exact
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solution methods upon which RL algorithms are built.
1.2.1 Exact Solution Methods
Traditional exact solution methods find approximations to &c for evaluation and find approx-
imations to c∗ for control. As alluded to earlier, a main feature of exact solution methods is that
they assume access to exact MDP parameters such as the transition matrix. We will see that this
becomes a major constraint when scaling up such methods to high-dimensional problems. Never-
theless, they build up conceptual cornerstones for later algorithms.
There are a few classes of exact solution methods, such as those based on linear programs [5].
Here, we will focus on iterative methods as they are more related to sample-based RL algorithms.
Evaluation: solving the Bellman equations. We can solve Eqn (1.1) by initializing a Q-function
&0 ∈ RX×A and applying the following iteration for all 8 ≥ 0,
&8+1 ← ' + W%c&8 .
It can be shown that ‖&8 −&c‖∞ = $ (W8) where the norm is defined as ‖E‖∞ B maxG,0 |E(G, 0) |.
This further implies the convergence &8 → &c. Note that in order to carry out the iteration, one
requires access to the exact matrix %c and vector '.
Control: policy iteration and value iteration. We introduce two exact iterative algorithms for
control. Policy Iteration (PI) focuses on learning the optimal policy. It starts by initializing a policy
c0 and then alternates between evaluating the policy to compute &c8 and improving the policy
c8+1 ← Greedy(&c8 ).
Here, computing &c8 requires the evaluation method as a subroutine. The operator Greedy(&)
takes in a vector & and returns the greedy policy with respect to & such that if c = Greedy(&)
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then c(0∗ |G) = 1 where 0∗ = arg max1 &(G, 1). It can be shown that the sequence of policy
monotonically improves over time, &c8+1 (G, 0) ≥ &c8 (G, 0) for all (G, 0).
While PI generates a sequence of improving policies, Value Iteration (VI) directly solves for
the optimal Q-function &∗ as defined by Eqn (1.2). It initializes &0 and iterates as follows
&8+1(G, 0) ← EG ′∼?(·|G,0)
[





for all (G, 0). It can be shown that the convergence rate is geometric ‖&8 −&∗‖∞ = $ (W8), which
further implies convergence &8 → &∗. However, similar to the evaluation case, the iterations
require access to the exact transition distribution ?(G′|G, 0).
1.2.2 RL algorithms: learning with samples and approximations
Though exact solution methods are attractive for obtaining accurate solutions given enough
computational and memory budget, they are limited in a few important aspects, making them only
applicable for problems of small scale.
Firstly, in many cases the exact transition distributions ?(G′|G, 0) are not available or hard to
specify. Instead, it is much easier to draw samples GC+1 ∼ ?(·|GC , 0C). In the Pong example, players
can generate samples by playing the game. It is, however, very difficult to specify the probability
of transitioning from one game state (one screen shot image) to another arbitrary state (another
screen shot image).
Secondly, for large-scale applications where the state and action space are of high dimensions,
it is computationally infeasible to maintain tables for Q-functions &c or policy c. Instead, one
needs to learn with approximations, such as compact parameteric representations of Q-functions
and policy. In the Pong example, states are images with potentially a large number of pixels
represented as integers, rendering it infeasible to apply exact solution methods.
Compact parametric approximations. We can represent both Q-functions and policies using
compact parameteric approximations. Assume that the state-action pair (G, 0) can be described by
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some :-dimensional feature vector q(G, 0) ∈ R: .
For the Q-function, we can design a function &k : R: ↦→ R with parameter k such that
&k (q(G, 0)) is an approximation to either the Q-function&c (G, 0) or optimal Q-function&∗(G, 0).
For the policy, we can parameterize a similar function 5\ : R: ↦→ R with parameter \ such that
5\ (q(G, 0)) represents the logits for action 0 at state G that define the policy. The final policy
is c(0 |G) B exp( 5\ (q(G, 0)))/
∑
1 exp( 5\ (q(G, 1))). Exact solution methods can be in general
interpreted as adopting a tabular representation of the Q-function and policy. We can recover
this case by setting the feature as an one-hot encoding such that q(G, 0) ∈ RX×A with (G, 0)-th
component to be one and zero otherwise.
In general, the features q(G, 0) can be human designed to reflect domain knowledge of the
underlying problems. For example, [6] carefully designs features for the game of backgammon.
With advances in deep learning [7, 8], it is more common to forgo explicit feature engineering and
instead parameterize &k or 5\ as neural networks. In the Pong example, we can input q(G, 0) as
raw pixels of the game and parameterize &k or 5\ by a convolutional neural network [9].
1.3 Reinforcement Learning Algorithms
We are now ready to present a number of RL algorithms useful to keep in mind for discussions
in future chapters.
1.3.1 Classifications: model-based vs. model-free
Traditionally, the intuitions of RL algorithms can be categorized into model-based and model-
free [4], and they are deeply rooted in how humans learn from experience in real life. On a high
level, the design of RL algorithms seeks to address the question: how to solve the evaluation or
control problems, if we only have samples from ?(G′|G, 0) instead of the exact distributions?
Model-based algorithms propose to learn an approximation transition table ?\ (G′|G, 0) ≈ ?(G′|G, 0)
where ?\ can be a parametric transition function. For example, one can think of the empirical
distribution ?̂(G′|G, 0) generated by sampled transitions as a coarse approximation to ?(G′|G, 0).
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After learning the approximation ?\ , one can run exact solution methods with the learned model
to improve the policy or Q-functions. A primary advantage of model-based algorithms is that the
transitions ?(G′|G, 0) do not depend on policy c and hence are much more stable targets to learn.
This is in direct contrast to Q-function &c, which changes with c.
Model-free algorithms directly bypass learning the transition function. The motivation is that
it is difficult to learn transition probabilities exactly, and it is further unclear how inaccuracies in
transition probabilities translate into the sub-optimality of the learned policies. Instead, given sam-
pled transitions, it might be possible to directly approximate &c or &∗, without learning transition
models at all. Conceptually, model-free learning reduces the learning complexity from the transi-
tion table of size |X| × |X| × |A| into |X| × |A|. However, since Q-functions &c depend on policy
c, the learning process can be made unstable due to a changing c. We will elaborate on this point
further later in this section.
Arguably, humans behaviors exhibit both model-based and model-free learning. For example,
explicit forward planning can be thought of as a form of model-based learning, such as designing
a road map to drive from one city to another. The imaginary trajectory one constructs in the
mind could be interpreted as a form of mental model. There are many tasks which humans learn
to complete without careful planning beforehand. For example, expert drivers have learned to
map directly from observed scenes to how to steer the wheels, without accurate knowledge of
underlying mechanics of the vehicles.
Below, we introduce a few important model-free and model-based algorithms that will pave
the way for discussions in future chapters. We will mostly focus on the control problem of RL.
1.3.2 Model-free algorithms.
Most model-free algorithms are derived as stochastic approximations to exact algorithms such
as PI and VI [10]. From PI, model-free algorithms are usually instantiated as policy based, in that
the algorithm focuses on learning an optimal policy; from VI, model-free algorithms are usually
instantiated as value based, where the focus is instead on learning optimal Q-functions. In theory,
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learning optimal policies and learning optimal Q-functions should be equivalent. However, in
practice, policy based and value based algorithms differ significantly in how they represent and
learn parameters of the RL agent.
Policy based algorithms. Policy based algorithms explicitly parameterize and iteratively im-
prove the policy c\ (0 |G). PI alternates between policy evaluation, which learns the Q-function
&c8 (G, 0) under the current policy; and policy improvement, which induces an improved pol-
icy c8+1 by being greedy with respect to &c8 (G, 0). In practice, with sample-based learning, Q-
functions are approximated by function approximations &k ≈ &c8 with potential errors, it might
be too aggressive to induce c8+1 as a greedy policy with respect to &k . Instead, one might consider





E0∼c(·|G) [&c8 (G, 0)] − U (c(·|G), c8 (·|G))
]
,
where ` is some distribution over state, U > 0 is a trade-off constant and  (?, @) is a divergence
between distribution ? and @. It can be defined through some external behavior distribution [11]
or near on-policy distribution [12]. The local optimization objective consists of two terms: the
first term, E0∼c(·|G) [&c8 (G, 0)] encourages the solution c to be greedy with respect to &c8 ; the
second term, −U (c(·|G), c8 (·|G)) encourages c to stay close to the previous policy iterate c8, as
measured by the divergence . Combining the two terms, the objective encourages the new policy
c8+1 to solve a regularized policy optimization problem. When U = 0, the above iterative algorithm
recovers PI. In practice, it is always helpful to set U > 0 because &c8 needs to be replaced by
&k ≈ &c8 which can be inaccurate. In this case, the divergence term prevents the optimization
procedure from being too greedy.
When the policy c8 is parameterized as c\8 with parameter \8, the above local optimization can





E0∼c\ (·|G) [&c\8 (G, 0)] − U
(




In prior literature, this algorithm can be instantiated as conservative policy iteration [12] or trust
region policy search [13, 14]. These algorithms share the common intuition of regularized pol-
icy optimization but might implement the algorithm different: [13] implements a hard constraint
 (c\ , c\8 ) ≤ n for some budget n > 0; [12] proposes to determine the constraint size using a line
search procedure to ensure improvements; [14] enforces an implicit constraint by ratio clipping;
more recently, [15, 16] carefully adapts U to yield state-of-the-art performance on a number of
challenging benchmark tasks.
As discussed above, the framework of regularized policy optimization encompasses a number
of important algorithms. This framework will continue to be the center of discussion in Chapter 2
and Chapter 3.
Value based algorithms. We briefly introduce the conceptual ideas of value based algorithms, as
they will be discussed in further details in Chapter 2. Value-based algorithms prioritize the learning
of Q-functions parameterized as&k (G, 0). Here, one can choose to either learn the Q-function of a
particular policy &c (G, 0) or the optimal Q-function &∗(G, 0). Here, the policy c might be defined
as the greedy policy with respect to previous Q-function iterates. In both cases, the idea is to find
\ such that the Bellman equations in Eqn (1.1) (or optimality Bellman equations in Eqn (1.2)) are
approximately satisfied. We define the Bellman errors, a scalarized function that measures how





&\ (G, 0) − A (G, 0) − WE0′∼c(·|G ′) [&\ (G′, 0′)]
)2]
. (1.3)
Here the notaiton (G, 0, A, G′) ∼ D denotes that the transitions might be through an implicit pro-
cedure D, such as sampling from a buffer [17]. The expectation could also be defined such that
(G, 0, A, G′) are sampled according to some fixed distribution. When c is a fixed policy, the global
minimizer of the above equation is &c; when c is a greedy policy with respect to &\ (G, 0), the
above loss measures how well &\ satisfy the optimality Bellman equation, and hence the global
minimizer is &∗.
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In order to accelerate the Bellman error based learning procedure, prior work has proposed a
number of heuristics that facilitate better combination of the algorithm with function approxima-
tions. These include target networks [17], double Q-learning [18, 19], multi-step learning [20]
among others. In Chapter 2, we discuss techniques that facilitate more efficient learning of value
functions.
1.3.3 Model-based algorithms
As alluded to before, one potential disadvantage of model-free algorithms is that the quantities
to learn are non-stationary. For example, a policy-based algorithm usually produces a sequence
of policies cC , C = 1, 2... at each iteration C. In an actor-critic framework [4], the algorithm also
learns value functions (or Q-functions) +kC ≈ +cC with parameter kC at iteration C, to approximate
the value function of the corresponding policy +cC . Since the policy keeps changing over time, the
target +cC also changes, making the learning problem +kC ≈ +cC non-stationary and therefore more
difficult. Similar arguments hold for value-based algorithms.
Model-based algorithms seek to learn the transition matrix ?\ (G′|G, 0) ≈ ?(G′|G, 0) with a
model ?\ (G′|G, 0). On a high level, one can think of model-based algorithms as starting by learning
the model ?\ (G′|G, 0) then plugging the model into exact solution methods. In this case, the exact
solution methods are thought of as black box that takes a model ?\ (G′|G, 0) as the input, and
outputs the solution such as the optimal policy to the model c̃∗ = solution(?\). When ?\ (G′|G, 0)
is a good approximation to ?(G′|G, 0), we can expect the solution c̃∗ to be a decent proxy to the
optimal policy c∗. Since the true model ?(G′|G, 0) is a stationary, the model learning ?\ ≈ ? can
be thought of as a supervised learning problem1.
Learning the reward function. So far in the presentation we have omitted the learning of reward
function A\ (G, 0) ≈ A (G, 0). Since the reward functions are also unknown A (G, 0) they also need to
1This is not exactly true. In practice, the data that the algorithm uses to learn the model is usually generated from
a policy that depends on the model. For example, the data-collecting policy can be the solution c̃∗ to the current
model. This creates some non-stationarity in the model-learning process. Nevertheless, learning a model is closer to
supervised learning than learning a changing value function.
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be approximated. We focused on learning the transition ?(G′|G, 0) mainly because the rewards are
stationary quantities of much smaller size than the transition. We present a few practical methods
for learning both the reward function A\ and transition function ?\ .
Practical methods for learning models. In tabular environments, where |X| and |A| are relative
small, one can learn a model by maintaining |X| × |A| count vectors, each denoted as #̂G,0 of size
|X|. The learned transition matrix is defined as ?̂G,0 (G′) = #̂G,0 (G′)/
∑
H #̂G,0 (H). In case #̂G,0 (G′) =
0 for all G′, we define ?̂G,0 (G′) = 1/|X|. The reward Â (G, 0) can be represented as a vector of size
|X| × |A|. When observing a transition (G, 0, A, G′) the algorithm updates: #̂G,0 (G′) = #̂G,0 + 1
and Â (G, 0) = (A + #Â (G, 0)) /(1 + #) where # = ∑G ′ #̂G,0 (G′). This learning procedure is fairly
intuitive and we can guarantee ?̂ → ? and Â → A under mild conditions of the data collecting
process. In high-dimensional problems, where |X| is large or even infinite, the above method does
not work. Intuitively, this is because due to the high dimension, it is common that certain transition
(G, 0, G′, A) only appears once in the data. It is therefore not feasible to maintain a meaningful
count table that defines the transition. Maintaining the huge count table is also computationally
expensive.
In recent years, with rising interests in model-based RL algorithms, it is common to use func-
tion approximation such as neural networks to learn models (see, e.g., [21, 22]). Assume that both
the state space and action space are continuous such that |X| = |A| = ∞. The algorithm maintains
two neural networks ?\ and A\ , both taking a state-action pair (G, 0) as inputs. ?\ outputs a vector
of size |X|, while A\ outputs a scalar. The loss function is
E(G,0,A,G′)∼
[
(?\ (G, 0) − G′)2 + (A\ (G, 0) − A)2
]
,
where  is a dataset of transitions. When the loss is minimized, one expects that the learned model
properly approximates the true dynamics ?\ (G, 0) ≈ ?(·|G, 0) and A\ (G, 0) ≈ A (G, 0)2.
2It is clear from the loss function that under certain conditions of , the minimizer is ?\ (G, 0) =
EG′∼? ( · |G,0) [G ′ |G, 0]. In other words, the learned model learns the ’mean transition’. This is not the correct model
when ?(·|G, 0) is stochastic. Indeed, most modern model-based RL literature concerns deterministic dynamics (as
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However, one might further argue that it is not necessary to learn the true transitions ?(G′|G, 0),
as learning the model is not perfectly aligned with the objective of maximizing returns. Indeed, the
recent line of work on MuZero [23] shows that it suffices to learn models that are good for solving
the RL problem, without learning the true dynamics. We defer such details in Chapter 3.
1.3.4 Combining model-based and model-free algorithms
Since the early days of RL, there is the natural idea of combining model-based and model-free
algorithms so that one can combine the best of both worlds [4].
Dyna is one of the earliest algorithm that combines model-free and model-based RL com-
ponents [4]. After learning a model ?\ ≈ ?, Dyna uses transitions generated from the learned
model (G, 0, A, G′) ∼ ?\ as inputs to the model-free algorithm such as Q-learning. As such, the
Q-learning algorithm learns from two sources of experiences: ’real’ transitions that come from
the true environment, and ’simulated’ transitions that come from the learned model. Since model-
free algorithms are generally data inefficient, ’simulated’ transitions from the learned model can
potentially provide learning signals that reduce the sample complexity of the original model-free
algorithm, as measured by the ’real’ transitions.
Many more modern alternatives exist. In fact, most recent combinations of model-based and
model-free RL algorithms, could be understood as ’model-free algorithms augmented by a model’,
though their detailed implementations might differ significantly. On a high level, these algorithms
use a learned model to introduce potentially useful learning signals to the main model-free algo-
rithm. For example, policy based actor-critic algorithms can be combined with learned models,
in the form of fine-tuning [21], computing policy gradient [24], or directly training the policy on
learned models [25, 26, 27, 28]; value based algorithms such as Q-learning can be combined with
learned models, by using the model to refine estimation of target Q-values [29, 30]. Finally, learned
models can also be used for open loop planning [31] when combined with a carefully designed data
collection process.
they are mostly applied to robotics or game systems, most of which have deterministic transitions).
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The combination of model-free and model-based algorithms can lead to significant break-
throughs in long-standing AI challenges. For example, by combining Monte-Carlo planning, pol-
icy improvements and learned model, MuZero [23] achieves super human performances on a wide
range of environments, such as board games and Atari games. Overall, the combination of model-
free and model-based algorithms is certainly a fruitful direction for future research and can have
major impacts on how RL might achieve further improvements in more practical scenarios. In
Chapter 3, we will discuss how a unifying view of seemingly distinct model-free and model-based
algorithms leads to a better combination of both paradigms.
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Chapter 2: Model-free Algorithm Design:
Taylor Expansion Policy Optimization
In this chapter, we focus on the discussion over a novel model-free algorithmic framework
Taylor Expansion Policy Optimization. This framework generalizes a number of important prior
work (e.g., CPI, TRPO, PPO) as a first-order special case. We also show that Taylor expansions
intimately relate to operator-based off-policy evaluation. Finally, we show that this new formu-
lation entails modifications which improve the performance of several state-of-the-art distributed
algorithms.
2.1 Introduction
Policy optimization has long been a major framework in model-free RL, with successful ap-
plications in a number of challenging application domains (see, e.g., [32, 33, 34]). Along with
scaling up to powerful computational architecture [35, 36], significant algorithmic performance
gains are driven by insights into the drawbacks of naive policy gradient algorithms [37]. Among
all algorithmic improvements, two of the most prominent are: trust region policy search [13, 14,
15, 16] and off-policy corrections [20, 38, 39, 36].
At the first glance, these two streams of ideas focus on orthogonal aspects of policy optimiza-
tion. For trust region policy search, the idea is to constrain the size of policy updates. This limits
the deviations between consecutive policies and lower bounds the performance of the new policy
[12, 13]. On the other hand, off-policy corrections require that one accounts for the discrepancy
between target policy and behavior policy. Prior work [36] has observed that the corrections are es-
pecially useful for distributed algorithms, where behavior policy and target policy typically differ.
Both algorithmic ideas have contributed significantly to stabilizing policy optimization.
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In this work, we partially unify both algorithmic ideas into a single framework. In particular, we
noticed that as a ubiquitous approximation method, Taylor expansions share high-level similarities
with both trust region policy search and off-policy corrections. To get high-level intuitions of such
similarities, consider a simple 1-d example of Taylor expansions. Given a sufficiently smooth real-
valued function on the real line 5 : R→ R, the :-th order Taylor expansion of 5 (G) at G0 is defined
as








where 5 (8) (G0) are the 8-th order derivatives at G0. First, a common feature shared by Taylor ex-
pansions and trust region policy search is the inherent notion of a trust region constraint. Indeed,
in order for convergence to take place, a trust region constraint is required |G − G0 | < '( 5 , G0)1.
Second, when using the truncation as an approximation to the original function 5 (G) ≈ 5 (G),
Taylor expansions satisfy the requirement of off-policy evaluations: evaluate target policy with
behavior data. Indeed, to evaluate the truncation 5 (G) at any G (target policy), one only requires
the behavior policy “data” at G0 (i.e., derivatives 5 (8) (G0)).
This chapter proceeds as follows. In Section 2, we start with a general result of applying Taylor
expansions to Q-functions. When we apply the same technique to the RL objective, we reuse the
general results and derive a higher-order policy optimization objective. This leads to Section 3,
where we formally present the Taylor Expansion Policy Optimization (TayPO) and generalize prior
work [13, 14] as a first-order special case. In Section 4, we make clear the connection between
Taylor expansions and &(_) [40], a popular return-based off-policy evaluation operator. Finally
in Section 4, we show the performance gains due to the higher-order objectives across a range of
state-of-the-art distributed deep RL agents.
1Here, '( 5 , G0) is the convergence radius of the expansions, which in general depends on the function 5 and origin
G0.
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2.2 Taylor Expansion for Reinforcement Learning
We start by recalling some basic definitions of RL, and introducing some new notations.
Consider a MDP with state space X and action space A. Let policy c(·|G) be a distribution
over actions conditional on state G. At a discrete time C ≥ 0, the agent in state GC takes action
0C ∼ c(·|GC), receives reward AC = A (GC , 0C), and transitions to a next state GC+1 ∼ ?(·|GC , 0C).
We assume a discount factor W ∈ [0, 1). Let &c (G, 0) be the action value function (Q-function)
from state (G, 0) and following policy c. For convenience, we use the notation 3cW (·, ·|G0, 00, g)
to denote the discounted visitation distribution starting from state-action pair (G0, 00) and follow-
ing c, such that 3cW (G, 0 |G0, 00, g) = (1 − W)W−g
∑
C≥g W
C%(GC = G |G0, 00, c)c(0 |G). We thus have
&c (G, 0) = (1 − W)−1E(G ′,0′)∼3 cW (·,·|G,0,0) [A (G′, 0′)]. We focus on the RL objective of optimizing
maxc  (c) B Ec,G0 [
∑
C≥0 W
CAC] starting from a fixed initial state G0.
We formalize some matrix notations. For ease of analysis, we assume that X,A are both
finite. Let ' ∈ R|X|×|A| denote the reward function and %c ∈ R|X||A|×|X||A| denote the transition
matrix such that %c (G, 0, H, 1) = ?(H |G, 0)c(1 |H). We also define &c ∈ R|X|×|A| as the vector
Q-function. Such matrix notations facilitate easy manipulations of equations, for example, the
Bellman equation writes &c = ' + W%c&c.
2.2.1 Taylor Expansion of Q-functions.
We state the Taylor expansion of Q-functions below. The motivation of the expansion is the
following: assume we aim to estimate&c (G, 0) for target policy c, and we only have access to data
collected under a behavior policy `. Since &` (G, 0) can be readily estimated with the collected
data, how do we approximate &c (G, 0) with &` (G, 0)?
Clearly, when c = `, &c = &`. Whenever c ≠ `, &c starts to deviate from &`. We apply
Taylor expansion to describe the deviation &c −&` in the orders of %c − %`. Specifically, we can
derive the following,
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W( − W%`)−1(%c − %`)
) +1
&c .
In addition, if | |c − ` | |1 B maxG
∑
0 |c(0 |G) − `(0 |G) | < (1 − W)/W, then the limit for  → ∞





W( − W%`)−1(%c − %`)
) :
&`︸                                   ︷︷                                   ︸
B*:
. (2.1)
The constraint between c, ` is a result of the convergence radius of the Taylor expansion. The
derivation follows by recursively applying the following equality &c = &` + W( − W%`)−1(%c −
%`)&c . Please refer to the Appendix A.2 for a proof. For ease of notations, denote the :-th term
on the RHS of (Eqn (2.1)) as*: . This gives rise to &c −&` =
∑∞
:=1*: .
To represent &c −&` more explicitly with the deviation between c and `, consider a diagonal
matrix c/` (G, 0, H, 1) = c(0 |G)/`(1 |H) · XG=H,0=1 where G, H ∈ X, 0, 1 ∈ A and where X is the
Dirac delta function; we restrict to the case where `(0 |G) > 0,∀G, 0. This diagonal matrix c/`− 




(W( − W%`)−1%` (c/` − )):&` . (2.2)
We will see that this expansion (Eqn (2.2)) is be useful when we derive in Section 2.3 the Taylor
expansion of the difference between the performances of two policies,  (c) −  (`). In Section 2.4,
we will also provide the connection between Taylor expansion and off-policy evaluation.
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2.2.2 Taylor Expansion of Reinforcement Learning Objective
When searching for a better policy, we are often interested in the difference  (c) −  (`). With
Eqn (2.2), we can derive a similar Taylor expansion result for  (c) −  (`). Let cC (resp. `C) be the
shorthand notation for c(0C |GC) (resp. `(0C |GC)). Here, we formalize the orders of the expansion as
the number of times that ratios cC/`C − 1 appear in the expression, e.g., the first-order expansion
should only involve cC/`C − 1 up to the first order, without higher order terms, e.g., cross product
(cC/`C − 1) (cC ′/`C ′ − 1). We denote the :-th order as !: (c, `) and by construction  (c) −  (`) =∑∞
:=1 !: (c, `). Now we derive practically useful expressions for !: (c, `).
We provide a derivation sketch here and leave the details to Appendix A.6. Let c0, `0 ∈ R|X|×||
be the joint distribution of policies and state at time C = 0 such that c0(G, 0) = c(0 |G)XG=G0 . Note
that the RL objective equivalently writes  (c) = +c (G0) =
∑
0 c(0 |G0)&c (G0, 0), and can be
expressed as an inner product  (c) = c)0&
c. This allows us to import results from (Eqn (2.2))
 (c) −  (`) = c)0&
c − `)0&
` (2.3)













By reading off different orders of the expansion from the RHS of (Eqn (2.3)), we derive in
general
!1(c, `) = (c0 − `0))&` + `)0*1, (2.4)
!: (c, `) = (c0 − `0))*:−1 + `)0*: , ∀: ≥ 2.
It is worth noting that the :th order expansion of the RL objective !: (c, `) is a mixture of the
(: − 1)th and :th order Q-function expansions. This is because  (c) integrates &c over the initial
c0 and the initial difference c0 − `0 contributes one order of difference in !: (c, `).
Below we illustrate the results for : = 1, 2, and : ≥ 3. To make the results more intuitive, we
convert the matrix notation of Eqn (2.3) into explicit expectations under `.
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To be precise !1(c, `) = (1−W)−1× (Eqn (2.5)) to account for the normalization of the distribution
3
`
W . Note that !1(c, `) is exactly the same as surrogate objective proposed in prior work on scalable
policy optimization [12, 13, 14]. Indeed, these works proposed to estimate and optimize such a
surrogate objective at each iteration while enforcing a trust region. In the following, we generalize
this objective with Taylor expansions.
















Accounting for the normalization, !2(c, `) = W(1 − W)−2×(Eqn (2.6)). To calculate the above
expectation, starting from (G0, 00), first sample a pair (G, 0) from the discounted distribution
3
`
W (·, ·|G0, 00, 0). Then use (G, 0) as the starting point and sample another pair from 3`W (·, ·|G, 0, 1).
This implies that the second-order expansion can be estimated only via samples under `, which
will be essential for policy optimization in practice.
It is worth noting that the second state-action pair (G′, 0′) ∼ 3`W (·, ·|G, 0, 1) with the argument
g = 1 instead of g = 0. This is because !: (c, `), : ≥ 2 only contains terms cC/`C − 1 sampled
across strictly different time steps.
Higher-order expansions. Similar to the first-order and second-order expansions, higher-order
expansions are also possible by including proper higher-order terms in cC/`C − 1. For general
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 ≥ 1, ! (c, `) can be expressed as follows (omitting normalization constants)





c(0 (8) |G (8))
`(0 (8) |G (8))
− 1
)
&` (G ( ) , 0 ( ))
]
. (2.7)
Here, (G (8) , 0 (8)), 1 ≤ 8 ≤  are sequentially sampled, each following a discounted visitation
distribution conditional on the previous state-action pair. We show their detailed derivations in
Appendix A.6. We will discuss the trade-off of different orders  in Section 2.3.
Interpretation & intuition. Evaluating  (c) with data under ` requires importance sampling
(IS)  (c) = E`,G0 [(ΠC≥0
cC
`C
) (∑C≥0 WCAC)]. In general, since c can differ from ` at all |X||A| state-
action pairs, computing  (c) exactly with full IS requires corrections at all steps along gener-
ated trajectories. First-order expansion (Eqn (2.5)) corresponds to carrying out only one single
correction at sampled state-action pair along the trajectories: indeed, in computing (Eqn (2.5)),
we sample a state-action pair (G, 0) along the trajectory, and calculate one single IS correction
(c(0 |G)/`(0 |G) − 1). Similarly, the second-order expansion (Eqn (2.6)) goes one step further and
considers the IS correction at two different steps (G, 0) and (G′, 0′). As such, Taylor expansions of
the RL objective can be interpreted as increasingly tight approximations of the full IS correction.
2.3 Taylor Expansion for Policy Optimization
In high-dimensional policy optimization problems where exact algorithms such as dynamic
programming is not feasible, it is necessary to learn from sampled data. In general, the sampled
data are collected under a behavior policy ` different from the target policy c. For example, in
trust region policy search (e.g., TRPO, [13]; PPO, [14]), c is the new policy while ` is a previous
policy; in asynchronous distributed algorithms [35, 36, 41, 42], c is the learner policy while ` is
delayed actor policy. In this section, we show the fundamental connection between trust region
policy search and Taylor expansions, and propose the generalframework of Taylor expansion
policy optimization (TayPO).
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2.3.1 Generalized Trust Region Policy Optimization
For policy optimization, it is necessary that the update function (e.g. policy gradients or surro-
gate objectives) can be estimated with sampled data under behavior policy `. Taylor expansions
are a natural paradigm to satisfy this requirement. Indeed, to optimize  (c), consider optimizing2
max
c





!: (c, `). (2.8)
Though we have shown that for all :, !: (c, `) are expectations under `, is not practical to unbi-
asedly estimate the RHS of Eqn (2.8) because it involves an infinite number of terms. In practice,
we could consider truncating the objective up to  -th order
∑ 
:=1 !: (c, `) (and dropping  (`)
because it does not involve c).
However, for any fixed  , optimizing the truncated objective
∑ 
:=1 !: (c, `) in an uncon-
strained way is dangerous: As c, ` become increasingly different, the approximation  (`) +∑ 
:=1 !: (c, `) ≈  (c) becomes more inaccurate and we stray away from optimizing the objec-
tive of interest  (c). The approximation error comes from the residual  =
∑∞
:= +1 !: (c, `) —
to control the magnitude of the residual, it is natural to constrain | |c − ` | |1 ≤ n with some n > 0.
Indeed, it is straightforward to show that
| | | |∞ ≤ (
W
1 − W n)
 +1(1 − W
1 − W n)
−1 'max
1 − W ,
where 'max = maxG,0 |A (G, 0) |.3 We formalize the entire local optimization problem as generalized





!: (c, `), | |c − ` | |1 ≤ n . (2.9)
2Once again, the equality  (c) =  (`) +∑∞:=1 !: (c, `) holds under certain conditions, detailed in Section 4.
3Here we define | | | |∞ B maxG,0 | (G, 0) |.
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Monotonic improvement. While maximizing the surrogate objective under trust region con-
straints (Eqn (2.9)), it is desirable to have performance guarantee on the true objective  (c). Below,
Theorem 2.3.1 summarizes the result.
Theorem 2.3.1. (proved in Appendix A.3) When the policy c is optimized based on the trust region
objective Eqn (2.9), the performance  (c) is lower bounded as
 (c) ≥  (`) +
 ∑
:=1












Note that if n < (1 − W)/W, then as  → ∞, the gap  → 0. Therefore, when optimizing c
based on Eqn (2.9), the performance  (c) is always lower-bounded according to Eqn (2.10); see
Appendix A.1 for detailed derivations.
Connections to prior work on trust region policy search. The Generalized TRPO extends
the formulation of popular prior work, e.g., TRPO/PPO of [13, 14]. Indeed, idealized forms of
these algorithms are a special case when  = 1, though for practical purposes the ℓ1 constraint is
replaced by averaged KL constraints4.
2.3.2 TayPO-:: Optimizing with :th order expansion
Though there is a theoretical motivation to enforce trust regions for policy optimization [13,
15], in practice it is not always applied. Trust region algorithms typically alternate between data
collection and parameter updates; and do not fully leverage distributed computational architectures
with naive implementations of the trust regions. Indeed, in asynchronous distributed policy gra-
dient algorithms [35, 36], trust regions are rarely explicit: these algorithms already benefit from
large-scale architecture and careful off-policy corrections [20, 36], to achieve state-of-the-art per-
formance on benchmark domains. Therefore, we focus on the setting where no trust region is
4Instead of forming the constraints explicitly, PPO [14] enforces the constraints implicitly by clipping IS ratios.
25
explicitly enforced. We introduce a new family of algorithm TayPO-: , that applies the :th order
Taylor expansions for policy optimization.
Unbiased estimations with variance reduction. In practice, !: (c\ , `) as expectations under `
can be estimated as !̂: (c\ , `) over a single trajectory. Take  = 2 as an example: Given a tra-
jectory (GC , 0C , AC)∞C=0 by `, assume we have access to some estimates of &
` (G, 0), e.g., cumulative
returns. To generate a sample from (G, 0) ∼ 3`W (G0, 00, 0), first sample a random time with geomet-
ric distribution with success probability 1 − W, i.e., C ∼ Geometric(1 − W). Second, sample another
random time C′ with geometric distribution Geometric(1 − W) but conditional on C′ ≥ 15. Then the










&` (GC+C ′, 0C+C ′).
Further, the following shows the effect of replacing Q-values &` (G, 0) by advantages ` (G, 0) =
&` (G, 0) −+ ` (G).
Theorem 2.3.2. (proved in Appendix A.4) The computation of !: (c, `) based on Eqn (2.7) is exact
when replacing &` (G, 0) by ` (G, 0), i.e. !: (c, `), : ≥ 1 can be expressed as





c(0 (8) |G (8))
`(0 (8) |G (8))
− 1
)
` (G ( ) , 0 ( ))
]
.
In practice, when computing the estimate !̂: (c, `), replacing &̂` (G, 0) by ̂` (G, 0) renders the
estimator unbiased yet potentially reduces variance. This naturally recovers the result in prior work
with  = 1 [43].
Higher-order objectives and trade-offs. When  ≥ 3, we can construct objectives with higher-
order terms. The motivation is that with high  ,
∑ 
:=1 !: (c\ , `) forms a closer approximation to
the objective of interest  (c) −  (`). However, why not then have  as large as possible? This
5As explained in Section 2.2, because !2 (c, `) contains IS ratios at strictly different time steps, it is required that
C ′ ≥ 1.
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Figure 2.1: Experiments on a small MDP. The G-axis measures |c − ` |1 and the H-axis shows
the relative errors in off-policy estimates. All errors are computed analytically. Solid lines are
computed with ground-truth rewards ' while dashed lines with estimates '̂.
comes at a trade-off. For example, let us compare !1(c\ , `) and !1(c\ , `) + !2(c\ , `): Though
!1(c\ , `) + !2(c\ , `) forms a closer approximation to  (c) −  (`) than !1(c) in expectation,
it could have higher variance during estimation when e.g. !1(c\ , `) and !2(c\ , `) have a non-
negative correlation. Indeed, as  → ∞, ∑ :=1 !: (c\ , `) approximates the full IS correction,
which has notoriously high variance [20].
How many orders are sufficient in practice? Though the higher-order policy optimization for-
mulation generalizes previous results [13, 14] as an first-order special case, does it suffice to only
include first-order terms in practice?
To assess the effects of Taylor expansions, consider a policy evaluation problem on a random
MDP (see Appendix A.8 for detailed setup): Given a target policy c and a behavior policy `, the
approximation error of the  -th order expansion is calculated as 4 = &c − (&` +
∑ 
:=1*: ). In
Figure 2.1, We show the relative errors | |4 | |1/| |&c | |1 as a function of n = | |c − ` | |1. Ground-
truth quantities such as &c are always computed analytically. Solid lines show results where all
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estimates are also computed analytically, e.g., &` is computed as ( − W%`)−1'. Observe that the
errors decrease drastically as the expansion order  ∈ {0, 1, 2} increases. To quantify how sample
estimates impact the quality of approximations, we re-compute the estimates but with ' replaced
by empirical estimates '̂. Results are shown in dashed curves. Now comparing  = 1, 2, observe
that both errors go up compared to their fully analytic counterparts - both become more similar
when n is small.
This provides motivations for second-order expansions. While first-orders are a default choice
for popular deep RL algorithms [13, 14], from the simple MDP example we see that the second-
order expansions could potentially improve upon the first-order, even with sample estimates. While
higher-order expansions are possible, in practice it is not clear that higher-orders would bring
significant gains to the second-order.
Algorithm 1 TayPO-2: Second-order policy optimization
Require: policy c\ with parameter \ and U, [ > 0
while not converged do
1. Collect partial trajectories (GC , 0C , AC))C=1 under behavior policy `.
2. Estimate on-policy advantage from the trajectories ̂` (GC , 0C).
3. Construct first-order/second-order surrogate objective function !̂1(c\ , `), !̂2(c\ , `) ac-
cording to (Eqn (2.5), Eqn (2.6)) respectively, replacing &` (G, 0) by ̂` (G, 0).
4. The full objective !̂\ ← !̂1(c\ , `) + !̂2(c\ , `) for some .
5. Gradient update \ ← \ + U∇\ !̂\ .
end while
2.3.3 TayPO-2 - Second-order Policy Optimization
From here onwards, we focus on TayPO-2. At any iteration, the data are collected under
behavior policy ` in the form of partial trajectories (GC , 0C , AC))C=1 of length ) . The learner maintains
a parametric policy c\ to be optimized. First, we carry out advantage estimation ̂` (G, 0) for state-
action pairs on the partial trajectories. This could be naively estimated as




C ′−C ++q (G) )W)−C −+q (GC),
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where +q (G) are value function baselines. One could also adopt more advanced estimation tech-
niques such as generalized advantage estimation (GAE, [43]). Then we construct surrogate ob-
jectives for optimization: the first-order component !̂1(c\ , `) as well as second-order component
!̂2(c\ , `) − !̂1(c\ , `), based on (Eqn (2.5), Eqn (2.6)) respectively. Note that we replace all
&` (G, 0) by ̂` (G, 0) for variance reduction.
Then our final objective function becomes
!̂\ = !̂1(c\ , `) + !̂2(c\ , `), (2.11)
The parameter is updated via gradient ascent \ ← \ + U∇!̂\ . Similar ideas can be applied to
value-based algorithms, for which we provide details in Appendix A.7.
2.4 Unifying the Concepts: Taylor Expansion as Return-based Off-policy Evaluation
So far we have made the connection between Taylor expansions and TRPO. On the other hand,
as introduced earlier, Taylor expansions should also be intimately related to off-policy evaluation.
Below, we formalize their connections. With Taylor expansions, we will see a consistent and
unified view of TRPO and off-policy evaluation.
2.4.1 Taylor Expansion as Off-policy Evaluation
In the general setting of off-policy evaluation, the data is collected under a behavior policy `
while the objective is to evaluate&c. Return-based off-policy evaluation operators [20] are a family
of operators Rc,`2 : R|X||A| ↦→ R|X||A|, indexed by (per state-action) trace cutting coefficients
2(G, 0), a behavior policy ` and a target policy c:
Rc,`2 & B & + ( − W%2`)−1(A + W%c& −&),
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where %2` is the (sub)-probability transition kernel for policy 2(G′, 0′)`(0′|G′). Starting from any
Q-function &, repeated applications of the operator will result in convergence to &c, i.e.,
(Rc,`2 ) & → &c,
as  →∞, subject to certain conditions on 2(G, 0). To state the main results, recall that (Eqn (2.2))
rewrites as &c = lim →∞
(
&` +∑ :=1*: ) . In practice, we take a finite  and expect the approxi-
mation &` +∑ :=1*: ≈ &c.
Now we state the following result establishing a connection between  -th order Taylor expan-
sion and the return-based off-policy operator applied  times.




*: = (Rc,`1 )
 &`, (2.12)
where Rc,`1 is short for 2(G, 0) ≡ 1.
This result suggests, when we attempt to approximate &c by the Taylor expansion up to the
 -th order, &` + ∑ :=1*: , is equivalent to generating an approximation by applying  times the
off-policy evaluation operator 'c,`1 on &
`. In particular, this off-policy evaluation operator is the
&(_) operator [40] with _ = 1.
Alternative proof for &(_) convergence for _ = 1. Because Taylor expansions converge within
a convergence radius, which in this case corresponds to | |c − ` | |1 < (1 − W)/W, it implies that
&(_), _ = 1 converges when this condition holds. In fact, this coincides with the condition deduced
by [40].6
6Note that this alternative proof only works for the case where the initial &init = &`.
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2.4.2 An Operator View of Trust Region Policy Optimization.
With the connection between Taylor expansion and off-policy evaluation, i.e.,&(_), along with
the connection between Taylor expansion and TRPO (Section 3), we now give a novel interpre-
tation of TRPO. First, recall the RL objective in matrix form is  (c) = c)0&
c. Now consider
approximating &c by applying the evaluation operator Rc,`1 to &
`, iterating  times. This pro-
duces the surrogate objective c)0 (R
c,`
1 )
 &` ≈  (`) + ∑ :=1 !: , approximately equivalent to that
of the generalized TRPO (Eqn (2.9)).7 As a result, generalized TRPO (including TRPO; [13]) can
be interpreted as approximating the exact RL objective  (c), by iterating  times the evaluator
Rc,`1 on &
` to approximate &c. When does such operator evaluation converge? Recall that Rc,`1
converges when | |c − ` | |1 < (1 − W)/W, i.e., there is a trust region constraint on c, `. This is
consistent with the motivation of generalized TRPO discussed in Section 3, where a trust region is
required for monotonic improvements.
2.5 Experiments
We evaluate the potential benefits of applying second-order expansions in a diverse set of sce-
narios. In particular, we are interested in whether second-order correction helps with (1) policy-
based and (2) value-based algorithms.
In large-scale experiments, to fully utilize the computational architecture, actors (`) and learn-
ers (c) are not perfectly synchronized. To address (1), in Section 2.5.1 we show that even in
cases where they almost synchronize (c ≈ `), higher-order corrections are still beneficial. Then,
in Section 2.5.2, we study how the performance of a general distributed policy-based agent (e.g.,
IMPALA, [36]) is influenced by the discrepancy between actors and learners. To address (2), in
Section 2.5.3 we show the benefits of second-order expansions in with a state-of-the-art value-
based agent R2D2 [42].
7The :-th order Taylor expansion of & c is slightly different from that of the RL objective  (c) by construction.
Please see Appendix A.2 for details.
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Evaluation. All evaluation environments are done on the entire suite of Atari games [44]. We
report human-normalized scores for each level, calculated as I8 = (A8−>8)/(ℎ8−>8), where ℎ8, >8 are
performances of human and a random policy on level 8 respectivel; with details in Appendix A.8.
Architecture for distributed agents. Distributed agents generally consist of a central learner
and multiple actors [45, 35, 46, 47, 41]. We focus on two main setups: Type I includes agents
such as IMPALA [36] (see blue arrows in Figure A.1 in Appendix A.8). See Section 5.1 and
Section 5.2; Type II includes agents such as R2D2 ([42]; see orange arrows in Figure A.1 in
Appendix A.8). See Section 5.3. We provide details on hyper-parameters of experiment setups in
Appendix A.8.
Practical considerations. We can extend the TayPO-2 objective (Eqn (2.11)) to !̂\ = !̂1(c\ , `)+
[!̂2(c\ , `) with [ > 0. By choosing [, one achieves bias-variance trade-offs of the final objective
and hence the update. In practice, we find [ = 1 (exact TayPO-2) works reasonably well. See
Appendix A.8 for the ablation study on [ and further details.
2.5.1 Near On-Policy Policy Optimization
Algorithm setup. The policy-based agent maintains a target policy network c = c\ for the
learner and a set of behavior policy networks ` = c\ ′ for the actors. The actor parameters \′
are delayed copies of the learner parameter \. To emulate a near on-policy situation c ≈ `, we
minimize the delay of the parameter passage between the central learner and actors, by setting both
learner/actors on a single host machine.
We compare second-order expansions with two straightforward baselines: first-order and zero-
order. For the first-order baseline, we also adopt the PPO technique of clipping: clip(c(0 |G)/`(0 |G), 1−
n, 1 + n) in Eqn (2.5) with n = 0.2 [14]. Clipping the ratio enforces an implicit trust region for
the policy optimization and might improve stability. However, the asynchronous architecture in-
troduces technical differences from the full PPO, which we detail in Appendix A.8. Each base-
line trains on the entire Atari suite for 400M frames and we compare the mean/median human-
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Figure 2.2: Near on-policy optimization. The x-axis is the number of frames (millions) and y-
axis shows the mean human-normalized scores averaged across 57 Atari levels. The plot shows
the mean curve averaged across 3 random seeds. We observe that second-order expansions allow
for faster learning and better asymptotic performance given the fixed budget on actor steps.
normalized scores.
The comparison results are shown in Figure 2.2. Please see the median score curves in Fig-
ure A.2 in Appendix A.8. We make several observations: (1) Off-policy corrections are very
critical. Going from zero-order (no correction) to first-order improves the performance most sig-
nificantly, even when the delays between actors and the learner are minimized as much as pos-
sible; (2) Second-order correction significantly improves on the first-order baseline. This might
be surprising, because when near on-policy, one should expect the difference between additional
second-order correction to be less important. This implies that in fully asynchronous architecture,
it is challenging to obtain sufficiently on-policy data and additional corrections can be helpful.
2.5.2 General Distributed Policy Optimization
Algorithm setup. We adopt the same setup as in Section 2.5.1. To maximize the overall through-
put of the agent, the central learner and actors are distributed on different host machines. As a re-
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sult, both parameter passage from the learner to actors and data passage from actors to the learner
could be severely delayed. This creates a natural off-policy scenario where c ≠ `.
We compare second-order with two baselines: first-order and V-trace. The V-trace is adopted
in the original IMPALA agent [36] and we present its details in Appendix A.8. We are interested
in how the agent’s performance changes as the level of off-policy increases. In practice, the level
of off-policy can be controlled and measured as the delay (measured in milliseconds) of the param-
eter passage from the learner to actors. Results are shown in Figure 2.3, where x-axis shows the
artificial delays (in log scale) and y-axis shows the mean human-normalized scores after training
for 400M frames. Note that the total delay consists of both artificial delays and inherent delays in
the distributed system.
We make several observations: (1) All baseline variants’ performance degrades as the de-
lays increase. All baseline off-policy corrections are subject to failures as the level of off-policy
increases. (2) While all baselines perform rather similarly when delays are small, as the level
of off-policy increases, second-order correction degrades slightly more gracefully than the other
baselines. This implies that second-order is a more robust off-policy correction method than other
current alternatives.
2.5.3 Distributed Value-based Learning
Algorithm setup. The value-based agent maintains a Q-function network &\ for the learner and
a set of delayed Q-function networks &\ ′ for the actors. Let E be an operator such that E(&, n)
returns the n-greedy policy with respect to &. The actors generate partial trajectories by executing
an ` = E(&\ ′, n) and send data to a replay buffer. The target policy is greedy with respect to
the current Q-function c = E(&\ , 0). The learner samples partial trajectories from the replay
buffer and updates parameters by minimizing Bellman errors computed along sampled trajectories.
Please refer to [42] for a complete review of all algorithmic details of R2D2.
Across all baseline variants, the learner computes regression targets&target(G, 0) ≈ &c (G, 0) for
the network to approximate &\ (G, 0) ≈ &target(G, 0). The targets &target(G, 0) are calculated based
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Figure 2.3: General distributed policy optimization. The x-axis is the controlled delays between
the actors and learner (in log scale) and y-axis shows the mean human-normalized scores aver-
aged across 57 Atari levels after training for 400M frames. Each curve averages across 3 random
seeds. Solid curves are results trained with resnets while dashed curves are trained with shallow
nets second-order expansions make little difference compared to baselines (V-trace and first-order)
when the delays are small. When delays increase, the performance of second-order expansions
decay more slowly.
on partial trajectories under ` which require off-policy corrections. We compare several correction
variants: zero-order, first-order, Retrace [20, 48] and second-order. Please see algorithmic details
in Appendix A.7.
The comparison results are in Figure 2.4 where we show mean scores. We make several ob-
servations: (1) second-order correction leads to marginally better performance than first-order
and retrace, and significantly better than zero-order. (2) In general, unbiased (or slightly biased)
off-policy corrections do not yet perform as well as radically biased off-policy variants, such as
uncorrected-nstep [42, 48]. (2) Zero-order does not perform as bad — it is able to reach super
human performance on most games as quickly as other variants but then the performance plateaus.
See Appendix A.8 for more results.
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Figure 2.4: Value-based Learning with distributed architecture (R2D2). The x-axis is number
of frames (millions) and y-axis shows the mean human-normalized scores averaged across 57 Atari
levels over the training of 2000M frames. Each curve averages across 2 random seeds. The second-
order correction performs marginally better than first-order correction and retrace, and significantly
better than zero-order.
2.6 Conclusion
The idea of IS is the core of most off-policy evaluation techniques [49, 40, 20]. We showed that
Taylor expansions construct approximations to the full IS corrections and hence intimately relate
to established off-policy evaluation techniques.
However, the connection between IS and policy optimization is less straightforward. Prior work
focuses on applying off-policy corrections directly to policy gradient estimators [50, 36] instead
of the surrogate objectives which generate the gradients. Though standard policy optimization
objectives [13, 14] involve IS weights, their link with IS is not made explicit. Closely related to our
work is that of [51], where they identified such optimization objectives as biased approximations
to the full IS objective [52]. We characterized such approximations as the first-order special case
of Taylor expansions and derived their natural generalizations.
In summary, we showed that Taylor expansions naturally connect trust-region policy search
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with off-policy evaluations. This new formulation unifies previous results, opens doors to new
algorithms and bring significant gains to certain state-of-the-art deep RL agents.
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Chapter 3: Model-based Algorithm Design:
Monte-Carlo Tree Search as Regularized Policy Optimization
In this chapter, we focus on the discussion of a novel model-based RL algorithm. We first
show that AlphaZero’s search heuristics, along with other common ones such as UCT, are an
approximation to the solution of a specific regularized policy optimization problem. With this
insight, we propose a variant of AlphaZero which uses the exact solution to this policy optimization
problem, and show that it reliably outperforms the original algorithm in multiple domains.
3.1 Introduction
Policy gradient is at the core of many state-of-the-art deep RL algorithms. Among many suc-
cessive improvements to the original algorithm [37], regularized policy optimization encompasses
a large family of such techniques. Among them trust region policy optimization is a prominent
example [13, 14, 15, 16]. These algorithmic enhancements have led to significant performance
gains in various benchmark domains [16].
As another successful RL framework, the AlphaZero family of algorithms [53, 54, 55, 23] have
obtained groundbreaking results on challenging domains by combining classical deep learning [56]
and RL [57] techniques with Monte-Carlo tree search [58]. To search efficiently, the MCTS action
selection criteria takes inspiration from bandits [59]. Interestingly, AlphaZero employs an alter-
native handcrafted heuristic to achieve super-human performance on board games [53]. Recent
MCTS-based MuZero [23] has also led to state-of-the-art results in the Atari benchmarks [44].
Our main contribution is connecting MCTS algorithms, in particular the highly-successful Al-
phaZero, with MPO, a state-of-the-art model-free policy-optimization algorithm [15]. Specifically,
we show that the empirical visit distribution of actions in AlphaZero’s search procedure approx-
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imates the solution of a regularized policy-optimization objective. With this insight, our second
contribution is a modified version of AlphaZero that comes significant performance gains over
the original algorithm, especially in cases where AlphaZero has been observed to fail, e.g., when
per-search simulation budgets are low [60].
In Section 4.3, we briefly present MCTS with a focus on AlphaZero and provide a short sum-
mary of the model-free policy-optimization. In Section 3.3, we show that AlphaZero (and many
other MCTS algorithms) computes approximate solutions to a family of regularized policy op-
timization problems. With this insight, Section 3.4 introduces a modified version of AlphaZero
which leverages the benefits of the policy optimization formalism to improve upon the original al-
gorithm. Finally, Section 3.5 shows that this modified algorithm outperforms AlphaZero on Atari
games and continuous control tasks.
3.2 Background
Consider a standard RL setting tied to a Markov decision process (MDP) with state space X
and action space A. At a discrete round C ≥ 0, the agent in state GC ∈ X takes action 0C ∈ A
given a policy 0C ∼ c(·|BC), receives reward AC , and transitions to a next state GC+1 ∼ ?(·|GC , 0C).




CAC] for a discount factor W ∈ (0, 1). To scale the method to large environments, we
assume that the policy c\ (0 |G) is parameterized by a neural network \.
3.2.1 AlphaZero
We focus on the AlphaZero family, comprised of AlphaGo [53], AlphaGo Zero [54], Alp-
haZero [55], and MuZero [23], which are among the most successful algorithms in combining
model-free and model-based RL. Although they make different assumptions, all of these methods
share the same underlying search algorithm, which we refer to as AlphaZero for simplicity.
From a state G, AlphaZero uses MCTS ([61]) to compute an improved policy ĉ(·|G) at the
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root of the search tree from the prior distribution predicted by a policy network c\ (·|G)1; see
Eqn (3.3) for the definition. This improved policy is then distilled back into c\ by updating \
as \ ← \ − [∇\ (ĉ(·|G), c\ (·|G)) for a certain divergence . In turn, the distilled parameterized
policy c\ informs the next local search by predicting priors, further improving the local policy over
successive iterations. Therefore, such an algorithmic procedure is a special case of generalized
policy improvement [4].
One of the main differences between AlphaZero and previous MCTS algorithms such as UCT [58]
is the introduction of a learned prior c\ and value function E\ . Additionally, AlphaZero’s search
procedure applies the following action selection heuristic,
arg max
0
&(G, 0) + 2 · c\ (0 |G) ·
√∑
1 =(G, 1)
1 + =(G, 0) , (3.1)
where 2 is a numerical constant,2 =(G, 0) is the number of times that action 0 has been selected
from state G during search, and &(G, 0) is an estimate of the Q-function for state-action pair (G, 0)
computed from search statistics and using E\ for bootstrapping.
Intuitively, this selection criteria balances exploration and exploitation, by selecting the most
promising actions (high Q-value &(G, 0) and prior policy c\ (0 |G)) or actions that have rarely been
explored (small visit count =(G, 0)). We denote by #sim the simulation budget, i.e., the search is run
with #sim simulations. A more detailed presentation of AlphaZero is In Appendix Appendix B.1;
for a full description of the algorithm, refer to [55].
3.2.2 Policy optimization
Policy optimization aims at finding a globally optimal policy c\ , generally using iterative up-
dates. Each iteration updates the current policy c\ by solving a local maximization problem of the
1We note here that terminologies such as prior follow [55] and do not relate to concepts in Bayesian statistics.
2[23] uses a 2 that has a slow-varying dependency on
∑
1 =(G, 1), which we omit here for simplicity, as it was the
case of [55].
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form, where S is the |A|-dimensional simplex and y is the vector decision variables,
c\ ′ B arg max
y∈S
Qc\
)y − R(y, c\), (3.2)
where the bold font notation Qc\ ∈ R|A| is an estimate of the vector Q-function. Here, the Q-
function could be obtained through predictions or Monte-Carlo estimates. In addition, Let R :
S2 → R be a convex regularization term [62, 63, 64]. Intuitively, Eqn (3.2) updates c\ to maximize
the value Qc\)y while constraining the update with a regularization term R(y, c\).
Without regularizations, i.e., R ≡ 0, Eq (3.2) reduces to policy iteration [4]. When c\ is
updated using a single gradient ascent step towards the solution of Eqn (3.2), instead of using the
solution directly, the above formulation reduces to (regularized) policy gradient [37, 65].
Interestingly, the regularization term has been found to stabilize, and possibly to speed up the
convergence of c\ . For instance, trust region policy search algorithms (TRPO, [13]; MPO [15];
V-MPO, [16]), set R to be the KL-divergence between consecutive policies KL(y, c\); maximum
entropy RL [66, 67, 68, 69] sets R to be the negative entropy of y to avoid collapsing to a deter-
ministic policy.
3.3 MCTS as regularized policy optimization
In Section 4.3, we presented AlphaZero that relies on model-based planning. We also presented
policy optimization, a framework that has achieved good performance in model-free RL. In this
section, we establish our main claim namely that AlphaZero’s action selection criteria can be
interpreted as approximating the solution to a regularized policy-optimization objective.
3.3.1 Notation
First, let us define the empirical visit distribution ĉ as
ĉ(0 |G) B 1 + =(G, 0)|A| +∑1 =(G, 1) · (3.3)
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Note that in Eqn (3.3), we consider an extra visit per action compared to the acting policy and
distillation target in the original definition [53]. This extra visit is introduced for convenience
in the upcoming analysis (to avoid divisions by zero) and does not change the generality of our
results.
We also define the multiplier _# as
_# (G) B 2 ·
√∑
1 =1
|A| +∑1 =1 , (3.4)
where the shorthand notation =0 is used for =(G, 0), and # (G) B
∑
1 =1 denotes the number of
visits to G during search. With this notation, the action selection formula of Eqn (3.1) can be
written as selecting the action 0∗ such that
0★(G) B arg max
0
[





Note that in Eqn (3.5) and in the rest of the chapter (unless otherwise specified), we use& to denote
the search Q-values, i.e., those estimated by the search algorithm as presented in Section 3.2.1.
For more compact notation, we use bold fonts to denote vector quantities, with the convention
that uv [0] =
u[0]
v[0] for two vectors u and v with the same dimension. Additionally, we omit the
dependency of quantities on state G when the context is clear. In particular, we use q ∈ R|A| to
denote the vector of search Q-function &(G, 0) such that q0 = &(G, 0). With this notation, we can
rewrite the action selection formula of Eqn (3.5) simply as




Here, we adopt the following notation when the context is clear. When f ∈ R|A| is a vector function
in argument 0 ∈ A,
arg max
0




3.3.2 A related regularized policy optimization problem
We now define c̄ as the solution to a regularized policy optimization problem; we will see in
the next subsection that the visit distribution ĉ is a good approximation of c̄.
Definition 3.3.1. c̄ Let c̄ be the solution to the following objective
c̄ B arg max
y∈S
q)y − _#KL(c\ , y), (3.7)
where S is the |A|−dimensional simplex and KL is the KL-divergence.3
We can see from Eqn (3.2) and Eqn (3.3.1) that c̄ is the solution to a policy optimization
problem where Q is set to the search Q-values, and the regularization term R is a reversed KL-
divergence weighted by factor _# .
In addition, note that c̄ is as a smooth version of the arg max associated to the search Q-values
q. In fact, when assuming c\ (0) > 0 for all 0, c̄ can be computed as (Appendix B.2.3 gives a
detailed derivation of c̄)
c̄ = _#
c\
U − q , (3.8)
where U ∈ R is such that c̄ is a proper probability vector. This is slightly different from the softmax
distribution obtained with KL(y, c\), which is expressed as
arg max
y∈S




Remark. The factor _# is a decreasing function of # . Asymptotically, _# = O(1/
√
#). There-
fore, the influence of the regularization term decreases as the number of simulation increases,
which makes c̄ rely increasingly more on search Q-values q and less on the policy prior c\ . As we
explain next, _# follows the design choice of AlphaZero, and may be justified by a similar choice
3We apply the definition KL(x, y) B ∑0 x[0] log x[0]y[0] ·
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done in bandits [70].
3.3.3 AlphaZero as policy optimization
We now analyze the action selection formula of AlphaZero (Eqn (3.1)). Interestingly, we show
that this formula, which was handcrafted4 independently of the policy optimization research, turns
out to result in a distribution ĉ that closely relates to the policy optimization solution c̄.
The main formal claim of this section that AlphaZero’s search policy ĉ tracks the exact solution
c̄ of the regularized policy optimization problem of Eqn (3.3.1). We show that 3.3.2 and 3.3.3
support this claim from two complementary perspectives.
First, with Proposition 3.3.2, we show that ĉ approximately follows the gradient of the concave
objective for which c̄ is the optimum.
Proposition 3.3.2. For any action 0 ∈ A, visit count = ∈ RA , policy prior c\ (0) > 0, for all 0,
and Q-values q,





q) ĉ − _#KL(c\ , ĉ)
)
, (3.9)
with 0∗ being the action realizing Eqn (3.1) as defined in Eqn (3.5) and ĉ = 1+n|A|+∑1 =1 as defined in
Eqn (3.3), is a function of the count vector extended to real values.
The only thing that the search algorithm eventually influences through the tree search is the
visit count distribution. If we could do an infinitesimally small update, then the greedy update
maximizing Eqn (3.8) would be in the direction of the partial derivative of Eqn (3.9). However, as
we are restricted by a discrete update, then increasing the visit count as in Proposition 3.3.2 makes
ĉ track c̄. Below, we further characterize the selected action 0∗ and assume c\ > 0.
4Nonetheless, this heuristic could be interpreted as loosely inspired by bandits [71], but was adapted to accommo-
date a prior term c\ .
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Proposition 3.3.3. The action 0∗ realizing Eqn (3.1) is such that
ĉ(0∗ |G) ≤ c̄(0∗ |G). (3.10)
To acquire intuition from Proposition 3.3.3, note that once 0∗ is selected, its count =0∗ increases
and so does the total count # . As a result, ĉ(0∗) increases (in the order of IO(1/#)) and further
approximates c̄(0∗). As such, Proposition 3.3.3 shows that the action selection formula encourages
the shape of ĉ to be close to that of c̄, until in the limit the two distributions coincide.
Note that 3.3.2 and 3.3.3 are a special case of a more general result that we formally prove in
Section B.4.1. In this particular case, the proof relies on noticing that (assuming q is fixed and
c\ (0) > 0, for all 0)
arg max
0















0 c̄(0) and ĉ > 0 and c̄ > 0, there exists at least one action for which
0 < ĉ(0) ≤ c̄(0), i.e., 1/ĉ(0) − 1/c̄(0) ≥ 0.
To state a formal statement on ĉ approximating c̄, in Section B.4.3 we expand the conclusion
under the assumption that c̄ is a constant. In this case we can derive a bound for the convergence
rate of these two distributions as # increases over the search,
| |c̄ − ĉ | |∞ ≤
|A| − 1
|A| + # , (3.12)
with O(1/#) matching the lowest possible approximation error (see Section B.4.3) among discrete
distributions of the form (:8/#)8 for :8 ∈ N.
45
3.3.4 Generalization to common MCTS algorithms









Contrary to AlphaZero, the standard UCT formula does not involve a prior policy. In this
section, we consider a slightly modified version of UCT with a (learned) prior c\ , as defined










Using the same reasoning as in Section 3.3, we now show that this modified UCT formula also
tracks the solution to a regularized policy optimization problem, thus generalizing our result to
commonly used MCTS algorithms.
First, we introduce c̄UCT, which is tracked by the UCT visit distribution, as
c̄UCT B arg max
y∈S
q)y − _UCT#  (y, c\), (3.15)
where  (x, y) B 2 − 2 ∑8 √x8 · y8 is an 5 -divergence5, and also





|| +∑1 n1 ·




#) and therefore the regularization gets weaker as
# increases. We can also derive tracking properties between c̄UCT and the UCT empirical visit
5In particular  (G, H) ≥ 0,  (G, H) = 0 =⇒ G = H and  (G, H) is jointly convex in G and H [72, 73].
6We ignore logarithmic terms.
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distribution ĉUCT as we did for AlphaZero in the previous section, with Proposition 3.3.4; as in the
previous section, this is a special case of the general result with any 5 -divergence in Section B.4.1.
Proposition 3.3.4. We have that
arg max
0


















q) ĉ − _UCTN D(c\ , ĉ)
)
.
To sum up, similar to the previous section, we show that UCT’s search policy ĉUCT tracks the
exact solution c̄UCT of the regularized policy optimization problem of c̄UCT defined in Eqn (3.15).
3.4 Algorithmic benefits
In Section 3.3, we introduced a distribution c̄ as the solution to a regularized policy opti-
mization problem. We then showed that AlphaZero, along with general MCTS algorithms, select
actions such that the empirical visit distribution ĉ actively approximates c̄. Building on this in-
sight, below we argue that c̄ is preferable to ĉ, and we propose three complementary algorithmic
changes to AlphaZero.
3.4.1 Advantages of using c̄ over ĉ
MCTS algorithms produce Q-values as a by-product of the search procedure. However, MCTS
does not directly use search Q-values to compute the policy, but instead uses the visit distribution
ĉ (search Q-values implicitly influence ĉ by guiding the search). We postulate that this degrades
the performance especially at low simulation budgets #sim for several reasons:
1. When a promising new (high-value) leaf is discovered, many additional simulations might be
needed before this information is reflected in ĉ; since c̄ is directly computed from Q-values,
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this information is updated instantly.
2. By definition (Eqn (3.3)), ĉ is the ratio of two integers and has limited expressiveness when
#sim is low, which might lead to a sub-optimal policy; c̄ does not have this constraint.
3. The prior c\ is trained against the target ĉ, but the latter is only improved for actions that
have been sampled at least once during search. Due to the deterministic action selection
(Eqn (3.1)), this may be problematic for certain actions that would require a large simulation
budget to be sampled even once.
The above downsides cause MCTS to be highly sensitive to simulation budgets #sim. When
#sim is high relative to the branching factor of the tree search, i.e., number of actions, MCTS
algorithms such as AlphaZero perform well. However, this performance drops significantly when
#sim is low as showed by [60]; see also e.g., Figure 3.D. by [23].
We illustrate the effect of simulation budgets in 3.1, where G-axis shows the budgets #sim
and H-axis shows the episodic performance of algorithms applying ĉ vs. c̄; see the details of these
algorithms in the following sections. We see that ĉ is highly sensitive to simulation budgets while c̄
performs consistently well across all budget values.
3.4.2 Proposed improvements to AlphaZero
We have pointed out potential issues due to ĉ. We now detail how to use c̄ as a replace-
ment to resolve such issues. Recall that we have identified three issues. Each algorithmic variant
below helps in addressing issue 1 and 2. Furthermore, the Learn variant helps address issue 3.
Appendix B.2.3 shows how to compute c̄ in practice.
Act: acting with c̄ AlphaZero acts in the real environment by sampling actions according to
0 ∼ ĉ(·|Groot). Instead, we propose to to sample actions sampling according to 0 ∼ c̄(·|Groot). We
label this variant as Act.
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Search: searching with c̄ During search, we propose to stochastically sample actions according
to c̄ instead of the deterministic action selection rule of Eqn (3.1). At each node G in the tree, c̄(·)
is computed with Q-values and total visit counts at the node based on Eqn (3.3.1). We label this
variant as Search.
Learn: learning with c̄ AlphaZero computes locally improved policy with tree search and dis-
tills such improved policy into c\ . We propose to use c̄ as the target policy in place of ĉ to train
our prior policy. As a result, the parameters are updated as
\ ← \ − [∇\EGroot [KLc̄(·|Groot), c\ (·|Groot)] , (3.16)
where Groot is sampled from a prioritized replay buffer as in AlphaZero. We label this variant as
Learn.
All: combining them all We refer to the combination of these three independent variants as All.
Appendix B.2 provides additional implementation details.
Remark. Note that AlphaZero entangles search and learning, which is not desirable. For exam-
ple, when the action selection formula changes, this impacts not only intermediate search results
but also the root visit distribution ĉ(·|Groot), which is also the learning target for c\ . However, the
Learn variant partially disentangles these components. Indeed, the new learning target is c̄(·|Groot)
which is computed from search Q-values, rendering it less sensitive to e.g., the action selection
formula.
3.4.3 Connections between AlphaZero and model-free policy optimization.
Next, we make the explicit link between proposed algorithmic variants and existing policy
optimization algorithms. First, we provide two complementary interpretations.
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Figure 3.1: Comparison of the score (median score over 3 seeds) of MuZero (red: using ĉ) and All
(blue: using c̄) after 100k learner steps as a function of #sim on Cheetah Run of the Control Suite.
Learn as policy optimization For this interpretation, we treat Search as a blackbox, i.e., a sub-
routine that takes a root node G and returns statistics such as search Q-values.
Recall that policy optimization (Eqn (3.2)) maximizes the objective ≈ Qc\)y with the local pol-
icy y. There are many model-free methods for the estimation of &c\ , ranging from Monte-Carlo
estimates of cumulative returns Qc\ ≈ ∑C≥0 WCAC [13, 14] to using predictions from a Q-value critic
&c\ ≈ q\ trained with off-policy samples [15, 16]. When solving c̄ for the update (Eqn (3.16)), we
can interpret Learn as a policy optimization algorithm using tree search to estimate &c\ . Indeed,
Learn could be interpreted as building a Q-function7 critic q\ with a tree-structured inductive
bias. However, this inductive bias is not built-in a network architecture [farquhar2017treeqn,
guez2018learning, 74, 75], but constructed online by an algorithm, i.e., MCTS. Next, Learn com-
7During search, because child nodes have fewer simulations than the root, the Q-function estimate at the root
slightly under-estimates the acting policy Q-function.
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putes the locally optimal policy c̄ to the regularized policy optimization objective and distills c̄
into c\ . This is exactly the approach taken by MPO [15].
Search as policy optimization. We now unpack the algorithmic procedure of the tree search,
and show that it can also be interpreted as policy optimization.
During the forward simulation phase of Search, the action at each node G is selected by sam-
pling 0 ∼ c̄(·|G). As a result, the full imaginary trajectory is generated consistently according
to policy c̄. During backward updates, each encountered node G receives a backup value from
its child node, which is an exact estimate of & c̄ (G, 0). Finally, the local policy c̄(·|G) is updated
by solving the constrained optimization problem of Eqn (3.3.1), leading to an improved policy
over previous c̄(·|G). Overall, with #sim simulated trajectories, Search optimizes the root policy
c̄(·|Groot) and root search Q-values, by carrying out #sim sequences of MPO-style updates across
the entire tree.8 A highly related approach is to update local policies via policy gradients [76].
By combining the above two interpretations, we see that the All variant is very similar to a
full policy optimization algorithm. Specifically, on a high level, All carries out MPO updates
with search Q-values. These search Q-values are also themselves obtained via MPO-style updates
within the tree search. This paves the way to our major revelation stated next.
We make the following important observation: All can be interpreted as regularized policy
optimization. Further, since ĉ approximates c̄, AlphaZero and other MCTS algorithms can be
interpreted as approximate regularized policy optimization.
3.5 Experiments
In this section, we aim to address several questions: (1) How sensitive are state-of-the-art
hybrid algorithms such as AlphaZero to low simulation budgets and can the All variant provide a
more robust alternative? (2) What changes among Act, Search, and Learn are most critical in this
8Note that there are several differences from typical model-free implementations of policy optimization: most
notably, unlike a fully-parameterized policy, the tree search policy is tabular at each node. This also entails that the
MPO-style distillation is exact.
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Sim. per step: 5 50
Figure 3.2: Comparison of median scores of MuZero (red) and All (blue) at #sim = 5 (dotted line)
and #sim = 50 (solid line) simulations per step on Ms Pacman (Atari). Averaged across 8 seeds.
variant performance? (3) How does the performance of the All variant compare with AlphaZero in
environments with large branching factors?
Baseline algorithm Throughout the experiments, we take MuZero [23] as the baseline algo-
rithm. As a variant of AlphaZero, MuZero applies tree search in learned models instead of real
environments, which makes it applicable to a wider range of problems. Since MuZero shares the
same search procedure as AlphaGo, AlphaGo Zero, and AlphaZero, we expect the performance
gains to be transferable to these algorithms. Note that the results below were obtained with a
scaled-down version of MuZero, which is described in Appendix B.2.1.
Hyper-parameters. The hyper-parameters of the algorithms are tuned to achieve the maximum
possible performance for baseline MuZero on the Ms Pacman level of the Atari suite [44], and
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Figure 3.3: Comparison of median score (solid lines) over 6 seeds of MuZero and All on four Atari
games with #sim = 50. The shaded areas correspond to the range of the best and worst seed. All
(blue) performs consistently better than MuZero (red).
are identical in all experiments with the exception of the number of simulations per step #sim.9
In particular, no further tuning was required for the Learn, Search, Act, and All variants, as was
expected from the theoretical considerations of Section 3.3.
3.5.1 Search with low simulation budgets
Since AlphaZero solely relies on the ĉ for training targets, it may misbehave when simulation
budgets #sim are low. On the other hand, our new algorithmic variants might perform better in this
9The number of actors is scaled linearly with #sim to maintain the same total number of generated frames per
second.
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regime. To confirm these hypotheses, we compare the performance of MuZero and the All variant
on the Ms Pacman level of the Atari suite at different levels of simulation budgets.
Result In Figure 3.2, we compare the episodic return of All vs. MuZero averaged over 8 seeds,
with a simulation budget #sim = 5 and #sim = 50 for an action set of size |A| ≤ 18; thus, we
consider that #sim = 5 and #sim = 50 respectively correspond to a low and high simulation budgets
relative to the number of actions. We make several observations: (1) At a relatively high simu-
lation budget, #sim = 50, same as [23], both MuZero and All exhibit reasonably close levels of
performance; though All obtains marginally better performance than MuZero; (2) At low simula-
tion budget, #sim = 5, though both algorithms suffer in performance relative to high budgets, All
significantly outperforms MuZero both in terms of learning speed and asymptotic performance;
(3) Figure B.1 in Appendix B.3.1 shows that this behavior is consistently observed at intermediate
simulation budgets, with the two algorithms starting to reach comparable levels of performance
when #sim ≥ 24 simulations. These observations confirm the intuitions from Section 3.3. (4) We
provide results on a subset of Atari games in Figure 3.3, which show that the performance gains
due to c̄ over ĉ are also observed in other levels than Ms Pacman; see Appendix B.3.2 for results
on additional levels. This subset of levels are selected based on the experiment setup in Figure S1
of [23]. Importantly, note that the performance gains of All are consistently significant across
selected levels, even at a higher simulation budget of #sim = 50.
3.5.2 Ablation study
To better understand which component of the All contributes the most to the performance gains,
Figure 3.4 presents the results of an ablation study where we compare individual component Learn,
Search, or Act.
Result The comparison is shown in Figure 3.4, we make several observations: (1) At #sim = 5
(Figure 3.4(a)), the main improvement comes from using the policy optimization solution c̄ as
the learning target (Learn variant); using c̄ during search or acting leads to an additional marginal
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Figure 3.4: Ablation study at 5 and 50 simulations per step on Ms Pacman (Atari); average across
8 seeds.
improvement; (2) Interestingly, we observe a different behavior at #sim = 50 (Figure 3.4(b)). In
this case, using c̄ for learning or acting does not lead to a noticeable improvement. However, the
superior performance of All is mostly due to sampling according to c̄ during search (Search).
The improved performance when using c̄ as the learning target (Learn) illustrates the theoret-
ical considerations of Section 3.3: at low simulation budgets, the discretization noise in ĉ makes
it a worse training target than c̄, but this advantage vanishes when the number of simulations per
step increases. As predicted by the theoretical results of Section 3.3, learning and acting using c̄
and ĉ becomes equivalent when the simulation budget increases.
On the other hand, we see a slight but significant improvement when sampling the next node
according to c̄ during search (Search) regardless of the simulation budget. This could be explained
by the fact that even at high simulations budget, the Search modification also affect deeper node
that have less simulations.
3.5.3 Search with large action space – continuous control
The previous results confirm the intuitions presented in Section 3.3 and Section 3.4; namely,
the All variation greatly improves performance at low simulation budgets, and obtain marginally
higher performance at high simulation budgets. Since simulation budgets are relative to the number
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of action, these improvements are critical in tasks with a high number of actions, where MuZero
might require a prohibitively high simulation budgets; prior work [77, 78, 79] has already identified
continuous control tasks as an interesting test bed.
Benchmarks We select high-dimensional environments from DeepMind Control Suite [80]. The
observations are images and action space A = [−1, 1]< with < dimensions. We apply an action
discretization method similar to that of [81]. In short, for a continuous action space < dimensions,
each dimension is discretized into  evenly spaced atomic actions. With proper parameterization
of the policy network (see, e.g., Appendix B.2.2), we can reduce the effective branching factor
to  <   <, though this still results in a much larger action space than Atari benchmarks. In
Appendix B.3.2, we provide additional descriptions of the tasks.
Result In Figure 3.5, we compare MuZero with the All variant on the CheetahRun environment
of the DeepMind Control Suite [80]. We evaluate the performance at low (#sim = 4), medium
(#sim = 12) and “high” (#sim = 50) simulation budgets, for an effective action space of size 30
(< = 6,  = 5). The horizontal line corresponds to the performance of model-free D4PG also
trained on pixel observations [82], as reported in [80]. Appendix B.3.2 provides experimental
results on additional tasks. We again observe that All outperforms the original MuZero at low
simulation budgets and still achieves faster convergence to the same asymptotic performance with
more simulations. Figure 3.1 compares the asymptotic performance of MuZero and All as a func-
tion of the simulation budget at 100k learner steps.
3.6 Conclusion
In this chapter, we showed that the action selection formula used in MCTS algorithms, most
notably AlphaZero, approximates the solution to a regularized policy optimization problem for-
mulated with search Q-values.
From this theoretical insight, we proposed variations of the original AlphaZero algorithm by
explicitly using the exact policy optimization solution instead of the approximation. We show
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Sim. per step: 4 12 50
Figure 3.5: Comparison of the median score over 3 seeds of MuZero (red) and All (blue) at 4
(dotted) and 50 (solid line) simulations per step on Cheetah Run (Control Suite).
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experimentally that these variants achieve much higher performance at low simulation budget,
while also providing statistically significant improvements when this budget increases.
Our analysis on the behavior of model-based algorithms (i.e., MCTS) has made explicit con-
nections to model-free algorithms. We hope that this sheds light on new ways of combining both
paradigms and opens doors to future ideas and improvements.
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Chapter 4: Reinforcement Learning for Integer Programming:
Learning to Cut
In this chapter, we focus on the discussion of the application of RL for Integer Programming
(IP). We begin with a number of motivations. By drawing on the similarities between other appli-
cation domains of RL and IP, as well as the ubiquity of IP solvers in important applications, we
argue that IP is a promising playground for RL research.
We then focus on a particular application that combines RL with cutting plane methods. We
present a deep RL formulation, network architecture, and algorithms for intelligent and adaptive
selection of cutting planes. Across a wide range of IP tasks, we show that the trained agent sig-
nificantly outperforms human-designed heuristics. The trained agent also demonstrates benefits
to downstream application of cutting plane methods in Branch-and-Cut algorithm, which is the
backbone of state-of-the-art commercial IP solvers.
4.1 Motivation
4.1.1 Application domains of Reinforcement Learning
Since RL is a generic framework for sequential decision making, one could argue that any pro-
cedures with sequential decision making components could be improved by learning under the RL
framework. A few well-established application domains include board game playing [53], video
game playing [17] and simulated robotics [13]. Arguably, these domains share a few important
common features which render the application of RL meaningful: (1) Sequential decisions are a
fundamental feature of the problem. As opposed to one-step decision problems, such as image
classifications [7], the decision making problems in aforementioned domains are inherently se-
quential; (2) There is relatively little or no domain expert for the problem. In other words, it is
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difficult to adopt alternative learning paradigm such as supervised learning to solve the problem;
(3) The input space is high-dimensional. This warrants a combination between efficient RL al-
gorithms and flexible function approximations such as deep neural networks [7]; (4) Last but not
least, there exists fast simulators for the problem, which allow the RL algorithms to quickly gener-
ate samples. Indeed, one could argue that fast and parallel simulations fuel the success of modern
RL, allowing the learning system to process millions of samples within days or even hours [83,
44, 84]. This significantly speeds up the iterative process of designing and training RL systems,
making it possible to achieve performance improvements that no prior learning paradigms could
obtain.
4.1.2 Motivating RL for Integer Programming
From personal travel planning to parallel scheduling of shared driving, most of the real world
decision making involves discrete variables and constraints. In large-scale industrial applications
such as vehicle routing, the decision making problem becomes exponentially more difficult to solve
when the number of discrete variables and constraints increases significantly. For several decades,
IP has been the single most successful paradigm to tackle such decision making problems. Even
with a small time budget, high performing IP solvers can find satisfactory solutions in an enormous
search space, thanks to a careful combination of heuristics and subroutines.
In general, IP solvers are agnostic to problems at hand, which allows for tackling arbitrary IP
problems. However, for specific applications, it is usually the case that a class of similar problems
are solved repeatedly. Without exploiting the problem structure, the solvers might perform highly
similar operations over and over again, leading to an inefficient usage of limited computational
resources. On the contrary, if the solver could identify patterns in the underlying problems and
adapt its solving steps, it could obtain high-quality solutions with a much smaller computational
budget. This improves the efficiency of the overall decision making process.
Arguably, the above discussion implies that generic machine learning techniques might be use-
ful in automating decision making in IP solvers. Instead of other learning paradigms, such as
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supervised learning, it is tempting to ask why it is important to consider RL? We argue that many
algorithmic domains of IP share properties with application domains where RL has proved suc-
cessful: (1) In algorithms such as branch-and-bound and cutting plane methods, the solvers make
a sequence of decisions to produce the final solution. For example, branch-and-bound algorithms
traverse the search tree by branching on one out of all fractional variables at a time. This means that
IP problems are inherently sequential decision making problems, which fits into the RL framework
(2) Because most IP problems are both theoretically and empirically challenging to solve, in some
cases there does not exist satisfying oracles that learning agents can imitate. This makes it suitable
for the "open-ended" feature of RL, as opposed to supervised learning, which requires good oracles
as learning targets (3) Since the internal state of IP algorithms consist of the problem description
(e.g., constraints and objectives), along with other solver statistics (e.g., search tree size), it takes
specialized architectures to combine such information efficiently. This motivates the combination
of flexible learning paradigms with powerful function approximations. (4) The solution processes
generated by IP solvers could be interpreted as simulation engines for RL agents. Since many
modern solvers are designed to run quickly with short run time, one can expect such simulators to
be fast enough for large-scale RL training1. As such, IP solvers can potentially provide a perfect
playground for training RL agents.
In the following sections, we will discuss one particular example of accelerating IP solvers
with RL. We consider the special case of automating cutting plane selection in the cutting plane
algorithm, a framework we call "learning to cut".
4.2 Introduction
Integer Programming is a very versatile modeling tool for discrete and combinatorial opti-
mization problems, with applications in scheduling and production planning, resource allocation,
frequency assignment, production inventory, supply chain optimization, and planning problems,
1There is a caveat with this statement. Though it is true that modern IP solvers are by design highly efficient, their
run time can be still orders of magnitude higher than that of simulation engines in other fields such as video game
playing. We will provide similar discussions in the next chapter
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among others. In its most general form, an integer program (IP) minimizes a linear objective func-
tion over a set of integer points that satisfy a finite family of linear constraints. Classical results
in polyhedral theory (see e.g. [85]) imply that any combinatorial optimization problem with fi-
nite feasible region can be formulated as an IP. Hence, IPs are a natural model for many graph
optimization problems, such as the celebrated TSP, maximum cut, minimum vertex cover, etc.
Due to the their generality, IPs can be very hard to solve in theory (NP-hard) and in practice.
There is no polynomial time algorithm with guaranteed solutions for all IPs. It is therefore crucial
to develop efficient heuristics for solving specific classes of IPs. General machine learning (ML)
arises as a natural tool for tuning those heuristics. Indeed, the application of ML to discrete opti-
mization has been a topic of significant interest in recent years, with a range of different approaches
in the literature [86].
One set of approaches focus on directly learning the mapping from an IP instance to an ap-
proximate optimal solution [87, 88, 89, 90]. These methods implicitly learn a solution procedure
for a problem instance as a function prediction. These approaches are attractive for their black-
box nature and wide applicability. At the other end of the spectrum are approaches which embed
ML agents as subroutines in a problem-specific, human-designed algorithms [91, 92]. ML is used
to improve some heuristic parts of that algorithm. These approaches can benefit from algorithm
design know-how for many important and difficult classes of problems, but their applicability is
limited by the specific (e.g. greedy) algorithmic techniques.
In this chapter, we take an approach with the potential to combine the benefits of both lines of
research described above. We design a RL agent to be used as a subroutine in a popular algorithmic
framework for IP called the cutting plane method, thus building upon and benefiting from decades
of research and understanding of this fundamental approach for solving IPs. The specific cutting
plane algorithm that we focus on is Gomory’s method [93]. Gomory’s cutting plane method is
guaranteed to solve any IP in finite time, thus our approach enjoys wide applicability. In fact, we
demonstrate that our trained RL agent can even be used, in an almost blackbox manner, as a sub-
routine in another powerful IP method called branch-and-cut, to obtain significant improvements.
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A recent line of work closely related to our approach includes [94, 95, 96], where supervised learn-
ing is used to improve branching heuristics in the branch-and-bound framework for IP. To the best
of our knowledge, no work on focusing on pure selection of (Gomory) cuts has appeared in the
literature.
Cutting plane and branch-and-cut methods rely on the idea that every IP can be relaxed to a
linear program (LP) by dropping the integrality constraints, and efficient algorithms for solving LPs
are available. Cutting plane methods iteratively add cuts to the LPs, which are linear constraints
that can tighten the LP relaxation by eliminating some part of the feasible region, while preserving
the IP optimal solution. branch-and-cut methods are based on combining branch-and-bound with
cutting plane methods and other heuristics; see Section 4.3 for details.
Cutting plane methods have had a tremendous impact on the development of algorithms for
IPs, e.g., these methods were employed to solve the first non-trivial instance of TSP [97]. The
systematic use of cutting planes has moreover been responsible for the huge speedups of IP solvers
in the 90s [98, 99]. Gomory cuts and other cutting plane methods are today widely employed in
modern solvers, most commonly as a subroutine of the branch-and-cut methods that are the back-
bone of state-of-the-art commercial IP solvers like Gurobi and CPLEX [100]. However, despite
the amount of research on the subject, deciding which cutting plane to add remains a non-trivial
task. As reported in [101], “several issues need to be considered in the selection process [...] un-
fortunately the traditional analyses of strength of cuts offer only limited help in understanding and
addressing these issues”. We believe ML/RL not only can be utilized to achieve improvements
towards solving IPs in real applications, but may also aid researchers in understanding effective
selection of cutting planes. While modern solvers use broader classes of cuts than just Gomory’s,
we decided to focus on Gomory’s approach because it has the nice theoretical properties seen
above, it requires no further input (e.g. other human-designed cuts) and, as we will see, it leads to
a well-defined and compact action space, and to clean evaluation criteria for the impact of RL.
In the following sections, we develop an RL based method for intelligent adaptive selection of
cutting planes, and use it in conjunction with Branch-and-Cut methods for efficiently solving IPs.
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The contents are organized in the following order:
• Efficient MDP formulation. We introduce an efficient MDP formulation for the prob-
lem of sequentially selecting cutting planes for an IP. Several trade-offs between the size of
state-space/action-space vs. generality of the method were navigated in order to arrive at the
proposed formulation. For example, directly formulating the branch-and-cut method as an
MDP would lead to a very large state space containing all open branches. Another example
is the use of Gomory’s cuts (vs. other cutting plane methods), which helped limit the number
of actions (available cuts) in every round to the number of variables. For some other classes
of cuts, the number of available choices can be exponentially large.
• Deep RL solution architecture design. We build upon state-of-the-art deep learning tech-
niques to design an efficient and scalable deep RL architecture for learning to cut. Our
design choices aim to address several unique challenges in this problem. These include slow
state-transition machine (due to the complexity of solving LPs) and the resulting need for
an architecture that is easy to generalize, order and size independent representation, reward
shaping to handle frequent cases where the optimal solution is not reached, and handling
numerical errors arising from the inherent nature of cutting plane methods.
• Empirical evaluation. We evaluate our approach over a range of classes of IP problems
(namely, packing, binary packing, planning, and maximum cut). Our experiments demon-
strate significant improvements in solution accuracy as compared to popular human designed
heuristics for adding Gomory’s cuts. Using our trained RL policy for adding cuts in con-
junction with branch-and-cut methods leads to further significant improvements, thus illus-
trating the promise of our approach for improving state-of-the-art IP solvers. Further, we
demonstrate the RL agent’s potential to learn meaningful and effective cutting plane strate-
gies through experiments on the well-studied knapsack problem. In particular, we show that
for this problem, the RL agent adds many more cuts resembling lifted cover inequalities
when compared to other heuristics. Those inequalities are well-studied in theory and known
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to work well for packing problems in practice. Moreover, the RL agent is also shown to
have generalization properties across instance sizes and problem classes, in the sense that
the RL agent trained on instances of one size or from one problem class is shown to perform
competitively for instances of a different size and/or problem class.
4.3 Background on Integer Programming
Integer programming. It is well known that any IP problem can be written in the following
canonical form
min{2)G : G ≤ 1, G ≥ 0, G ∈ Z=} (4.1)
where G is the set of = decision variables, G ≤ 1, G ≥ 0 with  ∈ Q<×=, 1 ∈ Q< formulates the
set of constraints, and the linear objective function is 2)G for some 2 ∈ Q=. The notation G ∈ Z=
implies we are only interested in integer solutions. Let G∗IP denote the optimal solution to the IP
in (4.1), and I∗IP the corresponding objective value.
The cutting plane method for integer programming. The cutting plane method starts with
solving the LP obtained from (4.1) by dropping the integrality constraints G ∈ Z=. This LP is called
the Linear Relaxation (LR) of (4.1). Let C (0) = {G |G ≤ 1, G ≥ 0} be the feasible region of this LP,
G∗LP(0) its optimal solution, and I∗LP(0) its objective value. Since C (0) contains the feasible region
of (4.1), we have I∗LP(0) ≤ I∗IP. Let us assume G∗LP(0) ∉ Z=. The cutting plane method then finds
an inequality 0)G ≤ V (a cut) that is satisfied by all integer feasible solutions of (4.1), but not by
G∗LP(0) (one can prove that such an inequality always exists). The new constraint 0)G ≤ V is added
to C (0) , to obtain feasible region C (1) ⊆ C (0); and then the new LP is solved, to obtain G∗LP(1). This
procedure is iterated until G∗LP(C) ∈ Z=. Since C (C) contains the feasible region of (4.1), G∗LP(C) is an
optimal solution to the integer program (4.1). In fact, G∗LP(C) is the only feasible solution to (4.1)
produced throughout the algorithm.
A typical way to compare cutting plane methods is by the number of cuts added throughout the
algorithm: a better method is the one that terminates after adding a smaller number of cuts. How-
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ever, even for methods that are guaranteed to terminate in theory, in practice often numerical errors
will prevent convergence to a feasible (optimal) solution. In this case, a typical way to evaluate the
performance is the following. For an iteration C of the method, the value 6C := I∗IP − I∗LP(C) ≥ 0 is
called the (additive) integrality gap of C (C) . Since C (C+1) ⊆ C (C) , we have that 6C ≥ 6C+1. Hence,
the integrality gap decreases during the execution of the cutting plane method. A common way to
measure the performance of a cutting plane method is therefore given by computing the factor of
integrality gap closed between the first LR, and the iteration g when we decide to halt the method
(possibly without reaching an integer optimal solution), see e.g. [102]. Specifically, we define the
integrality-gap-closure as the ratio
60 − 6g
60
∈ [0, 1] . (4.2)
In order to measure the integrality-gap-closure achieved by RL agent on test instances, we need to
know the optimal value I∗IP for those instances, which we compute with a commercial IP solver.
Importantly, note that we do not use this measure, or the optimal objective value, for training, but
only for evaluation.
Gomory’s Integer Cuts. Cutting plane algorithms differ in how cutting planes are constructed at
each iteration. Assume that the LR of (4.1) with feasible region C (C) has been solved via the sim-
plex algorithm. At convergence, the simplex algorithm returns a so-called tableau, which consists
of a constraint matrix ̃ and a constraint vector 1̃. Let IC be the set of components [G∗LP(C)]8 that
are fractional. For each 8 ∈ IC , we can generate a Gomory cut [93]
(−̃(8) + b ̃(8)c))G ≤ −1̃8 + b1̃8c, (4.3)
where ̃(8) is the 8th row of matrix ̃ and b·c means component-wise rounding down. Gomory cuts
can therefore be generated for any IP and, as required, are valid for all integer points from (4.1) but
not for G∗LP(C). Denote the set of all candidate cuts in round C as D (C) , so that C B |D (C) | = |IC |.
It is shown in [93] that a cutting plane method which at each step adds an appropriate Gomory’s
cut terminates in a finite number of iteration. At each iteration C, we have as many as C ∈ [=] cuts to
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choose from. As a result, the efficiency and quality of the solutions depend highly on the sequence
of generated cutting planes, which are usually chosen by heuristics [102]. We aim to show that the
choice of Gomory’s cuts, hence the quality of the solution, can be significantly improved with RL.
Branch and cut. In state-of-the-art solvers, the addition of cutting planes is alternated with a
branching phase, which can be described as follows. Let G∗LP(C) be the solution to the current
LR of (4.1), and assume that some component of G∗LP(C). Without loss of generality, we assume
the first component is not integer (else, G∗LP(C) is the optimal solution to (4.1)). Then (4.1) can
be split into two subproblems, whose LPs are obtained from C (C) by adding constraints G1 ≤
b[G∗LP(C)]1c and G1 ≥ d[G∗LP(C)]1e, respectively. Note that the set of feasible integer points for (4.1)
is the union of the set of feasible integer points for the two new subproblems. Hence, the integer
solution with minimum value (for a minimization IP) among those subproblems gives the optimal
solution to (4.1). Several heuristics are used to select which subproblem to solve next, in attempt to
minimize the number of suproblems (also called child nodes) created. An algorithm that alternates
between the cutting plane method and branching is called branch-and-cut. When all the other
parameters (e.g., the number of cuts added to a subproblem) are kept constant, a typical way to
evaluate a branc-and-cut method is by the number of subproblems explored before the optimal
solution is found.
4.4 Deep RL Formulation and Solution Architecture
Here we present our formulation of the cutting plane selection problem as an RL problem, and
our deep RL based solution architecture.
4.4.1 Formulating Cutting Plane selection as RL
The standard RL formulation starts with an MDP: at time step C ≥ 0, an agent is in a state
BC ∈ S, takes an action 0C ∈ A, receives an instant reward AC ∈ R and transitions to the next state
BC+1 ∼ ?(·|BC , 0C). A policy c : S ↦→ P(A) gives a mapping from any state to a distribution
over actions c(·|BC). The objective of RL is to search for a policy that maximizes the expected
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cumulative rewards over a horizon ) , i.e., maxc  (c) := Ec [
∑)−1
C=0 W
CAC], where W ∈ (0, 1] is a
discount factor and the expectation is w.r.t. randomness in the policy c as well as the environment
(e.g. the transition dynamics ?(·|BC , 0C)). In practice, we consider parameterized policies c\ and
aim to find \∗ = arg max\  (c\). Next, we formulate the procedure of selecting cutting planes into
an MDP. We specify state space S, action space A, reward AC and the transition BC+1 ∼ ?(·|BC , 0C).
Note that unlike previous chapters, here we use BC ∈ S to denote states. This is to avoid
confusion with the variable notations G for the IP problems.
State Space S. At iteration C, the new LP is defined by the feasible region C (C) = {0)
8
G ≤ 18}#C8=1
where #C is the total number of constraints including the original linear constraints (other than
non-negativity) in the IP and the cuts added so far. Solving the resulting LP produces an opti-
mal solution G∗LP(C) along with the set of candidate Gomory’s cuts D (C) . We set the numerical
representation of the state to be BC = {C (C) , 2, G∗LP(C),D (C)}. When all components of G∗LP(C) are
integer-valued, BC is a terminal state and D (C) is an empty set.
Action Space A. At iteration C, the available actions are given by D (C) , consisting of all possible
Gomory’s cutting planes that can be added to the LP in the next iteration. The action space is
discrete because each action is a discrete choice of the cutting plane. However, each action is
represented as an inequality 4)
8
G ≤ 38, and therefore is parameterized by 48 ∈ R=, 38 ∈ R. This is
different from conventional discrete action space which can be an arbitrary unrelated set of actions.
Reward AC . To encourage adding cutting plane aggressively, we set the instant reward in iteration
C to be the gap between objective values of consecutive LP solutions, that is, AC = 2)G∗LP(C + 1) −
2)G∗LP(C) ≥ 0. With a discount factor W < 1, this encourages the agent to reduce the integrality gap
and approach the integer optimal solution as fast as possible.
Transition. Given state BC = {C (C) , 2, G∗LP(C),D (C)}, on taking action 0C (i.e., on adding a chosen
cutting plane 4)
8
G ≤ 38), the new state BC+1 is determined as follows. Consider the new constraint
set C (C+1) = C (C) ∪ {4)
8
G ≤ 38}. The augmented set of constraints C (C+1) form a new LP, which
can be efficiently solved using the simplex method to get G∗LP(C + 1). The new set of Gomory’s
cutting planes D (C+1) can then be computed from the simplex tableau. Then, the new state BC+1 =
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{C (C+1) , 2, G∗LP(C + 1),D (C+1)}.
4.4.2 Policy Network Architecture
We now describe the policy network architecture for c\ (0C |BC). Recall from the last section we
have in the state BC a set of inequalities C (C) = {0)8 G ≤ 18}
#C
8=1, and as available actions, another
set D (C) = {4)
8
G ≤ 38}C8=1. Given state BC , a policy c\ specifies a distribution over D
(C) , via the
following architecture.
Attention network for order-agnostic cut selection. Given current LP constraints in C (C) , when
computing distributions over the C candidate constraints inD (C) , it is desirable that the architecture
is agnostic to the ordering among the constraints (both in C (C) andD (C)), because the ordering does
not reflect the geometry of the feasible set. To achieve this, we adopt ideas from the attention
network [103]. We use a parametric function \ : R=+1 ↦→ R: for some given : (encoded by a
network with parameter \). This function is used to compute projections ℎ8 = \ ( [08, 18]), 8 ∈ [#C]
and 6 9 = \ ( [4 9 , 3 9 ]), 9 ∈ [C] for each inequality in C (C) and D (C) , respectively. Here [·, ·]









Intuitively, when assigning these scores to the candidate cuts, (4.4) accounts for each candidate’s
interaction with all the constraints already in the LP through the inner products 6)
9
ℎ8. We then
define probabilities ?1, . . . , ?C by a softmax function softmax((1, . . . , (C ). The resulting C-way
categorical distribution is the distribution over actions given by policy c\ (·|BC) in the current state
BC .
LSTM network for variable sized inputs. We want our RL agent to be able to handle IP in-
stances of different sizes (number of decision variables and constraints). Note that the number of
constraints can vary over different iterations of a cutting plane method even for a fixed IP instance.
But this variation is not a concern since the attention network architecture described above handles
69
Algorithm 2 Rollout of the Policy
1: Input: policy network parameter \, IP instance parameterized by 2, , 1, number of iterations
) .
2: Initialize iteration counter C = 0.
3: Initialize minimization LP with constraints C (0) = {G ≤ 1} and cost vector 2. Solve to obtain
G∗LP(0). Generate set of candidate cuts D (0) .
4: while G∗LP(C) not all integer-valued and C ≤ ) do
5: Construct state BC = {C (C) , 2, G∗LP(C),D (C)}.
6: Sample an action using the distribution over candidate cuts given by policy c\ , as 0C ∼
c\ (·|BC). Here the action 0C corresponds to a cut {4)G ≤ 3} ∈ D (C) .
7: Append the cut to the constraint set, C (C+1) = C (C) ∪ {4)G ≤ 3}. Solve for G∗LP(C + 1).
Generate D (C+1) .
8: Compute reward AC .
9: C ← C + 1.
10: end while
that variability in a natural way. To be able to use the same policy network for instances with dif-
ferent number of variables, we embed each constraint using a LSTM network LSTM\ [104] with
hidden state of size = + 1 for a fixed =. In particular, for a general constraint 0̃)
8
G̃ ≤ 1̃8 with 0̃8 ∈ R=̃
with =̃ ≠ =, we carry out the embedding ℎ̃8 = LSTM\ ( [0̃8, 1̃8]) where ℎ̃8 ∈ R=+1 is the last hidden
state of the LSTM network. This hidden state ℎ̃8 can be used in place of [0̃8, 1̃8] in the attention
network. The idea is that the hidden state ℎ̃8 can properly encode all information in the original
inequalities [0̃8, 1̃8] if the LSTM network is powerful enough.
Policy rollout. To put everything together, in Algorithm 2, we lay out the steps involved in rolling
out a policy, i.e., executing a policy on a given IP instance.
4.4.3 Training: Evolutionary Strategies
We train the RL agent using Evolutionary strategies (ES) [105]. The core idea is to flatten the
RL problem into a blackbox optimization problem where the input is a policy parameter \ and the
output is a noisy estimate of the agent’s performance under the corresponding policy. ES apply
random sensing to approximate the policy gradient 6̂\ ≈ ∇\ (c\) and then carry out the iteratively
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where n8 ∼ N(0, I) is a sample from a multivariate Gaussian, \′8 = \ + fn8 and f > 0 is a fixed
constant. Here the return  (c\ ′) can be estimated as
∑)−1
C=0 ACW
C using a single trajectory (or average
over multiple trajectories) generated on executing the policy c\ ′, as in Algorithm 2. To train
the policy on " distinct IP instances, we average the ES gradient estimators over all instances.
Optimizing the policy with ES comes with several advantages, e.g., simplicity of communication
protocol between workers when compared to some other actor-learner based distributed algorithms
[36, 42], and simple parameter updates. Further details and discussions are in the appendix.
4.4.4 Testing
We test the performance of a trained policy c\ by rolling out (as in Algorithm 2) on a set
of test instances, and measuring the integrality-gap-closure. One important design consideration
is that a cutting plane method can potentially cut off the optimal integer solution due to the LP
solver’s numerical errors. Invalid cutting planes generated by numerical errors is a well-known
phenomenon in integer programming [106]. Further, learning can amplify this problem. This is
because an RL policy trained to decrease the cost of the LP solution might learn to aggressively
add cuts in order to tighten the LP constraints. When no countermeasures were taken, we observed
that the RL agent could cut the optimal solution in as many as 20% of the instances for some
problems! To remedy this, we have added a simple stopping criterion at test time. The idea is to
maintain a running statistics that measures the relative progress made by newly added cuts during
execution. When a certain number of consecutive cuts have little effect on the LP objective value,
we simply terminate the episode. This prevents the agent from adding cuts that are likely to induce
numerical errors. Indeed, our experiments show this modification is enough to completely remove
the generation of invalid cutting planes. We postpone the details to the appendix.
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4.5 Experiments
We evaluate our approach with a variety of experiments, designed to examine the quality of the
cutting planes selected by the trained RL agent. Specifically, we conduct five sets of experiments
to evaluate our approach from the different aspects:
1. Efficiency of cuts. Can the RL agent solve an RL problem using fewer number of Gomory
cuts?
2. Integrality gap closed. In cases where cutting planes alone are unlikely to solve the problem
to optimality, can the RL agent close the integrality gap effectively?
3. Generalization properties.
• (size) Can an RL agent trained on smaller instances be applied to 10X larger instances
to yield performance comparable to an agent trained on the larger instances?
• (structure) Can an RL agent trained on instances from one class of RLs be applied to a
very different class of RLs to yield performance comparable to an agent trained on the
latter class?
4. Impact on the efficiency of branch-and-cut. Will the RL agent trained as a cutting plane
method be effective as a subroutine within a branch-and-cut method?
5. Interpretability of cuts: the knapsack problem. Does RL have the potential to provide
insights into effective and meaningful cutting plane strategies for specific problems? Specifi-
cally, for the knapsack problem, do the cuts learned by RL resemble lifted cover inequalities?
IP instances used for training and testing. We consider four classes of RLs: Packing, Production
Planning, Binary Packing and Max-Cut. These represent a wide collection of well-studied RLs
ranging from resource allocation to graph optimization. The RL formulations of these problems
are provided in the appendix. Let =, < denote the number of variables and constraints (other
than nonnegativity) in the RL formulation, so that = × < denotes the size of the RL instances
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(see tables below). The mapping from specific problem parameters (like number of nodes and
edges in maximum-cut) to =, < depends on the RL formulation used for each problem. We use
randomly generated problem instances for training and testing the RL agent for each RL problem
class. For the small (= × < ≈ 200) and medium (= × < ≈ 1000) sized problems we used 30
training instances and 20 test instances. These numbers were doubled for larger problems (=×< ≈
5000). Importantly, note that we do not need “solved" (aka labeled) instances for training. RL only
requires repeated rollouts on training instances.
Baselines. We compare the performance of the RL agent with the following commonly used
human-designed heuristics for choosing (Gomory) cuts [102]: Random, Max Violation (MV),
Max Normalized Violation (MNV) and Lexicographical Rule (LE), with LE being the original
rule used in Gomory’s method, for which a theoretical convergence in finite time is guaranteed.
Precise descriptions of these heuristics are in the appendix.
Implementation details. We implement the MDP simulation environment for RL using Gurobi
[100] as the LP solver. The C-interface of Gurobi entails efficient addition of new constraints (i.e.,
the cut chosen by RL agent) to the current LP and solve the modified LP. The number of cuts
added (i.e., the horizon ) in rollout of a policy) depend on the problem size. We sample actions
from the categorical distribution {?8} during training; but during testing, we take actions greedily
as 8∗ = arg max8 ?8. Further implementation details, along with hyper-parameter settings for the
RL method are provided in the appendix.
Experiment #1: Efficiency of cuts (small-sized instances). For small-sized RL instances, cut-
ting planes alone can potentially solve an IP problem to optimality. For such instances, we compare
different cutting plane methods on the total number of cuts it takes to find an optimal integer so-
lution. Table 4.1 shows that the RL agent achieves close to several factors of improvement in the
number of cuts required, when compared to the baselines. Here, for each class of IP problems, the
second row of the table gives the size of the IP formulation of the instances used for training and
testing.
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Table 4.1: Number of cuts it takes to reach optimality. We show mean ± std across all test instances.
Tasks Packing Planning Binary MaxCut
Size 10 × 5 13 × 20 10 × 20 10 × 22
RANDOM 48 ± 36 44 ± 37 81 ± 32 69 ± 34
MV 62 ± 40 48 ± 29 87 ± 27 64 ± 36
MNV 53 ± 39 60 ± 34 85 ± 29 47 ± 34
LE 34 ± 17 310±60 89 ± 26 59 ± 35
RL 14 ± 11 10 ± 12 22 ± 27 13 ± 4
Table 4.2: integrality-gap-closure for test instances of size roughly 1000. We show mean±std of integrality-
gap-closure achieved on adding ) = 50 cuts.
Tasks Packing Planning Binary Max Cut
Size 30 × 30 61 × 84 33 × 66 27 × 67
RANDOM 0.18 ± 0.17 0.86 ± 0.16 0.39 ± 0.21 0.86 ± 0.09
MV 0.14 ± 0.08 0.18 ± 0.08 0.32 ± 0.18 0.55 ± 0.10
MNV 0.19 ± 0.23 0.31 ± 0.09 0.32 ± 0.48 0.62 ± 0.12
LE 0.20 ± 0.22 0.01 ± 0.01 0.41 ± 0.27 0.54 ± 0.15
RL 0.55 ± 0.32 0.88 ± 0.12 0.95 ± 0.14 0.86 ± 0.14
Experiment #2: Integrality gap closure for large-sized instances. Next, we train and test the
RL agent on significantly larger problem instances compared to the previous experiment. In the
first set of experiments (Table 4.2 and Figure 4.2), we consider instances of size (= × <) close to
1000. In Table 4.3 and Figure 4.3, we report results for even larger scale problems, with instances
of size close to 5000. We add ) = 50 cuts for the first set of instances, and ) = 250 cuts for the
second set of instances. However, for these instances, the cutting plane methods is unable to reach
optimality. Therefore, we compare different cutting plane methods on integrality gap closed using
the IGC metric defined in (4.2), Section 4.3. Table 4.2, 4.3 show that on average RL agent was
able to close a significantly higher fraction of gap compared to the other methods. Figure 4.2, 4.3
provide a more detailed comparison, by showing a percentile plot – here the instances are sorted
in the ascending order of integrality-gap-closure and then plotted in order; the H-axis shows the
integrality-gap-closure and the G-axis shows the percentile of instances achieving that integrality-
gap-closure. The blue curve with square markers shows the performance of our RL agent. In
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(a) Packing (b) Planning
(c) Binary Packing (d) Max Cut
Figure 4.2: Percentile plots of IGC for test instances of size roughly 1000. X-axis shows the percentile
of instances and y-axis shows the integrality-gap-closure achieved on adding ) = 50 cuts. Across all test
instances, RL achieves significantly higher IGC than the baselines.
Figure 4.2, very close to the blue curve is the yellow curve (also with square marker). This yellow
curve is for RL/10X, which is an RL agent trained on 10X smaller instances in order to evaluate
generalization properties, as we describe next.
Experiment #3: Generalization. In Figure 4.2, we also demonstrate the ability of the RL agent
to generalize across different sizes of the RL instances. This is illustrated through the extremely
competitive performance of the RL/10X agent, which is trained on 10X smaller size instances than
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Table 4.3: IGC for test instances of size roughly 5000. We show mean ± std of integrality-gap-closure
achieved on adding ) = 250 cuts.
Tasks Packing Planning Binary Max Cut
Size 60 × 60 121 × 168 66 × 132 54 × 134
RANDOM 0.05 ± 0.03 0.38 ± 0.08 0.17 ± 0.12 0.50 ± 0.10
MV 0.04 ± 0.02 0.07 ± 0.03 0.19 ± 0.18 0.50 ± 0.06
MNV 0.05 ± 0.03 0.17 ± 0.10 0.19 ± 0.18 0.86 ± 0.11
LE 0.04 ± 0.02 0.01 ± 0.01 0.23 ± 0.20 0.45 ± 0.08
RL 0.11 ± 0.05 0.68 ± 0.10 0.61 ± 0.47 0.57 ± 0.10
Table 4.4: IGC in branch-and-cut. We show mean ± std across test instances.
Tasks Packing Planning Binary Max Cut
Size 30 × 30 61 × 84 33 × 66 27 × 67
NO
CUT
0.57 ± 0.34 0.47 ± 0.08 0.60 ± 0.48 1.0 ± 0.0
RANDOM 0.79 ± 0.25 0.88 ± 0.16 0.97 ± 0.09 1.0 ± 0.0
MV 0.67 ± 0.38 0.64 ± 0.27 0.97 ± 0.09 0.97 ± 0.18
MNV 0.83 ± 0.23 0.74 ± 0.22 1.0 ± 0.0 1.0 ± 0.0
LE 0.80 ± 0.26 0.47 ± 0.08 0.97 ± 0.08 1.0 ± 0.0
RL 0.88 ± 0.23 1.0 ± 0.0 1.0 ± 0.0 1.0 ± 0.0
the test instances. (Exact sizes used in the training of RL/10X agent were were 10×10, 32×22, 10×
20, 20× 10, respectively, for the four types of RL problems.) Furthermore, we test generalizability
across RL classes by training an RL agent on small sized instances of the packing problem, and
applying it to add cuts to 10- larger instances of the maximum-cut problem. The latter, being a
graph optimization problem, has intuitively a very different structure from the former. Figure 4.4
shows that the RL/10X agent trained on packing (yellow curve) achieve a performance on larger
maximum-cut instances that is comparable to the performance of agent trained on the latter class
(blue curve).
Experiment #4: Impact on the efficiency of branch-and-cut. In practice, cutting planes alone
are not sufficient to solve large problems. In state-of-the-art solvers, the iterative addition of cutting
planes is alternated with a branching procedure, leading to Branch-and-Cut (B&C). To demonstrate
the full potential of RL, we implement a comprehensive B&C procedure but without all the addi-
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(a) Packing (b) Planning
(c) Binary Packing (d) Max Cut
Figure 4.3: Percentile plots of IGC for test instances of size roughly 5000, ) = 250 cuts. Same set up as
Figure 4.2 but on even larger-size instances.
tional heuristics that appear in the standard solvers. Our B&C procedure has two hyper-parameters:
number of child nodes (suproblems) to expand #exp and number of cutting planes added to each
node #cuts. In addition, branch-and-cut is determined by the implementation of the Branching
Rule, Priority Queue and Termination Condition. Further details are in the appendix.
Figure 4.5 gives percentile plots for the number of child nodes (suproblems) #exp until termi-
nation of branch-and-cut. Here, #cuts = 10 cuts were added to each node, using either RL or one
of the baseline heuristics. We also include as a comparator, the branch-and-cut method without
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Figure 4.4: Percentile plots of Integrality Gap Closure. ‘RL/10X packing’ trained on instances of a com-
pletely different IP problem (packing) performs competitively on the maximum-cut instances.
any cuts, i.e., the branch and bound method. The trained RL agent and the test instances used
here are same as those in Table 4.2 and Figure 4.2. Perhaps surprisingly, the RL agent, though
not designed to be used in combination with branching, shows substantial improvements in the
efficiency of branch-and-cut. In the appendix, we have also included experimental results showing
improvements for the instances used in Table 4.3 and Figure 4.3.
Experiment #5: Interpretability of cuts. A knapsack problem is a binary packing problem
with only one constraint. Although simple to state, these problems are NP-Hard, and have been a
testbed for many algorithmic techniques, see e.g. the books [107, 108]. A prominent class of valid
inequalities for knapsack is that of cover inequalities, that can be strengthened through the classical
lifting operation (see the appendix for definitions). Those inequalities are well-studied in theory
and also known to be effective in practice, see e.g. [109, 85, 107]. Our last set of experiments
gives a “reinforcement learning validation” of those cuts. We show in fact that RL, with the same
reward scheme as in Experiment #2, produces many more cuts that “almost look like” lifted cover
inequalities than the baselines. More precisely, we define three increasingly looser criteria for
deciding when a cut is “close” to a lifted cover inequality (the plurality of criteria is due to the fact
that lifted cover inequalities can be strengthened in many ways). We then check which percentage
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(a) Packing (1000 nodes) (b) Planning (200 node)
(c) Binary (200 nodes) (d) Max Cut (200 nodes)
Figure 4.5: Percentile plots of number of B&C nodes expanded. X-axis shows the percentile of instances
and y-axis shows the number of expanded nodes to close 95% of the integrality gap.
of the inequalities produced by the RL (resp. the other baselines) satisfy each of these criteria. This
is reported in the first three figures in Figure 4.6, together with the number of cuts added before the
optimal solution is reached (rightmost figure in Figure 4.6). More details on the experiments and
a description of the three criteria are reported in the appendix. These experiments suggest that our
approach could be useful to aid researchers in the discovery of strong family of cuts for RLs, and
provide yet another empirical evaluation of known ones.
Runtime. A legitimate question is whether the improvement provided by the RL agent in terms
of solution accuracy comes at the cost of a large runtime. The training time for RL can indeed
79
(a) Criterion 1 (b) Criterion 2
(c) Criterion 3 (d) Number of cuts
Figure 4.6: Percentage of cuts meeting the designed criteria and number of cuts on Knapsack problems.
We train the RL agent on 80 instances. All baselines are tested on 20 instances. As seen above, RL produces
consistently more ’high-quality’ cuts.
be significant, especially when trained on large instances. However, there is no way to compare
that with the human-designed heuristics. In testing, we observe no significant differences in time
required by an RL policy to choose a cut vs. time taken to execute a heuristic rule. We detail the
runtime comparison in the appendix.
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4.6 Conclusions
We presented a deep RL approach to automatically learn an effective cutting plane strategy for
solving IP instances. The RL algorithm learns by trying to solve a pool of (randomly generated)
training instances again and again, without having access to any solved instances. The variety of
tasks across which the RL agent is demonstrated to generalize without being trained for, provides
evidence that it is able to learn an intelligent algorithm for selecting cutting planes. We believe
our empirical results are a convincing step forward towards the integration of ML techniques in IP
solvers. This may lead to a functional answer to the “Hamletic question Branch-and-cut designers
often have to face: to cut or not to cut?” [101].
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Appendix A: Appendices for Chapter 2
A.1 Derivation of results for Generalized Trust Region Policy Optimization
A.1.1 Controlling the Residuals
Consider the residuals of the Taylor expansions, let the following norm | | · | | be the infinity
norm | || | = maxG,0 |(G, 0) |. Let 'max be the maximum reward over the entire MDP 'max =
maxG,0 |A (G, 0) |. Finally, let n = | |c − ` | |1.






















1 − W n
) +1
(1 − W
1 − W n)
−1 'max
1 − W . (A.1)
The above derivation shows that once we have n < 1−W
W
, | | | | → 0 as  → ∞. In the above
derivation, we have applied the bound | |*: | | ≤ ( W1−W )
:n : , which will be helpful in later derivations.
A.1.2 Deriving Taylor Expansions of Reinforcement Learning Objective
Recall that the RHS of Eq. 2.2 are the Taylor expansions of Q-functions &c. By construction,
&c −&` = ∑:≥0*: . Though Eq. 2.2 shows the expansion of the entire vector&c, for optimization
purposes, we care about the RL objective from a starting state G0,  (c) = Ec,00∼c(·|G0),G0 [&c (G0, 00)] =
c)0&
c, where c0 ∈ R|X||A| follows the definition from the chapter c0(G, 0) = c(0 |G)XG=G0 .
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Calculating ! (c, `). For simplicity, we might simplify !: (c, `) as !: . Consider the RHS of
(Eq. 2.3), by definition of the :-th order Taylor expansion !: , 1 ≤ : ≤  of  (c) −  (`), we
maintain terms where c/` − 1 appears at most  times. Equivalently, in matrix form, we could
remove the higher order terms of c − ` while only maintaining terms such as (c − `): , : ≤  .
This allows us to conclude
 ∑
8=1
!: B (c0 − `0)) (&` +
 −1∑
:≥1




Further, we can single out each ! (c)
!: B (c0 − `0))):−1 + `)0*: , : ≥ 2
!1 B (c0 − `0))&` + `)0*1.
A.2 Proof of Theorem 2.2.1
Proof. Below we derive the Taylor expansion of Q-function &c into different orders of %c − %`.
We recursively make use of the following matrix equality
( − W%c)−1 = ( − W%`)−1 + W( − W%`)−1(%c − %`) ( − W%c)−1,
which can be derived either from matrix inversion equality or directly verified. Recall the definition
of &c = ( − W%c)−1', thus using the previous equality we have
&c = ( − W%`)−1' + W( − W%`)−1(%c − %`) ( − W%c)−1'
= &` + W( − W%`)−1(%c − %`)&c .
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Now we recursively apply this equality  times:








W( − W%`)−1(%c − %`)
) +1
&c .
Now if | |c−` | |1 < (1−W)/W then the sup-norm ‖W(−W%`)−1(%c−%`)‖∞ = W1−W | |c−` | |1 < 1,





(W( − W%`)−1(%c − %`)):&` .

A.3 Proof of Theorem 2.3.1
Proof. To derive the monotonic improvement theorem for generalized TRPO, it is critical to bound∑∞
:= +1 !: . Naivey, we could bound each term
|!: | ≤ n | |*:−1 | | + | |*: | | ≤ n (
W
1 − W )
:−1n :−1 + n ( W
1 − W )
:n : = ( W
1 − W )
:−1 1
1 − W n
: .











1 − W )
:−1 1
1 − W n
: =
1
1 − W (1 −
1
1 − W n)
−1( Wn
1 − W )
 +1.
Because we have the equality  (c) =  (`) + ∑∞:=1 !: for |c − ` | ≤ 1−WW . Therefore, the precise
statement for monotonic improvement is





1 − W (1 −
1
1 − W n)
−1( Wn
1 − W )
 +1. (A.2)
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and this produces the monotonic improvement result (Eq. 2.10) in the chapter. 
A.4 Proof of Theorem 2.3.2
Proof. It is known that for  = 1, replacing &` (G, 0) by ` (G, 0) in the estimation formula poten-
tially reduces variance [13, 14] yet renders the estimate unbiased. Below, we show that in general,
replacing &c (G, 0) by c (G, 0) renders the estimate of ! (c, `) unbiased for general  ≥ 1.
As shown above and more clearly in Appendix A.6, ! (c, `) can be written as







&` (G , 0 )
]
. (A.3)
We omit detailed distributions of the expectation for simplicity (should be a sequence of dis-
counted visitation distributions). Now, we leverage the conditional expectation with respect to
(G (8) , 0 (8)), 1 ≤ 8 ≤  − 1 to yield












&` (G , 0 )
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` (G , 0 )
] ]







` (G , 0 )
]
. (A.4)
This shows that indeed, replacing &` (G, 0) by ` (G, 0) indeed renders the estimator unbiased,
while potentially reducing the variance of the overall estimation. In practice, we always directly
estimate ̂` (G, 0) ≈ ` (G, 0) and construct the estimator according to the above. 
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A.5 Proof of Theorem 2.4.1
Proof. From the definition of the Return off-policy evaluation operator Rc,`1 , we have
Rc,`1 & = & + ( − W%
`)−1(A + W%c& −&)
= ( − W%`)−1(A + W%c& −& + ( − W%`)&)
= ( − W%`)−1A + W( − W%`)−1(%c − %`)&
= &` + W( − W%`)−1(%c − %`)&.
Thus & ↦→ Rc,`1 & is an affine operator, and
(
Rc,`1 )





= &` + W( − W%`)−1(%c − %`)&` +
[
W( − W%`)−1(%c − %`)
]2
&.
Applying this step  times, we deduce
(
Rc,`1 )








W( − W%`)−1(%c − %`)
] 
&.
Applying this to &` we deduce that
(
Rc,`1 )




W( − W%`)−1(%c − %`)
] :
&`︸                                  ︷︷                                  ︸
=*:
,
which proves the claim. 
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A.6 Alternative Derivation for Taylor Expansions of Reinforcement Learning Objective
Here we provide an alternative derivation of the Taylor expansion of the RL objective. Let
cC/`C = 1 + nC . In cases where c ≈ ` (e.g. for the trust region case), n ≈ 0. To calculate  (c) using
data from `, a natural technique is importance sampling (IS)



















To derive Taylor expansion in an intuitive way, consider expanding the product
∏∞
C=0(1 + nC),
assuming that this infinite product is finite. Assume all nC ≤ n with some small n > 0. A second-
order Taylor expansion is
∞∏
C=0








nCnC ′ +$ (n3). (A.6)
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Note that in the last equality, the WC factor is absorbed into the discounted visitation distribution
3
`
W (·, ·|G0, 00, 0). It is then clear that this term is exactly the first-order expansion !1(c, `) shown
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in the chapter.
Similarly, we could derive the second-order expansion by studying the term associated with∑∞
C=0
∑∞



























































Note that similar to the first-order expansion, the discount factor WCWC
′−C is absorbed into the dis-
counted visitation distribution 3`W (·, ·|G0, 00, 0) and 3`W (·, ·|G, 0, 1) respectively. Here note that the
second discounted visitation distribution is 3`W (·, ·|G, 0, 1) instead of 3`W (·, ·|G, 0, 0) - this is because
C′− C ≥ 1 by construction and we need to sample the second state conditional on the time difference
to be ≥ 1. The above is exactly the second-order expansion !2(c, `).
By a similar argument, we can derive expansion for all higher-order expansion - by consider-






C >C −1 n1n2...n . This will introduce  discounted
visitation distributions 3`W (·, ·|G0, 00, 0) and 3`W (·, ·|G: , 0: , 1), 1 ≤ : ≤  .
The above derivation also illustrates how these higher-order terms can be estimated in practice.
For :-th order, given a trajectory under `, sequentially sample  time difference ΔC: along the
trajectory, where C1 ∼ Geometric(1 − W). For : ≥ 2, C: ∼ Geometric(1 − W) while conditional on
ΔC: ≥ 1. Then define the time C: =
∑









&` (G , 0 ). (A.9)
A.6.1 Connection between Off-policy Evaluation and Generalized Advantage Estimation (GAE)
Generalized Advantage Estimation (GAE) [43] is a popular technique for advantage estimation.
According to [43, 14], GAE trades-off bias and variance in the advantage estimation and can boost
the performance of downstream policy optimization. On the other hand, off-policy evaluation
operators [40, 20] are dedicated to evaluations of Q-function &c (G, 0). Are there any connections
between these paradigms?
The algorithm maintains a policy c(0 |G) and value functio +q (G) with parameter q. Data are
collected on-policy ` = c. Let ̂GAE(G, 0) be the GAE estimation for (G, 0). Naturally, GAE
can be interpreted as first carrying out a Q-function estimation &̂(G, 0) and then subtracting the
baseline
̂GAE(G, 0) = &̂(G, 0) −+q (G). (A.10)
It turned out that the Q-function estimation &̂(G, 0) can be interpreted as applying the &(_) opera-
tor to an initial Q-function estimate. Here the initial Q-function estimate bootstraps from the value
function &init(G, 0) = +q (G). To sum up,
̂GAE = [Rc,c2=_&init] (G, 0) −+q (G), (A.11)
where Rc,`
2=_
refers to the evaluation operator with trace coefficients 2(G, 0) = _. Also here the
evaluation operator is replaced by sample estimates in practice.
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A.7 Second-order expansions for Value-based Algorithms
The application of Taylor expansions allow us to derive the expansion for RL objective, which
is useful in policy-optimization where algorithms maintain parameterized policy c\ . Taking one
step back, Taylor expansion can be used for policy evaluation as well, and can be useful in algo-
rithms where Q-functions (value functions) are parameterized &\ where the policy is implicitly
defined (e.g. n-greedy). In our experiments, we take R2D2 [42] as the baseline Algorithm Setup.
Below, we briefly introduce the algorithmic procedure of R2D2 and present the Taylor expansion
variants.
Basic Components. The baseline R2D2 maintains a Q-function &\ (G, 0) parameterized by a
neural network \. The central learner maintains an updated parameter \ and distributed actors
maintain slightly delayed copies \old. Distributed actors collect data using behavior policy `,
defined as n−greedy with respect to &\old (G, 0). The target policy c is defined as greedy with
respect to &\ (G, 0). Actors send data to a replay buffer, and the learner samples partial tra-
jectories {(GC , 0C , AC)})C=1 from the buffer and computes updates to parameter \. In particular,
the learner calculates regression targets &target(GC , 0C) and the Q-function is updated via \ ←
\ − U · ∇\ (&\ (GC , 0C) −&target(GC , 0C))2 with learning rate U > 0.
Algorithmic Variants. Algorithmic variants of R2D2 could be identified by how the target
&target(G, 0) is computed. A useful unified view provided by [48] is that &target(G, 0) aims to
approximate &c (G, 0) such that &\ (G, 0) → &c (G, 0) during the update.
Along sampled trajectories, we could recursively calculate the targets &target(GC , 0C), 1 ≤ C ≤ )
based on recipes of different variants. Below are a few alternatives, where we e.g. use &̂zero(GC , 0C)
to represent &target(GC , 0C) for the zero-order baseline.
• Zero-order. &̂zero(GC , 0C) = AC + W&̂zero(GC+1, 0C+1)
• First-order. &̂first(GC , 0C) = AC + W(Ec [&\ (GC+1, ·)] −&\ (GC+1, 0C+1)) + W&̂first(GC+1, 0C+1)
100
• Second-order. &̂second(GC , 0C) = AC+W(Ec [&̂′first(GC+1, ·)]−&̂first(GC+1, 0C+1)])+W&̂second(GC+1, 0C+1)
• Retrace. &̂retrace(GC , 0C) = AC+W2C+1(Ec [&retrace(GC+1, ·)]−&retrace(GC+1, 0C+1)])+W2C+1&̂retrace(GC+1, 0C+1).
For retrace, the trace coefficient 2C = _min{ c(0C |GC )`(0C |GC ) , 1} following [20]. All baselines bootstrap
&̂target(G) , 0) ) = &\ (GC , 0) ) from the Q-function network for the last state-action pair.
As shown above, the zero-order baseline reduces to discounted sum of returns (plus a bootstrap
value at the end of the trajectory). The first-order adopts the &(_), _ = 1 recursive update rule.
The second-order corresponds to applying &(_), _ = 1 twice to the partial trajectory - in partic-
ular, this corresponds to replacing the Q-function baseline &\ (G, 0) by first-order approximations
&first(G, 0). For the above, we define &̂′first(GC , 0) = I0=0C &̂first(GC , 0)+ (1−I0=0C )&\ (GC , 0) where I is
the indicator function. This ensures that the expectations are well defined in the recursive updates.
As discussed in the chapter, it is not always necessarily optimal to carry out exact first/second-
order correction, it might be potentially beneficial to strike a balance in between for bias-variance
trade-off. To this end, we define the ultimate second-order target as &̂target-final = &̂first+[(&̂second−
&̂first) for [ ≥ 0.
A.8 Additional Experiment Details & Results
A.8.1 Random MDP
The random MDP is identified by the number of states |X| and actions |A|. The transitions
?(G′|G, 0) are generated as samples from a Dirichlet distribution. The reward function A (G, 0) is
generated as a Dirac, uniformly randomly sampled from [−1, 1]. The discount factor is set to be
W = 0.9. The results in Figure 2.1 are averaged over 10 MDPs.
We randomly fix a target policy c and randomly sample another behavior policy ` in the vicin-
ity of c such that | |c − ` | |1 ≤ n, for some fixed n > 0. Effectively, n controls the off-policyness
measured as the difference between c, `. When using the reward estimate '̂ to compute the Q-
function estimate, trajectories are generated under the behavior policy `. The reward estimate
is initialized to be zeros '̂(G, 0) = 0,∀G, 0. Because rewards are deterministic, when (G, 0) is
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Figure A.1: Architecture of distributed agents. Agents differ by the topology, i.e., how ac-
tors/learner/replay pass data/parameters between them. The above architecture summarizes popu-
lar setups such as IMPALA [36] as blue arros and R2D2 [42] as orange arrows.
encountered '̂(G, 0) ← '(G, 0).
A.8.2 Evaluation of Distributed Experiments
All evaluation environments are the entire suite of Atari games [44] consisting of 57 levels.
Since each level has very different reward scale and difficulty, we report human-normalized scores
for each level, calculated as I8 = (A8 − >8)/(ℎ8 − >8), where ℎ8, >8 are performances of human and a
random policy on level 8 respectively.
For all experiments, we report summarizing statistics of the human-normalized scores across
all levels. For example, at any point in training, the mean human-normalized score is the mean
statistics across I8, 1 ≤ 8 ≤ 57.
A.8.3 General Information on Distributed Algorithms
Distributed algorithms have led to significant performance gains on challenging domains [45,
35, 46, 47, 41]. Here, our focus is on recent state-of-the-art algorithms. In general, distributed
agents consist of one central learner, multiple actors and optionally a replay buffer. The central
learner maintains a parameter copy \ and updates parameters based on sampled data. Multiple
actors each maintaining a slighted delayed parameter copy \old and interact with the environment
to generate partial trajectories. Actors sync parameters from the learner periodically.
Algorithms differ by how data/parameters are passed between each component, there are two
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types of topology: Type I adopts IMPALA-typed architecutre ([36]; see blue arrows in Figure A.1
in Appendix A.8), data are directly passed from actors to the learner. See Section 5.1 and Section
5.2; Type II. adopts R2D2-typed architecture [42] (see orange arrows in Figure A.1 in Appendix
A.8), data are sent from actors to a replay, and later sampled according to priorities to the learner
[41].
A.8.4 Details on TayPO-2 for Policy Optimization
Discussion on the first-order objective. By construction, the first-order objective (Eq. 2.5) sam-
ples states with a discounted visitation distribution (G, 0) ∼ 3`W (·, ·|G0, 00, 0). Sampling from dis-




is conducive to theoretical analysis but too conservative in practice. Indeed, the practical objective
is undiscounted ≈ EG0,00 [
∑)4
C=0 AC] where )4 is an artificial threshold of the episode length. There-
fore, in practice, the state G is sampled ’uniformly’ from generated trajectories, i.e. without the
discount WC .
Discussion on the TayPO-2 objective. For the second-order objective (Eq. 2.6), recall that we
sample two state-action pairs (G, 0), (G′, 0′). In practice, we sample (G, 0) uniformly (without dis-
count) as the first-order objective and sample (G′, 0′) with discount factors. This is to ensure that
the two loss function !̂1(c\ , `), !̂2(c\ , `) have relatively compatible magnitudes during optimiza-
tion.
Further practical considerations. In practice, loss functions are computed on partial trajecto-
ries (GC , 0C))C=1 with length ) . Though in theory evaluating !̂2(c\ , `) requires generating time steps
from a geometric distribution Geometric(1−W) which could exceed the length ) , in practice we do
the truncation at ) . In addition, we evaluate !̂2(c\ , `) by computing explicit expectations over the
trajectory instead of sampling time steps. This comes at several trade-offs: explicit expectations
requires $ ()2) computations while sampling can reduce this complexity to $ ()); expectations
could reduce the variance by pooling all data on the trajectory, but could also increase the variance
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Figure A.2: Near On-policy Optimization. The x-axis is the number of frames (millions) and y-
axis shows the median human-normalized scores averaged across 57 Atari levels. The plot shows
the mean curve averaged across 3 random seeds. We observe that second-order expansions allow
for faster learning and better asymptotic performance given the fixed budget on actor steps.
due to correlations of state-action pairs on a single trajectory.
A.8.5 Near On-policy Policy Optimization
Additional Results. See Figure A.2 for additional results on the Atari suite. In Figure A.2 we
show the median human normalized scores during training. We see that the second-order still
steadily outperforms other baselines.
Discussion on Proximal Policy Optimization (PPO) Implementations. By design, PPO alter-
nates between data collection and policy update. The data are always collected under ` = c and the
new policy gets updated via several gradient steps on the same batch of data. To move from ’fully-
synchronized’ to asynchronous distributed setting, several changes must be made to the Algorithm
Setup.
• The data are collected with actor policy ` instead of the previous policy.
• The number of gradient descent per batch is one instead of multiple, to balance the data
throughput from the actor.
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Details on computational architecture. For the near on-policy optimization experiments, we set
up an agent with an algorithmic architecture similar to that of IMPALA [36]. In order to minimize
the delays between actors and the central learner, we schedule all components of the algorithms on
a single host machine. The learner adopts a single TPU for fast inference and computation, while
the actors adopt CPUs for fast batched environment rollouts.
We adopt a small network similar to [35], please see later section below for detailed descrip-
tions of the architecture.
Following the conventional practice of training on Atari games [35], we clip the reward between
[−1, 1]. The learner applies a discount W = 0.99 to calculate value function targets. The total
loss function is a linear combination of policy loss !policy, value function loss !value and entropy
regularization !entropy, i.e. ! = !policy+2E!value+24!entropy where 2E = 0.5, 24 = 0.01. All missing
details are the same as the hyper-parameter setup of the IMPALA architecture to be introduced
below.
The networks are optimized with a RMSProp optimizer [110] with learning rate U = 10−3.
A.8.6 General Distributed Policy Optimization
V-trace Implementations. V-trace is a strong baseline for correcting off-policy data [36]. Given
a partial trajectory (GC , HC , AC))C=1, let dC = min{ d̄, c(0C |GC)/`(0C |GC)} be the truncated IS ratio. Let
+q (G) be a value function baseline. Define XC+ B dC (AC+W+ (GC+1)−+ (GC)) be a temporal difference.
V-trace targets are calculated recursively:
E(GC) = + (GC) + XC+ + W2C (E(GC+1) −+ (GC+1)), (A.12)
where 2C = min{2̄, c(0C |GC)/`(0C , GC)} is the trace coefficient. The value function baseline is then
trained to approximate these targets +q (G) ≈ E(G).
The policy gradient is corrected by clipped IS ratio as well. The policy parameter \ is updated
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via the following gradient
min{ d̄, c(0C |GC)/`(0C |GC)}∇\ log c(0C |GC)0̂C , (A.13)
where the advantage estimates are 0̂C = AC + WE(GC+1) − E(GC) and the derivative ∇\ is taken with
respect to the learner parameter c(0 |G) = c\ (0 |G). Following [36], d̄ = 2̄ = 1.
Hyper-parameters for Taylor expansions. The Taylor expansion variants (including first-order
and second-order expansions) all adopt the surrogate loss functions introduced in the chapter. The
second-order expansion requires a hyper-parameter [ which we set to [ = 1.
The value function targets are estimated as uncorrected cumulative returns, computed recur-
sively E(GC) = AC + WE(GC+1) and then the value function baseline is trained +q (G) ≈ E(G). Though
adopting more complex estimation techniques such as GAE [43] could potentially improve the
accuracy of the bootstrapped values, we do not include the results here.
Additional resuts. Additional detailed results on Atari games are in Table A.1 and Table A.2. In
both tables, we show the performance of different algorithmic variants (first-order, second-order,
V-trace) across all Atari games after training for 400" frames. In Table A.1 there is no artificial
delay between actors and the learner, though there is still delay due to the computational setup
across multiple machines. In Table A.2, there is an artificial delay between actors and the learner.
Details on the distributed architecture. The general policy-based distributed agent follows the
architecture design of IMPALA [36], i.e. a central GPU learner and # = 512 distributed CPU
actors. The actors keep generating data by executing their local copies of the policy `, and sending
data to the queue maintained by the learner. The parameters are periodically sync’ed between the
actors and the learner.
The architecture details are the same as those in [36]. For completeness, we present some
important details below, please refer to the original paper for other missing details. For the delay
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experiments (see Figure 2.3), we have used two different model architectures: a shallow model
based on [35] with an LSTM between the torso embedding and the output of policy/value function.
The deep model refers to a deep network mdoel with residual network [56]. See Figure 3 of [36]
for details (e.g. layer size and activations functions).
The policy/vallue function networks are both trained by RMSProp optimizers [110] with learn-
ing rate U = 5 · 10−4 and no nomentum. To encourage exploration, the policy loss is augmented
by an entropy regularization term with coefficient 24 = 0.01 anda baseline loss with coefficient
2E = 0.5, i.e. the full loss ! = !policy + 2E!value + 24!entropy. These single hyper-parameters are
selected according to Appendix D of [36].
Actors send partial trajectories of length ) = 20 to the learner. For robustness of the training,
rewards AC are clipped between [−1, 1]. We adopt frame stacking and sticky actions as commonly
practiced [17]. The discount factor W = 0.99 for calculating the baseline estimations.
A.8.7 Distributed Value-based Learning
Hyper-parameters for Taylor expansions. The algorithmic details (e.g. the formula for recur-
sive updates) are specified previously in Appendix A.7. Given a partial trajectory, the zero-order
variant calculates the targets recursively along the entire trajectory. For first-order and second-
order variants, we find that calculating the targets recursively along the entire trajectory tends to
destabilize the updates. We suspect that this is because the function approximation error accumu-
lates along the recursive computation, leading to very poor estimates at the beginning of the partial
trajectory. Note that this is very different from update rules such as Retrace [20], where the trace
coefficient 2C = _min{2̄, cC/`C} tends to be zero frequently because cC is a greedy policy, traces
are cut automatically and function approximation errors do not accumulate as much along the tra-
jectory. For Taylor expansion variants with order  ≥ 2, the trace coefficient is effectively 2C = 1
and the trace is not cut at all.
To remedy such an issue, we compute corrected n-step updates with = = 3. This ensures that
the errors do propagate up to = steps and stabilize the learning process.
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Levels Random Human V-trace First-order Second-order (TayPO-2)
ALIEN 227.75 7127.8 11358 5004 9634
AMIDAR 5.77 1719.53 1442 1368 1350
ASSAULT 222.39 742 13759 9930 11505
ASTERIX 210 8503.33 135730 152980 170490
ASTEROIDS 719.1 47388.67 29545 35385 44015
ATLANTIS 12850 29028.13 711170 724230 700410
BANK_HEIST 14.2 753.13 1188 1166 1218
BATTLE_ZONE 2360 37187.5 13370 13828 13755
BEAM_RIDER 363.88 16926.53 24031 18798 23735
BERZERK 123.65 2630.42 1292 1383 1347
BOWLING 23.11 160.73 50 50 53
BOXING 0.05 12.06 99 99 99
BREAKOUT 1.72 30.47 551 580 637
CENTIPEDE 2090.87 12017.04 10166 8773 7747
CHOPPER_COMMAND 811 7387.8 19256 17129 17776
CRAZY_CLIMBER 10780.5 35829.41 139190 132670 134310
DEFENDER 2874.5 18688.89 73020 72658 133090
DEMON_ATTACK 152.07 1971 119130 117860 133030
DOUBLE_DUNK -18.55 -16.4 -7.6 -7.4 -8.5
ENDURO 0 860.53 0 0 0
FISHING_DERBY -91.71 -38.8 33 32 31.4
FREEWAY 0.01 29.6 0 0 0
FROSTBITE 65.2 4334.67 302 298 302
GOPHER 257.6 2412.5 23232 20805 26123
GRAVITAR 173 3351.43 373 386 430
HERO 1026.97 30826.38 32757 33277 36639
ICE_HOCKEY -11.15 0.88 0.7 1.6 4.3
JAMESBOND 29 302.8 759 548 693
KANGAROO 52 3035 1147 1339 1181
KRULL 1598.05 2665.53 9545 8408 9971
KUNG_FU_MASTER 258.5 22736.25 44920 33004 41516
MONTEZUMA_REVENGE 0 4753.33 0 0 0
MS_PACMAN 307.3 6951.6 4018 4982 9702
NAME_THIS_GAME 2292.35 8049 18084 12345 13316
PHOENIX 761.4 7242.6 148840 91040 94131
PITFALL -229.44 6463.69 -5.9 -4.2 -4.5
PONG -20.71 14.59 21 21 21
PRIVATE_EYE 24.94 69571.27 100 94 99
QBERT 163.88 13455 16044 20862 20891
RIVERRAID 1338.5 17118 24116 22151 21253
ROAD_RUNNER 11.5 7845 39513 43974 38177
ROBOTANK 2.16 11.94 7.2 7.1 7
SEAQUEST 68.4 42054.71 1731 1735 1743
SKIING -17098.09 -4336.93 -10865 -13303 -10386
SOLARIS 1236.3 12326.67 2375 2263 2486
SPACE_INVADERS 148.03 1668.67 13503 13544 13171
STAR_GUNNER 664 10250 265480 190920 214580
SURROUND -9.99 6.53 4.3 3.4 2.4
TENNIS -23.84 -8.27 20.6 22 21.8
TIME_PILOT 3568 5229.1 28871 32813 32447
TUTANKHAM 11.43 167.59 243 278 277
UP_N_DOWN 533.4 11693.23 193520 163130 188190
VENTURE 0 1187.5 0 0 0
VIDEO_PINBALL 0 17667.9 359610 326060 315930
WIZARD_OF_WOR 563.5 4756.52 7302 5114 7646
YARS_REVENGE 3092.91 54576.93 81584 90581 93680
ZAXXON 32.5 9173.3 21635 21149 25603
Table A.1: Scores across 57 Atari levels for experiments on general policy-optimization with dis-
tributed architecture with no artificial delays between actors and learner. We compare several
alternatives for off-policy correction: V-trace, first-order and second-order. We also provide scores
for random policy and human players as reference. All scores are obtained by training for 400M
frames. Best results per game are highlighted in bold font.108
Levels Random Human V-trace First-order Second-order (TayPO-2)
ALIEN 227.75 7127.8 464 1820 3257
AMIDAR 5.77 1719.53 81 428 541
ASSAULT 222.39 742 1764 4868 6490
ASTERIX 210 8503.33 2151 165170 161800
ASTEROIDS 719.1 47388.67 2256 1329 3886
ATLANTIS 12850 29028.13 311111 543210 621920
BANK_HEIST 14.2 753.13 71 483 524
BATTLE_ZONE 2360 37187.5 9021 10481 13820
BEAM_RIDER 363.88 16926.53 7391 16769 19030
BERZERK 123.65 2630.42 631 757 826
BOWLING 23.11 160.73 40 36 50
BOXING 0.05 12.06 51 93 95
BREAKOUT 1.72 30.47 71 298 387
CENTIPEDE 2090.87 12017.04 8847 6545 6924
CHOPPER_COMMAND 811 7387.8 2340 4837 8064
CRAZY_CLIMBER 10780.5 35829.41 23745 63982 117830
DEFENDER 2874.5 18688.89 20594 18088 34684
DEMON_ATTACK 152.07 1971 36491 40324 63758
DOUBLE_DUNK -18.55 -16.4 -11.7 -9.9 -7.2
ENDURO 0 860.53 0 0 0
FISHING_DERBY -91.71 -38.8 -6.6 15.4 15.7
FREEWAY 0.01 29.6 0 0 0.01
FROSTBITE 65.2 4334.67 230 257 267
GOPHER 257.6 2412.5 1551 2213 5376
GRAVITAR 173 3351.43 263 300 351
HERO 1026.97 30826.38 2012 3452 12027
ICE_HOCKEY -11.15 0.88 -1.5 -0.9 1.01
JAMESBOND 29 302.8 307 406 389
KANGAROO 52 3035 416 342 805
KRULL 1598.05 2665.53 5737 5416 9101
KUNG_FU_MASTER 258.5 22736.25 12991 12968 23741
MONTEZUMA_REVENGE 0 4753.33 0 0 0
MS_PACMAN 307.3 6951.6 960 2542 2763
NAME_THIS_GAME 2292.35 8049 13315 15510 15510
PHOENIX 761.4 7242.6 6538 16566 32146
PITFALL -229.44 6463.69 -4.5 -4.5 -3.2
PONG -20.71 14.59 -14 13 18.1
PRIVATE_EYE 24.94 69571.27 88 80 185
QBERT 163.88 13455 1155 8856 10578
RIVERRAID 1338.5 17118 4607 2632 5064
ROAD_RUNNER 11.5 7845 6404 16792 36857
ROBOTANK 2.16 11.94 6.2 5.5 8.07
SEAQUEST 68.4 42054.71 1884 1881 2283
SKIING -17098.09 -4336.93 -27463 -11778 -22189
SOLARIS 1236.3 12326.67 2435 2269 2320
SPACE_INVADERS 148.03 1668.67 1029 2955 4399
STAR_GUNNER 664 10250 25622 27001 51257
SURROUND -9.99 6.53 -8.4 -2.5 -0.74
TENNIS -23.84 -8.27 -20 -8.84 4.89
TIME_PILOT 3568 5229.1 8963 18295 17884
TUTANKHAM 11.43 167.59 97 161 172
UP_N_DOWN 533.4 11693.23 18726 18693 49468
VENTURE 0 1187.5 0 0 0
VIDEO_PINBALL 0 17667.9 28962 210960 191240
WIZARD_OF_WOR 563.5 4756.52 4142 5234 5349
YARS_REVENGE 3092.91 54576.93 3375 26302 29403
ZAXXON 32.5 9173.3 6251 9040 9359
Table A.2: Scores across 57 Atari levels for experiments on general policy-optimization with dis-
tributed architecture with severe delays between actors and learner. We compare several alter-
natives for off-policy correction: V-trace, first-order and second-order. We also provide scores
for random policy and human players as reference. All scores are obtained by training for 400M
frames. The performance across all algorithms generally degrade significantly compared to Table
A.1, the second-order degrades more gracefully than other baselines. Best results per game are
highlighted in bold font.
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In the experiments, we find [ = 0.2 to work the best. This best hyper-parameter is selected
across [ ∈ {0, 0.2, 0.5, 0.8, 1.0} where [ = 0 corresponds to the first-order. Note that this best
hyper-parameter differs from those of previous experiments with policy-based agents. This means
that carrying out the full second-order expansion does not outperform the first-order - the best
outcome is obtained in the middle.
Though R2D2 agent achieves de-facto state-of-the-art performance on Atari games [42], in
general we find that the agent tends to be quite sensitive to how recursive updates are carried
out. For example, when function approximation errors accumulate, the updates become highly
unstable. This requires more careful analysis on the interaction between Monte-Carlo estimates of
returns and function approximations, and how they propagate to downstream updates in R2D2.
Additional results. We provide additional results on Atari games in Figure A.3, where to provide
a more complete picture of the training properties of different algorithmic variants, we provide
mean/median/super-human ratio of the human-normalized scores. At each point of the training
(e.g. fixing a number of training frames), we have access to the full set of human-normalized
scores I8, 1 ≤ 8 ≤ 57. Then the three statistics are computed as usual across these scores. The
super human ratio is computed as the proportion of games such that I8 > 1, i.e. such that the
learning algorithm reaches super-human performance.
Overall, we see that the second-order expansion provides benefits in terms of the mean per-
formance. In median performance, first-order and second-order are very similar, both providing a
slight advantage over Retrace. Across these two statistics, the zero-order achieves the worst results,
since the performance plateaus at a low level. However, the super-human ratio statistics implies
that the zero-order variant can achieve super-human performance on almost all games as quickly
as other more complex variants.
Details on the distributed architecture. We follow the architecture designs of R2D2 [42]. Here
we present important details completeness. For other missing details, please refer to the original
paper for details.
110
Figure A.3: Value-based Learning with Distributed Architecture (R2D2). The x-axis is number
of frames (millions) and y-axis shows the mean/median/super-human ratio of human-normalized
scores averaged across 57 Atari levels over the training of 2000M frames. Each curve averages
across 2 random seeds. The second-order correction performs marginally better than first-order
correction and retrace, and significantly better than zero-order. Here the super-human ratio is
computed as the proportion of games with normalized scores I8 > 1.
The agent contains a single GPU learner and 256 CPU actors. The policy/value network applies
the same architecture as [35], with a 3-layer convnet followed by an LSTM with 512 hidden units,
whose output is fed into a dueling head (with hidden layer size of 512) [111]. Importantly, to
leverage the recurrent architecture, each time step consists of the current observation frame, the
reward and one-hot action embedding from the previous time step. Note that here we do no stack
frames as practiced in e.g. IMPALA [36].
The actor sends partial trajectories of length ) = 120 to the replay buffer. Here, the first
)1 = 40 steps are used for burn-in while the rest )2 = 80 steps are used for loss computations. The
replay buffer can hold 4 · 106 time steps and replays according to a priority exponent of 0.9 and
IS exponent of 0.6 [41]. The actor syncs parameters from the learner every 400 environment time
steps.
To calculate Bellman updates, we take a very high discount factor W = 0.997. To stabilize
the training, a target network is applied to compute the target values. The target network is up-
dated every 2500 gradient updates of the main network. We also apply a hyperbolic transform in
calculating the Bellman target [112].
All networks are optimized by an Adam optimizer [113] with learning rate U = 10−4.
111
Figure A.4: Ablation study on the effects of [. The x-axis shows the training frames (a total
of 400M frames) and y=axis shows the mean human-normalized scores averaged across all Atari
games. We select [ ∈ {0.5, 1.0, 1.5}. The performance of the algorithm is relatively robust against
changes in [.
A.8.8 Ablation study
An important practical question is: how does the hyper-parameter [ impact the performance of
the second-order expansion?
We study the effect of [ in the for near on-policy optimization as in the context of Section
5.1. In Figure A.4, x-axis shows the training frames (400M in total) and y-axis shows the mean
human-normalized scores across Atari games. We select [ ∈ {0.5, 1.0, 1.5} and compare their
training curves. We find that when [ is selected within this range, the training performance does
not change much. We might imply that the training performance is relatively robust against changes
in [. Inevitably, when [ takes extreme values the performance degrades. When [ = 0 the algo-
rithm reduces to the first-order case and the performance gets marginally worse as discussed in the
chapter.
Value-based learning. The effect of [ on value-based learning is different from the case of
policy-based learning. Since the second-order expansion partially corrects for the value function
estimates, its effect becomes more subtle for value-based algorithms such as R2D2. See discus-
sions in Appendix A.7.
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Appendix B: Appendices for Chapter 3
B.1 Details on search for AlphaZero
Below we briefly present details of the search procedure for AlphaZero. Please refer to the
original work [55] for more comprehensive explanations.
As explained in the main text, the search procedure starts with a MDP state G0, which is used
as the root node of the tree. The rest of this tree is progressively built as more simulations are
generated. In addition to Q-function &(G, 0), prior c\ (G, 0) and visit counts =(G, 0), each node
also maintains a reward '(G, 0) = A (G, 0) and value + (G) estimate.
In each simulation, the search consists of several parts: Selection, Expansion and Backup, as
below.
Selection From the root node G0, the search traverses the tree using the action selection formula
of Eqn (3.1) until a leaf node G; is reached.
Expansion After a leaf node G; is reached, the search selects an action from the leaf node, gen-
erates the corresponding child node G2 and appends it to the tree T . The statistics for the new node
are then initialized to &(G2, 0) = minG∈T ,0′∈A &(G, 0′) (pessimistic initialization), =(G, 0) = 0 for
∀0 ∈ A.
Back-up The back-up consists of updating statistics of nodes encountered during the forward
traversal. Statistics that need updating include the Q-function &(G, 0), count =(G, 0) and value
+ (G). The newly expanded node =2 updates its value + (G) to be either the Monte-Carlo estimation
from random rollouts (e.g. board games) or a prediction of the value network (e.g. Atari games).
For the other nodes encountered during the forward traversal, all other statistics are updated as
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follows:
+ (G) ← (+ (G) ·
∑
1




&(G, 0) ← '(G, 0) + W+ (child(G, 0)),
=(G, 0) ← =(G, 0) + 1,
where child(G, 0) refers to the child node obtained by taking action 0 from node G.
Note that, in order to make search parameters agnostic to the scale of the numerical rewards
(and, therefore, values), Q-function statistics &(G, 0) are always normalized by statistics in the
search tree before applying the action selection formula; in practice, Eqn (3.1) uses the normalized
&I (G, 0) defined as:
&I (G, 0) =
&(G, 0) −minG∈T ,0∈A &(G, 0)




For ease of implementation and availability of computational resources, the experimental re-
sults from Section 3.5 were obtained with a scaled-down version of MuZero [23]. In particular,
our implementation uses smaller networks compared to the architecture described in Appendix F
of [23]: we use only 5 residual blocks with 128 hidden layers for the dynamics function, and the
residual blocks in the representation functions have half the number of channels. Furthermore, we
use a stack of only 4 past observations instead of 32. Additionally, some algorithmic refinements
(such as those described in Appendix H of [23]) have not been implemented in the version that we
use in the chapter.
Our experimental results have been obtained using either 4 or 8 Tesla v100 GPUs for learning
(compared to 8 third-generation Google Cloud TPUs [tpu] in the original MuZero paper, which
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are approximately equivalent to 64 v100 GPUs). Each learner GPU receives data from a separated,
prioritized experience replay buffer [41] storing the last 500000 transitions. Each of these buffers
is filled by 512 dedicated CPU actors1, each running a different environment instance. Finally,
each actor receives updated parameters from the learner every 500 learner steps (corresponding to
approximately 4 minutes of wall-clock time); because episodes can potentially last several minutes
of wall-clock time, weights updating will usually occur within the duration of an episode. The total
score at the end of an episode is associated to the version of the weights that were used to select
the final action in the episode.
Hyperparameters choice generally follows those of [23], with the exception that we use the
Adam optimizer with a constant learning rate of 0.001.
B.2.2 Details on discretizing continuous action space
AlphaZero [55] is designed for discrete action spaces. When applying this algorithm to con-
tinuous control, we use the method described in [81] to discretize the action space. Although the
idea is simple, discretizing continuous action space has proved empirically efficient [114, 81]. We
present the details below for completeness.
Discretizing the action space We consider a continuous action space A = [−1, 1]< with <
dimensions. Each dimension is discretized into  = 5 bins; specifically, the continuous action
along each dimension is replaced by  atomic categorical actions, evenly spaced between [−1, 1].
This leads to a total of  < actions, which grows exponentially fast (e.g. < = 6 leads to about
104 joint actions). To avoid the curse of dimensionality, we assume that the parameterized policy
can be factorized as c\ (a|G) = Π<8=1c
(8)
\
(08 |G), where c(8)\ (08 |G) is the marginal distribution for
dimension 8, 08 ∈ {1, 2... } is the discrete action along dimension 8 and a = [01, 02...0<] is the
joint action.
1For 50 simulations per step; this number is scaled linearly as 12 + 10 · #sim to maintain a constant total number of
frames per second when varying #sim.
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Modification to the search procedure Though it is convenient to assume a factorized form of
the parameterized policy [114, 81], it is not as straightforward to apply the same factorization
assumption to the Q-function &(G, a). A most naive way of applying the search procedure is to
maintain a Q-table of size  < with one entry for each joint action, which may not be tractable in
practice. Instead, we maintain < separate Q-tables each with  entries&8 (G, 08). We also maintain
< count tables =(G, 08) with  entries for each dimension.
To make the presentation clear, we detail on how the search is applied. At each node of the
search tree, we maintain < tables each with  entries as introduced above. The three core compo-
nents of the tree search are modified as follows.
• Selection During forward action selection, the algorithm needs to select an action a at node
G. This joint action a has all its components 08 selected independently, using the action
selection formula applied to each dimension. To select action at dimension 8, we need the
Q-table &8 (G, 08), the prior c(8)\ (08 |G) and count =(G, 08) for dimension 8.
• Expansion The expansion part does not change.
• Back-up During the value back-up, we update Q-tables of each dimension independently.
At a node G, given the downstream reward '(G, 0) and child value + (child(G, a)), we gener-
ate the target update for each Q-table and count table as&(G, 08) ← '(G, 0)+W+ (child(G, a))
and =(G, 08) ← =(G, 08) + 1.
The < small Q-tables can be interpreted as maintaining the marginalized values of the joint
Q-table. Indeed, let us denote by &(G, a) the joint Q-table with  < entries. At dimension 8, the
Q-table &(G, 08) increments its values purely based on the choice of 08, regardless of actions in
other dimension 0 9 , 9 ≠ 8. This implies that the Q-table &(G, 08) marginalizes the joint Q-table
&(G, a) via the visit count distribution.
Details on the learning At the end of the tree search, a distribution target ĉ or c̄ is computed
from the root node. In the discretized case, each component of the target distribution is com-
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puted independently. For example, ĉ8 is computed from # (G0, 08). The target distribution de-
rived from constrained optimization c̄8 is also computed independently across dimensions, from
&(G0, 08) and # (G0, 08). In general, let ctarget(·|G) be the target distribution and c(8)target(·|G) its
marginal for dimension 8. Due to the factorized assumption on the policy distribution, the up-






(·|G)], sums over dimensions.
B.2.3 Practical computation of c̄
The vector c̄ is defined as the solution to a multi-dimensional optimization problem; however,
we show that it can be computed easily by dichotomic search. We first restate the definition of c̄,
c̄ B arg max
y∈S
(




∀0 ∈ A cU (0) B _#
c\ (0)
U − q[0] and U
∗ B maxU ∈ R s.t
∑
1
cU (1) = 1· (B.2)
Proposition B.2.1.
(8) cU∗ = c̄ (B.3)
(88) U∗ ≥ Umin B max
1∈A
(@ [1] + _# · c\ (1)) (B.4)
(888) U∗ ≤ Umax B max
1∈A




1 c̄U (1) is strictly decreasing on U ∈ (Umin, Umax), Proposition B.2.1 guarantees that c̄
can be computed easily using dichotomic search over (Umin, Umax).
Proof of (i).
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Proof. The proof start the same as the one of Lemma B.4.4 of Section B.4.1 setting 5 (G) =
− log(G) to get




with 1 being the the vector such that ∀0 10 = 1. Therefore there exists U ∈ R such that
c̄ =
_# · c\
U − @ (B.8)
Then U is set such that
∑
1 c̄1 = 1 and ∀1 c̄1 ≥ 0. 
Proof of (ii).
Proof.
∀0 1 ≥ c̄(0) = _# · c\ (0)









_# · c\ (1)




_# · c\ (1)
_#
= 1 (B.10)
We combine this with the fact that
∑
1 cU (1) is a decreasing function of U for any U > max1 @(1),
and
∑
1 cU∗ (1) = 1. 
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B.3 Additional experimental results
B.3.1 Complements to Section 3.5.1
Figure B.1 presents a comparison of the score obtained by our MuZero implementation and
the proposed All variant at different simulation budgets on the Ms. Pacman level; the results from
Figure 3.2 are also included fore completeness. In this experiment, we used 8 seeds with 8 GPUs
per seed and a batch size of 256 per GPU. We use the same set of hyper-parameters for MuZero
and All; these parameters were tuned on MuZero. The solid line corresponds to the average score
(solid line) and the 95% confidence interval (shaded area) over the 8 seeds, averaged for each seed
over buckets of 2000 learner steps without additional smoothing. Interestingly, we observe that
All provides improved performance at low simulation budgets while also reducing the dispersion
between seeds.
Figure B.2 presents a comparison of the score obtained by our MuZero implementation and
the proposed All variant on six Atari games, using 6 seeds per game and a batch size of 512 per
GPU and 8 GPUs; we use the same set of hyper-parameters as in the other experiments. Because
the distribution of scores across seeds is skewed towards higher values, we represent dispersion
between seeds using the min-max interval over the 6 seeds (shaded area) instead of using the
standard deviation; the solid line represents the median score over the seeds.
B.3.2 Complements to Section 3.5.3
Details on the environments The DeepMind Control Suite environments [80] are control tasks
with continuous action space A = [−1, 1]<. These tasks all involve simulated robotic systems
and the reward functions are designed so as to guide the system for accomplish e.g. locomotion
tasks. Typically, these robotic systems have relatively low-dimensional sensory recordings which
summarize the environment states. To make the tasks more challenging, for observations, we take
the third-person camera of the robotic system and use the image recordings as observations to the
RL agent. These images are of dimension 64 × 64 × 3.
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Figure ?? present a comparison of MuZero and All on a subset of 4 of the medium-difficulty [79]
DeepMind Control Suite [80] tasks chosen for their relatively high-dimensional action space among
these medium-difficulty problems (=dim = 6). Figure B.3 compare the score of MuZero and All af-
ter 100k learner steps on these four medium difficulty Control problems. These continuous control
problems are cast to a discrete action formulation using the method presented in Appendix B.2.2;
note that these experiments only use pixel renderings and not the underlying scalar states.
These curves present the median (solid line) and min-max interval (shaded area) computed over
3 seeds in the same settings as described in Appendix B.3.1. The hyper-parameters are the same
as in the other experiments; no specific tuning was performed for the continuous control domain.
The horizontal dashed line corresponds to the performance of the D4PG algorithm when trained
on pixel observations only [82], as reported by [80].
B.3.3 Complemantary experiments on comparison with PPO
Since we interpret the MCTS-based algorithms as regularized policy optimization algorithms,
as a sanity check for the proposal’s performance gains, we compare it with state-of-the-art proximal
policy optimization (PPO) [14]. Since PPO is a near on-policy optimization algorithm, whose
gradient updates are purely based on on-policy data, we adopt a lighter network architecture to
ensure its stability. Please refer to the public code base [115] for a review of the neural network
architecture and algorithmic details.
To assess the performance of PPO, we train with both state-based inputs and image-based
inputs. State-based inputs are low-dimensional sensor data of the environment, which renders the
input sequence strongly Markovian [80]. For image-based training, we adopt the same inputs
as in the chapter. The performance is reported in Table B.1 where each score is the evaluation
performance of PPO after the convergence takes place. We observe that state-based PPO performs
significantly better than image-based PPO, while in some cases it matches the performance of All.
In general, image-based PPO significantly underperforms All.
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Benchmarks PPO (state) PPO (image) MuZero (image) All (image)
WALKER-WALK 406 270 925 941
WALKER-STAND 937 357 959 951
WALKER-RUN 340 71 533 644
CHEETAH-RUN 538 285 887 882
Table B.1: Comparison to the performance of PPO baselines on benchmark tasks. The inputs to
PPO are either state-based or image-based. The performance is computed as the evaluated returns
after the training is completed, averaged across 3 random seeds.
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Figure B.1: Dispersion between seeds at different number of simulations per step on Ms Pacman.
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Figure B.2: Comparison of median score over 6 seeds of MuZero and All on six Atari games with
50 simulations per step. The shaded area correspond the the best and worst seeds.
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Figure B.3: Score of MuZero and All on Continuous control tasks after 100k learner steps as a
function of the number of simulations #sim.
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Figure B.4: Comparison of MuZero and All on Cheetah Run.
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Figure B.5: Comparison of MuZero and All on Walker Stand.
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Figure B.6: Comparison of MuZero and All on Walker Walk.
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Figure B.7: Comparison of MuZero and All on Walker Run.
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B.4 Derivations for Section 3.3
B.4.1 Proof of Proposition 3.3.2, Eqn (3.11) and Proposition 3.3.3.
We start with a definition of the 5 -divergence [72].
Definition B.4.1. 5 -divergence For any probability distributions ? and @ on A and function 5 :
R → R such that 5 is a convex function on R and 5 (1) = 0, the 5 -divergence  5 between ? and
@ is defined as
 5 (?, @) =
∑
1∈A
@(1) 5 ( ?(1)
@(1) ), (B.11)
while interpreting the otherwise undefined expressions in the same way as [72].
Remark. Let  5 be a 5 -divergence, that satisfies the following condition: (1) ∀G, H  (G, H) ≥ 0
(2)  (G, H) = 0 ⇐⇒ G = H (3)  (G, H) is jointly convex in G and H.
We state four lemmas that we formally prove in Section B.4.2.
Lemma B.4.2. Assume that for all actions 0, c\ (0) > 0 and _ > 0. Then,
∇c
(
q)c − _ ·  5 (c, c\)
)






We now restate the definition of ĉ(0) B (=0 + 1) (# + |A|).

















Now we consider a more general definition of c̄ using any 5 -divergence for some _ 5 > 0 and
assume c\ > 0,
c̄ 5 B arg min
y∈S
q)y − _ 5 5 (c\ , y) . (B.14)
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We also generalize the definition of the action selection formula to any 5 -divergence  5 as
0∗5 B arg max0
(






with _ 5 > 0.

































Applying Lemma B.4.3 and Lemma B.4.5 with the appropriate function 5 directly leads to
Proposition 3.3.2, Proposition 3.3.3, and Proposition 3.3.4. In particular, we use
For AlphaZero: 5 (G) = − log(G) (B.18)
For UCT: 5 (G) = 2 − 2
√
G (B.19)
Algorithm Function 5 (G) Derivative 5 ′(G) Associated 5 -divergence Associated action selection formula



















AlphaZero − log (G) − 1
G




B.4.2 Proofs of Lemmas
Proof of Lemma B.4.2
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c\ (1) · 5
(
=1 + 1(
|A| +∑2∈A =2) · c\ (1)
))
(B.24)
= V + @0|A| +∑2∈A =2 − _ 5|A| +∑2∈A =2 5 ′
(
=0 + 1(
|A| +∑2∈A =2) · c\ (1)
)
(B.25)
= V + 1|A| +∑2∈A =2
(





































Proof of Lemma B.4.4
Proof. The Eqn (B.14) is a differentiable strictly convex optimization problem, its unique solution
satisfies the KKT condition requires (see Section 5.5.3 of [116]) therefore there exists U ∈ R such
that for all actions 0,
∇c̄
(
q) c̄ − _ 5 5 (c\ , c̄)
)
= U1 (B.28)
where 1 is the vector constant equal one: ∀0 10 = 1. Using Lemma B.4.2 setting c to c̄ we get
















































































where to derive the last equality we use the fact that _ 5 > 0.
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0 ĉ(0 |G) =
∑
0 c̄(0 |G) = 1, there exists at least an action 00 for which 0 ≤
ĉ(00 |G) ≤ c̄(00 |G) then 0 ≤ ĉ(00 |G)c\ (0 |G) ≤
c̄(00 |G)



































































B.4.3 Tracking property in the constant c̄ case
Let c be some target distribution independent of the round C ≥ 0. At each round C, starting
from C = 1, an action 0C ∈ A is selected and for any C ≥ 0, we define
?C (0) B
=C (0C) + 1
|A| +∑1 =C (1) ,
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where for any action 0 ∈ A, =C (0) is the number of rounds the action 0 has been selected,
∀0 ∈ A =C (0) B
∑
8≤C
X(0C = 0) and X(0C = 0) B 1 if and only if 0C = 0.
Proposition B.4.6. Assume that for all rounds C ≥ 1, and for the chosen action 0C ∈ A we have
?C (0C) ≤ c(0C). (B.38)
Then, we have that
∀0 ∈ A, C ≥ 1 |c(0) − ?C (0) | ≤
|A| − 1
|A| + C ·
Before proving the proposition above, note that O(1/C) is the best approximation w.r.t. C, since
for any integer : ≥ 0, taking c(0) = ( 12 + :)/(|A| + C), we have that for all = ≥ 0,c(0) − = + 1|A| + C  ≥ 12 1|A| + C ,
which follows from the fact that ∀:, = ∈ N,
1
2 + : − (= + 1)
 = : − = − 12  ≥ 12 ·
Proof. By induction on the round C, we prove that
∀C ≥ 1, 0 ∈ A ?C (0) ≤ c(0) +
1
|A| + C · (B.39)
At round C = 1, Eqn (B.39) holds as for any action 0, =C (0) ≥ 0 therefore ?C (0) ≤ 1. Now, let us
assume that Eqn (B.39) holds for some C ≥ 1. We have that for all 0,
1 + =C (0)
|A| +∑1 =C (1) ≤ c(0) + 1|A| + C ·
Note that at each round, there is exactly one action chosen and therefore,
∑
1 =C (1) = C. Fur-
thermore, for 0′ ≠ 0C+1, we have that =C+1(0′) = =C (0′), since 0′ has not been chosen at round C + 1.
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Therefore, for 0′ ≠ 0C+1,
?C+1(0′) =
=C+1(0′) + 1
|A| + C + 1 =
=C (0′) + 1
|A| + C + 1 ≤
|A| + C
|A| + C + 1 ?C (0
′)
≤ |A| + C|A| + C + 1
(
c(0′) + 1|A| + C
)
≤ c(0′) + 1|A| + C + 1 ·




|A| + C + 1 =
=C (0C+1) + 1 + 1
|A| + C + 1 ≤
=C (0C+1) + 1
|A| + C + 1 +
1
|A| + C + 1 ≤ c(0C+1) +
1
|A| + C + 1 ,
which concludes the induction. Next, we compute a lower bound. For any action 0 ∈ A and round
C ≥ 1,
?C (0) = 1 −
∑
1≠0

















|A| + C = c(0) −
|A| − 1
|A| + C ·
We have for any action 0 ∈ A,
c(0) − |A| − 1|A| + C ≤ ?C (0) ≤ c(0) +
1
|A| + C ·
Since when |A| = 1, then by definition, ?C (0) = c(0) = 1 and for all rounds C ≥ 1, we get
| |c − ?C | |∞ ≤
|A| − 1
|A| + C ·

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Appendix C: Appendices for Chapter 4
C.1 Experiment Details
C.1.1 Projection into the original variable space
In the following we look at only the first iteration of the cutting plane procedure, and we drop





When a simplex algorithm solves the LP, the original LP is first converted to a standard form where
all inequalities are transformed into equalities by introducing slack variables.

min 2)G
G + IB = 1
G ≥ 0, B ≥ 0,
(C.1)
where I is an identity matrix and B is the set of slack variables. The simplex method carries
out iteratively operations on the tableau formed by [, I], 1 and 2. At convergence, the simplex
method returns a final optimal tableau. We generate a Gomory’s cut using the row of the tableau
that corresponds to a fractional variable of the optimal solution G∗LP. This will in general create a
cutting plane of the following form
4)G + A) B ≤ 3 (C.2)
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where 4, G ∈ R=, A, B ∈ R< and 3 ∈ R. Though this cutting plane involves slack variables, we can
get rid of the slack variables by multiplying both sides of the linear constraints in (C.1) by A
A) G + A) B = A)1 (C.3)
and subtract the new cutting plane (C.2) by the above. This leads to an equivalent cutting plane
(4) − A) )G ≤ 3 − A)1. (C.4)
Note that this cutting plane only contains variables in the original variable space. For a downstream
neural network that takes in the parameters of the cutting planes as inputs, we find it helpful to
remove such slack variables. Slack variables do not contribute to new information regarding the
polytope and we can also parameterize a network with a smaller number of parameters.
C.1.2 Integer programming formulations of benchmark problems
A wide range of benchmark instances can be cast into special cases of IP problems. We provide
their specific formulations below. For simplicity, we only provide their general IP formulations
(with ≤, ≥, = constraints). It is always possible to convert original formulations into the standard
formulation (4.1) with properly chosen , 1, 2, G. Some problems are formulated within a graph
 = (+, ) with nodes E ∈ + and edges (E, D) ∈  .
Their formulations are as follows:
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Max Cut. We have one variable per edge HD,E, (D, E) ∈  and one variable per node GD, D ∈ + .





HDE ≤ GD + GE,∀(D, E) ∈ 
HDE ≤ 2 − GD − GE,∀(D, E) ∈ 
0 ≤ G, H ≤ 1
GD, HDE ∈ Z ∀D ∈ +, (D, E) ∈ .
(C.5)
In our experiments the graphs are randomly generated. To be specific, we specify a vertex size
|+ | and edge size | |. We then sample | | edges from all the possible |+ | · ( |+ | − 1)/2 edges to
form the final graph. The weights FDE are uniformly sampled as an integer from 0 to 10. When
generating the instances, we sample graphs such that |+ |, | | are of a particular size. For example,
for middle size problem we set |+ | = 7, | | = 20.
Packing. The packing problem takes the generic form of (4.1) while requiring that all the coeffi-
cients of , 1, 2 be non-negative, in order to enforce proper resource constraints.
Here the constraint coefficients 08 9 for the 9 th variable and 8th constraint is sampled as an
integer uniformly from 0 and 5. Then the RHS coefficient 18 is sampled from 9= to 10= uniformly
as an integer where = is the number of variables. Each component of 2 9 is uniformly sampled as
an integer from 1 to 10.
Binary Packing. Binary packing augments the original packing problem by a set of binary con-
straints on each variable G8 ≤ 1.
Here the constraint coefficients 08 9 for the 9 th variable and 8th constraint is sampled as an inte-
ger uniformly from 5 and 30. Then the RHS coefficient 18 is sampled from 10= to 20= uniformly
as an integer where = is the number of variables. Each component of 2 9 is uniformly sampled as
an integer from 1 to 10.
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Production Planning. Consider a production planning problem [117] with time horizon ) . The
decision variables are production G8, 1 ≤ 8 ≤ ) , along with by produce / not produce variables
H8, 1 ≤ 8 ≤ ) and storage variables B8, 0 ≤ 8 ≤ ) . Costs ?′8, ℎ′8, @8 and demands 38 are given as















B8−1 + G8 = 38 + B8,∀1 ≤ 8 ≤ )
G8 ≤ "H8,∀1 ≤ 8 ≤ )
B ≥ 0, G ≥ 0, 0 ≤ H ≤ 1
B0 = B
∗
0, B) = B
∗
)
G, B, H ∈ Z) ,
(C.6)




The instance parameters are the initial storage B∗0 = 0, final storage B
∗
)
= 20 and big " = 100.




, @8 are generated uniformly random as integers from 1 to 10.
Size of IP formulations. In our results, we describe the sizes of the IP instances as = × < where
= is the number of columns and < is the number of rows of the constraint matrix  from the LR
of (4.1). For a packing problem with = items and < resource constraints, the IP formulation has
= variables and < constraints; for planning with period  , = = 3 + 1, < = 4 + 1; for binary
packing, there are = extra binary constraints compared to the packing problem; for max-cut, the
problem is defined on a graph with a vertex set + and an edge set + , and its IP formulation consists
of = = |+ | + | | variables and < = 3| | + |+ | constraints.
C.1.3 Criteria for selecting Gomory cuts
Recall that C is the number of candidate Gomory cuts available in round C, and 8C denotes the
index of cut chosen by a given baseline. The baseline heuristics we use are the following:
• Random. One cut 8C ∼ Uniform{1, 2...C} is chosen uniformly at random from all the candi-
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date cuts.
• Max Violation (MV). Let G∗

(C) be the basic feasible solution of the curent LP relaxation. MV




• Max Normalized Violation (MNV). Recall that ̃ denotes the optimal tableau obtained by
the simplex algorithm upon convergence. Let ̃8 be the 8th row of ̃. Then, MNV selects cut
8C = arg max{| [G∗ (C)]8 − round( [G∗ (C)]8) |/‖ ̃8‖}.
• Lexicographic (LE): Add the cutting plane with the least index, i.e. 8C = arg min{8, [G∗ (C)]8 is fractional}.
The first three rules are common in the IP literature, see e.g. [102], while the fourth is the
original rule used by Gomory to prove the convergence of his method [93].
C.1.4 Hyper-parameters
Policy architecture. The policy network is implemented with Chainer [118]. The attention em-
bedding \ is a 2-layer neural network with 64 units per layer and tanh activation. The LSTM
network encodes variable sized inputs into hidden vector with dimension 10.
During a forward pass, a LSTM + Attention policy will take the instance, carry out embedding
into a =-d vector and then apply attention. Such architecture allows for generalization to variable
sized instances (different number of variables). We apply such architecture in the generalization
part of the experiments.
On the other hand, a policy network can also consist of a single attention network. This policy
can only process IP instances of a fixed size (fixed number of variabless) and cannot generalize to
other sizes. We apply such architecture in the integrality-gap-closure part of the experiments.
ES optimization. Across all experiments, we apply Adam optimizer [113] with learning rate
U = 0.01 to optimize the policy network. The perturbation standard deviation f is selected from
{0.002, 0.02, 0.2}. By default, we apply # = 10 perturbations to construct the policy gradient for
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each iteration, though we find that # = 1 could also work as well. For all problem types except
planning, we find that f = 0.2 generally works properly except for planning, where we apply
f = 0.02 and generate # = 5 trajectory per instance per iteration. Empirically, we observe that
the training is stable for both policy architectures and the training performance converges in ≤ 500
weight updates.
Distributed setup. For training, we use a Linux machine with 60 virtual CPUs. To fully utilize
the compute power of the machine, the trajectory collection is distributed across multiple workers,
which run in parallel.
C.2 Branch-and-Cut Details
As mentioned in the introduction, Branch-and-Cut (B&C) is an algorithmic procedure used
for solving IP problems. The choice of which variable to branch on, as well as which node of
the branching tree to explore next, is the subject of much research. In our experiments, we im-
plemented a B&C with very simple rules, as explained below. This is motivated by the fact that
our goal is to evaluate the quality of the cutting planes added by the RL rather than obtaining a
fast B&C method. Hence, sophisticated and computationally expensive branching rules could have
overshadowed the impact of cutting planes. Instead, simple rules (applied both to the RL and to the
other techniques) highlight the impact of cutting planes for this important downstream application.
We list next several critical elements of our implementation of B&C.
Branching rule. At each node, we branch on the most fractional variable of the corresponding
LP optimal solution (0.5 being the most fractional).
Priority queue. We adopt a FIFO queue (Breath first search). FIFO queue allows the B&C
procedure to improve the lower bound.
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Termination condition. Let I0 = 2)G∗LP(0) be the objective of the initial LP relaxation. As
B&C proceeds, the procedure finds an increasing set of feasible integer solutions X , and an upper
bound on the optimal objective I∗ = 2)G∗IP is Iupper = minG∈X 2
)G. Hence, Iupper monotonically
decreases.
Along with B&C, cutting planes can iteratively improve the lower bound Ilower of the optimal
objective I∗. Let I8 be the objective of the LP solution at node 8 and denote N as the set of
unpruned nodes with unexpanded child nodes. The lower bound is computed as Ilower = min8∈N I8
and monotonically increases as the B&C procedure proceeds.





Note that since Ilower ≥ I∗LP, Ilower monotonically increases, and Iupper monotonically decreases, A
monotonically decreases. The B&C terminates when A is below some threshold which we set to
be 0.0001.
C.3 Test Time Considerations
Stopping criterion. Though at training time we guide the agent to generate aggressive cuts that
tighten the LP relaxation as much as possible, the agent can exploit the defects in the simulation
environment - numerical errors, and generate invalid cuts which cut off the optimal solution.
This is undesirable in practice. In certain cases at test time, when we execute the trained policy,
we adopt a stopping criterion which automatically determines if the agent should stop adding cuts,
in order to prevent from invalid cuts. In particular, at each iteration let AC = |2)GLP∗ (C) − 2)GLP∗ (C+1) |







We terminate the cutting plane procedure once the average BC over a fixed window of size  is
lower than certain threshold [. In practice, we set  = 5, [ = 0.001 and find this work effectively
for all problems, eliminating all the numerical errors observed in reported tasks. Intuitively, this
approach dictates that we terminate the cutting plane procedure once the newly added cuts do not
generate significant improvements for a period of  steps.
To analyze the effect of [ and , we note that when  is too small or [ is too large, we have
very conservative cutting plane procedure. On the other hand when  is large while [ is small, the
cutting plane procedure becomes more aggressive.
Greedy action. The policy network defines a stochastic policy, i.e. a categorical distribution over
candidate cuts. At test time, we find taking the greedy action 8∗ = arg max ?8 to be more effective
in certain cases, where ?8 is the categorical distribution over candidate cuts. The justification for
this practice is that: the ES optimization procedure can be interpreted as searching for a parameter
\ such that the induced distribution over trajectories has large concentration on those high return
trajectories. Given a trained model, to decode the most likely trajectory of horizon ) generated by
the policy, we need to run a full tree search of depth ) , which is infeasible in practice. Taking the
greedy action is equivalent to applying a greedy strategy in decoding the most likely trajectory.
This approach is highly related to beam search in sequence modeling [119] where the goal is to
decode the prediction to which the model assigns the most likelihood. The greedy action selection
above corresponds to a beam search with one-step lookahead.
C.4 Details on the Interpretation of Cuts
One interesting aspect of studying the RL approach to generating cuts, is to investigate if we
can interpret cuts generated by RL. For a particular class of IP problems, certain cuts might be
considered as generally ’better’ than other cuts. For example, these cuts might be more effective
in terms of closing the objective gap, according to domain knowledge studied in prior literature.
Ideally, we would like to find out what RL has learned, whether it has learned to select these more
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’effective’ cuts with features identified by prior works. Here, we focus on Knapsack problems.





8=1 08G8 ≤ V :=
∑=
8=1 08/2
G8 ∈ {0, 1},
(C.7)
where 08 are generated independently and uniformly in [1, 30] as integers, and the 28 are generated
independently and uniformly in [1, 10]. We consider = = 10 in our experiments. Knapsack prob-
lems are fundamental in IP, see e.g. [107]. The intuition of the problem is that we attempt to pack
as many items as possible into the knapsack, as to maximize the profit of the selected items. Poly-
topes as (C.7) are also used to prove strong (i.e., quadratic) lower bounds on the Chvátal-Gomory
rank of polytopes with 0/1 vertices [120].
Evaluation scores. For knapsack problems, one effective class of cuts is given by cover inequalities,
and their strengthening through lifting [85, 107]. The cover inequality associated to a set ( ⊆
{1, . . . , =} with ∑8∈( 08 > V and |( | = : is given by
∑
8∈(
G8 ≤ : − 1.
Note that cover inequalities are valid for (C.7). The inequality can be strengthened (while main-
taining validity) by replacing the 0 coefficients of variables G8 for 8 ∈ {1, . . . , =}\( with appropriate






U8G8 ≤ : − 1. (C.8)
with all U8 ≥ 0. There are in general exponentially many ways to generate lifted cover inequal-
ities from a single cover inequality. In practice, further strengthenings are possible, for instance,
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by perturbing the right-hand side or the coefficients of G8 for 8 ∈ (. We provide three criteria
for identifying (strengthening of) lifted cover inequalities, each capturing certain features of the
inequalities (below, RHS denotes the right-hand side of a given inequality).
1. There exists an integer ? such that (1) the RHS is an integer multiple of ? and (2) ? times
(number of variable with coefficient exactly ?) > RHS.
Criterion 1 is satisfied by all lifted cover inequalities as in (C.8). The scaling by ? is due to the fact
that an inequality may be scaled by a positive factor, without changing the set of points satisfying
it.
2. There exists an integer ? such that (1) holds and (2’) ? times (number of variables with
coefficients between ? and ? + 2) > RHS.
3. There exists an integer ? such that (1) holds and (2”) p times (number of variables with
coefficients at least ?) > RHS.
A lifted cover inequality can often by strengthened by increasing the coefficients of variables
in (, after the lifting has been performed. We capture this by criteria 2 and 3 above, where 2 is a
stricter criterion, as we only allow those variables to have their coefficients increased by a small
amount.
For each cut 2 9 generated by the baseline (e.g. RL), we evaluate if this cut satisfies the afore-
mentioned conditions. For one particular condition, if satisfied, the cut is given a score B(2 9 ) = 1
or else B(2 9 ) = 0. On any particular instance, the overall score is computed as an average across





B(2 9 ) ∈ [0, 1] .
Evaluation setup. We train a RL agent on 100 knapsack instances and evaluate the scores on
another independently generated set of 20 instances. Please see the main text for the evaluation
results.
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Table C.1: IGC in branch-and-cut with large-scale instances. We adopt the same setup as Table 4.2
Tasks Packing Planning Binary Max Cut
Size 60 × 60 122 × 168 66 × 132 54 × 134
NO CUT 0.26 ± 0.09 0.25 ± 0.04 0.74 ± 0.24 0.95 ± 0.09
RANDOM 0.31 ± 0.08 0.65 ± 0.10 0.94 ± 0.10 0.99 ± 0.04
MV 0.23 ± 0.08 0.27 ± 0.07 0.92 ± 0.12 0.98 ± 0.06
MNV 0.27 ± 0.08 0.33 ± 0.15 0.93 ± 0.10 1.0 ± 0.0
LE 0.28 ± 0.08 0.25 ± 0.04 0.95 ± 0.08 0.95 ± 0.09
RL 0.36 ± 0.10 0.99 ± 0.02 0.96 ± 0.08 1.0 ± 0.0
C.5 Additional results on Large-scale Instances
We provide additional results on large-scale instances in Figure C.1, in the context of branch-
and-cut. Experimental setups and details are similar to those of the main text: we set the threshold
limit to be 1000 nodes for all problem classes. The results show the percentile plots of the number
of nodes required to achieve a certain level of IGC during the branch-and-cut with the use of
cutting plane heuristics, where the percentile is calculated across instances. Baseline results for
each baseline are shown via curves in different colors. When certain curves do not show up in
the plot, this implies that these heuristics do not achieve the specified level of IGC within the node
budgets. The IGC level is set to be 95% as in the main text, except for the random packing problem
where it is set to be 25%.
The IGC of the random packing is set at a relatively low level because random packing prob-
lems are significantly more difficult to solve when instances are large-scaled. This is consistent
with the observations in the main text.
Overall, we find that the performance of RL agent significantly exceeds that of the other base-
line heuristics. For example, on the planning problem, other heuristics barely achieve the IGC
within the node budgets. There are also cases where RL does similarly to certain heuristics, such
as to MNV on the Max Cut problems.
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(a) Packing (25% IGC, 1000 nodes) (b) Planning (95% IGC, 1000 nodes)
(c) Binary Packing (95% IGC, 1000 nodes) (d) Max Cut (95% IGC, 1000 nodes)
Figure C.1: Percentile plots of number of B&C nodes expanded for large-scale instances. The same setup
as Figure 4.5 but for even larger instances.
C.6 Comparison of Distributed Agent Interface
To scale RL training to powerful computational architecture, it is imperative that the agent
becomes distributed. Indeed, recent years have witnessed an increasing attention on the design and
implementation of distributed algorithms [35, 105, 36, 42].
General distributed algorithms adopt a learner-actor architecture, i.e. one central learner and
multiple distributed actors. Actors collect data and send partial trajectories to the learner. The
learner takes data from all actors and generates updates to the central parameter. The general
interface requires a function c\ (0 |B) parameterized by \, which takes a state B and outputs an
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action 0 (or a distribution over actions). In a gradient-based algorithm (e.g. [36]), the actor executes
such an interface with the forward mode and generates trajectory tuple (B, 0); the learner executes
the interface with the backward mode to compute gradients and update \. Below we list several
practical considerations why ES is a potentially better distributed alternative to such gradient-based
distributed algorithms in this specific context, where state/action spaces are irregular.
• Communication. The data communication between learner-actor is more complex for gen-
eral gradient-based algorithms. Indeed, actors need to send partial trajectories {(B8, 08, A8)}g8=1
to the learner, which requires careful adaptations to cases where the state/action space are
irregular. On the other hand, ES only require sending returns over trajectories
∑)
8=0 A8, which
greatly simplifies the interface from an engineering perspective.
• Updates. Gradient-based updates require both forward/backward mode of the agent inter-
face. Further, the backward mode function needs to be updated such that batched processing
is efficient to allow for fast updates. For irregular state/action space, this requires heavier
engineering because of e.g. arrays of variable sizes are not straightforward to be batched. On
the other hand, ES only requires forward mode computations required by CPU actors.
C.7 Considerations on CPU Runtime
In practice, instead of the number of cuts, a more meaningful budget constraint on solvers is
the CPU runtime, i.e. practitioners typically set a runtime constraint on the solver and expect the
solver to return the best possible solution within this constraint. Below, we report runtime results
for training/test time. We will show that even under runtime constraints, the RL policy achieves
significant performance gains.
Training time. During training time, it is not straightforward to explicitly maintain a constraint
on the runtime, because it is very sensitive to hardware conditions (e.g. number of available pro-
cessors). Indeed, prior works [94, 91] do not apply runtime constraint during training time, though
runtime constraint is an important measure at test time.
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The absolute training time depends on specific hardware architecture. In our experiments we
train with a single server with 64 virtual CPUs. Recall that each update consists in collecting
trajectories across training instances and generating one single gradient update. We observe that
typically the convergence takes place in ≤ 500 weight updates (iterations).
Test time. To account for the practical effect of runtime, we need to account for the following
trade-off: though RL based policy produces higher-quality cutting planes in general, running the
policy at test time could be costly. To characterize the trade-offs, we address the following ques-
tion: (1) When adding a fixed number of cuts, does RL lead to higher runtime? (2) When solving
a particular problem, does RL lead to performance gains in terms of runtime?
To address (1), we reuse the experiments in Experiment #2, i.e. adding a fixed number of
cuts ) = 50 on middle sized problems. The runtime results are presented in Table C.2, where
we show that RL cutting plane selection does not increase the runtime significantly compared to
other ’fast’ heuristics. Indeed, RL increases the average runtime in some cases while decreases in
others. Intuitively, we expect the runtime gains to come from the fact that RL requires a smaller
number of cuts - leading to fewer iterations of the algorithm. However, this is rare in Experiment
#2, where for most instances optimal solution is not reached in maximum number of cuts, so all
heuristics and RL add same number of cuts () = 50). We expect such advantages to become more
significant with the increase of the size of the problem, as the computational gain of adding good
cuts becomes more relevant. We confirm such intuitions from the following.
To address (2), we reuse the results from Experiment #4, where we solve more difficult in-
stances with branch-and-cut, we report the runtime results in Table C.3. In these cases, the benefits
of high-quality cuts are magnified by a decreased number of iterations (i.e. expanded nodes) -
indeed, for RL policy, the advantages resulting from decreased iterations significantly overweight
the potentially slight drawbacks of per-iteration runtime. In Table C.3, we see that RL gener-
ally requires much smaller runtime than other heuristics, mainly due to a much smaller number
of branch-and-cut iterations. Note that these results are consistent with Figure 4.5. Again, for
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Table C.2: CPU runtime for adding cutting planes (units are seconds). Here we present the results
from Experiment #2 from the main text, where we fix the number of added cuts ) = 50. Note
that though RL might increase runtime in certain cases, it achieves much larger IGC within the cut
budgets. Note that these results are consistent with Table 4.2.
Tasks Packing Planning Binary Max Cut
Size 30 × 30 61 × 84 33 × 66 27 × 67
RANDOM 0.06 ± 0.01 0.09 ± 0.01 0.088 ± 0.003 0.08 ± 0.01
MV 0.9 ± 0.01 0.100 ± 0.004 0.10 ± 0.01 0.11 ± 0.01
MNV 0.10 ± 0.02 0.100 ± 0.004 0.12 ± 0.02 0.12 ± 0.01%
RL 0.10 ± 0.02 0.14 ± 0.03 0.07 ± 0.04 0.08 ± 0.02
Table C.3: CPU runtime in branch-and-cut with large-scale instances. The measures are normal-
ized with respect to RL so that the RL runtime is always measured as 100%. Here, we measure the
runtime as the time it takes to reach a certain level of IGC. We only measure the runtime on test
instances where the IGC level is reached within the node budgets. When the IGC is not reached
for most test instances (as in the case of the planning problem for most baselines), the runtime
measure is ’N/A’. Note that the results here are consistent with Table 4.3 and Figure C.1.
Tasks Packing Planning Binary Max Cut
Size 60 × 60 122 × 168 66 × 132 54 × 134
RANDOM 146% N/A 190% 250%
MV 256% N/A 340% 210%
MNV 238% N/A 370% 95%
LE 120% N/A 370% 120%
RL 100% 100% 100% 100%
large-scale problems, this is an important advantage in terms of usage of memory and overall
performance of the system.
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