This paper considers the problem of inliers and empty cells and the resulting issue of relative inefficiency in estimation under pure samples from a discrete population when the sample size is small. Many minimum divergence estimators in the S-divergence family, although possessing very strong outlier stability properties, often have very poor small sample efficiency in the presence of inliers and some are not even defined in the presence of a single empty cell; this limits the practical applicability of these estimators, in spite of their otherwise sound robustness properties and high asymptotic efficiency. Here, we will study a penalized version of the Sdivergences such that the resulting minimum divergence estimators are free from these issues without altering their robustness properties and asymptotic efficiencies. We will give a general proof for the asymptotic properties of these minimum penalized S-divergence estimators. This provides a significant addition to the literature as the asymptotics of penalized divergences which are not finitely defined are currently unavailable in the literature. The small sample advantages of the minimum penalized S-divergence estimators are examined through an extensive simulation study and some empirical suggestions regarding the choice of the relevant underlying tuning parameters are also provided.
Introduction
Minimum divergence inference provides an excellent theoretical alternative to the classical maximum likelihood approach in presence of contamination in the observed data. Many minimum divergence estimators are highly robust in the presence of outliers and have asymptotic efficiencies close to that of the maximum likelihood estimator under the pure model. Indeed, some minimum divergence estimators, along with their high robustness, provide full asymptotic efficiency under the true model (e.g., those based on the class of disparities). Although this is a very desirable large sample asymptotic property, the results are not always so spectacular when applied to practical real-life data-sets of small sizes. Some of the robust minimum divergence estimators have very poor performance compared to the maximum likelihood estimators in small samples under pure data. Examples of such divergences include the celebrated Hellinger distance along with other Cressie-Read power divergences (Cressie and Read, 1984) with large negative values of the tuning parameter. The mean square error of these estimators at small sample sizes often turn out to be substantially higher than that of the maximum likelihood estimator under pure model. This limits the use of such estimators in spite of their demonstrated strong robustness properties and good asymptotic performances.
The issue of small sample efficiency of the robust minimum divergence estimators has received some attention in the recent literature. The root of this problem appears to be the presence of the so-called "inliers" in the data. Inliers are those values in the sample space where fewer observations are available compared to what is expected under the model. An empty cell is the most extreme case of an inlier. The inlier problem becomes more acute as the sample size becomes smaller. Since most of the robust density based minimum divergence estimators successfully deal with the outliers by down-weighting those observations by the model density, they in turn magnify the effect of inliers. Hence weights attached to the inliers or empty cells play a crucial role in the poor performance of the estimators in small samples. Lindsay (1994) observed this phenomenon in case of the popular Hellinger distance. The problem of inliers can be further understood by noting the fact that minimum divergence estimators with suitable treatments of inliers provide competitive small sample performance compared to the maximum likelihood estimator under the true model. Examples of such divergences include, among others, the Cressie-Read power divergence with positive values of the tuning parameter, the negative exponential disparity (Lindsay, 1994; Basu et al., 1997) and the generalizations (Bhandari et al., 2006) of the negative exponential disparity.
Although the concept of inlier is relatively new compared to that of the outlier, there has been a fair bit of recent activity leading to several methods for inlier correction, without compromising the robustness properties of the corresponding minimum divergence estimators. Basu et al. (2011) and Mandal and Basu (2013) provide a comprehensive description of the concept and relevant approaches to solve the problem of inliers. Among all the available methods, in this paper, we will consider one particular technique based on the method of penalized divergences and use it to improve the minimum S-divergence estimators. The S-divergence family has been developed in Ghosh et al. ( , 2016 and generates many robust estimators without any significant loss in efficiency. This large family includes the popular Cressie-Read power divergence and the density power divergence (Basu et al., 1998) measures as special cases. Ghosh (2015) and Ghosh and Basu (2015) have also derived the asymptotic distribution of the minimum S-divergence estimators under discrete and continuous models, respectively. However, just like many other density based divergences, the S-divergences also use the model density to down-weight the outliers and their small sample performance becomes worse in presence of inliers under the pure model as will be demonstrated later in the paper. We will provide a modification to the minimum S-divergence estimators using the concept of penalized divergences and prove their asymptotic equivalence to the original minimum S-divergence estimator. The corresponding estimator will also be robust under data contamination with improved efficiency in small samples.
It is important to clearly spell out what is new in the present paper. Mandal et al. (2010) established the asymptotic equivalence of the minimum divergence estimators corresponding to ordinary and penalized disparities. However, their proof was restricted to the cases where the ordinary divergences are finitely defined with probability one. This excludes all divergences within the Cressie-Read family of disparities for which the tuning parameter λ ≤ −1 (as well as many other disparities outside the Cressie-Read family). Thus, although Mandal et al. (2010) could define penalized versions of disparities like, say, the Kullback-Leibler divergence (λ = −1) or the Neyman's chi-square (λ = −2), they did not have a proof of the asymptotic normality of the corresponding minimum divergence estimator. The approach of our proof transcends this limitation. We will present a general proof applicable to all the divergences within the S-divergence family. Our proof can be easily generalized to all disparities, and also accommodates the class of density power divergences. Thus, not only we allow the controlling of all disparities, including those which are not finitely defined, we also add another dimension to this exercise by including the divergences within the S-divergence family, and in particular the members of the density power divergence family. We will, however, restrict our attention to discrete models throughout the paper, as this is the case where the empty cells are more relevant.
Another major contribution of the present paper is to study the small sample behaviors of different minimum S-divergence estimators and their penalized versions, to be introduced here, through extensive simulations under the Poisson model. The study of the MSDEs in small samples indicates the necessity of inlier correction for many robust members within the S-divergence family. As a solution, we then consider a penalized version of the S-divergence measure and empirically illustrate their small sample superiority in inlier control. Indeed, for this purpose, we define the penalized S-divergence by replacing the weights attached to the empty cells in the S-divergence by a suitably chosen penalty factor. The choice of this penalty factor becomes crucial for the improvement of their small sample efficiency. A large scale simulation exercise studies this problem in great detail and attempts to find out the optimum value of the penalty factor separately for each member of the divergence family over different (small) sample sizes and different model parameters. Some overall practical suggestions and guidelines are also provided for practitioners through proper empirical evidences. Another possible intuitive extension of the penalty scheme is also proposed at the end of the paper with some brief suggestions. A real data illustration is also provided.
The rest of the paper is organized as follows. We begin with a brief description of the minimum S-divergence estimators in Section 2 and show how the members of the S-divergence family are affected by the inliers in terms of their small sample efficiency compared to the maximum likelihood estimator. Then we introduce the concept of "penalized S-divergence" and the corresponding minimum divergence estimators in Section 3 and prove their asymptotic equivalence to the original minimum S-divergence estimator in Section 4. We illustrate the performance of the minimum penalized S-divergence estimators in Section 5 through an extensive simulation study, where we suggest suitable optimum choices of the penalty factor for practical application of different penalized estimators at small sample sizes. A real data example is considered in Section 6. Finally we end the paper with some conclusions, recommendations and discussions on possible future extensions in Section 7.
2 The Minimum S-Divergence Estimators (MSDE) under Discrete Models and its Small Sample Efficiency
The S-Divergence family has been defined as a general family of divergence measures including the famous Cressie-Read power divergence family and the density power divergence family as its subclasses (Ghosh et al., , 2016 . It is defined in terms of two parameters α ≥ 0 and λ ∈ R as
where A = 1 + λ(1 − α) and B = α − λ(1 − α). For A = 0 the S-divergence measures may be re-defined by its continuous limit as A → 0 so that
Similarly, for B = 0, we have
Note that at α = 0 , the S-divergence family reduces to the Cressie-Read family having parameter λ and at α = 1, it becomes independent of λ coinciding with the L 2 divergence. On the other hand, at λ = 0, it generates the density dower divergences with parameter α. The members of the S-divergence family are indeed genuine statistical divergence measures provided λ ∈ R, and α ≥ 0. We will consider the set-up for parametric estimation with discrete model families. We have n independent and identically distributed observations X 1 , · · · , X n from the true distribution G having probability mass function (pmf) g. Without loss of generality, the support of g is assumed to be χ = {0, 1, 2, · · · }. We want to model it by a parametric family of model pmf F = {f θ : θ ∈ Θ ⊆ R p }. Then the S-divergence measure between the data and the model is defined through the relative frequency vector r n = (r n (0), r n (1), · · · ) T and the model probability vector f θ = (f θ (0), f θ (1), · · · ) T ; here for any x ∈ χ, we define r n (x) = the asymptotic theory of MSDEs, this MSE of the √ n times MSDEs converges to a constant limit depending only on the tuning parameter α under the (pure) model and increases as α increases.
However, interestingly, it is observed from Figure 1 that the MSE of √ n θ α,λ increases significantly as the sample size n decreases for λ = −0.5, −1 and smaller α; it implies that the MSDEs corresponding to those tuning parameters (negative λ and smaller α) become unstable at the small sample size. The main reason behind this instability in fact comes from the existence of inliers and empty cells in the sample with smaller sizes; this fact is also justified by the fact that the instability of those MSDEs increases for large values of θ where the chances of an inlier or empty cell is higher. However, it is already observed in Ghosh et al. (2016) that these MSDEs with negative λ are highly robust in presence of outliers and they cannot be ignored due to their strong robustness and good asymptotic properties; but their application to small sample becomes restricted due to its inlier problem. Thus, we need to have a small sample correction on the MSDEs to control the inliers keeping all the good robustness and asymptotic properties as it is.
Further, all the S-divergence measures with λ < −1, any 0 ≤ α < 1 and λ = −1, α = 0 are in fact becomes undefined if there is an empty cell in the sample from a discrete population. This can be seen by looking at the explicit form of the corresponding S-divergence given by
where A and B are non-zero. Now, whenever A < 0 (i.e., λ < −1/(1 − α), see Table 1 ), then the term containing r n (x) A (that also contains f θ and so cannot be neglected in the objective function or the estimating equation) becomes undefined at those points x in the sample space for which r n (x) = 0 (empty cells) and hence the corresponding divergence also becomes undefined in the presence of even a single empty cell. Thus using such divergences for the derivation of the minimum divergence estimator becomes a fruitless exercise. The same can be observed for the case A = 0 also, since then the S-divergence measure contains a term involving f θ and log(r n ) which becomes undefined at r n (x) = 0. All these motivate for a suitable inlier correction in the minimum S-divergence estimator.
The Penalized S-Divergence (PSD) and Minimum Divergence Estimation
The concept of penalized divergence was used in the context of successful inlier correction by Mandal et al. (2010) and Mandal and Basu (2013) to modify the Cressie-Read power divergence family, a particular subfamily of the S-divergences. We will now extend it in the case of general family of S-divergence and examine its performance with respect to efficiency, robustness and inlier controls.
Consider the set-up of discrete parametric model as described in previous section. Then the S-divergence measure between the data and the model for A = 0 and B = 0 is given by (6), which can be further re-written as
Note that the first term is always defined, whereas the second term is not defined at negative values of A. For the positive values of A, the second term further simplifies to
(x) which can also be defined with A < 0. Thus, motivating from this fact and retaining similar consistency in the expression of the divergence, we define the penalized version of the S-divergence under discrete models as
where h can be thought of as a penalty factor. In the absence of any empty cell, the penalized S-divergence (PSD) coincides with the ordinary S-divergence; also in the presence of empty cells it coincides with the ordinary S-divergence only for the particular choice h = 1 A provided A > 0 (see Table 1 ). Thus the PSD modification makes the S-divergence finitely defined for all A ∈ R and adjusts the weights of empty cells by the factor h for the cases A > 0. Note that the function P SD h (α,λ) (r n , f θ ) as defined above is a genuine statistical divergence for all (α, λ) with A = 0 and B = 0 and h ≥ 0. For a discrete model family as considered above, the minimum PSD estimating equation is then given by
Note that the estimating equation for the minimum penalized S-divergence estimator has the same form as that of the S-divergence case (Ghosh et al., 2016) , except that the continuous K(δ) has been now transformed to K h (δ) that is discontinuous at the lower end-point δ = −1. However, due to this different structure of the functions K(δ) and K h (δ), the asymptotic properties of the minimum penalized S-divergence estimators (MPSDE) cannot be obtained directly from that of the MSDEs. We will rigorously derive the asymptotics of all MPSDEs in the next section.
Asymptotic Properties of the MPSDE under Discrete Models
Consider the set-up of discrete models as described above. Note that, the estimating equations of MPSDE and MSDE only differ in terms of the functions K(δ) and K h (δ). We will follow the approach of Ghosh (2015) in establishing the asymptotic properties of the minimum divergence estimators, while clearly indicating the required modifications needed to extend the proof to the case of the penalized version. Note that, intuitively this difference between the two estimating equations vanishes asymptotically under the true model, because the set of possible points x with r n (x) = 0 should converge to a null set under the true distribution. Hence the asymptotic distribution of the MPSDEs may intuitively be expected to be the same as that of the MSDES and there is no loss of asymptotic efficiency in using the penalized S-divergence over S-divergence. The theorem below presents the same with more concrete proof, which extends the proof for the ordinary S-divergences (Theorem 1, Ghosh, 2015) to this present case of penalized S-divergences. Let us start with some useful Lemmas. Along with the notations of Ghosh (2015), consider the definitions a n ( (2015) hold. Then the following two lemmas help us to obtain the asymptotic distribution of
Lemma 4.1. Assume that Condition (SA5) holds. Then E|S * 1n − S * 2n | → 0 as n → ∞, and hence S 1n − S 2n
Proof. Following the same line of the proof of the Lemma 3 in Ghosh (2015) , we get
Then the proof follows using the dominated convergence theorem (DCT) and Markov inequality.
Lemma 4.2. Suppose the matrix V g , as defined in Lemma 4 of Ghosh (2015), is finite. Then
Proof. Note that,
Now, the first term in above converges in distribution to N (0, V g ). Considering the second term, we will show that √ n
Note that √ n
where I(y) = 1 if y = 0 and 0 otherwise. thus,
The last inequality follows by Assumption (SA7) and the strong law of large numbers (SLLN), under which
. (14) Further, for all 0 < x < 1,
} n → 0 as n → ∞ and its maximum over 0 < x < 1 is bounded by 1/ √ 2. Hence, by assumption (SA5) and DCT it follows that
Then, by Markov inequality, it follows that the second term in (11) goes to zero in probability as n → ∞ and so S * (2015), there exists a consistent sequenceθ n of roots to the minimum penalized S-divergence estimating equation (5). Also, the asymptotic distribution of √ n(θ n − θ g ) is p-dimensional normal with mean 0 and variance
g , where J g and V g are as defined in Ghosh (2015) .
Proof. Consistency: Following the proof of Theorem 1 of Ghosh (2015) , let us consider the behavior of P SD h (α,λ) (r n , f θ ) on a sphere Q a of radius a and center at θ g . We wish to show that, for sufficiently small a, P SD
with probability tending to one so that the penalized S-divergence also has a local minimum with respect to θ in the interior of Q a . At a local minimum, the estimating equations must be satisfied. Therefore, for any a > 0 sufficiently small, the minimum S-divergence estimating equation have a solution θ n within Q a with probability tending to one as n → ∞. Now taking a Taylor series expansion of P SD h (α,λ) (r n , f θ ) about θ = θ g , we get
where θ * lies between θ g and θ.
For the linear term S 1 , we consider
where δ g n (x) is the δ n (x) evaluated at θ = θ g . We will now show that
as n → ∞ and note that the right hand side of above is zero by definition of the minimum PSD estimator. Note that the one-term Taylor series expansion yields
(by Equation 14)
But, it was proved in Theorem 1 of Ghosh (2015) that, as n → ∞
Further, along the lines of the proof of the convergence result in (12) as given in Lemma 4.2, one can show that, as n → ∞
, and
Combining these, we get ∇ j P SD h (α,λ) (r n , f θ )| θ=θ g → P 0, as n → ∞. Thus, with probability tending to one, |S 1 | < pa 3 , where p is the dimension of θ and a is the radius of Q a .
By a similar extension of the proof of Theorem 1 of Ghosh (2015), we can show that there exists c > 0 and a 0 > 0 such that for a < a 0 , we have S 2 < −ca 2 with probability tending to one and |S 3 | < ba 3 on the sphere Q a with probability tending to one. This implies that (15) holds, completing the proof of the consistency part.
Asymptotic Normality: For the asymptotic normality, let us rewrite the estimating equation of the MPSDE in (9) as
Now the second term in the left-hand side (LHS) of Equation (18) converges to zero in probability as proved above in the consistency part. We will expand the first term in the LHS of (18) in a Taylor series about θ = θ g to get
where θ lies in between θ and θ g . Now, let θ n be the solution of the minimum PSD estimating equation, which exist and is consistent by the previous part. Replacing θ by θ n in Equation (19), its LHS becomes zero, yielding
Note that, the first term within the bracketed quantity in the RHS of Equation (20) converges to J g with probability tending to one (by a proof similar to that in Lemma 4.2), while the second bracketed term is an o p (1) term (as proved in the proof of consistency part). Also, by using Lemma 4.2, we get √ n
Therefore, the theorem follows by the Lemma 4.1 of Lehmann (1983) .
In the particular case, when the true distribution G belongs to the model family with G = F θ for some θ ∈ Θ, then θ g = θ and √ n(θ n − θ) has asymptotic distribution as N p (0, J −1 V J −1 ), where
Note that, as in the case of the minimum S-divergence estimators, their penalized version also has asymptotic distribution independent of the parameter λ under the model family. Therefore we have observed that the first order asymptotic properties of the minimum penalized S-divergence estimator at the model family is exactly the same as that of the minimum S-divergence estimator. This implies that the first order influence function of these two estimators will also be the same so that the robustness properties of these two estimators are expected to be equivalent. Therefore, the minimum penalized S-divergence estimators generalize the minimum S-divergence estimators with no loss in their asymptotic efficiency and no degradation in their robustness properties, and provide us the extra facility of inlier correction at small sample sizes. Intuitively, it is quite clear that the performance of the penalized divergences in terms of their ability to successfully handle the inliers and empty cells in a small sample would depend on the choice of the penalty factor h. In the next section, we will examine this characteristic of the minimum penalized S-divergence estimators through an extensive simulation study under the Poisson model with small sample sizes.
Numerical Illustrations : Choice of the Penalty Factor h
In the previous section we have seen that the asymptotic properties of the MPSDEs are the same as those of the MSDEs. However, due to the special nature of their construction, the small sample properties of the MPSDEs are often significantly different; we expect that the MPSDEs will have substantially superior performance in the presence of inliers and empty cells provided the penalty factor h, which has a crucial role in determining the small sample performance of the MPSDE, is chosen carefully. In this section, we will empirically examine these small sample performances of the proposed penalized S-divergence estimators under the Poisson model family.
For our numerical illustrations, we generate random samples of small sizes (n = 10, 15, 20) from a Poisson distribution with mean θ and compute the minimum penalized S-divergence estimator of the parameter θ under the Poisson model for each given sample. The sample generation process is replicated 1000 times to generate the empirical MSE of the MPSDEs; we then compare the performance of the MPSDEs based on the empirical MSE for different values of tuning parameters α, λ and h. We will restrict ourselves only to the range of positive h, which eliminates the possibility of a negative divergence. Further, since the small sample properties usually depend on the mean of the Poisson model, we will consider several values of θ ranging from 3 to 9. For brevity in presentation, we will only present some interesting cases in Figures 2 to 4 .
It is easy to note from the figures that the pattern of the MSE over different values of the penalty factor h and Poisson mean θ generally have a similar nature for all the sample sizes n = 10, 15 and 20. In all the cases, the MSE increases with increasing θ and decreases slightly as the sample size increases. However its behavior for different values of λ and α varies significantly and so does the optimum range for the values of the penalty factor h generating the minimum MSE for different members of the S-divergence family. Further, although it is not discernible from these graphs
Figure 2: MSE of θ α,λ over θ and h for different λ and α at sample size n = 10.
Figure 3: MSE of θ α,λ over θ and h for different λ and α at sample size n = 15.
Figure 4: MSE of θ α,λ over θ and h for different λ and α at sample size n = 20.
themselves, the minimum value of the MSE of the MPSDE (over the different choices of of the penalty factor h) for any (α, λ) combination is generally much smaller compared to that of the corresponding MSDE. This illustrates that a suitably chosen penalized version of the MSDE can largely solve the problem of inliers and empty cells in small sample sizes. And in almost all the situations studied, the optimal penalty factor is in the range [0, 1.5]. This is the reason why we have restricted our attention to this range for h. And in the overwhelming majority of the cases, the MSE surface shows very little change over h ∈ [0.5, 1.5] for fixed values of α, λ and the Poisson parameter. Table 2 : Optimum values of the penalty factor h for sample size n = 10 and different values of (α, λ), along with the true empty cell weight = From the figures it is clear that the optimal choice of the penalty factor h depends on the tuning parameters (α, λ), and possibly also on the sample size and the Poisson parameter θ. In Tables  2-4 , we have presented the optimum values of the penalty factor h for different θ, α and λ for n = 10, 15 and 20, along with the true empty cell weight 1/A. In the following we give a structured description of what we observe in the tables.
• For the maximum likelihood estimator (corresponding to α = 0, λ = 0), the impact of the penalty factor is not substantial, and the optimal h is usually close to the natural factor 1/A (equal to 1 in this case).
• The findings are similar for the (α > 0, λ = 0) cases, although larger α and n usually require Table 3 : Optimum values of the penalty factor h for sample size n = 15 and different values of (α, λ), along with the true empty cell weight = • For the Hellinger distance (α = 0, λ = −0.5) there is significant improvement in the MSE due to the imposition of the penalty. The optimum h varies between 0.5 and 0.1 (the natural value is 2). Although we have not presented the corresponding values in our tables or figures, the improvement is even more spectacular for larger (in absolute magnitude) negative values of λ.
• A pattern similar to the one described in the last item is observed for α > 0 and λ = −0.5, although the range of optimum values shifts slightly to larger values of h as n increases.
• In general, smaller sample sizes require greater shrinking of the penalty factor towards zero. Very small sample sizes (such as 10), require penalty factors closer to 0.5, while with moderate to larger values a factor closer to 1 (or slightly higher) is more appropriate.
• In practically all the cases that we have investigated, the optimal penalty factor is smaller (in absolute magnitude) than the natural penalty weight.
• As the true mean parameter increases, the optimal penalty factor needed is, in general, smaller. This is because in this case there are a larger number of possibly inlying cells with non-negligible probabilities. Thus, within the limitation of the simulation scheme, we have given a detailed description of how the penalty weight appears to improve the performance of these estimators. The optimal choice does depend on the parameter θ, the sample size n and the tuning parameter (α, λ). A completely automatic, case specific recommendation for the penalty factor to choose in a given situation may require additional research. However, as an overall recommendation, we observe that in general h ∈ [0.5, 1] works well in practically all situations, with the specific choice being guided, to the extent possible, by the discussion above.
As we have already observed, the MSE of the MPSDE does not vary appreciably in the interval [0.5, 1.5], and h = 0.5 or h = 1 is often a "close to optimal" choice. Based on this observation, we next study the relative increase in MSE (and hence loss in efficiency) of the estimators for each of the cases considered previously for the simpler choices h * = 0.5 or 1 instead of the optimum h, say h opt ; we define this measure as
Figure 5 plots these measures of relative increase in MSE for the sample sizes n = 10 and 20; the results for n = 15 are similar with MSE values in between these two and hence omitted to save space. It can be clearly observed from the figure that, when λ = 0, the natural weight 1 (= 1/A) in
(q) n = 10, λ = −2, h * = 0.5 (r) n = 10, λ = −2, h * = 1 (s) n = 20, λ = −2, h * = 0.5 (t) n = 20, λ = −2, h * = 1 fact does not lead to an RI of more than 5%; note that this is somewhat expected since the inlier issue is not very serious for λ = 0 and is more important for λ < 0 (see Figure 1) . Further, for such estimators with λ < 0, in most cases, we generally do not have more than 10% relative increase in MSE while using h * = 0.5 for n = 10 and using h * = 1 for n = 20. These choices, therefore, give the practitioners a guidance on a simple primary application which can be refined at a later stage using more detailed exploration of the role of h. The cases where we have a larger percentage of relative increase correspond to very small values of the mean square error, both penalized and ordinary. we now present a real life application of the proposed minimum penalized S-divergence estimators.
We consider a segment of the Drosophila data (Woodruff et al., 1984) based on a chemical mutagenicity experiment. The dataset contains the number of daughters carrying a recessive lethal mutation on their X chromosome among (roughly) 100 sampled daughter flies from each male Drosophila fly when exposed to a certain level of a chemical and mated with unexposed female flies in a particular (on day 177) experimental run. The observed frequencies of the male flies are r n = (23, 7, 3, 1) having x = (0, 1, 2, 91) recessive lethal daughters; all other values of x has frequency zero. Clearly there is one large outlier in the data (at 91) and plenty of empty cells. The dataset can be modeled nicely by a Poisson model except for the outlying point, as described in Simpson (1987) , Basu et al. (2011) and Ghosh (2015) . The last paper presented the minimum S-divergence estimators for the Poisson mean parameter with these data both with and without the outlier, where it was observed that the S-divergences with negative λ yield robust estimators. But some of these MSDEs (including the Hellinger distance) are substantially affected by the presence of empty cells in the data and hence differ significantly from the outlier deleted MLE (which is 0.3939). In fact, many robust members of the S-divergence family with λ < −1 are not finitely defined for this dataset due to the presence of empty cells and hence the corresponding estimators cannot be obtained. However, we can obtain the proposed minimum penalized S-divergence estimators of the Poisson parameter θ for this dataset at any value of the tuning parameters (α, λ). These MPSDEs are reported in Table 5 for the suggested simple choices of h = 0.5, 1, along with the corresponding MSDE whenever defined. In terms of the matching of the observed and expected data (excluding the outliers), the estimates in the (0.38, 0.39) window appear to perform the best. However, the estimators with natural penalty weight are sometimes shifted by a large amount from this region due to the empty cell effect. A case in point is the (λ = −1, α = 0.1) combination, where the natural estimator is drastically affected by the empty cells, but the penalties put them in the desired zone. An even stronger effect of this phenomenon (not presented in Table 5 ) is for the (λ = −0.9, α = 0) combination.
Conclusions and Discussions
Many minimum divergence estimators, including those within the class of disparities and the class of S-divergences, have excellent robustness properties, but are often handicapped in small samples due to their poor inlier controlling properties which may lead to substantially degraded model performance. An extreme form of inliers are the empty cells, and suitable empty cell corrections are useful in improving this small sample model performance. In the tradition of research on this topic, we believe that we have made some significant additions to the literature. Our achievements and recommendations are listed below.
• The divergences which have natural empty cell penalty factor equal to ∞ cannot be ordinarily defined in an infinite sample space. But with our penalized scheme there is no problem with their construction; our approach also fills in the theoretical convergence and distributional properties of such estimators, so far unavailable in the literature.
• Our approach generalizes the inlier controlling strategy beyond the class of disparities.
• We have provided actual (simulation based) figures of the optimal penalty factor for different values of the Poisson mean parameter θ, different (α, λ) combinations, and a few small to moderate sample sizes. While this is fairly detailed, a completely automatic, case specific recommendation for the penalty factor to choose in a given situation may require additional research. However, as an overall recommendation, we observe that in general h ∈ [0.5, 1] works well in practically all situations.
We will end the paper with the mention of another possible extension of the definition of the PSD. In the definition (8), it is possible to add one more tuning parameter β to replace the parameter α in the term corresponding to the empty cells, so that a modified penalized S-divergence measure can be defined as 
One can again define the MPSDE based on this new definition of the Penalized S-Divergence as given in Equation (22) of the PSD and it will follow, along the same lines of the proof given in Section 4, that these modified MPSDEs also have the same asymptotic properties as the previous version given in Theorem 4.3. As the intuitive motivation suggests, one may possibly achieve a better inlier control by varying both h and β simultaneously (for any given divergence with fixed α and λ) generating estimators with even smaller MSEs. For a brief illustration, in Figure 6 , we have plotted the resulting optimum MSE (minimum MSE over both h and β) along with the optimum MSE obtained for definition (8) (minimum MSE over h only) and the MSE obtained by the natural empty cell weight 1/A for λ = −0.5 and different α, θ and n; the pattern is similar for other λ < 0 and hence not reported here. We have not developed this analysis to the extent where we can make a definite recommendation about the value of the β parameter to use in a given situation. However Figure 6 gives ample evidence of the fact that there is the possibility of further improving the small sample performance of the MSDEs, and it may be worthwhile to further pursue the role of the β parameter.
As a final word we point out that as all modifications involving the h and β parameters relate to the inliers, the improvement that is obtained in either case is achieved without compromising the outlier stability properties of the divergence. This is not just a technical observation, we have noticed this repeatedly in our simulations. However, we have not actually put up such tables in the paper that illustrate the robust behavior of the MSPDEs, as our interest here is on improving small sample model efficiency, rather than exploring the robustness of the estimators.
