SIMD hypercube algorithms to determine a minimum cost edit sequence to transform one string into another are developed. If the two strings are of length n, our algorithms take O
INTRODUCTION
The input to the string editing problem consists of two strings Once cost (i, j), 0 ≤ i < n, 0 ≤ j < m has been computed a minimum cost edit sequence may be found by a simple backward trace from cost (n − 1, m − 1). This backward trace is facilitated by recording which of the three options for i > 0, j > 0 yielded the minimum for each i and j.
The string edit problem is identical to the weighted Levenshtein distance problem [LIU85] . The longest common subsequence problem
[WAGN74] and the time warping distance problem [LIU85] are special cases of the string edit problem.
Many researchers have studied parallel solutions to the string edit and related problems. All such attempts begin with the dynamic programming recurrence (1). Cheng and Fu [CHEN87] propose an n×m VLSI array to In this paper, we develop an SIMD hypercube algorithm for the string edit problem. This algorithm has time complexity O (√
(nlogn )/p + log 2 n) on an SIMD hypercube with n 2 p, 1 ≤ p ≤ n processors. Like other previous algorithms for this problem, ours require O (1) memory per processor. It is easily adapted to the case n ≠ m. Comparing our algorithm to that of [IBAR88] , we see that ours is asymptotically superior for i ≤ p < n /log 2 n and asymptotically the same for n/log 2 n ≤ p ≤ n. It is worth noting that when p = 1, our algorithm has com-
nlogn ) while that of [IBAR88] has complexity O (n). In fact, all pre-vious parallel algorithms that use O (n 2 ) processors have complexity O (n). So, our algorithm is the first to be able to solve the string editing problem in less than O (n) time while using only O (n 2 ) processors.
Using the same strategy as used in our first algorithm, we can obtain 
ALGORITHM OVERVIEW
The dependencies in the dynamic programming formula (1) may be represented by a lattice graph (Figure 1 ). The vertex in position (i, j) of the lattice graph represents entry (i, j) of the cost matrix of (1). Each edge of the lattice graph is assigned a weight equal to the cost of the corresponding edit operation. The weights are obtained as follows:
1) The weight of an edge of type <(e, f ) , (e, f + 1)> is I (b f +1 )
2) The weight of an edge of type <(e, f ) ,
3) An edge of type <(e, It is easy to see that with this weight assignment, cost (i, j) is the length of the shortest path from vertex (0, 0) to vertex (i, j), 0 ≤ i < n, 0 ≤ j < m. So, the string edit problem is really that of finding a shortest path from vertex (0, 0) to vertex (n − 1, m − 1). As a result, the string editing problem may be solved in parallel using parallel algorithms previously developed for the shortest path problem. This will be quite expensive in terms of processor requirement.
For example, when n = m we can use the SIMD hypercube shortest path algorithm of [DEKE82] and find a shortest path in O (log 2 n) time. The number of processors required is O (n 6 /logn). Our concern here is to find a shortest path using far fewer processors. For convenience, we assume n = m = 2 q for some natural number q in the sequel. The development is easily extended to the case n≠m and also to the case when n and m are not powers of 2.
Our strategy to find a shortest path from (0, 0) to (n − 1, n − 1) consists of two phases:
Phase 1:
Phase 2: Trace back to obtain the path
Computing
The first phase itself is accomplished in two stages: 
Computing Boundary Distances
Boundary to boundary distances may be computed recursively. The boundary distances we are to compute for the 2a×2a lattice graph are:
and L 2 B 3 . Because of the edge structure of our lattice graph (Figure 1 ) we know that all distances in L 2 R 1 and T 1 B 0 are ∞. From Figure 1 , we see that
can be computed if T 0 R 0 and L 1 R 1 are known. T 0 R 0 and L 1 R 1 are boundary distances for a×a lattice subgraphs. The computation of T 0 R 3 from a×a boundary distances is more complex. The equations needed are: 
Hence the boundary distances for any k×k lattice subgraph may be computed by computing these distances for 2×2 subgraphs, then for 4×4 subgraphs, then for 8×8 subgraphs, . . . . 
Complexity on a CREW PRAM
time. The shortest distances from (0, 0) to the boundary vertices of (k×k) subgraphs is computed in several iterations. In iteration i the distances to the boundary vertices of all subgraphs assigned the number i in Figure 4 are computed.
Let T i T i (l, j) be the length of the shortest path from the l'th vertex of the top boundary of the k×k subgraph i to the j'th vertex of its top boundary, 
where T a R a and T a B a are boundary distances computed in Phase 1 , Stage 1 (Section 2.1.1). For subgraphs b and e of Figure 4 , we have: Note that cost (n − 1, n − 1) = R (k − 1) of the bottom right corner subgraph. 
The T i T i
Traceback
The shortest path from (0, 0) to (n − 1, n − 1) (i.e., the least cost edit sequence) can be obtained in two stages:
Stage1:Each k×k subgraph determines the vertex (if any) at which this path enters the subgraph and the vertex (if any) from which it leaves the subgraph.
Stage2:The subgraphs that have an entry and exit vertex determine a shortest path in the subgraph from entry to exit.
Subgraph entry/exit vertices
These can be determined easily if with each L i (j), T i (j), B i (j), and R i (j) computed in Section 2.1.2 we record 'how' the minimum of the quantities on the right hand side of the respective equation was achieved. So, when computing B f (j) we will also record a value (X, u), X∈{L, T}, 0 ≤ u ≤ j such that Because of the edge structure of the graph, exactly one of the subgraphs with any given numeric label (cf. Figure 4) will have an entry and exit vertex.
Complexity on a CREW PRAM
The entry and exit vertices can be computed sequentially by a single
Shortest path in a subgraph
This can be computed if during the computation of boundary distances (Section 2.1.1), we record 'how' each decision is made. Since O (k 2 logk) decisions are made, this much memory is needed to record the decision information. The actual path computation follows a process similar to that of Section 2.2.1. Entry/exit points in k /2×k /2 blocks are found; then in k /4×k /4 blocks;
etc.
Complexity on a CREW PRAM
The shortest path in each k×k subgraph can be found in O (logk ) time using 4. Interprocessor assignments are denoted using the symbol ← , while intraprocessor assignments are denoted using the symbol :=. Thus the assignment statement:
is executed only by the processors with bit 2 equal to 0. These processors transmit their B register data to the corresponding processors with bit 2 equal to 1.
5. In a unit route, data may be transmitted from one processor to another if it is directly connected. We assume that the links in the interconnection network are unidirectional. Hence at any given time, data can be
.
Hence the instruction.
takes one unit route, while the instruction:
takes two unit routes.
6. Since the asymptotic complexity of all our algorithms is determined by the number of unit routes, our complexity analysis will count only these. 
Hypercube Embedding of a Grid

Column and Row Shift
ColumnShift (A, i, W) shifts the data in the columns of a hypercube down by i.
For this purpose, the columns are divided into windows of size W. There is no wraparound and the fill is done using ∞'s. RowShift is analogous to ColumnShift except that it works on rows of a hypercube and does a leftward shift of i.
Both of these procedures are simple adaptations of SHIFT and run in the same time. 
Prefix Sum
Data Broadcast
Data in one processor of a subhypercube can be broadcast to all processors in that subhypercube in O (logS) time, where S is the number of processors in the subhypercube. We shall use the operator '<= =' to signify a data broadcast. Three registers: left, diagonal, and up are used for this purpose.
HYPERCUBE MAPPING
We shall say that processor (u, v, 0) represents vertex (u, v) of the lattice graph.
Computing Boundary Distances
Since the computation of the boundary distances for all k×k subgraphs is done in parallel, we need consider only one of these subgraphs. Under the assumption that k is a power of 2, the processors {(u, v, w) (u, v, 0) represents a vertex (u, v) in the k×k subgraph, 0 ≤ w < p } form a k×k×p subhypercube (Figure 9 ). The computation of the boundary distances for each k×k subgraph will be done by the corresponding k×k×p subhypercube. To compute the boundary distances for any a×a subgraph of a k×k subgraph, the corresponding a×a×p subhypercube will be used. Following this computation, the processors on face 0 of these a×a×p subhypercubes will contain the boundary distances in register TR, TB, LR, and LB. Specifically, XY (i, j, 0) will be the shortest distance from the i'th vertex on boundary X to the j'th vertex on boundary Y where X∈{T, L},Y∈{R, B}, and i and j are relative to the respective a×a×p subhypercube (i.e., the top left corner vertex in each such hypercube has i = j = 0). When computing for a 2a×2a subgraph, the initial configuration for face 0 of a 2a×2a subhypercube is shown in Figure 10(a) . I.e., the TR, TB, LR, and LB registers of face 0 of each a×a×p subhypercube contain the corresponding boundary distances. Following the computation for the 2a×2a subgraph the boundary distances are to be distributed as in Figure 10 . This will result in the correct initial condition for the computation of boundary distances for 4a×4a sub- (Figure 11(a) ). 
Stage 1 Computation
Equations (3) and (5) will be used to compute T 0 R 2 and T 0 B 1 respectively, The equation for T 1 R 3 is:
Equations (3), (5), and (8) may be rewritten into the form: 
Replacing + by min and * by +, we get
Let MinSum (A, B, D, a) be a hypercube procedure to compute D as in (9) in subhypercubes of size a×a×p. Such a procedure is easily obtained from a matrix multiplication procedure by using the above transformation. We assume that MinSum begins with A (i, j) and B (i, j) in processor (i, j) and leaves D (i, j) in this processor when done.
The algorithm for the stage 1 computation is given in Figure 12 . In
Step 1, we set up the A and B registers of the processors in squares 0, 1, and 3 (cf Figure 11(a) ) so that a MinSum(A, B, E, a) will result in E (i, j) as above. For this, we need:
Step3:
Step5: So,
denotes a data transfer from the up register of the processor in position {square 0}
Note that the RowShifts of C 
Stage 2 Computation
This is very similar to the stage 1 computation and can be com-
Stage 3 Computation
T 1 R 1 can be moved from square 1 to square 2 using two unit routes by following the path shown in Figure 11 (c). The data movements for the computation of T 0 R 3 take O (loga) time.
Overall Complexity
The overall time needed to complete boundary distances for a×a subgraphs is O ( z a a ___ + loga), z a = min{a,p}. The time to compute the boundary distances for all k×k subgraphs is therefore
Computing
The computations of Section 2.1.2 can be performed
time using only those processors that are on face 0 of the hypercube.
First, the k×k subhypercubes of face 0 compute the LL and TT values.
The processor in position (l, j, 0) of a k×k hypercube computes LL (l, j) and TT (l, j). We describe the computation for TT only. The computation of LL is similar.
Step1
[Broadcast left (0, r, 0) over columns]
Step2
[Zero out values not needed] Steps 1 and 2 set up each row of the k×k subhypercube so that a prefix sum of the T 1 values on that row will result in the correct TT value.
Steps 1 and 3 take O (logk) time and
Step 2 takes O (1) time. 
Shift in the R values in the 1×k column of processors to the left of this k×k subhypercube right by 1. Put the values in the R registers of these processors.
[Add with left() and row broadcast] 
The value L´b(j) will be left in register LX (j, 0, 0) of the k×k subhypercube that represents subgraph b. The strategy to compute L´b is given in Step 3 computes this minimum in LX (0, j, 0).
Step 4 routes the LX values to the proper processors.
Step 1 is a shift of 1 in a window of size 2k. This takes O (logk ) time.
Steps 2 and 3 are easily seen to take O (logk ) time.
Step 4 is a BPC per- Step2 is done using a modified version of the n 
Traceback
When p ≥ logk = log (√ § £ ¢ £ ¢ nplogn ), O(
