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Abstract
Let H be a function space on a compact space K . The set of simpliciality of H is the set of all points
of K for which there exists a unique maximal representing measure. Properties of this set were studied
by M. Bacˇák in the paper Point simpliciality in Choquet representation theory, Illinois J. Math. 53 (2009)
289–302, mainly for K metrizable. We study properties of the set of simpliciality for K nonmetrizable.
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1. Introduction
For notation and terminology we refer the reader to the next section. Let H be a function
space on a compact space K . This paper is concerned with those probability measures μ on K
for which there exists a unique maximal (with respect to the Choquet ordering ) measure ν
such that μ ν. A characterization of such measures was given by J. Köhn in [4, Proposition 1]
in the convex case, i.e. in the context of compact convex subsets of locally convex spaces, and
extended to the general case of function spaces by M. Bacˇák in [1, Theorem 5.1] (his proof is
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of metrizability). Let us present it here:
Theorem 1.1 (Köhn, Bacˇák). Let H be a function space on a compact space K and let μ ∈
M1(K). Then the following statements are equivalent:
(i) There exists a unique maximal measure ν ∈ M1(K) such that μ ν.
(ii) For every f,g ∈ Kc(H) we have μ((f + g)∗) = μ(f ∗) + μ(g∗).
(iii) For every maximal ν ∈ M1(K), μ ν, and every f ∈ Kc(H), we have ν(f ) = μ(f ∗).
We denote by M1PS(H) the set of all measures from M1(K) which satisfy some of the
equivalent conditions of Theorem 1.1. If we take the Dirac measure εx for x ∈ K and apply
Theorem 1.1, we get a characterization of those points x ∈ K for which there exists a unique
maximal measure representing x (in the convex case, this result, with some other equivalent con-
ditions, was proved also by S. Simons in [7, Theorem 37]). In [1], the set of all these points of
K is called the set of simpliciality of H and denoted by SimH(K). It turned out that if the space
K is metrizable, the set SimH(K) is closely related to measures from M1PS(H), and has some
other nice properties. More precisely, we have the following (for proofs, see [1, Theorems 4.5,
5.1 and 5.6]):
Theorem 1.2 (Bacˇák). Let H be a function space on a metrizable compact space K .
(a) The set SimH(K) is Borel (in fact, a Gδ set).
(b) Let μ ∈ M1(K). Then μ ∈ M1PS(H) if and only if μ(SimH(K)) = 1.
(c) The set SimH(K) is H-extremal.
The purpose of this paper is to study the validity of the statements of Theorem 1.2 without the
assumption of metrizability. We will show that without this assumption, the statement (a) is false,
and the statements (b) and (c) are false, even if the set SimH(K) is Borel. The counterexamples
in the general context of function spaces are presented in Section 4. In Section 5, we will show
that the counterexamples may be constructed even in the convex case. Of course, it would be
sufficient to present the examples only in the convex case, but we have decided to include the
constructions also in the general context of function spaces, since these are much simpler and
may be of some interest in themselves.
We will also show something more. Suppose that μ ∈ M1PS(H). We know from Theo-
rem 1.2(b), that this is equivalent to the fact that μ is carried by SimH(K) if K is metrizable.
If K is nonmetrizable, then, by a simple application of Theorem 1.1, we have at least that the
atomic part of μ is carried by some (countable and therefore Borel) subset of SimH(K). This is
similar to the relation between maximal measures and the Choquet boundary ChH(K) (if K is
metrizable, then maximal probability measures are precisely those measures from M1(K) which
are carried by ChH(K), see [5, Corollary 3.62], and in general, the atomic parts of maximal mea-
sures are carried by some subset of ChH(K), see [5, Proposition 3.66]). Since maximal measures
are always carried by ChH(K) (see [5, Proposition 3.64]), one may conjecture that μ is carried
by SimH(K). Example 4.5 shows that even this statement is false. We do not know whether such
an example may be found in the convex case.
In the construction of the examples we use the idea of the “porcupine” topology due to
E. Bishop and K. de Leeuw, see [2, p. 327].
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Let us briefly summarize notation, terminology and basic facts used in this paper. For details
and further information about Choquet theory see [5] or a classical book [6]. All topological
spaces throughout the paper are supposed to be Hausdorff. Let K be a compact space. We denote
by C(K) the space of all real continuous functions on K equipped with the supremum norm. The
symbol M+(K) denotes the set of all nonnegative Radon measures (that is nonnegative regular
Borel measures) on K . The symbol M(K) stands for the space of all signed Radon measures
on K , while M1(K) denotes the set of all probability Radon measures on K . All these sets of
measures are equipped with the w∗-topology.
A linear subspace H of the space C(K) is called a function space if it contains all constant
functions and separates points of K . If X is a compact convex subset of some locally convex
space, then the space A(X) of all continuous affine functions on X is a function space. If not
stated otherwise, on a compact convex set X we will always consider the function space A(X).
We will refer to this setting as to the convex case. By a compact convex set we always mean a
compact convex subset of a real locally convex space.
Let H be a function space on K . Let μ ∈ M1(K). We say that x ∈ K is the resultant of μ (or
μ represents x) if f (x) = μ(f ) for every f ∈ H; we denote the resultant of μ (which is unique if
it exists) by r(μ). The set of all μ ∈ M1(K) which represent x ∈ K is denoted by Mx(H). If X
is a compact convex set, then every measure from M1(X) has a resultant, see [5, Theorem 2.29].
If μ,ν ∈ M+(K) and μ(f ) = ν(f ) for every f ∈ H, we write μ ∼ ν.
If f is a bounded function on K , its upper envelope f ∗ is defined by f ∗ := inf{h ∈ H: h f }.
If f is a bounded Borel function on K , then it is said to be H-convex if f (x) μ(f ) for all x ∈ K
and μ ∈ Mx(H). The set of all continuous H-convex functions on K is denoted by Kc(H). The
Choquet ordering on M+(K) is defined as follows: if μ,ν ∈ M+(K), then μ  ν provided
μ(f ) ν(f ) for every f ∈ Kc(H). Clearly if μ ν for μ,ν ∈ M+(K), then μ ∼ ν. Measures
which are maximal in the Choquet ordering are called maximal measures. For every measure
μ ∈ M1(K) there exists a maximal measure ν ∈ M1(K) such that μ ν, see [5, Theorem 3.65].
In particular, for every x ∈ K there exists a maximal measure μ ∈ M1(K) representing x.
The Choquet boundary of H (denoted by ChH(K)) is the set of all x ∈ K which have only
one representing measure—Dirac measure concentrated at x, which we denote by εx . The set
ChH(K) is a Gδ set if K is metrizable, and may be non-Borel in general. If K is metrizable, then
μ ∈ M+(K) is maximal if and only if it is carried by ChH(K) (we say that μ is carried by a set
A ⊂ K if A is Borel and μ(K \A) = 0). A simple observation is that if a measure μ ∈ M+(K),
where K is an arbitrary compact space, is carried by some subset of ChH(K), then it is maximal,
see [5, Corollary 3.60]. A point x ∈ K is said to be H-exposed, if there exists f ∈ H such that
f (x) = 0 and f > 0 on K \ {x}. An important fact is that H-exposed points of K belong to
ChH(K), see [5, Proposition 3.7]. If X is a compact convex set, then ChA(X)(X) equals the set
of extreme points of X, denoted by ext(X).
As we have said in the Introduction, the set of simpliciality of H, denoted by SimH(K), is
defined as the set of all points of K for which there exists a unique maximal measure represent-
ing x. If X is a compact convex set, we write simply Sim(X) instead of SimA(X)(X). Of course,
we have ChH(K) ⊂ SimH(K). Hence SimH(K) is nonempty if K = ∅, since ChH(K) is (see
[5, Proposition 3.15]). We denote by M1PS(H) the set of all μ ∈ M1(K) for which there exists
a unique maximal measure ν ∈ M1(K) such that μ  ν (in [1], the set M1PS(H) was denoted
simply by PS). Clearly, every maximal measure from M1(K) belongs to M1 (H).PS
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μ(B) = 1. If X is a compact convex set, then A(X)-extremal sets are called measure extremal.
Further, a subset F of a compact convex set X is called extremal, if for every x, y ∈ X and
λ ∈ (0,1) such that λx + (1 − λ)y ∈ F , we have x, y ∈ F . Clearly, every measure extremal
subset of X is extremal, but extremal subsets of X need not be measure extremal, even if they are
Borel. See [3] for a thorough discussion of the relation between extremal and measure extremal
sets. The set Sim(X) is always extremal, see [1, Theorem 4.1], and measure extremal if X is
metrizable, as mentioned in Theorem 1.2(c), above. In Example 5.7 we will show that in general
Sim(X) need not be measure extremal, even if it is Borel.
If X is a locally convex space, the topological dual of X is denoted by X∗. If X,Y are mea-
surable spaces, ϕ : X → Y is a measurable mapping and μ is a measure on X, then we denote by
ϕμ the image of the measure μ under the mapping ϕ.
Let us recall the notion of the state space, which will be the main tool to construct compact
convex sets with desired properties. The state space S(H) of the function space H is the set
{ϕ ∈ H∗: ϕ  0, ϕ(1) = 1}. The set S(H) is a compact convex subset of the space H∗ endowed
with the w∗-topology. On S(H) we will always consider the w∗-topology.
Define a mapping φ : K → S(H) by φ : x 	→ φx , x ∈ K , where φx : f 	→ f (x), f ∈ H. Then
φ is a homeomorphism of K into S(H) and carries ChH(K) onto ext(S(H)). Let π be the quo-
tient mapping from M(K) to H∗, that is π(μ) := μ|H, μ ∈ M(K). Then S(H) = π(M1(K)).
If ϕ ∈ S(H) and μ ∈ M1(K) such that π(μ) = ϕ, we write μ ∼ ϕ.
We will use the following properties of state spaces, for the proofs see [5, Section 4.3].
Proposition 2.1. Let H be a function space on a compact space K , and let X := S(H) be its
state space. Then we have the following.
(a) If μ ∈ M1(K), then r(φμ) = π(μ).
(b) A measure λ ∈ M+(X) is maximal if and only if λ = φμ for some μ ∈ M+(K) is maximal.
Let μ ∈ M+(K). Then μ is said to be continuous if μ({x}) = 0 for each x ∈ K . A point x ∈ K
is said to be an atom of μ if μ({x}) > 0. The measure μ is said to be atomic (or discrete) if there
exists a set M ⊂ K such that μ(K \ M) = 0 and M consists of atoms of μ. A well-known fact
says that every μ ∈ M+(K) can be uniquely decomposed as μ = μa + μc, where μa is atomic
(the so-called atomic part of μ) and μc is continuous (the continuous part of μ). If M is a Borel
subset of K , we denote by μM the measure defined by μM(A) := μ(A ∩ M) for A ⊂ K Borel.
A characteristic function of a subset M of some set is denoted by χM , and for a characteristic
function of a singleton {x} we use an abbreviation χx .
3. Basic construction
First, we will construct a basic function space, which will be used later to construct the exam-
ples. It is a special case of the construction from [2, p. 327].
Definition 3.1. Let M ⊂ [0,1] be arbitrary. We define sets Lx ⊂ R3, x ∈ [0,1], by Lx :=
{(x,0,0)} for x ∈ [0,1] \ M , and
Lx :=
{
(x,0,0), (x,1,1), (x,−1,1), (x,−1,−1), (x,1,−1)}
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L :=
⋃
x∈[0,1]
Lx.
Topologize L as follows: every point of L \ ([0,1] × {(0,0)}) is an open set, and every point
(x,0,0), x ∈ [0,1], has a base of neighbourhoods consisting of the sets{
(x,0,0)
}∪ ⋃
y∈U\{x}
Ly,
where U runs through all neighbourhoods of x in [0,1]. Then L is easily seen to be a compact
space. Note that the relative topology on [0,1] × {(0,0)} inherited from L coincides with the
Euclidean topology. For simplicity, we will write [0,1] instead of [0,1] × {(0,0)}, M instead of
M × {(0,0)} and x instead of (x,0,0), where no confusion is likely. Further, for x ∈ M , denote
ax := (x,1,1), bx := (x,−1,1), cx := (x,−1,−1) and dx := (x,1,−1).
Define a function space F on L to be the set of all f ∈ C(L) which satisfy
f (x) = 1
2
f (ax) + 12f (cx) =
1
2
f (bx) + 12f (dx)
for every x ∈ M .
Further, define a mapping γ : L → [0,1] by γ (y) := x if y ∈ Lx .
Let us now present some properties of the function space F .
Claim 3.2. We have SimF (L) = ChF (L) = L \ M .
Proof. If x ∈ M , the functions χax −χcx and χbx −χdx show that the points ax, bx, cx, dx are H-
exposed points of L, and therefore belong to ChF (L). If x ∈ [0,1] \M , define a function f ∈ F
by f (y) := |γ (y)−x|, y ∈ L. This function shows that every x ∈ [0,1] \M is H-exposed, hence
belongs to ChF (L). If x ∈ M , the point x does not belong to SimF (L), since it has two maximal
representing measures, 12εax + 12εcx and 12εbx + 12εdx . These measures are maximal since they
are carried by a subset of ChF (L). 
Claim 3.3. Let M = [0,1] and let μ ∈ M+(L) be continuous and carried by [0,1] (note that
such a nontrivial measure clearly exists). If ν ∈ M+(L) is such that ν ∼ μ, then ν = μ. In
particular, μ is maximal.
Proof. First we will show that ν is carried by [0,1]. Assume for the contradiction that this is
not the case. Then ν has an atom, since L \ [0,1] is discrete. Hence the measure γν, which is
carried by [0,1], also has an atom. Further, if f ∈ C([0,1]), then f ◦ γ ∈ F , and consequently
μ(f ) = μ(f ◦ γ ) = ν(f ◦ γ ) = γν(f ). Therefore μ = γν, a contradiction with the continuity
of μ. Hence ν is carried by [0,1]. But this means that ν = γν and therefore μ = ν. 
Claim 3.4. Let M = [0,1]. A measure μ ∈ M1(L) is maximal if and only if μ[0,1] is continuous.
Proof. Since [0,1] = L \ ChF (L) by Claim 3.2, it follows that μ[0,1] is continuous for μ maxi-
mal (see [5, Proposition 3.66]).
Let μ[0,1] be continuous. Then μ[0,1] is maximal by Claim 3.3. Further, μL\[0,1] is maximal,
since it is carried by ChF (L). Hence μ = μ[0,1] + μL\[0,1] is maximal (since the sum of two
maximal measures is again maximal, see [5, Theorem 3.70]). 
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In this section, we present the promised counterexamples in the general context of function
spaces. First, let us show that if we drop the assumption of metrizability, the set of simpliciality
need not be Borel.
Example 4.1. There exists a function space H on a compact space K such that SimH(K) is not
Borel.
Proof. Let K := L and H := F , where L and F are as in Definition 3.1, with M non-Borel in
[0,1]. We know from Claim 3.2 that SimH(K) = K \ M . Since M is not Borel in [0,1], we get
that SimH(K) ∩ [0,1] is not Borel in [0,1], and therefore SimH(K) is not Borel in K . 
Remark 4.2.
(a) We may, of course, take M in the construction of Example 4.1 much more bad than non-
Borel. For example, if we take M which is not universally measurable in [0,1] (a subset
of some compact topological space is universally measurable if it is measurable with re-
spect to the completion of any nonnegative Radon measure), for example M not Lebesgue
measurable, then SimH(K) is not universally measurable in K , as is easily seen.
(b) By a suitable modification of the construction in Definition 3.1 we may show that there is no
connection between the complexity of the Choquet boundary and the set of simpliciality. Let
N ⊂ [0,1] \M . Define Lx,x ∈ [0,1], as in Definition 3.1, with the exception that for x ∈ N
put Lx := {(x,0,0), (x,1,0), (x,−1,0)}, and topologize L similarly as before. The function
space F will be defined as before, with the additional requirement that for every f ∈ F and
x ∈ N we have f (x) = 12f ((x,1,0)) + 12f ((x,−1,0)). Then we may show, similarly as in
the proof of Claim 3.2, that
ChF (L) = L \ (M ∪ N) and SimF (L) = L \ M.
The next example shows that even if the set SimH(K) is Borel and μ ∈ M1PS(H), we cannot
guarantee that μ is carried by SimH(K).
Example 4.3. There exist a function space H on a compact space K and a measure μ ∈ M1PS(H)
(actually, μ is maximal), such that SimH(K) is Borel (actually, open), and μ is carried by a
compact set disjoint from SimH(K).
Proof. Let K := L and H := F , where L and F are as in Definition 3.1, with M = [0,1]. Then,
by Claim 3.2, we have SimH(K) = K \ [0,1], which is an open set in K . Let μ ∈ M1(K) be
continuous and carried by [0,1]. By Claim 3.3, μ is maximal, but μ is carried by the set [0,1],
which is compact and disjoint from SimH(K). 
The following example shows that even if the set SimH(K) is Borel, it need not be H-
extremal.
Example 4.4. There exists a function space H on a compact space K such that SimH(K) is
Borel (actually, open), but not H-extremal.
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and topologize K so that a is an isolated point of K and the topology on L remains the same.
Let μ ∈ M1(K) be continuous and carried by [0,1], and let
H := {f ∈ C(K): f |L ∈ F , f (a) = μ(f )}.
Clearly, H is a function space.
Now, a /∈ ChH(K), since μ represents a. If x ∈ [0,1], the functions χax − χcx and χbx − χdx
show that the points ax, bx, cx, dx are H-exposed, hence belong to ChH(K). Further, each x ∈
[0,1] does not belong to SimH(K), since it has two maximal representing measures, 12εax + 12εcx
and 12εbx + 12εdx (which are maximal since they are carried by a subset of ChH(K)).
Let us show that a ∈ SimH(K). Let ν ∈ Ma(H) be maximal. Since ChH(K) ⊂ L and L is
a closed subset of K , the measure ν is carried by L. Since ν(f ) = μ(f ) for every f ∈ H, and
both ν and μ are carried by L, we have ν(f ) = μ(f ) for every f ∈ F . By Claim 3.3, this entails
ν = μ.
So we have K \ SimH(K) = [0,1] and therefore SimH(K) is an open set. But μ ∈ Ma(H),
a ∈ SimH(K), and μ(SimH(K)) = 0. Hence SimH(K) is not H-extremal. 
Finally, let us show that measures from M1PS(H) may even be carried by a compact set disjoint
from the closure of the set of simpliciality. This of course makes Example 4.3 quite redundant, but
the construction of Example 4.3 is easier than the construction of Example 4.5, and Example 4.3
may be of some interest in itself.
Example 4.5. There exist a function space H on a compact space K and a measure μ ∈ M1PS(H),
such that SimH(K) is Borel (actually, open), and μ is carried by a compact set disjoint from
SimH(K).
Proof. Let L,F be as in Definition 3.1, with M = [0,1]. Let
K := L ∪ ([0,1] × {(1,0)})∪ ([0,1] × {(2,0)})⊂ R3,
topologized so that the sets L and K \ L are open, the topology on L remains the same as in
Definition 3.1, and on K \L we have the Euclidean topology inherited from R3. The space K is
clearly compact. Denote by H the function space{
f ∈ C(K): f |L ∈ F and f
(
(x,1,0)
)= 1
2
f
(
(x,0,0)
)+ 1
2
f
(
(x,2,0)
)
, x ∈ [0,1]
}
.
Then SimH(K) = ChH(K) = K \ ([0,1] × {(0,0), (1,0)}). Indeed, the functions χax − χcx
and χbx −χdx show that the points ax, bx, cx, dx are H-exposed and therefore belong to ChH(K).
If x ∈ [0,1], take a function f ∈ H such that f ((y,2,0)) = |y − x| for y ∈ [0,1], and f = 1
on L. This function shows that (x,2,0) is H-exposed, hence (x,2,0) ∈ ChH(K). If x ∈ [0,1],
then (x,0,0) does not belong to SimH(K), since it has two maximal representing measures,
1
2εax + 12εcx and 12εbx + 12εdx . These measures are maximal since they are carried by a subset of
ChH(K). Finally, if x ∈ [0,1], then the point (x,1,0) does not belong to SimH(K), since it also
has two maximal representing measures, 14εax + 14εcx + 12ε(x,2,0) and 14εbx + 14εdx + 12ε(x,2,0).
Again, these measures are maximal since they are carried by a subset of ChH(K).
Let λ ∈ M1([0,1]) be continuous and let λi , i = 0,1,2, be the copy of the measure λ on the
line segment [0,1] × {(i,0)} ⊂ K . Let us show that λ1 ∈ M1PS(H). To this end, we will show
that in fact if ν ∈ M1(K) is a maximal measure such that ν ∼ λ1, then ν = 1λ0 + 1λ2. It is clear2 2
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ChH(K) = K \ ([0,1] × {(1,0)}).
Let f ∈ C([0,1]× {(2,0)}). Let g ∈ H be such that g = 0 on L and g = f on [0,1]× {(2,0)}.
Then
ν[0,1]×{(2,0)}(f ) = ν[0,1]×{(2,0)}(g) = ν(g) = λ1(g) = 12λ2(g) =
1
2
λ2(f ),
and therefore ν[0,1]×{(2,0)} = 12λ2.
If f ∈ F , let g ∈ H be such that g = f on L and g = 0 on [0,1] × {(2,0)}. Then
νL(f ) = νL(g) = ν(g) = λ1(g) = 12λ0(g) =
1
2
λ0(f ),
and therefore, by Claim 3.3, we have νL = 12λ0.
Hence ν = νL + ν[0,1]×{(2,0)} = 12λ0 + 12λ2. Therefore, if we denote μ := λ1, we have μ ∈
M1PS(H), but μ is carried by a compact set [0,1] × {(1,0)}, which is disjoint from the set
SimH(K) = K \ ([0,1] × {(1,0)}). 
5. The convex case
In this section we will show that the pathologies from Examples 4.1, 4.3 and 4.4 may occur
even in the convex case. The method is standard—we will take the state space of an appropriate
function space. However, the constructions are not as straightforward as the constructions of
compact convex sets whose sets of extreme points have pathological properties. In that case,
one may use the fact that if H is a function space on a compact space K , and X is the state
space of H, then φ(ChH(K)) = ext(X) (see Preliminaries for explanation), and simply transfer
the properties of ChH(K) to ext(X). This need not hold (and in our examples it does not) for
SimH(K) and Sim(X). However, we have at least the following simple fact, which will be useful
in our constructions.
Proposition 5.1. Let H be a function space on a compact space K and let X := S(H) be its state
space. Then φ(SimH(K)) = Sim(X) ∩ φ(K).
Proof. A simple application of Proposition 2.1. 
Example 5.2. There exists a compact convex set X such that Sim(X) is not Borel.
Proof. Let L,F be as in Definition 3.1, with M non-Borel in [0,1]. Let X := S(F) be the state
space of the function space F . As we have shown in the construction of Example 4.1, the set
SimF (L) is not Borel in L. By Proposition 5.1, we have φ(SimF (L)) = Sim(X) ∩ φ(L). Since
φ is a homeomorphism, the set Sim(X) is non-Borel. 
Before we proceed to the next example, let us prove the following statement.
Proposition 5.3. Let L,F be as in Definition 3.1, with M = [0,1], and let X := S(F) be the
state space of the function space F . Then the set Sim(X) is a Gδ set.
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was defined in Definition 3.1) is uniquely determined by ϕ, as easily follows from the fact that
f ◦γ ∈ F if f ∈ C([0,1]). Denote this measure by γϕ. Further, denote by Nϕ the set of atoms of
γϕ. Let x ∈ Nϕ and let μx be the image of the measure μLx under the mapping ωx : Lx → R2
defined by ωx(x) = (0,0), ωx(ax) = (1,1), ωx(bx) = (−1,1), ωx(cx) = (−1,−1), ωx(dx) =
(1,−1). Denote by rμx the resultant of the measure μxγϕ({x}) (which is a probability measure
on the unit square in R2, that is, a square with vertices (1,1), (−1,1), (−1,−1), (1,−1)). If
f ∈ (R2)∗, then the function defined by f ◦ωx on Lx and 0 on L \Lx belongs to F , and an easy
computation then shows that rμx does not depend on the choice of μ ∼ ϕ. Hence we may denote
the point rμx by rϕx . Further, denote by C the unit square in R2 and E the union of its edges. For
n ∈ N, let Cn := (1 − 1n )C.
Let us now describe members of Sim(X).
Claim 5.4. Let ϕ ∈ X. Then ϕ ∈ Sim(X) if and only if rϕx ∈ E for every x ∈ Nϕ .
Proof of Claim 5.4. First, note that Sim(C) = E, which is quite easy to prove.
Let rϕx /∈ E for some x ∈ Nϕ . Since rϕx /∈ Sim(C), there are ν1, ν2 ∈ M1(C), ν1 = ν2, which
represent rϕx , and are maximal, that is, they are carried by the set of vertices of C. Let μ ∈ M1(L)
be maximal such that μ ∼ ϕ. Then μ1 := μ − μLx + γϕ({x})(ω−1x )ν1 and μ2 := μ − μLx +
γϕ({x})(ω−1x )ν2 are two different measures such that μ1,μ2 ∼ ϕ, which can be easily proved
using the fact that for f ∈ F the function f ◦ω−1x is the restriction of a continuous affine function
on C to the vertices of C and to (0,0). Further, these two measures are maximal by Claim 3.4,
since they are continuous on [0,1]. Hence, by Proposition 2.1, we have that φμ1, φμ2 are two
different maximal measures representing a point ϕ.
Let rϕx ∈ E for every x ∈ Nϕ . Let λ1, λ2 ∈ M1(X) be maximal measures representing a
point ϕ. By Proposition 2.1, we have λ1 = φμ1 and λ2 = φμ2, where μ1,μ2 ∈ M1(L) are
maximal, and μ1,μ2 ∼ ϕ. Then γμ1 = γμ2 = γϕ, and therefore, since μ1,μ2 are continuous
on [0,1] by Claim 3.4, and atomic on L \ [0,1] by the discreteness of L \ [0,1], we have that
both (μ1)[0,1] and (μ2)[0,1] are equal to the continuous part of γϕ. Let us show that if x ∈ Nϕ ,
then (μ1)Lx = (μ2)Lx . To this end it suffices to show that (μ1)
x
γϕ({x}) =
(μ2)x
γϕ({x}) . But this is clear
since these two measures are maximal in C (they are carried by vertices of C) and have the same
resultant rϕx ∈ E = Sim(C). Hence μ1 = μ2 and therefore λ1 = λ2. 
Hence, by Claim 5.4, we have
X \ Sim(X) = {ϕ ∈ X: rϕx /∈ E for some x ∈ Nϕ}
=
⋃
n∈N
{
ϕ ∈ X: rϕx ∈ Cn for some x ∈ Nϕ
}
=
⋃
n,m∈N
{
ϕ ∈ X: rϕx ∈ Cn and γϕ
({x}) 1
m
for some x ∈ Nϕ
}
.
Denote the sets from the last union depending on n,m ∈ N by Fnm.
Claim 5.5. For every n,m ∈ N we have Fnm ⊂ X \ Sim(X).
Proof of Claim 5.5. Let n,m ∈ N and let {ϕα} be a net in Fnm such that ϕα → ϕ ∈ X. We have
to show that rϕx /∈ E for some x ∈ Nϕ . First, let xα ∈ Nϕα be witnesses of the fact that ϕα ∈ Fnm
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that xα → x ∈ [0,1] and μα → μ ∈ M1(L) (since M1(L) is compact). Clearly μ ∼ ϕ. Further,
we may suppose that either xα = x for every α or xα = x for every α.
If xα = x for every α, then μ({x})  1m . Indeed, if gk ∈ C([0,1]) is such that 0 
gk  1, gk(x) = 1 and gk(y) = 0 for |y − x|  1k , then a function fk on L defined by
fk := gk ◦ γ on L \ Lx , fk(x) := 1 and fk := 0 on Lx \ {x} belongs to C(L), and clearly
lim infα μα(fk)  1m . Hence μ(fk) = limα μα(fk)  1m . Since fk → χ{x}, the Lebesgue dom-
inated convergence theorem shows that μ({x}) = limk μ(fk)  1m . Consequently x ∈ Nϕ . To
show that rϕx /∈ E it clearly suffices to show that μx(g)γϕ({x}) < 1 for every g ∈ (R2)∗ such that g  1
on C. So take such a g. Define a function f on L by f := g ◦ ωx on Lx and f := 0 on L \ Lx .
Then f ∈ F and we have
μx(g)
γϕ({x}) =
μ(f )
γϕ({x}) =
μLx\{x}(f )
γϕ({x}) 
μ(Lx \ {x})
γϕ({x}) =
μ(Lx \ {x})
μ({x}) + μ(Lx \ {x}) < 1
(the last inequality follows from μ({x}) 1
m
> 0). Hence rϕx /∈ E.
Let xα = x for every α. Since μα → μ and Lx is a compact subset of L, we have
lim supα μα(Lx)  μ(Lx) (see [5, Theorem A.85(b)]). Hence μ(Lx)  1m and consequently
x ∈ Nϕ . Further, there exists an index α0 such that μα(Lx)μ(Lx) < 1 + 1n for α  α0. Take again
g ∈ (R2)∗ such that g  1 on C, and define f ∈ F by f := g ◦ ωx on Lx and f := 0 on L \ Lx .
Then we have μα(f )
μα(Lx)
= (μα)x(g)
γϕα({x}) = g(r
ϕα
x )  1 − 1n , since rϕαx ∈ Cn (x witnesses the fact that
ϕα ∈ Fnm). Then for α  α0 we have
μα(f )
γϕ({x}) =
μα(f )
μ(Lx)
= μα(Lx)
μ(Lx)
μα(f )
μα(Lx)
<
(
1 + 1
n
)(
1 − 1
n
)
= 1 − 1
n2
.
Since
μα(f )
γϕ({x}) →
μ(f )
γϕ({x}) ,
we have μ
x(g)
γϕ({x}) =
μ(f )
γϕ({x})  1 − 1n2 < 1. Hence r
ϕ
x /∈ E. 
Now it is easy to finish the proof of the proposition. By Claim 5.5 we have
X \ Sim(X) =
⋃
n,m∈N
Fnm ⊂
⋃
n,m∈N
Fnm ⊂ X \ Sim(X),
and therefore
X \ Sim(X) =
⋃
n,m∈N
Fnm.
Hence the set Sim(X) is a Gδ set. 
We are now ready to present the remaining examples.
Example 5.6. There exist a compact convex set X and a measure λ ∈ M1PS(A(X)) (actually, λ
is maximal), such that Sim(X) is Borel (actually, a Gδ set), and λ is carried by a compact set
disjoint from Sim(X).
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carried by [0,1]. Let X := S(F) be the state space of F , and let λ := φμ. The set Sim(X) is a Gδ
set by Proposition 5.3. By Claim 3.3, the measure μ is maximal, and therefore λ is maximal by
Proposition 2.1(b). Since SimF (L) = L\[0,1] by Claim 3.2, and φ(SimF (L)) = Sim(X)∩φ(L)
by Proposition 5.1, the measure λ is carried by a compact set disjoint from Sim(X). 
Example 5.7. There exists a compact convex set X such that Sim(X) is Borel (actually, a Gδ
set), but not measure extremal.
Proof. Let again L,F be as in Definition 3.1, with M = [0,1], and let μ ∈ M1(L) be continuous
and carried by [0,1]. Let X := S(F) be the state space of F , and λ := φμ. By Proposition 5.3,
the set Sim(X) is a Gδ set. Further, by the same argument as in the construction of Example 5.6,
the measure λ is carried by a compact set disjoint from Sim(X). Let ϕ ∈ X be the resultant of
the measure λ. Then ϕ ∈ Sim(X). Indeed, let Γ ∈ M1(X) be a maximal measure representing
ϕ. By Proposition 2.1 we have Γ = φν for some ν ∈ M1(L), and ν ∼ μ. By Claim 3.3 we
have ν = μ, and therefore Γ = λ. Hence ϕ ∈ Sim(X) (this follows also from Claim 5.4, but this
statement is unnecessarily strong for this purpose), and Sim(X) is not measure extremal. 
6. Final remarks
Let H be a function space on a compact space K . Denote by M1QS(H) the set of all μ ∈
M1(K) for which there exists a unique maximal measure ν such that μ ∼ ν (in [1], the set
M1QS(H) was denoted by QS). Some characterizations of measures from M1QS(H) was given
in [1, Theorem 5.3]. Since clearly M1QS(H) ⊂ M1PS(H), we have that measures from M1QS(H)
are carried by SimH(K) if K is metrizable. However, the measure μ from the construction of
Example 4.3 belongs to M1QS(H) by Claim 3.3, but it is carried by a compact set disjoint from
the (Borel) set of simpliciality. This may happen also in the convex case. Indeed, the measure
λ from the construction of Example 5.6 has the same properties. To see that λ really belongs to
M1QS(A(X)), we may use the simple fact that if Y is a compact convex set, then ν ∈ M1(Y )
belongs to M1QS(A(Y )) if and only if r(ν) ∈ Sim(Y ), cf. [1, Remark 5.4]. That r(λ) ∈ Sim(X)
was shown in the construction of Example 5.7.
Since the measure μ from the construction of Example 4.5 belongs to M1QS(H), we see that
a measure from M1QS(H) may even be carried by a compact set disjoint from the closure of the
set of simpliciality. However, this cannot happen in the convex case. Indeed, if X is a compact
convex set, then the set Sim(X) is extremal (see [1, Theorem 4.1]). Hence, if r(μ) ∈ Sim(X)
for some measure μ ∈ M1(X), then supt(μ) ⊂ Sim(X) (where supt(μ) denotes the support
of μ). To prove this, assume for the contradiction that supt(μ) ⊂ Sim(X). Then there exists a
compact convex set Y ⊂ X \ Sim(X) such that μ(Y ) > 0. Further, we have μ(X \ Y) > 0, since
otherwise we would have r(μ) ∈ Y . If we denote x1 := r( μYμ(Y ) ) and x2 := r( μX\Yμ(X\Y) ), then we
have r(μ) = μ(Y )x1 + (1 − μ(Y ))x2, as is easily checked. But r(μ) = x1, since x1 ∈ Y , which
is a contradiction with the extremality of the set Sim(X).
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