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SOME REMARKS ON RANKIN-COHEN BRACKETS OF
EIGENFORMS
JABAN MEHER
Abstract. We investigate the cases for which products of two quasimodular or
nearly holomorphic eigenforms are eigenforms. We also generalize the results of
Ghate [5] to the case of Rankin-Cohen brackets.
1. Introduction
The space of modular forms of fixed weight on the full modular group has a basis
of simultaneous eigenvectors for all Hecke operators. A modular form is called an
eigenform if it is a simultaneous eigenvector for all Hecke operators. A natural
question to ask is whether the product of two eigenforms (which may be of different
weights) is an eigenform. The question was taken up by Duke [3] and Ghate [4].
They proved that there are only finitely many cases where this phenomenon happens.
Then a more general question i.e., the Rankin-Cohen bracket of two eigenforms
was studied by Lanphier and Takloo-Bighash [8]. They also proved that except
for finitely many cases, the Rankin-Cohen brackets of two eigenforms is not an
eigenform. Recently, Beyerl, James, Trentacoste, Xue [1] have proved that this
phenomenon extends to a certain class of nearly holomorphic modular forms. More
explicitly, they have proved that there is only one more case apart from the cases
listed in [3] and [4] for which the product of two nearly holomorphic eigenforms of
certain type is a nearly holomorphic eigenform.
In this paper, we consider a few more cases of such results. First, we consider
the product of two quasimodular eigenforms. Secondly, we consider the product of
nearly holomorphic eigenforms. Finally, we generalize the result of Ghate [5] to the
case of Rankin-Cohen brackets.
2. Quasimodular forms
Let Γ = SL2(Z) be the full modular group and H denote the upper half plane.
Let Mk be the space of modular forms of weight k on Γ.
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Definition 2.1. A nearly holomorphic modular form F of weight k and depth ≤
p on Γ is a polynomial in 1/y of degree ≤ p whose coefficients are holomorphic
functions on H with moderate growth, such that (cz + d)−kF
(
az+b
cz+d
)
= F |kγ = F ,
where γ =
(
a b
c d
)
∈ SL2(Z).
Let M̂
(≤p)
k denote the space of such forms. We denote by M̂k = ∪pM̂
(≤p)
k the space
of nearly holomorphic modular form of weight k and M̂∗ = ⊕kM̂k the graded ring
of all nearly holomorphic modular forms on Γ.
Definition 2.2. A quasimodular form of weight k and depth ≤ p on Γ is the constant
term of a nearly holomorphic modular form of weight k and depth ≤ p on Γ.
Let M˜
(≤p)
k denote the space of such forms. Let M˜k = ∪pM˜
(≤p)
k be the space
of quasimodular forms of weight k and M˜∗ = ⊕kM˜k the graded ring of all quasi-
modular forms on Γ. Then it is known that M˜∗ = C[E2, E4, E6]. Here Ek(z) =
1 − 2k
Bk
∑
m≥1
σk−1(m)q
m is the Eisenstein series of weight k, where Bk is the k-th
Bernoulli number, σk−1(m) is the sum of (k − 1)-th powers of the positive divisors
of m, and q = e2piiz with z ∈ H. For more details on quasimodular forms see [2].
For f ∈ M˜k, define the action of n
th Hecke operator Tn on f by
(1) (Tnf)(z) = n
k−1
∑
d|n
d−k
d−1∑
b=0
f
(
nz + bd
d2
)
.
Then Tn maps M˜k to M˜k. A quasimodular form is said to be an eigenform if it is
an eigenvector for all of the Hecke operators Tn for n ∈ N.
It is known that the differential operator D = 1
2pii
d
dz
takes M˜k to M˜k+2. We have the
following proposition which follows by a similar argument as done in Proposition
2.4 and 2.5 of [1].
Proposition 2.3. If f ∈ M˜k, then (D
m(Tnf))(z) =
1
nm
(Tn(D
mf))(z), for m ≥ 0.
Moreover, we have Dmf is an eigenform for Tn iff f is. In this case, if λn is the
eigenvalue of Tn associated to f , then n
mλn is the eigenvalue of Tn associated to
Dmf .
By comparing the constant coefficients of both sides of the equality given in Propo-
sition 2.3 of [1], we get similar identies for the operator D. We now state two results
which follow the same way as was done in [1].
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Proposition 2.4. Suppose that {fi}i is a collection of modular forms of distinct
weights ki. Then for ai ∈ C
∗,
t∑
i=1
aiD
(n−
ki
2
)(fi) is an eigenform if and only if each
D(n−
ki
2
)(fi) is an eigenform where the eigenvalues are the same for any i.
Proposition 2.5. If k > l and f ∈ Mk, g ∈ Ml are eigenforms, then for r ≥ 0,
D(
k−l
2
+r)(g) and Dr(f) do not have the same eigenvalues.
Notation : For k ∈ {12, 16, 18, 20, 22, 26}, let ∆k denote the unique normalized cusp
form of weight k on Γ.
Using the above propositions and following the method as in [1], we have a result
analogous to Theorem 3.1 of [1].
Theorem 2.6. Let f ∈ Mk and g ∈ Ml so that for some r, s ≥ 0, D
rf ∈ M˜k+2r
and Dsg ∈ M˜l+2s are eigenforms. Then (D
rf)(Dsg) is an eigenform only in the
following cases.
(1) The modular cases given in [3] and [4], namely
E24 = E8, E4E6 = E10, E6E8 = E4E10 = E14,
E4∆12 = ∆16, E6∆12 = ∆18, E4∆16 = E8∆12 = ∆20,
E4∆18 = E6∆16 = E10∆12 = ∆22,
E4∆22 = E6∆20 = E8∆18 = E10∆16 = E14∆12 = ∆26.
(2) (DE4)E4 =
1
2
DE8.
Theorem 2.7. Let f ∈ M˜≤pk and g ∈ M˜
≤q
l be eigenforms such that p, q < k/2.
Then fg is an eigenform only in the following cases.
(1) The modular cases given in [3] and [4], namely
E24 = E8, E4E6 = E10, E6E8 = E4E10 = E14,
E4∆12 = ∆16, E6∆12 = ∆18, E4∆16 = E8∆12 = ∆20,
E4∆18 = E6∆16 = E10∆12 = ∆22,
E4∆22 = E6∆20 = E8∆18 = E10∆16 = E14∆12 = ∆26.
(2) (DE4)E4 =
1
2
DE8.
Proof. We know from Proposition 20 of [2] (page 59) that if p < k/2, then M˜≤pk =
⊕pr=0D
r(Mk−2r). Now, if f ∈ M˜
≤p
k and g ∈ M˜
≤q
l are eigenforms, then by Proposi-
tion 2.4 and 2.5, we can conclude that f = Dr(fr) and g = D
s(gs), for some r, s and
fr ∈Mk−2r, gs ∈Mk−2s. By applying the previous theorem, the result follows. 
Remark 2.8. It is known from [2] that if f is a non-zero quasimodular form of
weight k and depth p, then p ≤ k/2.
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Remark 2.9. If f =
∑
n≥1
anq
n ∈ M˜k is a non-zero eigenform, then a1 6= 0. Thus,
it follows that the product of two quasimodular eigenforms (having zero constant
term) is not an eigenform.
It is easy to see that E2 is an eigenform.
Remark 2.10. Following the same proof as in the case ofMk, one can prove that a
quasimodular form in M˜k with non-zero constant Fourier coefficient is an eigenform
iff f ∈ CEk.
We have the following theorem.
Theorem 2.11. Let f ∈ M˜k and g ∈ M˜l be eigenforms such that the constant
coefficients of both f and g are non-zero. Then (Drf)(Dsg) is an eigenform only in
the following cases.
E24 = E8, E4E6 = E10, E6E8 = E4E10 = E14, (DE4)E4 =
1
2
DE8.
To prove the above theorem, we first prove the following proposition.
Proposition 2.12. Let f ∈Mk be an eigenform. Then E2f is an eigenform if and
only if f ∈ C∆12.
Proof. Since D∆12 = E2∆12, by Proposition 2.3, E2∆12 is an eigenform.
Conversely, suppose that E2f is an eigenform with eigenvalues βn, where f =∑
m≥0
amq
m ∈ Mk is an eigenform with eigenvalues λn. We know that g = Df −
k
12
E2f ∈ Mk+2. Then Tn(Df) −
k
12
Tn(E2f) = nλnDf −
k
12
nλnE2f +
k
12
(nλn −
βn)E2f ∈ Mk+2 . Since E2f is not a modular form and nλnDf −
k
12
nλnE2f is a
modular form, we have nλn = βn for all n ≥ 1. Thus g = Df −
k
12
E2f ∈Mk+2 is an
eigenform with eigenvalues nλn.
If f = Ek, then g = αEk+2 for some α ∈ C. Therefore, by applying Tn to
αEk+2 = DEk −
k
12
E2Ek, we get for all n ≥ 1, nσk−1(n) = σk+1(n), which is not
true.
If f is a cusp form, without loss of generality assume that f is normalized. Let
g =
∑
m≥1
bmq
m. Since b1 = 1−
k
12
, we have
(2) bn = nan
(
1−
k
12
)
,
for all n ≥ 1. Now computing the values of bn from Df −
k
12
E2f in terms of an
and then substituting in the previous equation, we see that a2 = −24, a3 = 252 and
a4 = −1472. These are nothing but the second, third and fourth Fourier coefficients
of ∆12 respectively. But Theorem 1 of [6] says that if f1 and f2 are two cuspidal
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eigenforms on Γ0(N) of different weights, then there exists n ≤ 4(log(N) + 1)
2 such
that an(f1) 6= an(f2). Applying this theorem to f1 = f , f2 = ∆12 and N = 1, we
conclude that k = 12. Thus we have f = ∆12. 
Remark 2.13. Since DE2 =
E2
2
−E4
12
and DE2, E4 are eigenforms with different
eigenvalues, E22 is not an eigenform.
Proof of Theorem 2.11. By Theorem 2.6, Remark 2.9, Remark 2.10, Proposition 2.12
and Remark 2.13, we only have to prove that in the following cases (DrE2)(D
sEk)
is not an eigenform.
(1) r = 0 and s ≥ 1
(2) r ≥ 1 and s = 0.
For (1), let us assume on the contrary that E2(D
sEk) is an eigenform where s ≥
1. The first few coefficients of the normalized form −Bk
2k
E2(D
sEk) =
∑
n≥1
anq
n are
a1 = 1, a2 = 2
sσk−1(2) − 24, a3 = 3
sσk−1(3) − 24(2
sσk−1(2) + 3), a4 = 4
sσk−1(4)−
24(3sσk−1(3) + 3 · 2
sσk−1(2) + 4).
Since −Bk
2k
E2(D
sEk) is an eigenform we have a4 = a
2
2− 2
k+2s+1 and a6 = a2a3. Thus
we have
4sσk−1(4)−24(3
sσk−1(3)+3·2
sσk−1(2)+4) = 2
2sσk−1(2)
2−48·2sσk−1(2)+576−2
k+2s+1
and
6sσk−1(6)−24(5
sσk−1(5)+3·4
sσk−1(4)+4·3
sσk−1(3)+7·2
sσk−1(2)+6) = (2
sσk−1(2)−
24)(3sσk−1(3)− 24(2
sσk−1(2) + 3)).
From the multiplicativity of σk−1 and σk−1(4) = σk−1(2)
2 − 2k−1, these simplify to
(3) 3s(1 + 3k−1) + 2s + 28 = 2k+s−4(2s − 23)
and
(4) 5sσk−1(5)+ 3
s+1σk−1(3)+ 2
2s+1σk−1(2)
2+7 · 2s+2σk−1(2)− 3 · 2
k+2s−1+78 = 0.
Now, if s ≤ 3, then the left hand side of (3) is positive, but the right hand
side of the equation is non-positive. Thus s ≥ 4. If k ≡ 2 (mod 4) and s is
odd, then 7 + 3s
(
1+3k−1
4
)
≡ 2 (mod 4), but 2k+s−6(2s − 23) − 2s−2 is divisible
by 4, giving a contradiction to (3). If k ≡ 2 (mod 4) and s ≡ 0 (mod 4), then
3s(1 + 3k−1) + 2s(1 + 2k−1) + 28 ≡ 0 (mod 5), but 5 does not divide 2k+2s−4. This
gives a contradiction. If k ≡ 2 (mod 4) and s ≡ 2 (mod 4), then 3s+1σk−1(3) +
22s+1σk−1(2)
2 + 7 · 2s+2σk−1(2) − 3 · 2
k+2s−1 + 78 ≡ 4 (mod 5), but the remaining
term of left hand side of (4) is divisible by 5, giving a contradiction. If k ≡ 0
(mod 4) and s is even or s ≡ 1 (mod 4), then we get a contradiction from (3) and
if k ≡ 0 (mod 4) and s ≡ 3 (mod 4), we get a contradiction from (4). This proves
the theorem for case (1).
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For case (2), let us assume on the contrary that (DrE2)Ek is an eigenform for r ≥ 1.
Let −1
24
(DrE2)Ek =
∑
n≥1
bnq
n be the normalized eigenform. The first few coefficients
of the expansion are b1 = 1, b2 = 3 · 2
r − 2k
Bk
, b3 = 4 · 3
r − 2k
Bk
(3 · 2r + σk−1(2)),
b4 = 7 · 4
r − 2k
Bk
(4 · 3r + 3 · 2rσk−1(2) + σk−1(3)).
Since −1
24
(DrE2)Ek is a normalized eigenform, we have b4 = b
2
2−2
k+2r+1. Substituting
above values of b2 and b4 we get
7 · 4r −
2k
Bk
(4 · 3r + 3 · 2rσk−1(2) + σk−1(3)) =
(
3 · 2r −
2k
Bk
)2
− 2k+2r+1.
This can be simplified to(
2k
Bk
)2
+
2k
Bk
(
4 · 3r + 3 · 2r(2k−1 − 1) + 1 + 3k−1
)
+ 22r+1(1− 2k) = 0.
(5) ⇒
2k
Bk
=
−b ±
√
b2 + 22r+3(2k − 1)
2
,
where
(6) b = 4 · 3r + 3 · 2r(2k−1 − 1) + 1 + 3k−1.
Since 2k
Bk
is a rational number, b2 + 22r+3(2k − 1) is a perfect square, and since 2
divides b, 2k
Bk
is an integer. This implies that k ∈ {2, 4, 6, 8, 10, 14}. Since the case
k = 2 is shown in case (1), we only consider k ∈ {4, 6, 8, 10, 14}.
Let k = 4. In this case, 2k
Bk
= −240. Since 2k
Bk
is negative, from (5), we get
−b−
√
b2 + 22r+3(24 − 1) = −480
⇒ b2 + 15 · 22r+3 = (b− 480)2
⇒ b = 240− 22r−3
Substituting this value of b in (6), we get
(7) 22r−3 + 4 · 3r + 21 · 2r − 212 = 0.
Now, we can see that (7) is not satisfied for any positive integer r, giving a con-
tradiction. The other cases are done similarly, whereby one uses (5) to obtain an
equation in terms of r. It is straightforward to show that this equation cannot be
satisfied for any appropriate integer values of r. This concludes the proof of the
theorem. 
Corollary 2.14. Let f ∈ Mk be an eigenform. Then (D
rE2)f is an eigenform if
and only if r = 0 and f ∈ C∆12.
Proof. It is a direct consequence of Remark 2.9, Theorem 2.11 and Proposition 2.12.

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3. Nearly holomorphic modular forms
Definition 3.1. The Maass-Shimura operator δk on f ∈ M̂k is defined by
δk(f) =
(
1
2pii
(
k
2iIm(z)
+
∂
∂z
)
f
)
(z).
The operator δk takes M̂k to M̂k+2. Here we consider the action of δk on Mk.
The operator Tn, for each n ≥ 1 as defined by (1), maps M̂k to M̂k. The function
E∗2(z) = E2(z)−
3
piIm(z)
is a nearly holomorphic modular form of weight 2 on Γ and
it is also an eigenform.
Theorem 3.2. Let f be a normalized eigenform in Mk. Then E
∗
2f is an eigenform
if and only if f = ∆12.
Proof. It is known from Proposition 2.5 of [1] that δ12(∆12) = E
∗
2∆12 is an eigenform.
For any modular form f ∈Mk, we have δk(f)−
k
12
E∗2f = Df −
k
12
E2f ∈Mk+2. Now
assume that f ∈Mk is a normalized eigenform such that E
∗
2f is an eigenform. Then
proceeding as in Proposition 2.12, we conclude that f = ∆12. 
4. Rankin-Cohen Brackets of holomorphic eigenforms
Let Mk(Γ1(N)), Sk(Γ1(N)) and Ek(Γ1(N)) be respectively the spaces of modular
forms, cusps forms and Eisenstein series of weight k ≥ 1 on Γ1(N), and letMk(N,χ),
Sk(N,χ), Ek(N,χ) be the spaces of modular forms, cusps forms and Eisenstein series
of level N and character χ respectively. We have an explicit basis B for Mk(Γ1(N))
which consist of common eigenforms for all Hecke operators Tn with (n,N) = 1 as
described in [5]. An element ofMk(Γ1(N)) is called an almost everywhere eigenform
or a.e. eigenform for short, if it is constant multiple of an element of B. For further
details see [5].
Let g ∈ Mk1(N,χ) and h ∈ Mk2(N,ψ). The m
th Rankin-Cohen bracket of f and
g is defined by
[g, h]m (z) =
∑
r+s=m
(−1)r
(
m+ k1 − 1
s
)(
m+ k2 − 1
r
)
g(r)(z)h(s)(z),
where g(r)(z) = Drg(z) and h(s)(z) = Dsh(z).
It is known that [g, h]m ∈Mk1+k2+2m(N,χψ) and [g, h]m is a cusp form if m ≥ 1.
For k > 2, the Eisenstein series is defined by
E
(N,ψ)
k (z) =
∑
γ∈Γ∞Γ0(N)
ψ(d)(cz + d)−k ∈ Ek(N,ψ),
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where z ∈ H and the sum varies over all γ =
(
a b
c d
)
∈ Γ0(N) modulo
Γ∞ = {
(
1 n
0 1
)
|n ∈ Z}. We recall Proposition 6 of [11]:
Theorem 4.1. Let k1, k2, m be integers satisfying k2 ≥ k1 + 2 > 2 and let k =
k1+k2+2m. If f(z) =
∞∑
n=1
anq
n ∈ Sk(N,χψ) and g(z) =
∞∑
n=0
bnq
n ∈Mk1(N,χ), then
〈f, [g, E
(N,ψ)
k2
]m〉 =
Γ(k−1)Γ(k2+m)
(4pi)k−1m!Γ(k2)
∞∑
n=1
anbn
nk1+k2+m−1
, where 〈, 〉 is the Petersson inner
product.
Now, for an arbitrary positive integer N , let Q|N such that (Q,N/Q) = 1. Let
WQ be the Atkin-Lehner operator on Mk(N,χ). Let χ = χQχN/Q. Then it is known
that WQ maps Mk(N,χQχN/Q) to Mk(N,χQχN/Q) and it is an involution. It takes
cusp forms to cusp forms and a.e. eigenforms to a.e. eigenforms (see [9] for details).
We have the following lemma (see [7], Proposition 1).
Lemma 4.2. If g ∈Mk1(N,χ) and h ∈Mk2(N,ψ), then [g, h]m |WQ = [g|WQ, h|WQ]m.
Let ψi be Dirichlet characters mod Mi, i = 1, 2 such that ψ1ψ2(−1) = (−1)
k,
where k ≥ 1. Also assume that:
(1) if k = 2 and ψ1 and ψ2 both are trivial, then M1 = 1 and M2 is a prime
number,
(2) otherwise, ψ1 and ψ2 are primitive characters.
Put M =M1M2 and ψ = ψ1ψ2.
Let fk(Qz, ψ1, ψ2), where QM1M2|N be the set of elements of Ek(N,ψ) as given
in Theorems 4.7.1 and 4.7.2 of [10] which form a basis of common eigenforms for all
the Hecke operators Tn of level N , with (n,N) = 1.
Remark 4.3. Using Theorem 4.1 and following the lines of Proposition 3 of [5], we
have the following:
For positive integers k, k1, k2, m satisfying k2 ≥ k1 + 2 > 2 and k = k1 + k2 + 2m,
g ∈ Sk1(N,χ) an a.e. eigenform which is a newform, h = E
(N,ψ)
k2
∈ Ek2(N,ψ), if dim
Snewk (N,χψ) ≥ 2 then [g, h]m is not an a.e. eigenform.
Remark 4.4. Similarly as mentioned in the previous remark, we have an analogous
result to Proposition 4 of [5] in this case:
For positive integers k, k1, k2, m satisfying the same condition as in the previous
remark, g = fk1(z, χ1χ2) an a.e. eigenform as described above with χ primitive,
h = E
(N,χ)
k2
∈ Ek2(N,χ), if dim S
new
k (N,χψ) ≥ 2 then [g, h]m is not an a.e. eigenform.
Theorem 4.5. Let k1, k2, k,m be positive integers such that k = k1 + k2 + 2m and
let N be square-free.
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(i) If g ∈ Sk1(Γ1(N)) and h ∈ Sk2(Γ1(N)) are a.e. eigenforms, then [g, h]m is
not an a.e. eigenform.
(ii) Let k1 ≥ 3 and k2 ≥ k1 + 2 > 2. Suppose that g ∈ Sk1(N,χ) is an a.e.
eigenform which is a newform and h ∈ Ek2(N,ψ). If dim S
new
k (N,χψ) ≥ 2,
then [g, h]m is not an a.e. eigenform.
(iii) Let k1, k2 ≥ 3, |k1 − k2| ≥ 2. Let g = fk1(z, χ1, χ2) ∈ Ek1(N,χ) and h =
fk2(z, ψ1, ψ2) ∈ Ek2(N,ψ) be a.e. eigenforms as mentioned above with χ
and ψ primitive characters. If dim Snewk (N,χψ) ≥ 2, [g, h]m is not an a.e.
eigenform.
Proof. Assume that
(8) [g, h]m = f
is an a.e. eigenform. Then f(z) = f0(Qz), whereM |N , Q|(N/M) and f0 ∈ Sk(M,χ)
is a normalized newform. Since N is square-free, for any divisior Q ofN , (Q,N/Q) =
1. We also have f |WQ = Q
−k/2χ(w)f0(z). Applying the operator WQ to (8) and by
Lemma 4.2, we get [g|WQ, h|WQ]m = f |WQ = const. f0. This gives a contradiction
since the q-expansion of f0 (being primitive) starts with q, whereas the q-expansion
of [g|WQ, h|WQ]m starts with at least q
2. This proves (i).
Let h = fk2(Qz, ψ1, ψ2), for Q|(N/M1M2). Since N is square-free, for any divisor
Q of N , we have (Q,N/Q) = 1. Now applying WN/QM2 on h and using Propo-
sition 1 and Lemma 1 of [5], we get h|WN/QM2 = const. fk2(
Nz
M1M2
, ψ0, ψ1ψ2) =
const. E
(N,ψ1ψ2)
k2
, where ψ0 is the principal character. Now assume on the contrary
that [g, h]m is an a.e. eigenform. Applying WN/QM2 to [g, h]m and using Lemma 4.2,
we see that
[
g|WN/QM2, h|WN/QM2
]
m
∈ Sk(N,χQM2χN/QM2ψ1ψ2) is an a.e. eigen-
form. Since the W -operator is an isomorphism and takes a newform space to a
newform space, dim Sk(N,χQM2χN/QM2ψ1ψ2) ≥ 2. Then applying Remark 4.3 to
g|WN/QM2 ∈ Sk(N,χQM2χN/QM2) and h|WN/QM2 = const. E
(N,ψ1ψ2)
k2
, we get a con-
tradiction. This proves (ii).
If k2 − k1 ≥ 2, then as in the proof of (ii), we apply the operator WN/M2 to h and
g and we get h|WN/M2 = const. E
(N,ψ1ψ2)
k2
and g|WN/M2 is a form with primitive
character. Applying Remark 4.4, we get (iii). If k1− k2 ≥ 2, then interchanging the
roles of g and h gives the required result. 
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