While the gravitational-wave (GW) signal GW170817 was accompanied by a variety of electromagnetic (EM) counterparts, sufficiently high-mass binary neutron star (BNS) mergers are expected to be unable to power bright EM counterparts. The putative high-mass binary BNS merger GW190425, for which no confirmed EM counterpart has been identified, may be an example of such a system. Since current and future GW detectors are expected to detect many more BNS mergers, it is important to understand how well we will be able to distinguish high-mass BNSs and low-mass binary black holes (BBHs) solely from their GW signals. To do this, we consider the imprint of the tidal deformability of the neutron stars on the GW signal for systems undergoing prompt black hole formation after merger. We model the BNS signals using hybrid numerical relativity -tidal effective-one-body waveforms. Specifically, we consider a set of five nonspinning equal-mass BNS signals with masses of 2.7, 3.0, 3.2M and with three different equations of state, as well as the analogous BBH signals. We perform Bayesian parameter estimation on these signals at luminosity distances of 40 and 98 Mpc in an Advanced LIGO-Advanced Virgo network and an Advanced LIGO-Advanced Virgo-KAGRA network with sensitivities similar to the third and fourth observing runs (O3 and O4), respectively, and at luminosity distances of 369 and 835 Mpc in a network of two Cosmic Explorers and one Einstein Telescope, with a Cosmic Explorer sensitivity similar to Stage 2. Our analysis suggests that we cannot distinguish the signals from high-mass BNSs and BBHs at a 90% credible level with the O3-like network even at 40 Mpc. However, we can distinguish all but the most compact BNSs that we consider in our study from BBHs at 40 Mpc at a ≥ 95% credible level using the O4-like network, and can even distinguish them at a > 99.2% (≥ 97%) credible level at 369 (835) Mpc using the 3G network. Additionally, we present a simple method to compute the leading effect of the Earth's rotation on the response of a gravitational wave detector in the frequency domain.
I. INTRODUCTION
The first binary neutron star (BNS) merger signal detected with gravitational waves (GWs), GW170817 [1] , also generated a panoply of electromagnetic (EM) counterparts [2] , notably a gamma-ray burst [3, 4] and a kilonova [5] [6] [7] [8] [9] [10] . In the future, with the growing network of ground-based gravitational wave (GW) detectors, one expects that many more BNS coalescences will be observed [11] , particularly when the third generation of GW detectors comes online [12] . However, a number of future detections might not have detectable EM counterparts, either due to the large distance to the source, which makes the detection of an EM signal generally very difficult, or due to a different merger scenario compared to GW170817. This was already the case for the more massive and distant BNS GW190425 [13, 14] , though its poor sky localization made the identification of any EM counterpart quite difficult. See Ref. [15] for a review about constraints on the ejecta mass for all O3a BNS and BHNS candidates. 1 1 There are also other possible counterparts than the kilonova, short gammaray-burst (GRB), or GRB afterglows, which might give rise to EM signatures before the moment of merger even for very massive systems, see, e.g., Refs. [16] [17] [18] [19] [20] . Since the existence of such observables is still under debate, we will not consider these types of scenarios here.
In general, some BNS systems, as GW190425, will have large enough masses and will be close enough to equal mass so that they will directly collapse to a black hole with negligible matter remaining outside (see, e.g., the discussion in Refs. [21] [22] [23] ). In these cases only a very faint EM counterpart, if any, would be created. Of the observed BNS systems in the Milky Way, three have total masses slightly greater than 2.8M (see, e.g., Table 1 in Ref. [24] ), all of which will merge within a Hubble time. For sufficiently soft equations of state (EOSs) of nuclear matter, these could collapse directly to a black hole when they merge; see, e.g., Table III in Ref. [25] , which finds a threshold mass 2.8M for some EOSs that have maximum masses (of nonrotating stable stars) 2M . 2 The EOSs with a low threshold mass are the soft EOSs favored by observations of GW170817's tidal deformability [26] [27] [28] . The recent population synthesis calculations in Ref. [29] also predict that more than 30% of merging BNSs observed in gravitational waves will have masses > 3M (weighting by effective volume)-see their Fig. 13 .
While one does not expect there to be black holes formed in stellar collapse with masses below the maximum mass 2 However, one of these systems, J1913+1102, has a mass ratio ∼ 0.8, at the approximate threshold for the absence of a significant disk around the final black hole identified in Ref. [21] . of a neutron star, it is possible that primordial black holes could have such masses-see, e.g., Refs. [30, 31] -and that they form binaries that merge frequently enough to contribute significantly to the rate of detections made by ground-based detectors-see, e.g., Refs. [31] [32] [33] [34] [35] [36] . Additionally, even without assuming primordial black holes, if the possible mass gap between neutron stars and black holes (see, e.g., Refs. [37] [38] [39] ) does not exist, there could be black holes formed in supernovae with masses just above the maximum mass of a neutron star. For instance, Ref. [40] finds that a small number of such low-mass black holes can be formed via fallback accretion. We thus want to determine how well we can expect to distinguish high-mass BNSs from low-mass binary black holes (BBHs) from their GW signal alone; see also Ref. [41] for a recent numerical relativity study on this subject. Here we will use the effect of the neutron stars' tidal deformabilities on the signal [42] to distinguish BNSs from BBHs: Neutron stars have nonzero tidal deformabilities 3 while black holes have zero tidal deformability (at least perturbatively in the spin of the black hole as well as in the convention used to create the waveform models we use-cf. Ref. [44] ); see, e.g., Refs. [45] [46] [47] [48] . We do not consider neutron star-black hole (NSBH) binaries in detail here, since there do not yet exist simulations of NSBH analogues to the BNS systems we consider. However, equal-mass NSBHs with a high-mass neutron star are also expected to have minimal matter remaining outside. For instance, the fit for the final disk mass in Ref. [49] predicts that an equal-mass NSBH with a nonspinning black hole and a neutron star with compactness greater than 0.195 (a bit more compact than the second most compact neutron star we consider here) will have no matter outside the final black hole. Moreover, the recent numerical simulations of equal-mass NSBH systems with less compact neutron stars in Ref. [50] have found that this fit overestimates the amount of matter outside the remnant. We thus give some simple estimates of how well we will be able to distinguish these high-mass BNSs from NSBHs, assuming that we know the EOS with good accuracy, which is likely a good assumption for the 3G observations we are considering, which will take place in 2044 [51] . We will consider distinguishing high-mass BNSs from NSBHs in detail without such assumptions in future work-this has already been studied from different points of view (without focusing on systems with high-mass neutron stars in particular) in Refs. [28, [52] [53] [54] [55] [56] [57] [58] .
In this article, we study how well one can estimate the effective tidal deformability of high-mass BNSs and BBH systems with the same masses with observations with three GW detector networks:
(i) the two Advanced LIGO detectors [59] and Advanced Virgo [60] , with sensitivities similar to those during their third observing run (O3);
(ii) the two Advanced LIGO detectors, Advanced Virgo, and KAGRA [61] , with sensitivities corresponding to optimistic expectations for the fourth observing run (O4);
(iii) the proposed third-generation (3G) Einstein Telescope [62, 63] and Cosmic Explorer [51, 64] detectors, with one Einstein Telescope and two Cosmic Explorers (a configuration considered in other studies, e.g., Refs. [65] [66] [67] ), and the Cosmic Explorer detectors at a sensitivity similar to Stage 2.
We use waveforms from numerical simulations of high-mass BNS [68, 69] , hybridized with the TEOBResumS waveform model [70] for the lower frequencies not covered by the numerical simulation, and TEOBResumS for the BBH signals. We project these gravitational waveforms onto the three networks and use Bayesian parameter estimation to infer the parameters of the binary that produced the signals, employing the fast IMRPhenomPv2 NRTidal waveform model [71] , which is commonly used in the analysis of BNS signals in LIGO and Virgo data (e.g., Refs. [13, 26-28, 72, 73] ). 4 We describe the numerical simulations in Sec. II and the construction of hybrid waveforms in Sec. III. We then discuss the injections in Sec. IV and the parameter estimation results in Sec. V. Finally, we conclude in Sec. VI. We assess the accuracy of the numerical relativity waveforms in Appendix A, discuss how to include the dominant effect of the Earth's rotation in the frequency-domain detector response in Appendix B, and give the prior ranges used in our analyses in Appendix C. Unless otherwise stated, we employ geometric units in which we set G = c = M = 1 throughout the article. In some places we give physical units for illustration. We have used the LALSuite [75] and PyCBC [76] software packages in this study.
II. NUMERICAL RELATIVITY SIMULATIONS
For completeness, we present important details about the numerical relativity simulations we employ here; see Refs. [69, 77, 78] for more details.
A. Numerical Methods
The (3 + 1)D numerical relativity simulations presented in this article are produced with the BAM code [77] [78] [79] and employ the Z4c scheme [80, 81] for the spacetime evolution and the 1+log and gamma-driver conditions for the gauge system [82] [83] [84] . The equations for general relativistic hydrodynamics are solved in conservative form with high-resolutionshock-capturing technique; see e.g., Ref. [77] . The local Lax-Friedrichs scheme is used for the numerical flux computation.
The primitive reconstruction is performed with the fifth-order WENOZ scheme of Refs. [85, 86] .
All configurations have been simulated with three different resolutions covering the neutron star diameter with about 64, 96, and 128 points, respectively.
Most of the simulation data have already been made publicly available as a part of the CoRe database [69] (www.computational-relativity.org); the additional high resolution data which have been computed for this project will be made available in the near future.
Throughout the article, we present results for the highest resolved numerical relativity simulation with 128 points. In Appendix A, we present mismatch computation between target waveforms obtained from different resolutions. For additional details about the numerical methods and the assessment of resolution uncertainties, we refer the reader to Refs. [69, [86] [87] [88] .
B. EOSs employed
The evolution equations are closed by an EOS connecting the pressure p to the specific internal energy and rest mass density ρ, i.e., p = p(ρ, ). Here, we use three different zero-temperature nuclear EOSs: ALF2 [89] , a hybrid EOS with the variational-method APR EOS for nuclear matter [90] transitioning to color-flavor-locked quark matter; H4, a relativistic mean-field model with hyperons [91] , based on Ref. [92] ; and 2B, a phenomenological soft EOS from Ref. [93] . These EOSs are all modeled by piecewise polytropes [94, 95] . Thermal effects are added to the zerotemperature polytropes with an additional pressure contribution of the form p th = (Γ th − 1)ρ [96, 97] . Throughout the work, we employ Γ th = 1.75 and present further details about the EOSs in Table I. The 2B EOS, with its maximum mass of 1.78M , is strongly disfavored by observations of ∼ 2M neutron stars [98] [99] [100] [101] . We still consider this simulation since it contains the most compact stars for which data have been available for us (compactnesses of 0.205), and is thus a good proxy for simulations of higher-mass binaries with an EOS that supports a higher mass, which will have high compactnesses. Such simulations are only now possible, due to improvements in initial data construction [102] , and are still quite preliminary (see also Ref. [41] for simulations of highly compact, very high-mass BNSs with an extreme EOS).
Additionally, the H4 EOS is disfavored by the tidal deformability constraints from GW170817. See Ref. [28] for a direct model selection comparison with other EOSs, and, e.g., Refs. [22, [103] [104] [105] for other studies showing that EOSs like H4 with relatively large radii and tidal deformabilities are disfavored by the GW170817 observation. Nevertheless, because of the limited number of prompt collapse simulations which are available, we still use the H4 EOS simulations to enlarge the BNS parameter space in our study. 
C. Configurations
We consider a total of five nonspinning, equal mass BNS configurations with total masses (M tot = M A + M B ) of 2.7, 3.0, and 3.2M . We summarize the binary properties the important binary properties in Table II . We extend the 5 BNS configurations with one additional BBH model, for which we do not perform a numerical relativity simulation but employ only the effective-one-body approximant which we also employ for the construction of the hybrid waveform; see Sec. III. Since BBH configurations are invariant with respect to their total mass, we rescale the equal-mass, nonspinning BBH configuration to match the masses of the BNS configurations.
The main information about the internal structure of the stars is encoded in their tidal deformabilities Λ A,B . The massweighted tidal deformability introduced by Ref. [106] , based on Ref. [42] ,
is a well-measured EOS parameter characterizing the leading order tidal contribution to the GW phase. Thus, we will focus onΛ to determine if a BNS and BBH system can be distinguished.
D. Dynamical Evolution
In the following, we give a qualitative overview of the simulation dynamics and some important simulation results. For this, we show for all employed cases the GW signal in Fig. 1 . One finds that for a decreasing value of M tot /M pc , the system systematically differs from the BBH case, and this difference is imprinted in the waveform. Here M pc is the prompt collapse mass computed using the expressions from Ref. [107] , given in Table II . In particular for H4 3.0 , we find that after the merger, the GW signals contains a short postmerger evolution for about 200M tot , which corresponds to about 3 ms. For all other setups, the postmerger GW signal is significantly shorter or is even missing completely, e.g., 2B 2.7 .
As discussed in the introduction, an important reason for our study is the likely scenario in which a prompt collapse configuration (M tot > M pc ) generates EM signatures which TABLE II. Main properties of the studied configurations. The columns refer to: the simulation name, the simulation's unique identifier in the CoRe database, the total mass of the system Mtot = M A + M B , the EOS governing the neutron star matter, the mass-weighted tidal deformabilityΛ, the compactness of one of the stars, C A,B = M A,B /R A,B , the prompt collapse mass computed as in Ref. [107] Mpc, the baryonic mass remaining outside of the final black hole when the apparent horizon is found M b rem , and the dimensionless mass and angular momentum of the final black hole, MBH/Mtot and χBH.
Name
CoRe . Table II ). These waveforms are scaled by the distance r and total mass Mtot and aligned in time and phase, with the peak at t = 0, so that they would be identical if they were all BBH waveforms.
are too faint to be detected. To a good approximation, the luminosity of the EM counterpart is connected to the amount of ejected material which remains outside the black hole-see, e.g., Ref. [108] . Thus, we compare the amount of baryonic mass in our employed dataset and report in Table II the remnant baryonic mass outside of black hole. This mass estimate can be seen as an upper bound on the possible ejecta mass, since it refers to the total baryonic mass outside the horizon (including bound and unbound material). Within our set of simulations, H4 3.0 has more than an order of magnitude more remnant baryonic mass than all other configurations. As expected, this is also the simulation with the longest postmerger signature. For comparison, according to [22] , the total ejecta mass for GW170817 is about 0.05M and therefore much larger than the total remnant mass of any of our configurations, except H4 3.0 . We also report the dimensionless mass and angular momen-tum of the final BH formed in the coalescence in Table II , for comparison with the BBH values. We point out that, interestingly, for the BBH setup the final BH mass M BH /M tot is a smaller fraction of the initial mass of the system than for the BNS configurations, and the final spin is also smaller in the BBH case. This might be caused by the fact that during the BNS coalescence, the neutron stars with their larger radii come into contact earlier than for the corresponding BBH configuration, thus, the emission of GWs is suppressed and less energy and angular momentum is radiated.
III. CONSTRUCTION OF HYBRID WAVEFORMS
While the numerical relativity simulations discussed in the previous section allow us to model the last stages of the binary neutron star coalescence, they are orders of magnitude too short (∼ 0.1 s) to provide the entire signal in the band of an interferometeric gravitational wave detector (which can last for minutes or longer). Thus, in order to model the expected detector response, we have to combine the numerical relativity waveforms with the predictions of a waveform model at lower frequencies.
For this purpose, we hybridize the NR waveforms with waveforms generated using the TEOBResumS [70] model. TEOBResumS is an effective-one-body (EOB) model, which is based upon a resummation of the post-Newtonian description of the two body problem, with further input from NR data, to provide a reliable description in the strong gravity regime, i.e., close to merger. For BNSs, tidal effects are incorporated by computing a resummed attractive potential [68] . For BBHs, a phenomenological merger-ringdown model tuned to NR simulations is attached to the end of the EOB evolution.
Each waveform is determined by the binary mass-ratio q, the total mass M tot , the multipolar tidal deformability parameters for the two stars Λ A,B ( ∈ {2, 3, 4}), and the dimensionless spins χ A,B . TEOBResumS incorporates spin-orbit coupling up to next-to-next-to-leading order and the EOSdependent self-spin effects (or quadrupole-monopole term) up to next-to-leading order. In this work, we focus on the = |m| = 2 modes of the GW signal and neglect the influence of higher modes, which however contribute only about 1% to the total energy budget for equal mass mergers; cf. Fig. 16 of Ref. [109] . Additionally, we calculated the SNR of the ( , |m|) = (3, 2), (4, 4) modes individually (the dominant higher modes for an equal mass, nonspinning system) using the IMRPhenomHM BBH waveform model [110] and found that they only have SNRs of ∼ 0.3 and ∼ 0.6, respectively for the most optimistic case (the 3G network, with a distance of 369 Mpc). Thus, the lack of higher modes in the injections is not expected to significantly affect parameter estimation results in these cases.
While GW170817 was detectable from a frequency of 23 Hz onwards [72] and one expects to detect BNS signals from even lower frequencies as GW detectors improve, going down to ∼ 5 Hz for 3G detectors (see, e.g., Ref. [51, 111] ), tidal effects are extremely small in the early inspiral. Therefore, distinguishing BBH and BNS systems at such low frequencies seems impossible. Thus, to reduce the computational expense of this analysis, allowing us to explore more detector networks, BNS configurations, and distances, we restrict our analysis to a frequency interval starting at 31 Hz (taking a low-frequency cutoff a little above the lowest frequency in the hybrid). We compare the SNRs from 31 Hz with the SNRs from the fiducial low-frequency cutoffs of the detectors in Table III , as we expect that the information contained in the low-frequency portions of the signal will help us to constrain the binary's masses, spins, and sky position more precisely-see, e.g., Fig. 2 in Ref. [112] .
For the construction of the hybrid waveforms, we follow Refs. [71, 113] , which provide further details. We align the NR and TEOBResumS waveforms over a frequency window [450, 720] Hz by minimizing the phase difference. After alignment, we transition between the waveforms by applying a Hann-window function. For the BBH system, we do not produce a hybrid waveform, and use the BBH-EOB waveform directly, which is a very good representation of full NR results at the given mass ratio of q = 1.
IV. INJECTIONS AND PARAMETER ESTIMATION METHODS
As outlined in Sec. I, we consider 3 detector networks in this study: An O3-like network composed of Advanced LIGO and Advanced Virgo with the "O3low" noise curves [11] ; 5 an O4-like network composed of Advanced LIGO, Advanced Virgo, and KAGRA, with the design sensitivity noise curves for Advanced LIGO and Advanced Virgo (BNS ranges of 175 and 120 Mpc, respectively), plus the 128 Mpc BNS range noise curve for KAGRA [11] ; 6 and a third generation (3G) detector network composed of one Einstein Telescope (ET) detector and two Cosmic Explorer (CE) detectors, using the noise curves from Ref. [115] (the ET-D noise curve and the original standard CE noise curve, which is similar to the sensitivity now predicted for Stage 2). 7 The makeup of the 3G network is not yet determined, though 1 ET and 2 CEs is a commonly considered configuration, e.g., Refs. [65] [66] [67] . Since the locations and orientations of 3G detectors are currently unknown, we used the locations and orientations of the two LIGO detectors for the two CE detectors, and the Virgo location for the ET detector, with the orientation of ET given in Ref. [117] . These are not likely to be the actual locations of the 3G detectors-see Ref. [66] for some more likely possibilities-but this choice allows us to keep the same extrinsic parameters as the other injections and still have SNRs close to the average over the extrinsic parameters.
We consider a total of 48 hybrid waveform injections, which are classified into two groups by distance. The first group is injected with a distance of 40 Mpc (the distance of GW170817) for the O3-and O4-like networks, to give an optimistic result. We use a distance of 369 Mpc for the 3G network in order to avoid having an excessively large SNR where the results would likely be dominated by waveform systematics. The second group is injected at a larger distance: 98 Mpc for the O3-and O4-like networks and 835 Mpc for the 3G network, since we expect to detect more signals at larger distances.
The oddly specific values of distances beyond 40 Mpc that we consider are due to an initial bug in the injection code that reduced the effective distance of the injection by a factor of (1 + z) −1 and which we only discovered after performing the parameter estimation runs. Here z is the cosmological redshift at the original injected distance, which we computed using the Planck 2018 TT,TE,EE+lowE+lensing+BAO parameters from Table 2 in Ref. [118] . The original planned injected distances were 40, 100, 400 Mpc, and 1 Gpc, which give the actual injected distances given above (rounded to the nearest integer) after accounting for the bug. Of course, the redshifts of these injections correspond to their original injected distances in the cosmology used. However, the differences in the redshift compared to the Planck 2018 values at the effective distances are not particularly large, at most 15%, corresponding to a change in optimal SNR of 2%, in the 1 Gpc case. For comparison, the injected redshift leads to a change of 14% in the SNR, compared to the unredshifted case.
Each group includes the injections of the 5 BNS hybrid waveforms listed in Table II and 3 BBH waveforms with the  TABLE III . Optimal SNRs of the injections we consider, starting from 31 Hz (the low-frequency cutoff used in our parameter estimation study), with the SNRs from the detectors' fiducial low-frequency cutoffs given in parentheses, for comparison. We round to the nearest integer and only give the dependence on mass and distance, not EOS or BNS v. BBH, since those differences are at most ±1 due to rounding. The optimal SNRs of all injections are given in Table III , both from the 31 Hz low-frequency cutoff used in our parameter estimation analysis (and with the high-frequency cutoff of 2048 Hz), as well as the fiducial low-frequency cutoffs of the detectors, which are 10 Hz for all detectors except for ET (since we are using the older CE noise curve), where we use 5 Hz, as a standard low-frequency cutoff (see, e.g., Refs. [111, 119] ), though it is possible that the low-frequency cutoff could be as small as 1 Hz (see, e.g., Refs. [111, 120, 121] ). Since even a 5 Hz low-frequency cutoff leads to binary neutron star signals that last more than an hour in band, it is necessary to take into account the time dependence of the detector's response due to the rotation of the Earth (see, e.g., Refs. [111, 119, 121] ). We do this using the method given in Appendix B. We find that including the timedependent detector response decreases the total SNR in ET by at most 1, due to rounding, with the largest effect for the lowest-mass systems at the closer distance, as expected. The time-dependent response has a larger effect on the SNR in ET from 5 to 10 Hz, but even there it only decreases this SNR from 93.5 to 91.8 for the 2B 2.7 system at 369 Mpc.
Due to the 40 km long arms of CE, its response to gravitational waves with frequencies 1 kHz is frequencydependent, unlike the usual long-wavelength response that is appropriate for detectors such as Advanced LIGO at the frequencies to which they are sensitive. In particular, the response decreases as the gravitational wavelength is comparable to or smaller than the detector armlength. These effects are studied in Ref. [122] , and found to have a significant effect on sky localization. We have not included this effect in our analysis, due to its computational expense, but we have checked, using the expressions from Ref. [122] , that the frequency-dependent response only leads to a loss of ∼ 0.3 in the SNR in the two CE detectors for the signals we consider. We leave further checks of the frequency-dependent response (e.g., its effect on matches or Fisher matrix calculations) to future work.
We inject the waveforms with no noise, effectively averaging over noise realizations [123] . We plot the injections for the smaller of the two distances in the frequency domain in Fig. 2 , comparing them to the detector noise curves. We scale the waveforms showing how the SNR is accumulated as a function of frequency (cf. Fig. 1 in Ref. [124] and Fig. 5 in Ref. [93] ), since one can write the SNR integral as
[cf. Eq. (1) in Ref. [124] ], whereh is the Fourier transform of the strain h and S n is the power spectral density of the noise. Throughout the article, we perform Bayesian parameter estimation using the IMRPhenomPv2 NRTidal model [71, 125, 126] . IMRPhenomPv2 NRTidal augments the GW phase of a precessing point-particle baseline model [126, 127] with the NRTidal-phase description [125] and tapers the amplitude of the waveform to zero above the merger frequency. It also includes the effects of the stars' spin-induced quadrupole deformations up to next-to-leading order [71] , parameterizing the EOS dependence of these deformations in terms of the stars' tidal deformabilities using the Love-Q relation [128] . We use the aligned-spin limit of this model, to simplify the analysis. 8 We sample the likelihood using the Markov chain Monte Carlo sampler implemented in the LALInference code [130] in LALSuite [75] .
We find that IMRPhenomPv2 NRTidal is able to reproduce the injected waveforms quite well, even though one might be concerned that the absence of the post-merger signal could lead to missing SNR, particularly in the 3G case: If we compute the SNR of the injected waveforms with IMRPhe-nomPv2 NRTidal waveforms generated using the injected parameters, we find that there is a difference of ∼ 0.01 between the optimal SNR and the SNR with IMRPhenomPv2 NRTidal for the smaller distance with the O3-like network. The difference rises to ∼ 0.1 with the O4-like network and the 3G network (both for the H4 3.0 system), but seems still negligible.
A. Post-merger SNRs
If we extend the high-frequency cutoff to 5 kHz, the highest frequency of the noise curves we are using, we find that the post-merger optimal SNRs (above the merger frequency used in the NRTidal model [71] ) are the largest for the H4 3.0 system, which has the least compact stars we consider, the longest post-merger signal in the time domain (see Fig. 1 ) and the smallest merger frequency, 1.7 (1.6) kHz for the 40 (369) Mpc injections. These SNRs are 0.5, 1.9, and 2.5 for the O3-like, O4-like, and 3G networks, respectively, all at the closer distance (i.e., 40 Mpc for the O3-and O4-like network and 369 Mpc for the 3G network)-we will not consider the post-merger SNRs at the larger distance-and using the frequency-dependent response for CE. The post-merger optimal SNRs are at least 1.1 (1.4) for the O4-like (3G) network for all the BNS injections expect for the most compact case, 2B 2.7 , where even the 3G network optimal SNR is 0.8. The largest post-merger optimal SNR for the BBHs is 0.9 for the 3.2M case. This also has a much higher merger frequency than any of the BNSs, 3.3 kHz at 369 Mpc, versus 2.7 kHz for the 2B 2.7 system at 40 Mpc.
If one instead computes the post-merger SNRs with IMR-PhenomPv2 NRTidal, one finds that they are notably smaller in the 3G case-the largest decrease in SNR is 0.7, for the H4 3.0 system. With a high-frequency cutoff of 2048 Hz, the post-merger optimal SNRs are also reduced, in fact becoming zero for the 2B 2.7 and BBH systems, since the merger frequency is > 2048 Hz. The largest decrease to a nonzero value is again for the H4 3.0 system, with a decrease of 0.5, and a further decrease of 0.4 to the SNR with IMRPhe-nomPv2 NRTidal (with the 2048 Hz cutoff).
V. RESULTS

A. Prior choices
In our analysis, we use the same form of prior probability distributions as in the LIGO-Virgo analyses of GW170817 and GW190425 (see, e.g., Ref. [72] ). Specifically, we assume that (i) the redshifted (detector frame) masses are uniformly distributed;
(ii) the spins are uniformly distributed in magnitude and direction, with a maximum magnitude of 0.89 (the highspin prior used for GW170817 and GW190425)-this is translated to a non-uniform prior on the aligned-spin components we use in this analysis;
(iii) the individual tidal deformabilities are uniformly distributed and nonnegative;
(iv) the sources are uniformly distributed in volume (with no redshift corrections applied);
(v) the binary's inclination with respect to the observer is uniformly distributed;
(vi) and the binary's time and phase of coalescence are uniformly distributed.
We use wide enough bounds for all these distributions so that the posterior probability distributions (posteriors, for short) do not have support near the prior limits-the explicit ranges are given in Appendix C.
B. Posteriors forΛ and distinguishability
The uniform priors on the individual tidal deformabilities lead to a nonuniform prior on the effective tidal deformabilitỹ Λ. We thus reweight theΛ posterior to have a uniform prior in TABLE IV. Maximum credible levels (MCL) at which we can distinguish theΛ posteriors for the BNS and BBH injections we consider and Savage-Dickey estimates (SDE) of Bayes factors for the BBH hypothesisΛ = 0, giving the values as BNS injection v. BBH injection. The maximum credible levels are rounded to the nearest percent, except for the values above 99%, which are rounded to the nearest tenth of a percent. A dash means that the maximum credible level is < 80% and the cases where we give lower bounds are those for which we were unable to obtain the true maximum credible level due to a lack of samples in the tails of the distributions. The Bayes factor estimates are given to order-of-magnitude, and the notation for the upper bounds with <, , ≪, and < < < < is explained in the text. 9 obtaining the results given in Fig. 3 . We compare theΛ posteriors for the BNS systems to those of the corresponding BBH systems (instead of comparing both with 0 directly) in order to reduce the effects of waveform systematics. We compute one-sided credible intervals of Λ (upper bounds for the BBH systems and lower bounds for the BNS systems) and consider the maximum credible level at which the BBH upper bound is smaller than the BNS lower bound. We then say that we are able to distinguish the BBH and BNS systems at that credible level.
Waveform
Since we are considering the tails of the distributions, we estimate the uncertainty in the determination of the quantiles by applying the binomial distribution method given in, e.g., Ref. [132] to obtain the confidence intervals for the quantiles. Here we compute a given quantileΛ X of the reweighted distribution ofΛ using the Gaussian kernel density estimate (KDE) of the posterior probability density function, and then compute the confidence interval of the quantile of the (unreweighted) samples that has the valueΛ X . We then reweight the confidence interval to find the estimated uncertainty in the quantile of the reweighted distribution; we truncate the quantiles at 0 and 1 when the reweighted confidence interval extends beyond those bounds. The maximum credible levels we quote in Table IV include the contribution from the reweighted confidence interval-we multiply the credible and confidence levels together, and take the confidence level to be the larger of 99% and the credible level.
We find that we are not able to distinguish the BNS waveforms from BBH waveforms at the 90% credible level in the O3-like case-the largest credible level at which we can distinguish the posteriors in the O3-like cases is 88%, for the H4 3.0 case, the one with the largestΛ. Moreover, we are not able to distinguish the BNS with the smallestΛ, 2B 2.7 , from a BBH at the 90% credible level in any of the cases we consider-the largest credible level here is 89%, in the 3G 369 Mpc case. However, we are able to distinguish the BNS 9 See Ref. [131] for a discussion about caveats concerning this reweighting procedure; future work may consider the modified reweighting procedure used in the LIGO-Virgo GW190425 analysis [13] . and BBH posteriors for the H4 and ALF2 waveforms at high credible levels (95% to > 99%) in the O4-like case at 40 Mpc and at even higher credible levels (97% to > 99.6%) in the 3G case at both distances. Perhaps surprisingly, the lower bound on the maximum credible level is slightly larger in the 3G H4 3.0 case at 835 Mpc than at 369 Mpc. However, this is likely explained because the 835 Mpc case accumulated 20% more samples than the 369 Mpc case.
Bayes factors
We can also estimate the Bayes factor in favor of the BBH model using the Savage-Dickey density ratio [133] . Here we apply this to the reweightedΛ, so we compare the Gaussian KDE of the posterior probability density function for the reweightedΛ atΛ = 0 to the flat prior density. We find that the densities we estimate are fairly sensitive to the KDE bandwidth, so we only quote the order of magnitude we obtain, particularly since small differences in the Bayes factor are not very meaningful. We also evaluate the KDE at the smallest value ofΛ found in the MCMC samples of the posterior probability density, instead ofΛ = 0, to avoid extrapolating the KDE into a region where it is not valid. This is particularly an issue for the cases where it is possible to distinguish the BNS signal from a BBH with high confidence, and the values we report in Table IV for such cases are quite conservative upper bounds.
To give a quantitative estimate of approximately how strongly the BBH model would be disfavored in the cases where one can easily distinguish BNSs from BBHs, we extrapolate the tails of the distribution using the skew-normal distribution [134] , fixing its parameters by computing the mean, variance, and skew of the KDE (i.e., the method of moments). The skew-normal distribution reproduces the KDEs reasonably well, though since this is purely a phenomenological fit, we only indicate the approximate order of magnitude of the density ratio we obtain from this extrapolation. We do so using <, , ≪, and < < < < to indicate extrapolated values with orders of magnitude in the ranges 10 −1 , (10 −5 , 10 −2 ], (10 −10 , 10 −5 ], and (10 −20 , 10 −15 ] times the conservative up- per limit, respectively. The density estimates obtained by extrapolation with the skew-normal distribution are all larger (i.e., more conservative) than those obtained with a pure normal distribution using the same moment method (which is not nearly as good a fit to many of the probability distributions). We find from the extrapolated Savage-Dickey estimates of the Bayes factors that there is highly significant evidence against the BBH model for BNS injections in the H4 3.0 O4like case at 40 Mpc, and strong to quite strong evidence against the BBH model for the H4 3.2 and ALF2 3.0 cases, respectively. In the 3G case, there is extremely strong evidence against the BBH hypothesis for all of the BNS injections at 369 Mpc, except for the 2B 2.7 case, where there is fairly strong evidence against the BBH hypothesis, even though we cannot distinguish the posteriors at higher than the 89% credible level. The Bayes factors for the 3G case at 835 Mpc have almost identical orders of magnitude to those in the O4like case at 40 Mpc. However, while the BBH model can be rejected strongly for the BNS injections for which we find the posteriors can be distinguished at large maximum credible levels, the Bayes factor in favor of the BBH hypothesis for BBH injections does not increase in order of magnitude beyond 10 2 even for the 3G case at 369 Mpc.
Distinguishability of NSBHs
Returning to distinguishing the posteriors, we can make a simple test to consider how easy it might be to distinguish these BNS and BBH signals from NSBH signals. For the purposes of this simple test, we assume that the EOS is known exactly and is the same as that used for the BNS injection. We also only consider the O4-like and 3G cases with the H4 and ALF2 EOSs where we can distinguish the BNS and BBH posteriors at a high credible level. We then compute theΛ distribution predicted for an NSBH given the EOS and the posteriors on the individual masses, reweight this posterior to the flat prior, and consider the maximum credible level at which this posterior is distinguishable from the measuredΛ posterior, accounting for sampling uncertainty as above. We consider the cases where both the heavier and lighter neutron stars are replaced by a black hole to be more conservative: The case where the lighter neutron star is replaced by a black hole gives a largerΛ than the opposite case, thus making it more difficult to distinguish from a BNS with this method.
We find that in the 3G cases at 369 Mpc, the BNS (BBH) posteriors are able to be distinguished from the NSBH distributions at greater than the 91% (99%) credible level, with the ALF2 3.2 (H4 3.2 ) case giving the smallest credible level and the H4 3.0 (ALF2 3.0 ) case giving the largest, of 99.6% (99.6%). In the 3G cases at 835 Mpc, the maximum credible levels are smaller, at least 85% (88%) in the BNS (BBH) case and at most 98% (95%), with the smallest and largest credible levels occurring for the same cases as at the shorter distance. The maximum credible levels are even smaller in the 40 Mpc O4-like case, but are still greater than 80% (86%) in the BNS (BBH) case and as large as 96% (95%), again with the same cases giving the smallest and largest values.
The assumption that the EOS is known exactly is likely quite reasonable in the 3G case we consider, since CE Stage 2 will only be operational in ∼ 2044 [51] . However, it is definitely not a good assumption for O4 observations, so a detailed model comparison in that case would likely find that it much more difficult to distinguish these cases.
C. Posteriors for other parameters
We find that the 90% lower bounds on the unredshifted (source frame) total mass are quite close to the injected values, while the posterior distribution extends to higher total masses-see Fig. 4 -as expected for an equal-mass injection with a well-determined chirp mass (90% uncertainty of at most 4%, even after converting to the source frame), which then gives a sharp lower bound on the total mass through the relation M chirp = M tot η 3/5 , where the symmetric mass ratio η = M A M B /M 2 tot ∈ [0, 1 /4], so that M tot ≥ 4 3/5 M chirp . However, the posteriors are not too broad, with the 90% credible region for the total mass being < 10% of the injected value. Thus, we would easily be able to identify these systems as potential high mass BNSs.
The mass ratio is estimated far less accurately. Even in the 3G case with a distance of 369 Mpc, illustrated in Fig. 5 , the 90% credible bound on the mass ratio is not above the 0.8 approximate bound for a negligible disk mass from Ref. [21] . Moreover, the mass ratio posterior peaks well away from the injected value of 1 for the H4 and ALF2 BNS cases. This is due to waveform systematics in the IMRPhenomPv2 NRTidal model, as discussed below.
The individual objects along the binary's orbital angular momentum) is a well-determined spin quantity, and is constrained to be within ∼ 0.1 or better of the injected value of zero (at the 90% credible level), with negative values strongly disfavored, though the posterior often peaks slightly away from zero, again due to waveform systematics-see Fig. 6 . The individual spins are constrained to have 90% upper bounds on their magnitudes of at most 0.33 (for the secondary of the 2B 2.7 system at 98 Mpc), with the primary of the H4 3.0 system at 369 Mpc with the 3G network giving the best constraint, of 0.10; the constraint on the secondary's spin magnitude in this case is 0.12. Of course, the portion of the signal below 31 Hz that we have omitted in this study can help improve the estimation of the mass ratio and spins-see, e.g., Fig. 2 in [112] .
The binaries' distances are also estimated reasonably precisely, while the inclination angles are not measured so precisely-we will quote the width of the 90% credible interval to give a measure of the accuracy of these estimates: For the injections at 40 Mpc, the distances are estimated with an accuracy of ∼ 30% of the injected value for the O3-and O4like networks, while for the injections at 98 Mpc, the distance uncertainty is ∼ 50% (∼ 40%) of the injected value for the O3-like (O4-like) network. For the 3G network, the distance uncertainties are ∼ 20% for both distances. For GW170817 (GW190425), the distance was estimated with a fractional accuracy of 60% [27] (90% [13] ). The inclination angle is estimated with an absolute accuracy of ∼ 40 • (∼ 50 • ), ∼ 30 • (∼ 40 • ), and ∼ 30 • (∼ 30 • ) with the O3-like, O4-like, and 3G networks respectively for the closer (further) distance. For comparison, the accuracy of the inclination angle was ∼ 50 • for GW170817 and unconstrained for GW190425.
We find that these binaries are well localized, with smaller 90% credible regions on the sky than the 16 deg 2 final sky localization of GW170817 [72] . This is expected, given that the binaries are observed with SNRs > 10 in all detectors in 3or 4-detector networks. Thus, searches for any EM counterpart would be efficient. The size of the sky localization is primarily dependent on the source's distance and the network observing it. The O3-like network gives 90% credible regions of ∼ 5 and ∼ 10 deg 2 for injections at 40 and 98 Mpc, respectively, while the O4-like and 3G networks give 90% credible regions of ∼ 4 deg 2 for all the injections considered. For comparison, the field of view of the Rubin Observatory (formerly known as the Large Synoptic Survey Telescope; under construction) is 9.6 deg 2 [135] , while that of the Zwicky Transient Factory is 47 deg 2 [136] .
D. Investigation of waveform systematics
Since theΛ posteriors in Fig. 3 peak away from the injected values, as do the mass ratio and effective spin poste-riors in Figs. 5 and 6 , we consider the difference in matches between the hybrid and IMRPhenomPv2 NRTidal waveforms with the maximum likelihood parameters and the injected parameters, to indicate how large a difference between the waveforms causes this bias in the recovered tidal deformability; see, e.g., Fig. 6 in both Refs. [113] and [137] for a study of biases due to waveform systematics. For simplicity, we only vary the masses, spins, and tidal deformabilities and compute the matches using the complex strain (h + − ih × ) and the noise curve of one of the detectors in the network. We find that the match between the BNS hybrid and the IM-RPhenomPv2 NRTidal waveform with the maximum likelihood masses, spins, and tidal deformabilities is larger than the match with the injected values. However, for the BBH cases, the injected parameters give a slightly larger match than the maximum likelihood parameters, This is expected in cases where there are no significant waveform systematics, since the stochastic sampling used to obtain the maximum likelihood parameters is just obtaining a good approximation to the true maximum likelihood parameters.
We find that the smallest mismatch between the hybrids and the IMRPhenomPv2 NRTidal waveforms with the maximum likelihood parameters is 2 × 10 −5 , for the 2B 2.7 3G case with the CE noise curve and the largest mismatch is 7 × 10 −4 , in the H4 3.0 and H4 3.2 cases with the O4-like Advanced Virgo noise curve. The largest and smallest differences between the matches with IMRPhenomPv2 NRTidal using the maximum likelihood parameters and those using the injected masses, spins, and tidal deformabilities are 0.002 and 8 × 10 −6 . The largest difference occurs for the same H4 3.0 and H4 3.2 cases with the O4-like Advanced Virgo noise curve that gave the largest mismatch, while the smallest difference occurs for the ALF2 3.2 case with the O3-like Advanced Virgo noise curve. For comparison, the mismatches with detector noise curves due to using a waveform from a lower-resolution simulation to construct the hybrid are < 4 × 10 −4 , as illustrated in Appendix A. 10 Overall, we find that for systems with larger mismatches, the biases in the recovered parameters, e.g. Fig. 5 , are largest and that for systems with small mismatches between the BNS hybrid and the IMRPhenomPv2 NRTidal waveform (with the maximum likelihood masses, spins, and tidal deformabilities) the parameter recovery is better. This supports our suggestion that visible biases are caused by waveform systematics. Since the mismatches that produce these biases are quite small, well below the maximum mismatches between state-ofthe-art EOB models for BNSs (see, e.g., Fig. 21 in [70] ) or between the upgraded IMRPhenomPv2 NRTidalv2 model and TEOBResumS-numerical relativity hybrids (see, e.g., Fig. 9 in [74] ), this indicates that there is significant room for improvement in waveform modeling. Additionally, since we find that the spins make a significant contribution to the maximum likelihood matches in many cases, even though the effective spin is recovered close to the injected value of zero, future
improvements to the NRTidal model should likely pay close attention to the modeling of, e.g., spin-induced multipoles.
VI. CONCLUSIONS AND OUTLOOK
We have investigated how well one can distinguish highmass equal-mass BNS mergers from BBH mergers using second-and third-generation GW observatories, considering O3-like, O4-like, and 3G networks and using injections of hybridized numerical relativity waveforms. We found that it will be possible to distinguish some reasonably high-mass systems from binary black holes with high confidence. However, it is not possible to distinguish the BNS with the most compact stars we consider from a BBH with high confidence, even with the 3G network. Nevertheless, the minimum distance we considered for this system is 369 Mpc, since this already gives an SNR of 215, and we did not want to consider significantly higher SNRs due to concerns about waveform systematics-we already found significant waveform systematics at the SNRs considered. It would likely be possible to distinguish this BNS system from a BBH with the 3G network if it merged at a closer distance. In the future, we will look at this case with improved waveform models, e.g., the IMRPhenomPv2 NRTidalv2 [74] , TEOBResumS [70] , and SEOBNRv4Tsurrogate [138] [139] [140] [141] models. Additionally, it will also be possible to consider binaries with even more compact stars, now that it is possible to construct initial data for such cases [102] . For cases with very compact stars close to the maximum mass, withΛ 10, a simple scaling of our results suggests that one may only be able to distinguish such BNSs from BBHs using the tidal deformabilitity at quite close distances 50 Mpc even with the 3G network we consider. However, at these distances, it may be possible to use the postmerger signal, as well, to help discriminate between BNSs and BBHs.
Alternatively, by the time 3G detectors start observing, we will likely have a good estimate of the neutron star maximum mass from inferences of the EOS, from gravitational wave and EM observations-see, e.g., Refs. [142, 143] for constraints on the EOS combining GW170817, NICER, and pulsar mass measurements, Ref. [144] for estimates of the maximum mass from GW170817 constraints on the EOS, and Ref. [145] for predictions of the accuracy of the maximum mass obtainable by combining together BNS observations-and from possible EM counterpart observations [146] [147] [148] [149] . Thus, if it is possible to constrain the masses of the binary precisely, one can use the maximum neutron star mass to distinguish between BNS, NSBH, and BBH systems, provided that one discounts the possibility of primordial black holes. This would be reasonable if no BBHs are detected at lower masses, where they are easier to distinguish from BNSs. Future work will consider how much the low-frequency part of the signal and higher modes we have omitted here aids in the precise measurement of the individual masses. Additionally, if one has good bounds on the mass ratios for which one expects significant EM counterparts from numerical simulations, EM detections or nondetections could aid in constraining the mass ratio, since the amount of material outside the final black hole, and thus any EM counterparts, is quite sensitive to the mass ratio [21] [22] [23] .
Further avenues for exploration include injections of unequal-mass and/or spinning binaries, and the inclusion of spin precession and higher-order modes in the parameter estimation. Additionally, instead of allowing the individual tidal deformabilities to vary independently, as we have done here, it would also be useful to consider model selection comparing BNS, NSBH, and BBH systems where one enforces both neutron stars to have the same EOS in the BNS case, as in, e.g., Ref. [28] . The simple test we made assuming that the EOS is known exactly indicates that it should be possible to distinguish NSBHs from BNSs and BBHs with high confidence in the 3G case. Here one can impose the same EOS in several ways, from phenomenological relations based on expected EOSs, such as the common radius assumption and its extension [43, 150] and the binary-Love relation [26, 151, 152] , to directly sampling in the EOS parameters using a parameterization of the EOS, e.g., the spectral parameterization from Ref. [153] , as in Refs. [13, 26, 145, 154] .
We may have already observed the first high-mass BNS merger with GW190425 [13] , though the current detectors were not sensitive enough to determine whether it was indeed a BNS, instead of a BBH or NSBH. While the total mass of GW190425's source is 3.4 +0. 3 −0.1 M , larger than the total masses considered in this study, if it is an equal-mass system with a total mass of 3.4M , it would haveΛ = 156 with the ALF2 EOS andΛ = 73 with the SLy EOS [155] (a standard soft EOS constructed using the potential method that is consistent with the GW170817 observations [26] [27] [28] ). 11 See also the fullΛ posterior calculated using the GW170817 parameterized EOS results, given in Fig. 14 of [13] . For comparison, for the 2B 2.7 system,Λ = 127. Making a simple scaling of the 2B 2.7 results with the 3G network to GW190425's distance of 159 +69 −71 Mpc, it seems that it should be possible to distinguish a GW190425-like equal-mass BNS from a BBH at a > 90% credible level with the 3G network we consider. Of course, direct calculations will be necessary to verify this.
In summary, the prospects for distinguishing high-mass BNSs from BBHs with future GW detector networks are good for the systems we consider, and extrapolating the results for those systems with the 3G network we consider suggests that one will even be able to distinguish BBHs from GW190425like equal-mass BNS systems, or even more compact BNS systems, if they are sufficiently nearby.
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Appendix A: Uncertainty of Numerical Relativity Waveforms
In order to quantify the contribution from the truncation error of the numerical relativity simulation to our injected hybrid waveforms, we report in Tables V and VI the mismatches between each of the injected hybrid waveforms and the corresponding hybrid waveform constructed with a lower resolution NR part. The lower resolution simulations have a grid spacing which is about 50% larger than for the highest resolution. We do not vary the settings for the tidal EOB part of the injection and refer the interested reader to Ref. [113] for additional details. We compute these mismatches with the Advanced LIGO (aLIGO) O3-like and O4-like noise curves and the CE noise curve used in the parameter estimation study (though without any cosmological redshifting), as well as with a flat noise curve, to give a more stringent criterion, without the downweighting of the high-frequency portion given by the detector noise curves. We use a low-frequency cutoff of both 31 Hz, the same as in the parameter estimation study, and 100 Hz, to emphasize the higher-frequency portion of the waveform, where tidal effects are more important (see, e.g., Fig. 2 in [112] ). Even when we start at 100Hz, the mismatches between the high and low resolution hybrids are small, < 4 × 10 −3 with a flat noise curve and < 9 × 10 −4 with the detector noise curves.
Appendix B: Including the Earth's rotation in the detector's response BNS signals can last more than an hour in the CE and ET bands (starting from 5 Hz), and possibly for days for ET, if its low-frequency cutoff extends down to 1 Hz-see, e.g., Fig. 2 in Ref. [121] -so it is necessary to take the Earth's rotation into account when computing the detector's response. This has been done in Ref. [121] in the time domain and in Ref. [119] in the frequency domain using the stationary phase approximation. Here we show how to account exactly for the effect of the Earth's rotation on the detector's response in the frequency domain, without the Doppler shift (which was found to have a negligible effect on the sky localization in Ref. [121] , and will not have a large effect on the SNR), simply by taking the Earth's rotational sidereal angular velocity Ω ⊕ to be constant, which is true to a very good approximation [fractional errors of 10 −5 ; see, e.g., Eqs. (2.11-14) of [162] ]. However, it should be possible to include the effects of the Doppler shift in a similar way (though with further approximations)-see Ref. [163] for similar calculations for LISA.
For a given sky location, we can write the response of a given detector to gravitational waves as a Fourier series in Ω ⊕ t, where t is, e.g., GPS time. Since the response of an interferometric gravitational wave detector is quadratic in its arm vectors, the time dependence of the response has frequencies that are at most twice the Earth's rotational frequency, and thus the Fourier series of the response terminates with the 2Ω ⊕ t terms.
We can therefore write the detector's response (neglecting the Doppler shift) in the time domain as
where R +,× (t) = a +,× 0 + a +,× 1c cos(Ω ⊕ t) + a +,× 1s sin(Ω ⊕ t) + a +,× 2c cos(2Ω ⊕ t) + a +,× 2s sin(2Ω ⊕ t),
and we have not shown the dependence of the Fourier coefficients on the sky location and polarization angle for notational simplicity. In order to calculate the values of the Fourier coefficients, we can evaluate R +,× at five times, for which we chose 0, T ⊕ /8, T ⊕ /4, T ⊕ /2, and 3T ⊕ /4, where T ⊕ := 2π/Ω ⊕ is the Earth's sidereal rotational period, and solve for the coefficients. We denote R +,× at those times as R 1 , R 2 , R 3 , R 4 , and R 5 respectively (omitting the +, × labels, for notational simplicity). Then 
Given a sky location and polarization angle, the values of R 1 , R 2 , R 3 , R 4 and R 5 can be obtained from standard functions in LALSuite [75] or PyCBC [76] , e.g., the antenna_pattern function in the PyCBC Detector module. We can now easily compute the Fourier transform of h in terms of the Fourier transforms of h +,× , yielding 
However, for the current calculations, we used the exact expression in Eq. (B5) and leave an exploration of the accuracy of Eq. (B7) for future work. 
