Many cellular processes exhibit periodic behaviors. Hence, one of the important tasks in gene expression data analysis is to detect subset of genes that exhibit cyclicity or periodicity in their gene expression time series profiles. Unfortunately, gene expression time series profiles are usually of very short length, with very few periods, irregularly sampled and are highly contaminated with noise. This makes the detection of periodic profiles a very challenging problem. Recently, a hypothesis testing method based on the Fisher g-statistic with correction for multiple testing has been proposed to detect periodic gene expression profiles. However, it was observed that the test is not reliable if the signal length is too short. In this paper, we performed extensive simulation study to investigate the statistical power of the test as a function of noise distribution, signal length, SNR, and the false discovery rate (FDR). We have found that the number of periodic profiles can be severely underestimated for short length signal. The findings indicate that caution needs to be exercised when interpreting the test result for very short length signals. as a Senior Lecturer. His current research interests include computer vision, medical imaging, pattern recognition and bioinformatics. He has served as a technical reviewer for a number of international conferences and journals in IEEE transactions, IEE proceedings, bioinformatics and computational biology. Dr. Liew is a senior member of the Institute of Electrical and Electronic Engineers (IEEE) since 2005.
Introduction
Periodic phenomena are widely studied in biology and there are numerous biological applications where periodicities must be detected from experimental data. Gene expression data from microarray experiments are commonly used to measure the cell-cycle activities. An important task in gene expression data analysis is to detect subset of genes that exhibit cyclicity or periodicity in their gene expression time series profiles. However, this is a challenging problem due to the typically small number of measurements per gene. For example, in the human cancer cells study [1] on http://genome-www.stanford.edu/Human-CellCycle/Hela/, the smallest number of measurements per gene is 9. Moreover, the data can be irregularly sampled and is usually contaminated with high level of noise and missing values.
Recently, several methods for detecting periodic gene expression profiles based on statistical hypothesis testing have been proposed [2] [3] [4] . Wichert et al. [2] proposed to use the periodogram-based Fisher g-statistic test to determine whether or not a sequence is periodic. Chen [3] proposed a statistical inference approach, called the C&G procedure, to effectively detect statistically significant periodically expressed genes based on two statistical hypothesis testing procedures, one of which is the g-statistic. Ahdesmäki et al. [4] proposed a robust spectral estimator for the Fisher g-statistic test that has better performance when the noise deviates from the Gaussian distribution. In our recent work [5] , we have proposed a new spectral estimation algorithm for unevenly sampled gene expression data and use the g-statistic to perform a ranking of the genes with respect to their periodicity tendency. We did not attempt to give the number of periodic genes in the gene expression datasets since we have observed that the g-statistic hypothesis testing procedure based on the false discovery rate (FDR) framework has low statistical power for short length signals. This lack of statistical power is also observed in Refs. [2, 4] . Nevertheless, to the best of our knowledge, there is no existing work that attempt to quantify the statistical power (and limitation) of the Fisher g-statistic periodicity test when it is applied in practice. Such a study would be very useful to allow researchers to draw correct conclusion when applying the test.
In this paper, we perform a systematic experimental study of the Fisher g-statistic periodicity test to investigate the accuracy of the test with respect to underlying noise distribution, signal length, signal-to-noise ratio (SNR), and chosen level of statistical significance using the FDR. This is done by performing extensive simulation experiments with simulated signals that model the actual time series [8] . Profiles (a), (b), (c), (d) correspond to the alpha, cdc15, cdc28, elutriation datasets, respectively. The thin curves in the figure are the interpolated profiles with missing values filled in (see Ref. [5] ).
profiles that arise from microarray gene expression data. This paper is organized as follows. In Section 2, we give an overview of two cellular processes that would give rise to periodic behavior in gene expression data. In Section 3, we give the definition for the Fisher exact test of periodicity. This is followed by Section 4 which contains extensive experimental results to investigate the power of the test with respect to different signal properties. Finally, we conclude the paper by summarizing our findings and their implications for practical applications.
Gene expression time series profiles
Oscillations arise in genetic and metabolic networks as a result of various modes of cellular regulation. These rhythmic processes occur at all levels of biological organization with widely varying periods, i.e., from fractions of seconds to decades [6] . Examples of biological rhythms include cell division [7] [8] [9] and circadian rhythms [10, 11] .
The cell-division cycle is fundamental to the proliferation of all organisms. In mitotic cell division, a single cell goes through a sequence of events yields two identical daughter cells. Four phases are usually distinguished [12] . In the presynthetic G1 phase (Gap 1), the cell prepares itself for subsequent DNA synthesis. Enzymes and proteins required for initiating and carrying out DNA synthesis are synthesized late in the G1 phase and early in S phase. The G1 phase is followed by the S phase (synthetic phase) in which the cell replicates its DNA. The postsynthetic G2 phase (Gap 2) is the phase after completion of DNA synthesis in which the cells controls whether DNA replication has been completed and prepares for cell division by synthesizing molecules required in mitotic operation. The M phase (mitotic phase) following the G2 phase is characterized by the disappearance of nuclear membranes and nucleoli, appearance of the spindle apparatus (prophase), condensation of chromatin into chromosomes, parallel alignment of chromosomes in the equatorial plane of the spindle (metaphase), separation of chromosomes into pairs, and simultaneous movement of chromosomes to opposite poles (anaphase), the reassembly of two nuclei (telophase), and cytoplasmic division (cytokinesis), i.e., the segmentation and separation of the cytoplasm, resulting in the formation of two separate cells.
Circadian clocks have been found in virtually all light-sensitive organisms from cyanobacteria to humans. The basic oscillator mechanisms in all of these organisms are thought to rely on negative feedback loops in gene expression similar to the one first postulated in Drosophila [13] . Briefly, the clockwork contains a positive limb, composed of genes encoding transcriptional activators, and a negative limb, made up of genes specifying transcriptional repressors [11] . The expression of the negative limb members is activated by members of the positive limb, and once the nuclear concentration of repressor proteins has reached a critical threshold value, they extinguish the transcription of their own genes. As a consequence, the levels of the repressors decrease below the threshold value required for auto-repression, and a new accumulation cycle can ensue.
All these rhythmic cellular processes are regulated by different gene products. Rhythmic cellular processes can be studied by measuring the gene expression profiles through a series of DNA microarray experiments. If the expression patterns of a group of genes are measured over a number of time points, we obtain a time series data describing the rhythmic behaviors of the genes under study.
A well known set of gene expression time series datasets is that of the yeast, Saccharomyces cerevisiae, from Spellman et al. [8] . In this set of datasets, the genome-wide mRNA levels for 6178 yeast ORFs are monitored simultaneously using several different methods of synchronization including an alpha-factor-mediated G1 arrest which covers approximately two cell-cycle periods with measurements at 7 min intervals for 119 min with a total of 18 time points, a temperature-sensitive cdc15 mutation to induce a reversible Mphase arrest (24 time points taken every 10 min covering approximately 3.5 cell-cycle periods), and a temperature-sensitive cdc28 mutation to arrest cells in G1 phase reversibly (17 time points taken every 10 min covering approximately two cell-cycle periods), and finally, an elutriation synchronization to produce the elutriation dataset of 14 time points taken every 30 min covering approximately one cell-cycle period. The left and right panels of Fig. 1 show some example profiles from these four datasets that exhibit highly periodic and random behaviors, respectively. Although periodicity can readily be observed in the left panel of Fig. 1 , in many cases the distinction between periodic and random profiles cannot be easily made.
Although periodicity detection in time series data has been well studied in the past, gene expression time series data are different from many traditional time series data in several aspects. First, gene expression time series profile usually contains very few time points. It is not uncommon to see expression profiles that are less than ten time points long. Second, the number of cycles within a profile is usually very few. For example, the 14 time point elutriation dataset of Ref. [8] contains only one cell cycle. Third, gene expression data may contain missing values, which need to be estimated from the dataset in advance [14] . Fourth, the time points need not be spaced at regular interval, giving rise to the problem of detecting periodicity in irregularly sampled time series data [5] . Finally, gene expression data is notoriously noisy. All the above makes the detection of periodic gene expression time series profiles an extremely challenging problem and conventional signal processing methods such as the fast Fourier transform (FFT) based techniques do not perform adequately. Instead, some authors have recently resorted to statistical hypothesis testing to detect the presence of periodicity in a time series profile [2] [3] [4] . One such powerful test is the Fisher g-statistic [15] .
Fisher exact test of periodicity
The problem of deciding whether a time series is random or periodic can be cast as a statistical decision problem using hypothesis testing. Wichert et al. [2] proposed to use the Fisher g-statistic to detect periodic sequence. The test determines whether a peak in the periodogram is significant or not. The test proceeds as follows. Given a time series y(n) of length N, the periodogram I( ) is first computed as
Furthermore, the periodogram is evaluated at the discrete normalized frequencies
where a = [(N−1)/2] and [x] denotes the integer part of x. If a time series has a significant sinusoidal component with frequency k , then the periodogram will exhibit a peak at that frequency k . Fisher derived an exact test of the significance of the spectral peak by introducing the Fisher g-statistic [15, 16] defined as
In Fisher's test, one is testing the null hypothesis H 0 that the spectral peak is statistically insignificant against the alternative hypothesis H 1 that there is a periodic component in the signal y(n). Under the Gaussian noise assumption, the exact distribution of the g-statistic under the null hypothesis H 0 is given by
where b is the largest integer less than 1/x and x is the observed value of the g-statistic. Eq. (4) yields a p-value that allows to test whether a given time series behaves like a random sequence. Large value of g indicates a strong periodic component and leads us to reject the null hypothesis.
Since there are multiple gene expression profiles to be tested, there is a possibility that a profile can have a small p-value by chance even though it is a random sequence. To correct for multiple testing, Wichert et al. used the method of FDR [17] to control the expected proportion of false positives at a given rate q. The FDR procedure for the set of p-values arranged in ascending order p (1) ,p (2) , ... ,p (G) with corresponding genes g (1) ,g (2) , ... ,g (G) is as follows:
1. let i q be the largest i for which p (i) (i/G)q, 2. then reject the null hypothesis for all genes g (1) , g (2) , ... , g (i q ) .
Although the exact distribution of the Fisher g-statistic is available analytically, our experience is that care must be taken when applying it in practice. In particular, we observed that the statistical power of the test is poor when the time series signal is very short. To quantify our observation with respect to different signal characteristics, we perform a series of experiments with simulated signals as reported in the next section.
Statistical power of test

Simulated signals
To investigate the statistical power of the Fisher exact test, we perform the test for dataset of simulated signals. The simulated signal is given by
where T is the period, A is the amplitude of the sinusoid, ∈ [− , ] is the phase, n = 1, ... ,N, and (n) is Gaussian noise sequence of zero mean and unit variance. This signal model is frequently used to model gene expression profiles that exhibit cyclic behavior. Since the periodogram is invariant to , we set to zero for the simulated signals. For Spellman's yeast cell-cycle datasets [8] , the number of time points per period ranges between 8 and 14 and the number of periods covered by the gene expression profiles ranges from 1 to 4. This characteristic is taken into consideration in our simulation experiments.
Empirical versus exact distribution
Fisher derived the exact distribution in Eq. (4) for the g-statistic computed from the periodogram defined in Eq. (1). To see whether the empirically calculated probability density function of the gstatistic agrees with the exact distribution given by Eq. (4), we generated a test dataset consisted of 10 000 random signals using Eq. (5), where A is set to zero. Multiple test datasets are generated for random signals of length N = 10-100 with an increment of 5. The maximum absolute error between the empirically obtained P(g > x) and the exact distribution of Eq. (4) is shown in Fig. 2a . For each signal length, 30 simulation runs are performed and the mean ( ) ± 2 standard deviations ( ) are plotted. We see that for short length signals (N < 40), the deviation from the exact distribution tends to be significant. Fig. 2b shows the exact distribution and the empirical distribution for N = 10. The deviation from exact distribution can be clearly seen. For larger value of N (i.e. N > 40), no significant deviation can be observed from the visual plot.
Although good agreement is obtained between the empirical and exact distribution for large N, we also notice that if a different method of calculating a signal's power spectrum is used, the deviation from the exact distribution can be very significant. Fig. 2c shows the exact distribution, the empirical distribution using the periodogram of Eq.
(1), and using the robust spectral estimator proposed in Ref. [4] for N = 50. We see that for the case where the robust spectral estimator is used, the empirical distribution deviates significantly from the exact distribution. Hence, in the situation that N is small or when a different spectral estimator is used, it is necessary that an empirically computed null distribution obtained from a large number of simulated random signals is used in place of the exact distribution during hypothesis testing. In the case of a real dataset, the dataset of random signals can be obtained by random permutation of the time points of each signal to destroy any periodicity in the signal.
Deviation from Gaussianity assumption
Fisher derived the exact distribution of the g-statistic for the null hypothesis in Eq. (4) under the Gaussian noise assumption. However, in many practical situations the noise distribution is usually not known or may not be Gaussian. To test whether the non-Gaussianity affects the test, we generated a test dataset consisted of 10 000 random signals with lognormal distribution. The lognormal distribution is chosen since there is evidence that the noise in microarray gene expression data is lognormal distributed [18] . Using Eq. (5), the signal length N is set to 30, 50 and 70, A is set to zero, and (n) is a lognormal distributed noise sequence with parameters = 0 and = 1. The mean and variance of the lognormal distribution is then given by = e +0.5 2 and var = (e 2 − 1)e 2 + 2 , respectively. Fig. 3 shows a plot of empirical distribution and the exact distribution for N = 30, 50, and 70. It can be seen that there is noticeable deviation from the exact distribution when the noise signal is lognormal distributed, although the deviation is much smaller than when a different spectral estimator is used (compare Fig. 3 to 2(c) ). The maximum absolute (sum of absolute) deviations are 0.12 (35.86), 0.14 (27.68), 0.15 (21.90) for the three sets of 10 000 lognormal distributed random signals of length N = 30, 50, and 70, respectively. The experimental results seem to suggest that there is some effect on the Fisher statistical test when the underlying noise distribution is not Gaussian. Fortunately, at least for the lognormal case, the deviation is not too severe.
Experimental setup
For each of the experiments describe below, each test dataset consists of 4000 random signals and 1000 periodic signals (i.e. 20% of total number of signals) embedded in zero mean unit variance iid Gaussian noise. Due to the large deviation from the exact distribution for very short signal length, we resort to empirically generate the null distribution by performing random permutation of the timepoints of each signal in the test set. Periodicity is then determined by hypothesis testing using the empirical distribution. Table 1 The mean value of L, TP, and Z as a function of N taken from Fig. 4 . To correct for multiple testing, the FDR framework as described in Ref. [2] is adopted. For each simulation, three quantities are determined: (1) the number of periodic signals detected by the test (L), (2) the number of true positives (TP), and (3) the number of true positives in the top 1000 signals (Z) as ranked by their p-values.
Power of Fisher test versus signal length
For this experiment, we investigate the effect of signal length on the power of the Fisher test. We set T = 10, A = √ 2 (giving a SNR of 0 dB), and the number of signal time points N is varied from 10 to 100 (in step of 5) giving a signal spanning from 1 to 10 periods. The FDR is set to 0.05. For each N, we performed 30 simulation runs and calculated and . The results for L, TP, and Z versus N are plotted in Fig. 4 . We see that the test is poor if signal length is short and/or signal is not integer number of periods. If the signal length is an integer number of periods, the test is good when N > 40. The poor result for signal length with non-integer number of periods is due to the truncation effect (windowing) of finite length signal when computing the periodogram using Eq. (1). This truncation effect is still very significant when N > 40. This has important implication when testing for periodicity in real signals of short finite length with unknown period-severe underestimation can occur. The TP versus N plot of Fig. 4(b) is very similar to Fig. 4(a) , indicating that most of the signals detected as periodic are indeed periodic. If we count the number of true positives within the top 1000 signals ranked by the g-statistics (or equivalently the p-values), we can see from Fig. 4(c) that even when the test fails, the ranking still returns many of the periodic signals (i.e., at N = 10 and 20). This ranking has been exploited by us for periodicity detection in gene expression time series data in a recent paper where the Fisher test cannot be reliably performed [5] .
In Table 1 , we tabulate the mean value of L, the mean value of TP, and the mean value of Z, for signal length with integer number of periods taken from the graphs in Fig. 4 . It can be seen that the power of the test deteriorates significantly when signal length is short. A signal length of around 40 or longer is needed to produce a good result when testing for periodicity using the Fisher test.
We also investigate whether the power of the test is affected by the sampling rate of the underlying sinusoid. For this we set the signal length N = 60, but vary the period as T ={10, 20, 30}. The other parameters are A = √ 2, FDR = 0.05. We perform 30 simulation runs for each T, with each dataset consists of 4000 random signals and 1000 periodic signals embedded in Gaussian noise. The results are tabulated in Table 2 . We see that higher sampling rate reduces the variance of the periodicity test. This is intuitively to be expected since the higher the sampling rate, the better a sinusoid can be detected with certainty in the signal.
Power of Fisher test versus SNR
We consider signals with different SNR ranging from −3 to 3 dB, with a step of 1 dB. The amplitude A of the signals is set to give the required SNR by using the fact that the signal power of a sinusoid is given by A 2 /2 and the noise power of zero mean unit variance iid Gaussian noise is 1. The other parameters of the simulated signals are T = 10, N = 50. FDR is set to 0.05. For each SNR, we performed 30 simulation runs and calculated and . The results for L, TP, and Z versus SNR are plotted in Fig. 5 . We see that the power of the test improves with higher SNR. For this experiment, a SNR of 0 dB (i.e., A = √ 2) or higher gives very good result. However, even for very noisy signals (with SNR as low as −3 dB), the power of the test is still quite high. For SNR = −3 dB, the test was able to detect 748 periodic signals, of which 715 are true positives.
Power of Fisher test versus FDR
In this experiment, we investigate the power of the test when different FDR are used. The signal parameters are T = 10, A = √ 2, N = 50. For each FDR, we performed 30 simulation runs and calculated and . The results for L, TP, and Z versus FDR are plotted in Fig. 6 .
As FDR increases, the number of periodic signals detected (L) also increases as expected, since the number of false positives increases when FDR increases. However, looking at Figs. 6(a) and (b), we see that at FDR beyond 0.04-0.05, most of the increase in L is due to the increase in false positives. Note that since Z is independent of FDR, the plot in Fig. 6(c) shows constant Z for different FDR.
Conclusions
Due to the difficulty in detecting periodicity in noisy gene expression time series profiles of very short length using conventional signal processing techniques, statistical hypothesis testing has been proposed as a promising tool for this task. In particular, the Fisher exact test for periodicity has been used in several recent papers that attempt to quantify the number of periodic gene expression time series profiles in microarray time series data. In this paper, we investigate the statistical power of the Fisher exact test for periodicity in a finite length signal by extensive simulation experiments. Although the theoretical null distribution was derived by Fisher analytically, we have found that the deviation from it can be significant when signal length is short, i.e. when the signal length is shorter than 40-50 time points. Moreover, when the signal does not cover an integer number of periods, significant drop in the statistical power of the test was observed. In this case, a much longer signal is needed for the test to return reliable result. We have also found that Fisher test is relatively robust to noise. We also investigate how the FDR multiple testing correction strategy affects the number of detected periodic signals. Although the Fisher test may be unreliable for short signal, the Fisher g-statistic has been observed to provide a useful ranking of periodic signals. All these findings have important implications for periodic gene expression profiles detection as these profiles are often noisy, of very short length, and often with unknown periodicity. In high likelihood, the number of periodic gene expression profiles can be severely underestimated for short length signal as is found with many of the publicly available gene expression datasets.
Hence the result returned by the Fisher test has to be taken with caution.
