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Abstract— Providing an analytical solution for the problem of finding Fastest Distributed Consensus (FDC) is one of the 
challenging problems in the field of sensor networks. Here in this work we present analytical solution for the problem of 
fastest distributed consensus averaging algorithm by means of stratification and semi-definite programming, for two 
particular types of Petal networks, namely symmetric and Complete Cored Symmetric (CCS) Petal networks. Our method in 
this paper is based on convexity of fastest distributed consensus averaging problem, and inductive comparing of the 
characteristic polynomials initiated by slackness conditions in order to find the optimal weights. Also certain types of leaves 
are introduced along with their optimal weights which are not achievable by the method used in this work if these leaves are 
considered individually. 
 
Index Terms— Distributed Consensus, Weight Optimization, Semidefinite Programming, Sensor Networks. 
I. INTRODUCTION 
istributed consensus has appeared as one of the most important and primary problems in the context of distributed 
computation and it has received renewed interest in the field of sensor networks, where some of its applications include 
distributed agreement, synchronization problems, [1] and load balancing in parallel computers [2]. Solving fastest distributed 
consensus averaging problem over networks with different topologies is one of the primary and challenging problems in this 
issue. Most of the methods proposed so far deal with the FDC averaging algorithm problem by numerical convex optimization 
methods and in general no closed-form solution for finding FDC has been offered up to now, except the previous works by 
author and [3]. 
 In [4], the author proposes an analytical solution for FDC problem based on Stratification and Semidefinite Programming 
(SDP), by imposing the slackness conditions and comparing the corresponding characteristic polynomials of blocks of weight 
matrix for two networks, which are special cases of Petal networks and in [5] the author has solved FDC problem analytically 
over branches connected to arbitrary networks where it has been proved that the obtained optimal weights are independent of the 
rest of the network. 
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 Following the same procedure used in [4, 5] we have managed to solve FDC problem over two particular types of Petal 
networks, namely symmetric and CCS Petal networks, in addition we have introduced certain types of leaves which can be used 
in symmetric and CCS Petal configurations along with their optimal weights where these optimal weights are not achievable if 
we consider the leaves individually. 
 The organization of the paper is as follows. Section II is an overview of the materials used in development of the paper, 
including relevant concepts from distributed consensus averaging algorithm, graph symmetry and semidefinite programming. In 
section III we present the symmetric and complete cored symmetric Petal (CCS) networks along with other kinds of leaves 
which can be used in symmetric Petal and CCS Petal configurations with the obtained optimal weights and the corresponding 
Second Largest Eigenvalue Modulus (SLEM). Section IV is devoted to proof of main results of paper for symmetric and CCS 
Petal networks and symmetric and CCS Petal networks with  Leaves and section V presents the conclusion and topics for 
future research.  
II. PRELIMINARIES 
This section introduces the notation used in the paper and reviews relevant concepts from distributed consensus averaging 
algorithm, graph symmetry and semidefinite programming. 
A. Distributed Consensus 
 We consider a network  with the associated graph   	 
 consisting of a set of nodes 	 and a set of edges 
 where each 
edge    
 is an unordered pair of distinct nodes.  
 Each node  holds an initial scalar value   , and       denotes the vector of initial node values 
on the network. Within the network two nodes can communicate with each other, if and only if they are neighbors.  
 The main purpose of distributed consensus averaging is to compute the average of the initial node values,      
via a distributed algorithm, in which the nodes only communicate with their neighbors. 
In this work, we consider distributed linear iterations, which have the form 
      ! """# $$$$$     $
where   %  is the discrete time index and " is the weight on " at node  and the weight matrix have the same sparsity 
pattern as the adjacency matrix of the network’s associated graph or "  $if   & 
, this iteration can be written in vector 
form as 
     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 The linear iteration (1) implies that    ' for  %  . We want to choose the weight matrix   so that for any 
initial value   converges to the average vector (  )   )  ))   i.e. 
*+,'-∞   *+,'-∞ '  ))   
(Here ) denotes the column vector with all coefficients one). This is equivalent to the matrix equation 
*+,'-∞ '  ))  (1) 
Assuming (1) holds, the convergence factor can be defined as 
.   /01 2   3 (242 3 (24   
where 2524 denotes the spectral norm, or maximum singular value. The FDC problem in terms of the convergence factor can be 
expressed as the following optimization problem: 
,+67 $$$$. $$$$$$$$$$$$$$$$$$$$$$$$ 
/8 8$$$ *+,'-∞ '  ))   
$$$$$$$$$$$$9  & 
: "   
(2) 
where  is the optimization variable, and the network is the problem data.  
 The FDC problem (2) is closely related to the problem of finding the fastest mixing Markov chain on a graph [3]; the only 
difference in the two problem formulations is that in the FDC problem, the weights can be (and the optimal ones often are) 
negative, hence faster convergence could be achieved compared with the fastest mixing Markov chain on the same graph. 
 In [6] it has been shown that the necessary and sufficient conditions for the matrix equation (1) to hold is that one is a simple 
eigenvalue of  associated with the eigenvector$), and all other eigenvalues are strictly less than one in magnitude. Moreover in 
[6] FDC problem has been formulated as the following minimization problem  
,+67 $$$$$,;<$=4 3=$$$$$$$$$$ 
/8 8$$$$$     )  ) 
$$$$$$$$$$$$$$9  & 
: "   
 
where   = > =4 > ? > = > 3 are eigenvalues of   arranged in decreasing order and ,;<$=4 3= is the Second 
Largest Eigenvalue Modulus (SLEM) of , and the main problem can be derived in the semidefinite programming form as [6]: 
,+67 $$$$$/$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 
/8 8$$$$@ /A B  3 ))  B /A 
$$$$$$$$$$$$     )  ) 
(3) 
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: "   
We refer to problem (3) as the Fastest Distributed Consensus (FDC) averaging problem.  
B. Symmetry of Graphs 
An automorphism of a graph   	 
 is a permutation C of 	 such that    
 if and only if$C C  
, the set of 
all such permutations, with composition as the group operation, is called the automorphism group of the graph and denoted 
by$D0. For a vertex$  	, the set of all images$C, as C varies through a subgroup$ E D0, is called the orbit of  
under the action of$. The vertex set 	 can be written as disjoint union of distinct orbits. In [7], it has been shown that the 
weights on the edges within an orbit must be the same. 
C. Semidefinite Programming (SDP) 
 SDP is a particular type of convex optimization problem [8]. An SDP problem requires minimizing a linear function subject to 
a linear matrix inequality (LMI) constraint [9]: 
,+6$$$ F  G 
/8 8$$$$H >   
where G is a given vector,      , and H  HI   H , for some fixed Hermitian matrices H. The inequality sign 
in H >  means that H is positive semidefinite. 
 This problem is called the primal problem. Vectors  whose components are the variables of the problem and satisfy the 
constraint H >  are called primal feasible points, and if they satisfy H J , they are called strictly feasible points. The 
minimal objective value G is by convention denoted by FK and is called the primal optimal value. 
Due to the convexity of the set of feasible points, SDP has a nice duality structure, with the associated dual program being: 
,;<$$$ 3L.MHINO 
/8 8$$$$$$$$$N > $$$ 
$$$$$$$$$$$$$$$$$$L.MHNO  G  
 
 Here the variable is the real symmetric (or Hermitian) positive matrix N, and the data G, H are the same as in the primal 
problem. Correspondingly, matrix N satisfying the constraints is called dual feasible (or strictly dual feasible if N J ). The 
maximal objective value of 3L.MHINO, i.e. the dual optimal value is denoted by PK.  
 The objective value of a primal (dual) feasible point is an upper (lower) bound on FKPK. The main reason why one is 
interested in the dual problem is that one can prove that$PK Q FK, and under relatively mild assumptions, we can have$FK  PK. If 
the equality holds, one can prove the following optimality condition on$. 
A primal feasible  and a dual feasible N are optimal, which is denoted by R and$NS , if and only if 
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HRNS  NSHR  8$ (4) 
This latter condition is called the complementary slackness condition. 
 In one way or another, numerical methods for solving SDP problems always exploit the inequality$P Q PK Q FK Q F, where$P 
and$F are the objective values for any dual feasible point and primal feasible point, respectively. The difference 
FK 3 PK  G  L.MHINO  L.MHNO > $  
is called the duality gap. If the equality PK  FK holds, i.e. the optimal duality gap is zero, and then we say that strong duality 
holds. 
III.  MAIN RESULTS 
 This section presents the main results of the paper. Here we introduce the symmetric Petal and complete cored symmetric 
(CCS) Petal networks along with other kinds of leaves which can be used in symmetric Petal and CCS Petal configurations with 
the obtained optimal weights and the corresponding SLEM. 
A. Symmetric Petal Network  
 A symmetric Petal network of order T U consists of  similar leaf graphs of order T U which share one of their ending 
nodes together and each leaf graph of order T U contains U path graphs of length T which are connected to each other from 
both ending nodes. A symmetric petal network of order   VT  W U  X is depicted in Fig.1. 
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Fig.1. A symmetric Petal network of order   WT  X U  W 
 The optimal weights over the edges of a symmetric petal network equals  %  except the edges connected to central node and 
the edges connected to last node (with maximum distance from central node) of each leaf where the optimal weights over these 
edges equals % %  U  and    U , respectively (as weighted in Fig.1. for one leaf). The SLEM of the network equals 
YZ[\ where \ is the smallest root of U 3 %][+6]T 3 \^  [+6]T  \^^  %U [+6T\   between  and _. The 
SLEM of symmetric Petal network of order T U for different numbers of T and U has been listed below in Table 1. 
 6
T U$ SLEM T U$ SLEM 
(2,2,1) 0.80901 (3,2,1) 0.83851 
(2,2,2) 0.80473 (3,2,2) 0.84824 
(2,2,3) 0.82569 (3,2,3) 0.87040 
(2,3,1) 0.90096 (3,3,1) 0.91294 
(2,3,2) 0.89987 (3,3,2) 0.91935 
(2,3,3) 0.91143 (3,3,3) 0.93210 
(2,3,4) 0.92278 (4,3,5) 0.96107 
Table. 1. SLEM of symmetric Petal network of order T U for different numbers of T and U. 
 Symmetric Petal network for U   reduces to symmetric star network where the obtained results are in agreement with those 
of [4].  The leaf of symmetric Petal network for U  % reduces to a cycle network where the optimal weights of FDC problem 
over cycle network [7] depend on global topology of network while here the weights of the edges except for those connected to 
central node are independent of length of leaves.  As it is obvious from the results given in Table.1. SLEM of a symmetric Petal 
network increases by number of path graphs on each leaf due to increase in number of nodes except for   U  % since in the 
case of   U  % by increasing the number of path graphs on each leaf from  to % the bottleneck effect of middle nodes of path 
graphs on leaves is reduced but after U  W the bottleneck effect of the central node is dominant and in the case of  J %, SLEM 
of a symmetric Petal network increases by number of path graphs on each leaf due to increase in number of nodes. 
 
Fig.2. Normalized Euclidean Distance of vector of node values from the stationary distribution in terms of number of iterations. 
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The only similarity between the obtained optimal weights and those obtained from Metropolis-Hasting method is over the middle 
edges of path graphs within leaves where their weights equal  % . We have compared the obtained optimal weights and those 
obtained from Metropolis-Hasting method over symmetric Petal network depicted in Fig.2. in a per step manner. 
 In Fig.2. normalized Euclidean distance of vector of node values from the stationary distribution in terms of number of 
iterations for the symmetric Petal network depicted in Fig.1. is presented 
  As it is obvious from Fig.2. at first few iterations Metropolis-Hasting method and the optimal weights have the same mixing 
rate per step but after first few iterations optimal weights achieve better mixing rate per step since due to their smaller SLEM. 
B. Complete Cored Symmetric Petal (CCS Petal) Network  
 A CCS Petal network of order T U consists of  similar leaf graphs of order T U where the leaves are connected to 
each other at one end such that the connected part of leaves form a complete graph. A CCS Petal network of order   WT 
XUW is depicted in Fig.3. 
 The optimal weights over the edges of the central complete part equals    and the rest of the edges equals  %  except the 
edges connected to central complete part and the edges connected to last node (with maximum distance from central complete 
part) of each leaf where the optimal weights over these edges equals    U $(as weighted in Fig.3. for one leaf). 
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Fig.3. A complete cored symmetric Petal network of order   WT  X U  W 
The SLEM of CCS Petal network of order T U for different numbers of T and U has been listed below in Table 2.   
T U$ SLEM T U$ SLEM 
(2,2,1) 0.86602 (3,2,1) 0.86602 
(2,2,2) 0.88191 (3,2,2) 0.88191 
(2,2,3) 0.90138 (3,2,3) 0.90138 
(2,3,1) 0.92387 (3,3,1) 0.92387 
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(2,3,2) 0.93417 (3,3,2) 0.93417 
(2,3,3) 0.94619 (3,3,3) 0.94619 
(2,3,4) 0.95514 (4,3,5) 0.96172 
Table. 2. SLEM of CCS Petal network of order T U for different numbers of T and U. 
 A CCS Petal network for U   reduces to complete cored symmetric star network where the obtained results are in agreement 
with those of [4]. As it is obvious from the results given in Table.1. SLEM of a CCS Petal network does not change with , the 
number of leaves since the central complete graph acts like a highway and does not make any restrictions over SLEM then SLEM 
only depends on topology of each individual leaf and does not change with number of leaves, which is true for other networks 
with complete cored structures. This a great advantage of networks with complete cored configurations over other similar 
networks with central node configurations. 
 Here in the following subsections we introduce different graphs which can be replaced as leaves of symmetric and CCS Petal 
networks, together with their corresponding optimal weights for symmetric and CCS Petal configurations, respectively. 
C. Symmetric  Leaf  
 A symmetric  network consists of two balanced U-ary tree of height T with the U leaves of the left tree identified with 
the U leaves of the right tree in the simple way as shown in Fig.4. for T  W U  %.  
1w 2w 3w 4w 5w 6w  
Fig.4. A symmetric  network for T  W U  % as a leaf. 
 A balanced U-ary tree is a tree network of height T where each node except the leave nodes (nodes without children) has U 
children  
 In a symmetric petal network with symmetric  leaves where  similar symmetric  networks are connected to a central 
node, the optimal weights over the edges connected to central node equals % %  U  and for the rest of edges equals 
   U  and in a CCS petal network with symmetric  leaves where  similar symmetric  networks are connected to 
each other at one end such that the connected part of leaves form a complete graph, the optimal weights over the edges of central 
complete graph equals    and for the rest of edges equals    U . 
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D. Asymmetric `a  Leaf  
 An asymmetric `a network is a symmetric  network where every node at -th depth of each tree have U children, in 
such a way that both trees have the same number of leaf nodes. An asymmetric `a  leaf is depicted in Fig.5. 
Central 
Part
1w 2w 3w 4w 5w  
Fig.5. An asymmetric bc`ca as a leaf for T  WTd  % U  U4  Ue  Uf  % Ug  X. 
 In a symmetric petal network with asymmetric `a  leaves where  similar asymmetric `a  networks are connected to a 
central node, the optimal weights over the edges connected to central node equals % %  U  and for the of edges on -th depth 
of each tree network of leaves equals    U  and in a CCS petal network with asymmetric `a  leaves where  similar 
asymmetric `a  networks are connected to each other at one end such that the connected part of leaves form a complete 
graph, the optimal weights over the edges of central complete graph equals    and for the edges on -th depth of each tree 
network of leaves equals    U . 
E. Extended Leaves  
 For the leaves built from combination of the leaves introduced in previous sections, the obtained optimal weights still hold 
true, in both symmetric Petal and CCS Petal configurations. In Fig.6. a combined leaf is depicted. 
 
Fig.6. A combined leaf. 
Also in [5, 7] five different branches or leaves are introduced, namely, path, Lollipop, Semi-Complete, Ladder and tree branches, 
where these branches can be added to leaves introduced in this paper while their optimal weights remain unchanged. 
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IV. PROOF OF MAIN RESULTS  
In this section solution of fastest distributed consensus averaging problem and determination of optimal weights over 
symmetric and complete cored symmetric (CCS) Petal networks along with other kinds of leaves introduced in section III are 
presented. 
A. Symmetric Petal Network  
 Here we consider a symmetric Petal network of order T U with the undirected associated connectivity graph$  	 
 
consisting of h	h    UT 3    nodes and h
h  UT edges, where the set of nodes is denoted by 
	     i where   and U vary from  to T,  to  and  to U respectively.  (see Fig.1 for   WT  X U  W). 
 Automorphism of symmetric Petal network is j permutation of nodes of each Leaf on -th distance from central node for 
   T and j permutation of leaves hence according to subsection II-B it has T   class of edge orbits and it suffices to 
consider just T weights k k4   k (as labeled in Fig. 1. for   WT  X U  W), and consequently the weight matrix for 
the network can be defined as 
 "lmno 
pqq
r
qqs
k$$$tuv$$$    i  $$$w   F    $$$x    U$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$k$$$tuv$$$        i    U$$$w  F  x  $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ky$$$tuv$$$    T 3  w       F     i  x    U$$$$$$$$$$$k $$$tuv$$$  %  T w   3    F     i  x    U$$$$$$$$$$$$$$$$$$$$$$$ 3 Uk$$$tuv$$$    i  w  F  x  $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 3 k 3 ky$$$tuv$$$  w   T 3 $$$  F    $$$i  x    U 3 k$$$tuv$$$  w  T$$$  F    $$$i  x    U$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
z 
We associate with the node    i the h	h {  column vector |"l  |} |"}|l for   i     T$$$ 
  $$$i    U ~     i   where | |" and |l are T   {     {  and i   {  column vectors with 
one in the -th, -th and i-th position respectively and zero elsewhere. Introducing the new basis I  |III and  
m`ma  U!"m`! 4lma|"ll

" $$$tuv$$$    T$$$w     3 $$$w4    U 3  
with   |"a  and 4  |"a  and using Stratification method [7, 11, 12, 13@4th paper] the weight matrix   for symmetric 
Petal network in the new basis takes the block diagonal form with diagonal blocks  4 and e defined as: 
  



 3 Uk Uk Uk  3 k 3 k4 k4  k4  3 k4 3 ke     k  k  3 k 3 k Uk Uk  3 Uk



 (5-a) 
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 4 


 3k 3k% k% k% 3k% 3kW kW  kW      3kT3 3kT UkT UkT  3 UkT


 (5-b) 
 e 


 3k 3k% k% k%  3k% 3kW kW  kW     3kT3% 3kT3 kT3kT3 3kT3 3kT


 (5-c) 
 Considering the fact that 4 and e are sub matrices of  and 4, respectively and using Cauchy Interlacing Theorem, 
Theorem 1 (Cauchy Interlacing Theorem) [15]: 
 Let  and  be 6 { 6 and ,{, matrices, where , Q 6,  is called a compression of  if there exists an orthogonal 
projection  onto a subspace of dimension , such that   . The Cauchy interlacing theorem states that If the eigenvalues of 
 are  Q ? Q  and those of  are  Q ? Q c, then for all , 
 Q  Q cy 
Notice that, when  3T  , we have 
="D Q =" Q ="yD 
we can state the following corollary for the elements of Id , 
 In the case of   , after stratification the weight matrix 4 does not exist and consequently Cauchy interlacing theorem will 
not be true thus the followings are true for  > %. 
Corollary 1,  
For  4 and e given in (5), theorem 1 implies the following relations between the eigenvalues of  4 and e  
=h	h   =y  Q = 4 Q ? Q =4  Q = 4 Q =    (6-a) 
= 4 Q = e Q ? Q =4 4 Q = e Q = 4 (6-b) 
It is obvious from above relations that =4  and =h	h  are amongst the eigenvalues of and 4, respectively. 
Based on corollary 1 and subsection II-A, one can express FDC problem for symmetric Petal network in the form of semidefinite 
programming as: 
,+6$$$$$$$$ /$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ /8 8$$$$$$ 3 /A Q $  3   4 Q /A 
(7) 
where  is a T   {  column vector defined as:  
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    UT 3    { 
$$$tuv$$$  $$$$$$$$$$$$$$$$$U$$$tuv$$$  % T$$$tuv$$$  T  $$$$$z  
which is eigenvector of  corresponding to the eigenvalue one. The matrices  and 4 can be written as 
   Ay 3!k  (8-a) 
 4  A 3!k  (8-b) 
where  and are T   {  and T {  column vectors, respectively defined as: 
  U$$$  $$$$$$3$$$  %$$$$$$$$$$$$|.k/| z$  
  $$$  $$$$$$$$$$$$3$$$    $$$|.k/|z$$$for$$$  %  T 3   
  $$$$$$  T$$$$$$$$$3U$$$    $$$|.k/|$$ z$  
  3$$$  $$$$$$$$$$$$$$|.k/|$$$ z  
  $$$   3 $$$$$3$$$  $$$$$$$$$$$$$|.k/|$ z $$$tuv$$$  %  T 3 8  
  $$$  T 3 $$$$$$$$3U$$$  T$$$$$$$$$$$$$|.k/|$$$$$$$z  
 In order to formulate problem (7) in the form of standard semidefinite programming described in section II-C, we define H  G 
and  as below: 
HI  $3A  $Ay 3   
H     3¡ $$$tuv$$$    T  
Hy  A4y  
G  $$$   T$$$$$$G4y    
  Mk k4   k /O  
In the dual case we choose the dual variable N >  as 
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N  ¢££4¤ 5 M£ £4O (9) 
where £ and £4 are T {  and T   {  column vectors, respectively. Obviously (9) choice of N implies that it is positive 
definite. 
From the complementary slackness condition (4) we have 
/A 3 4£   (10-a) 
/A $  3 £4   (10-b) 
Multiplying both sides of equation (10-b) by  we have /£4   which implies that 
£4   (11) 
Using the constraints L.MHNO  G we have 
££  £4£4   (12-a) 
£4  £44   for      T (12-b) 
To have the strong duality we set G  L.MH0NO  0, hence we have 
££ 3 £4£4  /$  
Considering the linear independence of  and  for    T, we can expand £ and £4 in terms of  and as 
£ !¥  (13-a) 
£4 !¥d  (13-b) 
with the coordinates ¥  ¥′  for    T to be determined. 
Using (8) and the expansions (13), while considering (11), by comparing the coefficients of  and  for    T in the 
slackness conditions (10), we have 
3/  ¥  k£$$$tuv$$$    T (14-a) 
/  ¥d  k£4$$$tuv$$$    T (14-b) 
Considering (12-b), we obtain 
3/  4¥4  /  4¥d4$$$¦§.$$$    T$ (15) 
or equivalently 
¥4¥"4  ¥
d4¥"d4$ (16) 
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for 9   MTO and for £ and £4$$   T, we have 
£ !¥"""  (17-a) 
£4 !¥"d"d"  (17-b) 
where  and d are the gram matrices, defined as "  " and "d  ", respectively, or equivalently 
 


  U 3 ? 3 % 3 ¨3   ¨  % 3 ?  3   U

  d 


  3 ? 3 % 3 ¨3   ¨  % 3 ?  3   U

$
Substituting (17) in (14) we have 
3/   3   Uk¥  3k¥4 (18-a) 
3/   3 %k¥  3k¥  ¥y$$$tuv$$$  %  T 3  (18-b) 
3/   3   Uk¥  3k¥ (18-c) 
and 
/   3 k¥d  3k¥4d  (19-a) 
/   3 %k¥d  3k¥d  ¥yd $$$tuv$$$  %  T (19-b) 
/   3   Uk¥d  3k¥d  (19-c) 
Now we can determine / (SLEM), the optimal weights and the coordinates ¥ and ¥d, in an inductive manner as follows: 
In the first stage, from comparing equations (18-c) and (19-c) and considering the relation (16), we can conclude that 
3/   3   Uk4  /   3   Uk4  
which results in  
k     U  (20) 
and$/  , where the latter is not acceptable. Assuming /  YZ[$\ and substituting (20)  in (18-c) and (19-c), we have 
¥  [+6$%\[+6$\ ¥  
¥d  [+6$%_ 3 \[+6$_ 3 \ ¥d 8  
Continuing the above procedure inductively, up to  3  stages, and assuming 
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¥"  [+6$]  \^[+6$\ ¥$$$$$$$$$$$$$$$$$$$$$ Q 9 Q  
and 
¥"d  [+6$]  _ 3 \^[+6$_ 3 \ ¥d $$$$$$$$$$$$$$$$$$$$$ Q 9 Q  
for the -th stage, we get the following equations from comparison of equations (18-b) and (19-b), 
©3/   3 %k [+6$]T 3   \^[+6$\  k [+6$]T 3   %\^[+6$\ ª ¥  3k¥y (21-a) 
©/   3 %k [+6$]T 3   _ 3 \^[+6$_ 3 \  k [+6$]T 3   %_ 3 \^[+6$_ 3 \ ª¥d  3k¥yd  (21-b) 
while considering relation (16) we can conclude that 
«3/   3 %k[+6$]T 3   \^  k[+6$]T 3   %\^¬4
 «/   3 %k[+6$]T 3   _ 3 \^  k[+6$]T 3   %_ 3 \^¬4 
which results in 
k  % (22) 
Substituting k   %  in (21), we have 
¥y  [+6$]T 3 \^[+6$\ ¥ (23-a) 
¥yd  [+6$]T 3 _ 3 \^[+6$_ 3 \ ¥d  (23-b) 
the results in (22) and (23) are true for   % T 3 , and in the last stage, from equations (18-a) and (19-a) and using relation 
(16) and (23), we can conclude that  
k  %%  U  
and \ has to satisfy the following relation 
U 3 %][+6]T 3 \^  [+6]T  \^^  %U [+6T\   (24) 
where SLEM equals YZ[$\ for the smallest root of (24) between 0 and _ 
 Also one should notice that necessary and sufficient conditions for the convergence of weight matrix are satisfied, since all 
roots of / which are the eigenvalues of  are strictly less that one in magnitude, and one is a simple eigenvalue of  associated 
with the eigenvector ), where this happens due to positivity of optimal weights [6]. 
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B. Complete Cored Symmetric (CCS) Petal Network  
 Here we consider a CCS Petal network of order T U with the undirected associated connectivity graph$  	 
 
consisting of h	h  UT 3   % nodes and h
h  4  UT 3  edges, where the set of nodes is denoted by 	 
  i where   and U vary from  to T  ,  to  and  to U respectively.  (see Fig.3 for   WT  X U  W). 
 Automorphism of CCS Petal network is j permutation of nodes of each leaf on -th distance from central node for  
 T and j permutation of leaves hence according to subsection II-B it has T  % class of edge orbits and it suffices to 
consider just T   weights kI k k4   k (as labeled in Fig. 3. for   WT  X U  W), and consequently the weight 
matrix for the network can be defined as 
 "lmno 
pqq
r
qqs
kI$$$tuv$$$  w  $$$ F    $$$i  $x  $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$k$$$tuv$$$   w  %$$$  F    $$$i  $$$x    U$$$$$$$$$$$$$$$$$$$$$$$k $$$tuv$$$  %  T 3 $$$$w    $$$  F    $$$i  x    Uk $$$tuv$$$  T$$$$w  T  $$$  F    $$$x  $$$i    U$$$$$$$ 3  3 kI 3 Uk$$$tuv$$$  w  $$$  F    $$$i  x  $$$$$$$$ 3 k 3 k $$$tuv$$$  w  % T$$$  F    $$$i  x    U 3 Uk$$$tuv$$$  w  T  $$$  F    $$$i    U$$$x  $$$$$$
z 
We associate with the node    i the h	h {  column vector |"l  |} |"}|l for   i     T  $$$ 
  $$$i    U where | |" and |l are T   { $$$ {  and U {  column vectors with one in the -th, -th and i-th 
position respectively and zero elsewhere. Introducing the new basis   
m`ma  U!"m`! 4lma|"ll

" $$$tuv$$$    T  $$$w     3 $$$w4    U 3  
with   |"a  and 4  |"a  and using Stratification method [7, 11, 12, 13@4th paper] the weight matrix  for CCS Petal network in 
the new basis takes the block diagonal form with diagonal blocks  4 and e defined as: 
  



 3 Uk Uk Uk  3 k 3 k4 k4  k4  3 k4 3 ke     k  k  3 k 3 k Uk Uk  3 Uk



 (25-a) 
 4 



 3 Uk 3 k Uk Uk  3k 3k% k%  k%  3k% 3kW     kT3  kT3  3kT3 3kT UkT UkT  3 UkT



 (25-b) 
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 e 


 3k 3k% k% k%  3k% 3kW kW  kW     3kT3% 3kT3 kT3kT3 3kT3 3kT


 (25-c) 
Considering the fact that e is a submatrix of  and 4, respectively and using Cauchy Interlacing Theorem, we can state the 
following corollary for the eigenvalues of  4 and e, 
In the case of   , after stratification the weight matrix  4 does not exist and consequently Cauchy interlacing theorem will 
not be true thus the followings are true for  > %. 
Corollary 2,  
For  4 and e given in (25), theorem 1 implies the following relations between the eigenvalues of  4 and e  
=y  Q =  Q = e Q ? Q =4  Q = e Q =  (26-a) 
=y 4 Q = 4 Q = e Q ? Q =4 4 Q = e Q = 4 (26-b) 
Considering the relation     4  kI|| between the matrices   and  4 and using the Courant-Weyl inequalities 
theorem,  
Theorem 2 (The Courant-Weyl inequalities) [16]: 
Let D and  be Hermitean Matrices of order , and let  Q   Q . 
(i) If    Q  then =y"D   Q =D  =", 
(ii) If    3  >  then =D  =" Q =y"D  , 
(iii) If  is positive semidefinite, then =D   > =D. 
we state the following corollary for the eigenvalues of  and 4, 
Corollary 3,  
 For kI J  and  4 given in (25-a) and (25-b), respectively, theorem 2 implies the following interlacing relations between 
the eigenvalues of  and 4  
=h	h   =y 4 Q =y  Q = 4 Q ? Q =4  Q = 4 Q =    
It is obvious from corollary 2 and 3 that =4  and =h	h  are amongst the eigenvalues of 4. 
Based on corollary 2 and 3 and subsection II-A, one can express FDC problem for CCS Patel network in the form of semidefinite 
programming as: 
,+6$$$$$$$$ /$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 
/8 8$$$$$$ 3 /A Q $ 4 Q /A (27) 
 4 can be written as 
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 4  Ay 3!kI  (28) 
where  for    T are T   {  column vectors, respectively defined as: 
I  ­3$$$  $$$$$$$$$|.k/| z$  
   U$$$  $$$$$$3$$$  %$$$$$$$$$$$$|.k/| z  
  $$$  $$$$$$$$$$$$3$$$    $$$|.k/|z$$$for$$$  %  T 3   
   $$$$$$  T$$$$$$$$$3U$$$  T  $$$|.k/|$$ z$  
In order to formulate problem (27) in the form of standard semidefinite programming described in section II-C, we define H  G 
and  as below: 
HI  $3Ay  $Ay  
H     3 ¡ $$$tuv$$$    T    
Hy4  A4y4  
G  $$$   T  $$$$$$Gy4    
  MkI k k4   k  /O  
In the dual case we choose the dual variable N >  as 
N  ¢££4¤ 5 M£ £4O (29) 
where £ and £4 are T   {  and T   {  column vectors, respectively. Obviously (29) choice of N implies that it is 
positive definite. 
From the complementary slackness condition (4) we have 
/A 3 4£   (30-a) 
/A $ 4£4   (30-b) 
Using the constraints L.MHNO  G we have 
££  £4£4   (31-a) 
£4  £44   for      T (31-b) 
 19 
To have the strong duality we set G  L.MH0NO  , hence we have 
££ 3 £4£4  /$  
Considering the linear independence of  for    T, we can expand £ and £4 in terms of as 
£ !¥I  (32-a) 
£4 !¥dI  (32-b) 
with the coordinates ¥  ¥d for    T to be determined. 
Using (28) and the expansions (32), while considering (11), by comparing the coefficients of     T in the slackness 
conditions (30), we have 
3/  ¥  k£$$$tuv$$$    T (33-a) 
/  ¥d  k£4$$$tuv$$$    T (33-b) 
Considering (31-b), we obtain 
3/  4¥4  /  4¥d4$$$tuv$$$    T$ (34) 
or equivalently 
¥4¥"4  ¥
d4¥"d4$ (35) 
for 9   MTO and for £ and £4$$   T, we have 
£ !¥"""I  (36-a) 
£4 !¥"d""I  (36-b) 
where  is the gram matrices, defined as "  ", or equivalently 
 


  3U ? 3U U   3 ¨3 % ¨   3 3 % 3 ?  3   U

$
Substituting (36) in (33) we have 
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3/   3 kI¥RI  3UkI¥ (37-a) 
3/   3 U  k¥  3k¥RI  ¥4 (37-b) 
3/   3 %k¥  3k¥  ¥y$$$tuv$$$  %  T 3  (37-c) 
3/   3   Uk¥  3k¥ (37-d) 
and 
/   3 kI¥RId  3UkI¥d  (38-a) 
/   3 U  k¥d  3k¥RId  ¥4d  (38-b) 
/   3 %k¥d  3k¥d  ¥yd $$$tuv$$$  %  T (38-c) 
/   3   Uk¥d  3k¥d  (38-d) 
where ¥RI  U¥I and ¥RId  U¥Id . Now we can determine / (SLEM), the optimal weights and the coordinates ¥ and ¥d, in an 
inductive manner as follows: 
In the first stage, from comparing equations (37-a) and (38-a) and considering the relation (35), we can conclude that 
3/   3 kI4  /   3 kI4  
which results in kI     and$/  , where the latter is not acceptable. Substituting kI      in (37-a) and (38-a), we have 
¥  /U ¥RI  
¥d  3 /U ¥RId   
In the second stage, from comparing equations (37-b) and (38-b) and considering the relation (35), we can conclude that 
®3/   3 U  k /U  k¯
4  «3/   3 U  k /U  k¬4  
which results in k   U   , where the latter is not acceptable. Substituting k   U     in (37-b) and (38-b), we have 
¥4  °U  U /4 3 ±¥RI  
¥4d  °U  U /4 3 ±¥RId   
Continuing the above procedure inductively, up to  3  stages, and assuming 
¥"  ¦"/¥RI$$$$$$$$$$$$$$$$$$$$$ Q 9 Q  
and 
¥"d  ¦"3/¥RId $$$$$$$$$$$$$$$$$$$$$ Q 9 Q 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where ¦/ is an even (odd) polynomial in terms of / for even (odd) values of , for the U-th stage, by comparing equations (37-
c) and (38-c), we get the following equations 
]3/   3 %k¦/  k¦/^¥RI  3k¥y (39-a) 
]/   3 %k¦3/  k¦3/^¥RId  3k¥yd  (39-b) 
and considering relation (35) we can conclude that 
]3/   3 %k¦/  k¦/^4  ]3/   3 %k¦/  k¦/^4  
which results in 
k  % (40) 
Substituting k   %  in (39) we have 
]%/¦/ 3 ¦/^¥RI  ¥y (41-a) 
]3%/¦3/ 3 ¦3/^¥RId  ¥yd  (41-b) 
where (40), and (41) hold true for    T 3  and in the T-th stage, from equations (37-d) and (38-d) and using relation 
(35), we can conclude that 
k   U    (42) 
¥  ]%/¦/ 3 ¦4/^¥RI (43-a) 
¥d  ]3%/¦3/ 3 ¦43/^¥RId  (43-b) 
and / has to satisfy following equation 
%U  /4 3 ¦/  U  /¦4/ (44) 
The polynomials ¦/ can be obtained inductively as follows: 
¦/  /U 
¦4/  U  U /4 3  
¦/  %/¦/ 3 ¦4/$$$tuv$$$  W  T 3  
C. Asymmetric `a  Leaf  
Here we consider a symmetric Petal network with b²  leaves where every node at -th distance from the central node have 
U      T  Td children, except the leaf nodes. The network’s undirected associated connectivity graph   	 
 consists 
of h	h    ] ³ U""y²  ^ nodes and h
h  ] ³ U""y²  ^ edges, where the set of nodes on -th distance of 
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central node is denoted by 	   i i4   i where   and i vary from  to T Td,  to  and  to U respectively.  (See 
Fig.5 for T  WTd  % U  U4  Ue  Ud  % U4d  X) and we indicate the central node by . 
 Automorphism of symmetric Petal network with b²  leaves is j´ permutation of nodes of each leaf on -th distance from 
central node for    T  Td and j permutation of leaves hence according to subsection II-B it has TTd   class of 
edge orbits and it suffices to consider just T Td weights k k4   ky²  (as labeled in Fig. 5. for T  WTd  %), and 
consequently the weight matrix for the network can be defined as 
 " 
pqr
qskm $$$tuv$$$  ]. i   im^$$$  ]. i   im im^$$$.    $$$iµ    Uµ $$$¶    w$$$w   T  Td 3 Uk$$$tuv$$$    $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 3 ky² $$$tuv$$$    . i   iy²$$$iµ    Uµ $$$¶   T  Td$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 3 Umkmy 3 km $$$tuv$$$    ] i   im^$$$iµ    Uµ $$$¶    w$$$w   T  Td 3 $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
z 
We associate with the node ]. i   im^ the h	h {  column vector |·l`l¸¹`  |·}|l`}} |l¸ for . i   im 
w   T  Td$$$.    $$$iµ    Uµ $$$¶    w where |·  |l`    |l¸¹` and |l¸ are  {  i {   im {  
and im {  column vectors with one in the .-th, i-th   im-th  and im-th position respectively and zero elsewhere. 
Introducing the new basis    and  
m  º³ Um !I
·n»! l`n` `l` ! m]l¸^n¸|]·l`l¸^
¸
l¸

" $$$tuv$$$w   T  Td$$$FI     3 $$$Fµ
   Uµ 3 $$$¶    w 
with I  |"a  and µ  |"a¼  for ¶    w and using Stratification method [7, 11, 12, 13@4th paper] the weight matrix  for 
CCS Petal network in the new basis takes the block diagonal form with diagonal blocks  4   ½¾¿¾²¿`a Ày4 defined as: 
  





 3 Uk Uk Uk  3 k 3 U4k4 U4k4  U4k4  3k4 3 Ueke     Uk  Uk  3k 3 ky Uyky  Uyky      3 Uy²ky² 3 ky² Uy²ky² Uy²ky²  3 Uy²ky²





 (45-a) 
 4 




 3 k 3 U4k4 U4k4 U4k4  3 k4 3 Ueke     Uk  Uk  3 k 3 ky Uyky  Uyky      3 Uy²ky² 3 ky² Uy²ky² Uy²ky²  3 Uy²ky²




 (45-b) 
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 e 



 3 k 3 U4k4 U4k4 U4k4  3 k4 3 Ueke     Uk  Uk  3 k 3 ky Uyky  Uyky     3 Uy²ky² 3ky²



 (45-c) 
and  for   X  Áy²y4 Â  % obtains from deleting first and last row and column of . 
Considering the fact that  4 is a submatrix of   and using Cauchy Interlacing Theorem, we can state the following corollary 
for the eigenvalues of  and 4, 
In the case of   , after stratification the weight matrix  4 does not exist and consequently Cauchy interlacing theorem will 
not be true thus the followings are true for  > %. 
Corollary 4,  
For  and 4 given in (45), theorem 1 implies the following relations between the eigenvalues of  and 4  
=h	h   =y²y  Q =y² 4 Q =y²  Q ? Q =4  Q = 4 Q =     
It is obvious from corollary 4 that =4  and =h	h  are amongst the eigenvalues of 4 and , respectively. 
Based on corollary 4 and subsection II-A, one can express FDC problem for the symmetric Patel network with b² leaves in 
the form of semidefinite programming as: 
,+6$$$$$$$$ /$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ 
/8 8$$$$$$ 4 Q /A$$$$$$$$$$$$$$$ 
3/A Q   3  
(46) 
where  is a T  Td   {  column vector defined as:  
  hh {
pq
qqq
qr
qqq
qq
sÃÄ U"y²"y $$$tuv$$$  $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
ÃÄ U"y²"y { ÃÄ U"" $$$tuv$$$  %  T  $$$$$$$$$$
ÃÄ U"y²" { ÃÄ U"" $$$tuv$$$  T  % T Td
ÃÄ U"" $$$tuv$$$  T Td  $$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
z  
which is eigenvector of  corresponding to the eigenvalue one. The matrices  and 4 can be written as 
   Ay²y 3 ! ky
²
  
(47-a) 
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 4  Ay²y 3 ! ky
²
  
(47-b) 
where and  for    T Td are T  Td {  column vectors, respectively defined as: 
  U$$$  $$$$$$3$$$  %$$$$$$$$$$$$$|.k/|$$$z$  
  U $$$  $$$$$$$3$$$    $$$|.k/|z $$$tuv$$$  %  T  
  $$$  $$$$$$$$$$$$$$$$3U $$$    $$$|.k/|$$$$z$$$for$$$  T   T  Td  
  3$$$  $$$$$$$$$$$$$|.k/|$$$z$  
  U $$$   3 3$$$  $$$$$$$$$$$$|.k/| z $$$tuv$$$  %  T  
  $$$   3 $$$$3U $$$  $$$$$$|.k/|z$$$for$$$  T   T  Td  
In order to formulate problem (46) in the form of standard semidefinite programming described in section II-C, we define H  G 
and  as below: 
HI  $3Ay²  $Ay²y 3   
H     3¡ $$$tuv$$$    T  Td  
Hy²y  A4y4²y  
G  $$$    T  Td$$$$$$Gy²y    
  Mk k4   ky²  /O  
In the dual case we choose the dual variable N >  as 
N  ¢££4¤ 5 M£ £4O (48) 
where £ and £4 are T  Td {  and T  Td   {  column vectors, respectively. Obviously (48) choice of N implies that 
it is positive definite. 
From the complementary slackness condition (4) we have 
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/A 3 4£   (49-a) 
/A $  3 £4   (49-b) 
Multiplying both sides of equation (49-b) by  we have /£4    which implies that 
£4   (50) 
Using the constraints L.MHNO  G we have 
££  £4£4   (51-a) 
£4  £44   for      T  Td (51-b) 
To have the strong duality we set G  L.MH0NO  , hence we have 
££ 3 £4£4  /$  
Considering the linear independence of  and  for    T Td, we can expand £ and £4 in terms of  and  as 
£  ! ¥y
²
  
(52-a) 
£4  ! ¥dy
²
  
(52-b) 
with the coordinates ¥  ¥d for    T  Td to be determined. 
Using (47) and the expansions (52), while considering (50), by comparing the coefficients of  and     T  Td in the 
slackness conditions (49), we have 
3/  ¥  k£$$$tuv$$$    T  Td (53-a) 
/  ¥d  k£4$$$tuv$$$    T Td (53-b) 
Considering (51-b), we obtain 
3/  4¥4  /  4¥d4$$$tuv$$$    T Td$  
or equivalently 
¥4¥"4  ¥
d4¥"d4$ (54) 
for 9   MT  TdO and for £ and £4$$    T  Td, we have 
£  ! ¥""dy
²
"  
(55-a) 
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£4 !¥"d""I  (55-b) 
where  and d are the gram matrices, defined as "  " and "d  " , or equivalently 
d 






  3U4  ? 3U4 U4   3Ue  ¨ 3Ue Ue    ¨    3U  3U U   3  3   Uy Uy  Uy       Uy²4 3Uy²4  3Uy²4   Uy² 3Uy² ?  3Uy²   Uy² 






$
 






  U 3U4  ? 3U4 U4   3Ue  ¨ 3Ue Ue    ¨    3U  3U U   3  3   Uy Uy  Uy       Uy²4 3Uy²4  3Uy²4   Uy² 3Uy² ?  3Uy²   Uy² 






$
Substituting (55) in (53) we have 
3/   3 k¥  3kU4¥4 (56-a) 
]3/   3 k  U^¥  3k]U¥  Uy¥y^$$$tuv$$$  %  T 3  (56-b) 
]3/   3 k  U^¥  3k]U¥  ¥y^ (56-c) 
]3/   3 ky  Uy^¥y  3ky]¥  Uy¥y^ (56-d) 
]3/   3 k  U^¥  3k]U¥  U¥y^$$$tuv$$$  T  % T  Td 3  (56-e) 
]3/   3 ky²  Uy²^¥y²  3ky²Uy²¥y² (56-f) 
and 
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/   3   Uk¥d  3kU4¥4d  (57-a) 
]/   3 k  U^¥d  3k]U¥d  Uy¥yd ^$$$tuv$$$  %  T 3  (57-b) 
]/   3 k  U^¥d  3k]U¥d  ¥yd ^ (57-c) 
]/   3 ky  Uy^¥yd  3ky]¥d  Uy¥yd ^ (57-d) 
]3/   3 k  U^¥d  3k]U¥d  U¥yd ^$$$tuv$$$  T  % T  Td 3  (57-e) 
]3/   3 ky²  Uy²^¥y²d  3ky²Uy²¥y²d  (57-f) 
Continuing the same inductive procedure as in two previous subsections, the optimal weights are obtained as follows: 
k  %%  U  
k    U $$$¦§.$$$  %  T Td  
In the case of asymmetric ²  leaves with complete cored configuration, by employing the same method used for asymmetric 
²  leaves with central node configuration, we can obtain the optimal weights as given in section III-D. 
Symmetric  leaves are asymmetric ²  leaves with U  U4  ?  Uy²  U where all obtained results for asymmetric 
²  leaves holds true for symmetric  leaves by replacing U U4   Uy²  by U. 
V. CONCLUSION  
 Fastest Distributed Consensus averaging Algorithm in sensor networks has received renewed interest recently, but Most of the 
methods proposed so far usually avoid the direct computation of optimal weights and deal with the FDC problem by numerical 
convex optimization methods. 
 Here in this work, we have solved FDC problem over symmetric petal network, with central node and complete cored 
configurations consisting of different kinds of leaves. It has been shown that the SLEM of networks with complete cored 
configuration do not change with number of leaves due to highway property of the central complete graph (in contrast with the 
bottleneck property of central node in symmetric Petal configuration). Also the obtained optimal weights do not depend on 
length of path graphs or height of tree graphs within the leaves.  
 Providing analytical solution of fastest distributed averaging problem over networks with more general topologies is the object 
of our future investigations. 
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