We gtvc existence and uniqueness results in weighted Sobolev spaces for a solution of il first order differential equation with operator coefficients of type iu;l?t ~ Au(r) = f(i results translate the classical ones to this setting. The difference between two solutions belonging to different weighted Sobolev spaces is a tinite linear combination of singular functions depending on the eigenvalucs of A and on the corresponding eigenspaces. We compute the coeficients of these singular functions. because we can give explicitly the Laurent series of the resolvent of A near an eigenvalue of the operator ,4 We also give an abstract polynomial resolution. which corresponds to the resolution of an elliptic boundary value problem in an intimte cone with polynomtel right-hand sides In practice, it allows one to pass from werghted Sobolev spaces IO classical Sobolev spaces. Finally. we constder some apphcations of this abstract theory. ( I991 Ac'adem~c Pnx. Inc
INTRODUCTION
We study a very simple kind of first order differential equation with operator coefficients. More precisely, we look for a solution ZI of the equation dll/?t-Au(t)=,f'(t), (1.1) on the line t E R where j'is a given function and A a closed operator having a compact resolvent with a certain growth at infinity. We call such equations elliptic since ((-A) is invertible for large < in the imaginary axis ilw (see 171) . 195
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The relation with elliptic boundary value problems in infinite cones of R" is seen by performing the change of variable r = c' and reducing the order (see Cl, 6 71) .
Actually the results of [9, 1 l-14, 5, 31 concern elliptic boundary value problems in classical cones of R", i.e., its intersection with the unit sphere s" ' is an open set of s" ', That means that these results are not applicable to cones such that the intersection with the unit sphere S" ' is a topological network (see [ 151) . Elliptic boundary value problems on such cones were studied in [ 15, 4, 161 and lead to the study of boundary value problems on two-dimensional polygonal topological networks (roughly speaking, it is a network such that each face is a polygon). The techniques we used in these papers seem to be a ramified version of Kondratiev, Maz'ya-Plamenevskii, and Grisvard techniques. For these problems, performing the change of variable r = P' and reducing the order, we also arrive at problems of the form (1.1). So it seems natural to study equations of the form (1.1) in an abstract setting. In that way, we shall avoid repeating the same arguments for forthcoming problems we shall study.
Thus the aim of this paper is to restore the classical results to the abstract problem (1.1). In Section 2, we give an existence and uniqueness result in weighted Sobolev spaces. Since the solution we compute depends on the weight, we show that the difference between two solutions corresponding to different weighted Sobolev spaces is a finite linear combination of singular functions depending on the eigenvalues of A and on the corresponding eigenspaces. We finally compute the coefficients of these singularities. For elliptic boundary value problems in classical cones, the exact expressions for the coefficients of the singularities were obtained by Maz'ya and Plamenevskii in [ 131 using an integration by parts and orthogonality conditions. Here we obtain these expressions more easily because we can give explicitly the Laurent series of the resolvent R(i) of A at [ = i., when i. is an eigenvalue of A.
In Section 3, we show how to apply this abstract setting to elliptic boundary value problems in an infinite cylinder (so in a classical cone by the change of variable r = CJ'). All the results are known (see [9, 1 I 141); we only want to illustrate our theory by these examples.
When we study elliptic boundary value problems in a domain with conical singularity in classical Sobolev spaces, it is important to solve this problem near the singular point with right-hand sides which are polynomials. We call this resolution "the polynomial resolution." We shall give in Section 4 an abstract version of this problem. This means that we solve where ,j'does not depend on t. As an application, we give the polynomial resolution for the Dirichlet problem for a strongly elliptic homogeneous operator of order 2m with constant coefficients in an infinite classical cone.
In the forthcoming paper [ 171, we shall apply this theory to new boundary value problems on two-dimensional polygonal topological networks. In that case, the operator we use on each face is the biharmonic operator.
THE ABSTRACT SETTING
Let X be a Hilbert space and A a closed operator from X to X. We assume that the following inclusions hold,
where Z is a closed subspace of X and Y is a Hilbert space compactly embedded into Z. We also suppose that D(A ) is a dense subset of Z.
We denote the resolvent of A by
considered as a map from X to X. We assume that there exist two positive real numbers b and N such that R(R) exists for a11 i in the double sector .'.?I ,,,,=i3.~a,:largi.+~1/2/~6andli.l~N)
In a first step, we assume that A satisfies the following property:
(H 1) There exist a closed subspace S of X and a constant c'> 0 such that IIWj.)f'l/,y + IlRO~).fll y 6 C ll.f'll \, for all ,J'E S and all 1. E 2 ,,,, y.
Let us introduce the weighted Sobolev spaces we shall use later DEFINITION 2.1. Let r E R, k E N. We set Ht( R, X) = {f'~ P( R, X): t + Pf'( t) belongs to Hk( R, X) 1, which is a Hilbert space. We denote by 11. Ilk.. X,.\ the corresponding norm.
We first give an existence result for the following problem: given f'~ Lf( R, S), find a solution u E H i( R, X) of
Let us denote by .SH, the "partial" Fourier transform of 11' with respect to t, i.e., for all i E Iw. .Y ' will denote the inverse Fourier transform. 
Moreover, there esists a positive constun t c' (independent of',f') .nrch that II4 ,.z. ,'+ l/4/0,.. k ,< c lI.f'llo.x..\' (2.4) Proqj: We argue as in Theorem 1.1 of [9] . Using Plancherel's theorem and estimate (2. I ), we show that II given by (2.3 ) belongs to H k( [w, X) n Lf(LW, D(A)) and satisfies estimate (2.4). It is now clear that u is a solution of (2.2). 1
Under the assumption of Theorem 2.2, we see that problem (2.2) has a unique solution UE H k(R, X) n Lf( Iw, D(A)), for everyf'E Lz([w, S). Since it is given by (2.3), we see that u depends on CY. We shall now make precise this dependence by giving a comparison result. Given ,f'~ Lf,, ,( [w, S) n Lz,,,(Iw, S), we shall compare the solutions u(", u(" of problem (2.2) with datum .f' belonging to Lf, I ,( [w, S), Lz(>,( [w, S), respectively.
Before doing this, we need to give more precise information about the Laurent series of R(i) at < = i, when iv is an eigenvalue of A.
AS usual, we shall use the following notation: given r in a Banach space and ,f in its dual Banach space (i.e., the space of continuous antilinear forms), we note (.fi L>> =.flL.).
Moreover, since A is not densely defined as an operator from X to A'. A* is the adjoint operator of A considered as an operator from Z to A'. In that case, A* is well defined and is an operator from A'* to Z*. (2) The sequence {p"}:;:, dejined tg,
Indeed (2.6) is equivalent to
This last identity is not equivalent to (2.14) since the first bracket denotes a duality bracket between Z and Z*, while the second one is a duality bracket between X and A'*.
We are now able to define the singular functions and dual singular functions of the operator ?/?t -A. Here is the comparison result.
THEOREM 2.7. Assume thut thcj line Re j, = -a(j) contains no eigenculur o/'A unttf'E Lz,,,(R, S), ,fiw ,j~ (I, 2). Let us denote hi) u"'~ Hi,,,(R, X) n Lz,,,(R, D(A)) the unique solution of' prohltw (2.2) rt'ith &turn ,f' in Lf, ,,( R, S). [f' cx( 1 ) < a(2). then
nhere the ,fj:rst sum estmcls to ull the eigenculues 1, of A in the .strip
For ,jE { 1, 2 1, formula (2.3) is identical with
II'
By subtraction, we obtain
Let us show that (Sf')( -ii) is analytical in the strip S = (I: E C/Re < E ]-a(2), -z(l)[ }. We split (F.f)( -ii) in the following way:
Therefore using the assumptions on j' and Schwarz's inequality, we conclude that (.Sf')( -ii) exists for all s" in the strip S. Since we show analogously that (3/?<)((9/')( -i;)) exists in the strip 5'. This proves that (3f')( -ii) is analytic in S.
Since (i -A ) ' is meromorphic in the complex plane, we can apply Cauchy's formula to r"(l -A) ' (,y-f') ( -i;) in the rectangle R, = I< E S;'lfm <I < K),. Using assumption (2.1) we show that the terms corresponding to /Im [I = K tend to 0 when K tends to infinity (this is due to the fact that ,J'E L:(Iw, S), for all E E [x( 1 ), r(2)]). Letting K tend to infinity and comparing with (2.24), we obtain
where the sum extends to all the eigenvalues j. of A in the strip S.
Let us fix such an eigenvalue E. With a view to prove (2.21) and (2.22) let us compute
Using Taylor's expansions of (.Ff)( -ii) and of P"' 'I at < = i. and the expansion (2.8) of R(i) at i = E., we obtain where the last sum extends to 1 E N, m E N, II E [0, . . . . k) such that I+ m -(n + 1) = -1. This last constraint obviously implies that the last sum is finite since II runs from 0 to k. Summing first over IFI and second over I, replacing n by PH + 1, and finally using definition (2.16) of the (T'.",~'s. we get
Replacing m by k ~ m and exchanging the sums over k and m, we arrive at
,I = I ,,i = 0 where we set
In view of (2.25) (2.26) and (2.27), we have established identity (2.21 ) with the c~,~,,~, 's given by (2.28). The equivalence between (2.28) and (2.22) follows from the fact that When one studies some examples, one sees that assumption (H 1) is well adapted to boundary value problems with homogeneous boundary conditions (see, for instance, Theorem 5.4 of [l] or Sect. 3 below), whereas it is not necessarily fulfilled when the boundary conditions are not homogeneous. Therefore we shall replace this assumption (Hl) by another one, in order to treat these problems too. Inspired from the examples, we proceed as follows. Another example, which is useful for boundary value problems in cylindrical domains, is given by the following lemma, whose proof follows immediately from Proposition AA.20 of [3] . The proof of the comparison result is identical with the previous one except at this point: we apply Cauchy's formula on the rectangle R,. After that, we show that the terms corresponding to IIm ).I = K go to 0, when K goes to + z. In Theorem 2.7, this last result is proved using estimate (2.1) and the fact that ,fE L?JIw, S), for all XE [r(l), a (2) 
X, T) n H&,([W, X, T) implies that .f'E H:(IW, X, T), for all YE [r(I), r(2)].
Therefore we add this assumption. Let us remark that, in general, in the examples this implication is true. THEOREM 2.12. Assume thut the line Re i, = -#z(j) contains no e&w-culur of A and ,f'~ H;,,,( R, X, T) n Lf, ,,( R, S), ,fbr .j E ( 1, 2). Let us denotr by u(') E H i(,,( R, X) n Lz, ,,( R, D(A)) the unique solution of prohkcm (2.2) with datum f' in Hk,,,(R, X, T)n Lf,,,(R, S). If' r(l)<x(2) and ,f'~ H;(R, X, T), fbr ull r E [cz( 1 ), z(2)], tl wn the) conclusion of' Throrrm 2.1 wmuins true.
ELLIPTIC BOUNDARY VALUE PROBLEMS IN INFINITE CYLINDRICAL DOMAINS
The aim of this section is to show how the results obtained by Maz'ya and Plamenevskii in [ 1 l--14] can be restored using the results of Section 2. It concerns essentially the computation of the coefficients of the singularities, which is quicker than in [ I33 since we do not need integration by parts.
Using Euler's change of variable r = P', it is classical to transform a boundary value problem in an infinite cone into a boundary value problem in a cylindrical domain (see [ 121 for instance). So we limit ourselves to studying boundary value problems in infinite cylindrical domains. It is therefore easy to translate these results to problems posed in a cone.
We use the classical notations of [ 1, 6, With these two definitions, we obtain the following local equivalence: u E H:";(B) is a solution of problem (3.3) (3.4). for all t E Ilk?, if and only if V defined by (3.5) is a solution of (3.6) with a right-hand side F given by (3.8), for all t E iw.
Let us notice the importance in Section 2 of the assumption that D(A) is not a dense subset of X, since here it is the case. We see that D(A) is a dense subset of Z, where Z is defined by because 9(n) is a dense subset of H'(Q), for all k E Pd.
The Rellich-Kondrachov Theorem shows that Y= D(A) is compactly embedded into Z (which implies that A has a compact resolvent). Therefore our main problem concerns the assumptions satisfied by the resolvent R(i) of A. Moreover there exists a constant C (independent off'and g,'s) such that + ,</7m hlil I2 lIK~ll.L2(iQ)) (3.14) This shows that all [EL'~, R; belong to the rcsolvcnt set of A. For FE X are equivalent, Therefore, using estimates (3.14) (3.16) and (3.17) we arrive at
This proves that assumption (H2) of Section 2 is fulfilled if we set S= {F~X/Fsatisfies (3.8b)), 2n, ~ I ,,1 T= n H2"' ' '(Q)x n L'(m).
,=o /= I Since the operator A satisfies the assumptions of Section 2, we obtain existence and comparison results. Let us show that Theorem 2.12 restores Theorem 4.2 of [ 123 with the exact expression for the coefficients of the singularities. This is proved using the following lemmas. (1) A is an eigenvalue of A and {qk}; =A is a Jordan chain of A corresponding to E,, i.e., it satisfies (2.18). For the adjoint problem, assuming that j. is an eigenvalue of A (or equivalently of G!'(C)), we have the following equivalence:
(1) { $"}i=:, is a "Jordan chain" of (A -i.)*. i.e.. it fulfils )"I ' h",'i' ' ) fz: is the "dual canonical system of 2nl~ I+, /=llk=O Jordan chains" of .d*(i) corresponding to 2. Again using identities (3.26) we can prove that the orthogonality conditions (2.7) are equivalent to the orthogonality conditions (2.9) of [ 141 (in fact, these conditions are essential for Maz'ya and Plamenevskii in order to prove the expression for the coefficients of the singularities).
Finally, Theorem 2.12 allows us to give the following comparison result, 
nz. l=k
Let us remark that expression (3.28) is a straightforward consequence of (2.22).
POLYNOMIAL RESOLUTION
Let us come back to our abstract setting of Section 2. In this section, we need neither assumption (H 1) nor assumption (H2).
Let us lix f~ X and i. E N. We want to solve the following problem: find a solution u of In practice, ,f' is such that r':!'(O) is a polynomial in the Cartesian coordinates (when (Y, 0) are the spherical coordinates with origin at the conical point).
In a first step, we look for II in the form
where cp E D(A) is the new unknown. Therefore (4.1) is equivalent to the problem: find a solution cp E D(A) of (L -A)cp =,f: Let us briefly give an important application of Theorem 4.1. It concerns the polynomial resolution for a strongly elliptic homogeneous operator L of order 2~2 with constant coefficients on an infinite cone r of R" (belonging to the class %,, of [3] ) with Dirichlet boundary conditions. We use the notations and definitions of 131. Let us denote 52 = f n S" ' and (Y, 0) the spherical coordinates centered at 0. Using Euler's change of variable Y = I?, r is transformed into the cylinder B= Rx Q, while the operator r""L is transformed into an operator t, which admits expansion (3.1). The boundary operators are simply where v denotes the unitary outer normal on c?Q (therefore B, is independent of t and admits expansion (3.2)). As in Section 3, we may introduce the abstract operator A (associated with L) and use the equivalence between the Jordan basis of A and the canonical system of Jordan chain of.&(i).
Let us now fix 1. E N such that i, 3 2m. We fix a homogeneous polynomial p of degree A-2m. The polynomial resolution consists in finding 11 E I?;;;(r) of Lu=p in f. bchere,ftir all p E ( 1, . . . . M(A)}, c,, is given hq
