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1 Introduction
How can visual selective attention guide eye movements so as to collect infor-
mation and identify targets potentially relevant for action? Many models have
been proposed that use the statistical properties of images to create a dynamic
bottom-up saliency map used to guide saccades to potentially relevant locations.
Since the concept of saliency map was introduced, it has been incorporated in
a large number of models and theories (Rao and Ballard, 1995; Itti and Koch,
2001; Rao et al., 2002; de Brecht and Saiki, 2006; Hoffman et al., 2006; Singh
et al., 2006; Walther and Koch, 2006; Chen and Kaneko, 2007; Shi and Yang,
2007; Siagian and Itti, 2007). Saliency maps have shown to be useful both
as models of human attention and for technical applications (Balkenius et al.,
2004).
These bottom-up mechanisms have been enhanced with top-down processes
in models that learn to move the eye in search of the target on the basis of
foveated objects. In many of these systems, top-down attention is guided by
task-related information that is acquired through automatic learning procedures
(Dayan et al., 2000). For example, Schmidhuber and Huber (1991) built an ar-
tificial fovea controlled by an adaptive neural controller. Q-learning was used in
the model of Goncalves et al. (1999) to control attention based on multimodal
input and reinforcement signals. Another model that uses reinforcement learn-
ing to control visual attention is described by Minut and Mahadevan (2001). In
this model a first component learns by reinforcement learning to direct the gaze
to relevant points in space, whereas a second component performs a “within
fixation” processing directed to analyse the foveated space and identify targets.
Reinforcement learning was also used by Shibata et al. (1995) to control the
movement of a visual sensor over an image. The goal of the system was to find
the optimal fixation point for object recognition. In this model, the same neural
network was used both for object recognition and to produce the sensory motion
output. Balkenius (2000) presented a model that uses instrumental condition-
ing as a basis for learned saccade movements. This model was later extended
to support contextual cueing where several visual stimuli together suggest the
location of a target (Balkenius, 2003). However, this model could only keep one
potential target location active at each time.
Here we propose a novel model that improves on this type of top-down mech-
anisms by using an eye-centred potential-action map (PAM). The PAM keeps
track of all the potential locations of targets based on the information contained
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in a sequence of fixations (cf. Chen and Kaneko, 2007). In this respect, the PAM
works as a short term memory for potential target locations. Each fixation sug-
gests potential locations for targets or other relevant cues and the evidence for
each possible location is accumulated in the PAM. The location of the potential
target locations are based on both the identity of the currently fixated object
and its spatial location (Deco and Rolls, 2005). A shift mechanism triggered
by eye movements allows the potential target locations activated in the PAM
to be always updated with respect to the location of the current fixation (sim-
ilar mechanisms might be used by real brains, cf. Gnadt and Andersen, 1988;
Dominey and Arbib, 1992; Pouget et al., 2000; Di Ferdinando et al., 2004; Shad-
mehr and Wise, 2005). Overall, the PAM makes up an efficient mechanism for
accumulating evidence for potential target locations in a action-oriented com-
pact format readily usable for controlling eye movements. As we shall see, the
results reported here indicate that, thanks to the PAM, the model suitably inte-
grates bottom-up and top-down attention mechanisms and outperforms simpler
models that only search for targets based on a single, currently foveated object.
In contrasts to the majority of models tackling the object-localisation tasks,
the system proposed here was designed not only to find the target, but also
to stay on the target once found. This is accomplished with multiple saccades
that keep the eye’s fixation point on the target. This combines the features of
the cue-target based systems describe above and systems that are more directed
toward tracking (e.g. Shibata and Schaal, 2001; Balkenius and Johansson, 2007).
The idea underlying this functionality is that vision serves action, in particular
that attentional selection is a precursor of action and it is intimately related
to it (Allport, 1990; Ballard, 1991; Balkenius and Hulth, 1999; Castiello, 1999;
Casarotti et al., 2003; Di Ferdinando et al., 2004). In this respect, the system
presented here was designed to be used within a future architecture, which will
guide a robotic arm engaged in reaching rewarded targets in space. As previous
models (Ognibene et al., 2006; Herbort et al., 2007), within this architecture
the targets of the arm’s reaching movements will be selected on the basis of a
neural competitions fuelled by the information flow coming from perception, in
a way similar to what happens in the primate brain (cf. Cisek and Kalaska,
2005). With respect to this mechanism of action selection, the capacity of the
attentional system to keep the fixation point on the target will allow the model
to bias the competition between alternative goals of the arm’s movements in
favour of objects relevant to the system.
The rest of the paper is organised as follows. Section 2 will first illustrate
in detail the architecture of the architecture proposed here and the detailed
functioning and learning processes of its components, and then it will illustrate
the tasks used to train and test the system. Section 3 will analyse in detail
the function of the architecture’s components, in particular how the potential
action map can keep a memory of the information returned by cues and can
integrate information on the target returned by several cues. Finally, section 4
will illustrate the strengths of the architecture and the limitations of it which
will be tackled in future work.
2
2 Methods
This section first presents an overview of the system and its underlying assump-
tions, then explains the details of its different components and their functioning.
The overall architecture of the system is shown in Fig. 1. It consists of the fol-
lowing parts which are all implemented as neural networks:
• An RGB input image, which is the sensory input of the system.
• A saliency map that selects targets for eye’s movements by integrating
excitatory signals from the periphery map (bottom-up attention map),
excitatory signals from the potential action map (top-down attention map)
and inhibitory signals from the inhibition-of-return map.
• A fovea, covering the central part of the input image, which is used for
recognising objects.
• A periphery map, which plays a bottom-up attention function.
• An inhibition-of-return map, which prevents the eye from looking back to
already explored locations.
• A potential action map, which is a top-down attention map that accumu-
lates evidence for different locations where the target might potentially be
found.
• A reinforcement-learning actor-critic model Sutton and Barto (1998), which
allows the system to store knowledge on the possible (deterministic or
probabilistic) relative spatial relations existing between different foveated
objects and the target.
These components allow the system to explore new images on the basis of the
bottom-up attention components. This attracts the eye to high-contrast areas
while the inhibition-of-return components promote the exploration of areas with
progressively lower contrast. With experience, the actor-critic components learn
the spatial relations existing between the cues and the rewarded targets (Posner,
1980; Balkenius, 2000). While the system explores various targets, this allows
the system to accumulate evidence for different potential target locations in the
potential action map. This map plays the role of a working memory in which
the identity of different objects explored over time can contribute with evidence
for potential target locations relative to the currently fixated positions. This
can be viewed as a form of what-where associations. Moreover, in the case of a
rewarding target, the top-down attention process can also learn to override the
inhibition of return mechanism to stay at a target one it has been localised. We
now describe the functions of each of the components in detail.
2.1 RGB camera input
The camera input might be produced by a motorised pan-and-tilt camera simu-
lating a moving eye. Here however, we use a stationary camera image and only
simulate the eye movements. The work space that the eye can explore is an area
formed by 480×640 RGB pixels. The objects relevant for the current tasks can
appear in a sub-region of this space consisting of 240× 320 pixels. Each object
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Figure 1: The architecture of the system. The dashed box represents the work
space, that is, the portion of environment that the eye can explore (the stimuli
are presented only within the dotted-box sub-part of the working space). The
plain boxes within the working space represent the periphery and the fovea
input to the system. All other plain boxes represent different two-dimensional
neural maps. The names and size (definition) of the maps are described in the
boxes. Arrows represent information flows. Plain arrows represent one-to-one
connections with unitary weight. Dashed arrows represent information that
triggers a (hardwired) shift of the visual information in a direction opposite to
the saccadic movement. Thick arrows represent all-to-all connections trained
through reinforcement learning. The circle represents the output unit of the
evaluator of the critic in the reinforcement learning component. “r.f” stands for
“reference frame”.
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is a 20 × 20 pixel square uniformly coloured in either red, green or blue. The
actual input to the system consists of a 240× 320 pixel simulated camera with
which the system explores the working space. The implemented system can also
operate on a real camera, but this has not been used in the tests reported here.
All the different components of the system represent information in a eye-
centred reference frame. This important assumption is based on the idea that
the brain uses an eye-centered representation close to the sensory organs and
puts off the computationally heavy remapping to motor coordinates until it is
needed for motor control. This is an idea which is gaining increasing support
within the neuroscientific literature on visuo-motor transformations taking place
in parietal cortex (Shadmehr and Wise, 2005). The computational advantage
of such deferred processing exploits that representations close to the sensory
organs tend to contain much information, whereas later stages closer to the
actuators use more abstract representations.
2.2 Saliency map and action selection
A saliency map combines a number of visual feature maps into a combined map
that assigns a saliency to every location in the visual field (Itti et al., 1998).
Each feature map is typically the result of applying some simple visual operator
to the input image. For example, a feature map could consist of an activity
pattern that indicates all the vertical edges in an image. Other types of feature
maps may code for intensity, color, motion or some other visual feature. The
result of summing the different feature maps is that the saliency map will code
for locations in the image with many features. For example, a region with many
edges and bright colors will be more salient than a locations without any such
features.
The idea of saliency map can be extended to include not only “bottom-
up” information from feature maps, but also information from other sources.
Here, the saliency map selects saccade targets by summing the topological input
signals coming from three different sources (neural maps). The first source of
input the periphery map which detects colored objects in the scene and issues
bottom-up signals to the saliency map via topological one-to-one connections
with equal fixed positive weights denoted by denoted by β. The second source
is the potential action map which implements top-down attention and activates
the saliency map through topological one-to-one connections with equal fixed
positive weights denoted by τ . The final source of input is the inhibition-of-
return map which encodes the last locations visited by the eye and activates the
saliency map via topological one-to-one connections with equal fixed negative
weights denoted by denoted by ι.
The choice of the saccade target is performed by selecting the position cor-
responding to the unit with maximum activation (the “winning unit”). During
training, the units of the map were added random values before computing the
wining unit. These noisy values were randomly drawn from a uniform distribu-
tion having a range [−n, n] decreasing with time t:
n = ν ·
(
1− (t/T )2
)
(1)
where T is the duration of the training phase.
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This process is a computational abstraction of the competition taking place
in real brains between potential target stimuli (Koch and Ullman, 1985; Desi-
mone and Duncan, 1995). Such a mechanism might be neurally implemented
with a map of units having reciprocal long-range inhibitory connections and
short-range excitatory connections (Amari, 1977; Erlhagen and Scho¨ner, 2002).
Since the more biologically realistic mechanism did not show qualitatively better
results we opted for using a simple max function since it is much more com-
putationally efficient. Note, however, that the neural version of the saliency
map might have various advantages over the simple max function in tasks more
complex that those considered here, as, for example, it allows the system to
select targets that do not lay on the vertexes of the grid of neurons that form
it and it tends to select targets located close to the barycentre of objects.
After the winning unit is selected, the map’s units aij are activated on the
basis of a Gaussian function depending on their distance from winning unit
itself. In particular, the units have a higher activation the closer they are to the
winning unit:
aij = exp
[−d2ij/σ2] (2)
where dij is the distance between the unit ij and the winning unit, and σ2 is
the standard deviation of the Gaussian. As we shall see in section 2.7, this
Gaussian activation is used to train the top-down attention component of the
system (actor-critic model).
2.3 Fovea
The input image was sub-sampled to produce three RGB maps of 2 × 2 pixels
each representing the component of the system capable of distinguishing between
different objects. For simplicity, in this work uniformly coloured squares of
20×20 pixels were used to identify different objects, but the architecture can be
used with more sophisticated object-recognition methods (e.g. as those proposed
by Rao and Ballard, 1995; Riesenhuber and Poggio, 1999a). The pixels of these
maps were activated with {0, 1} on the basis of whether the corresponding RGB
pixels of the input image were on or off.
2.4 Periphery map
The periphery map, which is incapable of discriminating between different ob-
jects, is in charge of guiding the eye to high-contrast regions of the work space.
Given the goals of this work, the presence of a colour was sufficient as a con-
trast indicator, but more sophisticated bottom-up saliency maps may replace
this mechanism to process more complex scenes (e.g., cf. Koch and Ullman,
1985; Itti et al., 1998; Itti and Koch, 2001). Here, the input image is used to
activate a 30 × 40 B/W low-resolution periphery map. For this purpose, the
activation of each element of the map is obtained by averaging the RGB colour
values in the range [0, 255] of a group of topologically corresponding 8×8 pixels
of the input image so as to obtain a gray scale value in the range [0, 1].
2.5 Inhibition-of-return map
The inhibition-of-return map works in a way analogous to what happens in
real organisms (Tipper et al., 1991; Klein, 2000), and produces an efficient
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exploration of the different potential targets in a scene. This map is activated
by the last visited locations (cf. Koch and Ullman, 1985; Klein, 2000) on the
basis of the fovea position (the “eye’s position in the orbit”). After each saccade,
the previous position of the eye activates a cluster of units of the map on the
basis of a Gaussian function. In particular, each map’s unit cij is activated as
follows:
cij = min[cijt−1(1− ) + exp[−d2ij/σ2], φ] (3)
where  is a decay coefficient, dij is the distance between the unit ij and the
unit corresponding to the foveated point, σ2 is the standard deviation of the
Guassian, φ is the maximum activation of the map’s units. Note that the bound
imposed on the maximum activation of units avoids that excessive inhibition
accumulates in correspondence to places that are foveated multiple times, as in
the case of targets (see section 3.4).
During each saccade a hard-wired mechanism shifts the pattern of activation
of the map in the direction opposite to the eye’s motion in order to maintain it
activation in an eye-centred reference frame.
Section 2.9 shows that the tasks used to test the models are organised in
blocks each composed of eight presentations of the same image. When the image
changes from one block to another, the activation of all units of the inhibition-
of-return map is set to zero. This implies that the system empties the memory of
the previously visited positions which so are no longer inhibited. This hardwired
reset mechanism is used here to avoid interference between blocks and might
have a correspondent in real brains where the inhibition-of-return process seems
to be actually reset when the scenes abruptly change (Klein, 2000).
2.6 Potential action map
The potential action map (“PAM”) implements the top-down attention pro-
cesses of the system. At each time step, the PAM is updated so as to accu-
mulate the evidence collected by the system while exploring different cues on
the different potential positions of the target. At each step, the information on
the possible localisation of the target rendered by the currently foveated object
is expressed by the “vote map”. This is the output layer of units of the actor
component of the actor-critic model described in section 2.7. As we shall see,
the units of this map learn to be more active for positions where the target
might be with respect to the currently foveated object.
The PAM accumulates the step-by-step activation of the vote map and is
subject to a decay. More precisely, the PAM is formed by leaky neurons pijt
which receive a topological activation yijt from the vote map and have the
following activation:
pijt = (1− δ)pijt−1 + yijt (4)
where δ is a decay coefficient.
Note that in the tests reported in section 3 two versions of the model were
tested, one with the PAM map storing a memory on the information returned
by the previously explored objects, and one without such memory. The model
with the memory was obtained by setting the parameter δ > 0, whereas the
memoryless version of the model was obtained by setting δ = 0. For ease of
reference the two models with and without memory will be henceforth called
“BASE model” and “PAM model” respectively.
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As in the case of the inhibition-of-return map, during each saccade a hard-
wired mechanism shifts the activation of this map in the direction opposite to the
eye’s motion in order to maintain it in a eye-centred reference frame. Moreover,
a hard-wired mechanism sets to zero the activation of the PAM’s units each
time the scanned image changes between different blocks of the tests.
2.7 Actor-critic model
The actor-critic model allows the system to store knowledge about the possible
(deterministic or probabilistic) relative spatial relations existing between differ-
ent foveated objects and the target. The actor-critic model consists of two main
components, the actor and the critic (Sutton and Barto, 1998). The actor is
a two-layer neural network which has the fovea units’ activation xkl as input,
all-to-all connections wijkl, and a map of units as output, called the “vote map”,
whose activation yij is computed as follows:
yij =
∑
kl
[wijkl · xkl] (5)
The critic is mainly formed by a two-layer neural network, here called “eval-
uator”, which is in charge of learning to assign an evaluation to the foveated
objects. The evaluator has the fovea units xkl as input, all-to-all connection
weights wkl, and a linear unit v as output:
v =
∑
kl
[wkl · xkl] (6)
The evaluator’s weights are updated on the basis of the TD learning rule
(Sutton and Barto, 1998):
∆wkl = η · st · xklt−1 (7)
where η is a learning coefficient and st is the “surprise” computed as follows:
st = (rt + vt)− vt−1 (8)
where rt is the reward signal that the system receives when it foveates the target.
The actor’s weights are updated on the basis of the surprise signal st and a
modified ∆-rule (initially proposed in Ognibene et al., 2006) that takes into con-
sideration the fact that the system represents actions with “population codes”
(Pouget et al., 2000) or “neural fields” (Erlhagen and Scho¨ner, 2002):
∆wijkl = α ((yijt−1 + aijt−1 · st)− yijt−1) (yijt−1 (1− yijt−1))xklt−1 (9)
where α is a learning rate, (yijt−1 + aijt−1 · st) plays the role of desired out-
put and (yijt−1 (1− yijt−1)) is the derivative of the sigmoid function. In this
formula, the desired output is such that it tends to increase yijt−1 when the
surprise st is positive, and to decrease it when the surprise is negative (and
to do so only for units with aijt−1 > 0: these play the same role of the unit
encoding the “winning action” in discrete-action reinforcement learning). Note
that the formula can be easily re-written to show that at its core there is a Hebb
rule involving the units xklt−1 and aijt−1 of the input and output maps:
∆wijkl = α · st (yijt−1 (1− yijt−1)) (aijt−1 · xklt−1) (10)
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2.8 Parameter settings
In the experiments reported in section 2 the parameters were set as follows:
standard deviation of the Gaussian functions σ2 = 1.6 (where 1 is the distance
between two units); parameter of noise added to the saliency map for action
selection: ν = 0.08; connection weights of bottom-up attention map β = 0.15;
connection weights of top-down attention map τ = 0.1; connection weights
of inhibition-of-return ι = 0.16; decay coefficient of inhibition of return  =
0.5; maximum activation of the units of the inhibition-of-return map φ = 0.5;
reinforcement-learning critic’s discount factor γ = 0.1; critic’s learning rate η
= 0.001; actor’s learning rate α = 0.001; training phase: T = 160, 000 images
(equivalent to 20,000 “image blocks”, see section 2.9).
2.9 The tasks
The BASE and the PAM models were tested with two tasks, and some variants
of them, having an increasing level of difficulty. As the solution of the tasks
requires the same knowledge, the models were first trained on the basis of the
simplest version of the first task and then tested in all other conditions (see
section 3). The tasks are now explained in detail.
1-cue/x-dis task. Fig. 2 shows three example images used in this task. The
images are randomly created by positioning a green cue (object) in a random
vertex of a 5× 5 grid, and the red target in a randomly selected vertex having
either the same column or row of the cue. Note that this setting, which varied in
different “blocks” (see below) of the tests, creates a stochastic regularity in the
relative positioning of the cue and the target: the target had an equal chance of
being on a vertex of the grid positioned on a “cross-shaped” area centered on
the cue. Variants of the task were obtained by positioning a certain number of
blue distractors on the remaining vertexes of the grid. In the tasks the number
of distractors varied from one to ten: “x-dis” in the name of the task stands for
the specific number of distractors used in the various tests (see section 3).
In all tasks each randomly image generated was presented for a sequence of
eight simulation time steps: henceforth each sequence will be called a “block”.
The task with no distractors was used to test if the models were capable of
integrating bottom-up and top-down attention. To do so the models had to
learn, via the top down-attention components, in which area they could find
the target with respect to the cue, and then they had to find the target within
such area via bottom-up attention. The version of the task with distractors was
used to test if the models were capable of keeping the memory of the target
area suggested by the cue in the case one or more distractors in such area
were foveated before the target was found (this was supposed to be a capacity
possessed by the PAM model but not by the BASE model).
2-cue/x-dis task. Fig. 3 shows an example of a sequence of four images used
in this task. If the images are overlapped, they produce a whole image composed
of: (1) two cues that are set on two vertexes of a 5× 5 grid that are selected at
random but have different columns and rows; (2) a target set on one of the two
possible vertexes (selected at random) corresponding to the column of one cue
and the row of the other cue; (3) a certain number of distractors set at random
on the remaining vertexes (with the exception of the position, out of the two
potential positions of the target, left empty). Note that here the images used
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Figure 2: Examples of images used in the “1-cue/x-dis” task (here x is equal
to zero, three and five distractors, respectively in the three images). The black,
dark grey and light grey squares in the images represent respectively the green
cues, the red targets and the blue distractors.
in the task were divided into four images presented in sequence respectively
one, one, one and five times during each “block” (Fig. 13). This was done to
avoid a local minimum that prevented us to test the integration capabilities of
models due to the fact that we had only three colours and this prevented us from
having two different cues. In fact, we initially tried to directly use the whole
images described above (i.e., the images including the target, two cues and the
distractors) but once the models foveated the first cue they immediately tried to
search the target on the row and column of the first cue instead of searching the
second cue (this strategy was actually more efficient as in the setting described
above the second cue was set outside the area indicated by the first cue: it was
not possible to put the second cue inside the area indicated by the first cue – as
suggested by the example of the car in the street suggested below – since, as the
cues had to be the same, it was not possible to create a hierarchy between them).
In future work, the use of a more complex object recognition component will
allow us to remove this simplification (see section 4), introduced here to allow
running simple clear tests of the of the basic functionalities implemented by
the model. This task required not only to integrate bottom-up and top-down
attention and to retain information in memory, as in the previous task, but
also to integrate information coming from two cues, for example by searching
the target within an area corresponding to the intersection of the two areas
suggested by the two cues. This function can be implemented only by the PAM
model as it requires the memory of the action suggested by the first one of the
two foveated cues. To give an idea of the use of this capability, think about
an eye that has to foveate a person in a city. A strategy to solve this task
might be finding a street, scanning its surface in search of a car, and looking
the through the car’s windows to see if there are people inside. In this example,
a first cue (the car) is used to search a second cue (the car) and then the target
by integrating the information given by the two cues.
In all tasks the cue(s) have maximum luminosity (i.e., their RGB colour
values are set to 255) whereas the target and distractors have a lower luminosity
(colour values set to 230). This simple technique was used to bias the system to
first foveate cues and then other objects so as to ease the statistical analysis of
the models (see section3). Both training and tests consisted in the presentation
of a certain number of blocks of images to the systems plus a reward signal of
one each time the models foveated the target.
The performance was always computed as the percent of times in which
the systems’ eye was on the target. These settings implied that the maximum
theoretical performance in the tasks, without considering the negative effects of
distractors, was as follows:
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Figure 3: Example of images used in a block of 2-cue/5-dis task. (a) The first
image of each block contains only the first cue, used as the first input to the
models. (b) The second image reports both cues to allow the test program
to evaluate if the models select the first cue, and to allow the models to see
the second cue. (c) The third image reports the second cue, to allow the test
program to evaluate if the models select the second cue, and the target plus the
distractors. (d) The fourth image, repeated five times in each block, contains
only the cue and the distractors.
• 1-cue/x-dis task, 7/8=.8750: the optimal model would first foveate the
cue, then the target and then stay on it.
• 2-cue/x-dis task, 6/8=.7500: the optimal model would first foveate the
first cue, then the second cue, then the target and then stay on it.
Note that the tests use simplified images (e.g., objects identified by colours,
and positions of objects on a grid) to ease the analysis of the models reported be-
low. In fact they allow computing optimal performance, analyse the sequences
of behaviour, explain the functioning of the systems’ components, etc. How-
ever, as mentioned in section 4, this is not a limit of the architecture as it might
be endowed with more sophisticated components, such as a more sophisticated
object-recognition component, in order to let it tackle more complex tasks in-
volving real-world images.
3 Results
This section illustrates the performance and functioning of the BASE and the
PAM models when tested with the tasks illustrated in section 2.9. In particular,
the models are first trained on the basis of the simplest version of the first task as
the solution of the two tasks requires the same knowledge (section 3.1). Then the
models are tested with various versions of the tasks to analyse the functioning
of their various components: the bottom-up attention map and the inhibition-
of-return map (section 3.2), the vote map (section 3.3), and the potential action
map (sections 3.4, 3.5, 3.6).
3.1 Learning and performance of the models
Fig. 4 illustrates the learning curves of the BASE and the PAM models trained
with the first task for 20,000 image blocks each having a random number of
distractors (from one to five). The figure also reports two simulations where the
parameter ν of the exploration noise was set to zero in the two models. These ex-
periments were carried out with two goals in mind: (a) testing if the bottom-up
mechanisms driving the systems is capable of generating the necessary explo-
rations needed by the functioning of reinforcement learning algorithms without
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the addition of noise: this is an interesting function that this mechanisms might
play if reinforcement learning algorithms are used to learn eye motion; (b) eval-
uating the capacity of the models to learn to stay on targets once found. The
results show that the PAM model learns fast both with and without noise and
reaches a steady state value. On the contrary, the BASE model with noise learns
more slowly and achieves lower performance than the PAM model: we shall see
in section 3.5 that this lower performance is caused by the fact that, since the
BASE model does not have the memory of the potential action map, once it
foveates a distractor it looses the information given by the cue. Moreover, the
BASE model with no noise achieves a very low performance: as we shall see in
section 3.4 this is due to the fact that the model is not capable of producing the
experience necessary to learn to stay on the target.
Figure 4: Learning curves of the BASE and the PAM model trained with the
presentation of 20,000 blocks of the 1cue/0dis task. The x-axis reports the
blocks of eight images presented in sequence to the models whereas the y-axis
reports the models’ performance computed as the percent of times in which the
systems’ “eye” was on the target (the values reported by the curves correspond
to this performance filtered with a moving average having a window size of 256
blocks).
After training, the four trained models were systematically tested on 50,000
blocks of various versions of the two tasks: 1-cue/0-dis, 1-cue/5-dis, 1-cue/10-
dis, 2-cue/5-dis, 2-cue/10-dis. The results are reported in Table 1 which shows
various interesting facts. First, the test run with the 1-cue/0-dis task confirm
that the the BASE no-noise model does not fully learn the task. Second, they
indicate that in the 1-cue/x-dis tasks with five or ten distractors the PAM model
outperforms the BASE model. As we shall see in section 3.5, this higher perfor-
mance is due to the PAM model’s capacity to retain in memory the information
provided by the cues when the system foveates distractors (note that the dif-
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ference in performance with the BASE model increases with a higher number
of distractors, e.g. passing from five to ten). Third, in 2-cue/x-dis tasks with
five or ten distractors the PAM model’s performance is much higher than the
BASE model’s one, and this difference increases with a higher number of distrac-
tors, for example with five and ten distractors, the PAM model’s performance
is respectively 139% and 211% (i.e. more than double) of the BASE model’s
performance. As we shall see in section 3.6, this is due to the PAM model’s
capacity of integrating information given by the two cues so as to be capable
of precisely locating the target notwithstanding the presence of distractors in
areas suggested by the cues taken alone.
Table 1: Performance of the BASE and PAM models (with and without noise)
in 50,000 blocks of five variants of the two tasks. The last two rows of the table
report respectively the relative performance of the PAM and BASE models
and the theoretical performance (not considering the distractors). Each cell of
the first four rows reports the performance of the models both in terms of the
fraction of steps in which the models got rewarded and as the fraction of such
steps with respect to fraction of steps of the theoretical performance. Note that
a performance higher than the theoretical one in the 1-cue/0-dis task is due
to minor implementation biases with respect to the ideal test (e.g., the models
found themselves already on the target in the first image of some blocks).
Architecture 1-cue/0-dis 1-cue/5-dis 1-cue/10-dis 2-cue/5-dis 2-cue/10-dis
BASE 0.8892 - 1.02 0.6792 - 0.78 0.4537 - 0.52 0.4980 - 0.57 0.3094 - 0.35
BASE no-noise 0.4999 - 0.57 0.1732 - 0.20 0.0945 - 0.10 0.1340 - 0.15 0.0748 - 0.08
PAM 0.8913 - 1.02 0.7445 - 0.85 0.5503 - 0.63 0.6909 - 0.79 0.6525 - 0.75
PAM no-noise 0.8906 - 1.02 0.7177 - 0.82 0.4979 - 0.57 0.6989 - 0.80 0.6487 - 0.74
PAM/BASE 1.00 1.09 1.21 1.39 2.11
Theor. perf. 0.8750 0.8750 0.8750 0.7500 0.7500
3.2 Bottom-up attention: periphery map and inhibition-
of-return map
This section analyses the functioning of the bottom-up components of the mod-
els, namely the periphery map and the inhibition-of-return map. For this pur-
pose, Fig. 5 shows an image used in a block of the 1-cue/10-dis task and the
activation of the saliency and inhibition-of-return maps of a MAP model af-
ter five exploration steps of the image. The data have been collected with a
system that has not yet been trained so that there are no top-down influences
on the saliency map. This implies that the saliency map’s activation reflects
only the input from the periphery map and the inhibition-of-return map. This
also implies that a BASE model would have had a similar behaviour as the one
described in the following. Note that in this sections and the following ones, the
noise of the saliency map was set to zero to have clearer analyses of the models
and to show their intrinsic exploratory properties.
The figure shows that while the eye explores the image (Fig. 5a) it generate
clusters of inhibited neurons with an inhibition that decreases with elapsing
of time (Fig. 5b). The figure also shows that the model explores only regions
of the image where there are objects thanks to the bottom-up effects of the
periphery map (note how clusters of inhibited activity, caused by eye’s visits, fall
only on spots where there is a bottom-up excitation from objects, see Fig. 5c).
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(a) (b) (c)
Figure 5: (a) an image used in one block of the 1-cue/10-dis task; (b) activation
of the inhibition-of-return map: black dots are proportional to the activation
of the corresponding neurons in the map; (c) activation of the saliency map:
white dots indicate activations above 0.5 (this are caused by the periphery
map) whereas black spots indicate activations below such value (this are caused
by the inhibition-of-return map). The sizes of the dots are proportional to the
activation of the neurons.
The interplay between the bottom-up saliency of the image’s elements and the
inhibition of return generates a rather efficient exploratory behaviour.
3.3 Analysis of the vote maps
Fig. 6 shows the activation of the vote map of the BASE and PAM models when
the systems foveate either a target, a cue or a distractor. The activations are
similar for the two models, so they can be explained together. The graphs show
that when the systems foveate a target, the vote map has these activations: (a)
a cluster of neurons activated above 0.5 in correspondence to the centre: this
lead the eye to stay on the target; (b) clusters of neurons activated below 0.5
in the remaining places: this bias the eye to avoid moving to any other place.
When the systems foveate a cue, the vote map has these activations: (a) a
cluster of neurons activated below 0.5 in correspondence to the centre: this bias
the eye to move away from the cue (this strengthens the effect of inhibition of
return); (b) clusters of neurons activated above 0.5 in correspondence to the
row and column of the cue: this bias the eye to move on objects on such column
and row and captures the regularity related to the probabilistic spatial relations
existing between the cue and the target; (c) cluster of neurons activated below
0.5 in the remaining places: this bias the eye to ignore distractors located in
such positions. When the systems foveate a distractor, the vote map has these
activations: (a) a cluster of neurons activated below 0.5 in correspondence to the
centre: this bias the eye to move away from the distractor (this strengthen the
effect of inhibition of return); (b) scattered clusters of neurons with activation
above or below 0.5: the function of these activations is at the moment unclear
and is still under examination.
3.4 Capability of learning to stay, and of staying, on the
target
We are now in the position to explain in detail why the BASE no-noise model
fails to learn the 1-task/x-dis task (with one to five distractors), and as a con-
sequence has a low performance in other (variants of the) tasks, whereas the
PAM model (both with and without noise) quickly learns to stay on the target
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(a) (b) (c)
(d) (e) (f)
Figure 6: Activation of the vote map of the trained BASE model (a, b, c) and
of the trained PAM model (d, e, f) when the systems foveate a target (a, d),
a cue (b, e) or a distractor (c, f). White dots indicate activations above 0.5 of
the corresponding neurons, whereas black spots indicate activations below such
value. The size of the dots is proportional to the activation of the neurons.
once found and hence has a high performance in all variants of the tasks. Direct
observation of the behaviour of the BASE no-noise model during learning shows
that when it finds the target it always moves away from it in the following step.
On the contrary, the PAM model goes from the cue to the target and then stays
on it. Fig. 7, which shows the average rewards that the two models get in the
eight steps of the blocks, presents a quantitative account of these behaviours.
The figure shows that, contrary to the PAM model, the BASE no-noise model
tends to visit the cue in the first step of each block, then finds the target, but
then goes back to the cue and repeats this behavioural pattern till the end of
the block.
(a) (b)
Figure 7: 1-cue/0-dis task: mean reward (y-axis; averaged over 50,000 blocks)
that the BASE no-noise model (a) and the PAM model (b) receives in corre-
spondence to the eight time steps of blocks (x-axis).
An analysis of the vote maps of the two models and of the related saliency
maps, reported in Fig. 8, explains the reason of this different behaviours. Inhi-
bition of return tends to have a negative effect when the eye is on the target, as
it is highest for the currently foveated location, and so bias the eye to other lo-
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cations. The BASE no-noise model is not capable of compensating this bias and
so moves away from the target (Fig. 8d). The point is that, not being capable
of remaining on the target, the system is not capable of producing the necessary
experience needed to learn to stay on it. Fig. 8a shows that, as a consequence,
the vote map learns a sub-optimal strategy: since the model is not capable of
staying on the target, it votes to go back to the cue as this is followed by another
rewarded target. On the contrary, the PAM model is capable of compensating
the negative effect of inhibition of return thanks to the positive bias generated
by the cue in the previous time step and still memorised in the Potential Action
Map (this bias can be seen in Fig. 8e in terms of the clusters of units with an
activation above 0.5 spatially arranged as a cross-shape). Fig. 8b shows that,
as a consequence, the vote map learns the optimal strategy of staying on the
target once found: this allows the model to remain on the target even when the
cue’s bias fades away from the potential action map memory and the inhibition
of return on the cue decays to zero.
(a) (b) (c)
(d) (e) (f)
Figure 8: Top graphs: activation of the vote maps of the BASE no-noise model
(a) and the PAM model (b; same as Fig. 6a) when looking at the target of
an image (c) of the 1-cue/0-dis task. Lower graphs: activation of the saliency
map of the BASE no-noise model (d) and of the PAM model (e) as soon as they
foveate the target, and activation of the saliency map of the PAM model after
two steps (f).
We have seen (Table 1) that the BASE model (i.e. the BASE model with
noise) learns successfully to solve the 1-cue/x-dis task. The reason for this is that
noise allows the system to occasionally overcome the negative effect of inhibition
of return when the system is on the target. This allows the system to develop
a bias to stay on the target similar to the one developed by the PAM model.
However, it should be noticed that this solution based on noise is less powerful
than the solution of the potential action map’s cue-bias exploited by the PAM
model that works each time the target is found and not only sporadically as the
solution based on noise. This is demonstrated by the fact that the PAM model
learns much faster than the BASE model (see Fig. 4).
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3.5 Potential action map: an action-oriented memory of
cue information
This section explains in detail one of the main functions played by the potential
action map, that is the capacity of memorising the information on the target
rendered by a given cue in a format readily usable for guiding action. To show
this function, the BASE and PAM models were tested with 50,000 blocks of
the 1-cue/10-dis task. The results of the test reported in Fig. 9 give broad
indications of the behaviour of the two models during the test. The graphs in
the figure report the probability that the models’ eye is on the target in the
eight steps of the blocks. A comparison of the two models with respect to this
aspect indicates that they do not differ with respect to the first step, usually
involving the foveation of the cue, and the second step, usually involving the
foveation of either the target or a distractor with a probability of respectively
about 30% and 70%. Note that in the second step models can use both the
bias from the cue to search the target on the“cross area” centred on the cue
and the bottom-up information from the target or the distractors. Without the
bottom-up information, they would have a chance of about 9% = (1/11)× 100
of finding the target and 91% = (10/11) × 100 of finding a distractor. The
most relevant difference between the models happens on the third step. Here
the probability that the PAM model moves to/is on the target is about 50%
whereas the BASE model’s one is 40% (this advantage is then maintained in
the succeeding steps). The reason of this is that in the case the BASE model
foveates a distractor after the foveation of the cue (second step), it completely
looses the information on the target given by the cue. On the contrary, the PAM
model is capable of continuing to search in the “cross-shaped” area indicated
by the cue by exploring in sequence all the spots within such area marked by
the bottom-up salience.
(a) (b)
Figure 9: 1-cue/10-dis task: mean reward (y-axis; averaged over 50,000 blocks)
that the BASE model (a) and the PAM model (b) receive in correspondence to
the eight time steps of blocks (x-axis).
Fig. 10 supports this interpretation by furnishing a further analysis of the
behaviour of the two models. The figure shows the ten most frequent sequences
of objects foveated by respectively the BASE model and the PAM model during
the 50,000 blocks of the test. As it can be seen, the sequence where the models
first foveate the cue and then the target has the same frequency for both models
(see the first most frequent sequence). However, the PAM model’s second and
third most frequent sequences are those where the system foveates one or two
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distractors after the cue and before the target. These are the best moves the
model can perform when it fails to find the target in the first step after the
cue. On the contrary, in the case of the BASE model, these two sequences have
only the third and fifth rank in frequency and, what is more important, have a
much smaller absolute frequency with respect to the PAM model (in particular,
a frequency of about 0.05 and 0.04 respectively in the case of the BASE model
versus 0.19 and 0.10 in the case of the PAM model).
(a) (b)
(c) (d)
Figure 10: 1-cue/10-dis task: ten most frequent sequences of objects foveated
by the BASE model (a) and histogram of related frequencies (b), and analogous
data related to the PAM model (c and d respectively). In graphs (a, c) the
vertical axis reports the sequences of object foveated by the models during the
eight time steps forming blocks (black: cue; dark grey: target; light grey: dis-
tractors), whereas the horizontal axis reports the different sequences. In graphs
(a, c) the vertical axis reports the fraction of blocks in which the sequences are
used during the whole experiment (50,000 blocks).
Fig. 11 shows why the two models exhibit such behaviour after they en-
counter a distractor after the cue, in particular why the PAM model can still
have a good performance after such “mistake” occurs. The figure shows the
activation of the saliency map of the two models when they are on the cue, and
the activation of the same map when the models visit a distractor after the cue.
The activation of the map of the two models is similar when the cue is foveated,
but differs when the models foveate a distractor in the following time step. In
particular, contrary to the BASE model, when the PAM model foveates the
distractor it maintains an activation corresponding to the potential positions
where the target might be as suggested by the cue (see the clusters of highly
activated units spatially organised as a cross-shape in Fig. 11d).
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(a) (b)
(c) (d)
Figure 11: Activation of the saliency map of the BASE model when it foveates a
cue (a) or a distractor after the cue (b). Graph (c) and (d) show analogous data
relative to the PAM model. Note in (d) the cluster of white dots (units activated
positively) spatially organised to form a cross-shape centred on the position of
the visited cue: the activation of these units is caused by the potential action
map.
3.6 Potential action map: capacity to integrate multiple
sources of information
This section explains another important function played by the potential action
map, that is the capacity of integrating the information on the target rendered
by more than one cue. To illustrate this function, the BASE and PAM models
were tested with 50,000 blocks of the 2-cue/10-dis task. Fig. 12 reports some
results of this experiment that, together with a direct observation of behaviour,
furnish a general idea of the strategies used by the two models to tackle the
task. In the first and second step, the two models get zero reward as only
the cues are visible. In the third and fourth steps the models’s performance
diverges dramatically: the PAM model is on the target about 70% and 90% of
the times respectively, whereas the BASE model only 25% and 30% of the times
respectively.
The reasons of this higher performance can be understood considering the
most frequent sequences of moves performed by the two models, presented in
Fig. 13. In this regards, the figure indicates that the PAM model’s first choice
is the optimal sequence formed by the two cues followed by six targets (this
sequence is selected about 70% of the times), whereas this sequence is only the
second choice of the BASE model (selected only about 25% of the times). The
reason of this is that the PAM model can find the most likely position of the
target by integrating the information from the two cues (Fig. 13c-d), and when
it makes a mistakes (i.e. foveates a distractor after the cue) can often recover
in the successive moves (see sequences 2, 4, 5, 6 in Fig. 13c, which include
an increasing number of distractors before the target and have a decreasing
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(a) (b)
Figure 12: 2-cue/10-dis task: mean reward (y-axis; averaged over 50,000 blocks)
that the BASE no-noise model (a) and the PAM model (b) receives in corre-
spondence to the eight time steps of blocks (x-axis).
frequency). On the contrary, the BASE model cannot exploit the information
returned by more than one cue, so it has lower chances of finding the target after
the two cues. Moreover, if it foveates a distractor instead of the target after the
two cues it “gets lost” as it has not retained in memory the information from
the cues, and so starts to search the target with a random search (see sequences
3-7 in Fig. 13a, which have a similar frequency, Fig. 13b)
This interpretation is corroborated by the data presented in Fig. 14, which
show the activation of the saliency map of the BASE model and PAM model
when they foveate the first cue and then the second cue. The graphs clearly
show that the PAM model records information given by the two cues and so has
a high probability of searching the target on the two intersections of the two
cross-shaped areas suggested by the cues, whereas the BASE model looses the
information about the first cue when it foveates the second cue.
4 Conclusions
This paper presented an architecture that combines a basic bottom-up attention
system, analogous to systems proposed within the literature on visual attention,
and a novel top-down component, the Potential Action Map (PAM), which
uses reinforcement learning to learn to attend to rewarded stimuli. This map
functions as a memory that accumulates evidence in favour of the locations
where rewarding targets might potentially be located with respect to foveated
cues.
The architecture, and in particular the potential action map component,
have a number of appealing features. Some of these were investigated within
the work reported here whereas others will be tested in the future.
The first strength of the architecture is its capacity to integrate bottom-up
and top-down processes. The architecture shares this feature with other models,
for example the one proposed by Balkenius and Johansson (2007). However, it
should be noticed that that architecture does not integrate bottom-up attention,
inhibition of return and top-down attention in a flexible way. In particular, it
integrates them with a simple summation which makes the contributions from
the various components rather rigid. A possible solution to this problem would
be to let the system learn the relative contribution that the various components
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(a) (b)
(c) (d)
Figure 13: 2-cue/10-dis task: ten most frequent sequences of objects foveated
by the BASE model (a) and histogram of related frequencies (b), and analogous
data related to the PAM model (c and d respectively). In graphs (a, c) the
vertical axis reports the sequences of object foveated by the model during the
eight time steps forming blocks (black: cue; dark grey: target; light grey: dis-
tractors; white: saccade out of any object), whereas the horizontal axis reports
the different sequences. In graphs (b, d) the vertical axis reports the fraction
of blocks in which the sequences are used during the whole experiment (50,000
blocks).
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(a) (b)
(c) (d)
Figure 14: Activation of the saliency map of the BASE model when it foveates
the first cue (a) and then the second cue (b). Graph (c) and (d) show analogous
data relative to the PAM model. Note in (d) the cluster of white dots (units
activated positively) spatially organised to form a cross-shape centred on the
position of the two visited cues: the activation of these units is caused by the
potential action map.
should give to the final action decision taking place at the level of the saliency
map (see for example Balkenius et al., 2004). Indeed, in the current architec-
ture’s implementation it was not straightforward to tune the contributions of
the various maps to the saliency map by hand so as to enhance learning. For
example, the balance between the inhibition-of-return map, that tends to drive
the eye away from foveated objects, and the top-down attention map, which
drives the eye to remain on targets once found had to be carefully adjusted.
Another strength of the architecture is that it fully works in eye-centred
coordinates. Eye-centred representations not only reflect empirical findings on
neural representations used in real brains (Dominey and Arbib, 1992; Shadmehr
and Wise, 2005), but they also have various computational advantages. A first
advantage, mentioned in the introduction, is that complex visuomotor trans-
formations can be implemented in later phases of the sensorimotor flow where
information is usually encoded in more abstract forms. For example, here all
visual processes (inhibition of return and bottom-up and top-down attention
processes) were implemented on the basis of eye-centred reference frames. The
transformation of information to a body/environment-reference frame, needed
to issue the desired gaze command to the motor eye system, took place at a later
stage in the form of a summation of the current eye posture and the desired eye
displacement.
An alternative strategy would have been to use the retinal images to build
a body/environment-centred representation of the environment, to apply the
visual processes to it, and then to activate the saliency map according to these.
However, this would have required the system to apply computationally shifts
to the retinal images, which would be much heavier than the shifts applied here
22
to the action-oriented memories implemented by the inhibition of return and
potential action maps.
Another advantage is that eye-centred representations are “deictic” in the
sense that they encode information “by pointing” with respect to the context
in which they are used (e.g.: “move to direction x with respect to currently
foveated point”). Deictic representations simplify computations and enhance
the generalisation capabilities of systems (Ballard, 1991). For example, here
the actor could learn the relative spatial relations existing between the cue and
the target by representing these relations with respect to the currently foveated
cue. This allowed the actor to have a simple structure, to learn fast, and to
automatically generalise its knowledge with respect to the absolute position of
the cue/target couples.
Another advantage of the potential action map becomes apparent when it is
used in partially observable environments (as the one consider here; (Whitehead
and Lin, 1995)) or stochastic environments. In the case of partial observability
of environments the potential action map makes the model capable of testing
various available options at a given uncertain state without the need of explicitly
encoding such state. For example, assume that when the system is in state A
or state B it has the same perception SAB to which it associates two different
areas in which to search the target (one learned when the system visited A in
the past and the other when it visited B). In this case, the system might decide
to first greedily visit the one of the two areas which is most promising in terms
of reward. The point is that in case of failure of this greedy search, the system
might still visit the other area by directly moving from the new state to such
area on the basis of the information collected at SAB , that is without the need
of going back to it. Notice that the system can use a similar solution also in the
case when the world is stochastic and the system selects an action that leads to
an undesired state: it can still select an action that attempts to have the same
effects of the previous one, that is, it can still use the information given by the
previous state (eventually integrated with that of the new state).
In the future, it might be interesting to evaluate if the idea of the poten-
tial action map, and the mentioned advantages, might be extended to other
control domains. For example, in the control domain of robotic arms engaged
in reaching tasks the potential action map might represent the arm’s potential
actions within a neural map encoding the arm’s “equilibrium points” (that is,
the desired postures: see Ognibene et al., 2006; Herbort et al., 2007).
Notwithstanding the aforementioned strengths, the current implementation
of the model has various limitations that might constitute the starting point
for future work. A first limitation is the simplified bottom-up attention com-
ponent. However, as mentioned in section 2.4, this is not a general drawback
of the architecture as this component might be easily substituted with a more
sophisticated component capable for example of performing detection of edges,
colours, motion, etc. (Itti et al., 1998; Itti and Koch, 2001; Balkenius et al.,
2004).
A second limitation is the simplified object-recognition component, currently
based on a simple colour-detection device. Again, as mentioned in section 2.3,
this is not a general drawback of the architecture as this component might
be substituted with mechanisms capable of implementing more sophisticated
feature-extraction processes (see for example Rao and Ballard, 1995; Riesenhu-
ber and Poggio, 1999b).
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A last limitation is that some important mechanisms used by the architec-
ture are currently hardwired. These mechanisms are the reset of the memories
(inhibition of return and potential action maps) when the scene changes, and
the shift of their activation when the eye moves. The first mechanism, imple-
menting the reset of memories, might be substituted with neural mechanisms
that reset memories only locally on the basis of abrupt changes of the activation
of the neurons of the bottom-up attention maps. A similar mechanism seems
to operate in real brains for inhibition of return (Klein, 2000) and was used by
Balkenius (2003) to reset a memory for visual context. The second mechanism,
the shift of memories, seems to play an important role in visuomotor trans-
formations implemented in real brains (Gnadt and Andersen, 1988; Shadmehr
and Wise, 2005). Various neural models of this mechanism have been proposed
in the literature, for example based on dynamic networks (Dominey and Ar-
bib, 1992; Zhang, 1996) or “gain fields” (Casarotti et al., 2003; Shadmehr and
Wise, 2005 for a review). Some of the algorithms used in these models might be
suitably used to substitute the currently hardwired shift mechanism in future
implementations of the architecture.
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