Abstract-This paper proposes a prosody based approach for Automatic Personality Perception. Social psychology has shown that whenever we listen to a voice for the first time, we spontaneously and unconsciously attribute personality traits to the speaker. The attribution process is not necessarily accurate, but it is important because it shapes our behavior towards others. The experiments of this work are performed over a corpus of 640 speech samples (322 individuals in total) assessed in terms of speaker's personality traits by 11 judges. The results show that it is possible to predict some of the personality traits with accuracy higher than 70%. The effect of different prosodic features has also been analyzed and compared with findings in the psychological literature.
I. INTRODUCTION
One of the characteristics that make humans social is that they make spontaneous -i.e., "effortless, habitual and unintentional" [1] ) -inferences about a wide range of socially relevant characteristics of others. The process takes place outside conscious awareness and leads to the development of impressions, especially in the earliest stages of an interaction [2] . The phenomenon is pervasive and it takes place not only in face-to-face encounters, but also when people see others in pictures [3] and videos [4] or listen to them in speech recordings [5] . This paper is the summary of a previous publication [6] and studies one aspect of this phenomenon, namely the spontaneous attribution of personality traits to unacquainted speakers that people hear for the first time. In particular, the paper proposes an Automatic Personality Perception (APP) approach based on prosody, i.e. an approach that maps prosodic features into personality traits attributed by listeners.
The reason behind the choice of prosody is that there is a large body of literature showing that prosodic features affect the perception of personality traits [7] . Furthermore, nonverbal behavioural cues (e.g., prosody, facial expressions, gestures, postures, etc.) have been shown to be reliable markers of social and psychological phenomena in domains like Affective Computing [8] and Social Signal Processing [9] . At the moment the original work was written [6] , only a few papers on APP were available in the literature (see [10] for an extensive survey). The main contributions of the original work were as follows:
• It was the first work to measure quantitatively the effect of individual prosodic features on APP effectiveness; • It was the first work using personality assessments as features for predicting other, independent personal characteristics; • The number of subjects used in the original work was three times larger than in any previous APP experiment presented in the literature; • The original work considered nonverbal speech features previously neglected in both computing and psychological literature. On the long term, APP can be considered as a contribution to the efforts being done towards bridging the social intelligence gap between people and machines [9] . However, some early applications of APP have already been explored like the generation of synthetic voices eliciting desired social perceptions (see, e.g., [11] ), the use of personality assessments in recommender systems [12] , the interaction between humans and robots [13] , or the indexing of multimedia data in terms of social and emotional user perceptions [14] . In this respect, the development of APP technologies is expected to be beneficial for several computing areas.
II. PERSONALITY AND ITS ASSESSMENT
Personality is the latent construct that accounts for "individuals' characteristic patterns of thought, emotion, and behavior together with the psychological mechanisms -hidden or not -behind those patterns" [15] . The literature proposes several personality models (see [10] for a short survey) and the most commonly applied ones are based on traits, i.e., on broad dimensions that capture the most salient characteristics of an individual [16] . According to these models, personalities can be represented as vectors where each component measures how well the behavior of a person actually matches the tendencies associated to a given trait. Such a representation is particularly suitable for computer processing. I: THE BFI-10 QUESTIONNAIRE USED IN THE EXPER-IMENTS OF THIS WORK.   ID Question  1  This person is reserved  2  This person is generally trusting  3  This person tends to be lazy  4  This person is relaxed, handles stress well  5  This person has few artistic interests  6  This person is outgoing, sociable  7  This person tends to find fault with others  8  This person does a thorough job  9  This person gets nervous easily  10 This person has an active imagination In particular, this work adopts the Big Five (BF) Traits, five broad dimensions that "parsimoniously and comprehensively describe most phenotypic individual differences" [17] . The BFs have been identified by applying factor analysis to the 18,000 words that describe personality in English [18] . While being so many, these personality descriptors tend to group into five major clusters corresponding to the BFs:
• Extraversion: Active, Assertive, Energetic, etc.
• Agreeableness: Appreciative, Kind, Generous, etc.
• Conscientiousness: Efficient, Organized, Planful, etc.
• Neuroticism: Anxious, Self-pitying, Tense, etc.
• Openness: Artistic, Curious, Imaginative, etc. In the BF framework, assessing a personality means to find five scores that account for how well the adjectives associated to each trait describe the behavior of an individual. This is typically done using psychometric questionnaires where items describing observable behavior are associated to Likert scales (see Table I ). This work has used the Big Five Inventory 10 (BFI-10) of Table I , a short version of the full BFI [19] . The 10 items of the BFI-10 are those that better correlate with the results of the full BFI questionnaire. Each item is associated to a 5 points Likert scale (from "Strongly Disagree" to "Strongly Agree"). The main advantage of BFI-10 is that it takes less than one minute to be completed.
III. THE APPROACH
The APP approach proposed in this work includes three main steps: extraction of low-level prosodic features from the speech signal, estimation of statistical measures accounting for long-term prosodic properties of speech, and finally mapping of statistical features into attributed traits.
A. Low-level Feature Extraction
The low-level features adopted in this work account for the most important aspects of prosody (pitch, energy and tempo). For this reason, they have been extensively investigated not only in speech processing, but also in psychological fields interested in the interplay between speech and personality (see [10] ). In particular, the low-level features adopted in the experiments are pitch (number of vibrations per second produced by the vocal cords, the main acoustic correlate of tone and intonation), first two formants (resonant frequencies of the vocal tract), energy of the speech signal (how loud or soft people speak), and length of voiced and unvoiced segments (an indirect measure of speaking rate).
The features are extracted from 40 ms long analysis windows that span the entire duration of each speech sample and start at regular time steps of 10 ms. In this way, two consecutive windows overlap for 30 ms. This process converts a speech sample into a sequence of six-dimensional feature vectors f i (one vector per window) where each component f (j) i (j = 1, . . . , 6) corresponds to one of the low-level features above. After having been extracted, the features are normalized to standard scores using mean and variance as estimated over the training set.
B. Estimation of Statistical Features
The low-level features account for the short-term aspects of speech. Hence, the representation of long-term properties requires the use of four statisticals, namely minimum, maximum, mean and relative entropy of the differences between low-level feature values extracted from consecutive analysis windows. The reason for using minimum and maximum is that together they measure the dynamic range of a given feature. The mean provides an indication of what are the most frequent values and, finally, the entropy represents the predictability of a given prosodic characteristic. In particular, the higher the entropy, the more it is difficult to predict the next value of a low-level feature given the current one (the approach is inspired by [20] ).
The estimate of the entropy is obtained as follows: first all differences ∆f
between consecutive values of low-level feature j are collected. This allows one to build the set Y (j) = {y
that can be observed in a speech sample. At this point, it is possible to estimate the entropy:
where p(y
k ) is the probability of ∆f
(estimated with the fraction of times the value y (j) k is actually observed) and |Y (j) | is the cardinality of Y (j) (number of elements in Y (j) ). The term log |Y (j) | works as a normalization factor; The upper bound (H = 1) is reached when the distribution is uniform (maximum uncertainty). When the entropy is higher, it means there is higher uncertainty and the feature is less predictable. Given that the low-level features are extracted every 10 ms from a 40 ms window, a record of 10 seconds (the length of the samples used in the experiments) results into 996 feature vectors. This is sufficient to obtain reliable statistics and avoid the effect of possible outliers. Since the low-level features are six and the statisticals are four, the total number of statistical features is 24. The vector of the statisticals is used to represent each sample of the dataset.
C. Recognition
The recognition step predicts the personality traits that people attribute to the speakers of the dataset using the 978-1-4799-9953-8/15/$31.00 ©2015 IEEEstatisticals extracted at the previous step. In particular, this step predicts whether a speaker has been perceived to be below the median or not with respect to each of the Big Five Traits. The task is performed using a logistic regression:
where D is the dimension of the feature vectors and the θ i are the parameters of the model. If p(C| x) ≥ 0.5 the feature vector x is assigned to class C. The model is trained by maximizing the entropy over the training set with the Limited Memory Broyden-Fletcher-Goldfarb-Shanno (BFGS) method [21] 1 . In this work, the main advantage of the logistic regression is that the parameters θ i provide a measure of how individual features influence the outcome of the classification. This can be considered an indirect indication of the features driving the perception of the judges that have assessed the speech samples (see Section IV-A).
IV. EXPERIMENTS AND RESULTS
This section reports on dataset, experiments and results obtained in this work.
A. The Data
The experiments of this work are based on the publicly available SSPNet Speaker Personality Corpus 2 , a collection of 640 speech clips involving 322 individuals. The samples have been extracted randomly from a set of 96 news bulletins broadcast by Radio Suisse Romande, the French speaking Swiss national broadcast service, during February 2005. The clips are emotionally neutral and they do not contain words that might be easily understood by non-French speakers (e.g., names of places or well known people). This is to restrict the personality assessment, performed by non-French speakers, to be influenced mainly by nonverbal vocal behavior. Overall, the speakers can be grouped into professional (307 samples), the journalists that work for Radio Suisse Romande, or nonprofessional (333 samples), people that happen to talk on the radio because of a specific news.
The personality assessments have been done by 11 judges who did not speak or understand French. The assessors listened to all clips and then completed the BFI-10 questionnaire over an online platform. Once the assessment of a clip was completed, there was no possibility to go back or to edit the answers. The final personality score for each clip is the average of the scores assigned by each of the judges individually.
B. Perceived Personality as a Predictor
The personality assessments of the 640 clips can be thought of as vectors in a five-dimensional space. Figure 1 shows the projection of these vectors onto the first two Principal Components [22] (roughly 70 percent of the total variance). The symbol is different for professional (307 cases) and nonprofessional speakers (333 cases). While overlapping, the two 1 www.cs.grinnell.edu/ weinman/code/index.shtml 2 sspnet.eu/2013/10/sspnet-speaker-personality-corpus/ categories appear to cover different parts of the personality space. This seems to confirm that the assessments are not random, but capture meaningful differences between speakers.
As a further confirmation, a logistic regression was trained to distinguish between professional and non-professional speakers using the personality scores as features. Figure 2 shows the θ coefficients of the model and the lower plot corresponds to the model performance when using only the K traits with highest weights (K = 1,...,5). Conscientiousness and Extraversion are the two traits that influence most the classification outcome. In particular, the performance using the 978-1-4799-9953-8/15/$31.00 ©2015 IEEE Conscientiousness score alone is around 70. Adding the other traits does not lead to statistically significant improvements. This is not surprising given that the characteristics of the trait ("organized", "knowledgeable", "thorough", "reliable", etc. [17] ) are probably those that journalists tend to convey when they talk on the radio.
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C. Prosody Based Personality Perception
The 11 judges fill the BFI-10 for each clip. Thus, for each of the judges, it is possible to estimate the median along every trait. This makes it possible to verify whether a given sample is below median or not along a given trait for all the judges. When the majority of the judges perceives the speaker to be below median, the sample is assigned to class Low, otherwise the sample is assigned to class High. As the judges are 11, there is always a majority of at least n = 6 judges. It is possible to restrict the experiments to samples for which the size n of the majority group is larger. However, the larger n the smaller the fraction of data that can be used. Table II reports the accuracies (percentage of times the logistic regression assigns a sample to the right class). The percentage in parenthesis is the fraction of data for which at least n judges agree. The results are compared with a baseline that corresponds to the performance obtained when predicting always the class with the highest a-priori probability. The improvement with respect to such a baseline is always statistically significant except in the case of Openness.
The first column of the table corresponds to n ≥ 6, and the experiments are performed over the entire corpus. Extraversion and Conscientiousness tend to be recognized better than the other traits. This is not surprising for Extraversion because it has been shown that people perceive easily this trait [23] . The high accuracy for Conscientiousness is peculiar of this work and is consistent with the results of Section IV-B showing that the trait discriminates between the two categories of speakers represented in the corpus. Table III reports the confusion matrices for all traits; the recognition rates are roughly similar for both classes except for Openness where the accuracy is not significantly above the performance of the baseline.
The results show that the accuracy increases when there is more consensus across judges, meaning that there is a more coherent and consistent relationship between measurable speech characteristics and attributed traits. This suggests that variability across judges is probably one of the main difficulties in APP. Variability is an inherent aspect of personality perception because it is not possible to say whether a judge is "right" or "wrong". The judges are expected to rate the subjects according to their impressions and not according to a supposed groundtruth. However, it is still possible to find the features that influence most the outcome of the classification.
One of the main reasons to use the Logistic Regression is that the parameter vector θ provides indications about the features' impact on the classification results. Indirectly, this suggests what are the features that possibly drive the perception of the judges. Figure 3 shows the θ coefficients of the model for each trait separately and how the accuracy changes by using only the first K highest ranking features where K = 1,2,...,20. Four features have been eliminated because they are highly correlated with one of the retained features and this would make the value of the θ i coefficients unreliable.
For Extraversion, the feature that influences most the outcome of the classification is the pitch entropy. This is in line with previous findings of the psychological literature showing that people with higher pitch variability tend to be perceived as more extravert [24] . The means of the first two formants play an important role as well. This might be due to possible gender effects (female subjects tend to have higher formants) or the influence of the content (formants account for the phonemes uttered by a speaker). However, this latter effect should not be particularly important because the judges do not understand the language of the speech samples. The last important feature, at least according to the θ coefficient value, is the mean length of unvoiced segments. This suggests that people making long pauses and/or speaking slower tend to be perceived as less extravert, in line with previous findings in psychology [25] .
In the case of Conscientiousness, entropy plays a major role when it comes to pitch, first formant and energy, thus confirming previous findings of the psychological literature showing that variability tends to be interpreted as higher Conscientiousness [26] . Mean of the first formant and minimum of the second one seem to suggest that there is a gender effect known as "benevolent stereotype" [23] : Women tend to be perceived as higher in Extraversion, but lower in Conscientiousness. However, it could be the effect of the words being uttered as well. Maximum of unvoiced segments length also appears to be effective negatively, meaning that people using too many pauses are perceived as less competent.
The psychological literature does not offer terms of comparison for the other three traits. However, the experiments of this work can suggest some cues that influence their perception. The mean of the formants appears to have an effect in both Agreeableness and Neuroticism. This suggests that speakers with higher formants tend to be perceived as less agreeable and more neurotic. In the case of Openness, the indications are probably unreliable because the classifier does not improve to a statistically significant extent the performance of the baseline. The main reason is probably that this trait is difficult to be perceived in the particular setting of the experiments.
V. CONCLUSIONS
This work has proposed an approach for Automatic Personality Perception [10] , the automatic prediction of the personality traits that people attribute to others. At the moment the original work was written [6] , the corpus used in the experiments was the largest of its kind (see Section IV-A). Furthermore this work has proposed one of the first attempts to use pattern recognition techniques to confirm previous findings of the psychological literature while, possibly, introducing new ones.
The actual task addressed in the experiments is to predict whether a speaker is perceived to be below median or not with respect to each of the Big-Five Traits. The performances range between 60% and 72% depending on the particular trait. Extraversion and Conscientiousness tend to be predicted better, in line with the observations of personality psychology [23] . The performance for the latter trait is particularly high if compared with other works published in the computing literature [10] . The probable reason is that the SSPNet Speaker Personality Corpus tends to make the trait available [27] , i.e., easy to access for the judges. In fact, the speakers are people talking on the radio and, presumably, trying to appear as Conscientious as possible, especially in the case of professional speakers (see Section IV-A).
Since the experiments focus on the attribution of personality traits at zero acquaintance (speakers and judges do not know one another and have never been in contact), the agreement between judges tends to be low [28] , [29] , but still statistically significant. This has to be considered a normal characteristic of these experiments because attributed traits are not right or wrong, but simply account for the impressions of the judges. This is probably one of the main difficulties in APP and the only way to avoid the problem is to point on scenarios where the judges are more likely to agree with one another.
Possible directions for future work include the prediction of personal characteristics based on automatically attributed traits [27] , [30] , the modeling of dimensional personality representations, or the inclusion of cultural effects. In all cases, the main obstacle is probably the collection of corpora large enough to allow progress. The reason is that the collection of multiple judgments, necessary to obtain reliable personality assessments [31] , is expensive and time-consuming.
On the long-term, the main reason to develop technologies capable to deal with human personality is that this latter accounts for most individual differences and observable behaviors. In this respect, computers capable to deal with personality traits will be capable to deal with people as well. In other words, technologies like APP can contribute to the development of socially intelligent machines that interact with their users like people interact with others in human-human exchanges.
