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ABSTRACT
Nonparametric Estimation of Econometric Models With Categorical Variables.
(August 2005)
Desheng Ouyang, B.S., Huazhong University of Science and Technology;
M.S., Huazhong University of Science and Technology
Chair of Advisory Committee: Dr. Qi Li
In this dissertation I investigate several topics in the field of nonparametric econo-
metrics.
In chapter II, we consider the problem of estimating a nonparametric regression
model with only categorical regressors. We investigate the theoretical properties
of least squares cross-validated smoothing parameter selection, establish the rate of
convergence (to zero) of the smoothing parameters for relevant regressors, and show
that there is a high probability that the smoothing parameters for irrelevant regressors
converge to their upper bound values thereby smoothing out the irrelevant regressors.
In chapter III, we consider the problem of estimating a joint distribution defined
over a set of discrete variables. We use a smoothing kernel estimator to estimate the
joint distribution, allowing for the case in which some of the discrete variables are
uniformly distributed, and explicitly address the vector-valued smoothing parameter
case due to its practical relevance. We show that the cross-validated smoothing
parameters differ in their asymptotic behavior depending on whether a variable is
uniformly distributed or not.
In chapter IV, we consider a k-n-n estimation of regression function with k se-
lected by a cross validation method. We consider both the local constant and local
iv
linear cases. In both cases, the convergence rate of of the cross validated k is estab-
lished.
In chapter V, we consider nonparametric estimation of regression functions with
mixed categorical and continuous data. The smoothing parameters in the model are
selected by a cross-validation method. The uniform convergence rate of the kernel
regression function estimator function with weakly dependent data is derived.
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1CHAPTER I
INTRODUCTION
The seminal work of Aitchison and Aitken (1976) has given rise to a rich literature on
the kernel smoothing of discrete (categorical) variables. This literature was motivated
mainly by the need to deal with the ‘small cell problem’ frequently encountered in
the analysis of multivariate discrete data. A survey of this literature leads one rather
quickly to the realization that concern lies almost exclusively with the estimation of
the (conditional) probability distribution of the discrete variables. Much less effort
has been paid to the regression framework when dealing with discrete regressors.
In chapter II, we study the theoretical properties of a data-driven least squares
cross-validation method for selecting the smoothing parameters in a regression model
when all regressors are discrete. We consider a general nonparametric regression
model in which we allow for the possibility that some of the discrete variables have
a natural ordering, for example, preferences (dislike, indifference, like), health (ex-
cellent, good, poor), and so forth. We derive the rate of convergence of the cross-
validated smoothing parameters associated with the relevant regressors. We also
demonstrate theoretically that, when irrelevant regressors are present, the associated
smoothing parameters do not converge to zero, rather, with high probability they
converge to their upper bound values thereby smoothing out irrelevant regressors.
Finally, we provide two illustrative applications which clearly demonstrate that our
nonparametric approach can produce superior out-of-sample predictions relative to
those generated by some popular parametric estimation methods.
Recently, Li and Racine (2004), Hall, Racine and Li (2004), Hall, Li and Racine
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2(2004), and Racine and Li (2004) have considered nonparametric estimation of re-
gression function and conditional density function with mixed discrete and continuous
variables. The result of chapter II shows that regression model with only discrete vari-
ables differs significantly from the mixed discrete and continuous variables case. In
the mixed variable case with at least one relevant continuous regressor, the irrele-
vant variables can be smoothed out with probability approaching one as sample size
increases, in the discrete regressor only case, while the irrelevant variables can be
smoothed out with a high probability, the probability is strictly less than one even
as the sample size goes to infinity. Also, for the discrete regressor only case, the
smoothing parameters associated with the relevant variables converge to 0 at the rate
of n−1 or n−1/2, depending on whether there exists some irrelevant variables or not.
This results again differs from the mixed variable case where the presence of irrelevant
variables do no affect the rate of convergence of the smoothing parameters associated
with the relevant variables.
It is well known that the traditional ‘frequency-based’ nonparametric approach
may be used to consistently estimate a joint probability distribution defined over
categorical variables. In chapter III, we focus our attention on an alternative non-
parametric approach when confronted with discrete variables where, instead of using
the conventional ‘frequency’ method to handle the discrete variables, we choose to
smooth the discrete variables.
From a statistical perspective, the kernel smoothing of discrete variables may
introduce some finite sample bias; however, it also reduce the variance, leading to a
reduction in the mean square error of the resulting estimator relative to the frequency-
based estimator. More importantly, we show that the kernel smoothing method, par-
ticularly when used in conjunction with a data-driven method of bandwidth selection
such as cross-validation, has the ability to smooth over the ‘uniformly distributed’
3variables (a specific definition of ‘uniformly distributed variables’ is given in Sec-
tion B of chapter III). When uniformly distributed variables are encountered, the
conventional frequency method still splits the sample into many discrete cells, includ-
ing those cells arising from the presence of the uniformly distributed variables. In
contrast, the smoothing-cross-validation method can automatically oversmooth these
variables with a high probability, thereby reducing the dimension of the nonparamet-
ric model to that associated with the non-uniformly distributed variables only. In
such cases, we reduce estimation variance substantially without increasing bias, and
we often obtain impressive efficiency gains.
As we will show in section C of chapter III, the asymptotic behavior of the
smoothing parameters depends on whether a variable is uniformly distributed or
not. We emphasize here that it is important to explicitly consider the vector-valued
smoothing parameter case. If one were to use a scalar smoothing parameter (i.e.,the
same value for each variable), as is often done for the convenience of the theoretical
analyses (e.g., Li and Racine (2003)), then it would not be possible to benefit from
the differing asymptotic behavior alluded to above. Thus, the results here extend
Racine and Li (2003) to the practically relevant vector-valued smoothing parameter
case, allowing for the existence of uniformly distributed variables, which results in
differing asymptotic behavior of the smoothing parameters.
It is well known that nonparametric estimation techniques have the advantage of
being robust to functional form specifications. Nonparametric kernel method, series
method and k nearest neighbor (k-nn) method are all widely used by applied econo-
metricians. It is also well established that the selection of smoothing parameters
are of crucial importance in nonparametric estimations. In nonparametric regression
model estimation based on kernel or series techniques, various data-driven meth-
ods are developed. With independent data, the least squared leave-one-out cross-
4validation method based on the kernel or series estimators is the most popular choice
of selecting the smoothing parameters. Intuitively, one can also apply the leave-one-
out cross-validation method to selecting the smoothing parameter when using the
k-nn nonparametric estimation method. However, to the best of out knowledge, the
asymptotic behavior of the cross-validation selected smoothing parameter in a k-nn
framework is not available in the literature. In chapter IVwe consider both a local
constant and a local linear k-nn estimator and we provide asymptotic analysis for
the cross-validation selected k in both local constant and local linear k-nn regression
function estimations.
Different nonparametric estimation methods have their own advantages in dif-
ferent situations. Undoubtedly k-nn method might be the preferred method in some
applications. For example, when data points are unevenly distributed in its sup-
port, as is often the case for nonexperimental data in social sciences, kernel method
with a fixed smoothing parameter (over the whole data range) may contain few data
points in certain range of the support and thus may lead to unreliable estimation and
inference results. In this case a researcher may prefer using a k-nn method which
always uses (the nearest) k data points in the nonparametric estimation. Although
we will only consider the independent data case in this paper, the results of the paper
can be extended to the weakly dependent case (say β or α mixing processes) in a
straightforward way.
It is well known that the traditional ‘frequency-based’ approach can be used to
consistently estimate a nonparametric regression function with categorical variables.
However, the use of this conventional frequency-based approach to handle the discrete
variables is known to be unsatisfactory. Because many economic data contain a mix-
ture of discrete and continuous variables, and when the sample size is not sufficiently
large compared with the number of discrete cells, the frequency-based method cannot
5lead to accurate nonparametric estimation results. In a seminal paper Aitchison and
Aitken (1976) propose an novel idea of smoothing the discrete variables. Recently,
Hall, Racine and Li (2004), Li and Racine (2003), and Racine and Li (2004) have
extended the idea of Aitchison and Aitken (1976) to the case with mixed discrete
and continuous variables. They suggest to smooth both the discrete and continuous
variables, and use the data-driven cross-validation method to select the smoothing pa-
rameters. Hall, Racine and Li (2004) have shown that the cross-validation method has
the amazing ability of (asymptotically) automatically removing irrelevant variables.
This is important for nonparametric estimation, since the ‘curse of dimensionality’ is
the main obstacle of nonparametric estimation method.
The aim of chapter V is to establish uniform convergence rates of nonparametric
regression or density estimators in the presence of mixed discrete and continuous
variables, we allow for deterministic or data-driven selected smoothing parameters.
This is particularly important since data-driven method seems to be the only practical
method to select the smoothing parameters in the mixed categorical and continuous
variable case.
6CHAPTER II
NONPARAMETRIC ESTIMATION OF REGRESSION FUNCTIONS WITH
DISCRETE EXPLANATORY VARIABLES
A. Introduction
The seminal work of Aitchison and Aitken (1976) has given rise to a rich literature on
the kernel smoothing of discrete (categorical) variables. This literature was motivated
mainly by the need to deal with the ‘small cell problem’ frequently encountered in the
analysis of multivariate discrete data. Examples of this literature would include the
work of Titterington (1980), Hall (1981), Wang and Ryzin (1981), Bierens (1983),
Bowman, Hall and Titterington (1984), Grund (1993), Grund and Hall (1993), to
mention only a few (see also the monographs by Scott (1992), Fahrmeir and Tutz
(1994), Simonoff (1996)). A survey of this literature leads one rather quickly to the
realization that concern lies almost exclusively with the estimation of the (conditional)
probability distribution of the discrete variables. Much less effort has been paid to
the regression framework when dealing with discrete regressors.
In this chapter we study the theoretical properties of a data-driven least squares
cross-validation method for selecting the smoothing parameters in a regression model
when all regressors are discrete. Our analysis is more complex than the probability
distribution framework due to the existence of the random denominator in the non-
parametric kernel estimator. We consider a general nonparametric regression model
in which we allow for the possibility that some of the discrete variables have a nat-
ural ordering, for example, preferences (dislike, indifference, like), health (excellent,
good, poor), and so forth. We derive the rate of convergence of the cross-validated
smoothing parameters associated with the relevant regressors. We also demonstrate
7theoretically that, when irrelevant regressors are present, the associated smoothing
parameters do not converge to zero, rather, with high probability they converge to
their upper bound values thereby smoothing out irrelevant regressors. A small scale
simulation shows that our cross-validation to examine the finite sample performance
Finally, we provide two illustrative applications which clearly demonstrate that our
nonparametric approach can produce superior out-of-sample predictions relative to
those generated by some popular parametric estimation methods which have been
used to model these datasets, while the method is seen to remove a number of ‘irrel-
evant’ predictive variables for each example.
Recently, Li and Racine (2004), Hall, Racine and Li (2004), Hall, Li and Racine
(2004), and Racine and Li (2004) have considered nonparametric estimation of re-
gression function and conditional density function with mixed discrete and continuous
variables. The result of this chapter shows that regression model with only discrete
variables differs significantly from the mixed discrete and continuous variables case.
In the mixed variable case with at least one relevant continuous regressor, the ir-
relevant variables can be smoothed out with probability approaching one as sample
size increases, in the discrete regressor only case, while the irrelevant variables can
be smoothed out with a high probability, the probability is strictly less than one
even as the sample size goes to infinity. Also, for the discrete regressor only case,
the smoothing parameters associated with the relevant variables converge to 0 at the
rate of n−1 or n−1/2, depending on whether there exists some irrelevant variables or
not. This results again differs from the mixed variable case where the presence of
irrelevant variables do no affect the rate of convergence of the smoothing parameters
associated with the relevant variables. Therefore, the discrete regressor only model
needs a separate treatment since the results cannot be obtained as a special case from
a mixed discrete and continuous variable model.
8B. Kernel Regression with Discrete Regressors
1. Regression with Irrelevant Regressors
Consider a nonparametric regression model given by
Yi = g(Xi) + ui, (2.1)
where g(·) is an unknown function, Xi is a r × 1 vector of discrete variables, and ui
is an error term satisfying E(ui|Xi) = 0.
We allow for the possibility that some of the regressors are irrelevant in the sense
that they are in fact independent of Yi. Without loss of generality we assume that the
first r1 (0 < r1 ≤ r) components of Xi have relevant variables, while the remaining
r2 = r − r1 components of Xi are irrelevant ones. Let X¯i denote the r1-dimensional
relevant components of Xi, and X˜i denote the r2-dimensional irrelevant components.
We ask that
(Y, X¯) and X˜ are independent with each other. (2.2)
We use xt to denote the t-th component of x, and we assume that xt takes ct
different values (ct ≥ 2, t = 1, . . . , k). For expositional simplicity we will only consider
the case that x are un-ordered discrete variables,1 and postpone the treatment of
ordered discrete variables case to the end of this section.
For an unordered variable, we suggest using a variation of Aitchison and Aitken’s
kernel function:
l(Xi,t, xt, λt) =
 1, when Xi,t = xt,λt, otherwise. (2.3)
Note that λt = 0 leads to an indicator function, and λt = 1 gives an uniform
1Examples of unordered discrete variables would include different regions, blood
types, and so on.
9weight function. Therefore, the range of λ is [0, 1] for all t = 1, . . . , r.
Let 1(A) denote the usual indicator function, which assumes the value 1 if A
holds true, and 0 otherwise. Combining (5.4) and (5.3), we obtain the product kernel
function given by
L(Xi, x, λt) =
r∏
t=1
λ
|Xi,t−xt|
t . (2.4)
Observe that the kernel weight function we use does not add up to 1 when λt 6= 0,
however, this does not affect the nonparametric estimator gˆ(x) defined in equation
(2.6) below as the kernel function appears in both the numerator and the denominator
of Equation (2.6), thus the kernel function can be multiplied by any non-zero constant
leaving the definition of gˆ(x) intact.
We use D to denote the range assumed by Xi. For x ∈ D, we estimate the
probability function p(x) by
pˆ(x) =
1
n
n∑
i=1
L(Xi, x, λ), (2.5)
and we estimate g(x) by
gˆ(x) =
n−1
∑n
i=1 YiL(Xi, x, λ)
pˆ(x)
. (2.6)
When λt = 0 for all t = 1, ..., r, our estimator reverts back to the conventional
approach whereby one uses a frequency estimator to deal with the discrete variables,
while if λt = 1 for some t, then gˆ(x) becomes unrelated to xt. That is, xt is smoothed
out from the regression model (it is deemed as an irrelevant variable).
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We choose λ = (λ1, ..., λr) to minimize
2
CV (λ) =
n∑
i=1
[Yi − gˆ−i(Xi)]2, (2.7)
where
gˆ−i(Xi) =
n−1
∑n
j=1,j 6=i YjLλ,ij
pˆ−i(Xi)
(2.8)
is the leave-one-out kernel estimator of g(Xi), Lλ,ij = L(Xi, Xj, λ), and
pˆ−i(Xi) =
1
n
n∑
j=1,j 6=i
Lλ,ij (2.9)
is the leave-one-out estimator of p(Xi). We will use λˆ to denote the cross-validation
choice of λ that minimizes (2.7).
We now present the assumptions that will be used to establish the asymptotic
distribution of gˆ(x).
A1 (i) {Xi, Yi}ni=1 are independent and identically distributed as (X,Y ). LetD denote
the support of X, then 0 < δ1 ≤ minx∈D p(x) < maxx∈D p(x) ≤ δ2 < ∞, for some
positive constants δ1 and δ2. Also maxx∈D |g(x)| <∞. (ii) E[Y 2i |Xi = x] is bounded
on x ∈ D.
A2 Denote dij = dxi,xj , gi = g(Xi), and define B1 = E{E[(gi−gj)1(dij = 1)|Xi]/pi}2,
then B1 > 0.
Assumption (A1) is quite standard. (A2) implies that g(x) is not a constant
function for x ∈ D. It is needed prove that λˆ = op(1), and to establish the rate of
convergence of λˆ.
We first present a result when all regressors are relevant variables.
2For using least squares cross-validation to select smoothing parameters in a
nonparametric regression model with continuous regressors, see Ha¨rdle and Marron
(1985), and Ha¨rdle, Hall and Marron (1988, 1992).
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Theorem II.1 Assume that r2 = 0, that is all regressors are relevant variables, then
under assumptions A1 and A2, we have
λˆs = Op(n
−1) for s = 1, ..., r1.
The proof of Theorem II.1 is much simpler than the proof of II.3 below, and therefore
is omitted here. Theorem II.1 shows that, when all the regressors are relevant ones,
the cross validation selected smoothing parameters converge to zero at a fast rate of
n−1. A proof of Theorem II.1 is available from the authors upon request. From II.1
one can easily obtain the following result.
Theorem II.2 Under the same conditions as in Theorem II.1, then
√
n(gˆ(x)− g(x))/
√
Ωˆ(x)→ N(0, 1) in distribution,
where Ωˆ(x) = σˆ2(x)/pˆ(x), and σˆ2(x) = n−1
∑
i[Yi − gˆ(Xi)]2L(Xi, x, λˆ)/pˆ(x) is a
consistent estimator of σ2(x) = E[u2i |Xi = x].
Proof: Define a frequency estimator g˜(x) the same way as in gˆ(x) but with λt = 0 for
all t = 1, ..., r1 (recall that r2 = 0). Then it is well established that
√
n(g˜(x)−g(x))→
N(0,Ω(x)) in distribution, where Ω(x) = σ2(x)/p(x). Next, using Theorem II.1, it
is easy to see that gˆ(x) = g˜(x) + Op(n
−1). Hence,
√
n(gˆ(x) − g(x)) = √n(g˜(x) −
g(x)) + Op(n
−1/2) → N(0,Ω(x)) in distribution. Finally, it is easy to show that
Ωˆ(x) = Ω(x) + op(1). Theorem II.2 follows.
Theorem II.3 Assume that r1 ≥ 1 and r2 ≥ 1 (with r = r1 + r2 ≥ 2). Then under
assumptions A1 and A2, we have
λˆs = Op(n
−1/2) for s = 1, ..., r1;
limn→∞Pr
(
λˆs = 1
)
= α for some α ∈ (0, 1) for s = r1 + 1, ..., r.
The proof of Theorem II.3 is given in the subsection E.1.
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Theorem II.3 states that the smoothing parameters associated with the relevant
variables all converge to zero at the rate of n−1/2, while the smoothing parameters for
the irrelevant variables have a positive probability of taking the upper bound value
of 1, that is, there is a positive probability that the irrelevant will be smoothed out.
It is difficult to determine the exact value of α for the general case. However, when
ui is symmetrically distributed around zero and is independent of Xi, then it can be
show that α > 0.5. Our simulation shows there is usually about a 60% chance that
the λˆs takes the upper extreme value 1, with the remaining 40% chance that λˆs takes
values between 0 and 1, for s = r1 + 1, ..., r.
Ordered Discrete Variables
We know discuss the case that some of the discrete variables have an natural
ordering. For an ordered discrete variableXi,t taking ct different values, Aitchison and
Aitken (1976) suggest using l(Xi,t, xt, λt) = (1 − λt) if Xi,t = xt, and l(Xi,t, xt, λt) =
λt/(ct − 1) if Xi,t 6= xt. However, when ct ≥ 3, this kernel function has the problem
that there does not exist a value of λt such that l(Xi,t, xt, λt) = a constant. Hence,
even when xt is an irrelevant variable, one cannot smooth out xt. In this chapter we
suggest a simple kernel weight function. For an ordered variable, we suggest using
the following kernel:
l˜(X˜i,t, x˜t, λt) =
 1, if X˜i,t = x˜t,λ|X˜i,t−x˜t|t , if X˜i,t 6= x˜t, (2.10)
When λt = 0, we get an indicator function, and when λt = 1, we get a uniform
weight function. Therefore, the range of λt is [0, 1]. When λt takes the upper bound
value of 1, xt becomes an irrelevant variable (it is completely smoothed out). When
some of the variables are ordered discrete variables, we use the kernel function defined
13
in (5.4), then it can be shown that the conclusion of Theorem II.3 remains unchanged.
That is, λˆt = Op(n
−1/2) when xt is a relevant variable, and λˆt has a positive probability
of taking the upper extreme value of 1 when xt is an irrelevant variable.
C. Monte Carlo Simulations
We consider two data generating processes (DGP):
DGP1 : Yi = Xi1 +Xi2 +Xi3 +Xi1Xi2 +Xi1Xi3 +Xi2Xi3 + i,
DGP2 : Yi = Xi2 +Xi3 +Xi2Xi3 + i,
where X1, X2, X3 ∈ {0, 1}, Pr[Xj = 1] = 0.5, j = 1, 2, 3,  ∼ N(0, 1).
Note that, in both DGP’s, we have only 8 discrete ‘cells’.
For each DGP we construct the proposed nonparametric estimator, the frequency
estimator, and the following parametric models:
MODEL 1 : Yi = β1Xi1 + β2Xi2 + β3Xi3 + β4Xi1Xi2
+β5Xi1Xi3 + β6Xi2Xi3 + ui, (2.11)
MODEL 2 : Yi = β1Xi1 + β2Xi2 + β3Xi3 + ui, (2.12)
Note that the parametric model 1 is a correct specification for both DGP’s,3
while the parametric model 2 is incorrect for both DGP’s in that the interaction
terms are missing in parametric model 2.
We let n1 = 100, and for each Monte Carlo replication we compute the predicted
mean square error (PMSE) on an independent sample drawn from the same DGP of
size n2 = 1, 000. We conduct 5, 000 Monte Carlo replications, and report median, 5th
3Here we view an overspecified model as a correct model specification as it leads
to consistent estimation of the conditional mean function.
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and 95th percentiles of the PMSE
Table I. Summary of MSE for DGP1: Both Variables Relevant
Median, 5th, and 95th Percentiles of MSE
NP CV NP FREQ Param (M1)
1.082 1.083 1.071
[0.988, 1.176] [0.987, 1.177] [0.980, 1.160]
Table II. Summary of MSE for DGP1: Both Variables Relevant, Parametric Model
Missing Interaction Terms
Median, 5th, and 95th Percentiles of MSE
NP CV NP FREQ Param (M2)
1.082 1.083 1.234
[0.987, 1.173] [0.987, 1.174] [1.135, 1.322]
Table III. Summary of MSE for DGP2: One Variable Relevant
Median, 5th, and 95th Percentiles of MSE
NP CV NP FREQ Param (M1)
1.049 1.085 1.073
[0.962, 1.129] [0.989, 1.178] [0.979, 1.160]
Table I reports the estimation results based on DGP1 and based on correctly
specified (parametric or nonparametric) models. We can see that all the three esti-
mators perform well as they are all consistent estimators (since they all based on the
correct specification).
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From Table II gives the estimation result for DGP1 with the parametric model
being the linear model (model 2). We observe that the parametric model 2 gives
significantly larger PMSE’s compared with the nonparametric models. This is because
that the parametric model 2 is misspecified for DGP1 (missing the interaction terms).
Finally, Table III is based on DGP2 and all parametric estimation is based on
the parametric model 2. Therefore, all estimation models are correctly specified
(though they may be overspecified). From Table 3 we observe that the nonparamet-
ric cross-validation based method has a smaller PMSE than that obtained from the
nonparametric frequency method. This is because for DGP2, Xi1 is an irrelevant
variable, our CV-based estimator has a high probability of smoothing out the irrele-
vant variable, hence it leads to a more efficient (in finite samples) estimation result
than the frequency estimator. It is interesting to observe that our nonparametric
CV-based estimator also has a smaller PMSE than the correctly specified parametric
estimator. This is certainly a finite application sample result since we know that
asymptotically, a parametric estimator based on a correctly specified model has a
fast rate of convergence than a nonparametric estimator, which ensures that asymp-
totically, a parametric estimator should have smaller PMSE. From Table 1 we know
that for our experiment with n = 100, the two methods have similar PMSE’s, when
Xi1 becomes irrelevant, the parametric model PMSE does not improve, while the
nonparametric CV estimator improves since it smoothes out the irrelevant regressor,
hence, in finite sample applications, it is possible that our nonparametric estimator
has a smaller PMSE than that of a parametric estimator based on a correctly specified
model, especially when there exists some irrelevant variables.
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D. Applications
We consider two empirical applications which demonstrate the usefulness of the pro-
posed approach relative to common parametric specifications which appear in the
literature.
We shall focus on the out-of-sample predictive performance of both the proposed
estimator and common parametric specifications which have been used to model each
dataset. For each dataset we apply a random shuffle and then split the shuffled
data into a training and evaluation set having n1 and n2 observations respectively.
We then estimate each model on the training data and generate predictions using
the explanatory variables in the evaluation dataset. We then compute the squared
prediction error as the square of the difference between the predicted and actual values
of the dependent variable in the evaluation dataset. To avoid the criticism that our
results may reflect a non-representative split of the data, we randomly shuffle and
split the shuffled data 100 times, and report median and mean values of squared
prediction errors based on these 100 training and evaluation samples.
1. Count Survival Data - Veteran’s Administration Lung Cancer Trial
We consider the dataset taken from Kalbfleisch and Prentice (1980, pg 223-224) which
models survival in days of cancer patients with six discrete explanatory variables being
treatment type, cell type, Karnofsky score, months from diagnosis, age in years, and
prior therapy. The dataset contains 137 observations, and the number of cells greatly
exceed the number of observations. A detailed description for the data can be found in
Kalbfleisch and Prentice (1980). Clearly, the conventional frequency nonparametric
method cannot be used for this dataset. The goal here is to model the expected
survival in days. The estimation sample is n1 = 132, and the prediction sample is
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n2 = 5. We compute the out-of-sample MSE = n
−1
2
∑n2
i=1(yi − yˆi)2, where yˆi is
the predicted value of E(yi|xi) computed using xi and {xj, yj}n1j=1 (the independent
estimation sample). We randomly split the sample into two sub-samples of size n1 and
n2 100 times. Table IV gives the out-of-sample squared prediction errors generated
from the different estimation methods. As can be seen from Table IV, the average
nonparametric squared prediction error is only 60% to 62% of those obtained from
various parametric methods.
Table IV. Veteran’s Lung Cancer Data
Model Median MSE Mean MSE Mean MSEnp
Mean MSE
NONP 9,770.5 17,614.9 100%
OLS 13,831.7 28,422.6 62%
POISSON 15,319.8 29,052.9 60%
In Table V we report median values of the cross-validated smoothing parameters
over the 100 sample splits outlined above. We report this table to underscore how
cross-validation automatically removes variables in applied settings.
Table V. Summary of Median Smoothing Parameters [number of categories in brack-
ets]
λ1 [2] λ2 [4] λ3 [12] λ4 [28] λ5 [40] λ6 [2]
0.934 0.056 0.004 0.157 1.000 1.000
As can be seen, the ‘relevant’ explanatory variables for predicting survival are
cancer cell-type (λ2), Karnofsky score
4 (λ3), and months from diagnosis (λ4). The
4The Karnofsky score measures patient performance of activities of daily living.
18
remaining regressors are smoothed out by cross-validation.
2. Count Data - Fair’s 1977 Extramarital Affairs Data
We consider Fair’s (1978) dataset which models how often an individual engaged in ex-
tramarital affairs during the past year. This often cited paper with a complete descrip-
tion of the data is located at http://fairmodel.econ.yale.edu/rayfair/pdf/1978
A200.PDF. The dataset contains 601 observations and has eight discrete explanatory
variables given by sex, age, number of years married, have children or not, how re-
ligious, level of education, occupation, and how they rate their marriage. Following
Greene (2000, pg 920-926), the parametric models we use include Probit, Tobit, and
Poisson specifications. The estimation sample is n1 = 500, and the prediction sample
is n2 = 101. The goal is to model the expected number of affairs. We split the sample
into two sub-sample of size n1 and n2 to compute the out-of-sample squared predic-
tion errors, and repeat this procedure of randomly splitting the sample 100 times.
Table VI reports the median and mean out-of-sample squared prediction errors by
different estimation methods. We observe that our nonparametric squared prediction
error is 69% to 82% of those obtained by various parametric methods.
Table VI. Fair’s 1977 Extramarital Affairs Data
Model Median MSE Mean MSE Mean MSEnp
Mean MSE
NONP 9.97 10.18 100%
OLS 11.90 12.39 82%
PROBIT 14.66 14.74 69%
TOBIT 12.81 13.04 78%
POISSON 12.88 12.99 78%
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In Table VII we report median values of the cross-validated smoothing parame-
ters over the 100 sample splits outlined above.
Table VII. Summary of Median Smoothing Parameters [number of categories in brack-
ets]
λ1 [2] λ2 [9] λ3 [8] λ4 [2] λ5 [5] λ6 [7] λ7 [7] λ8 [5]
0.416 0.064 1.000 0.998 0.507 0.999 0.282 0.004
As can be seen, the most ‘relevant’ explanatory variables from a cross-validation
perspective are age (λ2) and how a person rates their marriage (λ8), while ‘irrrelevant’
variables are number of years married (λ3), having children or not (λ4), and level of
education (λ6) appear to be ‘irrelevant’ for prediction of number of affairs, and the
remaining variables appear to have some relevance again from a cross-validation per-
spective. Thus, the cross-validation smoothing parameters reveal useful information
regarding the relative importance of the variables. By way of comparison, using a
Tobit model, Fair obtained a t-statistic of 3.63 for the number of years married, while
our nonparametric method removes this variable from the resulting estimate. The
out-of-sample prediction results suggest that the Tobit model is likely to be misspec-
ified.
The two examples reported above suggest that our data-driven nonparametric
estimator can yield better out-of-sample predictions than commonly used parametric
models even when the number of cells is large relative to the sample size, and clearly
the conventional frequency nonparametric estimator cannot be used in such cases.
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E. Proofs of the Main Results
1. Proof of Theorem II.3
The nonparametric regression model is
yi = g (x¯i) + ui (2.13)
Instead we estimate an overspecified nonparametric function g (x) by
gˆ (x) =
n−1
∑
i YiL (x,Xi)
pˆ (x)
(2.14)
where pˆ (x) = 1
n
∑
i L (x,Xi) , Xi =
(
X¯i, X˜i
)
. Under the condition of (2.2), we have
p(X¯i, X˜i) = p¯(X¯i)p˜(X˜i). Denotes by gi = g(X¯i), gˆ−i = gˆ−i(Xi), we have
CV (λ) =
1
n
n∑
i=1
(gi − gˆ−i)2 + 2
n
n∑
i=1
ui (gi − gˆ−i) + 1
n
n∑
i=1
u2i
= I1 + I2 + I3 (2.15)
where the third term I3 is unrelated to λ.
First we consider I1. Define mˆ1,−i = 1n−1
∑
j 6=i (gi − gj)Lji, mˆ2,−i = 1n−1
∑
j 6=i
ujLji, and pˆ−i = 1n−1
∑
j 6=i Lji, where Lij = L(Xi, Xj, λ). Then we have
I1 =
1
n
n∑
i=1
(gi − gˆ−i)2
=
1
n
n∑
i=1
mˆ21,−i/pˆ
2
−i +
1
n
n∑
i=1
mˆ22,−i/pˆ
2
−i −
2
n
n∑
i=1
mˆ1,−imˆ2,−i/pˆ2−i
≡ S1 + S2 − 2S3 (2.16)
where the definition of Sj (j = 1, 2, 3) should be apparent.
Define an indicator function IXl=Xi = 1 if Xl = Xi, and 0 otherwise, and denotes
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by λ¯ =
∑r1
s=1 λs, then by Lemma II.1, Lemma II.2, Lemma II.3, we have
S1 =
∑
x∈D
 r1∑
s=1
λs
 ∑
x¯j :|x¯j−x¯ |s=1
p¯ (x¯j) (g (x¯ )− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1
+op
(|λ¯|2) , (2.17)
S2 =
E
(
u2j
)
n− 1 E
(
1/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
+
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
+op
(
n−(1+δ)
)
+O
(
1
n
|λ¯|2
)
+O
(
1
n
|λ¯|
)
. (2.18)
where θij
(
λ˜
)
= El
L˜liL˜lj
{El[L˜(X˜l, X˜i)]}2 , El(.) denotes expectation with respect to Xl.
S3 =
r1∑
s=1
λs{ 1
n (n− 1) (n− 1)
∑
i6=j 6=l
ui (gl − gi) I‖X¯i−X¯l‖
s
=1
1
p¯2i
I‖X¯j−X¯i‖=0 · L˜jiL˜jl/µ˜2p,−j}+O
(
n−1/2λ¯2
)
+ op
(
n−3/4λ¯
)
(2.19)
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Combining (2.17), (2.18) and (2.19), we obtain
I1 =
1
n
n∑
i=1
(gi − gˆ−i)2
=
∑
x∈D
 r1∑
s=1
λs
 ∑
xj :|x¯j−x¯|s=1
p (xj) (g (x¯)− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1
+
E
(
u2j
)
n− 1 E
(
1/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
+
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λ¯s{ 2
n (n− 1) (n− 1)
∑
i6=j 6=l
ui (gl − gi) I‖X¯l−X¯i‖
s
=1
1
p¯2i
I‖X¯j−X¯i‖=0 · L˜jiL˜jl/µ˜2p,−j}+ op
(
n−3/4λ¯
)
+op
(
n−(1+δ)
)
+ op
(
λ¯2
)
(2.20)
By Lemma II.4,
I2 =
r1∑
s=1
λ¯s
2
n (n− 1)
n∑
i=1
∑
l 6=i
ui (gi − gl) /p¯iI‖X¯l−X¯i‖
s
=1
L˜il
E1
[
L˜
(
X˜1, X˜i
)]
− 4
n (n− 1)
n∑
i=1
∑
l>i
uiulI‖X¯l−X¯i‖=0L˜il/
(
p¯iE1
[
L˜
(
X˜1, X˜i
)])
+Op
(
n−1λ¯
)
+Op
(
n−1/2λ¯2
)
+Op
(
n−3/2
)
(2.21)
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Combining (2.15), (2.20) and (2.21), we have,
CV (λ) =
∑
x∈D
 r∑
s=1
λs
 ∑
x¯j :|x¯j−x¯|s=1
p¯ (x¯j) (g (x¯)− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1
+
E
(
u2j
)
n− 1 E
(
1/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
+
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λ¯s{ 2
n (n− 1) (n− 1)
∑∑∑
i6=j 6=l
ui (gl − gi) I‖X¯l−X¯i‖
s
=1
1
p¯2i
I‖x¯j−x¯i‖=0 · L˜jiL˜jl/µ˜2p,−j}
+
r1∑
s=1
λ¯s{ 2
n (n− 1)
∑
i
∑
l 6=i
ui (gi − gl) /p¯i
I‖X¯l−X¯i‖
s
=1 ·
L˜il
E1
[
L˜
(
X˜1, X˜i
)] }
− 4
n (n− 1)
∑
i
∑
l>i
uiulI‖X¯l−X¯i‖=0L˜il/
(
p¯iE1
[
L˜
(
X˜1, X˜i
)])
+op
(
n−(1+δ)
)
+O
(√
1
n
λ¯2
)
+ op
(
n−3/4λ¯
)
+terms unrelated to λ, (2.22)
Taking derivative of CV (λ) with respect to λt gives
∂
∂λ¯t
CV (λ) = 2
∑
x∈D
r1∑
s=1
λ¯s
∑
xj :|x¯j−x¯|s=1
p (xj) (g (x¯)− gj) p˜ (x˜) [p¯ (x¯)]−1
·
∑
xj :|x¯j−x¯|t=1
p (xj) (g (x¯)− gj)− 2
n (n− 1) (n− 1)
∑
i6=j 6=l
ui (gl − gi)
·I‖X¯l− X¯i‖
t
=1
1
p¯2i
I‖X¯j−X¯i‖=0 · L˜jiL˜jl/µ˜2p,−j
+
2
n (n− 1)
∑
i
∑
l 6=i
ui (gi − gl) /p¯iI‖X¯l−X¯i‖
t
=1 ·
L˜il
E1
[
L˜
(
X˜1, X˜i
)]
+op
(
n−1/2
)
(2.23)
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Let ∂
∂λ¯t
CV (λ) = 0, we get
λ¯s = Op
(
n−1/2
)
for s = 1, ..., r1. (2.24)
Using (2.24), we have for t = r1 + 1, ..., r,
∂
∂λ˜t
CV (λ)
=
E
(
u2j
)
n− 1 E
(
1/p¯2i
) · ∂
∂λ˜t
E
(
L˜2ij/µ˜
2
p,−i
)
+
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
· ∂
∂λ˜t
θij
(
λ˜
)
−
r1∑
s=1
λ¯s{ 2
n (n− 1) (n− 1)
∑
i6=j 6=l
ui (gl − gi) I‖X¯l−X¯i‖
s
=1
1
p¯2i
I‖X¯j−X¯i‖=0 ·
∂
∂λ˜t
L˜jiL˜jl/µ˜
2
p,−j}
+
r1∑
s=1
λ¯s
2
n (n− 1)
∑
i
∑
l 6=i
ui (gi − gl) /p¯iI‖X¯l−X¯i‖
s
=1
∂
∂λ˜t
L˜il
E1(L˜1,i)
− 4
n (n− 1)
∑
i
∑
l>i
uiul
∂
∂λ˜s
I‖X¯l−X¯i‖=0L˜il/
(
p¯iE1(L˜1,i)
)
+o
(
n−1
)
. (2.25)
Each of the main terms on the right of (2.25) has an order of n−1. Since
∂
∂λ˜t
E
(
L˜2ij/µ˜
2
p,−i
)
< 0, and all the other major terms are zero mean Op(n
−1) ran-
dom variables (note that λ¯s = Op(n
−1/2), hence
lim
n→∞
Pr
(
∂
∂ λ˜t
CV (λ) < 0
)
> α (2.26)
for some α ∈ (0, 1). Therefore,
lim
n→∞
Pr
(
λ¯s = 1
)
> α. (2.27)
Since the first term on the right of (2.25) is minimized at λs = 1 for s = r1 + 1, ..., r
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(it is negative), and all other terms may have zero mean, this suggests that it is likely
that α ∈ (1/2, 1). Indeed our simulations show that α is around to 0.6 for a variety
of data generating processes.
2. Some Useful Lemmas
Define µp,i ≡ E (pˆ−i|Xi). Hence we have
µp,i ≡ E (pˆ−i|Xi) = E
(
1
n− 1
∑
j 6=i
L (Xj, Xi)
)
= E [L (X1, Xi) |Xi]
= E
[
L¯
(
X¯1, X¯i
)]
E
[
L˜
(
X˜1, X˜i
)]
= E[I‖X¯1−X¯i‖=0 +
r1∑
s=1
λsI‖X¯1−X¯i‖
s
=1
+
∑
s,t
λsλtI‖X¯1−X¯i‖
s,t
=1]E
[
L˜
(
X˜1, X˜i
)]
+Op(λ¯
3)
=
p¯i +
r1∑
s=1
λ¯s
∑
x¯1∈D,‖x¯i−x¯1‖s=1
p¯ (x¯1)
+
∑
s,t
λ¯sλ¯t
∑
x¯1∈D,‖x¯i−x¯1‖s,t=1
p¯ (x¯1)
E[L˜(X˜1, X˜i)] +Op(λ¯3) (2.28)
where
∥∥X¯1 − X¯i∥∥ = 0 means that X¯it = X¯1t for all t = 1, ..., r ; ∥∥X¯1 − X¯i∥∥s = 1
means that
 X¯is 6= X¯1sX¯it = X¯1t for all t 6= s
∥∥X¯1 − X¯i∥∥s,t = 1 means that
 X¯iv 6= X¯1v for v = t or v = sX¯iv = X¯1v otherwise
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1
µ2p,i
=
1{
E
[
L˜
(
X˜1, X˜i
)]}2 · 1
p¯2i
(
1 +
E[L¯(X¯1, X¯i)]−p¯i
p¯i
)2
=
1{
E
[
L˜
(
X˜1, X˜ i
)]}2
p¯2i
·
{
1− 2E
[
L¯
(
X¯1, X¯i
)]− p¯i
p¯i
+O
(
λ¯2
)}
(2.29)
where λ¯ =
∑r1
s=1 λ¯s,and obviously the last term O
(
λ¯2
)
is uniform in λ¯ and X¯1
pˆ−i = 1n−1
∑
j 6=i L (Xj, Xi), and we have
pˆ−i − µp,i = 1
n− 1
∑
j 6=i
L (Xj, Xi)− µp,i
= Op
(
n−1/2
)
uniformly in λ¯ and Xi (2.30)
pˆ−i = µp,i +Op
(
n−1/2
)
=
p¯i +
r1∑
s=1
λ¯s
 ∑
x¯1∈D,‖x¯i−x¯1‖s=1
p¯ (x¯1)

+
∑
s,t
λ¯sλ¯t
 ∑
x¯1∈D,‖x¯i−x¯1‖s,t=1
p¯ (x¯1)
+ ...
E [L˜(X˜1, X˜i)]
+Op
(
n−1/2
)
(2.31)
where the last equation holds since (2.28)
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Let p∗i = p¯i · E1
[
L˜
(
X˜1, X˜i
)
|X˜i
]
pˆ−i − p∗i
= pˆ−i − p¯i · E1
[
L˜
(
X˜1, X˜i
)
| X˜i
]
=

r1∑
s=1
λ¯s
 ∑
x¯1∈D,‖x¯i−x¯1‖s=1
p¯ (x¯1)
+∑
s,t
λ¯sλ¯t
 ∑
x¯1∈D,‖x¯i−x¯1‖s,t=1
p¯ (x¯1)

·E1
[
L˜
(
X˜1, X˜i
)
|X˜i
]
+Op
(
n−1/2
)
+ op
(
λ¯2
)
(2.32)
1/p∗i − 1/pˆ−i
=
1
p∗i
− 1
p∗i + (pˆ−i − p∗i )
=
1
p∗i
1− 1
1 +
(pˆ−i−p∗i )
p∗i

=
1
p∗i
(
pˆ−i − p∗i
pi ∗
−
(
pˆ−i − p∗i
p∗i
)2
+ ...
)
=

r1∑
s=1
λ¯s
 ∑
x¯1∈D,‖X¯i−x¯1‖
s
=1
p¯ (x¯1)
+∑
s,t
λ¯sλ¯t
 ∑
x¯1∈D,‖X¯i−x¯1‖
s,t
=1
p¯ (x¯1)


·E1
[
L˜
(
X˜1, X˜i
)
|X˜i
]
/ (p∗i )
2 +Op
(
n−1/2
)
+ op
(
λ¯2
)
(2.33)
Lemma II.1
S1 =
∑
x∈D
 r1∑
s=1
λs
 ∑
x¯j :|x¯j−x¯|s=1
p¯ (x¯j) (g (x¯)− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1 + op (λ¯2)
Proof: Define S01 ≡ 1n
∑
im
2
1,−i/µ
2
p,i, then
S01 =
1
n (n− 1)2
∑
i
∑
j 6=i
(gi − gj)2 L2ji/µ2p,i
+
1
n (n− 1) (n− 2)
∑
i
∑
j 6=i
∑
l 6=i,l 6=j
(gi − gj) (gi − gl)LjiLli/µ2p,i
≡ G1 +G2. (2.34)
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G2 =
1
n(n−1)(n−2)
∑
i
∑
j 6=i
∑
l 6=i,l 6=j (gi − gj) (gi − gl)LjiLli/µ2p,i can be written as
a third order U- statistic. Let Qijl be the symmetrized version of
(gi − gj) (gi − gl)LjiLli/µ2p,i , Qij ≡ E (Qijl|Xi, Xj) , Qi ≡ E (Qijl|Xi) , then
we have:
G2 = EQ1 +
3
n
∑
i
(Qi − EQ1) + 6
n (n− 1)
n∑
i=1
∑
j>i
(Qij −Qi −Qj + EQ1)
+
6
n (n− 1) (n− 2)
n∑
i=1
∑
j>i
∑
l>j
(Qijl −Qij −Qjl −Qli
+Qi +Qj +Ql − EQ1)
= J0 + J1 + J2 + J3 (2.35)
J0 = EQ1 = E (Qijk) = E
[
[E ((gi − gj)Lji|Xi)]2 /µ2p,i
]
= E
[[
E
(
(gi − gj) L¯
(
X¯j, X¯i
)
L˜
(
X˜j, X˜i
)
|Xi
)]2
/µ2p,i
]
= E[
[
E
(
(gi − gj) L¯
(
X¯j, X¯i
) |Xi)]2 [EL˜ (X˜j, X˜i) |Xi]2{
E
[
L¯
(
X¯j, X¯i
) |Xi]E [L˜(X˜j, X˜i) |Xi]}2]
= E
[[
E
(
(gi − gj) L¯
(
X¯j, X¯i
) |Xi)]2 /{E [L¯ (X¯j, X¯i) |Xi]}2] (2.36)
Using Taylor expansion, we have, uniformly in λ¯ and x ∈ D
E
(
(gi − gj) L¯ji|Xi = x
)
=
r1∑
s=1
λ¯s
 ∑
x¯j :|x¯j−x¯|s=1
p¯ (x¯j) (g (x¯)− g (x¯j))

+O
(
λ¯2
)
, (2.37)
where λ¯ =
∑r1
s=1 λ¯s.
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Hence,
J0 =
∑
x∈D
p (x)
 r1∑
s=1
λ¯s
 ∑
x¯j :|x¯j−x¯|s=1
p¯ (x¯j) (g (x¯)− g (x¯j))
2 /{E [L¯ (x¯j, x¯) ]}2
+o
(
λ¯2
)
=
∑
x∈D
 r1∑
s=1
λ¯s
 ∑
x¯j :|x¯j−x¯|s=1
p¯ (x¯j) (g (x¯ )− g (x¯j))
2 p (x){E [L¯ (x¯j, x¯ ) ]}−2
+o
(
λ¯2
)
=
∑
x∈D
 r1∑
s=1
λ¯s
 ∑
x¯j :|x¯j−x¯|s=1
p¯ (x¯j) (g (x¯)− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1
+op
(
λ¯2
)
(2.38)
where the last equality holds since E
[
L¯
(
x¯j, X¯
)]
= p¯ (x¯)+O
(
λ¯
)
uniformly in x ∈ D.
Next we consider J1.
Qi ≡ E (Qijl|Xi) has the same order as λ¯2, since
E
[
(gi − gj) (gi − gl)LjiLli/µ2p,i|Xi
]
= E [(gi − gj)Lji|Xi]}2 /µ2p,i = O
(
λ¯2
)
.
Therefore, E
(
Qki
)
= O
(
λ¯2k
)
, by Rosenthal’s inequality,
E |J1|2k ≤ n−2kCk
(
nkλ¯4k + nλ¯4k
)
= O
(
n−kλ¯4k
)
P
(
J1 > n
−δλ¯2
) ≤ n−(1−2δ)k for some 0 < δ < 1/2.
So, P
(
supλ |J1| λ¯−2 > n−δ
) ≤ n−c
J1 = op
(
λ¯2
)
uniformly in λ (2.39)
Next, we consider J2. Note that Qij has the same order as
E
[
(gi − gj) (gi − gl)LjiLliw (xi) /µ2p,i|xl
] ∼ O (λ¯) (gi − gj)Ljiw (xi)
So, E
(
Qkij
) ∼ O (λ¯2k)
Hence,straightforward calculation shows that
E |J2|2k ≤ n−4k
{
Ck,1n
2kλ¯4k + Ck,2n
2k−2λ¯4k + ...+
} ∼ n−2kλ¯4k
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P
(
J2 > n
−δλ¯2
) ≤ n−(2−2δ)k
for some 0 < δ < 1.
P
(
sup
λ
|J2| λ¯−2 > n−δ
)
≤ n−c
J2 = op
(
λ¯2
)
uniformly in λ (2.40)
Now, we consider J3
E
(
Qkijl
)
= E
[
(gi − gj) (gi − gl)LjiLli/µ2p,i
]k
= E
{
E
[
(gi − gj) (gi − gl)LjiLli/µ2p,i
]k |Xi}
= E
{
E (gi − gj)2k L2kji /µ2p,i|Xi
}
= O
(
λ¯2k
)
Like in the J2 case,straightforward calculation shows that
E
∣∣J2k3 ∣∣ ≤ n−6k {Ck,1n3kλ¯4k + Ck,2n3k−3λ¯4k + ...} ∼ n−3kλ¯4k
P
(
J3 > n
−δλ¯2
) ≤ n−(3−2δ)k
for some 0 < δ < 1.
P
(
sup J3λ¯
−2 > n−δ
) ≤ n−(3−2δ)k,
for some 0 < δ < 1. Hence,
J3 = op
(
λ¯2
)
uniformly in λ¯. (2.41)
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Combining (2.35), (2.38), (2.39), (2.40), (2.41), we get
G2 =
∑
x∈D
 r1∑
s=1
λ¯s
 ∑
x¯j :|x¯j−x¯ |s=1
p¯ (x¯j) (g (x¯ )− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1
+op
(
λ¯2
)
(2.42)
Now consider G1
G1 =
1
n (n− 1)2
n∑
i=1
∑
j 6=i
(gi − gj)2 L2ji/µ2p,i
Define Ωij = (gi − gj)2 L2ji
[
1/µ2p,i + 1/µ
2
p,j
]
/2, Ωi = E (Ωij|Xi). Then
G1 =
1
n− 1
[
EΩ1 +
2
n
n∑
i=1
(Ωi − EΩ1)
+
2
n (n− 1)
n∑
i=1
∑
j>i
(Ωij − Ωi − Ωj + EΩ1)
]
= G1,0 +G1,1 +G1,2 (2.43)
It is easy to see that,
G1,0 = O(n
−1λ¯2) uniformly in λ (2.44)
and
E
(
Ωki
)
= O(λ¯2k)
E
∣∣G2k1,1∣∣ ≤ n−4k (nkλ¯4k + nλ¯4k) ∼ n−3kλ¯4k
P
(|G1,1| > n−δλ¯2) ≤ n−(3−2δ)k, 0 < δ < 1
G1,1 = op
(
λ¯2
)
uniformly in λ (2.45)
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Similarly, one can show that,
G1,2 = op
(
λ¯2
)
uniformly in λ (2.46)
So, by (2.43), (2.44), (2.45), (2.46) we get that,
G1 = op
(
λ¯2
)
(2.47)
From (2.34), (2.42), (2.47), we have
S01 =
∑
x∈D
 r1∑
s=1
λs
 ∑
xj :|x¯j−x¯|s=1
p (xj) (g (x¯)− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1
+o
(
λ¯2
)
uniformly in λ (2.48)
∣∣S1 − S01 ∣∣ =
∣∣∣∣∣ 1n
n∑
i=1
mˆ21,−i
(
1
pˆ2−i
− 1
µ2p,i
)∣∣∣∣∣ ≤ C sup1≤i≤n mˆ21,−i sup1≤i≤n |∆p,−i (Xi)| (2.49)
where
∆p,−i (Xi) ≡ pˆ−i − µp,i
We define mˆ1,−i (x) = 1n−1
∑
j 6=i (g (x¯)− gj)LXj ,x, LXj ,x = L(Xj, x, λ).
E (mˆ1,−i (x)) = E
(
(g (x¯)− gj)LXj ,x
)
= O
(
λ¯
)
, uniformly in x ∈ D and λ. (2.50)
mˆ1,−i (x) − E (mˆ1,−i (x)) = 1n−1
∑
j 6=i
[
(g (x¯)− gj)LXj ,x − E
(
(g (x¯)− gj)LXj ,x
)] ≡
1
n−1
∑
j 6=i [Φj − E (Φj)], where Φj ≡ (g (x¯)− gj)LXj ,x E
(
Φkj
) ∼ O (λ¯k).
By Rothenthal′s inequality, we have
E |mˆ1,−i (x)− E (mˆ1,−i (x))|2k ≤ Ckn−2k
(
nkλ¯2k + nλ¯2k
) ∼ O (n−kλ¯2k)
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By Markov’s inequality,
P
(|mˆ1,−i (x)− E (mˆ1,−i (x))| > n−δλ¯) ≤ n−(1−2δ)k, 0 < δ < 1/2.
Hence,
P
(
sup
λ,x
|mˆ1,−i (x)− E (mˆ1,−i (x))| λ¯−1 > n−δ
)
≤ n−(1−2δ)k, 0 < δ < 1/2.
Then we get,
sup
λ,x
|mˆ1,−i (x)− E (mˆ1,−i (x))| = op
(
λ¯
)
(2.51)
So, by (2.50), (2.51)
sup
λ,x
mˆ1,−i (x) = Op
(
λ¯
)
. (2.52)
By noting that λ¯ = Op(n
−1/2), we have
sup
i,λ,x
|∆p,−i (x)| sup
i,λ,x
|∆p,−i (x)| = Op
(
n−1/2
)
(2.53)
And by (2.52), (2.53), we get,
∣∣S1 − S01 ∣∣ ≤ C sup
1≤i≤n
mˆ21,−i sup
1≤i≤n
|∆p,−i (Xi)| = op
(
λ¯2
)
(2.54)
By (2.49), (2.54), we get
S1 =
∑
x∈D
 r1∑
s=1
λs
 ∑
xj :|x¯j−x¯|s=1
p (xj) (g (x¯)− g (x¯j))
2 p˜ (x˜) [p¯ (x¯)]−1
+op
(
λ¯2
)
(2.55)
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Lemma II.2
S2 =
E
(
u2j
)
n− 1 E
(
1/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
−2E
(
u2j
)
n− 1
r1∑
s=1
λ¯sE
 L¯2ij
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯3i
E (L˜2ij/µ˜2p,−i)
+
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λ¯s · 1
n
∆¯3
(
s, λ˜
)
+
r1∑
s=1
λ¯s · 1
n
∆¯
(
s, λ˜
)
+ op
(
n−(1+δ)
)
+O
(
1
n
λ¯2
)
]
Proof: S2 =
1
n
∑n
i=1 mˆ
2
2,−i/pˆ
2
−i. Define S
0
2 =
1
n
∑n
i=1 mˆ
2
2,−i/µ
2
p,−i. Then
S02 =
[
n (n− 1)2]−1∑
i
∑
j 6=i
u2jL
2
ij/µ
2
p,−i
+
[
n (n− 1)2]−1∑
i
∑
j 6=i
∑
l 6=j 6=i
ujLijulLil/µ
2
p,−i
= D1 +D2. (2.56)
We consider D2 first here.
Let Θijl denote the symmetrized version of ujulLijLilwi/µ
2
p,−i, and define Θij =
E (Θijl|Zi, Zj) , Zi = (Xi, ui), then, we have
D2 =
6
n (n− 1)
∑
i
∑
j>i
Θij +
6
n (n− 1) (n− 2)
∑
i
∑
j>i
∑
l>j>i
(Θijl −Θij −Θjl −Θli)
= D21 +D22. (2.57)
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Θij = E (Θijl|Zi, Zj)
=
1
3
uiujEl
(
LliLlj/µ
2
p,−l
)
=
1
3
uiujEl{
[
IX¯l=X¯i +
r1∑
s=1
λsI‖X¯l− X¯i‖
s
=1 + · · ·
]
·[
IX¯l=X¯j +
r1∑
s=1
λsI‖X¯l−X¯j‖
s
=1 + · · ·
]
L˜li L˜lj/µ
2
p,−l}
=
1
3
uiujEl
{
IX¯l=X¯iIX¯l=X¯j L˜li L˜lj/µ
2
p,−l
}
+
1
3
uiuj
r1∑
s=1
λsEl{[IX¯l=X¯iI‖X¯l−X¯j‖
s
=1
+IX¯l=X¯jI‖X¯l−X¯i‖
s
=1]L˜li L˜lj/µ
2
p,−l}+
1
3
uiujO
(
λ¯2
)
= Γ1 + Γ2 + Γ3 (2.58)
where Γ3 =
1
3
uiujO
(
λ¯2
)
and the definitions of Γ1 and Γ2 are hopefully apparent.
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Γ1 =
1
3
uiujEl
{
IX¯l=X¯iIX¯l=X¯j L˜liL˜lj/µ
2
p,−l
}
=
1
3
uiujEl
IX¯l=X¯iIX¯l=X¯j L˜li L˜lj 1{E [L˜(X˜l, X˜i)]}2 p¯2i{
1− 2E
[
L¯
(
X¯l, X¯i
)]− p¯i
p¯i
+O
(
λ¯2
)}}
=
1
3
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i1− 2
∑r1
s=1 λs
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯i
+O
(
λ¯2
)

· El L˜liL˜lj{
E
[
L˜
(
X˜l, X˜i
)]}2
=
1
3
uiujEl
{
IX¯l=X¯i IX¯l=X¯j
1
p¯2i1− 2
∑r1
s=1 λs
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯i
+O
(
λ¯2
)
 θij (λ˜)
=
1
3
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−2
3
r1∑
s=1
λsuiujEl
IX¯l=X¯iIX¯l=X¯j 1p¯2i
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯i
 θij (λ˜)
−2
3
uiujO
(
λ¯2
)
θij
(
λ˜
)
(2.59)
where θij
(
λ˜
)
=
El[L˜liL˜lj ]
{E[L˜(X˜l, X˜i)]}2 .
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Γ2 =
1
3
uiuj
r1∑
s=1
λsEl{[IX¯l=X¯iI‖X¯l−X¯j‖
s
=1 + IX¯l=X¯jI‖X¯l−X¯i‖
s
=1]L˜li L˜lj/µ
2
p,−l}
=
1
3
uiuj
r1∑
s=1
λsEl
{[
IX¯l=X¯iI‖X¯l− X¯j‖
s
=1 + IX¯l=X¯jI‖X¯l−X¯i‖
s
=1
]
L˜liL˜lj
}
· 1{
E
[
L˜
(
X˜l, X˜i
)]}2
p¯2i
{
1− 2 E
[
L¯
(
X¯l, X¯i
)]− p¯i
p¯i
+O
(
λ¯2
)}
=
1
3
uiuj
r1∑
s=1
λsEl
{[
IX¯l=X¯iI‖X¯l−X¯j‖
s
=1 + IX¯l= X¯jI‖X¯l−X¯i‖
s
=1
]}
1
p¯2i
{
1− 2E
[
L¯
(
X¯l, X¯i
)]− p¯i
p¯i
+O
(
λ¯2
)}}El
 L˜liL˜lj{
E
[
L˜
(
X˜l, X˜i
)]}2

=
1
3
uiuj
r1∑
s=1
λsEl
[
IX¯l=X¯iI‖X¯l−X¯j‖
s
=1 + IX¯l=X¯jI‖X¯l−X¯i‖
s
=1
]
· 1
p¯2i
{
1− 2E
[
L¯
(
X¯l, X¯i
)]− p¯i
p¯i
+O
(
λ¯2
)}
θij
(
λ˜
)
=
1
3
uiuj
r1∑
s=1
λsEl
[
IX¯l=X¯iI‖X¯l−X¯j‖
s
=1 + IX¯l=X¯jI‖X¯l−X¯i‖
s
=1
] 1
p¯2i
θij
(
λ˜
)
+
1
3
uiuj
r1∑
s=1
λsEl
[
IX¯l=X¯iI‖X¯l− X¯j‖
s
=1 + IX¯l=X¯jI‖X¯l−X¯i‖
s
=1
]
· 1
p¯2i
{
−2E
[
L¯
(
X¯l, X¯i
)]− p¯i
p¯i
+O
(
λ¯2
)}
θij
(
λ˜
)
=
r1∑
s=1
λs
1
3
uiujEl
[
IX¯l=X¯iI‖X¯l− X¯j‖
s
=1 + IX¯l=X¯jI‖X¯l−X¯i‖
s
=1
] 1
p¯2i
θij
(
λ˜
)
+
1
3
uiujO
(
λ¯2
)
θij
(
λ˜
)
(2.60)
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Hence, by (2.58, (2.59) and (2.60), we have
Θij = Γ1 + Γ2 + Γ3
=
1
3
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λs
2
3
uiujEl
IX¯l=X¯iIX¯l=X¯j 1p¯2i
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯i
 θij (λ˜)
+
r1∑
s=1
λs
1
3
uiujEl{[IX¯l=X¯iI‖X¯l−X¯j‖
s
=1 + IX¯l=X¯jI‖X¯l−X¯i‖
s
=1]
1
p¯ 2i
θij
(
λ˜
)
+
1
3
uiujO
(
λ¯2
)
θij
(
λ˜
)
+
1
3
uiujO
(
λ¯2
)
=
1
3
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λs
2
3
uiujEl
IX¯l=X¯iIX¯l=X¯j 1p¯2i
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯i
 θij (λ˜)
+
r1∑
s=1
λs
1
3
uiujEl{[IX¯l=X¯iI‖X¯l−X¯j‖
s
=1
+IX¯l=X¯jI‖X¯l−X¯i‖
s
=1]
1
p¯2i
θij
(
λ˜
)
+
1
3
uiujO
(
λ¯2
)
(2.61)
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D21 =
6
n (n− 1)
∑
i
∑
j>i
Θij
=
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
+
r1∑
s=1
λs
2
n (n− 1)
∑
i
∑
j>i
uiujEl{[IX¯l=X¯iI‖X¯l−X¯j‖
s
=1
+IX¯l=X¯jI‖X¯l−X¯i‖
s
=1]
1
p¯2i
}θij
(
λ˜
)
+
2
n (n− 1)
∑
i
∑
j>i
uiujO
(
λ¯2
)
=
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λs · 1
n
∆¯3
(
s, λ˜
)
+
r1∑
s=1
λs · 1
n
∆¯
(
s, λ˜
)
+O
(
1
n
λ¯2
)
. (2.62)
E
(
|D22|2k
)
= n−6k
∑
(t2,...,t2k):2t2+3t3+...+2kt2k=2k,ts∈{0,1}.E
[∏2k
s=2
(
n3Θsisjsls
)ts]
≤ n−6kCn3kE (Θ2isjsls), where C is a constant not related to n, k, λ¯.
P
(|D22| > n−(1+δ)) ≤ n2k(1+δ)E (Θ2isjsls)−2k Cn−3k (1 + kλ¯) ∼ n−(1−2δ)k, 0 < δ < 1/2
Hence,
sup
λ
|D22| = op
(
n−(1+δ)
)
(2.63)
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By (2.62) and (2.63), we have
D2 = D21 +D22
=
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λs · 1
n
∆¯ 3
(
s, λ˜
)
+
r1∑
s=1
λs · 1
n
∆¯
(
s, λ˜
)
+O
(
1
n
λ¯2
)
+op
(
n−(1+δ)
)
(2.64)
Now we consider D1.
D1 =
[
n (n− 1)2]−1∑i∑j 6=i u2jL2ij/µ2p,−i,
Define Vij = 1/2
[
u2jL
2
ij/µ
2
p,−i + u
2
iL
2
ij/µ
2
p,−j
]
, Vi = E (Vij|Xi, ui)
then we have,
D1 =
1
n− 1
{
EV1 +
2
n
∑
i
[Vi − EV1 ] + 2
n (n− 1)
∑
i
∑
j>i
[Vij − Vi − Vj + EV1]
}
= B0 +B1 +B2 (2.65)
Obviously,
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B0 =
1
n− 1EV1 =
1
n− 1E
(
u2jL
2
ij/µ
2
p,−i
)
=
1
n− 1E
(
u2j L¯
2
ij/µ¯
2
p,−i
)
E
(
L˜2ij/µ˜
2
p,−i
)
=
E
(
u2j
)
n− 1 E
(
L¯2ij
1
p¯2i
{
1− 2E
[
L¯
(
X¯1, X¯i
)]− p¯i
p¯i
+O
(
λ¯2
)})
E
(
L˜2ij/µ˜
2
p,−i
)
=
E
(
u2j
)
n− 1 E
(
/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
+O
(
1
n
λ¯2
)
E
(
L˜2ij/µ˜
2
p,−i
)
−2E
(
u2j
)
n− 1 E
L¯2ij
∑r1
s=1 λ¯s
[∑
x¯ 1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯3i
E (L˜ 2ij/µ˜2p,−i)
=
E
(
u2j
)
n− 1 E
(
1/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
−2E
(
u2j
)
n− 1
r1∑
s=1
λ¯ sE
 L¯2ij
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯3i
E (L˜ 2ij/µ˜2p,−i)
+O
(
1
n
λ¯2
)
E
(
L˜2ij/ µ˜
2
p,−i
)
(2.66)
Obviously,
B1 = op
(
1
n3/2
)
and B2 = op
(
1
n5/2
)
(2.67)
By (2.65) to (2.67), we have
D1 =
E
(
u2j
)
n− 1 E
(
1/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
−2E
(
u2j
)
n− 1
r1∑
s=1
λ¯ sE
 L¯2ij
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯3i
E (L˜ 2ij/µ˜2p,−i)
+O
(
1
n
λ¯2
)
E
(
L˜2ij/ µ˜
2
p,−i
)
+ op
(
1
n3/2
)
+ op
(
1
n5/2
)
(2.68)
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By (2.56), (2.64) and (2.68), we have
S02 = D1 +D2 =
E
(
u2j
)
n− 1 E
(
1/p¯2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
−2E
(
u2j
)
n− 1
r1∑
s=1
λ¯ sE
 L¯2ij
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯3i
E (L˜ 2ij/µ˜2p,−i)
+
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l= X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λ¯s · 1
n
∆¯ 3
(
s, λ˜
)
+
r1∑
s=1
λ¯s · 1
n
∆¯
(
s, λ˜
)
+op
(
n−(1+δ)
)
+O
(
1
n
λ¯2
)
(2.69)
|S2 − S02 | ≤ C
∣∣ 1
n
∑n
i=1 mˆ
2
2,−iw (xi)
∣∣ sup |∆p,−i (x)| = C ∣∣ 1n ∑ni=1 mˆ22,−iw (xi)∣∣ ·
Op
(√
1
n
)
, but
1
n
∑n
i=1 mˆ
2
2,−iw (xi) ∼ S02 , so,
S2 = S
0
2 +
(
S2 − S02
) ∼ S02
S2 =
E
(
u2j
)
n− 1 E
(
1/p¯ 2i
)
E
(
L˜2ij/µ˜
2
p,−i
)
−2E
(
u2j
)
n− 1
r1∑
s=1
λ¯ sE
 L¯2ij
[∑
x¯1∈D,‖X¯i−x¯1‖
s
=1 p¯ (x¯1)
]
p¯3i
E (L˜ 2ij/µ˜2p,−i)
+
2
n (n− 1)
∑
i
∑
j>i
uiujEl
{
IX¯l=X¯iIX¯l=X¯j
1
p¯2i
}
θij
(
λ˜
)
−
r1∑
s=1
λ¯s · 1
n
∆¯ 3
(
s, λ˜
)
+
r1∑
s=1
λ¯s · 1
n
∆¯
(
s, λ˜
)
+op
(
n−(1+δ)
)
+O
(
1
n
λ¯2
)
(2.70)
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Lemma II.3
S3 =
r1∑
s=1
λ¯s{ 1
n (n− 1) (n− 1)
∑
i6=j 6=l
ui (gl − gi) I‖X¯l−X¯i‖
s
=1
1
p¯2i
I‖X¯j−X¯i‖=0 · L˜jiL˜jl/µ˜2p,−j}+O
(√
1
n
λ¯2
)
+ op
(
n−3/4λ¯
)
Proof: Note that S3 =
1
n
∑n
i=1 mˆ1,−imˆ2,−i/pˆ
2
−i. Define S
0
3 =
1
n
∑n
i=1 mˆ1,−imˆ2,−i/µ
2
p,−i.
Hence,
S03 =
1
n (n− 1) (n− 1)
n∑
i=1
[∑
j 6=i
(gi − gj)Lji
][∑
j 6=i
ujLji,
]
/µ2p,−i
=
1
n (n− 1) (n− 1)
n∑
i=1
[∑
j 6=i
uj (gi − gj)L2ji
]
/µ2p,−i
+
1
n (n− 1) (n− 1)
n∑
i=1
∑
j 6=i
∑
l 6=j 6=i
[(gi − gj)Lji] [ulLli, ] /µ2p,−i
= M1 +M2 (2.71)
Obviously,
M1 =
1
n (n− 1) (n− 1)
n∑
i=1
∑
j 6=i
uj (gi − gj)L2jiw (xi) /µ
= O
(
n−3/2λ¯2
)
(2.72)
and
M2 =
1
n (n− 1) (n− 1)
n∑
i=1
∑
j 6=i
∑
l 6=j 6=i
[(gj − gi)Lji] [ulLli, ] /µ2p,−i
=
r1∑
s=1
λs
1
n (n− 1) (n− 1)
∑∑∑
i6=j 6=l
ul (gj − gi) I‖X¯j−X¯i‖
s
=1
1
p¯2i
I‖X¯l−X¯i‖=0 · L˜jiL˜il/µ˜2p,−i +O
(
n−1/2λ¯2
)
(2.73)
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By (2.71), (2.72) and (2.73), we have
S03 =
r1∑
s=1
λs
1
n (n− 1) (n− 1)
∑∑∑
i6=j 6=l
ul (gj − gi) I‖X¯j−X¯i‖
s
=1
1
p¯2i
I‖X¯l−X¯i‖=0 · L˜jiL˜il/µ˜2p,−i +O
(
n−1/2λ¯2
)
(2.74)
We also have
|S3 − S03 | ≤ C sup |∆p,−i|·sup |mˆ1,−i|·sup |mˆ2,−i| ∼ Op
(√
1
n
)
·Op
(
λ¯
)·op (n−1/4) ∼
op
(
n−3/4λ¯
)
.
Hence,
S3 =
r1∑
s=1
λ¯s{ 1
n (n− 1) (n− 1)
∑
i6=j 6=l
ui (gl − gi) I‖X¯l−X¯i‖
s
=1
1
p¯2i
I‖X¯j−X¯i‖=0 · L˜jiL˜jl/µ˜2p,−j}+O
(
n−1/2λ¯2
)
+ op
(
n−3/4λ¯
)
(2.75)
Lemma II.4
I2 =
r1∑
s=1
λ¯s
 2n (n− 1)
n∑
i=1
∑
l 6=i
ui (gi − gl) /p¯iI‖X¯l− X¯i‖
s
=1 ·
L˜il
E1
[
L˜
(
X˜1, X˜i
)]

− 4
n (n− 1)
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i=1
∑
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p¯iE1
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X˜1, X˜i
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[√
1
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(
1
n
λ¯
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+Op
(
n−3/2
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Proof:
I2 =
2
n
n∑
i=1
ui (gi − gˆ−i (xi))
=
2
n (n− 1)
n∑
i=1
∑
l 6=i
ui (gi − gl)Lil/pˆ−i − 2
n (n− 1)
n∑
i=1
∑
l 6=i
uiulLil/pˆ−i
= T1 − T2. (2.76)
Define T 01 ≡ 2n(n−1)
∑n
i=1
∑
l 6=i ui (gi − gl)Lil/µp,−i,
T 11 ≡ 2n(n−1)
∑n
i=1
∑
l 6=i ui (gi − gl)Lil/pi,
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where the second, the third equality holds since (2.33), (2.32) respectively.
So, by (2.77), (2.78)
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2
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∑
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=
2
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∑
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∑
l 6=i
ui (gi − gl)Lil/p∗i
− 2
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= Υ1 −Υ2 (2.80)
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Υ1 =
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∑
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Hence, by (2.80), (2.81) and (2.82) we have
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By (2.76), (2.79) and (2.83), we obtain
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CHAPTER III
CROSS-VALIDATION AND THE ESTIMATION OF PROBABILITY
DISTRIBUTIONS WITH CATEGORICAL DATA
A. Introduction
It is well known that the traditional ‘frequency-based’ nonparametric approach may
be used to consistently estimate a joint probability distribution defined over categor-
ical variables. In this chapter we focus our attention on an alternative nonparametric
approach when confronted with discrete variables where, instead of using the con-
ventional ‘frequency’ method to handle the discrete variables, we choose to smooth
the discrete variables. There is a growing literature on nonparametric smoothing of
discrete variables dating back to the pioneering work of Aitchison and Aitken (1976);
see Aerts, Augustyns and Janssen (1997a, 1997b), Ahmad and Cerrito (1994), Bow-
man (1980), Grund (1993), Hall (1981), Hall, Racine and Li (2004), Izenman (1991),
and Li and Racine (2003), Simonoff (1983), and Tutz (1991), to name but a few (see
also the monographs by Hart (1997), Scott (1992) and Simonoff (1996)).
From a statistical perspective, the kernel smoothing of discrete variables may
introduce some finite sample bias; however, it also reduce the variance, leading to a
reduction in the mean square error of the resulting estimator relative to the frequency-
based estimator. More importantly, we show that the kernel smoothing method, par-
ticularly when used in conjunction with a data-driven method of bandwidth selection
such as cross-validation, has the ability to smooth over the ‘uniformly distributed’
variables (a specific definition of ‘uniformly distributed variables’ is given in Section
2). When uniformly distributed variables are encountered, the conventional frequency
method still splits the sample into many discrete cells, including those cells arising
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from the presence of the uniformly distributed variables. In contrast, the smoothing-
cross-validation method can automatically oversmooth these variables with a high
probability, thereby reducing the dimension of the nonparametric model to that as-
sociated with the non-uniformly distributed variables only. In such cases, we reduce
estimation variance substantially without increasing bias, and we often obtain im-
pressive efficiency gains.
As we will show in Section C, the asymptotic behavior of the smoothing param-
eters depends on whether a variable is uniformly distributed or not. We emphasize
here that it is important to explicitly consider the vector-valued smoothing parameter
case. If one were to use a scalar smoothing parameter (i.e.,the same value for each
variable), as is often done for the convenience of the theoretical analyses (e.g., Li and
Racine (2003)), then it would not be possible to benefit from the differing asymptotic
behavior alluded to above. Thus, our results extend Racine and Li (2004) to the prac-
tically relevant vector-valued smoothing parameter case, allowing for the existence of
uniformly distributed variables, which results in differing asymptotic behavior of the
smoothing parameters.
B. Smooth Estimation of Joint Distributions with Discrete Data
In this section we consider the estimation of a probability function defined over dis-
crete data X, where X is an r-dimensional discrete random vector taking values
on S, the support of X. We use xs and Xsi to denote the sth component of x
and Xi (i = 1, . . . , n), respectively. Following Aitchison and Aitken (1976), for x
s,
Xsi ∈ Ss = {0, 1, . . . , cs − 1} (xs takes cs different values), we define a univariate
kernel function
l(Xsi , x
s, λs) =
 1− λs if X
s
i = x
s,
λs/(cs − 1) if Xsi 6= xs.
(3.1)
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The range of λs is [0, (cs − 1)/cs]. Note that when λs = 0, l(Xsi , xs, 0) = I(Xsi =
xs) becomes an indicator function. Here we use I(.) to denote an indicator function,
that is, I(A) = 1 if event A is true, zero otherwise. If λs = (cs − 1)/cs, then
l(Xsi , x
s, cs−1
cs
) = 1/cs is a constant for all values of X
s
i and x
s.
We shall follow the product kernel convention, where the product kernel function
is given by
L(Xi, x, λ) =
r∏
t=1
l(Xsi , x
s, λs) =
r∏
s=1
{λs/(cs − 1)}Ixsi 6=xs (1− λs)Ixsi=xs , (3.2)
where Ixsi 6=xs = I(X
s
i 6= xs), and Ixsi=xs = I(Xsi = xs).
For a given value of the smoothing parameter vector λ = (λ1, . . . , λr), we estimate
p(x) by
pˆ(x) =
1
n
n∑
i=1
L(Xi, x, λ). (3.3)
Note that the weight function l(., ., .) defined in (3.1) adds up to one, which
ensures that pˆ(x) defined in (3.3) is a proper probability measure, i.e.,
∑
x∈S pˆ(x) = 1.
Note also that if λs = 0 for all 1 ≤ s ≤ r, then (3.3) collapses to the conventional
frequency estimator. Therefore, the smoothed estimator pˆ(x) nests the frequency
estimator as a special case. Another interesting case arises when λs assumes its
upper bound value (cs − 1)/cs, since then pˆ(x) becomes unrelated to xs. In this case
we say that xs is completely ‘smoothed out’, and the resulting estimator pˆ(x) becomes
unrelated to xs in the sense that, when λs = (cs − 1)/cs,
pˆ(x1, . . . , xs−1, xs, xs+1, . . . , xr) = pˆ(x1, . . . , xs−1, zs, xs+1, . . . , xr), (3.4)
for all xs, zs ∈ {0, 1, . . . , cs−1}, and x−s ∈ S−s, where x−s = (x1, . . . , xs−1, xs+1, . . . , xr)
denotes x with xs removed, and where S−s is the support of X−s. With λs assuming
its upper extreme value (cs− 1)/cs, we obtain the best possible choice for λs when xs
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is indeed uniformly distributed as defined by
p(x1, . . . , xs−1, xs, xs+1, . . . , xr) = p(x1, . . . , xs−1, zs, xs+1, . . . , xr), (3.5)
for all xs, zs ∈ {0, 1, . . . , cs − 1} and x−s ∈ S−s.
A comparison of (3.4) with (3.5) reveals that, when λs = (cs−1)/cs, the estimator
pˆ(x) satisfies the uniform distribution property (for xs). This is a highly desirable
property since, when xs is a uniformly distributed variable, p(x) is invariant to xs
and one should smooth out xs rather than splitting the sample into different discrete
cells that would otherwise be generated by xs when using the conventional frequency
estimator. In Section 5 we show via simulations that our cross-validation method can
indeed select λs = (cs−1)/cs with a high probability when xs is uniformly distributed,
and in this case pˆ(x) is much more efficient than the frequency estimator, which uses
λs = 0.
As was the case when dealing with continuous variables, the selection of smooth-
ing parameters is of crucial importance. We suggest choosing the smoothing param-
eters λ1, . . . , λr by minimizing the squared difference between pˆ(·) and p(·), which is
given by (
∑
x ≡
∑
x∈S)
Jn =
∑
x
[pˆ(x)− p(x)]2
=
∑
x
[pˆ(x)]2 − 2
∑
x
pˆ(x)p(x) +
∑
x
[p(x)]2,
≡ J1n − 2J2n +
∑
x
[p(x)]2, (3.6)
where J1n =
∑
x[pˆ(x)]
2 and J2n =
∑
x pˆ(x)p(x). Note that J2n = E[pˆ(X)], hence we
can estimate J2n by replacing the unknown population mean with the sample mean
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to obtain
Jˆ2n =
1
n
n∑
i=1
pˆ−i(Xi) =
1
n(n− 1)
n∑
i=1
n∑
j 6=i
Lij, (3.7)
where Lij = L(Xi, Xj, λ) and pˆ−i(Xi) = (n − 1)−1
∑n
j=1,j 6=i Lij is the leave-one-out
kernel estimator of p(Xi). The last term on the right-hand-side of (3.6) is unrelated
to λ1, . . . , λr. Therefore, we choose λ1, . . . , λr to minimize
CV (λ) = J1n − 2Jˆ2n = 1
n
∑
x
[pˆ(x)]2 − 2
n(n− 1)
∑
i
∑
j 6=i
Lij. (3.8)
Let λˆ1,. . . ,λˆr denote the cross-validation selection of λs’s that minimize (3.8). In
subsection F.1. we show that, when xs does not have a uniform marginal distribution,
then λˆs = op(1). Note this result is quite different compared with the cross-validation
estimation of a density function with continuous variables, where one has to assume
that smoothing parameter, say h, to take values in a shrinking set (i.e., h → 0 as
n → ∞) in order to derive the rate of convergence of the cross-validation selected
smoothing parameter, say hˆ (e.g., hˆ ∼ n−1/5 in the univariate case). Here we do
not impose the restriction that λˆs taking values in a shrinking set, instead we prove
that λˆs = op(1) provided that x
s does not have a uniform marginal distribution. Let
λ(r) = (λ1, . . . , λr)
′ denote the r×1 vector of smoothing parameters. We further show
that
CV (λ) = λ′(r)Ωλ(r) − n−1c′nλ(r) + op
(
n−1
r∑
s=1
λs +
r∑
s=1
λ2s
)
+ terms not related to λ,
(3.9)
where Ω is an r × r positive definite matrix, and cn is a Op(1) random vector of
dimension r × 1. The explicit expressions for Ω and cn are given in subsection F.1.
Since Ω is positive definite, minimizing (3.9) over λ(r) leads to
λˆ(r) = n
−1Ω−1cn + op(n−1). (3.10)
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(3.10) shows that λˆs = Op(n
−1) for s = 1, . . . , r. The crucial condition needed
for (3.10) to hold is that Ω is positive definite. We show in subsection F.1. that if xs
does not have a uniform marginal distribution for all s = 1, . . . , r, then Ω is positive
definite. We summarize the above result in the following theorem.
Theorem III.1 Assuming that xs does not have a uniform marginal distribution for
all s = 1, . . . , r, then
λˆs = Op(n
−1) for s = 1, . . . , r.
Proof: In subsection F.1. we first show that λˆs = op(1) for all s = 1, . . . , r so that we
can expand CV (λ) so as to yield leading terms that are low order polynomials in λs,
s = 1 . . . , q (i.e., (3.9)). We then show that Ω is positive definite. Hence, Theorem
III.1 follows from (3.9).
If λs = o(1) and is non-stochastic (s = 1, . . . , r), then it is straightforward to
show that
E[pˆ(x)] = p(x) +
r∑
s=1
[ps,1(x)− p(x)]λs +O
(
r∑
s=1
λ2s
)
,
var(pˆ(x)) = n−1p(x)(1− p(x)) +O
(
n−1
r∑
s=1
λs
)
, (3.11)
where the ps,1(x) =
1
cs−1
∑
zs 6=xs,z−s=x−s p(z). With the fast n
−1 rate of convergence
of the λˆs’s given in Theorem III.1, the following result follows from (3.11).
Theorem III.2 Let pˆ(x) be defined as in (3.3) with λ replaced by λˆ. Then under the
same conditions as in Theorem III.1, we have
(i) pˆ(x)− p(x) = Op(n−1/2),
(ii) n1/2(pˆ(x)− p(x)) d→ N(0, p(x)(1− p(x))).
Proof: Theorem III.2 follows from Theorem III.1 and (3.11).
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Theorem III.2 reveals that the asymptotic distribution of pˆ(x) is the same as that
of the frequency estimator. This is exactly what one should expect since, asymptoti-
cally, we have an infinite sample size; hence even with sample splitting we still have an
infinite amount of data lying in each cell. Therefore, if the sample size is sufficiently
large, λˆ1, . . . , λˆr should all be close to zero, and our cross-validation estimator pˆ(x)
will be quite close to the frequency estimator. However, in finite sample applications
the two approaches can yield very different results.
In the next section we will show that when xs is uniformly distributed in the sense
of (3.5), then λˆs will not converge to zero; rather it will assume its upper extreme
value (cs−1)/cs with a high probability. Careful readers may notice that there is still
a case not covered here. That is, xs may have a marginal uniform distribution and
at the same time be non-uniformly distributed (i.e., not satisfy (3.5)). For example,
Table VIII shows one such example whereby, while x1 and x2 are both non-uniformly
distributed, they both have uniform marginals: pj(x
j) = 1/2 for j = 1, 2 (a ∈
(0, 1/2)).
Table VIII. A Non-uniformly Distributed Random Variable with Marginal Distribu-
tions
P (x1, x2) x1 = 0 x1 = 1
x2 = 0 a 1/2− a
x2 = 1 1/2− a a
Even though Theorem III.1 does not cover this case, intuitively one would expect
that λˆs → 0 (s = 1, 2) as n → ∞, for otherwise it would lead to inconsistent
estimation results. This is indeed true as we show in the next theorem. For notational
simplicity we will restrict attention to the two-variable case.
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Theorem III.3 Assume that both x1 and x2 are non-uniformly distributed vari-
ables both having uniform marginal distributions, while all other xs have non-uniform
marginals (s = 3, . . . , r). Then
λˆs = Op(n
−1) for all s = 1, . . . , r.
The proof of Theorem III.3 is given in subsection F.1.
C. The Uniformly Distributed Variable Case
In Section 2 we considered the case where none of the components of X was uniformly
distributed. In this section we allow for the presence of a uniformly distributed
variable. Without loss of generality, we assume that the first r − 1 components of x,
denoted x¯ = (x1, . . . , xr−1), are non-uniformly distributed, while the last one, the rth
component of x denoted x˜ = xr, is uniformly distributed in the sense of (3.5). Let
p¯(x¯) denote the marginal probability function of x¯. Summing over x˜ and using (3.5)
we get
p(x¯, x˜) = p¯(x¯)/cr for all x˜ ∈ S˜, (3.12)
where S˜ = {0, 1, . . . , cr − 1} is the support of X˜. (3.12) shows that p(x) varies only
with x¯, but not with x˜. When X is uniformly distributed with respect to x˜ and one
chooses λr = (cr − 1)/cr, then the resulting pˆ(x) effectively uses this information,
does not introduce bias (related to x˜), and reduces the variance significantly.
The above arguments underscore the desirability of a data-driven bandwidth
selection method having the ability to select a large value of λs if x
s is a uniformly
distributed variable, and a small value for λs otherwise. It turns out that least squares
cross-validation indeed has this desired property. The following theorem covers this
case.
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Theorem III.4 Assuming that x1, . . . , xr−1 are non-uniformly distributed variables
and xr is uniformly distributed, then
(i) λˆs = Op(n
−1) = op(1) for s = 1, . . . , r − 1, and
(ii) asymptotically there is a positive constant δ ∈ (0, 1) for which CV (λ) is
minimized at λˆr = (cr − 1)/cr with probability δ.
Theorem III.4 is proved in subsection F.2. Theorem III.4 states that the smooth-
ing parameter associated with the uniformly distributed variable will not converge to
zero, but rather tends to assume its upper extreme value with a high probability, so
that the estimated probability function satisfies the uniform distribution condition of
(3.5) (for xr). In this case, pˆ(x) is more efficient than the frequency estimator, which
does not impose this restriction. Given the proofs in subsection F.1., the difficulty of
determining the exact value of δ can be appreciated. For a range of the data generat-
ing processes considered in Section 5, simulations reveal that δ appears to lie between
0.60 to 0.64.
The conclusion of Theorem III.4 is qualitatively different from the conditional
density estimation results for mixed categorical and continuous variables. Hall, Racine,
and Li (2003) consider the cross-validated kernel estimation of conditional density
functions with mixed discrete and continuous variables. In that context, irrelevant
variables are those conditional variables that are orthogonal to the dependent vari-
able. Hall et al. (2003) show that the cross-validation method has the ability to
automatically remove the irrelevant variables in the sense that λs → (cs − 1)/cs in
probability when xs is an irrelevant discrete conditioning variable. Here Theorem
III.4 claims that, while there is a positive probability δ of λs assuming its upper ex-
treme value of (cs−1)/cs, there is also a positive probability 1−δ that λs takes values
in [0, (cs − 1)/cs). Thus, the discrete-variable-only case with uniformly distributed
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variables is markedly different from the case of conditional density estimation with
mixed variables when there exist irrelevant variables.
When there exists more than one uniformly distributed random variable, similar
results hold. That is, λˆs = Op(n
−1) if xs is non-uniformly distributed, and λˆs has a
positive probability of assuming its upper extreme value (cs−1)/cs if xs is a uniformly
distributed variable. Since the analysis is quite tedious for the general case, we will
rely instead on simulations to investigate this case in the next section.
D. Monte Carlo Simulations
In this section we report some simulations designed to examine the finite sample
performance of the proposed CV method. We consider the following cases:
Case (i): we first consider a simple case having one non-uniform variable and one
uniform variable, both of which are binary: p(x1, x2) = p1(x
1)/2 with p1(x
1 = 0) = 0.3
and p1(x
1 = 1) = 0.7 (x2 is a uniformly distributed binary variable).
Case (ii): the same as in case (i) above except that now x2 can assume four
different values so that p(x1, x2) = p1(x
1)/4 (x2 is a uniformly distributed variable
taking values in {0, 1, 2, 3}).
Case (iii): similar to case (i) but with an additional uniformly distributed vari-
able. p(x1, x2, x3) = p1(x
1)/4 where p1(x
1) is the same as in case (i) (x2 and x3 are
both uniformly distributed binary variables).
We examine the cross-validated values of λ. Our theory predicts that λˆ1 → 0 in
probability, while λˆ2 (and λˆ3 for case (iii)) has a tendency to take its upper bound
value of 1/2 (3/4 for case (ii)). We compute the Average MSE by
∑2000
j=1
∑
x[pˆ(j)(x)−
p(x)]2, where pˆ(j)(x) is the estimated p(x) in the jth simulation. We also compute a
conventional frequency estimator that uses λ1 = λ2 = 0 (λ3 = 0) for estimating p(x).
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The number of simulations is 1,000, and the sample sizes are n = 50, 100 and 200.
The MSE results for case (i) are reported in Table IX, and we define Rel. MSE
= MSEcv/MSEfreq. We observe that our cross-validation based method yields a
much smaller finite sample MSE than the conventional frequency estimator when
there exists a uniformly distributed variable. As we explained earlier, our CV-based
estimator has a tendency to select λˆ2 = 1/2, its upper extreme value. When λˆ2 = 1/2,
our estimator effectively uses the information that p(x) = p1(x
1)/2 and we do not
split the sample for different values of x2. Thus, our estimator is expected to have
better finite sample performance than the frequency estimator.
Table IX. MSE for Case (i)
n MSEcv MSEfreq Rel. MSE
50 0.001177 0.002900 0.405945
100 0.000465 0.001400 0.332301
200 0.000245 0.000727 0.336838
Table X. MSE for Case (ii)
n MSEcv MSEfreq Rel. MSE
50 0.000294 0.002171 0.135571
100 0.000175 0.001041 0.168091
200 0.000061 0.000499 0.122766
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Table X reports the estimated MSE for case (ii). We observe that, compared
with the results for case (i), the CV method produces an even better relative MSE
than the frequency method. This is because the uniformly distributed variable x2
now assumes four different values, and since we do not split the sample into different
discrete cells generated by x2, the relative performance of our CV method improves
as the uniformly distributed variable assumes an increasing number of values. For
n = 50, 100, and 200, the percentages of λˆ2 that exceed 0.749 (i.e., taking values in
(0.7499, .0.75]),1 ares 0.601, 0.600, and 0.606, respectively.
Table XI. MSE for Case (iii)
n MSEcv MSEfreq Rel. MSE
50 0.000495 0.002199 0.225162
100 0.000197 0.001064 0.185539
200 0.000086 0.000518 0.166466
Finally, Table XI provides the estimated MSE for case (iii). We observe that when
there exists more than one uniformly distributed variable, the relative efficiency gains
of our CV estimator over the frequency estimator further improves compared with
case (i). For case (iii) x2 and x3 are uniformly distributed, and both λˆ2 and λˆ3 have
roughly a 60% probability of assuming their upper extreme value, 1/2.
1Note that since c2 = 4, the upper bound value for λ2 is (4− 1)/4 = 0.75.
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E. Conclusion
We analyze the problem of estimating a joint distribution defined over a set of discrete
variables. We use a smoothing kernel estimator to estimate the joint distribution, al-
low for the case in which some of the discrete variables are uniformly distributed, and
explicitly address the vector-valued smoothing parameter case. The cross-validated
smoothing parameters differ in their asymptotic behavior depending on whether a
variable is uniformly distributed or not. Simulation experiments highlight how the
proposed estimator performs much better than the commonly used frequency estima-
tor.
F. Proofs
1. Proof of Theorem III.3
We first prove that λˆs = op(1) for all s = 1, . . . , r.
Lemma III.1 λˆs = op(1) for all s = 1, . . . , r.
Proof: Recall that Jn(λ) =
∑
x [pˆ(x)]
2 − 2E [pˆ(x)] +∑x p(x)2 and define Jˆn(λ) =∑
x [pˆ(x)]
2−2n−1∑ni=1 pˆ−i(Xi)+∑x p(x)2. Obviously, n−1∑ni=1 pˆ−i(Xi) = E[pˆ−i(Xi)]+
op(1) uniformly in λ. So Jˆn(λ) = Jn(λ) + op(1).
Next, 0 ≤ Jn(λˆ) = Jˆn(λˆ) + op(1), and Jˆn(λˆ) ≤ Jˆn(0) = op(1) because λ =
0 corresponds to the frequency estimator and it is well established that Jˆn(0) =
Op(n
−1/2) = op(1). Thus, Jˆn(λˆ) = op(1). And since Jˆn(λ) = Jn(λ) + op(1), we get
Jn(λˆ) = op(1).
From Jn(λˆ) =
∑
x [pˆ(x)− p(x)]2 = op(1), we know that pˆ(x) − p(x) = op(1) for
all x ∈ S, i.e.,
n−1
∑
i
L(xi, x, λˆ)− p(x) = op(1) for all x ∈ S. (3.13)
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Summing (3.13) over x2, . . . , xr we obtain
n−1
∑
i
l(x1i , x
1, λ1)− p1(x1) = op(1) for all x1 ∈ S1, (3.14)
where S1 = {0, 1, . . . , c1 − 1} is the support of X1.
Note that l(x1i , x
1, λˆ1) = (1− λˆ1)Ix1i=x1 + λˆ1c1−1Ix1i 6=x1 . So (3.14) is
op(1) = n
−1∑
i
Ix1i=x1 + λˆ1n
−1∑
i
[
1
c1 − 1Ix1i 6=x1 − Ix1i=x1
]
− p1(x1)
= λˆ1n
−1∑
i
[
1
c1 − 1Ix1i 6=x1 − Ix1i=x1
]
+Op(n
−1/2)
= λˆ1
 1
c1 − 1
∑
z1 6=x1
p1(z
1)− p1(x1)
+Op(n−1/2)
= λˆ1
c1
c1 − 1
[
1
c1
− p1(x1)
]
+Op(n
−1/2), (3.15)
for all x1 ∈ S1. Since p1(x1) 6= 1/c1 for at least some x1 ∈ S1, we know from (3.15)
that λˆ1 = op(1). By symmetry we have λˆs = op(1) for all s = 1, . . . , r.
This completes the proof for Lemma III.1.
Given that λˆs = op(1), we next expand CV (λ) in polynomials of λs and show
that λˆs = Op(n
−1) for s = 1, . . . , r. Defining L(2)ij =
∑
x∈S Lx,xiLx,xj , then CV (λ) can
be written as
CV (λ) = n−2
n∑
i=1
n∑
j=1
L
(2)
ij −
2
n(n− 1)
∑
i
∑
j 6=i
Lij
= n−2
n∑
i=1
L
(2)
ii +
1
n(n− 1)
∑
i
∑
j 6=i
(L
(2)
ij − 2Lij)−
1
n2(n− 1)
∑
i
∑
j 6=i
L
(2)
ij
≡ I1n + I2n − I3n, (3.16)
where the definition of Ijn (j = 1, 2, 3) should be apparent.
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We will use O(Λl) to denote terms either of order O(
∑r
s=1 λ
l) or terms unrelated
to λ. We define the following notation for some indicator functions that follow:
I1,x,z = I( if x and z differ by exactly one component),
I2,x,z = I( if x and z differ by exactly two components),
Is1,x,z = I(x
s 6= zs)
∏
t6=s
I(xt = zt),
Iu,v2,x,z = I(x
u 6= zu)I(xv 6= zv)
∏
s 6=,u,v
I(xs = zs). (3.17)
Note that Il,x,z = 1 if and only if x and z differ by exactly l components (l = 1, 2),
Is1,x,z = 1 if and only if x and z differ only in the sth component, and I
u,v
2,x,z = 1 if and
only if x and z differ by two components, the uth and the vth components.
Also, define
ps,1(x) =
1
cs − 1
∑
z
p(z)Is1,z,x,
pu,v,2(x) =
1
(cu − 1)(cv − 1)
∑
z
p(z)Iu,v2,z,x. (3.18)
Lemma III.2 I1n = −n−1
∑
x
∑r
s=1 as(x)λs + O(n
−1Λ2 + n−3/2Λ), where as(x) =
p(x)− ps,1(x).
Proof: Noting that O(Λ2) = O(
∑r
s=1 λ
2
s) + terms unrelated to λ, we have
E(I1n)
= n−1
∑
xE(Lz,x)
2
= n−1
∑
x
∑
z p(z)(Lz,x)
2
= n−1
∑
x
∑
z p(z)(Lz,x)
2[I0,x,z + I1,x,z +O(Λ
2)]
= n−1{∑x p(x)[∏rs=1(1−λs)]2+∑x∑z p(z)∑rs=1 Is1,x,z λscs−1∏u 6=s(1−λu)+O(Λ2)}
= −n−1∑x∑rs=1[p(x)− ps,1(x)]λs +O(Λ2)]
= −n−1∑x as(x)λs +O(Λ2)]
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Note that in the above O(Λ2) = O(
∑r
s=1 λ
2
s) + terms unrelated to λ.
Next, since [I1n − E(I1n)] has zero mean, it is easy to see that it is of order
n−3/2Op(Λ). Hence,
I1n = E(I1n) + [I1n − E(I1n)] = −n−1
∑
x
∑r
s=1[p(x) − ps,1(x)]λs + O(n−1Λ2 +
n−3/2Λ).
Lemma III.3 I2n =
∑
x{
∑r
s=1[p(x)− ps,1(x)]λs}2 +Op(n−1/2Λ2) + n−1
∑r
s=1 zn,sλs,
where zn,s is a zero mean Op(1) random variable defined in the proof below.
Proof: We first consider E(I2n).
E(L
(2)
ij )
=
∑
x
∑
z
∑
w p(z)p(w)Lz,xLw,x{I0,x,zI0,x,w
+2I0,x,zI1,x,w + I1,x,zI1,x,w + 2I0,x,zI2,x,w + Λ
3}
=
∑
x p
2(x)
∏r
s=1(1−λs)2+2
∑
x p(x)
∏r
s=1(1−λs)
∑r
v=1 pv,1(x)λv
∏
u 6=v(1−λu)
+
∑
x
[∑r
s=1 ps,1(x)λs
∏
u 6=s(1− λu)
]2
+2
∑
x p(x)
∏r
s=1(1− λs)
∑r
u
∑r
v>u pu,v,2(x)λuλv
∏
w 6=u,v(1− λw) + Λ3
= −2∑x p2(x)∑rs=1 λs + 4∑x p2(x)∑u<v λuλv +∑x p2(x)∑rs=1 λ2s
+2
∑
x p(x)
∑r
s=1 ps,1(x)λs − 2
∑
x p(x)(
∑r
u=1 λu)[
∑r
s=1 ps,1(x)λs]
−2∑x p(x)[∑rs=1 ps,1(x)λs∑u 6=s λu] +∑x[∑rs=1 ps,1(x)λs]2
+2
∑
x p(x)
∑
1≤u<v≤q pu,v,2(x)λuλv + Λ
3.
A by-product of the above result is
E(L
(2)
ij ) = −2
∑
x
r∑
s=1
p(x)[p(x)− ps,1(x)]λs +O(Λ2), (3.19)
which will be used when proving Lemma III.4 below.
E(Lij)
=
∑
x
∑
z p(x)p(z)Lz,x
=
∑
x
∑
z p(x)p(z)Lz,x{I0,x,z + I1,x,z + I2,x,z + Λ3}
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=
∑
x p
2(x)
∏r
s=1(1− λs) +
∑
x
∑r
s=1 p(x)ps,1(x)λs
∏
u 6=s(1− λu)
+
∑
x
∑
1≤u<v≤q pu,v,2(x)λuλv
∏
w 6=u,v(1− λw) + Λ3
= −∑x p2(x)∑rs=1 λs +∑x p2(x)∑u<v λuλv
+
∑
x
∑r
s=1 p(x)ps,1(x)λs −
∑
x
∑r
s=1 p(x)ps,1(x)λs
∑
u 6=s λu
+
∑
x
∑
1≤u<v≤q p(x)pu,v,2(x)λuλv + Λ
3.
Hence,
E(L
(2)
ij )− 2E(Lij)
= 2
∑
x p
2(x)
∑
u<v λuλv +
∑
x p
2(x)
∑r
s=1 λ
2
s
−2∑x p(x)(∑ru=1 λu)[∑rs=1 ps,1(x)λs] +∑x[∑rs=1 ps,1(x)λs]2 + Λ3
=
∑
x[p(x)(
∑r
u=1 λu)−
∑r
s=1 ps,1(x)λs]
2 + Λ3
=
∑
x{
∑r
s=1[p(x)− ps,1(x)]λs}2 + Λ3.
Next, we consider E(Li,j|Xi).
E(Li,j|Xi)
=
∑
x p(x)Lxi,x
=
∑
x p(x)Lxi,x[I0,xi,x + I1,xi,x +O(Λ
2)]
= p(Xi)
∏r
s=1(1− λs) +
∑r
s=1 ps,1(Xi)λs
∏
u 6=s(1− λu) +O(Λ2).
= −∑rs=1[p(Xi)− ps,1(Xi)]λs +O(Λ2).
Finally,
E(L
(2)
ij |Xi)
=
∑
x
∑
z p(z)Lxi,xLz,x
=
∑
x
∑
z p(z)Lxi,xLz,x[I0,xi,xI0,z,x + I0,xi,xI1,z,x + I0,z,xI1,xi,x +O(Λ
2)]
= p(Xi)[
∏r
s=1(1− λs)]2 + [
∏r
u=1 pu,1(Xi)λu
∏r
v 6=u(1− λv)]
+[
∏r
s=1(1− λs)]
∑r
u=1 pu,1(Xi)λu
∏r
v 6=u(1− λv)] +O(Λ2)]
= −2p(Xi)
∑r
s=1 λs − 2[
∏r
u=1 pu,1(Xi)λu +O(Λ
2)]
= −2∑rs=1[p(Xi)− ps,1(Xi)]λs +O(Λ2)].
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Combining the above results we obtain
E(L
(2)
i,j |Xi)− 2E(Li,j|Xi) = 0 + (Λ2). (3.20)
Letting Kij = L
(2)
ij − 2Lij and, by the U-statistic H-decomposition, we have
I2n =
1
n(n−1)
∑
i
∑
j 6=iKij = E(Kij) + 2n
−1∑n
i=1[E(Kij|Xi)− E(Ki,j)] + Un,
=
∑
x{
∑r
s=1[p(x)− ps,1(x)]λs}2 +Op(n−1/2Λ2) + n−1
∑r
s=1 zn,sλs +O(Λ
2),
where Un = 2(n(n − 1))−1
∑n
i=1
∑n
j>i[Kij − E(Kij|Xi) − E(Kij|Xj) + E(Kij)] is
a degenerate U-statistic. Obviously, Un has zero mean and is of order Op(n
−1).
n−1
∑r
s=1 zn,sλs represent terms in Un that are linear in λ¯. A proof for this is similar
to the proof of Lemma III.11 and is thus omitted here.
Lemma III.4 I3n = −n−1
∑r
s=1 bs(x)λs +Op(n
−3/2) + terms unrelated to λ,
where bs(x) = −2
∑
x p(x)[p(x)− ps,1(x)].
Proof: By (3.19) we have E(L
(2)
ij ) = −
∑r
s=1 bs(x)λs + Op(Λ
2), and using this result
and the U-statistic H-decomposition, we have
I3n =
1
n2(n−1)
∑
i
∑
j 6=i L
(2)
i,j
= n−1{E(L(2)ij ) + 2n−1
∑
i[E(L
(2)
ij |Xi)− E(L(2)ij )] +Op(n−1)}
= −n−1[∑rs=1 bs(x)λs] +Op(n−3/2 + n−1λ2) + terms unrelated to λ.
Lemma III.5 Define an r × r matrix Ω by Ωst =
∑
x[p(x)− ps,1(x)][p(x)− pt,1(x)].
Then Ω is positive-definite.
Proof: Letting λ′Ωλ =
∑
x{
∑r
s=1[p(x) − ps,1(x)]λs}2 = 0, then for any x, we must
have
r∑
s=1
[p(x)− ps,1(x)]λs = 0.
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Summing the above equation over x2, . . . , xr, and noting that
∑
x2,...,xr [p(x) −
ps,1(x)] = 0 for s = 2, . . . , r, for all x
1 ∈ {0, 1, . . . , c1 − 1} we get
[p1(x
1)− p1,1(x1)]λ1 = 0, (3.21)
where p1(x
1) =
∑
x2,...,xr p(x) is the marginal probability of x
1, and p1,1(x
1) =
∑
x2,...,xr
ps,1(x). Since p1(x
1) can not be a constant for all x1, we know that there exists
x1 ∈ {0, 1, . . . , c1 − 1} for which p1(x1) − p1,1(x1) 6= 0, for otherwise x1 would be
a uniform component, which contradicts our assumption. Therefore, we must have
λ1 = 0.
By symmetry we know that we must have λs = 0 for all s = 1, . . . , r. This
completes the proof that Ω is positive definite.
Proof of Equation (3.9)
Summarizing lemmas III.2 to III.4, we have shown that
CV (λ) = I1n + I2n − I3n
=
∑
x{
∑r
s=1[p(x)− ps,1(x)]λs}2 − n−1
∑
x
∑r
s=1[as(x) + bs(x) + zn,s]λs + (s.o.)
=
∑
x{
∑r
s=1[p(x)− ps,1(x)]λs}2 − n−1
∑r
s=1 cn,sλs + (s.o.)
≡ λ′Ωλ− n−1λ′cn + (s.o.),
where cn = (cn1, . . . , cnr)
′ with cns = as(x) + bs(x) + zns, and (s.o.) = o(n−1Λ + Λ2)
denote terms of smaller order or terms unrelated to λ.
Proof of Theorem III.3
Under the conditions of Theorem III.3, the proofs of lemmas III.1 through Lemma
III.4 are similar to the previous derivation. Therefore, here we only prove Lemma
III.5 under the conditions of Theorem III.3.
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Similar to the proof of Lemma III.5, we know that if λ′Ωλ = 0, then
r∑
s=1
[p(x)− ps,1(x)]λs = 0
for all x ∈ S.
Summing the above equation over x3, . . . , xr, and noting that
∑
x3,...,xr [p(x) −
ps,1(x)] = 0 for s = 3, . . . , r, for all x
1, x2 ∈ S1 × S2 we obtain
0 =
[
c1
c1 − 1pj,1,2(x
1, x2)− 1
c1 − 1p2(x
2)
]
λ1
+
[
c2
c2 − 1pj,1,2(x
1, x2)− 1
c2 − 1p1(x
1)
]
λ2
=
[
c1
c1 − 1λ1 +
c2
c2 − 1λ2
] [
p(x1, x2)− 1
c1c2
]
(3.22)
for all x1, x2, where pj,1,2(x
1, x2) is the joint probability of (x1, x2), and we have also
used the condition of Theorem III.3 that pj(x
j) = 1/cj (j = 1, 2).
Since pj,1,2(x
1, x2) 6= 1/(c1c2) for at least some x1, x2, we must have λ1 = λ2 = 0.
By Lemma III.5 we know that we also must have λs = 0 for s = 3, . . . , r. Therefore,
Ω is positive definite under the conditions of Theorem III.3.
2. Some Useful Lemmas
We use x¯ and λ¯ to denote non-uniformly distributed variables and their smoothing
parameters, and use x˜ and λ˜ for the uniformly distributed variable and its smoothing
parameter. We write Lxi,x = Lx¯i,x¯Lx˜i,x˜, and let Ijn be defined as in subsection F.1.
We first present some lemmas.
In Lemma III.7 below we show that when there exists a uniformly distributed
variable (x˜), the leading terms of CV (.), E(Ijn) (j = 1, 2, 3), are all unrelated to λ˜.
Therefore, by exactly the same proofs as given in subsection F.1. one can show that
λˆs = Op(n
−1) for s = 1, . . . , r− 1. Therefore, for the remainder of subsection F.2. we
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need only prove Theorem III.4 (ii).
Lemma III.6 I1n = n
−1An(λ¯)Bn(λ˜) +Op(n−3/2),
where An(λ¯) =
∑
x¯
∑
z¯ p¯(z¯)(Lz¯,x¯)
2, and Bn(λ˜) = [(1− λ˜)2 + (c− 1)( λ˜c−1)2] (c ≡ cr).
Proof: I1n = n
−2∑
i L
(2)
ii = n
−2∑n
i=1
∑
x(Lxi,x)
2, and noting that p(z) = p¯(z¯)/c is
unrelated to z˜, we have
E(I1n) = n
−1∑
x
∑
z p(z)(Lz,x)
2 = (nc)−1
∑
x¯
∑
z¯ p¯(z¯)(Lz¯,x¯)
2
∑
x˜
∑
z˜(Lz˜,x˜)
2
= (nc)−1
∑
x¯
∑
z¯ p¯(z¯)(Lz¯,x¯)
2
∑
x˜
∑
z˜[(1− λ˜)2Iz˜=z˜( λ˜c−1)2Iz˜ 6=x˜ ]
= n−1
∑
x¯
∑
z¯ p¯(z¯)(Lz¯,x¯)
2[(1− λ˜)2 + (c− 1)( λ˜
c−1)
2]
= n−1An(λ¯)Bn(λ˜).
From I1n−E(I1n) having zero mean it is easy to see that I1n−E(I1n) = Op(n−3/2).
Therefore, we have
I1n = E(I1n)+(I1n−E(I1n)) = E(I1n)+Op(n−3/2) = n−1An(λ¯)Bn(λ˜)+Op(n−3/2).
Lemma III.7 E(Lij), E(L
(2)
ij ), E(Lij|Xi), E(L(2)ij |Xi) are all unrelated to λ˜.
Proof: We first compute E(L
(2)
ij ).
E(L
(2)
ij ) =
∑
x
∑
z
∑
w p(z)p(w)Lz,xLw,x =
∑
x[
∑
z p(z)Lz,x]
2
= 1
c2
∑
x[
∑
z¯ p¯(z¯)Lz¯,x¯
∑
z˜ Lz˜,x˜]
2 = 1
c2
∑
x[
∑
z¯ p¯(z¯)Lz¯,x¯]
2
because
∑
z˜ l(z˜, x˜, λ˜) = 1. The reason why E(L
(2)
ij ) is unrelated to λ˜ is because
p(z) = p¯(z¯)/c, which is unrelated to z˜.
Similarly (again using
∑
z˜ l(z˜, x˜, λ˜) = 1),
E(Lij) =
∑
x p(x)
∑
z p(z)Lz,x = c
−1∑
x¯ p¯(x¯)
∑
z¯ p¯(z¯)Lz¯,x¯ which is unrelated to
λ˜,
where we used p(x) = p¯(x¯)/c and
∑
x˜
∑
z˜ Lz˜,x˜ =
∑
x˜ 1 = c. Similarly,
E(Lij|Xi) =
∑
x p(x)Lx,xi = c
−1∑
x¯ p¯(x¯)Lx¯i,x¯ which is also unrelated to λ˜.
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Lemma III.8 I3n = Op(n
−2) + terms unrelated to λ˜.
Proof: By the U-statistic H-decomposition, we have
I3n
= n−1[ 2
n(n−1)
∑
i
∑
j>i L
(2)
i,j ]
= n−1{E(L(2)ij ) + 2n
∑
i[E(L
(2)
ij |Xi)− E(L(2)ij )] +Op(n−1)}
= Op(n
−2) + terms unrelated to λ˜
because E(L
(2)
ij ) and E(L
(2)
ij |Xi) are unrelated to λ˜ by Lemma III.7.
Lemma III.9 Define zn,1 =
2
n−1
∑
i
∑
j>iHij, where Hij = Ix¯i=x¯j [
1
c−1Ix˜i 6=x˜j − Ix˜i=x˜j ].
Then n−1zn,1 is a degenerate U-statistic of order Op(n−1).
Proof: Letting I¯ij = Ix¯i=x¯j and noting that p(x) = p¯(x¯)/c, we have
E[Hij|Xi] = 1c−1E[I¯ijIx˜i 6=x˜j |Xi]− E[I¯ijIx˜i=x˜j |Xi]
= 1
c(c−1) p¯(X¯i)
∑
z˜ Iz˜ 6=x˜i − p¯(X¯i)/c
= p¯(X¯i)/c− p¯(X¯i)/c = 0 (because
∑
z˜ Iz˜ 6=x˜i = c− 1).
Note that E[Hij|Xi] = 0 implies that E[Hij] = 0. Therefore, n−1zn,1 = 2n(n−1)
∑
i∑
j>iHij is a degenerate U-statistic of order Op(n
−1) (since E[(n−1zn,1)2] = O(n−2)),
which implies that zn,1 is a zero mean Op(1) random variable.
Lemma III.10 Let A1,ij =
∑
x˜ Ix˜i=x˜Ix˜j=x˜, A2,ij =
1
c−1
∑
x˜[Ix˜i 6=x˜Ix˜j=x˜ + Ix˜i=x˜Ix˜j 6=x˜],
let A3,ij =
1
(c−1)2
∑
x˜ I˜xi 6=xI˜xj 6=x, and define (note that I¯ij = Ix¯i=x¯j)
zn,2 =
2
n−1
∑
i
∑
j>i I¯ij[A2,ij − 2A1,ij], and
zn,3 =
2
n−1
∑
i
∑
j>i I¯ij[A1,ij − A2,ij + A3,ij].
Then both n−1zn,2 and n−1zn,3 are degenerate U-statistics of order Op(n−1).
Proof: The proof is similar to the proof for Lemma III.9. Here we only provide a
proof for zn,2. It suffices to show that E[I¯ij(A2,ij − 2A1,ij)|Xi] = 0.
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E[I¯ij(A2,ij − 2A1,ij)|Xi] = p¯(X¯i) 1c(c−1)
∑
x˜
∑
z˜[IX˜i 6=x˜Iz˜=x˜ + IX˜i=x˜Iz˜ 6=x˜]− 2p¯(X¯i)/c
= p¯(X¯i)
1
c(c−1) [(c− 1) + (c− 1)]− 2p¯(X¯i)(1/c) = 0.
Lemma III.11 I2n = n
−1Zn,1λ˜+ 12n−1Zn,2λ˜2 +Op(n−3/2) + terms unrelated to λ˜,
where Zn,1 and Zn,2 are both zero mean Op(1) random variables.
Proof: I2n =
2
n(n−1)
∑
i
∑
j>i[L
(2)
ij − 2Lij]. Since L¯ij = I¯ij + Op(n−1) we will replace
L¯ij by I¯ij ≡ Ix¯i=x¯j and put the Op(n−1) term in (s.o.) (as it is of smaller order and is
unrelated to λ˜). Similarly, we replace L¯x¯i,x¯ and L¯x¯j ,x¯ by Ix¯i=x¯ and Ix¯j=x¯.
Thus, we have Lij = I¯x¯i=x¯j L˜ij+(s.o.) = I¯x¯i=x¯j L˜ij[Ix˜i=x˜j + Ix˜i 6=x˜j ]+ (s.o.). Noting
that L˜ijIx˜i=x˜j = (1− λ˜)Ix˜i=x˜j , and L˜ijIx˜i 6=x˜j = (λ˜/(c− 1))Ix˜i 6=x˜j , we have
2
n(n− 1)
∑
i
∑
j>i
Lij
=
2
n(n− 1)
∑
i
∑
j>i
I¯ijL˜ij
[
Ix˜i=x˜j + Ix˜i 6=x˜j
]
+ (s.o.)
=
2
n(n− 1)
∑
i
∑
j>i
I¯ij
{
Ix˜i=x˜j + λ˜
[
1
c− 1Ix˜i=x˜j − Ix˜i=x˜j
]}
= n−1λ˜zn,1 + terms unrelated to λ˜, (3.23)
where zn,1 =
2
(n−1)
∑
i
∑
j>iHij with Hij = I¯ij[
1
c−1Ix˜i 6=x˜j − Ix˜i=x˜j ]. By Lemma III.9 we
know that zn,1 is a zero mean Op(1) random variable.
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Next we consider L
(2)
ij .
L
(2)
ij =
∑
x¯
I¯ixI¯jx
∑
x˜
L˜ixL˜jx + (s.o.)
= I¯ij
∑
x˜
L˜ixL˜jx = I¯ij
∑
x˜
L˜ixL˜jx[I˜0,ix + I˜1,ix][I˜0,jx + I˜1,jx] + (s.o.)
= I¯ij
∑
x˜
L˜ixL˜jx[I˜0,ixI˜0,jx + I˜1,ixI˜0,jx + I˜0,ixI˜1,jx + I˜1,ixI˜1,jx] + (s.o.)
= I¯ij{(1− λ˜)2
∑
x˜
Ix˜i=x˜Ix˜j=x˜ +
∑
x˜
(1− λ˜)λ˜
c− 1 [Ix˜i 6=x˜Ix˜j=x˜ + Ix˜i=x˜Ix˜j 6=x˜]
+
∑
x˜
λ˜2
(c− 1)2 I˜Xi 6=xIx˜j 6=x˜}+ (s.o.)
= I¯ij{A1,ij + λ˜[−2A1,ij + A2,ij] + λ˜2[A1,ij − A2,ij + A3,ij]}+ (s.o.)
where As,ij (s = 1, 2, 3) are the same as defined in Lemma III.10.
Therefore,
2
n(n− 1)
∑
i
∑
j>i
L
(2)
ij
=
2
n(n− 1)
∑
i
∑
j>i
I¯ij
{
A1,ij + λ˜[A2,ij − 2A1,ij ]
+λ˜2[A1,ij −A2,ij +A3,ij ]
}
+ (s.o.)
= n−1λ˜zn,2 + n−1λ˜2zn,3 + (s.o.) + terms related to λ˜, (3.24)
where zn,2 =
2
n(n−1)
∑
i
∑
j>i I¯ij[A2,ij − 2A1,ij] and zn,3 = 2n(n−1)
∑
i
∑
j>i I¯ij[A1,ij −
A2,ij + A3,ij].
By Lemma III.10 we know that zn,2 and zn,3 are both zero mean Op(1) random
variables.
Combining (3.23) and (3.24) we have
Un = n
−1λ˜Zn,1 + 1
2
n−1λ˜2Zn,2 + (s.o.) + terms related to λ˜, (3.25)
where Zn,1 = zn,2−2zn,1 and Zn,2 = 2zn,3 are both zero mean Op(1) random variables.
This completes the proof of Lemma III.11.
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Lemma III.12 Asymptotically, there is a positive probability (δ1 ∈ (0, 1)) that Un is
minimized at λ˜ = (c− 1)/c with probability δ1, and with probability 1− δ1 that Un is
minimized for λ˜ ∈ [0, (c− 1)/c) (c ≡ cr).
Proof: Taking the derivative of Un with respect to λ˜ we get
U
(1)
n,λ˜
def
=
∂Un
∂λ˜
= n−1[Zn,1 + λ˜Zn,2]. (3.26)
It is easy to see that if
Zn,1 + λ˜Zn,2 < 0 for all λ˜ ∈ [0, (c− 1)/c] , (3.27)
then Un is minimized at λ˜ = (c− 1)/c. Obviously (3.27) occurs with positive proba-
bility. This is because both Zn,1 and Zn,2 are zero mean Op(1) random variables. For
example, if Zn,1 < 0 and Zn,2 ≤ 0, then (3.27) holds true; or if Zn,1 < 0 and Zn,2 > 0,
but with Zn,1 + c−1c Zn,2 < 0, (3.27) also holds.
When n→∞, Zn,j converges to a well defined zero mean Op(1) random variable,
say Zj,∞ (j = 1, 2). Therefore, asymptotically, Un is minimized at λ˜ = (c− 1)/c with
a constant probability δ1 ∈ (0, 1).
Proof of Theorem III.4
Summarizing lemmas III.6 through III.8 above we have shown that
CV (λ) = I1n + I2n + I3n
= n−1An(λ¯)Bn(λ˜) + λ˜Zn,1 + 1
2
λ˜2Zn,2 + (s.o.),
= n−1Bn(λ˜) + λ˜Zn,1 + 1
2
λ˜2Zn,2 + (s.o.) (3.28)
where the last equality used An(λ¯) = 1 +Op(n
−1) because λ¯ = Op(n−1), which leads
to An(λ¯) = 1 +Op(n
−1).
The first term that is related to λ˜ in (3.28) is (except for the n−1 factor and
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omitting smaller order terms) Bn(λ˜) = (1− λ˜)2 + (c− 1)( λ˜c−1)2.
To minimize this term, λ˜ must satisfy
B
(1)
n,λ˜
=
∂Bn(λ˜)
∂λk
= 2
[
−(1− λ˜) + ( λ˜
c− 1)
]
= 0, (3.29)
and solving for λ˜ gives λ˜ = c−1
c
. Thus,
Bn(λ˜) is minimized when λ˜ assumes its upper extreme value. (3.30)
The second leading term that is related to λ˜ is λ˜Zn,1+(1/2)λ˜2Zn,2. Its derivative
with respect to λ˜ is
Zn,1 + λ˜Zn,2. (3.31)
By Lemma III.12 we know that (3.31) is minimized at λ˜ = (c−1)/c with a positive
probability δ1. (3.29) to (3.31) imply that CV (λ˜) is minimized at λ˜ = (c− 1)/c with
a positive probability δ > δ1 (δ ∈ (0, 1)).
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CHAPTER IV
K-NN ESTIMATION OF ECONOMETRIC MODELS
A. Introduction
It is well known that nonparametric estimation techniques have the advantage of being
robust to functional form specifications. Nonparametric kernel method, series method
and k nearest neighbor (k-nn) method are all widely used by applied econometricians.
It is also well established that the selection of smoothing parameters are of crucial
importance in nonparametric estimations. In nonparametric regression model estima-
tion based on kernel or series techniques, various data-driven methods are developed.
With independent data, the least squared leave-one-out cross-validation method based
on the kernel or series estimators is the most popular choice of selecting the smoothing
parameters. Intuitively, one can also apply the leave-one-out cross-validation method
to selecting the smoothing parameter when using the k-nn nonparametric estimation
method. However, to the best of out knowledge, the asymptotic behavior of the cross-
validation selected smoothing parameter in a k-nn framework is not available in the
literature. In this chapter we consider both a local constant and a local linear k-nn
estimator and we provide asymptotic analysis for the cross-validation selected k in
both local constant and local linear k-nn regression function estimations.
Different nonparametric estimation methods have their own advantages in dif-
ferent situations. Undoubtedly k-nn method might be the preferred method in some
applications. For example, when data points are unevenly distributed in its support,
as is often the case for nonexperimental data in social sciences, kernel method with a
fixed smoothing parameter (over the whole data range) may contain few data points
in certain range of the support and thus may lead to unreliable estimation and infer-
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ence results. In this case a researcher may prefer using a k-nn method which always
uses (the nearest) k data points in the nonparametric estimation. Although we will
only consider the independent data case in this chapter, the results of the chapter
can be extended to the weakly dependent case (say β or α mixing processes) in a
straightforward way.
The chapter is organized as follows. In section B we consider using the least
squares cross-validation method to select the smoothing parameter in the k-nn local
constant estimation. We show that the cross-validation selected smoothing param-
eter converges to a non-stochastic optimal value which minimizes the asymptotic a
weighted estimation mean square errors. Section C considers the local linear k-nn
estimation case. All the proofs are given in the section D.
B. Cross-Validation with Local Constant k-nn Estimation
We consider the nonparametric regression model
Yi = g (Xi) + ui, i = 1, 2, ..., n, (4.1)
where Xi ∈ Rp is a vector of dimension p, the functional form of g(.) is unspecified.
We only consider the case that (Yi,Xi)
n
i=1 are independent and identically distributed
(i.i.d), though the results of the chapter can be readily extended to weakly dependent
time series data case.
For a fixed value x ∈ Rp, define the k-nearest-neighbor (k-nn) distance, centered
as x by
Rn ≡ Rn(x) def= the kth-nearest-neighbor Euclidean distance to x
among all the Xj’s, for j = 1, ..., n. (4.2)
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We also define the k-nn distance centered at Xi as:
Ri ≡ Rn(Xi) def= the kth-nearest-neighbor Euclidean distance to Xi
among all the Xj’s, for j 6= i. (4.3)
In this section we consider k-nn local constant estimator of g(x). Let w(·) :
Rp → R be a bounded non-negative weight function, w(v) = w(−v), ∫ w(v)dv = 1,
w(v) = 0 for ||v|| ≥ 1, where ||v|| denotes the Euclidean norm of v, the local constant
k-nn estimator of g(x) is given by
gˆ (x) =
1
nRpn
n∑
i=1
Yiw
(
Xi − x
Rn
)
/fˆ (x) (4.4)
where
fˆ (x) =
1
nRpn
n∑
i=1
w
(
Xi − x
Rn
)
(4.5)
is the k-nn estimator of f(x).
The main difference between a kernel estimator and the k-nn estimator g(x) is
that the bandwidth Rn in the k-nn estimation is stochastic. Hence the asymptotic
analysis of cross-validation method with k-nn estimation is more complex than that
with kernel estimation.
We will choose k by minimizing the following cross-validation function
CV (k) = n−1
n∑
i=1
(Yi − gˆ−i(Xi))2M(Xi), (4.6)
where gˆ−i (Xi) =
∑n
j 6=i Yjw
(
Xj−Xi
Ri
)
/
∑n
j 6=iw
(
Xj−Xi
Ri
)
is the leave-one-out k-nn esti-
mator of g(Xi), and M(.) is a weight function that avoids the too small a value for
the denominator of CV (k). We use kˆ to denote the cross-validation selected value of
k. The following assumptions will be used in studying the asymptotic behavior of kˆ.
Assumption 1: (Xi, Yi) are independent and identically distributed, ui = Yi−g(Xi),
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E(u4i ) is finite. g(x) and f(x) are both continuous differentiable up to the third order.
σ2(x) = E(u2i |Xi = x) is continuous in x. Let S denote the support of M(.), then
infx∈Sf(x) ≥ δ for some δ > 0.
Assumption 2: w(.) is a bounded symmetric non-negative function, w(v) = 0 for
||v|| ≥ 1, ∫ w(v)dv = ∫||v||≤1w(v)dv = 1, ∫ w(v)vv′dv = cwI, ∫ w2(v)dv = dw and∫
w2(v)vv′du = νwI, where I is a identity matrix of dimension p. cw, dw and νw are
all finite positive constants.
Assumption 3: k ∈ Λ = [n, n1−] for some arbitrarily small  ∈ (0, 1/2).
Assumption 1 contains some standard smoothness and moment conditions on
g(.) and f(.). Assumption 2 states that w(.) is a second order kernel function which
vanishes at the boundary and outside the unit sphere. The condition that w(v) = 0
for ||v|| ≥ 1 can be relaxed to w(v) = 0 for ||v|| > 1 without changing the results
of the chapter, but it needs longer proofs. Assumption 3 implies that k/n → 0 and
k → ∞ as n → ∞, which ensures that the bias and variance of k-nn estimation
converge to zero as sample size increases.
Denote the p × 1 first derivative vector and the p × p second derivative matrix
of g(x) by ∇g(x) and ∇2g(x), respectively. Also let gs(x) (fs(x)) denote the partial
derivative of g (f) with respect to the sth component of x (s = 1, ..., p).
In the D.1. we show that, uniformly in k ∈ Λ, the leading term of CV (k) has
the form of Φ1(k/n)
4/p + Φ2k
−1, where
Φ1 = c
−4/p
0 c
2
w
∫ ([
1
2
f (x) tr[∇2g (x) +
p∑
s=1
fs (x) gs (x)
])2
[f (x)]−(p+4)/pM (x) dx,
(4.7)
c0 = pi
p/2/Γ((p+ 2)/2) is the volume of unit ball in Rp, and
Φ2 = c0dw
∫
σ2 (x)M (x) f (x) dx. (4.8)
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Thus, we have
CV (k) = Φ1(k/n)
4/p + Φ2k
−1 + o((k/n)4/p + k−1) (4.9)
uniformly in k ∈ Λ. Let k0 denote the value of k that minimizes Φ1(k/n)4/p+Φ2k−1,
the leading term of CV (k). Then it is easy to show that k0 = a0n
4/(4+p), where
a0 = [pΦ2/(4Φ1)]
p/(4+p). Recall that kˆ is the cross-validation selected value of k, then
from (4.9) we immediately have the following result.
Theorem IV.1 Under assumptions 1 to 3, we have
kˆ = k0 + op (k0) or equivalently kˆ/k0
p→ 1.
The proof of Theorem IV.1 is given in the D.1.
In the next section, we study cross-validation selection of k in k-nn local linear
estimation.
C. Cross-Validation with Local Linear k-nn Estimation
The nonparametric regression model is the same as we considered in section B
Yi = g(Xi) + ui, (i = 1, ..., n) (4.10)
Denotes by δ(x) = (g(x), (∇g(x))′)′. Note that δ(x) is of dimension (p + 1) × 1, its
first component is g(x) and the remaining p components are the first derivatives of
g(x).
The point-wise local linear k-nn estimator of δ(x) = (g(x),∇g(x)′)′, for some
x ∈ Rp, is given by
δˆ(x) =
 n∑
i=1
wRn,xi,x
 1, (Xi − x)′
Xi − x, (Xi − x)(Xi − x)′


−1
n∑
i=1
wRn,xi,x
 1
Xi − x
Yi,
(4.11)
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where WRn,xi,x = R
−p
n W (
Xi−x
Rn
).
The leave-one-out k-nn estimator for δ(Xi) which is given by
δˆ−i(Xi) =
 n∑
j 6=i
wRi,ij
 1, (Xj −Xi)′
Xj −Xi, (Xj −Xi)(Xj −Xi)′


−1
n∑
j 6=i
wRi,ij
 1
Xj −Xi
Yj,
(4.12)
where wRi,ij = R
−p
i w(
Xj−Xi
Ri
).
Define a (p + 1) × 1 vector e1 whose first element is one with all remaining
elements being zero. The leave-one-out k-nn estimator of g(Xi) is given by gˆ−i,L(Xi) =
e′1δˆ−i(Xi). We choose k to minimize the following cross-validation objective function
CVL(k) = n
−1
n∑
i=1
(Yi − gˆ−i,L(Xi))2M(Xi). (4.13)
where gˆ−i,L(Xi) = e′1δˆ−i(Xi) and M(.) is a weight function.
In D.2 we show that, uniformly in k ∈ Λ
CVL(k) = Φ1,L
(
k
n
)4/p
+ Φ2k
−1 + op
((
k
n
)4/p
+ k−1
)
,
where Φ2 is the same as defined in (4.8) and
Φ1,L = c
−4/p
0 c
2
w
∫ (
1
2
f (x) tr [gss (x)]
)2
[f (x)]−(p+4)/pM (x) dx. (4.14)
We observe that similar to the point-wise estimation result, the the local linear
cross-validation objective function has a simple form for the leading bias term.
Let k0,L denote the value of k that minimizes Φ1,L
(
k
n
)4/p
+ Φ2k
−1, the lead-
ing term of CL(k), then it is easy to show that k0,L = aLn
4/(4+p), where aL =
[pΦ2/(4Φ1,L)]
p/(4+p) is a positive constant. The next theorem shows that the cross
validation selected k is asymptotically equivalent to k0,L.
Theorem IV.2 Under assumptions 1 to 3, and let kˆL denote the local linear cross-
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validation selected value of k, then
kˆL = k0,L + o (k0,L) or equivalently kˆL/k0,L
p→ 1,
The proof of Theorem IV.2 is given in the D.2.
D. Proofs
1. Proof of Theorem IV.1
Throughout section D, we write An = Bn+(s.o.) to mean that the leading term of An
is Bn, (s.o.) denotes terms having probability order smaller than that of An. When
we write An(Xi) = Bn(Xi) + (s.o.), the (s.o.) term is uniformly small for all values
of Xi ∈ S, where S is the support of the trimming function M(.). Also, An ∼ Bn
means that An has the same probability order as that of Bn.
Let Sr = {v : ||v − x|| < r} (a ball centered at x with radius r), G(r) =
Prob[Xi ∈ Sr], Sn = {v : ||v − x|| < Rn} and P (Sn) = Prob[Xi ∈ Sn]. Obviously
G(Rn) = P (Sn).
Lemma IV.1 Let Φ(r) = 1/[rλGγ(r)], λ and γ are integers such that E[Φ(Rn)]
exists, then
E[Φ(Ri)|Xi] = (c0f(Xi))λ/p
(
k
n
)−λ/p−γ
+ (s.o.) (4.15)
where c0 = pi
p/2/Γ((p+2)/2) is the volume of unit ball in Rp, and (s.o.) denotes terms
having probability order smaller than (k/n)−λ/p−γ.
Proof: Using equation (12) of Mack and Rosenblatt (1979), Liu and Lu (1997) have
shown that (see lemma 1 of Liu and Lu) for m = (λ + η)/p, where m is an integer
and η is a nonnegative integer less than or equal to p− 1 (0 ≤ η ≤ p− 1),
E[Φ(Ri)|Xi] = (c0f(Xi))λ/pn!
k!
(k −m− γ)!
(n−m− γ)!
(
(k −m− γ)
(n−m− γ)
)η/p
+ (s.o.). (4.16)
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Note that n!
k!
(k−m−γ)!
(n−m−γ)!
(
(k−m−γ)
(n−m−γ)
)η/p
=
(
n
k
)m+γ ( k
n
)η/p
+ (s.o.) =
(
k
n
)η/p−m−γ
+ (s.o.) =(
k
n
)−λ/p−γ
+ (s.o.). Substituting this into (4.16) proves lemma IV.1.
Lemma IV.2 Let A(x) be a measurable function of x. Then
E[A(Xj)w(
Xj −Xi
Ri
)|Xi, Ri] = k − 1
n
1
G(Ri)
∫
||xj−Xi||<Ri
f(xj)A(xj)w(
xj −Xi
Ri
)dxj.
(4.17)
Proof: It follows directly from equation (22) of Mark and Rosenblatt (1979) and the
fact that w(
xj−Xi
Ri
) = 0 for ||xj −Xi|| ≥ Ri.
Proof of Theorem IV.1
Using Yi = g(Xi) + ui, we have (Mi =M(Xi))
CV (k) =
1
n
n∑
i=1
[g (Xi)− gˆ−i (Xi)]2Mi
+
2
n
n∑
i=1
[g (Xi)− gˆ−i (Xi)]uiMi + 1
n
n∑
i=1
u2iMi. (4.18)
The last term on the right of (4.18) is unrelated to k. Also, in lemma IV.6 below we
show that the second term on the right of (4.18) has a probability order smaller than
that of the first term on the right of (4.18). We denote this leading term by CV1(k)
which is given by
CV1(k) =
1
n
n∑
i=1
[g (Xi)− gˆ−i (Xi)]2M(Xi)
=
1
n
n∑
i=1
[g (Xi)− gˆ−i (Xi)]2 fˆ−i(Xi)2M(Xi)/fˆ−i(Xi)2
In lemma IV.4 below we further show that the leading term of CV1(k) is given
by CV2(k), where CV2(k) is obtained from CV1(k) with fˆ−i(Xi)−2 being replaced by
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f(Xi)
−2, i.e., CV1(k) = CV2(k) + (s.o.), where
CV2(k) = n
−1
n∑
i=1
[g (Xi)− gˆ−i (Xi)]2 fˆ−i(Xi)2M (Xi) /f(Xi)2. (4.19)
Since gˆ−i(Xi)fˆ−i(Xi) contains one summation, CV2(k) contains three summations
and therefore it can be written as a third order U-statistic, in lemma IV.6 we show
that, using the U-statistic H-decomposition, the leading term of CV2(k) is E[CV2(k)].
Define
mˆ1i =
1
(n− 1)Rpi
n∑
j 6=i
(g (Xj)− g (Xi))w(Xj −Xi
Ri
),
and
mˆ2i =
1
(n− 1)Rpi
n∑
j 6=i
ujw(
Xj −Xi
Ri
).
Then (gˆ−i(Xi)− g(Xi))fˆ−i(Xi) = mˆ1i + mˆ2i, and from (4.19), we have
E[CV2(k)] = E[(mˆ1i + mˆ2i)
2f(Xi)
−2M(Xi)]
= E[mˆ21if(Xi)
−2M(Xi)] + E[mˆ22if(Xi)
−2M(Xi)] (4.20)
because E[mˆ1imˆ2if(Xi)
−2M(Xi)] = 0.
We consider the two terms in (4.20) separately. By lemma IV.2 we know that
E
(
mˆ2i1|Xi = x,Ri = r
)
=
1
(n− 1)2 r2pE
( n∑
j 6=i
(g (Xj)− g (x))w
(
Xj − x
r
))2
|Xi = x,Ri = r

=
(k − 1)(k − 2)
(n− 1)2 r2pG(r)2
(∫
f (xj) (g (xj)− g (x))w
(
xj − x
r
)
dxj
)2
+
(k − 1)
(n− 1)2r2pG(r)
∫
f (xj) (g (xj)− g (x))2w2
(
xj − x
r
)
dxj
≡ A1n(x, r) + A2n(x, r), (4.21)
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where the definition of Ajn(x, r) should be apparent (j = 1, 2). Note hat∫
f (xj) (g (xj)− g (x))w
(
xj − x
r
)
dxj
= rp
∫
f (x+ rv) (g (x+ rv)− g (x))w (v) dv
= rp
∫
(f (x) + rv′∇f (x))
(
∇g (x) rv + 1
2
r2v′∇2g (x) v
)
w (v) dv + (s.o.)
= rp+2cw
(
f (x) tr[∇2g(x)]/2 +∇f(x)′∇g(x))+ (s.o.), (4.22)
where cw =
∫
W (v)v2sdv is defined in assumption 2, and that∫
f (xj) (g (xj)− g (x))2w2
(
xj − x
r
)
dxj (4.23)
= rp
∫
f (x+ rv) (g (x+ rv)− g (x))2w2 (v) dv
= rp+2νw
∫
f(x)[
p∑
s=1
gs(x)]
2 + (s.o.), (4.24)
where νw =
∫
w2(v)v2sdv.
By (4.21) and (4.22) we obtain
E[A1n(Xi, Ri)|Xi]
= c2w
k2
n2
[
f(x)tr[∇2g(x)]/2 +∇f(x)′∇g(x)]2E[ R4i
G(Ri)2
|Xi]
= c2w
(
1
c0 f(Xi)
)4/p−1 [
f(Xi)tr[∇2g(Xi)]/2 +∇f(Xi)′∇g(Xi)
]2(k
n
)4/p
+(s.o.), (4.25)
by lemma IV.1 since E( 1
R−4i G(Ri)2
|Xi) =
[
1
c0f(Xi)
]2/p
(k/n)4/p−2 + (s.o.).
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By (4.21) and (4.23) we have
E[A2n(Xi, Ri)|Xi] = k
n2
cwf(Xi)[
p∑
s=1
gs(x)
2]E[
1
Rp−2i G(Ri)
|Xi]
= cwf(Xi)[
p∑
s=1
gs(x)
2]
(
1
c0f(Xi)
)2/p−1
1
k
(
k
n
)2/p
+(s.o.), (4.26)
by lemma IV.1 because E( 1
Rp−2i G(Ri)
|Xi) =
[
1
c0f(Xi)
]2/p−1
(k/n)2/p + (s.o.).
Substituting (4.25) and (4.26) into (4.21) we obtain
E
(
mˆ2i1|Xi
)
= E
[
E
(
mˆ2i1|Xi, Ri
) |Xi]
=
[
1
cf (Xi)
]4/p(
cw
∑p
s=1
[
1
2
f (Xi) gss (Xi) + fs (Xi) gs (Xi)
])2(
k
n
)4/p
+cwf (Xi)
p∑
s=1
[gs (Xi)]
2
(
1
c f (Xi)
)2/p−1
1
k
(
k
n
)2/p
+ (s.o.) . (4.27)
Similarly, by using lemma IV.2 we have
E
(
mˆ2i2|Xi = x,Ri = r
)
=
1
(n− 1)2 r2pE
(
n∑
j 6=i
u2jw
2
(
Xj −Xi
Ri
)
|Xi = x,Ri = r
)
=
k − 1
(n− 1)2 r2pG(r)
∫ (
σ2(xj)w
(
Xj − x
r
))2
dxj
=
k − 1
(n− 1)2 rpG(r)
∫
σ2 (x+ rv)w (v)2 f (x+ rv) rpdv
=
k − 1
(n− 1)2 rpG(r)σ
2 (x) f (x)
∫
w2 (v) dv + (s.o.)
=
dw(k − 1)
(n− 1)2 rpG(r)σ
2 (x) f (x) + (s.o.), (4.28)
where dw =
∫
w2(v)dv.
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Therefore,
E
(
mˆ2i2|Xi
)
= E
[
E
(
mˆ2i2|Xi, Ri
) |Xi]
=
dw(k − 1)
(n− 1)2 σ
2 (Xi) f (Xi)E
(
1
RpiG(Ri)
|Xi
)
+ (s.o.)
= dwσ
2 (Xi) f (Xi) [c0f (Xi)]
1
k
+ (s.o.)
= c0 dwσ
2 (Xi) f
2 (Xi)
1
k
+ (s.o.) (4.29)
where we have used E( 1
RpiG(Ri)
|Xi) = [c0f (Xi)] (n/k)2 + (s.o.) by lemma IV.1.
Substituting (4.27) and (4.29) into (4.20) we obtain
E[CV2(k)] = E
{(
mˆ2i1 + mˆ
2
i2
)
f (Xi)
−2M (Xi)
}
=
c−4/p0 c2w
∫ ([
1
2
f (x) tr[∇2g (x)] +
p∑
s=1
fs (xi) gs (x)
])2
[f (x)]−(p+4)/pM (x) dx
}(k
n
)4/p
+
{
c0dw
∫
σ2 (x)M (x) f (x) dx
}
1
k
+ (s.o.)
= Φ1
(
k
n
)4/p
+ Φ2
1
k
+ (s.o.) , (4.30)
where Φ1 and Φ2 are two constants as defined in (4.7) and (4.8). Therefore, by (4.30),
lemmas IV.4, IV.5 and IV.6 we know uniformly in k ∈ Λ that
CV (k) = Φ1
(
k
n
)4/p
+ Φ2
1
k
+ (s.o.) . (4.31)
Let k0 denote the value of k that minimizes Φ1
(
k
n
)4/p
+ Φ2
1
k
, then
k0 = a0n
4/(4+p), (4.32)
where a0 = [pΦ2/(4Φ1)]
p/(4+p). From (4.31) we know that kˆ = k0 + o (k0), or equiva-
lently, kˆ/k0
p→ 1 This completes the proof of Theorem IV.1.
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(0 < δ < 1) such that (for j = 1, 2)
Below we present and prove lemma IV.3 to lemma IV.6 that are used in proving
Theorems IV.1 and IV.2.
Lemma IV.3 Denotes by Rn = Rn(x) and define
mˆ1,−i (x) = 1(n−1)Rpn
∑n
j 6=i (g (Xj)− g (x))w
(
Xj−x
Rn
)
,
mˆ2,−i (x) = 1(n−1)Rpn
∑n
j 6=i ujw
(
Xj−x
Rn
)
.
Define ∆m1,−i = mˆ1,−i (x)− E (mˆ1,−i (x)), and ∆f,−i = fˆ−i (x)− E
(
fˆ−i (x)
)
.
Then for j = 1, 2, we have
sup
(x,k)
∣∣∣∣∣ 1n
n∑
i=1
mˆ2j,−i/fˆ (x)
2M (x)− 1
n
n∑
i=1
mˆ2j,−i/f (x)
2M (x)
∣∣∣∣∣ = op
(
1
k
+
(
k
n
)4/p)
,
where the supreme is over (x, k) ∈ S × Λ (S is the support of M(.)).
Proof: The proof follows the same arguments for j = 1 and j = 2. Therefore, we only
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prove the case of j = 1. By Rosenthal’s inequality we have
E
{|∆m1,−i|2t}
= E

∣∣∣∣∣ 1n
n∑
j=1
[
1
Rpn
(g (Xj)− g (x))w
(
Xj − x
Rn
)
− µm1
]∣∣∣∣∣
2t

≤ n−2tCt
{
nt
(
E
[
1
Rpn
(g (Xj)− g (x))w
(
Xj − x
Rn
)
− µm1
]2)t
+nE
[∣∣∣∣R−pn (g (Xj)− g (x))w(Xj − xRn
)∣∣∣∣2t
]}
∼ n−2tCt
{
nt
(
E
[
k
n
1
Rpn
(g (Xj)− g (x))w
(
Xj − x
Rn
)]2)t}
= n−2tCt
{
kt
(∫ [
f(xj)
RpnG(Rn)
(g (xj)− g (x))w
(
xj − x
Rn
)]2
dxj
)}
∼ n−2tCt
{
kt
∫ [(
f(x+Rnv)
G(Rn)
(g (x+Rnv)− g (x))w (v)
]2
dv
)}
∼ n−2tCt
{
kt
(
k
n
)( 2p−2)t}
= O
(
1
kt
(
k
n
) 2t
p
)
.
By Markov’s inequality and note that n < k < n1−, then we have
P
{|∆m1| > n−δk−1/3}
≤ Cn2tδk2t/3 1
kt
(
k
n
) 2t
p
= Cnt(2δ−
2
p)kt(
2
3
−1+ 2
p)
≤ C
[
n2δ−
2
p
+(1−)(− 13+ 2p)
]t
= C
[
n−
1
3
[(1−)−6δ]− 2
p
]t
≤ const. n−C = O(n−C), (4.33)
for some 0 < δ < (1− ) /6 and for all ξ = (x, k) ∈ S × Λ.
Since C in (4.33) can be arbitrarily large, then the same result holds uniformly in
88
any set of size no larger than a polynomial in n of values of (x, k). Furthermore, the
the weight function M(.) is compactly supported and Ho¨lder continuous. Therefore,
taking a polynomially fine mesh of vectors ξ ∈ S ×Λ, we deduce that (4.33) continue
to hold when taking supreme over (x, k) ∈ S × Λ. Thus, we have that
P
(
sup(x,k) k
1/3 |∆m1,−i| > n−δ
)
= O(n−c), (4.34)
which implies that ∆m1(x) = op(k
−1/3) uniformly in (x, k) ∈ S × Λ. By exactly the
same arguments, one can show that
sup
(x,k)
|∆f,−i| = op
(
k−1/3
)
. (4.35)
By the fact that the derivative functions gss(.), gs(.) and fs(.) are all continuous
and bounded, and the simple change of variable and Taylor expansion argument leads
to
sup
(x,k)
[E (mˆi1 (x))] = O
((
k
n
)2/p)
(4.36)
Hence,
sup
(x,k)
|mˆ1,−i (x)| ≤ sup
x
|mˆ1,−i (x)− E (mˆ1,−i (x))|+ sup
(x,k)
|E (mˆ1,−i (x))|
= op
(
k−1/3
)
+Op
(
k
n
)2/p
)
. (4.37)
Similar arguments lead to
sup
(x,k)
∣∣∣fˆ(x)− f(x)∣∣∣ = op (k−1/3)+Op((k
n
)2/p)
. (4.38)
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From (4.37), (4.38) and the assumption that infx∈Sf(x) ≥ δ > 0, we reduce that
sup
(x,k)
∣∣∣∣∣ 1n
n∑
i=1
mˆ21,−i/fˆ (x)
2M (x)− 1
n
n∑
i=1
mˆ21,−i/f (x)
2M (x)
∣∣∣∣∣
≤ C sup
(x,k)
∣∣mˆ21,−i∣∣ sup
(x,k)
∣∣∣fˆ (x)− f (x)∣∣∣ = op(1
k
+
(
k
n
)4/p)
.
Lemma IV.4 CV1(k) = CV2(k) + o
(
(k/n)4/p + k−1
)
, where o(.) is uniformly in k.
Proof: It follows directly from lemma IV.3.
Lemma IV.5 CV2(k) = E[CV2(k)] + op
(
(k/n)4/p + k−1
)
, where o(.) is uniformly in
k ∈ Λ.
Proof: CV2(k) can be written as a third order U-statistic:
CV2(k) =
6
n(n−1)(n−2)
∑∑∑
l>j>iHn,ijl, where Hn,ijl = Hn(zi, zj, zl), is the sym-
metrized version of
[g (Xi)− g (Xj)]RWi,ij [g (Xi)− g (Xl)]RWi,ilM (Xi) /f(Xi)2, zi = (Xi, Ri).
Denotes by θ = E[Hn,ijl], Hn,ij = E[Hn,ijl|zi, zj] and Hni = E[Hn,ij|zi]. Then
using the U-statistic H-decomposition we have
CV2(k) = θ +
3
n
∑
i
[Hni − θ] + 6
n(n− 1)
∑∑
j>i
[Hn,ij −Hni −Hnj + θ]
+
6
n(n− 1)(n− 2)
∑∑∑
l>j>i
[Hn,ijl −Hn,ij
−Hn,jl −Hn,il +Hni +Hnj +Hnl − θ]
≡ θ + A1n + A2n + A3n, (4.39)
where Ajn contains j summations (j = 1, 2, 3). and their specific definitions should
apparent from (4.39).
Note that θ = E[CV2(k)], so we only need to show Ajn = op((k/n)
4/p + k−1)
uniformly in k ∈ Λ for j = 1, 2, 3. Note that E[H2n(zi)] = O((k/n)4/p). By Rosenthal’s
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inequality,
E|A1n|2t ≤ n−2tCt
[
nt((k/n)4/p)2t + (s.o.)
]
= O(n−t(k/n)8t/p).
Then by Markov’s inequality
P
(|A1n| > n−δ(k/n)4/p) ≤ Ctn−(1−2δ)t = O(n−C)
uniformly in k. Since C is arbitrarily large, this implies that
P
(
sup
k∈Λ
(k/n)−4/p|A1n| > n−δ
)
= O(n−C)
which implies that A1n = op((k/n)
4/p) uniformly in k ∈ Λ. Using similar arguments
one can show that Ajn = op((k/n)
4/p) uniformly in k ∈ Λ for j = 2, 3.
Lemma IV.6 CV (k) = CV1(k) + op((k/n)
4/p + k−1) + a term not related to k,
where the op(.) term is uniformly in k ∈ Λ.
Let A4n = n
−1∑
i ui(gi − gˆ−i)Mi. Then by equation (4.18) it suffices to show that
A4n = op
(
(k/n)4/p + k−1
)
uniformly in k. Similar to the proof of lemma IV.4 one
can show that
A4n = n
−1∑
i ui(gi − gˆ−i)fˆ−iMi/fˆ−i = n−1
∑
i ui(gi − gˆ−i)fˆ−iMi/fi + (s.o.) ≡
A4n,1 + (s.o.).
That is, the leading term of A4n is A4n,1 which is obtained by replacing fˆ
−1
i
in A4n by f
−1
i . Then using Yj = gj + uj we can write A4n,1 as A4n,1 = B1n +
B2n, where B1n = [n(n − 1)]−1
∑
i
∑
j 6=i ui(gi − gj)wRi,ijMi/f−i and B2n = [n(n −
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1)]−1
∑
i
∑
j 6=i uiujwRi,ijMi/f−i. We consider B1n and B2n separately below.
E[B21n] =
1
n2(n− 1)2
∑
i
∑
j 6=i
∑
l 6=i
E
[
u2i (gi − gj)wRi,ij(gi − gl)wRi,ilM2i /f2i
]
=
1
n2(n− 1)2
∑
i
∑
j 6=i
E
[
σ2(Xi)(gi − gj)2w2Ri,ijM2i /f2i
]
+
1
n2(n− 1)2
∑
i
∑
j 6=i
∑
l 6=i,l 6=i
E
[
σ2(Xi)(gi − gj)wRi,ij(gi − gl)wRi,ilM2i /f2i
]
≡ B1n,1 +B1n,2.
Using E
[
(gi − gj)2w2Ri,ij|Xi, Ri
]
= O(R2i /R
p
i ), it is easy to easy to see that
B1n,1 = n
−2O(E[R2i /R
p
i ]) = n
−2O((k/n)2/p−1) = O((nk)−1(k/n)2/p).
Next, conditional on (Xi, Ri) E[(gi − gj)wRi,ij|Xi, Ri] = O(R2i ). Hence, we have
B1n,2 = n
−1O(E(R4i )) = O(n
−1(k/n)4/p).
Thus, we have shown thatE[B21n] = B1n,1+B1n,2 = O((k/n)
4/pn−1+(nk)−1(k/n)2/p)
and this implies that B1n = Op((k/n)
2/pn−1/2 + (nk)−1/2(k/n)2/p).
Note that B2n can be written as
B2n =
1
n(n− 1)
∑
i
∑
j>i
uiuj
[
WRi,ij +WRj ,ji
]
We have
E[B22n] =
1
n2(n− 1)2
∑
i
∑
j>i
E
{
u2iu
2
j
[
WRi,ij +WRj ,ji
]2}
=
1
n2(n− 1)2
∑
i
∑
j>i
E
{
σ2(Xi)σ
2(Xj)
[
WRi,ij +WRj ,ji
]2}
≤ 4
n2(n− 1)2
∑
i
∑
j>i
E
[
σ2(Xi)σ
2(Xj)W
2
Ri,ij
]
= n−2O(E[R−pi ]) = O(n
−2(k/n)−1) = O((nk)−1).
Hence, B2n = Op((nk)
−1/2).
Summarizing the above we have shown that B1n + B2n = Op((k/n)
2/pn−1/2 +
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(nk)−1/2) = op((k/n)4/p + k−1). It can be shown that the result holds uniformly
in k ∈ Λ. Hence, A4n,1 = op((k/n)4/p + k−1) uniformly in k ∈ Λ which in turn
gives that CV (k) − CV1(k) = A4n + a term unrelated to k = op((k/n)4/p + k−1) +
a term unrelated to k. This completes the proof of lemma IV.6.
2. Proof of Theorem IV.2
The cross-validation function is
CVL(k) = n
−1
n∑
i=1
(Yi − gˆ−i,L(Xi))2M(Xi)
where gˆ−i,L(Xi) is the leave-one-out local linear k-nn estimator of g(Xi).
Insert the identity matrix Ip+1 = G−1n Gn in the middle of (4.12), where Gn =R2i 0
0 Ip
, we have
δˆ−i(Xi) =
∑
j 6=i
wRi,ijGn
 1
Xj −Xi
 (1, (Xj −Xi)′)

−1
×
∑
j 6=i
wRi,ijGn
 1
Xj −Xi
 Yj
=
∑
j 6=i
wRi,ij
 R2i
Xj −Xi
 (1, (Xj −Xi)′)

−1
×
∑
j 6=i
wRi,ij
 R2i
Xj −Xi
 Yj. (4.40)
The advantage of using (4.40) in the proof is that, conditional on Xi,
[ 1
nRp+2i
∑
j 6=iW (
Xj−Xi
Ri
)
 R2i
Xj −Xi
 (1, (Xj−Xi)′)] converge to a non-singular ma-
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trix, which simplifies the proof significantly.
By Taylor series expansion: g(Xj) = g(Xi) + (Xj − Xi)′∇g(Xi) + Tij, where
Tij = g(Xj)−g(Xi)−(Xj−Xi)′∇g(Xi) is the remainder term in the Taylor expansion.
Then (4.40) leads to
δˆ−i(Xi) =
 1
nR2i
∑
j 6=i
wRi,ji
 R2i
Xj −Xi
 (1, (Xj −Xi)′)

−1
×
 1nR2i
∑
j 6=i
wRi,ji
 R2i
Xj −Xi
 [g(Xj) + uj]

= δ(Xi) + [
1
nR2i
∑
j 6=i
wRi,ji
 R2i , R2i (Xj −Xi)′
Xj −Xi, (Xj −Xi)(Xj −Xi)′
]−1
×{ 1
nR2i
∑
j 6=i
wRi,ji
 R2i
Xj −Xi
 [Tij + uj]}
≡ δ(Xi) + A−12i A1i, (4.41)
where
A1i =
1
nR2i
∑
j 6=i
wRi,ji
 R2i
Xj −Xi
 [Tij + uj],
and
A2i =
 fˆi B′1i
R−2i B1i R
−2
i B2i

where
fˆi = n
−1∑
j 6=i
wRi,ji,
B1i = n
−1∑
j 6=i
wRi,ji(Xj −Xi),
B2i = n
−1∑
j 6=i
wRi,ji(Xj −Xi)(Xj −Xi)′.
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Using partitioned inverse, we obtain
e′1A
−1
2i = (fˆ
−1
i + C1i,−C2i),
where
C1i = fˆ
−2
i B
′
1i[R
−2
i (B2i −B1iB′1ifˆ−1i )]−1B1i,
and
C2i = fˆ
−1
i B
′
1i[R
−2
i (B2i −B1iB′1ifˆ−1i )]−1.
Therefore,
gˆ−i(Xi) = e′1δˆ−i(Xi) = g(Xi) + e
′
1A
−1
2i A1i = g(Xi) + (fˆ
−1
i + C1i,−C2i)A1i
= g(Xi) + n
−1∑
j 6=i
wRi,ij[Tij + uj]/fˆi
+n−1
∑
j 6=i
wRi,ij[Tij + uj][C1i −R−2i C2i(Xj −Xi)]
≡ g˜(Xi) +Qi, (4.42)
where g˜(Xi) = g(Xi) + n
−1∑
j 6=iwRi,ij[Tij + uj]/fˆi and Qi = n
−1∑
j 6=iwRi,ij[Tij +
uj][C1i −R−2i C2i(Xj −Xi)].
Substituting (4.42) into (4.40) (and omitting M(Xi) for notational simplicity),
we have
CVL(K) =
1
n
∑
i
(Yi − g˜i)2 + 2
n
∑
i
(Yi − g˜i)Qi + 1
n
∑
i
Q2i . (4.43)
In lemma IV.7 we show that the leading term of CVL(k) is the first term on the
right side of (4.43), i.e., CVL(k) = CVL,1(k) + (s.o.), where
CVL,1(k) = n
−1∑
i
(Yi − g˜i)2 = n−1
∑
i
(gi + ui − g˜i)2
= n−1
∑
i
(gi − g˜i)2 − 2n−1
∑
i
ui(gi − g˜i) + n−1
∑
i
u2i . (4.44)
The third term above does not depend on k, and by essentially the same arguments
95
as in the proof of Theorem IV.1 one can show that the second term on the right of
(4.44) has an order smaller than the first term. Thus, the leading term of CVL,1(k)
(hence CVL(k)) is (gi = g(Xi) and g˜i = g˜(Xi))
CVL,0(k) = n
−1∑
i
(gi − g˜i)2. (4.45)
By comparing (4.45) with the leading term for the local constant term case,
we observe that the only difference is that (gi − gˆ−i) = [(n − 1)Rpi ]−1
∑
j 6=i(gi −
gj)w(
Xj−Xi
Ri
)/fˆ−i in the local constant estimator case is now replaced by gi − g˜i =
[(n− 1)Rpi ]−1
∑
j 6=i(gi − gj − (Xj −Xi)′∇g(Xi))w(Xj−XiRi )/fˆ−i. This change will only
affect the bias calculation in the local linear estimator. The leading bias term now
only depends on ∇2g(.), not depends on gs(.)fs(.). Therefore, by exactly the same
derivations as in the proof of Theorem 2.1, one can show that the leading term of
CVL,0(k) is E[CVL,0(k)] and that
E[CVL,0(k)] = Φ1,L
(
k
n
)4/p
+ Φ2
1
k
+ op
(
k−1 + (k/n)4/p
)
. (4.46)
Note that the only difference between Φ1,L and Φ1 defined in Theorem IV.1 is
that there is no gs(.)fs(.) term in Φ1,L. This is an expected result as the leading bias
term in the local linear estimation does not involve first partial derivative functions.
Lemma IV.7 CVL(k) = CVL,1(k) + op((k/n)
4/p + k−1) uniformly in k ∈ Λ ∈ Λ.
Proof: The proof is similar to the arguments we used in proving Theorem IV.1. A
detailed proof is quite tedious, here we only provide a sketchy proof.
Note that CVL,1(k) = n
−1∑
i[Yi − g˜i]2 (we omit the weighting function Mi) and
CVL(k) = n
−1∑
i
[Yi − g˜i]2 − 2n−1
∑
i
(Yi − g˜i)Qi + n−1
∑
i
Q2i . (4.47)
We need to show that both n−1
∑
i(Yi − g˜i)Qi and n−1
∑
iQ
2
i are op((k/n)
4/p + k−1).
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It can be shown that uniformly in i, B1i = Op(E(R
2
i )) = Op((k/n)
2/p) and
B2i = Op(E(R
2
i )) = Op((k/n)
2/p). From this one can further show that uniformly
in i, C1i = Op((k/n)
2/p) and C2i = Op((k/n)
2/p). Now comparing g˜(Xi) − g(Xi) =
n−1
∑
j 6=iwRi,ij[Tij + uj]/fˆi and Qi = n
−1∑
j 6=iwRi,ij[Tij + uj][C1iR
−2
i C2iRi
Xj−Xi
Ri
] =
n−1
∑
j 6=iwRi,ij[Tij+uj]C1i−Rin−1
∑
j 6=i w¯Ri,ij[Tij+uj]R
−2
i C2i, where w¯Ri,ij = (
Xj−Xi
Ri
)
×wRi,ij is a new weight function. Now if one replaces C1i and C2i by R2i , it should
be obvious that Qi has an smaller order than g˜(Xi)− g(Xi). This together with the
fact that
n−1
∑
i
[g˜i − gi]2 = Op((k/n)4/p + k−1) (4.48)
leads to
1
n
∑
i
Q2i = op((k/n)
4/p + k−1). (4.49)
(4.48), (4.49) and Cauchy inequality imply that
1
n
∑
i
Qi(g˜i − gi) = op((k/n)4/p + k−1). (4.50)
Finally, it is not hard to show that
1
n
∑
i
Qi(Yi − g˜i) = 1
n
∑
i
Qi(gi − g˜i) + (s.o.) = op((k/n)4/p + k−1), (4.51)
where the last equality follows from (4.50).
Lemma IV.7 now follows from (4.47), (4.49) and (4.51).
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CHAPTER V
UNIFORM CONVERGENCE RATE OF KERNEL ESTIMATION OF
REGRESSION FUNCTIONS WITH MIXED CATEGORICAL AND
CONTINUOUS DATA
A. Introduction
It is well known that the traditional ‘frequency-based’ approach can be used to consis-
tently estimate a nonparametric regression function with categorical variables. How-
ever, the use of this conventional frequency-based approach to handle the discrete
variables is known to be unsatisfactory. Because many economic data contain a mix-
ture of discrete and continuous variables, and when the sample size is not sufficiently
large compared with the number of discrete cells, the frequency-based method cannot
lead to accurate nonparametric estimation results. In a seminal paper Aitchison and
Aitken (1976) propose an novel idea of smoothing the discrete variables. Recently,
Hall, Racine and Li (2004), Li and Racine (2003), and Racine and Li (2004) have
extended the idea of Aitchison and Aitken (1976) to the case with mixed discrete
and continuous variables. They suggest to smooth both the discrete and continuous
variables, and use the data-driven cross-validation method to select the smoothing pa-
rameters. Hall, Racine and Li (2004) have shown that the cross-validation method has
the amazing ability of (asymptotically) automatically removing irrelevant variables.
This is important for nonparametric estimation, since the ‘curse of dimensionality’ is
the main obstacle of nonparametric estimation method. Li and Racine (2005) have
shown that ‘irrelevant variables’ occurs surprisingly often in practice, and they show
that, for a variety of economic data such as U.S. patent application data, U.S. crop
yield insurance premium data, U.S. labor force participation data, U.S. inflation data,
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and U.S. marketing data, by smoothing both the discrete and continuous variables
often lead to superior out-of-sample predictions compared with some commonly used
parametric approaches.
The aim of this chapter is to establish uniform convergence rates of nonparametric
regression or density estimators in the presence of mixed discrete and continuous
variables, we allow for deterministic or data-driven selected smoothing parameters.
This is particularly important since data-driven method seems to be the only practical
method to select the smoothing parameters in the mixed categorical and continuous
variable case.
B. Uniform Convergence Rate of Kernel Regression Estimator
We consider the following nonparametric regression model.
Yi = g(xi) + ui, (i = 1, ..., n) (5.1)
where xi = (x
c
i , x
d
i ), x
d is a discrete variable of dimension r, and takes values on
Sd = ∏rs=1{0, 1, ..., cs − 1}, xc ∈ Rq is a continuous variable. We use xcis and xdis
to denote the sth component of xci and x
d
i , respectively. Denotes by w(
xs−xcis
hs
) the
univariate kernel function for xcs, hs is the smoothing parameter. The product kernel
for xc is given by
Wh,x,xi =
q∏
s=1
1
hs
w(
xcis − xcs
hs
). (5.2)
We assume that some of the discrete variables do not have a natural ordering,
and the remaining ones have a natural ordering (e.g. preference orderings: like,
indifference, dislike). Let x¯di denote a r1 × 1 vector regressors that do not have a
natural ordering and let x˜di denote the remaining r2 = r − r1 discrete regressors that
have a natural ordering.
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For an unordered variable, we use the following kernel function
l¯(x¯dis, x¯
d
js, λs) =
 1, if x¯
d
is = x¯
d
js,
λs, otherwise,
(5.3)
where λs ∈ [0, 1] is the smoothing parameter.
For an ordered variable, the kernel function is defined by:
l˜(x˜dis, x˜
d
js, λs) =
 1, if x˜
d
is = x˜
d
js,
λ
|x˜dis−x˜djs|
s , if x˜dis 6= x˜djs.
(5.4)
In both (5.3) and (5.4) when λs = 0 l(., ., 0) becomes an indicator function, and when
λs = 1, l(., ., 1) ≡ 1 is a uniform weight function.
Let 1(A) denote an indicator function that assumes the value 1 if A occurs and
0 otherwise. Combining (5.3) and (5.4), we obtain the product kernel function given
by
Lλ,x,xi =
[
r1∏
s=1
λ
1(x¯ds 6=x¯dis)
s
][
r∏
s=r1+1
λ
|x˜ds−x˜dis|
s
]
. (5.5)
The final product kernel for the mixed discrete and continuous variables is given by
Kγ,x,xi = Wh,x,xiLλ,x,xi
where γ = (h, λ) = (h1, ..., hq, λ1, ..., λr). We estimate g(x) by
gˆ(x) =
1
n
n∑
i=1
yiKγ,x,xi/fˆ(x) (5.6)
where fˆ(x) = 1
n
∑n
i=1Kγ,x,xi is the kernel estimator of f(x), the density function of
X.
From (5.6) it is easy to see that if λs = 1 (the upper extreme value) for some
1 ≤ s ≤ r, then the xds variable is completely smoothed out. Because in this case,
l(xds, x
d
is, 1) ≡ 1 for all values of xds and xdis, so that xds does not affect the nonparametric
100
estimator gˆ(x).
The purpose of this chapter is to derive the uniform convergence rate of the
nonparametric estimator defined by (5.6). To motivate the need for an uniform con-
vergence rate, let us consider the problem of estimating an average treatment effects.
Suppose in additional to {xi, yi}ni=1, there is a treatment indicator ti, ti = 1 if individ-
ual i has received a treatment, and ti = 0 otherwise. Let yi(ti) denote the outcome,
and we are interested in finding out the average treatment effect: τ = E[y(1)− y(0)].
Under some conditions including that ti is independent of the potential outcome condi-
tional on xi, it can be shown that τ = E[(ti−ei)yi/var(ti|xi)], where ei = Pr[ti = 1|xi]
is the propensity score. Hahn (1998), and Hirano, Imbens and Ridder (2003) nonpara-
metric estimation of τ based on nonparametric series method. A typical treatment-
type data usually contains many categorical variables, and the conventional nonpara-
metric frequency method can be difficult to apply to this type of data.
One can smooth the categorical variables as described by (5.6) to avoid the
sample splitting problem, and therefore, one can estimate τ by
τˆ =
1
n
∑
i
(ti − eˆi)yi
eˆi(1− eˆi) , (5.7)
where eˆi =
∑
j tiKγ,zj ,zi/
∑
jKγ,zj ,zi .
To derive the asymptotic distribution of τˆ , one needs the uniform convergence
rate of eˆ(x) − e(x) to handle the denominator eˆi(1 − eˆi). The Theorem V.1 below
provides the desired result.
The following conditions will be used in establishing the uniform convergence
rate of gˆ(x).
(C1) (i) {xi, yi}ni=1 is a strictly stationary α-mixing process with E[|yi|ξ] < ∞
for some ξ > 2. (ii) g and f both satisfy some Lipschitz conditions, i.e., |G(u) −
G(v)| ≤ c2||u− v|| for some finite positive constant c2, where G = g or f (||.|| is the
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usual Euclidean norm). (iii) Let S = Sc × Sd, where Sc is a compact subset of Rq,
infx∈Sf(x) ≥ δ > 0 for some positive δ.
(C2) w(.) is a bounded, symmetric νth (ν ≥ 2) order kernel function, satisfying
(i)
∫
w(v)dv = 1,
∫
w(v)vl = 0 for l = 1, ..., ν − 1, ∫ w(v)vν 6= 0 is finite, (ii)
|w(u) − w(v)| ≤ c1|u − v| for some finite positive constant c1, (iii)
∫ |w(u)||u|pdu is
finite for some p > 2ν.
(C3) Define
Tn = {n(ln n)(ln ln n)1+δ}1/ξ for some 0 < δ < 1,
r(n) = [nh1...hq/(T
2
n ln n)]
1/2,
L(n) = {nT 2n/[(
∑q
s=1 h
2
s)(h1...hq)ln n]}q/2,
ψ(n) =
L(n)
r(n)
(
nT 2n
ln nh1...hq
)1/4
α(r(n)),
and
φn =
n1−2/ξh1...hq
ln n{(ln n)(ln ln n)1+δ}2/ξ , (ξ > 2 is the same as in (C1)).
Then as n→∞, φn →∞, and
∑∞
n=1 ψ(n) <∞.
(C1) contains some standard smoothness and moment conditions. (C2) says that
w(.) is a νth order kernel (ν ≥ 2) satisfying a Lipschitz condition. The conditions in
(C3) are the same as in Masry (1996) and are needed to handle the dependent nature
of the α-mixing data, and handle the fact that y (u) may not be bounded (using some
truncation arguments).
For independent data, α(r(n)) = 0 for all r(n) ≥ 1, (C3) is simplified to: φn →∞
as n→∞. Also, if y has finite moments of any order, then ξ can be chosen arbitrarily
large, (C3) is implied by n1−h1...hq →∞ for some arbitrarily small  > 0.
Theorem V.1 Denotes by Hn = (0, ζn]
q+r, where ζn is a deterministic sequence that
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goes to 0 as n → ∞ at a rate slower than any inverse of polynomials in n. Then
Under conditions (C1) to (C3), and assume that (h, λ) ∈ Hn, we have
supx∈S |gˆ(x)− g(x)| = O
(
q∑
s=1
hνs +
ln n
(nh1...hq)1/2
)
almost surely (a.s.)
The proof of Theorem V.1 is given in the section C.
Hall, Li and Racine (2003) suggest to choose the smoothing parameters (h, λ) =
(h1, ..., hq, λ1, ..., λq) by the cross-validation method. That is, we choose (h, λ) by
minimizing the following cross-validation objective function.
CV (h, λ) =
n∑
i=1
[yi − g−i(xi)]2 , (5.8)
where gˆ−i(xi) =
∑n
j 6=i yjKγ,xj ,xi/
∑n
j 6=iKγ,xj ,xi is the leave-one-out kernel estimator
of g(xi). Let hˆs and λˆs denote the cross-validation selected the smoothing parame-
ters. Under the assumption that all the explanatory variable (xc1, ..., x
c
q, x
d
1, ..., x
d
r) are
relevant regressors, Hall et al further show that,
hˆs = a
0
sn
−1/(q+2ν) + op(n−1/(q+2ν) for s = 1, ..., q;
λˆs = b
0
sn
−2/(q+2ν) + op(n−2/(q+2ν) for s = 1, ..., r. (5.9)
where a0s and b
0
s are some uniquely defined positive constants. If (h, λ) are selected
by the cross-validation method, then (5.9) implies that (hˆ, λˆ) ∈ Hn = (0, ζn]q+r with
probability approaching to one as n→∞. Therefore, one can use (hˆ, λˆ) in computing
the semiparametric estimator τˆ defined in (5.7). In this case one can derive the
asymptotic distribution of τˆ using the following uniform in probability convergence
rate.
Theorem V.2 Let gˆ(x, γˆ) denote the nonparametric estimator gˆ(x) as defined in
(5.6) with the smoothing parameter being selected by the cross-validation method (γˆ =
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(hˆ, λˆ)). Then under the conditions (C1) to (C3) we have
supx∈S |gˆ(x, γˆ)− g(x)| = Op
(
ln n
n2ν/(q+2ν)
)
.
The uniform rate presented in Theorem V.2 is the in probability rate rather than the
almost sure rate. Because we only have the convergence in probability results for hˆs
and λˆs. Nevertheless, this result is sufficient for deriving the asymptotic distribu-
tions of many semiparametric estimators (such as τˆ) with cross-validation selected
smoothing parameters.
C. Proofs
We first give a result from Masry (1996) as a lemma below.
Lemma V.0 Define An(x
c) = n−1
∑n
t=1 utWh,xct ,xc, and Bn(x
c) = n−1
∑n
t=1[g(x
c
t) −
g(xc)]Wh,xct ,xc. Let D be any compact subset of R
q, and assume that conditions (C3)
holds. Then
(i) supxc∈Sc |Aˆn(xc)| = O
{(
ln n
nh1...hq
)1/2}
a.s.,
(ii) supxc∈Sc |Bˆn(xc)| = O
{(
ln n
nh1...hq
)1/2}
a.s.
Proof: (i) is proved in Theorem 2 of Masry (1996, p.579) and (ii) is proved in Theorem
5 of Masry (1996, p.593).
Proof of Theorem V.1
We write gˆ(x) − g(x) = [gˆ(x) − g(x)]fˆ(x)/fˆ(x) ≡ mˆ(x)/fˆ(x), where mˆ(x) =
[gˆ(x)− g(x)]fˆ(x). We further decompose mˆ(x) into mˆ(x) = mˆ1(x) + mˆ2(x), where
mˆ1(x) =
1
nh1...hq
n∑
i=1
[g(xi)− g(x)]Kγ,x,xi , and mˆ2(x) =
1
nh1...hq
n∑
i=1
uiKγ,x,xi .
(5.10)
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Lemmas A.1 to A.3 below imply that
supx∈S |mˆ(x)| = O
(
q∑
s=1
hνs +
r∑
s=1
λr +
ln n
(nh1...hq)1/2
)
(a.s.) (5.11)
Similarly, one can easily show that
supx∈S |fˆ(x)− f(x)| = O
(
q∑
s=1
hνs +
r∑
s=1
λr +
ln n
(nh1...hq)1/2
)
(a.s.) (5.12)
(5.11) and (5.12) complete the proof of Theorem V.1.
Lemma V.1 E[mˆ1(x)] = O(
∑q
s=1 h
ν
s +
∑r
s=1 λs).
Proof: To compute E[mˆ1(x)], we will use the standard change-of-variable argument
to lead to a term like [g(xc + hv, xd) − g(x)]f(xc + hv, xd) = (gf)(xc + hv, xd) −
(gf)(x)− g(x)[f(xc+ hv, xd)− f(x)]. Then by the Taylor expansion and noting that
W is an νth order kernel function, it gives a term
∑q
s=1[D
ν
s (gf)(x) − g(x)Dνsf(x)],
where Dνs is the νth order partial derivative with respect to x
c
s. We also need to define
an indicator function that is related to the leading bias term of discrete variables.
1s(z
d, xd) =
 1(x
d
s 6= zds )
∏
t6=s 1(x
d
t = z
d
t ) if x
d
s is an unordered variable
1(|xds − zds | = 1)
∏
t6=s 1(x
d
t = z
d
t ) if x
d
s is an ordered variable.
Therefore, we have
E[mˆ1(x)] = E[(g(xi)− g(x))Kγ,xi,x] =
∑
zd∈Sd
∫
[g(z)− g(x)]Kγ,z,xf(z)dzc
=
r∑
s=1
λs1s(z
d, xd)
∫ [
g(zd, xc)− g(x)] f(zd, xc)dxc
+
1
ν!
ν∑
s=1
hνs [(D
ν
s (fg))(x)− g(x)(Dνsf)(x)]
[∫
w(v)vνdv
]
+ op(ηn) (5.13)
where ηn =
∑q
s=1 h
ν
s +
∑r
s=1 λs, the op(ηn) term is uniformly in x ∈ S.
Lemma V.2 supx∈S |mˆ1(x)− E[mˆ1(x)]| = O(ln n/(nh1...hq)1/2).
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Proof: Since Sd has a finite support, and Sc is a compact set, for any fixed value of n,
S can be covered by a finite number Ln (q-dimensional) cubes with centers xk = xk,n
and length ln (k = 1, ..., Ln). Ln will be chosen sufficiently large so that inside each
cube, xd takes only one fixed value in Sd. Also, it is easy to show that the point-wise
variance var(mˆ1(x)) = O((nh1...hq)
−1) so that the smoothing parameters λj’s does
not enter the leading term of var(mˆ1(x)). Therefore, by exactly the same proof as in
the proof of Lemma A.0 (i) one can show that Lemma V.2 holds. A detailed proof of
this lemma is lengthy and is omitted here. However, the proof is available from the
authors upon request.
Lemma V.3 supx∈S |mˆ2(x)| = O(ln n/(nh1...hq)1/2).
Proof: Lemma V.3 follows from Lemma A.0 (ii) by the same arguments as in Lemma
V.2 above.
Proof of Theorem V.2
By Hall et al (2004) we know that hˆs/h
0
s − 1 = op(1) and λˆs/λ0s − 1 = op(1).
Write hˆs = aˆsn
−1/(q+2ν) and λˆs = bˆsn−2/(q+2ν), then we know that aˆs
p→ a0s, and
bˆs
p→ b0s. Denotes by c = (a1, ..., aq, b1, ..., br), cˆ = (aˆ1, ..., aˆq, bˆ1, ..., bˆr), and c0 =
(a01, ..., a
0
q, b
0
1, ..., b
0
r), Then by ||aˆ−a0|| = op(1) and ||bˆ−b0|| = op(1), we have ||cˆ−c0|| =
op(1).
Define Cδ = {c | ||c−c0|| ≤ δ} as a (q+r)-dimension ball centered at c0 with radius
δ. And defineHn,0 =
∏q
s=1[a1sn
−1/(q+2ν), a2sn−1/(q+2ν)]
∏r
l=1[b1ln
−2/(q+2ν), b2ln−2/(q+2ν)].
From ||cˆ− c0|| = op(1) we know that for all δ > 0,
limn→∞Pr[ cˆ ∈ Cδ ] = 0. (5.14)
Since Hn,0 is compact, by the same arguments as we did in the proof of Theorem
V.1, and note that almost sure convergence implies the convergence in probability,
106
one can easily establish the following uniform rate of convergence in probability.
supx∈S,γ∈Hn,0 |gˆ(x, γ)− g(x)| = Op
(
q∑
s=1
hνs +
r∑
s=1
λs +
ln n
(nh1...hq)1/2
)
. (5.15)
Now, for all δ > 0 we have
supx∈S |gˆ(x, γˆ)− g(x)| = supx∈S, cˆ∈Cδ |gˆ(x, γˆ)− g(x)|+ supx∈S, cˆ 6∈Cδ |gˆ(x, γˆ)− g(x)|.
(5.16)
We can choose δ small enough so that γˆ ∈ Hn,0 will imply that cˆ ∈ Cδ. Therefore,
we have
supx∈S, cˆ∈Cδ |gˆ(x, γˆ)− g(x)|
≤ supx∈S,γ∈Hn,0 |gˆ(x, γ)− g(x)|
= Op
(
q∑
s=1
hνs +
r∑
s=1
λs +
ln n
(nh1...hq)1/2
)
(5.17)
by (5.15).
Let η2n =
∑q
s=1 h
ν
s +
∑r
s=1 λs +
ln n
(nh1...hq)1/2
. Then using (5.14) we have for all
δ > 0 that
limn→∞Pr[supx∈S, cˆ 6∈Cδ η
−1
2n |gˆ(x, γˆ)− g(x)| > δ] ≤ limn→∞Pr[cˆ 6∈ Cδ] = 0. (5.18)
Note that (5.18) implies that
supx∈S, cˆ 6∈Cδ |gˆ(x, γˆ)− g(x)| = Op(
∑q
s=1 h
ν
s + ln n/(nh1...hq)
1/2).
Therefore, (5.16) to (5.18) together lead to
supx∈S |gˆ(x, γˆ)− g(x)| = Op
(
q∑
s=1
hνs +
r∑
s=1
λs +
ln n
(nh1...hq)1/2
)
with hs = O(n
−1/(q+2ν)) and λs = O(n−2/(q+2ν)). This completes the proof of Theorem
V.2.
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CHAPTER VI
SUMMARY
Several topics in the field of nonparametric econometrics are discussed in this disser-
tation.
In chapter II, we consider the problem of estimating a nonparametric regression
model with only categorical regressors. We investigate the theoretical properties
of least squares cross-validated smoothing parameter selection, establish the rate of
convergence (to zero) of the smoothing parameters for relevant regressors, and show
that there is a high probability that the smoothing parameters for irrelevant regressors
converge to their upper bound values thereby smoothing out the irrelevant regressors.
We also discuss the asymptotic distribution of the resulting estimator. Simulation
results and applications of the proposed method in this chapter are also presented.
In chapter III, we consider the problem of estimating a joint distribution defined
over a set of discrete variables. We use a smoothing kernel estimator to estimate the
joint distribution, allowing for the case in which some of the discrete variables are
uniformly distributed, and explicitly address the vector-valued smoothing parameter
case due to its practical relevance. We show that the cross-validated smoothing
parameters differ in their asymptotic behavior depending on whether a variable is
uniformly distributed or not. The asymptotic distribution of the resulting estimator
(all-relevant case) is discussed. Simulations results show that our method performs
much better than the commonly used frequency methods.
In chapter IV, we consider a k-n-n estimation of regression function with k se-
lected by a cross validation method. We consider both the local constant and local
linear cases. In both cases, the convergence rate of of the cross validated k is estab-
lished. We also discuss the asymptotic distributions of the resulting estimators.
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In chapter V, we consider nonparametric estimation of regression functions with
mixed categorical and continuous data. The smoothing parameters in the model are
selected by a cross-validation method. The uniform convergence rate of the kernel
regression function estimator function with weakly dependent data is derived. The
uniform convergence rate result is useful in studying the asymptotic distributions of
many semi-parametric estimators with mixed type data.
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