Homology ring mod 2 of free loop groups of spinor groups  by Hamanaka, Hiroaki
Journal of Pure and Applied Algebra 146 (2000) 267{282
www.elsevier.com/locate/jpaa
Homology ring mod 2 of free loop groups of spinor
groups1
Hiroaki Hamanaka
Department of Mathematics, Kyoto University, 606-01 Kyoto, Japan
Communicated by A. Dold; received 1 March 1997; received in revised form 12 December 1997
Abstract
In this paper the induced homology map of spinor group on its base-pointed loop space is
computed and we deduce the Hopf algebra structure of the homology ring of the free loop group
of Spin(N ). c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let G;
G be a compact connected Lie group and its based loop space, whose
multiplication maps are ; , respectively. We denote the free loop group of G by
LG(G), which is the topological group of all continuous maps from S1 to G. In [8] the
cohomology of LG(G) is well investigated. LG(G) contains 
G as its normal subgroup
and LG(G) is the semi-direct product of 
G and G. Thus, LG(G) is homeomorphic
to 
GG and we have the following commutative diagram:

GG
GG !−−−−−!
G
GGG  −−−−−!
GG?????y 
?????y 
LG(G)LG(G) 
0
−−−−−−−−−−−−−−−−−−−−−−−−−−−! LG(G)
∗ Current address: Department of Natural Science, Hyogo University of Teacher Education, 942-1,
Shimokume, Yashiro, Hyogo 673-14, Japan.
E-mail address: hammer@sci.hyogo-u.ac.jp.
1 Partially supported by JSPS Research Fellowships for Young Scientists.
0022-4049/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(98)00062 -0
268 H. Hamanaka / Journal of Pure and Applied Algebra 146 (2000) 267{282
where  :
GG! LG(G) is a map dened by (l; g)(t)= l(t)  g; 0 is the multi-
plication map of LG(G) and ! is the composition
(1
G T  1G)  (1
G  1G Ad 1G)  (1
G G  1
GG):
Here Ad is the point-wise adjoint action of G on 
G and T is the transposition. This
shows that the knowledge of the Hopf algebra structures of the homology rings of
G;
G and the induced homology map of Ad enable us to know the Hopf algebra
structure of the homology ring of LG(G).
Moreover, in [8], it is shown that provided G is simply connected, H(Ad; Z=p) is
equal to the induced homology map of second projection if and only if H(G; Z) is p-
torsion free. This implies that, if we assume G is simple, non-trivial cases are G=E8
for p=5; G=F4; E6; E7; E8 for p=3 and G=G2; F4; E6; E7; E8;Spin(N ) for p=2.
The induced homology map of Ad in all these cases except for (G;p)= (Spin(N ); 2)
were investigated in [2{5].
In this paper we compute Ad, the induced homology map of Ad for the case of
(G;p)= (Spin(N ); p) and consider the mod 2 homology ring of LG(Spin(N )). In the
rest of this paper we use Z=2Z as the coecient ring of cohomology and homology
unless mentioned.
2. Generating variety
Spin(N ) is the universal covering group of SO(N ) and the mod 2 cohomology of
them are well known as follows, see [7].
Theorem 2.1. We denote the covering map Spin(N )! SO(N ) by p. Then
H(SO(N ))=(x1; x2; x3; : : : xN−1);
H(Spin(N ))=(fx j 2Ag)⊗
^
u
where
A= f1; 2; : : : ; N − 1gnfpowers of 2g;
jxij= i; juj=2k − 1; 2k−1<N  2k ;
xi’s are primitive and the coproduct of u is
u⊗ 1 + 1⊗ u+
X
i; j 6=2l; i<j
i+j=2k−1
xi⊗ xj:
Also p(x)= x for 2A.
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Here we have the following diagram:
Spin(N )
Spin(N ) Ad−−−−−!
Spin(N )?????y p
p
∥∥∥∥∥
SO(N )
0SO(N )
Ad0−−−−−! 
0SO(N )
where 
0SO(N ) is the connected component of 
SO(N ) containing null homotopic
loops and Ad0 is the pointwise adjoint action of SO(N ) on 
0SO(N ).
This diagram and the above theorem tells that
Ad=Ad0 p (1)
and what we have to compute is Ad0.
From now on, to set the generators of H(
0SO(N )) we remember R. Bott’s theorem
of generating variety (see [1]).
Let G be a compact connected Lie group and s : S1!G be a injective homomor-
phism. We denote the centralizer of s in G by Gs and the quotient space G=Gs by Gs.
Then there is a map gs :Gs!
0G dened by
gs([x])(t)= [x; s(t)]= xs(t)x−1s(t)−1;
where x2G; t 2 S1, and [x] is the class represented by x. Moreover, let T be a maximal
torus containing s and W (G; T ) be the Weyl group of G. Let s2H1(T ;Z) be the
homology class determined by s and s be the submodule of H(T ;Z) generated by
W (G; T )s.
We call s2T G a generating circle for G if each root 2H1(T ;Z) takes on
the value 1 on some element of
V
s. Also we call G
s a generating variety and gs a
generating map.
Theorem 2.2 (Bott [1]). If s is a generating circle for G; then the image of gs :H(G
s;
Z)!H(
0G;Z) generates the Pontrjagin ring H(
0G;Z).
R. Bott applied this theorem to the case of G= SO(N ). It is known that s : SO(2) ,!
SO(N ) is a generating circle and the mod 2 cohomology ring of generating variety
Gs= SO(N )=(SO(2) SO(N − 2)) is as follows; see [6] for details.
 If N =2m+ 2,
H

SO(N )
SO(2) SO(N − 2)

=Z=2Z[t; s]=(tm+1; s2 − mtms)
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where jtj=2; jsj=2m and
m=

0; m is odd;
1; m is even:
 If N =2m+ 1,
H

SO(N )
SO(2) SO(N − 2)

=Z=2Z[t; s]=(tm; s2):
where jtj=2; jsj=2m.
We take the dual element of ti; sti with respect to the monomial basis and denote
them by bi; b0i 2H(Gs), respectively. (We put b0 = 1.) Then the generators of H(Gs)
as module are
fb1; b2; : : : ; bm; b0m; b0m+1; : : : b02mg if N =2m+ 2;
fb1; b2; : : : ; bm−1; b0m; b0m+1; : : : b02m−1g if N =2m+ 1:
We also denote gsbi; g
s
b
0
i 2H(
0SO(N )) by bi; b0i and regard H(Gs) as a submodule
of H(
SO(N )) by gs, because g
s
 is injective. Here by Theorem 2.2 bi; b
0
i’s are
generators of H(
0SO(N )) and R. Bott shows their relations:
Theorem 2.3 (Bott [1]). (1) If N =2m+2;H(
0SO(N )) is generated by bi; b0m+i (i=
0; 1; : : : ; m) and the relations are
(
b2j =0; j<
m
2 ;
b2j =
P2j−m
i=0 (bib
0
2j−i); j  m2 :
(2) If N =2m + 1;H(
0SO(N )) is generated by bi; b0m+i (i=0; 1; : : : ; m − 1) and
the relations are the same as the case of 1. In other words; by the induced homology
map of the natural inclusion 
0SO(2m+ 1)!
0SO(2m+ 2); H(
0SO(2m+ 1)) is
a subring of H(
0SO(2m+ 2)).
Remark. In [1], all the computations are done with its coecient ring Z and notations
are dierent from those in this paper. If N =2n+ 1; bj; b0n+j (0  j  n− 1) in this
paper are mod 2 reduction of j; 2n+j in [1], respectively, and if N =2n+2; bj (1 
j  m − 1); bn+j0 (1  j0  m); bn and b0n in this paper are mod 2 reduction of
j; 2n+j0 ; n+  and 2 in [1], respectively. Here remark that j’s and  are elements
of H(
0SO(N );Q).
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Moreover the coproduct can be determined easily since we know the algebra structure
of the cohomology ring of the generating variety.
Theorem 2.4 (Bott [1]). In Theorem 2.3 the coproduct is given by
bj =
X
+=j
b⊗ b (1  j  m);
b0m+j =
X
+=j
(b0m+⊗ b + b⊗ b0+m) (0  j  m− 1);
b02m=
X
+=m
(b0m+⊗ b + b⊗ b0+m) + m(b0m⊗ b0m):
From now on we consider the even case, since, by the above theorem, one can
deduce the result for odd case from that for even case.
3. Action of SO(N − 2) on 
0SO(N )
In this section we set N =2m+2 and G= SO(2m+ 2). We consider a map  : SO(2m
+ 2)Gs!Gs dened by
(g; [x])= [gx] for g2 SO(2m+ 2) and [x]2Gs:
Lemma 3.1. The following diagram commutes:
SO(2m)Gs
jSO(2m)Gs−−−−−! Gs?????y 1 gs
?????y gs
SO(2m)
0G
Ad0−−−−−! 
0G
Proof. By the denition, for g2 SO(2m); x2 SO(2m) and t 2 S1,
gs((g; [x]))(t) = gs([gx])(t)
= gxs(t)x−1g−1s(t)−1
= gxs(t)x−1s(t)−1g−1
= Ad0(g; gs(x))(t):
Now we denote Ad0(y⊗ b) by y  b for y2H(SO(N )) and b2H(
0SO(N )).
Then the above diagram implies:
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Theorem 3.2. If y2H(SO(2m))H(SO(2m+ 2)) then
y  b= (y⊗ b)
for b2H(Gs)H(
0G).
To compute  we start with the computation in cohomology.
Lemma 3.3.
(t)= 1⊗ t:
Proof. We set H = SO(2m) SO(2). In the following diagram p2 : SO(2m+ 2) (EG
G G=H)!EGG G=H and p02 :EGG=H!G=H are second projections, q :EG
G=H!EGG G=H is the natural projection and  : SO(2m+ 2)EGG=H!
EGG=H is dened as
(h; g; x)= (gh−1; hx)
for h2G; g2EG and x2G=H :
SO(2m+ 2)G=H −−−−−! G=Hx????? 1G p02
x????? p02
SO(2m+ 2)EGG=H −−−−−! EGG=H?????y 1G  q
?????y q
SO(2m+ 2) (EG
G
G=H)
p2−−−−−!EG
G
G=H =BH
Then this diagram commutes. Here we remark that EGG G=H =BH and p02 is a
homotopy equivalence. Thus, if we set = q p02−1;  is a classifying map G=H!BH
of the bration H!G!G=H .
Also, since t is in the transgression image with regard to the bration H!G!G=H; t
is in the image of , that is, there exists t0 2H(BH) such that (t0)= t. Thus
(t) = (t0)
= (1G p02−1)  (1G  q) p2 (t0)
= 1⊗(t0)
= 1⊗ t:
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To compute (s), we consider the following commutative diagram:
SO(2m+ 2) SO(2m+2)SO(2) SO(2m)
−−−−−! SO(2m+2)SO(2) SO(2m)x????? 1p0
x????? p0
SO(2m+ 2) SO(2m+2)U (1)U (m)
0−−−−−! SO(2m+2)U (1)U (m)?????y 1p00
?????y p00
SO(2m+ 2) SO(2m+2)U (m+1)
00−−−−−! SO(2m+2)U (m+1)x????? 1p000
x????? p000
SO(2m+ 2) SO(2m+ 2) ad−−−−−! SO(2m+ 2)
Here 0; 00 are actions of SO(2m+ 2) by the left translation and ad is the usual
adjoint action and p0; p00; p000 are natural projections induced by standard embeddings
of subgroups. The cohomology rings of spaces in the diagram are shown as follows;
see [6] for details:
H

SO(2m+ 2)
U (1)U (m)

=H

SO(2m+ 2)
U (m+ 1)

[t]=(tm+1);
H

SO(2m+ 2)
U (m+ 1)

=(x2; x4; : : : x2m):
Here by the induced cohomology map of the natural projection SO(2m+ 2)
! SO(2m + 2)=U (m+ 1); x2i 2H(SO(2m+ 2)=U (m+ 1)) is mapped to x2i 2
H(SO(2m+ 2)) and also, in [6] it was shown that
p0(s) = mtm + e;
p0(t) = t;
where e=
Pm
i=1 (−1)ix2itm−i. This implies p0 is injective.
We can easily show that
ad(x2i)= 1⊗ x2i + x2i⊗ 1
and this implies
00(x2i)= 1⊗ x2i + x2i⊗ 1
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and
0(x2i)= 1⊗ x2i + x2i⊗ 1:
Thus, we can proceed with the computation as
(1p0)  (s) = 0 p0(s)
= 0(mtm + e)
= m(1⊗ tm) + 1⊗ e+
mX
i=1
x2i⊗ tm−i
= (1p0)
 
1⊗ s+
mX
i=1
x2i⊗ tm−i
!
:
By the injectivity of p0, we have:
Lemma 3.4.
(s)= 1⊗ s+
mX
i=1
e2i⊗ tm−i :
Now, we dualize the results of Lemmas 3.3 and 3.4. We denote the dual element
of xi with regard to the monomial basis by yi. Then we obtain
(yodd ⊗ b)= 0 for any b2H(G=H);
(y2i⊗ bj)=

0; i + j<m;
bi; i + j  m;
(y2i⊗ b0m+j)= 0
for 1  i  m and 0  j  m. By Theorem 3.2 it immediately follows that:
Proposition 3.5. For y2i 2H(SO(2m+ 2)) (i  m− 1); bj; b0m+j 2H(
0SO(2m+ 2))
(0  j  m) and any b2H(
0SO(2m+ 2));
yodd  b=0;
y2i  bj =

0; i + j<m;
bi; i + j  m;
y2i  b0m+j =0:
4. Action of SO(N ) on 
0SO(N )
Concerning the computation of Ad0, all we have to do is to compute y2m  bj and
y2m  b0m+j for 0  j  m. To do this we use the following:
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SO(2m+ 2)
0SO(2m+ 2)
Ad2m+2−−−−−!
0SO(2m+ 2)
i
0i
?????y
?????y 
0i
SO(2m+ 4)
0SO(2m+ 4)
Ad2m+4−−−−−!
0SO(2m+ 4):
To avoid confusion, we denote Ad : SO(n)
0SO(n)!
0SO(n) by Adn. By this
diagram and Proposition 3.5, we obtain

0i(y2m  bj)=Ad2m+4  (i
0i)(y2m⊗ bj)= b0m+j;

0i(y2m  b0m+j)=Ad2m+4  (i
0i)(y2m⊗ b0m+j)= 0:
(2)
These tell that y2m  bj; y2m  b0j was determined up to Ker(
0i).
Lemma 4.1. Ker(
0i)= (b0m).
Proof. This can be checked by the fact

0ibj = bj (1  j  m);

0ib
0
m=0;

0ib
0
j = b
0
j (m+ 1  j  2m)
(3)
and the relations in Theorem 2.3.
Also (3) can be obtained by dualizing the induced cohomology map SO(2m+ 2)=SO
(2) SO(2m)! SO(2m+ 4)=SO(2) SO(2m+ 2) since the generating maps commute
with the respective inclusion maps.
By (2) and the above lemma, we can say
y2m  bj = b0m+j + b0mcj;
y2m  b0j = b0mc0m+j
for some cj 2Hj(
0SO(2m+ 2)); c0m+j 2Hm+j(
0SO(2m+ 2)). To determine cj and
c0m+j we use some properties of ‘adjoint action on homology’ stated in the following
theorem. See [2, 8] for its proof.
Theorem 4.2. For y; y0; y00 2H(G) and b; b0 2H(
G)
(i) 1  b= b and y  1=0, if jyj>0.
(ii) (y  b)=
P
(y0  b0)⊗ (y00  b00) where y=
P
y0⊗y00 and b=
P
b0⊗ b00.
And also (y  b)= (y)  (b):
(iii) (yy0)  b=y  (y0  b).
(iv) y  (bb0)=P (y0  b)(y00  b0) where y= Py0⊗y00.
(v) If b is primitive then y  b is primitive.
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Proposition 4.3.
y2m  bj = b0m+j + b0mbj; j  m− 1;
y2m  bm= b02m + b0mbm + b0m2; j=m
(4)
for some 2Z=2Z.
Proof. By Theorems 2.4 and 4.2(ii), we can compute the coproduct of y2m  bj for
1  j  m as
(y2m  bj) =
X
+=j
(y2m  b)⊗ b +
X
+=j
(ym  b)⊗ (ym  b)
+
X
+=j
b⊗ (y2m  b): (5)
Here we remark that by Proposition 3.5, ym  b 6=0 if and only if   m=2. This
implies that
P
+=j(ym  b)⊗ (ym  b) vanishes if j 6=m.
Now we use induction. When j=1, the above formula implies
(y2m  b1)= 0;
where (w)=(w)− 1⊗w − w⊗ 1. Thus, b0m+1 + b0mc1 is primitive and c1 = b1.
For 1<j  m− 1, if we assume that ck = bk for 1  k<j, then
(y2m  bj) =
X
+=j
>0; >0
f(b0m+ + b0mb)⊗ b + b⊗ (b0m+ + b0mb)g
=
X
+=j
>0; >0
(b0m+⊗ b + b⊗ b0m+)
+ (b0m⊗ 1 + 1⊗ b0m)
X
+=j
>0; >0
(b⊗ b)
= (b0m+j + b
0
mbj): (6)
Since there is no primitive element of the form b0mcj in Hm+j(
0SO(2m+ 2)), cj = bj.
Next we consider the case j=m and assume cj = bj for 1  j  m− 1. If m is odd,
since
P
+=j(ym  b)⊗ (ym  b)= 0, (6) is true for j=m. Also if m is even,
(y2m  bm) =
X
+=m
>0; >0
f(b0m+ + b0mb)⊗ b + b⊗ (b0m+ + b0mb)g
+(ym  bm=2)⊗ (ym  bm=2)
=
X
+=m
>0; >0
(b0m+⊗ b + b⊗ b0m+)
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+ (b0m⊗ 1 + 1⊗ b0m)
X
+=m
>0; >0
(b⊗ b) + b0m⊗ b0m
=(b02m + b
0
mbm);
and (6) remains true for this case. Thus, y2m  bm is determined up to primitive
elements:
y2m  bm= b02m + b0mbm + b0m2; 2Z=2Z:
Proposition 4.4.
y2m  b0m+j = b0mb0m+j; 0  j  m− 1;
y2m  b02m= b0mb02m + b0m3; j=m;
where  is the same as in Proposition 4.3.
Proof. By Theorem 4.2(iii) and (iv),
y2m  b0m = y2m  (y2  bm−1)
= y2  (y2m  bm−1)
= y2  (b02m−1 + b0mbm−1)
= b0m
2:
For 1  j  m− 1, in a similar way, we have
y2m  b0m+j = y2m  (y2j  bm)
= y2j  (y2m  bm)
= y2j  (b02m + b0mbm + b0m2)
= b0mb
0
m+j:
Finally, it follows in the same way that
y2m  b02m = y2m  (y2m  bm + b0mbm + b0m2)
= (y2m  b0m)bm + b0m(y2m  bm)
= b0m
2bm + b0m(b
0
2m + b
0
mbm + b
0
m
2)
= b0mb
0
2m + b
0
m
3:
Now we summarize the above results.
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Theorem 4.5. For the generators yk of H(SO(2m+ 2)); bj; b0m+j of H(
SO(2m+2))
(1  k  2m+ 1; 0  j  m);
if k is odd yodd  bj =0;
yodd  b0m+j =0;
if i<m y2i  bj =
(
0; i + j<m;
b0i+j; i + j  m;
y2i  b0m+j =0;
if k =2m and j 6=m y2m  bj = b0m+j + b0mbj;
y2m  b0m+j = b0mb0m+j;
if k =2m and j=m y2m  bm= b02m + b0mbm;
y2m  b02m= b0mb02m:
The above equations remain true for yk 2H(SO(2m+ 1)) and bj; b0m+j 2H(
SO
(2m+ 1)) (1  k  2m; 0  j  m− 1).
Proof. We prove in Section 5 that  in Proposition 4.3 is zero. Then the statement
for even m is true.
Since H(
SO(2m+ 1)) is a subalgebra of H(
SO(2m+ 2)) and adjoint actions
commute with the respective inclusions, the whole statement follows.
5. Determination of  in Proposition 4.3
To determine  we introduce a map  from SO(2m+ 2)⊗Gs to 
0SO(2m+ 2)
dened as follows.
Let f and g be the compositions of maps   gs and (1 gs)  Ad0, respectively.
We put 0 as
0(x; y)=f(x; y)g(x; y)−1:
Refer to the diagram below:
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Here we remark that 0jSO(2m)Gs is the constant map by Lemma 3.1 and also 0
0i,
where i is the inclusion of SO(2m+ 2) into SO(2m+ 4), is homotopic to the constant
map.
There is an inclusion of RPn−1 into SO(n) denoted by jn, which is dened by
attaching a line l2RPn−1 with the composition of a xed orientation reversing self-
linear map An of Rn and the reection in the direction of l. We set
An=
0
BB@
−1
1
. . .
1
1
CCA :
Since 0jSO(2m)Gs ’ and j2m+2jRP2m−1  SO(2m), there is a map  :RP2m+1=
RP2m−1Gs!
0SO(2m+ 2) where   (pm 1)’ 0  (j2m+2 1).
First, we consider the next lemma.
Lemma 5.1. In Z=2Z homology;
0(y2m⊗ bm)= b0m2:
Proof. By the denition, 0=   (1 )  (f g)  SO(2m+2)Gs where  is the map
of taking the inverse in 
0SO(2m+ 2). Thus, we can proceed with the calculation as
  (1 )  (f g)  SO(2m+2)Gs(y2m⊗ bm)
=   (1 )  (f g)
8<
:
mX
j=0
(y2m⊗ bj)⊗ (1⊗ bm−j)
+
mX
j=0
(ym⊗ bj)⊗ (ym⊗ bm−j) +
mX
j=0
(1⊗ bj)⊗ (y2m⊗ bm−j)
9=
;
=   (1 )
8<
:
mX
j=0
(b0m+j + b
0
mbj)⊗ bm−j + b0m2⊗ 1
+ mb0m⊗ b0m +
mX
j=0
bm−j ⊗ b0m+j
9=
;
= (+ m)b0m
2 +
mX
j=0
b0mbjbm−j:
(As dened in Section 2, even = 1 and odd = 0.)
Here we remark that, when m is even, b0m= b
2
m=2 and we obtain
0(y2m⊗ bm) = (+ m)b0m2 +
mX
j=0
b0mbjbm−j
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= (+ m)b0m
2 + 2
X
0 j<m=2
b0mbjbm−j + mb
0
mb
2
m=2
= b0m
2:
In the following we use integral homology. By the result of Bott [1], H(
0SO(2m+
2);Z) has its generators bj, b0m+j (0  j  m), whose mod 2 reduction is bj, b0m+j in
H(
0SO(2m+ 2);Z=2Z), and its relations are
0 = bj
2
+ 2
jX
k=1
(−1)kbj−kbj+k (1  j<m=2);
0 = bj
2
+ 2
m−jX
k=1
(−1)kbj−kbj+k +
jX
k=m−j
bj−kb0j+k (m=2  j  m):
Also, it can be easily checked that
H(RP2m+1=RP2m−1;Z)=Z Z2m  Z2m+1;
where jij= i. And if we denote the generator of H1(RP2m+1;Z=2Z) by , the mod 2
reduction of pmi is 
i.
Theorem 5.2. In Proposition 4.3, =0.
Proof. First we calculate (2m⊗ bm)2H(
0SO(2m+ 2);Z) in integral homology.
Since we know bm=
P
i+j=m bi⊗ bj (see [1]), we can compute its coproduct as
  (2m⊗ bm)
= ( )  (2m⊗ bm)
= ( )
 X
i+j=m
2m⊗ bi⊗ 1⊗ bj +
X
i+j=m
1⊗ bi⊗ 2m⊗ bj
!
=
X
i+j=m
f(2m⊗ bi)⊗ (1⊗ bj)g+
X
i+j=m
f(1⊗ bi)⊗ (2m⊗ bj)g:
Here we remark that, since 0jSO(2m)Gs ’; jGs is also null homotopic. Thus
(1⊗ bj)= 0, if j>0 and we obtain that (2m⊗ bm) is primitive. But there
exists no primitive element in H4m(
0SO(2m+ 2);Z) (see Proposition 10.1 in [1]).
Therefore (2m⊗ bm)= 0.
On the other hand, in mod 2 homology, (2m⊗ bm)=   (pm 1)(2m⊗ bm)=
0  (j2m+2 1)(2m⊗ bm)= b0m2.
Since H(
0SO(2m+ 2);Z) is free, it follows that =0.
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6. H(LG (Spin(N ))) as Hopf algebra
In this section, using Theorem 4.5, we consider the homology ring of LG(Spin(N )).
First, we see the homology ring of Spin(N ). Theorems 6.1 and 6.2 are the dual results
of Theorem 2.1.
Theorem 6.1. There are generators y and yi (i2AN ) of H(Spin(N )) as algebra
where AN = f1; 2; 3; : : : ; N − 1gnfpowers of 2g; jyij= i and jyj=2s+1 − 1 (s is an
integer such that 2s<N  2s+1); and their fundamental relations are
yi2 = 0; y2 = 0; (7)
[yi; yj] =
(
y if i + j=2s+1 − 1;
0 otherwise.
(8)
For 1  k  2p, we set ki 2f0; 1g (p=0; 1; : : : ; p) as
k =
pX
i=0
ki2i :
Also for a; k 2Z such that a is odd, a>1, ak<N − 1, we set Y(a; k) 2Hak(Spin(N ))
as Y(a; k) =
Qp
i=1 kiya2i .
Theorem 6.2. The coproducts of generators in H(Spin(N )) are given as
yi =
X
k+k0=2p
k>0; k0>0
Y(a; k)⊗Y(a; k0);
y= 0;
where i= a2p; a is odd and a>1.
By the diagram in Section 1, we can calculate H(LG(Spin(N ))) directly.
By the isomorphism H(LG(Spin(N )))=H(
Spin(N ))⊗H(Spin(N )) as Z/2Z
module, we identify bi; b0m+i 2H(
Spin(N )) and yi; y2H(Spin(N )) with elements
of H(LG(Spin(N ))). Here jbij=2i, jb0m+ij=2(m+ i), jyij= i and jyj=2s+1−1 where
s is the number dened in Theorem 6.1.
Theorem 6.3. (1) (a) When N is even; we set N =2m+2. Then H(LG(Spin(N ))) is
the non-commutative Hopf algebra generated by bi; b0m+i (i=0; 1; : : : ; m); yj (j2AN )
and y.
(b) When N is odd; we set N =2m + 1. Then H(LG(Spin(N ))) is the non-
commutative Hopf algebra generated by bi; b0m+i (i=0; 1; : : : ; m−1); yi (j2AN ) and y.
(2) Their relations are
(a) The relations in H(Spin(N )) shown in Theorem 6:1.
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(b) The relations in H(
Spin(N )) shown in Theorem 2:3.
(c) For yj 2H(Spin(N )) and b2H(
Spin(N ))
yjb=
X
(y0  b)y00;
where yj =
P
y0⊗y00 and each y0  b can be obtained from Theorem 4:5.
(3) The coproducts of these generators in H(LG(Spin(N ))) are the same as the
coproducts of those in H(
Spin(N )) or H(Spin(N )) shown in Theorems 2:4 and 6:2.
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