Statistical techniques that analyze texts, referred to as text analytics, have departed from the use of simple word count statistics towards a new paradigm. Text mining now hinges on a more sophisticated set of methods, including the representations in terms of complex networks. While well-established word-adjacency (co-occurrence) methods successfully grasp syntactical features of written texts, they are unable to represent important aspects of textual data, such as its topical structure, i.e. the sequence of subjects developing at a mesoscopic level along the text. Such aspects are often overlooked by current methodologies. In order to grasp the mesoscopic characteristics of semantical content in written texts, we devised a network model which is able to analyze documents in a multi-scale fashion. In the proposed model, a limited amount of adjacent paragraphs are represented as nodes, which are connected whenever they share a minimum semantical content. To illustrate the capabilities of our model, we present, as a case example, a qualitative analysis of "Alice's Adventures in Wonderland". We show that the mesoscopic structure of a document, modeled as a network, reveals many semantic traits of texts. Such an approach paves the way to a myriad of semantic-based applications. In addition, our approach is illustrated in a machine learning context, in which texts are classified among real texts and randomized instances.
I. INTRODUCTION
The availability of an ever growing amount of data brought up by the age of information has strongly impacted science, giving rise to a novel perspective on data analysis. The use and development of systematic approaches to analyze data has already become mandatory in a wide range of knowledge areas, such as physics [15] , biology [13, 22] , medicine [12] and even humanities [39, 49] . This also includes techniques devoted to the systematic analysis of texts, known as text mining [45] . Traditionally, approaches involving text analytics were solely based on simple statistics considering mostly the frequency of words [2, 50] , which are, in general, suitable for the task of text classification [36] . However, more sophisticated methods have been devised for complex tasks, such as to quantify the words relevance [34, 54] in a document. These techniques can be employed to detect, for instance, important topics in a given text [1, 14] . Even more challenging are the methods used to study the relationships among words or topics in a document or a set of documents. This kind of analysis can be undertaken by considering semantic similarities [41] or linguistic characteristics [33] . By using these new techniques, many other applications could be achieved, e.g., automatic summarization [17] , event summary from many doccuments [63] , sentiment analysis [44] or authorship detection [18] . Applications that illustrate the temporal dynamics [43, 53, 60] are also important. In these works, texts or movies are analyzed according to the way entities (mainly characters) interact through time. Recently, [55] investigated how the emotional content evolves in a story. Moreover, text datasets can also be analyzed in terms of the relationships among their elements, such as words and paragraphs. So, texts can be regarded as a complex structure and, therefore, be suitably represented in terms of complex networks.
A well-known approach to construct complex networks from texts is the word-adjacency (or co-occurrence) technique [9, 40] , which is based on connecting pairs of words that are immediately adjacent. The strategy of mapping texts according to co-occurrence relationships is a simplification of networks formed by syntactical links [28] . Despite this seeming limitation, word adjacency networks have been employed successfully to address a great variety of natural language processing problems. This includes sentiment analysis [27] , authorship detection [4, 47, 56] , stylometry [5] , text classification [24] , word sense disambiguation [10, 48, 58] , text summarization [8, 11] , machine translation [8, 64] and others.
Perhaps the most critical disadvantage associated with the word adjacency approach is its inability to portray the topical structure presented in many texts. The topical structure of a text is expected to naturally emerge from its network representation through a pronounced heterogeneous macro-structure. However, this hardly happens on typical co-occurrence networks, which present no community structure [23] . This suggests that the co-occurrence representation does not effectively capture the information at the mesoscopic structure of the text, such as topics and subtopics. In addition, the information regarding the temporal evolution along a text is also overlooked in co-occurrence networks.
In order to address the above limitations, we propose a mesoscopic representation of texts, where a node represents a large context, e.g. a set of adjacent sentences or paragraphs. More specifically, in our approach each node corresponds to ∆ subsequent paragraphs. The relationship between these nodes is then established by a similarity criteria. As such, edges are created whenever a large number of words is shared between two nodes. Note that, by doing so, the network structure becomes more dependent on how the author approaches the topics along the text. As we shall show, the proposed representation is able to reflect the semantic complexity of texts, a feature that cannot be straightforwardly obtained in traditional word adjacency networks.
This manuscript is organized as follows: Section II describes our approach to create the mesoscopic network from a given document. Section III describes a case study of our approach. Section IV illustrates the mesoscopic approach in a machine learning context. Finally, Section V concludes our paper and suggests perspectives for further studies.
II. METHODS
This section describes the procedure to obtain mesoscopic complex networks from texts, which include books and other documents with paragraph structure. Here, we also briefly present the technique employed to visualize these networks.
From texts to networks
In recent years, a new set of techniques has been introduced to create networks from documents, which takes into account their mesoscopic structure [23] . In that work, the networks are generated by connecting words existing in the same context, which is defined in terms of a fixed window length. This approach was able to produce modular networks, with each community related to contextual topics or subtopics of the text [23] . Even though the semantical organization of texts is captured by this representation, it is not straightforward to obtain the temporal evolution of the story being told.
Here, we extend the concepts introduced by [23] to derive a new technique to construct networks from texts. Our methodology addresses two important aspects typically overlooked by more traditional approaches: (a) the mesoscopic structure of a text and (b) its unfolding along timeunfolding along tim. To consider (a), instead of linking adjacent words, we use larger pieces of text as the basic representational unit. These pieces are connected according to the similarity among themselves. The temporal evolution of ideas and concepts is incorporated into our model because, by construction, successive nodes always result connected as a consequence of their shared content.
Henceforth, we consider an organized text as a sequence of words delimitated by paragraphs. In our analysis, the paragraphs can be retained from the text, or can be inferred from the text own structure, for instance, by considering sequences with a fixed number of words.
Our approach starts with a pre-processing step typically employed for semantical-based text analysis. First, punctuation marks and numbers are removed. We also discard words conveying little contextual meaning, i.e. the stopwords. Examples of stopwords are articles and prepositions. If a lemmatization technique [45] is available for the language being considered, it is used to normalize concepts. In this step, words are reduced to their canonical forms, so that inflections in verbal tense, number, case or gender are disregarded. For example, the sentence " 'Oh, I've had such a curious dream!' said Alice" becomes "curious dream say alice", after being preprocessed. Next, we employ the tf-idf (term frequencyinverse document frequency) technique [45] , which defines a map tf-idf(w, d, D) quantifying the importance of each word w in a given document d from a set of docu-
where tf(w, d), the term-frequency component, accounts for the relevance of w ∈ d and idf(w, D), the inverse document frequency, quantifies the frequency of w in all d ∈ D. Many variations of both tf and idf terms have been proposed [45] . In this paper, we consider tf(w, d) as the raw frequency of a given word w in a document d.
where |D| is the total number of documents in D and f w is the number of documents in which w occurs at least once. The mesoscopic network is generated from the preprocessed text, hereafter referred to as organized text O.
The organized text O consists of a sequence of paragraphs O = (p 0 , p 1 , p 2 . . . ) with each paragraph p i comprising a sequence of words p i = (w i0 , w i1 , w i2 . . . ). Differently from the co-occurrence model where nodes represent words, here, we map entire paragraphs or sequences of consecutive paragraphs as nodes. In particular, for a choice of window size ∆, each possible subsequence comprising ∆ paragraphs in O, P
, is represented by a node in the devised mesoscopic network. Fig. 1(a) illustrates the process of obtaining the nodes of the mesoscopic network.
The edges of the mesoscopic network are identified by calculating a contextual similarity measurement considering all pairs of sequences of paragraphs P ∆ k in the investigated document. Here, we employed the traditional bag of words combined with the cosine similarity measurement [45] . Bearing in mind that the number of words in each paragraph can vary significantly, the cosine similarity was used because it does not depend on the length of the text chunks being compared [32] . First, for each considered sequence of paragraphs P , a vector W P , spanning the same number of words present in O, is obtained from the tf-idf(w, P, O) map applied to each word w in O. Note that, when a certain word w is not present in P , tf-idf(w, P, O) = 0. The content similarity measurement
Illustration of the presented methodology. Initially, the text is organized in sets of subsequent and overlapping windows P 3 k , each containing 3 structural paragraphs, as shown in (a). Next, the cosine similarity is calculated among all pairs of text windows (illustrated by the width of the lines in b). The mesoscopic network is obtained by maintaining only connections among pairs with similarity higher than a threshold value T . This is illustrated by the network visualization in (c).
S(P A , P B ) between two paragraph windows P A and P B is obtained using
As a result, a fully connected network is created (see Fig. 1 (b)), in which the edge weights correspond to the similarity S(P A , P B ) among each pair of nodes. The final mesoscopic network is obtained by pruning the weakest connections, i.e. the links whose weight takes a value below a given threshold T . After this procedure, edge weights are ignored, resulting in an unweighted network (see Fig. 1 (c)).
To better understand the overall structure of mesoscopic networks, we visualized the network structure using a technique based on force-directed nodes placement. In particular, we used a technique inspired on the Fruchterman-Reingold (FR) [31] algorithm, in which the network is regarded as a system of nodes behaving like particles that interact by the action of two types of forces: attractive forces, existing only between connected nodes, and repulsive forces, that exist between all pairs of nodes. By minimizing the energy of that system, the network organizes itself in a graphically appealing layout. This visualization technique naturally highlights many aspects of the topological structure of networks [31] .
Results evaluation
In order to show the potential of our networks to reflect the document story, we compared networks created from Real Texts (RT) with networks created from Shuffled Texts (ST), where clearly no story exists. The shuffled texts were created in a two-fold manner: obtained by shuffling words (SW) or paragraphs (SP) from real texts. To generate the SW version, all words from a given text were shuffled and the paragraphs were created with the same number of words as those in the original document. It is important to highlight that the number of paragraphs, their respective order and the number of words in each paragraph were preserved. In the second version of shuffled texts, SP, we shuffled all paragraphs from a given real text. Thus, the structure of each single paragraph is kept, but the new sequence of paragraphs may not generate a consistent, coherent story.
For each document, a single weighted mesoscopic network was created for each class (RT, SW, and SP). Consequently, the classes have the same number of networks. Considering the classes of text (RT, SW, and SP), for each weighted network, we generated unweighted networks from a set of thresholds (T ). These thresholds were defined according to a given percentage of expected edges, so that edges with higher weights were maintained. After removing edges whose weights were below the threshold T , we used two measurements to compare the mesoscopic networks:
1. Clustering coefficient: this measurement is well known in complex networks analysis [62] and it was used in many text classification applications [6, 46, 57] . The clustering coefficient quantifies the fraction of loops of order three (i.e. triangles), for each network node and it is computed as
where N ∆ (i) is the number of connected triangles in which node i takes part and N 3 (i) is the number of connected triples, where i is the central node;
2. Matching index: for each edge, this measure computes the similarity between the two nodes connected to the edge according to the number of common neighbors [38, 51, 59] . In other words, this measurement quantifies the similarity between two network regions connected by an edge. This measurement is computed as
where a ij is an element of the adjacency matrix, and a ij = 1 if nodes i and j are connected.
The books were considered in their entirity. As a consequence, the number of network nodes varies, which can influence many complex network measurements. As a solution for this problem, we analyzed the network in terms of local measurements of clustering and matching index.
In order to provide additional information about the text, the two measurements were calculated for all nodes/edges and sorted according to the text sequence, giving rise to a time series. For the matching index, we created the time series by establishing the following order of edges:
If there is no edge linking two nodes, the corresponding value in the time series is not taken into account.
III. CASE STUDY: MESOSCOPIC ANALYSIS OF "ALICE'S ADVENTURES IN WONDERLAND"
In order to illustrate the potential of modeling real texts as mesoscopic networks, we applied our methodology to the well-kwown book "Alice's Adventures in Wonderland". This story revolves around the adventures of a little girl, called Alice, after she falls in a hole and arrives in an unknown fantasy world. The book was written in 1865 by Charles Lutwidge Dodgson under the pseudonym Lewis Carroll. It is divided into the following twelve chapters: 
Alice's Evidence
After the pre-processing steps had been undertaken, we chose a fixed window size ∆ = 20 paragraphs. Two mesoscopic networks, G 1 and G 2 , were constructed from the book with distinct thresholds to prune connections, T 1 = 0.31 and T 2 = 0.18, respectively. With these thresholds, only 5% and 10% of the edges, respectively, remained in the network.
We start the analysis of the mesoscopic structures by investigating the properties of the G 1 network, which is simpler than G 2 . For this analysis, we consider a 2D visualization of G 1 , which is shown in Figure 2 . This visualization was obtained by employing the FR algorithm mentioned in Section II. Because nodes sharing the same paragraphs become strongly connected among themselves, a pronounced chain-like structure naturally emerges on the mesoscopic network. In addition, this structure is related to the order of the nodes along the book. This property is better observed in Figure 2(a) , where the color of each node indicates its position along the text. In mesoscopic networks, connections among distant nodes indicate regions of high contextual similarity that are not a result of overlapping sequences of paragraphs. In these networks, the structure connects contextually similar regions of nodes which, by its turn, brings them closer along the chain-like structure of the network.
In order to better understand the relationship between the mesoscopic structure and the contextual information of the book, we segmented the obtained network according to the chapter organization of the book. This is visualized in Figure 2(b) , in which the chapter of each node is indicated by a color, according to the legend. Considering the connectivity among the chapters of the book, we derived the following observations:
• In chapter 1, we note that there is no strong connection among its paragraphs and those from other chapters, except for chapter 2 and 3, which is explained by the aforementioned overlap between subsequent paragraphs. The lack of long range connections among the nodes of the first chapter may happen because the main subject of this chapter is substantially different from almost every other in the book. In this chapter, the story unfolds in a more realistic scenario and it has no descriptions of the fantasy locations and creatures found in the rest of the book, except for the Rabbit;
• Chapters 2, 3, and the beginning of chapter 4 are connected among themselves. This may be a consequence of the fact that all these chapters describe the period of the story when Alice was very frightened of the world she has just jumped in. In addition, all these chapters mention when she cried and it formed a pool of tears;
• In chapter 5, there are strong connections between regions from the same chapter. This probably happens because there is a long conversation between Alice and the Caterpillar, in which they discuss the many sizes she had during the previous chapters;
• The connection between chapters 7 and 11 can be related to the character The Hatter, who is drinking tea in both chapters. Furthermore, he talked about specific kinds of food related to the tea party in both situations, e.g. bread and butter;
• There is a group of highly connected nodes in the end of chapter 9 and in the beginning of chapter 10. This probably happens because Alice met The Mock Turtle in the last paragraphs of chapter 9 and their conversation ended only in chapter 10. Figure 3 displays a visualization of the G 2 network, which was constructed using a lower threshold value, T 2 = 0.18. By using two threshold choices, it has been possible to illustrate the potential of our method in describing the characteristics of the network in a multi-scale fashion. From Figure 3(a) , we can observe the network still has a chain-like structure similar to that found in G 1 . However, this network presents more connections among nodes from different parts of the book. This is because the G 2 network captures more fine-grained information about the relationships among the paragraphs. Comparing G 1 and G 2 , we note that while chapter 1 is connected only with chapter 2 and 3 in G 1 , in G 2 it also connects with other parts of the book, in particular, with chapters 4 and 7. However, the analysis of fine-grained networks may present some disadvantages because these networks tend to incorporate more local characteristics. Moreover, they may include noise and relationships not driven by a strong contextual content.
IV. DISCRIMINATING REAL FROM SHUFFLED TEXTS
To illustrate the ability of the proposed representation to grasp semantical information of texts by considering topological features, we evaluated the efficiency of the method in discriminating real texts from texts conveying no meaning, which are here represented by shuffled texts. This is an important potential application of the proposed approach as a subsidy to fraud identification, such as inferring if texts in unknown languages are meaningful or not.
In Figure 4 , we show the two networks obtained from the book ''Alice's Adventures in Wonderland" and the respective values of clustering coefficient (for two thresholds) along the document. Note that an interesting pattern emerges in both cases. Regions encompassing many long-range connections are characterized by low values of clustering. In addition, there is a complex pattern of intermittent appearences of low values of clustering coefficient in regions devoid of long-range connections. A similar behavior occurred with the matching index (result not shown). In Figure 5 , we show the behavior of the clustering coefficient along time for the real book and its two respective meaningless versions formed by shuffled paragraphs and words. It is clear from the figure that, in average, the clustering coefficient of all three versions fluctuates around C 0.78. However, the patterns of Figure 5 were characterized with the coefficient of variation in a set of observations X, where X here represents the ordered set of values of C or µ. The coefficient of variation (c v (X)) is defined [20] as:
where σ(X) and X are the standard deviation and the average of X, respectively. For a choice of a window size, δ, and for each possible subsequence of X, X δ k = {x k , x k+1 , . . . , x k+δ−1 }, the coefficient of variation, c v (X 
Finally, each network was characterized by the set of fea-
. . .}, with X being the values of clustering coefficient and matching index.
To validate the potential of our mesoscopic model to extract the information from the document story, we considered the problem of discriminating real from meaningless (shuffled) texts using a dataset comprising several books (see details in Appendix A). We first visualized all three classes of texts in a bidimensional principal component analysis projection [37] (PCA). The results are shown in Figure 6(a) , in which the two first components account for approximately 76% of the projection. Remarkably, the networks are usually placed close to others from the same class, while being well-separated from other classes. This latter effect is confirmed in terms of the average distance between classes shown in Table I(a). Our results are compared with those obtained with the traditional approach based on co-occurrence networks (see details in Appendix B). The PCA projection of these networks is shown in Figure 6(b) . Although the sum of the two main PCA components accounts for 70% of the projection, the group of networks from RT and SP are not distinguishable. This behavior was expected because co-occurrence networks were first devised to grasp linguistic/syntactical features. When language structure is kept and only the mesoscopic structure is changed (in SP texts), the co-occurrence approach is unable to discriminate real from meaningless texts. The poor discrim- The discriminability between real texts and the two classes of shuffled texts was also evaluated using an unsupervised approach based on the K-means algorithm [29] . Here, we used the 6 principal components as features as such choice yielded optimized results. Considering all documents of the datasets, only 8.9% of instances were incorrectly clustered with the mesoscopic approach. Interestingly, the clustering generated by the algorithm yielded only 0.02% of false negatives for the SP class. A feature relevance analysis revealed that the clustering coefficient outperforms the matching index for the clustering task, when the algorithm is applied using the measurements separately. When only the clustering and matching index are used, the percentage of incorrectly assigned instances are 11.7% and 16.7%, respectively. The unsupervised approach was also used to compare the proposed methodology and traditional co-occurrence networks. In this analysis, we used 10 principal components, as this amount of features yielded optimized results. The quality of clusters was estimated in terms of the accuracy the adjusted rand index (ARI) [35] . The cluster quality indexes obtained in both types of networks are shown in Table II . Co-occurrence networks could not properly distinguish RT from SP classes, as expected from the analysis of Figure 6 (b). In this scenario, 72.5% of SP texts were incorrectly classified as RT. This inability is also reflected in the ARI, which is much lower in co-occurrence networks.
A particular feature of the mesoscopic model is the existence of long-range connections. More specifically, a long-range connection is a link that connects two nodes that are far apart in the document. This type of link usually appears when a subject/context previously mentioned in the book is revisited in the story. It has been conjectured that such links, a consequence of the longrange correlation effect [25] , are essential for mapping a multidimensional conceptual space into a smaller dimensional space [3] . To quantify the presence of long-range links, we show ( Figure 7 ) scatterplots of edges weights versus the time difference between linked nodes, where time corresponds to the natural reading order. In all three classes of texts, as imposed by the construction rules of mesoscopic networks, many edges are established between successive nodes. Long-range connections were also observed in the three classes of texts (i.e. RT, SW, and SP). However, most of such long connections are very weak. As depicted in the inset of Figure 7 , real texts tend to present stronger long range connections than shuffled texts, especially in the time frame of 300 to 400 paragraphs.
V. CONCLUSION
In order to grasp semantical, mesoscopic properties of texts modeled as networks, we proposed an approach that considers the semantical similarity between textual segments. Differently from previous representations, we modeled sequences of adjacent paragraphs as nodes, whose links are established by content similarity. By doing so, we could capture two important features present in written texts: long-range correlations and the temporal unfolding of documents. In addition, the proposed approach for text representation also allowed multi-scale representation of documents. Specifically, two parameters control the scale: (i) ∆: the number of consecutive paragraphs in each window, and (ii) T : the threshold used to prune connections among nodes with low contextual similarity.
As a case study, we tested our approach in "Alice's Adventures in Wonderland", by employing network visualization techniques on the generated mesoscopic network. Many insights could be drawn from the visualization by tracing a parallel between its underlying structure and the story. In particular, we investigated the correspondence between the content of each chapter and the underlying network structure arising from the proposed model. Our model uncovered many relationships among different contexts sharing the same topics, such as similar characters or places throughout the story. For example, the high contextual similarity found between chapters 7 and 11 can be explained by the fact that both chapters share a recurrent subject revolving around the character The Hatter and the tea party thematic. Note that similar textual inferences could not be drawn from models solely based on local features, as it is the case of traditional word-adjacency or syntactical networks, as they emphasize mostly stylistic textual subtleties.
The effectiveness of our model was also evaluated with respect to the task of discriminating real from shuffled texts. The shuffled versions, particularly, were created by mixing either words or paragraphs of real texts. We have found that, if we consider only two simple local density measurements, it is possible to separate all three classes of texts with high accuracy. The traditional cooccurrence turned out to grasp only local subtleties, as the model was not able to discriminate real texts from those generated by shuffling paragraphs. This happens because, when paragraphs are shuffled, only a few edgesthose at the paragraph boundaries -are modified. These results confirm the suitability of the proposed model in capturing larger contexts in a mesoscopic fashion. A further analysis of the model also revealed that real texts are characterized by stronger long-range links, a feature that could be explored in tests of informativeness of written documents [7] .
The proposed network representation paves the way for developing new techniques that could be applied to automatically analyze the mesoscopic structure of documents. These techniques could improve traditional approaches used to tackle typical text mining problems under a new perspective. This capability should be further explored in future works, for instance, by measuring the efficiency of our model in text classification, summarization and similar applications in which an accurate semantic analysis plays a prominent role in the characterization of written texts.
