Text style transfer is the task of transferring the style of text having certain stylistic attributes, while preserving non-stylistic or content information. In this work we introduce the Generative Style Transformer (GST) -a new approach to rewriting sentences to a target style in the absence of parallel style corpora. GST leverages the power of both, large unsupervised pre-trained language models as well as the Transformer. GST is a part of a larger 'Delete Retrieve Generate' framework, in which we also propose a novel method of deleting style attributes from the source sentence by exploiting the inner workings of the Transformer. Our models outperform state-of-art systems across 5 datasets on sentiment, gender and political slant transfer. We also propose the use of the GLEU metric as an automatic metric of evaluation of style transfer, which we found to compare better with human ratings than the predominantly used BLEU score.
Introduction
Text style transfer is an important Natural Language Generation (NLG) task, and has wideranging applications from adapting conversational style in dialogue agents (Zhou et al., 2017) , obfuscating personal attributes (such as gender) to prevent privacy intrusion (Reddy and Knight, 2016) , altering texts to be more formal or informal (Rao and Tetreault, 2018) , to generating poetry . The main challenge faced in building style transfer systems is the lack of parallel corpora between sentences of a particular style and sentences of another, such that sentences in a pair differ only in style and not content (non-stylistic part of the sentence). This has given rise to methods that circumvent the need for such parallel corpora.
Previous approaches using non-parallel corpora, that employ learned latent representations to disentangle style and content from sentences, are typically adversarially trained (Hu et al., 2017; Shen et al., 2017; Fu et al., 2018) . However these models a) are hard to train and take long to converge, b) need to be re-trained from scratch to change the trade-off between content retention and style transfer c) suffer from sparsity of latent disentangled representations, d) produce sentences of bad quality (according to human ratings) and e) do not offer fine-grained control over target style attributes. find that style attributes are more often than not, localized to a small subset of words of a sentence. Building on this inductive bias, they model style transfer in a "Delete Retrieve Generate" framework (hereby referred to as DRG) which aims to 1) delete only the set of attribute words from a sentence to give the content, 2) retrieve attribute words from the target style corpus, and 3) use a neural editor (an encoder-decoder LSTM) to generate the final sentence from the content and retrieved attributes.
While DRG as a framework leads to output sentences that are better in quality than previous approaches, their individual Delete and Generate methods are susceptible to: a) removing core content words which would preserve crucial context, b) failing to remove source style attributes that should be replaced with target style attributes, c) the LSTM-based encoder-decoder model not being robust to errors made by the Delete and Retrieve models, d) generating sentences that are not fluent, by abruptly forcing retrieved attributes into the source sentence and e) failing on longer input sentences.
In this work, we propose a novel approach to rewrite sentences into a target style, that leverages the power of both a) transfer learning by using an unsupervised language model trained on a large corpus of unlabeled text, as well as b) the Trans-former (Vaswani et al., 2017) . We refer to our Transformer as the Generative Style Transformer (GST). We use the DRG framework proposed by but we overcome the shortcomings of their a) Delete mechanism, by using the attention weights of another Transformer that we refer to as the Delete Transformer (DT), and b) Generate mechanism by using GST, which does away with the need for (and consequent shortfalls of) a sequence-to-sequence encoder-decoder architecture using LSTMs.
We outperform the current state-of-art systems on transfer of a) sentiment 1 , b) gender and c) political slant. Our approach is advantageous in that it is simple, controllable and exploits the important inductive bias described, while at the same time it leverages the power of Transformers in novel ways.
All code, data and results for this work can be found in our Github repository 2 .
Our Approach
Given a dataset D = {(x 1 , s 1 ), ..., (x m , s m )} where x i is a sentence and s i ∈ S is a specific style, our goal is to learn a conditional distribution P (y|x, s tgt ) such that Style(y) = s tgt , where style is determined by an oracle that can accurately determine the style of a given sentence. For instance, for the sentiment transfer task, S = {'Positive', 'Negative'}. Using the DRG framework, we model our task in 3 steps: (1) A Delete model which learns P (c, a|x) such that c and a are non-stylistic and stylistic components of x respectively, Style(c) / ∈ S (i.e., c does not have any particular style) and x can be completely reconstructed from c and a, (2) A Retrieve model which retrieves a set of (optional) target attributes a tgt from D s tgt , the corpus of sentences of target style, and (3) A Generate model in two flavors: a) one which learns to generate a sentence in the target distribution P (y|c, s tgt ) and b) another which learns to generate a sentence in the target distribution P (y|c, a tgt ), both such that Style(y) = s tgt . We now elaborate on each of these components individually. 1 We use style in a broad socio-linguistic sense that encompasses sentiment too, for the purpose of this work 2 https://github.com/agaralabs/transformer-drg-styletransfer
Delete
For an input sentence "The restaurant was big and spacious", in the case of a style transfer task from positive to negative sentiment, the Delete model should be capable of deleting the style attributes big and spacious.
Our approach to attribute deletion is based on 'input reduction' (Feng et al., 2018) , based on the observation that certain words and phrases significantly contribute to the style of a sentence. For a sentence x of style s j having a set of attributes a, a style classifier will be confused about its style if the attributes in a are removed from x. We describe a mechanism to assign an importance score to each token in x, which is reflective of its contribution to style. These scores allows us to distinguish style attributes from content.
Delete Transformer
To build intuition, any attention-based style classifier defines a probability distribution over style labels: (Vaswani et al., 2017) and more specifically, BERT (Devlin et al., 2018) , on a number of text classification tasks (including achieving state-of-art results on sentiment classification), we use a BERT-based transformer as our style classifier and refer to it as Delete Transformer (DT). However, since DT has multiple attention heads and multiple blocks (layers), extracting a single set of attention weights α is a non-trivial task. This is further complicated by the fact that every layer and head encodes different aspects of semantic and linguistic structure (Vig, 2019) . We then use a novel method to extract a specific attention head and layer combination that encodes style information and that can be directly used as importance scores.
Attribute extraction: We use the same input representation as Figure 3( 
where 'Q' and 'K' carry the same original connotations of query and key vectors as used by Vaswani et al. (2017) , in the Transformer as:
We then remove the top γ|x| tokens from x, based on importance scores calculated as in Eq. 2. Keeping in line with Feng et al. (2018), we call this removal a 'reduction', and denote the resulting reduced sentence as x h,l . γ is a parameter we tune to each dataset which allows us to control the proportion of words in a sentence to be deleted, and |x| denotes the number of tokens in x. We calculate a score z(x h,l ):
where λ is a smoothing parameter, s is the style label assigned maximum probability by the softmax distribution over all styles in the label set S, and s = S − {s}. The final pair < h s , l s > out of combinations of all heads H and layers L, is obtained by averaging the score in Eq. 4 over a validation set of 'reduced' sentences D val as follows:
A 'reduction' of any input sentence x based on < h s , l s > gives us x hs,ls which we refer to as the content c. The removed tokens are the attributes a.
Evaluation of Extracted Attributes:
We evaluate our Delete method using human evaluation on Amazon Mechanical Turk 3 , on which annotators were asked to choose if all the stylerelated attributes are extracted correctly by our Delete mechanism, and if any non-style attributes are wrongly deleted. We used 200 random sentences from our test set for sentiment transfer, for this evaluation. Our method deleted all style attributes on 89% of examples, and wrongly deleted non-style attributes only 12% of the time. In comparison, the Delete mechanism proposed by deleted all style attributes only 67% of the time, and wrongly deleted non-style attributes over 29% of the time.
Retrieve
We retrieve a sentence from the target style corpus of sentences according to:
where d is a distance metric, such that contents which are closer according to d will have compatible attributes as they occur in similar contexts. We experiment with multiple retrieval mechanisms, using cosine similarity over different sentence representations: a) TF-IDF weighted, b) AveragedGloVe over all tokens of a sentence and c) Universal Sentence Encoder (Cer et al., 2018) . We obtain best retrieval results using TF-IDF vector similarity.
Generate
Our approach to generate sentences of the target style leverages both the power of transfer learning by using an unsupervised language model trained on a large corpus of unlabeled text, as well as the Transformer model. The model we use is a multi-layer 'decoder-only' Transformer which is based on the Generative Pre-trained Transformer (GPT) of Radford et al.. This is our Generative Style Transformer (GST). GST has masked attention heads that enable it to look only at the tokens to its left, and not to those to its right. GST derives inspiration from the fact that recently, many large generatively pre-trained Transformer models have shown state-of-art performance upon being finetuned on a number of downstream tasks. It is trained to learn a representation of content words and (retrieved) attribute words presented to it, and generate fluent sentences in the domain of the target style while attending to both content and attribute words appropriately.
Variants of GST (B-GST and G-GST)
Taking cues from , we train GST in two flavors: the Blind Generative Style Transformer (B-GST) and the Guided Generative Style Transformer (G-GST). For a sentence x of a source style s src with content c and retrieved (target style) attributes a tgt , the two variations are learnt as follows.
B-GST:
The inputs to this model are only c, and s tgt . The output y of the model is the generated sentence in the target style. In this setting, the model is free to generate the output sentence, given the content and the target style, and is blind to specific desired target attributes. B-GST can be useful in cases when the target corpus does not have sentences that are similar to the source corpus, which causes the Retrieve model to retrieve incompatible target attributes.
G-GST:
The inputs to this model are c, and a tgt , and the output y of the model is the generated sentence in the target style. In this setting, the model is guided towards generating a target sentence with desired attributes. G-GST is useful for two reasons. Firstly, in cases when the target corpus has similar sentences to the source corpus, it reduces sparsity by giving the model information of target attributes. Secondly, and more importantly, it allows fine-grained control of output generation by manually specifying target attributes that we desire during inference time, without even using the Retrieve component. This controllability is an important feature of G-GST that most other latent-representation based style transfer approaches do not offer.
Input Representation and Output Decoding
Taking inspiration from Devlin et al. (2018) , we add special tokens to indicate target style, and to indicate the demarcation between content and attributes. For B-GST the input at timestep t of target sentence prediction consists of special tokens to denote: a) target style s tgt , b) the start of content c, d) the start of output, followed by all target tokens up till and including timestep t − 1. G-GST has a similar input representation, except that a special token to indicate start of retrieved attributes is added, and the retrieved attributes are provided before the content. The target style s tgt is not provided. Our end-to-end architecture for G-GST is depicted in Figure 1 , including input representation. B-GST is similar in nature, except that it does not use a retrieve component. At timestep t, both GSTs predict the t th output token, by generating a probability distribution over words in the vocabulary according to: a) p(y t |c, y 1 , y 2 , ..y t−1 ) for B-GST, and b) p(y t |c, a tgt , y 1 , y 2 , ..y t−1 ) for G-GST. This is done by using a softmax layer over the topmost Transformer block corresponding to y t−1 . During training time, we use the 'teacher forcing' or 'guided approach' (Bengio et al., 2015; Williams and Zipser, 1989 ) over decoded tokens. During test time, we beam search using softmax probabilities with a look-left window of 1 and a beam width of 5. The output beam (out of the top 5 final beams) that obtains the highest target-style match score using the Delete Transformer described earlier, is chosen as the output sentence.
Training
Since we do not have a parallel corpus, both GSTs are trained to minimize the reconstruction loss. Specifically, for a sentence x, the model learns to reconstruct y = x given c x , its own attributes a x (only for G-GST) and its own style s src (only for B-GST). More formally B-GST learns to maximize the following objective:
However, training G-GST using the reconstruction loss in this manner results in the model learning to trivially combine c x and a x to generate x back. In reality we want it to be capable of adapting target attributes into the context of the source content, in a non-trivial manner to produce a fluent sentence in the target style. To this end, we noise the inputs of the G-GST model during training time, by choosing random attributes for 10% of the examples (5% from the source style and 5% from the target style), to replace a x . Denoting the chosen attribute for an example (either noisy or its own) to be a x , G-GST learns to maximize the following objective:
Model Details and Pre-training
We use the 
Comparison to Previous Works
On the Yelp, Amazon, and Captions dataset, we compare with 3 previous adversarially trained models: StyleEmbedding (SE) (Fu et al., 2018) , MultiDecoder (MD) (Fu et al., 2018) CrossAligned (CA) (Shen et al., 2017) ) and the 2 best models -DeleteOnly (D) and DeleteAndRetrieve (D&R) of trained using the DRG framework. A brief description of the first 3, and a detailed description of the last 2 models can be found in , so we omit elaborating on them here. At the time of writing this paper, these models are the top performing models on Yelp, Amazon and Captions, with the D&R model of showing stateof-art performance. Output sentences of each of these 5 models on fixed test sets, also annotated with human reference gold standards (H) on all 3 datasets are provided by . We use the same for our comparison and evaluation. On the Political and Gender datasets, we compare our models against that of Prabhumoye et al. (2018) , which is the state-of-art on these 2 datasets at the time of writing this paper. Their trained models for both these datasets are made publicly available. They use back-translation (BT) using an LSTM as a mechanism to learn latent representations of source sentences, and then employ adversarial generation techniques to make the output match a desired style (Prabhumoye et al., 2018) .
Evaluation of Results
The widely agreed upon goals for a style transfer system are 1) Content preservation of the nonstylistic parts of the source sentence, 2) Style transfer strength of the stylistic attributes to the target style and 3) Fluency and correct grammar of the generated target sentence (Mir et al., 2019) . To this end, we use both human and automatic evaluation to measure model performance.
Human Evaluation
YELP, AMAZON and CAPTIONS: report state-of-art results which we corroborate through manual and automatic metrics. We then proceed to obtain human evaluations on these models along with ours through Amazon Mechanical Turk 7 . Specifically, we ask annotators to rate each pair of generated sentences given the source sentence, on content preservation, style transfer strength, fluency, and overall success. For each parameter, they are asked to choose which of the generated sentences is better, or neither of the two if they are unable to decide. Table 2 presents results on our best scoring model B-GST with the previous best scoring model D&R as a percentage of times one was preferred over the other. POLITICAL and GENDER: On these 2 datasets, (Prabhumoye et al., 2018) report state-ofart results using their model BT, which we similarly corroborate. A comparison of our best model B-GST, with their results using BT is presented in Table 3 as a percentage of times one was preferred over the other. Since judging target style strength on these two tasks are hard for MTurkers, they only rate these datasets for content and fluency.
Automatic Evaluation
As has been done by previous works, we attempt to use automatic methods of evaluation to assess the performance of different models. To estimate target style strength, we use style classifiers that we train on the same training-dev-test split of Table 1, using FastText 8 (Joulin et al., 2017) . These classifiers achieve 98%, 86%, 80%, 92% and 82% accuracies on the test sets of Yelp, Amazon, Captions, Political and Gender respectively. To measure content preservation, we calculate the BLEU score (Papineni et al., 2001) Table 4 : Automatic evaluation results (GL = GLEU, BL s = BLEU ; PL = Perplexity ; AC = Target Style Accuracy ; SRC = Input Sentence ; B-GST and G-GST are our models ; H = Human Reference) Table 5 : Automatic evaluation results (BL s = BLEU; PL = Perplexity; AC = Target Style Accuracy; SRC = Input Sentence; B-GST and G-GST are our models) ated and source sentences. To measure fluency, we finetune a large pre-trained language model, OpenAI GPT-2 (note that this is different from GPT-1 on which our Generate model is based) on the target sentences using the same training-dev-test split of Table 1 . We use this language model to measure perplexity of generated sentences. The language models achieve perplexities of 24, 33, 34, 63 and 81 on the test sets of Yelp, Amazon, Captions, Political and Gender respectively. As we analyze in the next section, automatic metrics are inadequate at measuring the success of a good style transfer system. GLEU: As a step towards finding an automatic metric that compares with human judgements, we propose the use of the Generalized Language Evaluation Understanding Metric (GLEU) (Napoles et al., 2015) -originally proposed as a grammatical error correction (GEC) metric. In the interest of space, we omit writing the elaborate equations and explanation for GLEU in this paper, but instead point the reader to Section 4 of Napoles et al. (2015) for the same. The formulation of GEC is quite similar to our formulation of style transfer in that style transfer involves making localized edits to the input sentence. Unlike BLEU, which takes only the target reference and the generated output into consideration, GLEU considers both of these as well as the source sentence too. It is a suitable metric for style transfer because it a) penalizes words of the source that were wrongly changed in the generated sentence, b) rewards words that were successfully changed and c) rewards those that were successfully retained from the source sentence to match those in the reference sentence. We use the implementation of GLEU 9 provided by Napoles et al. (2015) . Tables 4 and 5 show a comparison of automatic metrics between our models and previous models described earlier.
Result Analysis
From human evaluations in Tables 2 and 3 , we see that our models (specifically, B-GST) outperform state-of-art systems by a good margin on almost all parameters as judged by humans, across all datasets. More importantly, as Table 6 shows, our models generate realistic and natural-sounding sentences while retaining core content -an aspect on which previous models seem to be seriously lacking. While our G-GST model does worse than B-GST due to a weak Retrieve mechanism, G-GST provides us a way to guide the generation and control attributes, making it more suitable for real-world applications after improving Retrieve in future. We find that metrics based on learned models -perplexity and accuracy, do not correlate entirely well with human evaluations, an observation also shared by . They are also heavily dependant on the distribution of data that they are trained on. A system that simply chooses a random sentence from the target training corpus as its output will score highly on both these metrics. For instance, the BT model in Table 5 has a high style but a considerably lower BLEU YELP (Negative to Positive) SRC i love this place , the service is always great ! the store is dumpy looking and management needs to change . SE i love this place , the service is always great ! the store is bought the building does n't deal . D i paid num minutes before the gifted , not , a huge plus , n't .
the store is dumpy looking and management is fantastic and needs to change . D&R i did not like the homework of lasagna , not like it , .
the store is clean and well dumpy looking and management needs to change . G-GST i used this place , the service is always awful ! the store is looking and management is excellent to . B-GST i hate this place , the service is always terrible ! the store is looking great and management to perfection . this a great place for a special date or to take someone from out of town . B-GST this is a cute spot that ' s making me very happy , with good quality product .
this a great place for a bachelor or to meet someone from out of town . Table 6 : Examples of generated sentences to be compared down a column (B-GST and G-GST are our models, SRC is the input sentence). Attributes are colored. score than B-GST. It is important therefore, to not consider them in isolation. Further, human reference sentences themselves score poorly using both these metrics as shown in these tables. Manual inspection of classifier accuracies shows that these classifiers give unreliable outputs that do not match human ratings. This is the case with the CA model in Table 2 . Similar problems exist with regarding BLEU in isolation. A system that simply copies the source sentence will obtain high BLEU scores.
GLEU, however seems to strike a balance between target style match and content retention, as it takes the source, reference as well as predicted sentence into account. We see that GLEU scores also correlate with our own human evaluations as well as those of . While a detailed statistical correlation study is left for future work, the fact remains that GLEU is not susceptible to the weaknesses of other automatic metrics described above. Our uniformly state-of-art GLEU scores possibly indicate that we make only necessary edits to the source sentence. Keeping all the above considerations in mind, automatic metrics are still indicative and useful as they can be scaled to evaluate larger sets of models and datasets. From Tables 4 and 5 , we see that we consistently outperform current stateof-art systems on BLEU. As shown by our high BLEU scores, one can conclude to some extent that our models retain non-stylistic parts well. Figure 2 shows that unlike the current state-ofart D&R model, the lengths of our generated sentences closely correlate with source sentence lengths. B-GST scores well on perplexity across datasets, a consistency that is not exhibited by any other model.
Related Work
One category of previous approaches is based on training adversarial networks to learn a latent representation of content and style. Shen et al. (2017) train a cross-aligned auto-encoder, with a shared content and separate style distribution. Hu et al. (2017) use VAEs with attribute discriminators to learn similar latent representations. This approach has been later encapsulated in encoder-decoder frameworks (Fu et al., 2018; Zhang et al., 2018a,b) . Problems with these approaches have been discussed in the introduction.
Approaches that do not rely on a latent representation to separate content and attribute exist too. These include reinforcement learning based approaches (Xu et al., 2018; Gong et al., 2019) , an unsupervised machine translation based approach (Subramanian et al., 2018) and the DRG approach . The former two approaches suffer from sparsity and convergence issues and hence generate sentences of low-quality.
Previous approaches to use attention weights to extract attribute significance exist (Feng et al., 2018; Li et al., 2016; Globerson and Roweis, 2006) , including the salience deletion method of but they do not perform well on understanding sentence context while choosing attributes, and do not leverage the contextual capacity of a Transformer. Lastly, Dai et al. (2019) describe the use of Transformers for style transfer in an adversarial generator-discriminator setting, by adding an additional style embedding to the transformer. We are unable to do a comparitive study as they do not yet publish their code or outputs. The same is the case for Subramanian et al. (2018) .
Conclusion
We propose the Generative Style Transformer that outperforms state-of-art systems on sentiment, gender and political slant. Our model leverages the DRG framework, massively pre-trained language models and the Transformer network itself.
