The phenomenon of solid -solid phase separation in alloys is, of course, not limited to the hydrogen -helium sy stem, but is known to occur in many alloys,6
For example, L1 and Mg ( both simple metals) form solid alloys at all concentrations except in the range of about 70 7-85% Mg, where there exists a miscibility
gap. An alloy formed in this concentration range will separate into two phases of different concentrations. It is noteworthy that the miscibility gap is still present at temperatures gust below melting. The hydrogen-helium alloy is, however, different from many other alloys ( such as Li and Mg) in one important respect.
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Whereas the difference between the Mg and Li cloctron-ion interactions (pseudopotentials) is small, hydrogen and helium have oloctron-ion interactions of very different strengths, and this difference is expected to play an important role in the thermodynamic properties of their alloys.
In Sec. II we discuss the general approach taken in formulating the Helmholtz free energy F for hydrogen, helium, and their alloys. The static internal energy Ea is calculated in Sec. III for any given configuration of hydrogen and helium (confined, however, to an underlying lattice), and is subsequently evaluated for a randomly -disordered configuration. Contributions to F arising from long -and short-range order are treated in Sec. IV, and the free energy associated with lattice dynamics in Sec. V. In Sec. VI we present the equations of state and the Gibbs free energy G per ion of hydrogenhelium alloys. Writing G as a function of its natural variables (pressure P, topperature T , and the relative concentration by number of helium c), we compute X, which is defined by: (1)
From (G we determine the curves describing solid-solid phase separation.
II. HELMHOLTZ FREE ENERGY
For a system of volume n, the free energy F can be written as 
where Fa (T, 
where S is the entropy. We may also write Eq. (2) as
where Fe is the vibrational free energy of a randomly disordered alloy. v W • will ignore the last term in Eq. (4), and in Sec. V calculate only Fv The validity of this approximation will be discussed in the final section. where Z is the average ionic charge in units of a (e > 0). Since Z HE = 2 and Z = 1, Z# eZHE + (1-c)Z N = 1 + c. Note that r is the usual dimensionless electron spacing parameter:
where a o is the first Bohr radius. Since N is the number of ions (in 0), NZ is the corresponding number of electrons. The first two terms 1 r (6) are the kinetic and exchange energies. The last term is the correlation energy, and is only known approximately. We have used the approximation due to Nozieres and Pines, 10 which is expected to be quite satisfactory in the r range considered here (r s ... 1). Note that E (o) is independent of both the configuration of hydrogen and helium ions on the underlying lattice, and of the lattice itself.
Since we are interested in temperatures much less than the fermi temperature the electron system 11 is taken to be in its ground state. 
where Z is the charge of the ion a. rito i whose position is given by 4.
The prime en the sum over i and ,) denotes the omission of the terms i e J. The prime on the k-sum denotes the omission of k -0.
The Madelung energy is generally large and negative, and for a given family of structures often assumes its lowest value for the most symmetric structure.
Using perturbation theory ,9 E can be developed as a series in ascending orders of the electron-ion interaction:
TTT kl and
where the primes denote the omission of k 4 0, ^2 = 0, and k^ _ -k2 .
In Eq.s (11) and (12), V(k) is r given by:
V(r) = -E Z1 (14) i I N-^ r where V(r) is the total ionic potential as seen by the electrons. The restrictions on the sums in Eq.s (11) and (12) follow from the form of the by rough'y a factor of ton , and it includes the effects of the change is the chemical potential of the electron gas due to the presence of the ions.
To correctly calculate E (4) , one must use finite-temperature perturbation theory, as discussed in Ref. 7 .
The terms E M , E b2) , and Eb 3 ) are valid as written for any configuration of hydrogen and helium, and contain contributions that depend both on the configuration and on the structure of the underlying lattice. More specifically, since the total potential V(r) in Eq. (14) takes the form of a sum over sites, N E will contain the following classes of terms:
(1) Structure Independent terms, that is, terms independent of configuration and lattice structure. These arise from the terms in E (2) and Eb3) in which all sites coincide.
(11) Two-Body. or ion-ion terms. These comprise the remaining terms in Eb 2) , and the terms in Eb3) for which only two site labels coincide.
(iii) Tbree-Body, or ion-ion-ion terms. These arise frwm the terms in EM in which no site labels coincide.
There are, of course, four-body terms and terms involving more than four ions, but these originate in higher orders of perturbation theory.
Recognizing that EM is also a sum over ion-ion terms, we can group together contributions to E in Eq. (5) by the classes (i)-(iii) above, and obtain: ,s
Here the primes denote restrictions forbidding the terms i = ,j in the two body term, and tho terms i = k and ,j = k (but not i = ,j) in the three body term, Note that the two-and three-body potentials depend on density and on the identity of the ions at sites i and ,j, (as well as on the separations R^ -R-j).
All terms in F ; s which are i.ndopondont of configuration and lattice structure are included in E (e) . 'rho point about rewriting Eq. (5) as In Eq. (15) is simply that by summing over the electron degrees of froedom (at T=OOK),
we have been able to write E a as a sum over (density-dependent) effective pair and three-body potentials, plus r term dependent only on density. This recasting of Eq. (5) is clearly valid for any configuration of hydrogen and helium ions, and is a conceptually useful alternative to Eq. (5).
We now calculate the first term in Eq. (A), the static energy of a randomly disordered system:
To do this we must first give the definition of randomly disordered. To this end we introduce the quantity pi. is From its definition, one can see that p i obeys the following relations:
where the average in Eq. (18b) is over all configurations. Introducing the auxiliary variables di:
we have
Since p i measures the probability that site 1 is occupied by a helium ion, d i measures the deviation of that probability from its average value. In £q. (9) for E AR , we write Z as
Thus EM will clearly involve averages of the type (pi ps )
In terms of those correlation functions we define n randomly disordered system as one for which the n-th order correlation function factors according to 6 (pi (22) r. where i t 21 12 ;' . . 01n 9tus for the two-site correlation function we obtain-
Since 1 = ,j ie excluded from Eq. ( 9), we immediately have:
:o Madolung energy of a randomly disordered alloy is that of a pure metal of ionic charge Z * , (corresponding to the so-called "virtual crystal"), 16 and can be calculated by well-known techniques.8
) e we must first use Eq. s (13)and (14) to write V(k)
To calculate (Eb in terms of the variable pi:
where kl is again the position vector of site i.
we obtain: 11 From Eq.s (11) and (17), we find:
From E q . (20) we ae@ that the cross terms in E q . (29) vanish. Using the relation e -ik ^ = N dk^K , (30) 1 N N whore K _ is any vector of the reciprocal lattice, we have:
_In the Appendix, we prove the relationship:
8nbstituting Eq.s (31) and (32) into ( 28), and using
we have the final second-order result:
N where Q = K/2k F In Eq. (33), the first term is ,just the second order band N structure energy 17 of a pure metal of ionic charge Z * . This virtual crystal result is not correct for a randomly-disordered system, because in Eq. (29) the terms in which the sites i and j coincide must be handled separately. However, it is worth noting that the virtual crystal result corrcctly gives the structural-dependence of (Eb 2) ) o , since the second term in Eq. (33) is clearly independent of both the lattice structure and the configuration o; hydrogen and helium on the lattice.
We have written ( E (2) )o in a form that is quite similar to other expressions in the literature, 8,18 and have used a rather indirect method to do so. This method, however, avoids much of the confusion that would otherwise arise in the calculation of (E b3) )o , to which we now turn.
Equation ( 12) for (E (3) )o can be written in the following form; 12 b where the function )(2 is defined by direct comparison of Eq.s (34)and (12).
Ifowover, we shall never need the explicit exprosliion for )2 , but only its symmetry properties. The form of the function Nb 3) (-ga ,g3 ) in Eq. (12) guarantees that )( 2 is symmetric with respect to the interchange of any two arguments. 7,12 Using Eq.s (27) and (30), we have
:horn we have defined S2 (^r^) _ 11 e ikd.Rd e-ik`,.Rd (
These functions are shown in the Appendix to be 
.,1 92 -a3 
As before, Q = h/2kr , and the prime in the double sum means we omit Q1 = 0, Q= 0, and Q l c Q 2 . Since the second term in Eq. (39) involves a sum over the reciprocal lattice, it is clearly structure-dependent. Eq. (39) is our final result for (E (3) )o .
14 The polynomials in c that appear in Eq.s (33) and (39) 
The cumulants arise in both problems for the same reason, namely that the decoupling of the correlatiun functions, illustrated in Eq. (22) Thus, any theory used to calculate F.
-(E)goo must be capable of describing these two very different types of behavior at low and high temperatures. More specifically, at low temperatures we have; 
where v is assumed to be negative. 28
The The basic idea of the method is to treat clusters of ions as independent units, subject only to the conservation of the number of each type of ion consistent with a given long-range order. The probability of a cluster having a certain configuration of hydrogen and helium ions is then simply given by the standard Boltzmann factor.
If the cluster is chosen to be the whole crystal, the result is exact. For smaller clusters, ( in particular for a few atoms), error is introduced because the fact that a given site may be part of two ( or more) clusters is ignored in assigning a probability that the site is occupied by (say) a helium atom.
Nevertheless, the method does take into account correlation effects in a manner reminiscent of classical liquid theory. The free energy can be written down as a function of temperature and long-range order only, and is to be minimized with respect to the latter. The quasi-chemical approximation is thus able approximately to describe both long-and short -range order within one context.
The approximation is related to more accurate methods 31 in that it is the first of a hierarchy of approximation 32 which can be substantially developed, although the calculations become extremely involved. It is most readily applied in the following cases;
(i) c = 0.5, where the underlying lattice is bec, and the assumed ordered state is the CsCl structure.
(ii) c = 0 . 75 (or c= 0.25), where the underlying lattice is fee, and the assumed ordered state is the Cu 3Au structure.
The method correctly predicts that for c = 0. 25 alloys (ii), the order-disorder transition is of first-order, 25 that is, the long-range order drops discontinuously to zero at Tc . It also correctly predicts that the transition for alloys of type (i) is of second order, with the long-range order vanishing continuously at Tc . The existence of short-range order above the transition temperature, and hence a configurational contribution to the specific hept, is also described by the method, 33 but the details of the experimental specific A E is a function of r s , we have constructed an approximate form for Fa(T,rSvc) -(E)e o r which has the correct high and low temperature limits. We have not assumed that the order-disorder transition occurs at constant volume, for the actual behavior of the alloys is determined in Sec. VI from the Gibbs energy G computed at constant pressure and temperature.
V. LATTICE VIBRATIONS
To calculate the contribution to the free energy of the lattice vibrations we first assume that the alloy is randomly disordered. The "phonon" spectrum of the random alloy is then calcv'ated by replacing each ion with one of charge 'Leff and mass Meff• The values of Z off and Meff are chosen so that the lougwavclength limit of the phonon spectrum is given correctly. 38,39
This is readily seen to require A1eff : A1^=cmID.
and •
The force constants for an alloy of arbitrary configuration are defined (to second order in the electron-ion interaction)from Eq. (15):
rta N
R=^ -Rj
There are three types of force constants (corresponding to hydrogen-hydrogen, hydrogen-helium, and helium-helium pairs), and from Eq.s (11)- (14) these are
Here ^ (R) depends oil and may be written as:
In terms of force constants, Eq. (46) is equivalent to the replacement of the three types of force constants with a particular type of "average" force constant.
71te concept of phonons in disordered systems in general, and more specifically the use of average masses and force constants, has met with some success when applied to alloys whose constituent elements have similar masse.,; 41 40, or force constants.
'L0, Clearly the masses and force constants of pure hydrogen and helium are not close to each other, but some ,justification for the replacement of an alloy by an "equivalent" pure system is given by the "virtual crystal approximation" for the phonon Green function. Note that by using the harmonic approximation, the frequencies appearing in Eq. (50) depend on r but not of temperature. In order for them to acquire a temperature lependence, a more sophisticated approximation, such as the selfconsistent phonon theory, 43 would be needed. However, some thermal expansion is included by using the harmonic frequencies, for the contribution of F v 0 to the pressure is not negligible (see Fig.s (1) and (2)).
The calculation of the phonon frequencies of the (randomly disordered) alloys and of hydrogen and helium was used as a guide in the choice of the lattice structure chosen for the calculations of Sac. III. The point is that these Coulomb systems (in the virtual crystal phonon approximation) are very often harmonically unstable, as discussed by Heck and Straits. 29
(By an instability, we rotor to the occurrence of imaginary phonon frequencies.)
E
The lattice structures used in the calculations of Sec. III, as described in detail in Sec. VI, were chosen to give real frequencies. It should be noted, however, that the relationship between instabilities in the virtual crystal approximation and those in the real (randomly disordered) alloy is not clear.
We shall assess the effect of our approximate treatment of the phonons on the phaso boundaries in Sec. VI.
VI. RESULTS AND DISCUSSION
A. Choice of Lattice Structures.
Here we discuss the lattice structures chosen to calculate the various contributions to Eq. (4). The static energy differences between lattices are in general very small, 7 ' 9 especially when compared to the energy in the phonon system. (However, these energy differences may not be small compared to the For the randomly disordered alloys (and for pure hydrogen and helium), * either fcc or bcc proved to be stable for all Z except in the range * 1.20 4 Z 4 1.30, and the stable lattice was chosen for the calculations. * At Z = 1.25, hcp (with c/a = 1.7) was stable, and this structure was therefore chosen in the concontration range near Z = 1.25. The lattices used to compute Table I . The absence of an entry for a particular contribution to the energy indicates that the value of that contribution was obtained by interpolation from its values at other concontrntions.
Note that (Eb3) ) o was calculated for fcc, not hcp, in the region 1.10 S Z * 4 1.35.
It is not expected that this procedure will cause any significant error in the phase separation curves. In addition, the designated phases for Z * = 1.00 and 1.25 are harmonically unstable when the phonon spectrum is calculated in the self-consistent harmonic theory.
Thus we adopted the procedure of extrapolating the phonon frequencies to lower density to calculate Fv o at low pressure.
We now discuss the lattice structure of the ordered alloys used in (ii) Face-centered tetragonal (fet), with a basis of one helium and one hydrogen ion, situated so that when c/a = 1.0, this lattice has the NnC1 structure.
As the fct lattice proved unstable for a wide range of c/a values, we iced the st lattice at c/a = 1.0, where it is stable.
We considered two structures for the ordered c = 0.25 (c = 0.75) alloys:
(i) Simple tetragonal (st) lattice of helium (hydrogen) ions with a fourpoint basis. The helium (hydrogen) ion resides at the lattice point, and three hydrogen (helium) ions sit at the face centers, If all the Was were identical, the lattice would be face-cuntored totragonnl.
4
(This is the generalization of the Cu 3All structure to c/a d 1.00) (ii) Body-contorod totragonal (bct) lattice of helium (hydrogen) ions with a four-point basis. The helium (hydrogen) ion resides at the lu co point, and three hydrogen (helium) ions sit at the Paco-centers and edge midpoints. If all the ions wore identical, the lattice would be simple tetragonal, with half the original lattice constant. 48
Of these two structures, the at lattice with c/a = 0.7 proved, for c = 0.75, to have the lowest static energy (to second order in the electron-ion interaction).
Since this structure is harmonically stable, the difference between its static energy and that of the corresponding disordered alloy of Table I ( in Eq. (9) is quite justified. Under conditions of constant temperature and pressure, the froe energy to be minimized is tho Gibbs free energy G:
where p is the pros+.uro and 0 the volume per ion. Stability of mixed phases is determined by A G:
(lore c = 1 refers to pure helium and e = 0 to pure hydrogen. In order for there to be any mixing, A G must be neguttve. A miscibility gap occurs when A G is negative but the system can lower its Gibbs energy by separating into a heliumrich phase and a hydrogen-rich phase. 50 This is doL onstrnted in Fig. 3 , where we present typical results for AG(p,T,c) at fixed p and T. At any concentrntion between c = c and c = c 2 the system can lower its Gibbs energy by sopnrnting into a helium-rich phase at c = c and a hydrogen-rich phase at c = c 2 , with the relative amounts of the two phases being given by number conservation.
For such a partially sopnrated system, the Gibbs function is given by the dashed line in Fig. 3 . Tso error bars in Fig. 3 refer to the estimated computational error, 51 not the error due to the various physical npproximutionr made. We have nlso shown typical static energy differences (to second order) between lattice structures Fig. 3 , from which the sensitivity of the phase boundaries to lattice structure be estimnted. _r 2a
The phase separation curves themselves are presented in Figs. A-B. Note that the tomparntures for which mixing occurs are generally wall above the ordor-a.sordor transition temperatures listed in Table. II . A more correct treatment of the disordered alloy (within the harmonic theory), and the application on the tempo rnture-depandent self-consistent (harmonic) phonon theory for oxomple, ,ay produce qualitative differences in the phase boundaries. (kit such difference might be the disappearance of the miscibility gap at temperatures below 19,000"K.
In conclusion, the calculation I!rodicts that until the temperature has reached a fairly high value, which will certainly depend upon pressure, there is essentially complete phase separation in solid alloys of metallic hydrogen and helium. 'Ibis may be regarded as a fairly firm result, since it is not dependent in any crucial way upon the approximations used to computo A G. If hydrogen and helium are solid in some region of the interior of Jupiter, these conclusions have n direct bearing on any phnso separation model of energy emission.
We also predict a large miscibility gap that persists to T -19,000°K and p = 90 magabars. However, this prediction depends upon the approximations we have used in treating the lattice dynamics of the alloys, and might well be substantially modified by a more detailed treatment of the phonon spectrum.
The third-order terms in the band-s truC cure energy have little effect, tending 
APPENDIX
The calculation of (E b (2) ).and ( E b (3) ) oin Sec. II! requires the evaluation of the following n,oragtes:)
and
Emn
We will freely make use of the definitiots and properties of the variables 
