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У цiй роботi представленi бiологiчно подiбнi моделi просторово-часової асоцi-
ативної пам’ятi, заснованi на останнiх iдеях та вiдкриттях з нейронауки. Архiте-
ктури бiльшостi штучних нейронних мереж, наприклад, згорткових нейронних
мереж, базуються на бiологiчних iдеях, що датуються 60-80-х роками минулого
столiття. Однак, вiдтодi наше розумiння нейронних обчислень суттєво змiни-
лося, i новi результати повиннi бути формалiзованi, дослiдженi та включенi в
новi алгоритми.
Термiн у темi дисертацiї "просторово-часова асоцiативна пам’ять"не є по-
ширеним i бере своє походження вiд термiну "просторово-часова нейронна ди-
намiка". Просторова пам’ять означає збережений патерн нейронної активацiї
в будь-який момент часу. Просторово-часова пам’ять враховує змiну патерну
активацiї в часi. Моделi бiологiчних нейронних мереж означають бiологiчно
натхненнi та бiологiчно подiбнi моделi.
Робота починається з широкого, але стислого огляду бiологiчних та шту-
чних нейронних мереж (ШНМ). Коротко описанi основнi пiдходи трьох по-
колiнь ШНМ: простi моделi МакКаллох-Пiттса, сучасний пiдхiд DeepLearning
та спайковi нейроннi мережi з окресленням їх основних проблем. Особливий
iнтерес придiляється обробцi iнформацiї в мозку. Коротко обговорюються те-
ми нейронного кодування, мiкроконнектому кори головного мозку та основних
шляхiв передачi iнформацiї мiж областями. Зазначається, що однiєю з голов-
них проблем є розумiння того, як вiдбувається навчання в одному нейронi, що
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узгоджується з динамiкою всiєї мережi.
Перша модель представляє двовимiрну модель двонаправленої пластичностi
в простiй спайковiй нейроннiй мережi. Модель включає в себе триплетне спайк-
часово-залежне правило пластичностi, правило гомеостатичної пластичностi та
сигнал пiдкрiплення, що значно прискорює навчання та стабiлiзує зв’язки. Мо-
дель ґрунтується на тому, що молекулярнi механiзми в дендритних шипиках
працюють на рiзних часових масштабах. Синапс характеризується двома змiн-
ними, швидкою та повiльною вагою. Швидка, як i звичайна, визначає збудже-
ння вiд входу i змiнюється через хебоподiбнi правила навчання. Повiльна ва-
га впливає на швидку, як i сама зазнає впливу вiд швидкої тiльки на рiзних
масштабах часу. Повiльна вага змiнюється вiд гомеостатичної пластичностi i
може швидко змiнюватися вiд сигналу пiдкрiплення. Показано, що модель за-
безпечує вивчення стiйких з часом асоцiативних зв’язкiв, i що важливо, новий
досвiд зберiгає ранiше навченi ваги. Модель має можливу бiологiчну iнтерпре-
тацiю, де швидка вага представляє кiлькiсть та ефективнiсть AMPA рецепто-
рiв, а повiльна вага являє собою повiльнi молекулярнi механiзми, можливо, на
основi CAMKII, та поверхневi мембраннi ефекти, що визначають стабiлiзацiю
рецепторiв AMPA. Однак, стверджується, що спайковi нейромережi все ще не
можуть бути застосованi на практицi, зокрема, в задачах робототехнiки, тому
решта роботи присвячена бiльш математично абстрактним моделям, якi легше
аналiзувати.
Наступна модель враховує дендритнi обчислення, зокрема, синаптичну кла-
стеризацiю. Нещодавно було показано, що синапси з активних вхiдних нейро-
нiв групуються локально на дендритному сегментi, так що пiзнiша реактивацiя
може викликати супралiнiйне сумування та дендритний спайк. Тобто, вiдбува-
ється детектування збiгiв, що вiдображається в моделi сiгма-пай нейрона, яка
в цiй роботi використовується для побудови асоцiативної пам’ятi. Ранiше ви-
вчали ємнiсть пам’ятi одного нейрона з дендритами, але ця робота йде далi i
дослiджує ємнiсть пам’ятi мережi з нейронами сiгма-пай. Теоретичний та об-
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числювальний аналiз показує, що мультиплiкативна активацiя для розрiдженої
активацiї популяцiї нейронiв дає значно бiльшу ємнiсть пам’ятi. Вона знижує
помилкову активацiю нейрона, вiдому як cross-talk, завдяки вiдстеженню коре-
ляцiй вищого порядку, тобто виявленню збiгiв у вхiднiй активностi. Порiвняння
зi стандартною моделлю Вiлшоу показує, що представлена модель має бiльшу
синаптичну ємнiсть, але меншу iнформацiйну ємнiсть: мiри ємностi пам’ятi,
що вiдображають кiлькiсть синапсiв та кiлькiсть бiт на синапс вiдповiдно. Для
апаратної реалiзацiї синаптична ємнiсть важливiша, оскiльки вона вiдображає
фактичну кiлькiсть з’єднань, необхiдних для зберiгання iнформацiї. Цей ре-
зультат узгоджується з бiологiчних фактiв, що пов’язанi з пам’яттю нейроннi
мережi в мозку розрiджено активнi, а нейрони мають розгалужене дендритне
дерево. Цiкаво, що з еволюцiйної точки зору бiльш розумнi тварини мають бiль-
шi дендритнi дерева. У свiтлi представленої роботи стає зрозумiло, що бiльш
складний нейрон збiльшує ємнiсть пам’ятi мережi в цiлому.
Результат бiльшої ємностi з розрiджено активною мережею та нейроном
сiгма-пай був використаний для завдання прогнозування послiдовностей. По-
дiбно до мереж iз затримкою часу, контекст був побудований як активнiсть
з останнiх T часових крокiв. Представлена модель порiвнювалася з моделлю
iєрархiчної темпоральної пам’ятi (HTM), яка також використовує розрiджене
представлення та модель нейронiв з дендритами. Аналiз показує порiвняно бiль-
шу на один порядок ємнiсть пам’ятi переходiв в послiдовностi при однаковiй
кiлькостi зв’язкiв. Така рiзниця виникає через мультиплiкативну модель сiгма-
пай нейрона та спрощену архiтектуру без мiнiколонок. Однак у моделi є недолiк
– використання контексту як останнiх крокiв часу T запобiгає передбаченню
бiльш вiддалених в часi елементiв послiдовностi.
Остання модель стосується часової iнтеграцiї або представлення послiдов-
ностi у виглядi розрiдженого бiнарного вектора. Вже встановлено, що пам’ять
зберiгається (алокується вiд англ. alocation) в нейронах з пiдвищеною здатнiстю
до активацiї (excitability) на масштабi часу годин. Ця робота пропонує гiпотезу,
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що здатнiсть до активацiї важлива також на менших масштабах часу порядку
секунд. Щоб перевiрити це, стандартний алгоритм випадкової проекцiї з не-
лiнiйнiстю k-winners-take-all було змiнено з урахуванням здатностi нейрона до
активацiї. Обчислювальнi експеримент показують, що додавання здатностi до
активацiї додає короткочасну пам’ять i вiдтворює деякi ефекти представлення
послiдовностi в бiологiчних нейронних мережах. Цi ефекти включають: схо-
жi послiдовностi мають схожi представлення, елементи в однiй послiдовностi
представляються схожим чином, початок послiдовностi представлений схоже
до представлення всiєї послiдовностi. Використано схожiсть косинусiв для по-
рiвняння рiзних представлень. Також, модель може формувати представлення,
яке може використовуватися як контекст для попередньої моделi прогнозуван-
ня послiдовностей. Згiдно з результатами, механiзм алокацiї пам’ятi в нейрони
зi збiльшеною здатнiстю до активацiї важливий також на масштабi часу секунд,
що повинно далi бути пiдтверджено в бiологiчних експериментах.
Представленi моделi були дослiдженi на можливiсть практичного застосува-
ння для розпiзнавання образiв у робототехнiцi. Така задача вимагає навчання
на малiй кiлькостi прикладiв, в режимi реального часу, та змiнною кiлькiстю
класiв; все це обмежує використання традицiйних згорткових нейронних ме-
реж. Природний спосiб спробувати бiологiчно подiбнi алгоритми для типової
бiологiчної задачi показав низькi результати точностi, якi залежать вiд багатьох
рукотворних (hand-crafted) розв’язкiв. Тим не менш, в результатi стажування
в лабораторiї робототехнiки Loria деякi результати цього рукопису були вико-
ристанi для їх роботи. Крiм того, аналiз ємностi пам’ятi асоцiацiї з нейроном
сiгма-пай був включений до курсу Київського полiтехнiчного iнституту Iгоря
Сiкорського з Нейронних мереж.
Загалом, новизна роботи може бути зведена до:
- дослiджено ємнiсть асоцiативної пам’ятi з нейроном сiгма-пай, що вiдобра-
жає детектування збiгiв дендритами;
- показано, що врахування здатностi нейронна до активацiї призводить до
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бiологiчних ефектiв представлення послiдовностей i має кориснi обчислювальнi
властивостi;
- дослiджено правило двовимiрної двонаправленої пластичностi в спайковiй
нейромережi;
- покращена ємнiсть пам’ятi переходiв в послiдовностi в мережi з сiгма-пай
нейроном i розрiджено розподiленим представленням даних.
Сподiваюся, розв’язанi задачi в цiй роботi дадуть хоча б невеликий внесок
у головну мету – створення загальної теорiї обробки iнформацiї в мозку.
Ключовi слова: асоцiативна пам’ять, дендритнi обчислення, передбачення
послiдовностей, розпiзнавання послiдовностей, сiгма-пай нейрон, розрiджено
розподiлене представлення
SUMMARY
Osaulenko V.M. Neural networks for spatio-temporal association memory. - The
manuscript.
Thesis for a candidate degree in specialty 05.13.23 - systems and applications
of artificial intelligence. - National Technical University of Ukraine "Igor Sikorsky
Kyiv Polytechnic Institute Kyiv, 2019.
This work presents biologically plausible models of spatio-temporal association
memory based on recent ideas and discoveries from neuroscience. The architectures
of most artificial neural networks, like convolutional neural networks, are based on
biological ideas dated back to 60-80s of the previous century. However, since then
our understanding of neural computation changed dramatically and new evidence
should be formalized, investigated and incorporated into new algorithms.
The term in the topic "spatio-temporal association memory"is not common and
takes its origin from the term "spatio-temporal neural dynamics". Spatial memory
means the stored pattern of neural activation at any given moment of time. Spatio-
temporal memory relates to the pattern of activity spread in time. Models of biologi-
cal neural networks mean biologically inspired and biologically plausible models.
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The manuscript starts with a broad but concise overview of the biological and
artificial neural networks (ANN). It briefly describes main approaches from three
generations of ANN: simple McCulloch-Pitts models, modern DeepLearning approach,
and spiking neural networks with outlining their main problems. Particular interest
is devoted to information processing in the brain. The topics of neural coding,
neocortex microcircuitry and large scale brain connectivity with main pathways of
information transmission briefly discussed. It states that one of the main problems
is to understand how learning in a single neuron occurs so that meaningful dynamics
of the whole network arises.
The first model presents a two-dimensional bidirectional plasticity model in a
simple spiking neural network. The model includes triplet spike-time-dependent
plasticity rule, homeostatic plasticity rule and reinforcement signal that signifi-
cantly speeds up learning and stabilizes the weighs. It is based on the findings that
molecular mechanisms in the dendritic spines work on different time scales and is si-
milar to eligibility traces. The synapse is characterized by the two variables, the fast
and the slow weight. The fast is like usual weight and determines the excitation from
incoming input and is changing from the Hebbian rules. The slow weight influences
the fast and gets influenced by fast in a bidirectional manner with different time
scales. The slow weight is changing from the homeostatic plasticity and can rapi-
dly be changed from reinforcement signal. The model shows learning of associative
connections that are stable with time, and importantly, new experience does not
significantly disrupt previously learned weights. The model has a possible biological
interpretation, where the fast weight represents the number and efficiency of AMPA
channels and slow weight represents slow molecular mechanisms, possibly CAMKII
based, and surface effects on a membrane that determine stabilization of AMPA
receptors. However, it is argued that spiking neural networks are still inapplicable
for a practical application like for robotics, so the rest of the work continues with
more mathematically abstract, but computationally trackable models.
The next model takes into account dendritic computation, particularly, synaptic
6
clustering. Recently, it was shown that synapses from active input neurons group
locally on the dendritic branch, so that later reactivation can cause supralinear
summation and dendritic spike. Such coincident detection nature is reflected in a
sigma-pi neuron model that in this work used to construct association memory.
Previously, the memory capacity of a single neuron with dendrites was studied, but
this work goes further and investigates the network memory capacity with such
neurons. The theoretical and computational analysis shows that multiplicative acti-
vation for sparsely active neuron population gives much higher memory capaci-
ty. It reduces the neuron false activation, known as cross-talk, due to higher-order
correlation tracking or coincidence detection in the incoming activity. Comparison
to standard Willshaw model shows that the presented model has higher synaptic
capacity but lower information capacity, measures of memory capacity that reflect
the number of synapses and number of bits per synapse respectively. For hardware
implementation, the synaptic capacity is more important since it reflects the actual
number of connections needed for storing information. This result follows biologi-
cal facts that memory-related neural networks in the brain are sparsely active
and neurons have an extensive dendritic tree. Interestingly, from the evolutionary
perspective, more intelligent animals have more elaborate dendritic trees. In light of
the presented work, it becomes clear that more complex neuron gives higher memory
capacity of the network overall.
The result of higher capacity with sparsely active network and sigma-pi neuron
was used for sequence prediction task. Similarly to time-delay networks, the context
was constructed as activity from last T time steps. The presented model was compared
to hierarchical temporal memory (HTM) model that also uses a sparse distributed
representation and neuron model with dendrites. The analysis shows higher transiti-
on memory capacity by one order of magnitude with the same number of connections.
Such difference arises because of the multiplicative neuron sigma-pi model and si-
mplified architecture without minicolumns. However, the model has a disadvantage
that using the context as the last T time steps prevents predicting more distant
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relationships.
The final model deals with the temporal integration or sequence representation as
sparse distributed binary vector. It is based on the established result that memory
is allocated to neurons with increased excitability within hours time scale. This
work proposes the hypothesis that excitability is important on smaller (seconds)
time scale. To check this, the standard algorithm of random projections with k-
winners-take-all nonlinearity was modified to include neuronal activity-dependent
excitability. The computational simulation shows that addition of excitability creates
short term memory and recreates some of the sequence representation effects in
biological neural networks. These effects include: similar sequences represented si-
milarly, events in the same sequence represented similarly, beginning of a sequence
represented similarly as the whole sequence. Cosine similarity was used to compare
different representations. The model can form representation that could be used as
a context for the sequence prediction model. Results suggest that the mechanism
of memory allocation to excitable neurons is important even for seconds time scale
and should be confirmed on biological experiments.
Presented models were investigated for possible practical application for object
recognitions in robotics. The task requires learning on a few examples, online, with
a non-fixed number of classes; all these restrict from using traditional convoluti-
onal neural networks. The natural way to try biologically inspired algorithms for
biologically relevant recognition showed poor accuracy results that depend on many
handcrafted solutions. As a result of the internship to robotics laboratory Loria,
some results of this manuscript were used for their work. Also, analysis of associati-
on memory capacity with sigma-pi neuron was incorporated to Igor Sikorsky Kyiv
polytechnic institute course on Neural networks.
Overall, the novelty of the work can be summarized into:
- investigated the memory capacity of the association memory with a sigma-pi
neuron that reflects coincident detection by dendrites
- showed that model with neural excitability leads to biological effects of sequence
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representation and have useful computational properties
- investigated two-dimensional bidirectional plasticity rule in the spiking neural
network
- improved sequence transition capacity in the network with sigma-pi neuron and
sparse distributed representation.
Hopefully, this work provides at least a small contribution to the main long-
awaited goal of creating the general theory of information processing in the brain.
Keywords: associative memory, dendritic computation, sequence prediction, se-
quence recognition, sigma-pi neuron, sparse distributed representation
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Актуальнiсть теми. За останнi десятилiття кiлькiсть iнформацiї значно збiль-
шилися завдяки розвитку мережi iнтернет та здешевленню засобiв персональ-
ної генерацiї та поширення контенту. Тому значну увагу придiлено алгоритмам,
що обробляють та структурують великi масиви даних. Сюди включають алго-
ритми розпiзнавання, кластеризацiї та, поки в зародковому станi, алгоритми
зв’язування даних в причинно-наслiдкову модель. Один iз напрямкiв побудови
та розвитку цих алгоритмiв базується на дослiдженнi аналогiчних бiологiчних
моделей, так як люди легко справляються з такими задачами. Проте данi з
нейронауки часто важко формалiзувати в обчислювальнi моделi, якi не тiль-
ки будуть вiдтворювати спостережуванi ефекти, але й пояснювати принципи
обробки iнформацiї.
Область нейронауки надзвичайно динамiчно розвивається через новi технi-
чнi та теоретичнi засоби дослiдження, що виявляється в сотнях тисяч публiка-
цiй щороку. Основнi напрямки, на якi спирається дана робота, та якi можуть
потенцiйно породити новi, кращi алгоритми обробки даних включають роботу
одного нейрона, математичнi моделi якого були покращенi такими вченими як
E.Izhikevich, W.Gerstner, C.Koh; обчислювальнi властивостi дендритного дере-
ва, дослiдженi в роботах B.Mel, P.Poirazi, G.Kastellakis, V.Sjostrom, T. Branco,
M. London. В працях B.Olshausen, J.Hawkins, показано важливiсть розрiдженої
активацiї нейронної мережi, що узгоджується з теоретичними моделями асоцi-
ативної пам’ять в роботах D.Willshaw, A.Knoublanch.
Моделi асоцiативної пам’ятi популярнi у 80-х роках, актуалiзуються зно-
ву в роботах А.Graves та G.Wayne, через проблему «катастрофiчного забува-
ння» в класичних нейронних мережах, що навчаються на основi оптимiзацiї
функцiї похибки. Нещодавно, моделi штучних нейронних мереж з пам’яттю
набули особливого iнтересу, так як потенцiйно можуть лягти в основу створен-
ня причинно-наслiдкової моделi середовища для покращення розпiзнавання та
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прийняття рiшень в задачах робототехнiки.
Дослiдження бiологiчних нейронних мереж є джерелом багатьох нових iдей
i вказують на важливiсть представлення даних у виглядi розрiджених багато-
мiрних векторiв для побудови штучних мереж з пам’яттю. Часто розглядається
бiнарна активацiя нейронiв, зокрема в роботах Д.A.Рачковського, P. Kanerva.
Операцiї над бiнарними векторами, такi як додавання, перетин, асоцiювання не
тiльки швидко виконуються при апаратнiй реалiзацiї, але й вiдповiдають бiо-
логiчним експериментальним даним. Тому розробка моделей з таким представ-
ленням даних є перспективним напрямком як для кращого розумiння роботи
реальних мереж, так i для створення бiльш ефективних штучних.
Отже, тематика обробки iнформацiї та її збереження в розподiленому ви-
глядi в нейронних мережах швидко розвивається, але iснуючi алгоритми все
ще далеко позаду природних бiологiчних систем. Тому, створення та дослiдже-
ння нових моделей, якi враховують останнi бiологiчнi данi можуть породити
новi, кращi алгоритми та бути застосованi для задач розпiзнавання та робото-
технiки.
Зв’язок роботи з науковими програмами, планами, темами. Дисер-
тацiйна робота виконана у вiддiлу прикладного нелiнiйного аналiзу Iнституту
прикладного системного аналiзу Нацiонального технiчного унiверситету Укра-
їни «Київський полiтехнiчний iнститут iменi Iгоря Сiкорського» вiдповiдно до
планiв наступних науково-дослiдних тем:
«Системи, моделi та рiвняння з випередженням та запiзненням. Дослiджен-
ня математичних задач та застосувань» – номер державної реєстрацiї 0114U000205.
«Новi узагальненi математичнi моделi з дискретним часом: клiтиннi авто-
мати, нейромережi, дискретнi рiвняння та можливi їх застосування» – номер
державної реєстрацiї 0119U002100.
Також робота виконувалася в лабораторiї LORIA, м. Нансi, Францiя, в рам-
ках програми обмiну Erasmus + та коледжi Каламазу, м.Каламазу, США.
Мета i задачi дослiдження. Метою дослiдження є розробка моделей
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просторово-часової асоцiативної пам’ятi в моделях бiологiчних нейронних ме-
реж; а також, проведення аналiзу їх обчислювальних властивостей та можли-
востi їх практичного застосування в задачах робототехнiки.
Для досягнення мети дослiдження поставленi й розв’язанi такi задачi:
1. Побудовано двомiрну модель навчання з рiзними часовими масштабами в
спайковiй нейроннiй мережi на основi сучасних даних з нейронауки.
2. Запропоновано нову модель асоцiативної пам’ятi з використанням моделi
нейрона сiгма-пай. Отримано аналiтичнi вирази ємностi пам’ятi. Порiвня-
но з прийнятою на сьогоднi моделлю асоцiативної пам’ятi Вiлшова.
3. Застосовано нову модель асоцiативної пам’ятi для задачi прогнозування
послiдовностей, проведено теоретичний аналiз ємностi пам’ятi переходiв
та порiвняно з подiбною моделлю НТМ.
4. Побудовано модель представлення послiдовностi в бiнарне розрiджено-
розподiлене представлення на основi бiологiчних вiдомостей алокацiї (al-
location) пам’ятi.
Об’єктом дослiдження є активацiя та навчання в моделях бiологiчних ней-
ронних мереж.
Предмет дослiдження – моделi асоцiативної пам’ятi у спайкових та сiгма-
пай нейронних мережах
Методи дослiдження – як теоретичнi (системний аналiз, узагальнення) так
i практичнi (проведення комп’ютерних симуляцiй та обчислювальних експери-
ментiв). Технiчна частина включає застосування теорiї ймовiрностi та комбiна-
торного аналiзу, теорiї динамiчних систем, теорiї iнформацiї та комп’ютерного
моделювання.
Наукова новизна отриманих результатiв.
Вперше:
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∙ враховано дендритнi обчислення для побудови моделi асоцiативної пам’ятi
використовуючи модель нейрона сiгма-пай, вiдрiзняється тим, що має ви-
соку ємнiсть збережених пар векторiв;
∙ показано, що врахування здатностi нейрона до активацiї приводить до
часової iнтеграцiї послiдовностi на масштабi часу секунд, що якiсно вiд-
творює бiологiчнi ефекти такi як: збереження схожостi, чутливiсть до по-
рядку, доповнення послiдовностi та часову схожiсть.
Удосконалено:
∙ правила пластичностi з рiзними часовими масштабами, вiдрiзняється тим,
що додано вплив повiльної змiнної сили зв’язку на швидку, що краще
вiдповiдає взаємодiї молекулярних механiзмiв в синапсах;
∙ збереження контексту послiдовностi в моделях з розрiджено розподiленим
представленням даних, вiдрiзняється тим, що замiсть колончастої органi-
зацiї використовується часова затримка активностi, що спрощує архiте-
ктуру мережi.
Набула подальшого розвитку :
∙ теоретична оцiнка ємностi пам’ятi на основi нейрона з дендритами, вiдрi-
зняється тим, що дослiджується не один нейрон, а мережа нейронiв.
Практичне значення одержаних результатiв полягає у побудовi моделi
асоцiативної пам’ятi високої ємностi, яка може бути використана для швидкого
пошуку по базi даних, а також у розпiзнавання образiв в робототехнiцi. Тео-
ретичний аналiз показує важливiсть врахування дендритного дерева в моделi
нейрона, що може бути використано практично в побудовi нейроморфних архi-
тектур. Часова iнтеграцiя дозволяє представляти послiдовнiсть елементiв (на-
приклад, вiзуальних рис) в окреме представлення, що може бути асоцiйоване та
використане для розпiзнавання послiдовностi. Розроблена схема, що дозволяє
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навчати робота розпiзнавати новi об’єкти в режимi онлайн. Хоча є ще багато не-
вирiшених проблем, проте, результати даної роботи мають практичне значення
в побудовi роботiв з бiологiчно правдоподiбними алгоритмами навчання.
За результатами стажуваннi в лабораторiї Loria, м. Нансi, Францiя отрима-
но акт впровадження результатiв в роботу лабораторiї. Також, впроваджено в
навчальний процес КПI iм. Iгоря Сiкорського в курс «Нейроннi мережi».
Особистий внесок здобувача. Всi науковi результати, що складають основ-
ний змiст роботи та становлять наукову новизну, отриманi автором особисто.
Бiльшiсть публiкацiй, результати яких увiйшли в дану роботу автор опублiку-
вав особисто. Виняток становить робота [127] виконанi у спiвробiтництвi з коле-
гами, в якiй автор побудував модель асоцiативної пам’ятi, провiв комп’ютернi
симуляцiї та отримав аналiтичнi вирази оцiнки її ємностi.
Апробацiя результатiв дисертацiї. Науковi та практичнi результати до-
повiдались на семiнарах та наукових конференцiях:
∙ Осауленко В.М. На шляху до створення iнтелекту Philosophed 2015 мiж-
народна наукова конференцiя, ст. 47-49, Київ 2015.
∙ Осауленко В.М. Тестування простих моделей з дендритами для розрiдже-
ного бiнарного представлення зображень. XVII Мiжнародна науково-технiчна
конференцiя Штучний iнтелект та iнтелектуальнi системи. Artificial intelligence
and intellegent systems (aiis’2017), Київ 2017, c. 101-108
∙ Osaulenko V.M. New ideas to test for artificial neural networks inspired from
neuroscience Мiжнародна наукова конференцiя «Сучасна iнформатика: пробле-
ми, досягнення та перспективи розвитку» Iнституту кiбернетики iменi В.М.Глуш-
кова, 13-15 грудня 2017, c.82-83
∙ Osaulenko V.M. Learning of higher-order correlations improves capacity of an
association memory. Nonlinear analysis and applications 4rd International Conference
of memory of corresponding member of National Academy of Sciences of Ukraine
Valeriy Sergeevich MELNIK (1952 - 2007),NTUU KPI, Kyiv, Ukraine, April 04-06,
2018, p.76
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∙Osaulenko V.M. Model for sequence prediction based on dendritic spatiotemporal
integration. 20-th International conference on System Analysis and Information
Technology SAIT 2018, May 21-23, 2018 pp.36-37 Institute for Applied System
Analysis of National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic
Institute Kyiv, Ukraine
∙Osaulenko V.M. Dendritic nonlinearity provides high capacity sequence memory
FENS FORUM of neuroscience 2018, Berlin, p.368
∙ Makarenko O.S., Osaulenko V.M. Application of cellular automates in some
models of artificial intelligence. Конференцiя IЕЕЕ SAIC-2018, 2018, 1-4. 10.1109/-
SAIC.2018.8516837
∙ Науковому семiнарi при Навчально-науковому комплексi “Iнститут при-
кладного системного аналiзу” КПI iм. Iгоря Сiкорського (Київ, 2018).
Публiкацiї. Основнi результати дисертацiйної роботи опублiковано в 13 на-
укових працях у тому числi 6 статей у наукових фахових виданнях (з них 2
статтi у виданнях iноземних держав, 4 статтi у виданнях України, якi включенi
до мiжнародних наукометричних баз), 7 тез доповiдей в збiрниках матерiалiв
конференцiй.
Структура та обсяг дисертацiї. Дисертацiя складається зi вступу, чо-
тирьох основних роздiлiв, висновкiв, списку використаних джерел та додаткiв.
Робота викладена на 158 сторiнках i мiстить 132 сторiнок основної частини, 50
рисункiв, 1 таблицю i список використаних джерел iз 177 посилань.
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Роздiл 1
Короткий огляд нейронауки та навчання в спай-
ковiй нейроннiй мережi
Нервова система забезпечує багатоклiтинний органiзм здатнiстю до вижива-
ння. Це вiдбувається завдяки можливостi трансформувати рiзнi типи енер-
гiй(механiчну, електромагнiтну, гравiтацiйну) в електричнi iмпульси нейронiв,
що iнтегруються з мiльйонiв сенсорiв в цiлiсну модель середовища. Модель
створює передбачення майбутнього, що дозволяє прийняти правильнi рiшен-
ня та пiдготувати вiдповiднi моторнi команди. В основi роботи моделi лежить
розпiзнавання образiв на основi довго- та короткотривалої пам’ятi. Також, ва-
жлива iнформацiя видiляється через сигнали пiдкрiплення, такi як насолода,
бiль, новизна, подив та iншi, що викликають емоцiйну реакцiю. Залишається ще
не вирiшеною задача, як така модель навчається в режимi реального часу, має
велику ємнiсть та хорошу здатнiсть до розпiзнавання. Штучна система з таки-
ми ж можливостями, знайшла б повсюдне застосування в людськiй дiяльностi,
i тому триває пошук шляхiв її створення. Один з них це безпосереднє дослi-
дження роботи мозку людини, збирання всiх необхiдних бiологiчних фактiв та
побудова всеохоплювальної теорiї мозку, з урахуванням теорiї iнформацiї та
фiзичних принципiв. Iнший шлях алгоритмiчний, орiєнтований на вирiшення
задач, таких як класифiкацiя чи робота з текстом. Важливо поєднувати цi два
шляхи, бiологiчний та математичний, щоб зрозумiти яким чином iнформацiя
кодується i обробляється в живих органiзмах для створення розумних машин.
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1.1 Короткий огляд стану нейронауки
З початком комп’ютерної ери 40-х рокiв 20 столiття, люди сподiвалися, що на-
рештi буде вiдтворений розум в iншому носiї, окрiм бiологiчного, проте задача
виявилися надзвичайно складною. Питання, яким чином людина здатна пiзна-
вати, мислити, усвiдомлювати вивчали фiлософи протягом багатьох столiть.
По сьогоднiшнiй день досi немає всiма погодженого визначення iнтелекту та
шляхiв його створення, але схоже, що теперiшнє столiття дасть довгоочiкуванi
вiдповiдi [126].
Найкращий спосiб зрозумiти щось це його створити. Ще в часи античностi
люди розмiрковували про штучнi створiння, якi iнтелектуально зрiвнюються
з людьми. В часи середньовiччя намагалися описати роботу людини, як дуже
складнi механiзми. Але по справжньому почали науково вивчати нервову си-
стему з кiнця 19 столiття, коли Гольджi винайшов метод забарвлення нейронiв,
якi в звичайних умовах є прозорими. Використавши цей метод, iспанський вче-
ний Сантього Кахаль описав першi принципи органiзацiї нервової тканини, чим
самим поклав початок нейронауки. Нервова тканина складається з клiтин, якi
назвали нейронами. Вони мають довгi вiдростки: аксони та дендрити, через якi
нейрони з’єднуються мiж собою в мережi та обмiнюються iнформацiєю завдяки
електричним iмпульсам. Така взаємодiя мiльйонiв нейронiв забезпечує сприйня-
ття, пам’ять та iнтелектуальну поведiнку. Важлива особливiсть, на яку рiдко
звертають увагу, що нейрони живуть протягом всього життя органiзму. Це дає
неперервнiсть пам’ятi та особистостi, та впливає на пластичнiсть зв’язкiв, тобто
яким чином нейрони створюють, видаляють та пiдтримують зв’язки мiж собою.
Одна iз перших спроб формально описати роботу нейрона була зроблена
в 1907р. Нейрон був описаний як iнтегратор, i якщо його напруга перевищує






= 𝐼(𝑡) Якщо 𝑉 (𝑡𝑓) > 𝑉𝑡ℎ𝑟 : 𝑠(𝑡
𝑓) = 1, 𝑉 (𝑡𝑓) = 𝑉0 (1.1)
Тут 𝑉 (𝑡) напруга нейрона, яка змiнюється з часом пiд дiєю вхiдного сигналу
𝐼(𝑡) (тут i далi розмiрнiсть вольт). Якщо напруга бiльше певного порогу 𝑉𝑡ℎ𝑟, то
нейрон активується 𝑠(𝑡𝑓) = 1 i напруга скидається до початкового стану. Така
модель включає здатнiсть нейрона сумувати вхiдний сигнал вiд багатьох ней-
ронiв i генерувати iмпульс за певної умови. Проте, вона не включає згасаючий
доданок, що повертає нейрон в стан рiвноваги за вiдсутностi вхiдного стимулу
як це спостерiгається в реальних нейронах.
Наступна спроба була зроблена В. Маккалохом та В. Пiттсом в 1943 [112].
Математично, нейрон рахує суму вхiдних зв’язкiв 𝑥𝑖 помножену на їх силу 𝑤𝑖 i




⎧⎪⎨⎪⎩1, 𝑧 ≥ 𝑏0, otherwise (1.2)
Iдея схожа з попередньою моделлю, нейрон як функцiя вiд входу, порiвнює
свiй стан з граничним значенням i приймає два значення: 0 та 1. Проте, тут явно
заданi сили зв’язку та немає пам’ятi вiдносно попереднiх станiв. Схематично
модель зображена на рис.1.1. Саме з цiєї моделi почався розвиток нейронних
мереж i пiсля конференцiї 1956 року виник термiн "штучний iнтелект".
Далi, Розанблант в 1958 роцi заклав модель Маккалоха — Пiттса в основу
алгоритму персептрона, i показав, що вона здатна робити лiнiйну класифiкацiю
через змiну ваг 𝑤𝑖. Проте, в 1969 роцi Мiнскi та Пеперт опублiкували роботу
[117], в якiй показали обмеженiсть алгоритму, зокрема, неможливiсть нелiнiй-
ної класифiкацiї. Тодi було зрозумiло, що для бiльш складних задач потрiбно
обчислювати iнформацiю в багатьох шарах нейронiв, проте виникала проблема
з навчанням таких мереж. В даному напрямку працювали i українськi вченi,
зокрема, О. Iвахненко та О. Рiзник, що дослiджували навчання порогу актива-
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Рис. 1.1: Схематичне зображення нейрона Маккалоха — Пiттса
цiї нейронiв. Тим не менш, розвиток пiшов iншим шляхом. Вiдроу i Хофф [171]
у 1960 розширили модель нейрона, так, щоб вихiд був реальним значенням i
рахувався через сiгмоїду 𝜎(𝑥) = 11+exp (−𝑥) . Пiзнiше, в кiнцi 60-х та в серединi
70-х був винайдений спосiб навчання параметрiв багатошарових мереж через
алгоритм зворотного поширення похибки (backpropagation). Бiльшого пошире-
ння вiн здобув пiсля його перевинайдення в роботi Румелхарда, Хiнтона, Вiлсо-
на [150] 1986 року. З тих пiр почався новий виток розвитку нейронних мереж,
зокрема, напрямку навчання з учителем. Також, продовжувався обмiн iдей мiж
нейронаукою та формальними моделями. На основi робiт 60-x рокiв Хюбеля i
Вiзеля [72, 73] дещо пiзнiше у 1980 роцi була створена нейронна мережа пiд на-
звою неокогнiтрон [49], яка лягла в основу всiх подальших моделей згорткових
мереж.
В перiод кiнця 80-х до початку 10-х рокiв нейроннi мережi знайшли засто-
сування в розпiзнаваннi зображень, звуку, в задачах обробки природної мо-
ви та виникло багато їх варiацiй. Обмеженi машини Больцмана, автоенкодери,
згортковi нейроннi мережi доповнювали i значно покращували стандартнi ар-
хiтектури. Проте, поруч з нейронними мережами виникли iншi алгоритми, пiд
конкретнi задачi, якi часто працювали краще. Наприклад, метод опорних векто-
рiв (SVM) для класифiкацiї, або прихованi маркiвськi моделi (HMM) для задач
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з часовими послiдовностями довгий час показували найкращу ефективнiсть.
Однак, нещодавно стався новий виток розвитку нейронних мереж. В 2012 роцi
в роботi [95] показали, що багатошарова згорткова нейронна мережа навчена
на великiй кiлькостi зображень, змiненою активацiйною функцiєю для нейрона
та використанням нового методу регуляризацiї покращує похибку класифiкацiї
з 26% до 15.3%. Такий великий стрибок у точностi, викликав великий iнтерес
у спiльноти i з тих пiр виникло багато варiацiй даної мережi, якi досягають ще
кращих результатiв. Сукупнiсть методiв використання багатошарових нейрон-
них мереж з використанням великої кiлькостi даних називають DeepLeaning.
Незважаючи на великий успiх в прикладних задачах, бiльшiсть дослiдникiв
погоджуються, що одних методiв навчання з учителем Deep Lerning замало в
довгостроковiй перспективi для створення розумних машин. Вiдмiчається, що
ключовим напрямком має стати навчання без учителя, коли нейроннi мережi
використовуючи принципи самоорганiзацiї, iнтегрують та перетворюють iнфор-
мацiю таким чином, щоб вiдтворювати статистичнi закономiрностi та розподiл
ймовiрностей вхiдних даних. Гiпотетично, це має перетворити данi в зручний
спосiб, i тодi сигнал пiдкрiплення з середовища створює необхiднi асоцiацiї. То-
му поруч з класичними нейронними мережами розвиваються iншi пiдходи, з
iншими iдеями навчання [109].
Цiкаво, що фiзичнi закони можуть бути еквiвалентно описанi як причинно-
наслiдковi рiвняння, або як оптимiзацiя певної величини. Наприклад, в меха-
нiцi можна застосувати рiвняння руху або оптимiзувати функцiю Лаґранджа.
Схоже, що такий самий принцип може бути використаний i в областi нейронних
мереж. Класичнi нейроннi мережi слiдують напрямком оптимiзацiї, зменшуючи
функцiю похибки. Альтернативнi пiдходи, зокрема, з обчислювальної нейрона-
уки, будують висхiднi причинно-наслiдковi моделi, якi легше аналiзувати, але
важче навчати.
В 90-х роках почали активно розвиватися спайковi нейроннi мережi, якi ще
називають третiм поколiнням нейронних мереж [107]. Перше поколiння викори-
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стовувало нейрон Маккалоха — Пiттса, друге – лежить в основi Deep Learning,
третє – використовує складнiшi моделi нейронiв, наближенi до реальних, що
керують станом нейрона в часi в залежностi вiд вхiдного збудження та внутрi-
шньої динамiки. Данi нейрони мають бiнарний вихiд, як i в першому поколiннi,
але сам стан нейрона може описуватися багатьма iншими змiнними, що вiдслiд-
ковують пам’ять минулої активацiї.
Найпростiшою спайковою моделлю нейрона є модель дисипативна iнтегруй-




= −𝑉 (𝑡) + 𝐼(𝑡)
𝑉 (𝑡𝑓) > 𝑉𝑡ℎ𝑟 : 𝑠(𝑡
𝑓) = 1, 𝑉 (𝑡𝑓) = 𝑉0
(1.3)
де 𝑉 (𝑡) напруга на мембранi, що описує стан нейрона, 𝐼(𝑡) зовнiшнє збуре-
ння, або вiд електрода, або вiд iнших нейронiв, 𝑉𝑡ℎ𝑟, 𝑉0 - параметри порогу та
початкового стану. Якщо 𝑉 > 𝑉𝑡ℎ𝑟 нейрон стає активний 𝑠 = 1, або ще кажуть,
генерує спайк. Модель якiсно враховує суть роботи бiологiчного нейрона, але
не має пам’ятi про iсторiю активностi, так як кожний спайк скидає напругу до
початкового значення i стирає пам’ять. I тому, ця модель не може вiдтворити
ряд спостережуваних феноменiв, таких як адаптацiя чи пучкоподiбна актив-
нiсть. Iншi моделi використовують двi змiннi для опису динамiки нейрона i є
значно точнiшими. Типовими прикладами є моделi Iжiкевича [79] та адаптивна








= 𝑎(𝑉 − 𝑏)− 𝑤
𝑉 (𝑡𝑓) > 𝑉𝑡ℎ𝑟 : 𝑠(𝑡
𝑓) = 1, 𝑉 (𝑡𝑓) = 𝑉0
(1.4)
Де 𝑓(𝑉 ) = 𝑔(𝑉 −𝐸) + 𝑔 exp 𝑉−𝑉𝑇Δ𝑇 , та 𝑎, 𝑏, 𝑔, 𝐸, 𝑉𝑇 ,∆𝑇 , 𝑉𝑡ℎ𝑟 - параметри. Така
модель є дещо складнiшою, за просту одномiрну, але є значно простiшою за
детальну модель Ходжкiна-Хакслi - першу модель, яка математично описала
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Рис. 1.2: Моделi активацiї спайкових нейронiв. Залежнiсть бiологiчної подiбно-
стi поведiнки моделi(кiлькiсть рис) вiд її обчислювальної складностi(FLOPS).
Модель Ходжкiна—Хакслi внизу справа, найбiльш детальна, але й найбiльш
обчислювально затратна. [77]
роботу нейрона, i яку було вiдзначено Нобелiвською премiєю. Рiзнi моделi та
їх ефективнiсть добре iлюструє рис. 1.2 з роботи Iжiкевича [77]. По осi абсцис
вiдкладено точнiсть вiдтворення бiологiчних феноменiв, по осi ординат - обчи-
слювальну складнiсть. Як видно модель Ходжкiна-Хакслi та iнтегруй-активуй
знаходяться по рiзних кiнцях, з багатьма моделями посерединi.
Математичний апарат динамiки моделi нейронна розроблений досить доско-
нало, який дає змогу вiдтворити активацiю бiологiчного нейрона. Проте, реаль-
ний нейрон надзвичайно пластичний, тобто змiнює свої параметри у вiдповiдь
на зовнiшнє середовище. В цi параметри включаються зв’язки вiд iнших нейро-
нiв та змiннi, що керують внутрiшньою динамiкою. Для повного опису роботи
бiологiчного нейрона потрiбно знати просторово-часовий розподiл та тип iонних
каналiв на поверхнi мембрани, на кiнцях аксонiв та на дендритних шипиках, а
також, скорiш за все, молекулярно-генетичнi процеси, якi керують динамiкою
перерозподiлу цих каналiв. В iдеальному випадку, поки що, такий опис не є мо-
жливий. Також, всi правила пластичностi не вiдомi, i тому на рiвнi нейронних
мереж, коли нейрони впливають друг на друга, не вдається точно описати ди-
намiку, яка б повнiстю вiдтворювала бiологiчну. В рамках Human Brain Project
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[111] було створено реконструкцiю 0, 3мм2 кори головного мозку, в якiй описали
тип та розташування близько 30 тисяч нейронiв, з їх зв’язками, електричними
та морфологiчними властивостями. Однак, потрiбно додавати феноменологiчнi
правила для змiни параметрiв цих нейронiв з часом.
Окрiм самої моделi нейрона, важливою є його морфологiя, тобто форма ден-
дритного дерева. За останнi 20 рокiв, отримано вичерпнi докази, що дендритнi
сегменти не лише збирають зовнiшнi сигнали, але й виконують власнi обчислю-
вання. Було показано, що завдяки наявностi потенцiал або кальцiй залежних
iонних каналiв, iнтеграцiя вхiдної активностi вiдбувається нелiнiйно, тобто сума
iндивiдуальних ваг синапсiв не дорiвнює сумарнiй активацiї, яку вони створю-
ють. Бiльш детально дендритним обчислюванням присвячено другий роздiл, де
показано в деталях бiологiчнi факти, та як вони приводять до вищої ємностi
пам’ятi в мережi.
Принципи кодування iнформацiї
Напрямок обчислювальної нейронауки, що використовує спайковi нейроннi ме-
режi стикається не тiльки з проблемами навчання мережi, але i з бiльш гло-
бальними, наприклад, як кодується iнформацiя i яку задачу повиннi виконувати
нейрони.
Якщо вставити один електрод в нейрон, а iнший тримати ззовнi, то мiж ни-
ми виникає напруга, яка час вiд часу змiнюється стрибками. На осцилографi цi
стрибки нагадують шипи, що з англiйської перекладається як спайк (spike), то-
му часто замiсть електричного iмпульсу чи потенцiалу дiї говорять, що нейрон
генерує спайк. У вiдповiдь на певнi стимули частота спайкiв росте, тому пер-
ше природне припущення було, що нейрон кодує iнформацiю частотою спайкiв.
Особливо це спостерiгається в периферiйнiй нервовiй системi, що вiдповiдає за
сприйняття сенсорної iнформацiї та реалiзацiю моторних команд. Чим бiльша
частота активацiї нейрона, тим сильнiший стимул, або тим сильнiше, напри-
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клад, стискається м’яз. Також, Хюбель i Вiзель [71] показали, що нейрони у
вiзуальнiй корi головного мозку активуються з бiльшою частотою на свiй хара-
ктерний стимул, i частота зменшується, якщо стимул змiнюється. На рис. 1.3
показно криву залежностi частоти спайкiв вiд орiєнтацiї нахиленої лiнiї, що по-
трапляє в рецептивне поле нейрона у первиннiй вiзуальнiй корi головного мозку
V1. Як видно, при змiнi нахилу лiнiї, частота активацiї нейрона падає.
Рис. 1.3: Крива частоти
активацiї нейрона в зале-
жностi вiд стимулу
З часом були отриманi новi результати коду-
вання iнформацiї в реальних нейронних мережах,
що показали, що надзвичайно важливо не тiльки
частота активацiї нейрона, але й час iндивiдуаль-
них спайкiв. Зокрема, форма пластичностi STDP,
про яку йтиметься далi, залежить вiд часу актива-
цiї двох нейронiв. Також, серйозним аргументом
проти частотного кодування в сенсорнiй корi го-
ловного мозку є спостереження, що людина роз-
пiзнає зображення близько за 100 мс, при тому,
що iнформацiя поширюється через 6-8 шарiв ней-
ронної мережi. Враховуючи час передачi спайку
по аксонах (3-10 мс), генерацiю спайку(2-5 мс), та
передачi сигналу в синапсах (1-2 мс), для узгодження зi швидкiстю обробки
iнформацiї один нейрон може передати максимум 1-2 спайки з яких неможли-
во визначити частоту. Тому, сходяться на думцi, що питання взагалi має бути
поставлено по iншому, зокрема, а що ж кодує нейрон?
В 90-х роках з’явилася концепцiя "нейрона бабусi"суть якої в тому, що якщо
людина дивиться на свою бабусю, то певний нейрон в мозку активується який її
закодує. Така iдея пов’язана з експериментальним спостереженням, що, дiйсно,
мiряючи активнiсть певного нейрона, спостерiгається велика кореляцiя зi сти-
мулом. Таке кодування називається локальне, так як стимул кодується одним
нейроном. Проте, згiдно сучасного уявлення, iнформацiя кодується групою ней-
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ронiв, що називають популяцiйним кодуванням. В експериментi з мавпами зчи-
тувалася активнiсть моторної кори головного мозку при русi руки [52], i було
показано, що, наприклад, при русi вверх, певна групу нейронiв активна. а при
русi вниз, активна iнша група. Один нейрон з групи може активуватися i для
рiзних напрямкiв, але вся сукупнiсть нейронiв унiкально кодує рух.
Пiзнiше, було показано, що принцип популяцiйного кодування може вiдбува-
тися не тiльки в моторнiй корi, але i в сенсорнiй. Спостерiгаючи за кодуванням
в корi мозку, що вiдповiдає за дотик у мишей, було показано, що нейронна
мережа у вiдповiдь на стимул активується групами нейронiв, i що цi групи роз-
подiленi по всiй мережi, i що активнiсть сильно розрiджена, тобто вiдношення
кiлькостi активних нейронiв до всiх нейронiв значно менше одиницi [105]. Такий
принцип називають розрiдженим розподiленим кодуванням, i воно присутнє в
iнших частинах кори головного мозку у рiзних тварин [125]. На рис. 1.4а чер-
воним зображено активнi нейрони в рiзнi моменти часу, iлюстрацiя вiдтворює
данi з активностi соматосенсорної кори гризунiв. Цiкаво, що в цьому випад-
ку бiологiчнi спостереження узгоджується з теоретичними результатами теорiї
iнформацiї. Моделi, що використовують розрiджене кодування збiльшують єм-
нiсть асоцiативної пам’ятi, а також мають ряд iнших обчислювальних переваг
[68, 82, 83]. Про це буде йти в другому роздiлi.
Також, важливо як розподiлена в часi розрiджена активнiсть. Нейроннi ме-
режi працюють ритмiчно, тобто активнiсть розподiлена не хаотично, а згрупо-
вана в моменти часу, в якi синхронно багато нейронiв активнi. Про таку ритмi-
чнiсть знали вже давно, ще внаслiдок вимiрiв електроенцефалограми, проте з
появою мультиелектродних зчитувачiв, якi мiряють активнiсть безпосередньо з
великої кiлькостi нейронiв, порядку 100, змогли детальнiше дослiдити часовий
розподiл генерацiї спайкiв. В результатi виникла гiпотеза про пакетну переда-
чу iнформацiї [106], де iнформацiя з однiєї областi в iншу передається пакетом
спайкiв. На рис. 1.4бпоказано активацiю 40-ка нейронiв (по вертикальнiй осi),
протягом двох секунд вимiрювання. Видно, що активнiсть згрупована в певнi
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Рис. 1.4: а) Iлюстрацiя розрiдженої активностi нейронiв. В кожен момент часу
активується лише мала частина нейронiв. Данi з соматосенсорної кори гри-
зунiв [105]. б) Активацiя 40-ка нейронiв (по вертикальнiй осi), протягом двох
секунд вимiрювання. Червоним показано усереднену активацiю популяцiї ней-
ронiв. Спостерiгається групова активнiсть нейронiв при реакцiї на стимул, так
i при спонтаннiй активацiї [106].
моменти часу. Синхронна активнiсть має вирiшальну роль в навчаннi, увазi та
свiдомому сприйняттi [160].
Динамiка активностi реальних мереж надзвичайно складна, i до кiнця не
зрозумiла. Вважається, що змiна активностi в часi, вiдображає динамiку ре-
ального свiту, зокрема, виконується фундаментальна функцiя - навчання по-
слiдовностей. Можна говорити про часову асоцiативну пам’ять, яка з’єднує
рiзнi популяцiї нейронiв, що кодують подiї в рiзнi моменти часу. Наприклад,
м’яч котиться i падає з столу. Нейрони, якi кодують м’яч у рiзнi моменти часу,
з’єднуються в послiдовному порядку. I в майбутньому, коли м’яч тiльки по-
чне котитися, нейрони активують всю послiдовнiсть ранiше, нiж реальнiсть, i
буде вiдбуватися передбачення, що м’яч має впасти. Вважається, що саме зав-
дяки навчанню послiдовностей, що вiдображають причинно-наслiдковi зв’язки,
з’являється базове уявлення про фiзичнi закони [62], як то рух по прямiй чи
рух сонця зi сходу на захiд.
Як доказ, багато експериментальних даних свiдчить про те, що послiдов-
на активнiсть нейронної мережi вiдтворює послiдовнiсть сенсорного досвiду.
Наприклад, у гiпокампi мишей перед входом у вiдомий лабiринт, вiдбувається
послiдовна активацiя нейронiв, що були колись активнi при перемiщенi в ла-
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бiринтi [15]. Таким чином, вiдбувається елементарне передбачення через про-
кручування досвiду. Нейрони у звуковiй корi, також активуються послiдовно,
вiдтворюючи послiдовнiсть звукiв, що вони кодують [87]. Третiй роздiл роботи
присвячений навчанню послiдовностей, тому бiльше бiологiчних деталей буде
представлено згодом, зокрема, якi можливi бiологiчнi основи передбачення та
iнтеграцiї послiдовностi.
Потiк iнформацiї в бiологiчних нейронних мережах
Важливо зазначати бiльш глобальнi принципи перетворення iнформацiї в нер-
вовiй системi. Близько 1 млрд рецепторiв з очей, шкiри, м’язiв, внутрiшнiх ор-
ганiв, вух, нюху, смаку, вестибулярної системи сприймають iнформацiю з зов-
нiшнього середовища i перенаправляють в подальшу обробку. Мета первинних
центрiв нервової системи iнтегрувати всю цю iнформацiю в єдину модель, що
вiдображає регулярностi в середовищi. Такi регулярностi можуть бути просто-
ровими, наприклад, у вiзуальнiй iнформацiї вiдображається наявнiсть напрям-
лених граней об’єктiв, або часовими, наприклад, причинно-наслiдковi подiї, як
рух по прямiй.
Основнi етапи поширення iнформацiї зазначено на рис. 1.5 з роботи Дж.
Лiсмана [103]. Спершу, iнформацiя проходить первинну обробку в сенсорних
органах. Наприклад, у сiткiвцi вiдбувається зменшення розмiрностi з 100 млн
фоторецепторiв до 1 млн ганглiальних клiтин. Далi, iнформацiя направляється
через таламус, який дiє як передавач i модулятор в кору головного мозку. А
також по паралельним шляхам, передаються сигнали в iншi пiдкортикальнi
структури для швидкої несвiдомої обробки. Такi короткi шляхи дають швидку
реакцiю на загрозливi стимули, i тому органiзм має бiльше шансiв вижити.
Кора головного мозку видiляє регулярностi у вхiдних даних та спiввiдносить
їх мiж собою. Гiпокамп, завдяки наявностi багатьох рекурентних зв’язкiв ство-
рює асоцiацiї мiж високорiвневими концепцiями, що вiдiграє важливу роль у
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Рис. 1.5: Поширення iнформацiї в основних областях мозку [103].
формуваннi епiзодичної пам’ятi. Префронтальна кора є ще вищим iєрархiчним
рiвнем, який поєднує та зберiгає iнформацiю в робочiй пам’ятi з рiзних частин
мозку. Префронтальна кора найменш вивчена, але вiдомо що вона приймає ва-
жливу роль в прийнятi рiшень, формує довгостроковi передбачення та зберiгає
типову поведiнку, в контекстi багатьох ситуацiй, що формує особистiсть. Вся ця
обробка iнформацiї слугує для виконання правильних моторних команд, тоб-
то керує поведiнкою тварини. Моторна кора разом з базальними ганглiями та
мозочком визначають, яка команда i як саме буде виконана.
Пiдкортикальнi структури вже досить добре вивчено. Отримано iнформа-
цiю про їх зв’язки та функцiї. Але, досi немає розумiння про принципи обробки
iнформацiї в корi головного мозку. Нейрони в корi органiзованi латерально у
шари, яких видiляють вiд 5 до 9 залежно вiд областi мозку, та у колонки, вер-
тикально органiзованих нейронiв. На рис. 1.7 схематично показано органiзацiю
нейронiв в кортикальну колонку висотою 1.6 мм та дiаметром 23 мкм. Червоним
показано дендрити, якi простягаються вздовж всiх шарiв до поверхнi кори, а
синiм – аксони, якi виходять до iнших областей. Всього в такiй колонцi близько
100 нейронiв. Залишається вiдкритим питанням чи така органiзацiя має фун-
32
(а) (б)
Рис. 1.6: a)Зв’язки у кортикальних шарах [60], б)Ймовiрнiсть зв’язкiв мiж ша-
рами [111]
кцiональну роль, чи це просто наслiдок процесiв розвитку нервової системи.
В. Маункастл показав [119], що нейрони в межах однiєї кортикальної колонки
мають схоже рецептивне поле, тобто реагують на один i той самий стимул з пев-
ної областi рецепторiв схожим чином. Було висунуто припущення Ф.Крiком, що
реагуючи схожим чином i проектуючи свої аксони в рiзнi частини мозку, нейро-
ни в межах кортикальної колонки можуть передавати одну i ту ж iнформацiю
багатьом iншим нейронам.
Видiляють канонiчнi нейроннi зв’язки локально в межах шарiв [35, 60], якi
повторюються по всiй корi 1.6а. Таламус проектує аксони в основному в шари 4
та 6, у вiдношеннi близько 1 до 100, тобто на 1 нейрон з таламусу, припадає 100
нейронiв у корi. Припускається, що завдяки бiльшiй кiлькостi нейронiв в корi
забезпечується розрiджена активацiя [125]. Часто видiляють основнi напрям-
ки передачi активностi. Наприклад, нейрони з 4-го шару передають сигнал в
шар 2/3 який потiм передає сигнал в шари 4 та 2/3 iншої колонки, та проектує
зв’язки в шар 5 своєї колонки. Шар 5, далi посилає сигнал на ядра таламус ви-
щого порядку, або прямо на iєрархiчно вищi рiвнi кори. Однак, останнiм часом
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приходять до згоди, що такi схематичнi зображення зв’язкiв дуже спрощений
погляд на кору, опис насправдi ймовiрнiсний як видно з рис. 1.6б. Нейрони з
одного шару роблять зв’язки майже зi всiма iншими шарами [111] з рiзною ймо-
вiрнiстю. Проте, залишається специфiчнiсть, коли певнi типи нейронiв зовсiм
не створюють зв’язки з iншими типами нейронiв. Також, важливо не тiльки
чи два нейрони зв’язанi, а де саме на поверхнi нейрона утворюються зв’язки.
Наприклад, один тип нейронiв iнгiбiторiв створює контакти на самiй клiтинi
або на виходi аксону, що може повнiстю скасувати активнiсть. Iнший тип iнгi-
бiторiв, створює зв’язки на дендритах, тим самим лише модулюючи активнiсть
нейрона.
Така складнiсть та рiзноманiтнiсть породжує багато можливих теорiї та гi-
потез, якi намагаються пояснити суть обчислень в корi. Одна з гiпотез, що ней-
рони в первинних сенсорних областях вивчають розподiл ймовiрностей вхiдних
даних. Нейрони спецiалiзуються на певних стимулах, наприклад, похилi лiнiї,
кути, решiтки, якi зустрiчаються найчастiше у вiзуальнiй iнформацiї. Причому,
кодування вiдбувається з втратами, подiбно до алгоритмiв квантизацiї векто-
рiв (vector quantization). Особливої уваги заслуговують алгоритми розрiджено-
го кодування (sparse coding) [43] та алгоритм незалежного аналiзу компонент
(ICA) [12]. Перший будує набiр словникiв-зображень, лiнiйна комбiнацiя малої
кiлькостi яких, добре вiдтворює зображення. Другий будує набiр фiльтрiв, якi
генерують зображення з максимальною взаємною iнформацiєю до вхiдного. I
перший i другий алгоритми породжують фiльтри селективнi до лiнiй рiзного
нахилу, кутiв, подiбно до спостережуваних в вiзуальнiй системi мишей та мавп.
Характерною рисою поширення iнформацiї в корi є iєрархiчна органiзацiя
нейронних мереж [42] . Верхнi рiвнi iєрархiї iнтегрують iнформацiю з нижнiх
i мають доступ до бiльших рецептивних полiв, а отже об’єднують сигнали з
бiльшої кiлькостi рецепторiв. Також, важливим є факт наявностi великої кiль-
костi зворотних зв’язкiв, iнколи навiть бiльшої, нiж прямих. Точно невiдомо
чому нейрони з вищих рiвнiв надсилають багато аксонiв до нижнiх, проте при-
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Рис. 1.7: Кортикальна колонка [119]
пускають багато гiпотез, таких як необхiднiсть робити передбачення [145, 48],
уточнення апрiорного розподiлу в рамках баєсiвського пiдходу [100, 86], або ж
передача контексту для покращення розпiзнавання чи передбачення послiдов-
ностей [161, 149].
Загальна картина наступна, нейронна мережа, влаштована модульно та iє-
рархiчно. Кожний рiвень обробляє iнформацiю, та обмiнюється з iншими рiв-
нями. При цьому часто використовується розрiджено розподiлений код який
передається пакетами. В рамках одного рiвня вiдбувається навчання без учите-
ля коли вiдображається вхiдний розподiл ймовiрностей. Рiзнi рiвнi з’єднуються
асоцiативними механiзмами подiбними до хеббiвського навчання.
Дана робота слiдує поглядам, що iснують абстрактнi принципи обробки iн-
формацiї, якi через еволюцiю знайшли бiологiчну реалiзацiю. I тому, основна




Ключовим питанням в дослiдженi мозку є питання навчання, або в термiнах
нейронауки, питання нейронної пластичностi. Вже вiдкрито багато молекуляр-
них механiзмiв, яким чином синапс одного нейрона з’єднується, пiдсилюється,
або видаляється вiд дендрита iншого нейрона. Для спрощення опису змiни сили
зв’язку, користуються феноменологiчними правилами, якi якiсно та кiлькiсно
описують навчання, не вдаючись до бiологiчної реалiзацiї. Найбiльш вiдомим
феноменологiчним правилом є правило Хебба [67], яке формулюється так: якщо
нейрон А бере участь в активацiї нейрона В, то вiн пiдсилює зв’язки до нього.
Математично це може бути виражено як ∆𝑤𝑖𝑗 = 𝑥𝑖𝑦𝑗, де 𝑥, 𝑦 активацiї двох
нейронiв, а ∆𝑤 змiна сили зв’язку мiж ними. Пiзнiше виникло багато модифi-
кацiй цього правила, якi здебiльшого намагаються усунути два найсуттєвiших
недолiки: а) правило Хебба працює як позитивний зворотнiй зв’язок, тому два
нейрони будуть пiдсилювати зв’язок мiж собою до нескiнченностi, б) правило
не передбачає механiзму зменшення сил зв’язкiв за умови додатних активацiй.
Найвiдомiший продовженням правила Хебба стало правило BCM [16], яке
зменшує вплив недолiкiв та краще спiввiдноситься з експериментами. Основне
нововведення це додавання гомеостатичної пластичностi, яке враховує акти-
вацiю нейрона на довгих промiжках часу, та повертає нейрон в оптимальний
режим роботи.




= −𝜃 + 𝑦
(1.5)
Тут з’являється доданок який враховує 𝑥𝑦2 взаємодiю, та 𝜃 що вiдслiдковує
усереднену активнiсть нейрона 𝑦. Iншим, також вiдомим правилом, що уникає
насичення зв’язкiв, є правило Оджа [124], яке обчислювально знаходить першi
принциповi компоненти у вхiдних даних.
Проблема цих правил навчання в тому, що вони не враховують час надхо-
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дження спайкiв, вiд якого може залежати сила зв’язку. В 1997 роцi показали
[110], що зв’язки мiж нейронами А та В, змiнюються в залежностi вiд вiдно-
шення часу надходження спайку вiд нейрона А до часу активацiї нейрона В.
Зв’язок пiдсилюється, якщо активацiя вiд нейрон А вплинула на нейрон В i
вiн пiсля цього став активний, але якщо нейрон В став активний до того, як
надiйшла активацiя вiд нейрона А, то зв’язок послаблюється. Величина змiни
зв’язку залежить вiд вiдносного часу активацiї двох нейронiв: чим ближча в
















де 𝐴+, 𝐴−, 𝜏𝑥, 𝜏𝑦 - константи, 𝑠𝑖 =
∑︀𝑛
𝑖=1 𝛿(𝑡− 𝑡𝑓𝑖 ) - сума дельта функцiй, що
враховує всi спайки нейрона. Дане правило краще передбачає результати екс-
периментiв, але пiзнiше було показано [156], що правила пластичностi значно
складнiшi, вони мають враховувати i вiдносний час мiж спайками, i частоту
спайкiв, i мiсце на дендритному деревi, i активацiю iнших сусiднiх чи вiддале-
них синапсiв. Реальнi механiзми навчання бiологiчних нейронних мереж над-
звичайно рiзноманiтнi i складнi, тому дуже важко правильно їх всiх врахувати
в одну модель.
Триплетна STDP частково виправляє зазначенi проблеми, i в поєднаннi з ге-
теросинаптичними гомеостатичними механiзмами може пiдтримувати стабiль-
ну активацiю мережi, яка може працювати як автоасоцiативна пам’ять [177].
Час навчання та ємнiсть мережi показують значно гiршi показники порiвняно з
iншими, менш бiологiчно деталiзованими, моделями асоцiативної пам’ятi. Про-
те, як писалося вище, важливо видiлити, якi обчислювання виконують нейроннi
мережi, щоб легше було зрозумiти, якi правила навчання мають бути. Вважає-
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ться, що ключовим механiзмом пам’ятi є створення асоцiацiй, тому в наступно-
му пiдроздiлi розглядається бiологiчно правдоподiбна модель, що поєднує рiзнi
види навчання нейрона для зв’язування нейрона з активною популяцiєю.
1.2 Двомiрна модель пластичностi
Спайковi нейроннi мережi вважаються перспективними в побудовi адаптивних
систем з навчанням i пам’яттю, що вiдтворюють характеристики живих ор-
ганiзмiв. Використання математичних моделей, що вiдтворюють динамiку ре-
ального нейрона призводить до складної i рiзноманiтної поведiнки в штучних
системах. Головна задача – це вияснити, як з хаотичної динамiки з’єднаних в
мережу тисяч нейронiв отримати здатнiсть запам’ятовувати велику кiлькiсть
стимулiв i потiм їх вiдтворювати i розпiзнавати. Ми ще знаходимося на ранньо-
му етапi, так як досi залишається до кiнця не зрозумiлим яким чином кодується
iнформацiя в таких нейронних мережах i в мозку в цiлому.
Реальний бiологiчний нейрон використовує багато механiзмiв, якi забезпе-
чують стабiльне навчання на великих промiжках часу, такi як, гомосинаптичнi
хеббiвськi та гетеросинаптичнi гомеостатичнi механiзми [177], а також механi-
зми, що змiнюють структуру мережi через створення i видалення зв’язкiв [41].
Окремi механiзми добре вивченi i побудованi математичнi моделi, проте зали-
шається проблема їх об’єднання в єдину робочу модель.
В цьому пiдроздiлi представлена модель, що об’єднує навчання з пiдкрi-
пленням та навчання без учителя з використанням гомеостатичних механiзмiв.
Модель навчання включає двi змiннi, якi вiдслiдковують силу зв’язку мiж ней-
ронами на двох рiзних часових масштабах. Завдяки взаємодiї змiнних мiж со-
бою, вдалося включити швидке пiдсилення зв’язку при надходженнi сигналу
пiдкрiплення, а також формування стiйких зв’язкiв до статистично частiших
вхiдних стимулiв. Гомеостатичний механiзм слугує формою швидкого негатив-




Представлена модель подiбна до iснуючих пiдходiв з використанням допомi-
жних слiдiв (eligibility traces), де додаткова змiнна вiдслiдковує нещодавню
активнiсть, i у разi надходження сигналу пiдкрiплення пiдсилює зв’язок [47].
Проте, в даному випадку, змiнна, що вiдслiдковує нещодавню активнiсть ви-
ступає сама як сила зв’язку, i тому має мiсце форма короткострокової пам’ятi.
Також, в поєднаннi з повiльною змiнною, можливо впровадити навчання без
учителя, де нейрон вибирає статистичнi закономiрностi з вхiдного сигналу.
В моделi було симульовано один вихiдний нейрон, який отримує сигнал вiд
100 вхiдних нейронiв. Ваги тiльки додатнi, тому вхiднi нейрони можуть тiльки
збуджувати вихiдний. В якостi моделi нейрона використано стандартну диси-




= 𝑔leak(𝑢rest − 𝑢) + 𝑔𝐴𝑀𝑃𝐴(𝑡)(𝑢𝐴𝑀𝑃𝐴 − 𝑢) (1.7)
Якщо 𝑢 > 𝑢𝑡ℎ𝑟, то напруга скидається 𝑢 = 𝑢𝑟𝑒𝑠𝑡 i нейрон генерує спайк.









Таким чином 𝑔𝐴𝑀𝑃𝐴 збiльшується на 𝑤𝑖 в момент надходження спайку вiд
i-го вхiдного нейрона. 𝑆𝑖(𝑡) =
∑︀
𝑓
𝛿(𝑡− 𝑡𝑓𝑖 ) , де 𝛿() – функцiя Дiрака (дельта фун-
кцiя) i 𝑡𝑓𝑖 – час надходження спайку. Змiна сили зв’язку описується наступним
чином:
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Рис. 1.8: Схематичне зображення мережi. 100 вхiдних нейронiв з активацiєю
за розподiлом Пуассона. 1 вихiдний описується через стандартну дисипативна
модель спайкових нейронiв iнтегруй-активуй. Подається вхiдний патерн – 10-
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Це власне i є запропонована модель, детальне пояснення якої буде дано ниж-
че. Тут 𝑥, 𝑝𝑠𝑙𝑜𝑤 слiди спайкiв для вхiдного нейрона i 𝑝 – для вихiдного. Слiд ро-













= −𝑝𝑠𝑙𝑜𝑤 + 𝑆𝑝𝑜𝑠𝑡(𝑡)
(1.10)
Симуляцiя виконувалась наступним чином. 100 вхiдних нейронiв генерували
випадково спайки з розподiлом Пуассона з частотою 𝜈𝑏𝑔 = 1𝐻𝑧. Вхiдний патерн
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це група з 10-15 нейронiв зi збiльшеною частотою активацiї 𝜈𝑖(𝑡) = 𝜈
𝑏𝑔
𝑖 + 𝜇𝑖(𝑡),
де 𝜇𝑖(𝑡) = 19𝐻𝑧. Схематичне зображення мережi дано на Рис 1.8.
Симуляцiя була виконана в мовi програмування Python з використанням бi-
блiотеки Brian2. Код програми з деталями реалiзацiї та значеннями параметрiв
доступний на https://github.com/hronoses/ProjectOne.
Огляд моделi
Сила зв’язку мiж двома нейронами пов’язана з кiлькiстю i ефективнiстю АМ-
ПА рецепторiв, що регулюється через взаємну активнiсть вхiдного i вихiдно-
го нейронiв. АМПА рецептори розмiщуються на шипику, малому дендритному
вiдростку, який приймає, обробляє i зберiгає сигнал вiд вхiдного нейрону. Всi
основнi збуджуючi нейрони головного мозку на мiсцях контакту з iншими ней-
ронами утворюють шипики i вважається, що це є субстратом пам’ятi. Визначе-
ння сили зв’язку залежить не тiльки вiд моменту навчання, але й вiд динамiки
стану шипика, яка має повiльний масштаб часу i залежить вiд iнших рецепторiв
i регуляторних бiлкiв. Тому, пропонується розрiзняти мiж моментальним зна-
ченням сили зв’язку i динамiчним станом шипика, який впливає на значення
сили зв’язку i пiсля синхронної активацiї вхiдного i вихiдного нейронiв.
Також, необхiднiсть опису зв’язку мiж нейронами кiлькома змiнними ви-
никає при навчаннi з пiдкрiпленням. Вважається, що нейрон повинен вiдслiд-
ковувати нещодавню активнiсть щонайменше протягом 1-5 секунд, щоб при
надходженнi сигналу пiдкрiплення лише потрiбнi синапси пiдсилили зв’язок.
Для цього вводять додаткову змiнну, яку в лiтературi називають допомiжним
слiдом(eligibility trace). Нещодавно встановлено, що це теоретичне припущення
має мiсце в реальному нейронi [66]. Детальнi молекулярнi механiзми ще мають
бути виясненi, але потенцiйнi кандидати – певнi кiнази i фосфатази, що регулю-
ють силу зв’язку через модуляцiю кiлькостi та ефективностi АМПА рецепторiв,
мають часовий масштаб залишкової активностi порiвняний з тим, що має до-
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помiжний слiд в теоретичних моделях. Тому, є пiдстави надати допомiжному
слiду фiзичної iнтерпретацiї, що й робиться в представленiй моделi.
Iнша важлива риса при формуваннi сили зв’язкiв – це стабiльнiсть. Хеб-
бiвське правило, яке каже, що зв’язки мiж нейронами А i Б пiдсилюються,
якщо нейрон А бере участь в активацiї Б, за своєю природою має позитивний
зворотнiй зв’язок, тобто збiльшення сили зв’язку призводить до збiльшення
активацiї, яка в свою чергу ще бiльше збiльшує зв’язок. В бiологiчних мережах
стабiльнiсть забезпечується завдяки багатьом механiзмам, через збалансовану
активацiю пригнiчуючих нейронiв [3], коротко-часове пригнiчення чи швидку
форму гомеостазу [27, 58, 75]. В математичних моделях хеббiвське правило має
бути доповнене стабiлiзуючими механiзмами, i як було нещодавно показано, та-
ке доповнення, веде до формування асоцiативної пам’ятi в спайкових нейронних
мережах [177].
Пiдсумовуючи, запропонована модель базується на кiлькох iдеях:
∙ Є двi змiннi, що описують силу зв’язку мiж двома нейронами: швидка i
повiльна. Цi змiннi взаємодiють мiж собою на рiзних часових масштабах.
∙ Повiльна змiнна описує стан шипика i може швидко зрiвнятися зi швид-
кою, при надходженнi сигналу пiдкрiплення.
∙ Нейрон повинен мати частоту активацiї в певних межах. Гомеостатична
пластичнiсть забезпечує цю стабiльнiсть через масштабування сил зв’язку.


















𝑤 - швидка змiнна, миттєве значення сили зв’язку, 𝑤𝑠 - повiльна змiнна, опи-
сує стан шипика. M – сигнал пiдкрiплення, 𝑀 = 1 без сигналу. 𝐻𝑒𝑏𝑏 та 𝐻𝑜𝑚𝑒𝑜
описують гомосинаптичну хеббiвську пластичнiсть та гетеросинаптичну гомео-
статичну пластичнiсть вiдповiдно. Також повинно мати мiсце спiввiдношення
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Рис. 1.9: Зображення еволюцiї швидкої та повiльної змiнних. А: зображення
динамiки двох змiнних при одному моментi навчання. В: повторення навчання,
призводить до збiльшення сили зв’язку. С: сигнал пiдкрiплення, майже миттєво
збiльшує силу зв’язку
часових масштабiв 𝜏𝑤𝑠 ≫ 𝜏𝑤, що визначає вiдношення швидкостi динамiки двох
змiнних.
Розглянемо один момент навчання, коли вiдповiдно до хеббiвської пласти-
чностi змiнна 𝑤 зросла (Рис 1.9A). Тодi, згiдно рiвнянь 1.9, 𝑤 починає зменшу-
ватись, а 𝑤𝑠 зростає. Загалом, повiльна змiнна збiльшиться на ∆𝑤, що залежить
вiд спiввiдношення 𝜏𝑤𝜏𝑤𝑠 . Якщо навчальна подiя повториться, тодi загальний рiст
буде бiльшим (Рис.1.9B). Це добре вiдповiдає твердженню, що реактивацiя на-
вчання покращує пам’ять [122].
Основна вiдмiннiсть запропонованої моделi навчання в тому, що вона приро-
дно включає навчання з пiдкрiпленням. Припустимо, що пiсля навчання нейрон
отримує сигнал пiдкрiплення M. Тодi швидкiсть змiни ваги 𝑤𝑠 буде значно бiль-
ша вона наближається до 𝑤𝑠 → 𝑤, що виразиться у великiй змiнi швидкої ваги
∆𝑤(Рис.1.9C).
Навiть без явного виразу для хеббiвської та гомеостатичної пластичностi,
ця модель показує цiкавi властивостi:
∙ Сила зв’язку залежить не тiльки вiд моменту навчання, але й вiд довшого
часового промiжку.
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Рис. 1.10: Графiк змiни сили зв’язку в залежностi вiд слiду активацiї вихiдного
нейрона
∙ Модель одночасно включає навчання без учителя i навчання з пiдкрiпле-
нням
Для хеббiвської форми використано правило триплетної спайк-часово-залежної
пластичностi [133], яка може бути зведена до поширеного правила BCM [54].
Для гомеостатичної пластичностi використано наступний вираз:
𝐻𝑜𝑚𝑒𝑜 = 𝑤𝑠(1− 𝑦𝑠
𝐴
)3 (1.12)
𝑤𝑠− вiдповiдає мультиплiкативнiй природi пластичностi, коли змiна сили
зв’язку залежить вiд самої величини. 𝑦𝑠− слiд активацiї нейрона 𝜏𝑦 𝑑𝑦𝑠𝑑𝑡 = −𝑦𝑠 +
𝑆𝑝𝑜𝑠𝑡(𝑡), 𝐴− задана частота активацiї.
Кубiчна залежнiсть (рис.1.10) була використана для того, щоб зробити вiд’ємний
зворотний зв’язок сильнiшим при сильнiй активацiї i слабшим коли частота
активацiї близька до заданої частоти. Але, недолiком такого виразу є те, що
змiна сили зв’язку при низькiй активацiї значно повiльнiша i у випадку 𝑤𝑠 = 0
змiна вiдсутня зовсiм.
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Рис. 1.11: Регуляцiя активностi нейрона. Злiва: Верхнi два графiка вiдповiдають
слiду активностi активацiї постсинаптичного нейрона з часовими сталими 1с та
10с. Знизу графiк показує залежнiсть вiд часу двох змiнних зв’язку до одного
нейрона з групи, якi активувались вiд патерну. Справа: Залежнiсть повiльної
змiнної з часом для всiх 100 зв’язкiв. Стрiлками вказано активний патерн. Гра-
дiєнт сiрого вказує на роботу гомеостатичної пластичностi
1.2.2 Аналiз та результати
Далi наводяться результати трьох експериментiв iз спайковою мережею та за-
пропонованою моделлю пластичностi, з якими також модна ознайомитися в
[128].
Дослiдження стабiльностi зв’язкiв
100 вхiдних нейронiв надсилають спайки з розподiлом Пуассона з частотою 1Hz
до одного вихiдного нейрона. На мережу першi 20 секунд був поданий активний
патерн, в результатi чого 11 вхiдних нейронiв активувалися з частотою 20 Hz.
Вiдповiдно до правила навчання 1.9, зв’язки пов’язанi з активним патерном
пiдсилилися.
Зi збiльшенням частоти активацiї вихiдного нейрона, член 𝐻𝑜𝑚𝑒𝑜 зменшує
зв’язки i нейрон перестає збуджуватись. Тодi гомеостатична пластичнiсть почи-
нає працювати в iншу сторону для вирiвнювання активацiї до бажаного рiвня.
Завдяки тому, що в 1.9 входить 𝑤𝑠, навчений патерн збiльшує зв’язки сильнi-
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ше, так як в нього бiльше значення 𝑤𝑠 i тому можливе видiлення i збереження
навченого патерну. Така властивiсть називається мультиплiкативнiстю i узго-
джується з експериментальними даними на реальних нейронах [58]. У випадку
вiдсутностi мультиплiкативностi, навчений патерн пiсля вiдновлення актива-
цiї нейронна був би вiдсутнiй. Отриманi результати, коли при навчаннi сили
зв’язку збiльшується, а потiм вiд гомеостатичної пластичностi зменшуються,
схожi на отриманi в [175], проте в цьому випадку кiнцеве значення сили зв’язку
навченого патерну бiльша за початкове.
Також, варто вiдмiтити, що стабiлiзацiйний ефект виникає ще з рiзницi 𝑤𝑠−
𝑤 у рiвняннi 1.9. Чим бiльша рiзниця, тобто чим далi вiд стабiльностi, там
бiльше зменшується вплив хеббiвського члена, який вiдповiдає за виникнення
нестабiльностi.
Якщо врахувати, що спонтанна активнiсть, яка симулюється через розподiл
Пуассона, насправдi має просторово часовi кореляцiї [101], якi вiдповiдають по-
передньо навченим стимулам, тодi вiдновлення гомеостазу вiдбудеться швидше,
i не буде такого довгого перiоду неактивностi.
Тут застосовано тiльки один з багатьох механiзмiв стабiльностi. Для повної
картини, нейрони iнгiбiтори повиннi бути доданi. Проте, навiть представлене
просте правило гомеостатичної пластичностi узгоджує значення ваг вiдповiдно
до вхiдної активностi i протидiє насиченню сили зв’язкiв до граничних значень
(0, 𝑤𝑚𝑎𝑥), i головне – зберiгає вивчений патерн.
Вплив активацiї кiлькох патернiв
Далi дослiджено поведiнку моделi у випадку активацiї кiлькох патернiв. Голов-
не питання було чи збережеться сила зв’язкiв до кiлькох патернiв при гомео-
статичнiй регуляцiї i чи буде видiлятися частiший стимул. Було подано на вхiд
5 рiзних патернiв, де кожен активує 10-15 нейронiв; один патерн був частiший
iнших.
Як видно з Рис 1.12 частiший патерн отримав найбiльший прирiст сил
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Рис. 1.12: Поведiнка моделi при активацiї кiлькох патернiв. Великi стрiлки вка-
зують на частiший патерн. Малi стрiлки вказують на iншi менш частiшi патер-
ни, якi зберегли своє представлення.
зв’язку, як i очiкувано. Також, збережено iншi патерни, хоча i з меншим зна-
ченням сили зв’язку. Таким чином, нейрон навчається на бiльш статистично
вагомiшi стимули, тим самим реалiзуючи простий варiант навчання без учите-
ля.
Варто зазначити, що процедура масштабування ваг згiдно виразу 1.12 схожа
до нормалiзацiї ваг ‖𝑤‖ = (∑︀
𝑖
𝑤𝑝𝑖 )
1/𝑝 = 1, що використовується в правилi Оджi
[124], i тому дана модель ймовiрно також видiляє принциповi компоненти з
вхiдного стимулу, але для пiдтвердження потрiбнi додатковi дослiдження.
Дослiдження навчання з пiдкрiпленням
В наступному обчислювальному експериментi також подавалися на мережу
кiлька патернiв, але в цьому випадку вони комбiнувалися з сигналом пiдкрi-
плення.
Два патерни були поданi на початку протягом 5-ти секунд роботи мережi.
Далi, в 9.8с був поданий третiй патерн i 0.3с пiсля, наданий сигнал пiдкрiплення.
Вiдповiдно до моделi, повiльна змiнна зросла до значення швидкої, в результатi
чого вiдбулося швидке навчання. Якщо у випадку навчання без учителя потрi-
бно надавати велику кiлькiсть раз потрiбний патерн, щоб нейрон вважав його
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Рис. 1.13: Дослiдження пiдкрiплення ваг зв’язкiв. Злiва: Загалом було подано
три патерни i останнiй пiдкрiплено. Справа: Зiрочка вказує на час надходже-
ння сигналу пiдкрiплення. Пiдкрiплений патерн має значно бiльшi значення
синаптичних ваг, порiвняно з iншими, попереднiми патернами
важливим i навчився до певного рiвня, то у випадку навчання з пiдкрiпленням
всього одного разу достатньо, щоб вiдбулося значне перерозподiлення ваг.
1.2.3 Обговорення
Основна вiдмiннiсть запропонованої моделi у використаннi двох змiнних для
опису сили зв’язку. Через взаємодiю змiнних вдалось зручно впровадити на-
вчання з пiдкрiпленням зi збереженням навчання без учителя. Через те, що
змiннi мають рiзнi часовi масштаби, швидка змiнна реагує на вхiдний стимул,
а повiльна з часом консолiдується, що в свою чергу допомагає в стабiлiзацiї
зв’язку.
При симуляцiї моделi на простiй нейроннiй мережi, показано здатнiсть до
вивчення активного патерну, збереження сили зв’язку у випадку багатьох вхi-
дних патернiв, а також здатнiсть до стабiлiзацiї зв’язкiв для пiдтримання за-
даного рiвня активацiї нейрона. Також, показано здатнiсть моделi до швидкого
навчання через сигнал пiдкрiплення.
В роботi було обрано стала часу швидкої змiнної 𝑤 порядку секунди, i тому
вона вiдслiдковувала нещодавню активнiсть i використовувалась для навчання
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з пiдкрiпленням. Проте, якщо взяти часову константу порядку десяткiв хвилин,
тодi швидку змiнну можна iнтерпретувати як опис ранньої фази довготермiно-
вої пластичностi, а повiльну як консолiдацiю сили зв’язку. В цьому випадку
сигналом пiдкрiплення може виступати висока активнiсть вихiдного нейрона,
який генерує пачки спайкiв, i тодi швидка консолiдацiя спiввiдноситься з екс-
периментами у рамках гiпотези синаптичної мiтки i закрiплення [146].
Представлена модель схожа на загальний пiдхiд до навчання з пiдкрiплен-
ням на спайкових нейронних мережах – допомiжнi слiди [47]. В таких моделях
вводиться допомiжна змiнна, яка вiдслiдковує активнiсть i при необхiдностi
пiдкрiпляє зв’язок. Проте в запропонованому пiдходi швидка змiнна грає роль
сили зв’язку i може слугувати формою короткострокової пам’ятi, яка впливає
на активацiю нейрона.
Модель має цiкаву можливу бiологiчну iнтерпретацiю. Пiсля активацiї сина-
псу в постсинаптичний нейрон входять iони Ca2+, якi активують регуляторнi
протеїни, такi як CaMKII та PKA, якi в свою чергу спричиняють швидке перемi-
щення АМПА рецепторiв зi внутрiшнiх сховищ на поверхню мембрани [159, 39].
Активацiя протеїнiв спадає протягом хвилини [99] i нестiйкi АПМА рецептори
iнтерналiзуються назад в клiтину. Якщо прийняти гiпотезу про те, що АМ-
ПА рецептори формують стабiльний кластер на поверхнi мембрани [153], тодi
змiну повiльної змiнної можна iнтерпретувати як включення чи виключення
рецепторiв в кластер. У випадку надходження сигналу пiдкрiплення активу-
ються допамiновi рецептори, якi запускають невiдомi молекулярнi механiзми,
якi закрiплюють вiльнi АМПА рецептори в кластери, тим самим збiльшуючи
силу зв’язку. Тому, модель може мати бiологiчну основу, де 𝑤𝑠 вiдповiдає роз-
мiру шипика i молекулярнiй машинерiї, що пiдтримує його стан, i 𝑤 вiдповiдає
кiлькостi та ефективностi АМПА рецепторiв.
В основi роботи нейрона лежать багато механiзмiв пластичностi, що забезпе-
чують навчання просторово-часових стимулiв i в результатi кооперацiї з iншими
нейронами формується пам’ять складних вхiдних стимулiв. Об’єднання всiх не-
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обхiдних механiзмiв в єдину модель лише на початку шляху, але вже зараз є
цiкавi результати [177]. Навчання без учителя i з пiдкрiпленням разом з механi-
змами стабiльностi реалiзованi у спайковiй нейроннiй мережi має перспективи
перерости в ефективну обробку iнформацiї i прокласти шлях до адаптивних
роботiв.
1.3 Проблеми спайкових нейронних мереж
Науковi роботи частiше всього пишуть безособово, так як опис природи не має
залежати вiд людини, i наступнi поколiння використовуватимуть цi знання в
чистому виглядi для вирiшення нових задач. Проте, особистi iсторiї допомага-
ють зрозумiти походження iдеї та мотивацiї, чому саме ця задача важлива.
Пiсля першого року аспiрантури, коли я вже досить добре вивчив обчислю-
вальну нейронауку, i розробив модель навчання, представлену вище, я проходив
стажування у французькiй лабораторiї спецiалiзованiй на робототехнiцi. Захо-
тiв перевiрити на практицi методи обчислювальної нейронауки, чи може спай-
кова нейронна мережа контролювати робота та навчатися вiд сенсорного входу.
Мене чекало розчарування. По перше, правила навчання, такi як STDP, не за-
стосовнi на практицi. Хоча й останнi роботи показують формування стабiльних
слiдiв пам’ятi, та все одно стоїть проблема навчання послiдовностей, зокрема,
навчання тривалостi та iнтервалiв. Були статтi, на намагалися будувати мозко-
подiбних роботiв (brain-based devices) на основi спайкових нейронних мережах
[94, 37, 44], але цi роботи мали обмеженi можливостi розпiзнавання, де часто
багато чого задавалося вручну. По друге, стоїть обчислювальне обмеження. На
потужних персональних комп’ютерах можна симулювати в режимi реально-
го часу спайкову нейронну мережу розмiром не бiльше нiж 10 000 нейронiв.
Якщо використовувати бiльш складнiшi моделi нейрона чи правила навчання
кiлькiсть нейронiв ще менша. I тому важко побудувати систему контролю ро-
бота з навчанням. Щоправда, є можливiсть використовувати суперкомп’ютери
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в рамках Human brain project Robotics platform [64], проте залишається перша
проблема. Також, перспективним напрямком вважається нейроморфнi мiкро-
схеми, наприклад, IBM TrueNorth [7], якi значно пришвидшують симуляцiю
велико-масштабних нейронних мереж, але перша проблема нiкуди не зникає.
В обчислювальнiй нейронауцi досi стоїть проблема вибору необхiдного мас-
штабу опису. Чи потрiбно враховувати допороговi флуктуацiї напруги, чи еле-
ктричнi властивостi дендритiв, чи, можливо, потрiбно робити опис на молеку-
лярному рiвнi, видiляючи концентрацiї рiзних видiв молекул, кожна зi своєю
роллю, чи навiть варто все моделювати на генетичному рiвнi? Це типова про-
блема висхiдного пiдходу для складних систем, якого рiвня опису буде доста-
тньо, щоб вiдбувалася самоорганiзацiя i виникали новi властивостi для системи
вцiлому.
Взяти, наприклад, високо цитовано роботу 2015 року про формування та
зчитування пам’ятi у спайкових нейронних мережах [177]. В нiй використову-
ється феноменологiчна модель спайкового нейрона з кiлькома формами пла-
стичностi: триплетна спайк-часово залежна пластичнiсть, гомеостатична пла-
стичнiсть, трансмiтер-викликана пластичнiсть. Модель лише одного нейрона
описується бiльше 10-ма диференцiйними рiвняннями, з бiльше нiж 20-ма па-
раметрами. Нейронна мережа розмiром 4000 нейронiв записує 4 патерни, тобто
створює автоасоцiативну пам’ять, коли частковий показ патерну вiдтворює весь
записаний. Проте, цю саму задачу вирiшує, давно створена, мережа Хопфiлда
набагато ефективнiше з бiльшою ємнiстю, меншою кiлькостi параметрiв та ча-
сом симуляцiї. Ставиться питання, навiщо така надлишкова складнiсть, якщо не
сподiваєшся на появу нових ефектiв, а вирiшуєш класичну задачу асоцiативної
пам’ятi?
Тим не менш, невдача iз застосування спайкових нейронних мереж вiдкри-
ла iншi напрямки, я вважаю бiльш перспективнiшими. Такi областi як моделi
асоцiативної пам’ятi, теорiя iнформацiї та стиснення даних працюють з абстра-
ктними принципами обробки iнформацiї, часто в розподiлених структурах, ти-
51
пу нейронних мереж. Такий "чистий"опис задачi розкриває суть обчислень, без
надлишкових бiологiчних деталей, але й може бути бiологiчно подiбнiм, тобто,
коли розв’язок задачi має можливу бiологiчну iмплементацiю.
На сьогоднi область обчислювальної нейронауки рухається наослiп, експери-
ментуючи з пластичнiстю, яка б вiдповiдала бiологiчним деталям. Тому, далi в
цiй роботi розглядаються бiльш абстрактнi рiшення задач формування пам’ятi.
Вiдкидаються багато бiологiчних деталей i формулюються спрощенi математи-
чнi моделi.
1.4 Висновки
В даному роздiлi представлений короткий, але широкий огляд нейронауки. По-
казанi останнi данi, гiпотези та теорiї органiзацiї та функцiонування бiологi-
чних нейронних мереж. Також, описано обчислювальнi пiдходи, якi намага-
ються формалiзувати бiологiчнi данi в обчислювальнi моделi. Загалом можна
видiлити:
1. На основi огляду нейронауки, що показує надзвичайну складнiсть реаль-
ної нейронної мережi, аргументовано необхiднiсть пошуку абстрактних прин-
ципiв обробки iнформацiї в розподiлених структурах. Проте, бiологiчнi данi
залишаються дуже важливими, так як спрямовують та допомагають знайти
рiшення багатьох задач розпiзнавання та кодування.
2. Взаємозв’язок повiльної та швидкої змiнної в запропонованiй двомiрнiй
моделi пластичностi дозволяє навчати стабiльнi зв’язки, видiляти статистично
значимi патерни, та включає сигнал пiдкрiплення. Модель, можливо, вiдповiдає
взаємодiї молекулярних механiзмiв в шипику для стабiлiзацiї АМПА рецепто-
рiв.
Результати експериментальних дослiджень даного роздiлу наведено в публi-
кацiї [128]:
Осауленко В.М. Двовимiрна модель навчання у спайкових нейронних мере-
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жах з гомеостазом та навчанням з пiдкрiпленням, System Research Information





Адаптацiя – одна з найважливiших рис бiологiчних нейронних мереж. Вона
проявляється через змiну сил зв’язкiв та змiну самих зв’язiв (видалення старих
та додавання нових) пiд впливом iнформацiї iз зовнiшнього свiту, що спри-
ймається органами чуття. Її результатом є представлення довiльної iнформацiї
через просторово-часовi патерни активацiї нейронiв. Наприклад, жовтий колiр,
напiвмiсячна продовгувата форма та запах мають свої представлення у вiдпо-
вiдних частинах мозку, i все разом формує цiлiсне представлення об’єкту, що
називається банан. Сама назва "банан i її звучання, i всi спогади представленi
окремими популяцiями активних нейронiв.
Просторова асоцiативна пам’ять це представлення тих образiв, якi не змi-
нюються в часi, наприклад, колiр чи форма. Ця пам’ять ґрунтується на просто-
рових регулярностях в природi, як наприклад, лiнiї (ймовiрнiсть, що бiля двох
чорних пiкселiв буде третiй розташований по прямiй, значно бiльша, нiж будь-
яке iнше розташування). На вищому рiвнi, ймовiрнiсть появи жовтого кольору
з продовгувутою формою, значно бiльша нiж з довiльною формою. Тому, цей
роздiл присвячений тому, як формуються зв’язки, якi зв’язують регулярностi
та формують асоцiативну пам’ять.
Варто одразу зазначити, що окрiм просторових, значну роль вiдiграють ча-
совi регулярностi. Типовим прикладом є прямолiнiйний рух: яблуко, яке вiдпу-
стити, впаде на землю по прямiй лiнiї. В загальному, часовi регулярностi спри-
чиненi фiзичними причинно-наслiдковими законами, i зберiгаються просторово-
часовою пам’яттю, яка детальнiше описана в третьому роздiлi.
Першi моделi просторової асоцiативної пам’ятi дослiджувалися ще з 1960-х
рокiв. Проте, нещодавнi дослiдження бiологiчних нейронiв, зокрема, дендри-
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тних обчислень, пропонують iнший пiдхiд до зв’язування iнформацiї. Нелiнiйна
сумацiя вхiдних iмпульсiв виконує роль детектора збiгiв i нейрон активується
тiльки тодi, коли зустрiчається правильна комбiнацiя вхiдних активних ней-
ронiв. Така селективнiсть має ряд обчислювальних переваг, що i покладено в
модель представленiй в даному роздiлi.
2.1 Постановка задача та основнi пiдходи
Людська пам’ять побудована на принципi створення асоцiацiй [50], коли два i
бiльше об’єктiв або подiй з’єднуються разом, таким чином, що презентацiя одно-
го елементу викликає з пам’ятi iншi. Така пам’ять використовується живими
органiзмами i принципово вiдрiзняється вiд адресної в сучасних комп’ютерах.
Адресна зберiгає iнформацiю у виглядi "ключ:значення¨, де ключем виступає
адреса комiрки в якiй збереженi данi. В асоцiативнiй – ключем виступає iнше
значення.
Класичний метод записати будь-яку iнформацiю, чи то слова, зображення,
звук, чи числовi данi, починається з вибору алфавiту, базових елементiв з яких
складається iнформацiя. Нехай, алфавiт складається з 𝑁 елементiв, тодi ство-
рюється словник, де кожному елементу присвоюється номер в двiйковiй систе-
мi. Розмiр словника дорiвнює, щонайменше, 𝑙𝑜𝑔2(𝑁), саме стiльки потрiбно 0-iв
або 1-ць для присвоєння унiкального номеру кожному елементу. Записується
iнформацiя в бiнарному виглядi в пронумерованi комiрки певного розмiру.
В живих органiзмiв немає словника, їх принципи кодування iнформацiї ще
не до кiнця зрозумiлi. Можливо, саме тому асоцiативна пам’ять не знайшла
такого широкого застосування. Далi наведенi основнi вiдмiнностi вiд адресної
пам’ятi:
- ключем виступає iнше значення. Наприклад, для зчитування коду жовтого
кольору потрiбно представити код для форми банана i навпаки;
- асоцiативна пам’ять добре працює при шумi. Якщо вхiдне значення ви-
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Рис. 2.1: Iдея навчання як створення асоцiативних зв’язкiв мiж активними ней-
ронами
кривлене, все одно, буде видобуто правильну асоцiацiю. В адреснiй пам’ятi за
невiрної адреси, потрiбно перебрати послiдовно всi iснуючi i знайти найбiльш
схожу до викривленої;
- асоцiативна пам’ять природно впроваджується на паралельнi архiтектури,
де працює значно швидше адресної;
- обчислення не вiддiленi вiд пам’ятi, тобто, щоб видобути спогад, потрiбно
активувати нейрони, що їх кодують.
Важливим, i досi до кiнця не вирiшеним питанням є представлення даних. В
якiй формi представляти звуки, слова, зображення. Дана робота слiдує пiдходу
представлення даних в розрiджених бiнарних векторах. Тому, створення асо-
цiацiї мiж жовтим кольором i бананом, означає створення асоцiацiї мiж двома
векторами. З точки зору бiологiї, зв’язати два вектори означає створити асо-
цiативнi зв’язки мiж активними нейронами. Схематично, це зображено на рис.
2.1.
Математично, задача асоцiативної пам’ятi ставиться як пошук вiдображен-
ня 𝑓 : 𝑥 → 𝑦 що з’єднує пари векторiв {𝑥𝜇 → 𝑦𝜇, 𝜇 = 1 : 𝑅}. 𝑅 – кiлькiсть
записаних пар, 𝑥𝜇 ∈ {0, 1}𝑁 ,𝑦𝜇 ∈ {0, 1}𝑀 бiнарнi вектори розмiрностi 𝑁 та 𝑀
вiдповiдно. При цьому, презентацiя вхiдного, або його ще називають адресного,
вектору ?˜?𝜇 повертає асоцiйований (з 𝑥𝜇 ) вектор 𝑦𝜇, або найбiльш близький
до записаного 𝑦𝜇. Вводиться критерiй допустимостi 𝜖, який визначає допустиме
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вiдхилення видобутого 𝑦𝜇 вiд записаного 𝑦𝜇. Значення 𝑅𝑚𝑎𝑥 визначається як
максимальна кiлькiсть збережених пар при якiй помилка рiвна 𝜖.
Моделi Вiлшоу, Хопфiлда та варiацiї
Якщо вхiдний i вихiдний вектор рiзнi 𝑥 ̸= 𝑦, то пам’ять називається гетеро-
асоцiативною, i класична модель в цьому випадку – модель Вiлшоу. Якщо ве-
ктори однаковi 𝑥 = 𝑦, то пам’ять авто-асоцiативна, i класична модель - модель
Хопфiлда. Моделi двох типiв знаходяться пiд впливом моделi нейрона Мак-
калоха i Пiттса та правила навчання Хебба. Тому, зазвичай використовується
зважена сумацiя вхiдного вектору 𝑦𝑗 = 𝑓(
∑︀
𝑖
𝑤𝑖𝑗𝑥𝑖) та навчання як збереження
парних кореляцiй 𝑤𝑖𝑗 = 𝑔(𝑥𝑖 · 𝑦𝑗).
Модель Вiлшоу - перша робота (вiдома автору дисертацiї), яка запропону-
вала обчислювальну модель асоцiативної пам’ятi [172]. Представлення даних у
виглядi бiнарних векторiв зi значеннями {0, 1}. Функцiя активацiї – зважена
сумацiя вхiдного вектору та порiвнянням з порогом: 𝑦𝑖 = {1, якщо
∑︀
𝑗 𝑤𝑖𝑗𝑥𝑗 ≥







𝑗 ). Тi нейрони, якi активнi разом 𝑥
𝜇
𝑖 = 1, 𝑦
𝜇
𝑗 = 1 створюють
бiнарнi зв’язки мiж собою 𝑤𝑖𝑗 = 1. Важливим є вибiр порогу 𝜃, так як вiд нього
залежить якiсть видобування. В оригiнальнiй роботi було запропоновано вико-
ристовувати порiг величиною в кiлькiсть активних нейронiв 𝜃 = 𝑎 (тут i далi,
активнi нейрони, те ж саме, що й елементи вектора зi значенням "1"). Пiзнiше,
в роботi [56] було показано вищу ефективнiсть використання процедури kWTA
(k-winners-take-all), при якiй 𝑘 нейронiв з найбiльшою активацiєю (зваженою
сумою) стають активними 𝑦𝑖 = 1, a всi iншi зануляються. Це еквiвалентно ви-
користанню порогу зi значенням активацiї k -того вiдсортованого нейрона. Та-
кож, процедура kWTA покращує результати з частковою зв’язнiстю, коли не всi
зв’язки 𝑤𝑖𝑗 можливi, та зi спотвореними вхiдними векторами ?˜?. Було показа-
но, що ємнiсть пам’ятi максимальна за розрiджених векторiв, в яких кiлькiсть
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активних нейронiв (𝑎 одиничних елементiв вектору) набагато менша за всю по-
пуляцiю (розмiру вектора 𝑁 , тобто 𝑎 ≪ 𝑁). Розрiдженiсть визначається як
вiдношення 𝑠 = 𝑎
𝑁 .
Iнший пiдхiд, автоасоцiативної пам’ятi, реалiзовує модель Хопфiлда [70].
Вхiдний та вихiдний вектор однаковi i стоїть задача вiдтворення зашумленої
версiї (noise correction). Вхiднi вектори не обов’язково є розрiдженими, i зна-
чення активацiї вже не {0, 1} як в моделi Вiлшоу, а {−1, 1}. Використовується
та ж активацiйна функцiя з порогом 𝜃 = 0, так як значення активацiї нейро-







𝑗 , тiльки ваги вже не бiнарнi. Такi правила навчання
дозволяють успiшно записувати в мережу патерни активацiї (тобто вхiдний ве-
ктор з певним розподiлом одиниць). Вiдтворення вiдбувається за кiлька крокiв
з поступовим наближенням до атрактора (вихiдного патерну, який може бути
рiвний вхiдному або помилковому). При записi занадто багатьох патернiв мо-
жуть бути помилковi вiдтворення i тодi на виходi видобувається помилковий
(spurious) патерн: або iнший збережений або зовсiм новий. Теоретичний аналiз
моделi ставить на метi визначити за яких параметрiв мережi (𝑎,𝑁,𝑤) можна
записати максимум патернiв з прийнятним рiвнем помилок.
Обидвi моделi вирiшують одну i ту ж проблему – пошук найближчого сусiда
(best match problem, з помiж N елементiв знайти елемент з найменшою вiдстан-
ню вiд заданого). Однак їх алгоритми побудованi на нейронних мережах, тому
вони природно можуть бути обчисленi в паралельний спосiб. В цьому i полягає
важлива вiдмiннiсть вiд звичайної адресної пам’ятi.
Максимальна кiлькiсть записаних асоцiацiй 𝑅𝑚𝑎𝑥 визначається за допомо-
гою критерiю надiйностi 𝜖, який показує допустимий рiвень помилок. Зазвичай,
обирається 𝜖 = 0, 01 (проте залежить вiд областi застосування), що означає, що
пам’ять може припуститися не бiльше 1% вiдсотку помилок. Тобто, якщо збе-
рiгається 10000 патернiв, i при менше нiж 100 вiдтворених невiрно патернiв
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модель вважається робочою.
В моделi Хопфiлда при випадкових патернах активацiї максимальна кiль-
кiсть збережених патернiв в асимптотичному випадку прямує до 0, 14𝑁при𝑁 →
∞, де 𝑁 розмiр мережi [8]. Для моделi Вiлшоу ця характеристика прямує до
0, 69𝑁 [89]. Проте, так як в моделi Хопфiлда використовується щiльна актива-
цiя, тобто в середньому половина нейронiв активнi, тому й в нiй передається
бiльше iнформацiї. Ємнiсть каналу враховує цю особливiсть, тому мережева
ємнiсть мережi Хопфiлда дорiвнює 0.72 порiвняно з 0.69 в мережi Вiлшоу.
Цi двi класичнi моделi схожi, та модель Хопфiлда викликала значно бiльший
iнтерес у спiльноти, хоч i з’явилася на 13 рокiв пiзнiше. Пiзнiше виникло багато
варiацiй моделей асоцiативної пам’ятi, якi намагаються покращити три основнi
критерiї наведенi вище. Двонаправлена (bidirectional)асоцiативна пам’ять ство-
рює зворотнi зв’язки 𝑦 ↦→ 𝑥 та iтеративно обраховує активацiю не тiльки для
𝑦(𝑡), але й для вхiдного вектору 𝑥(𝑡), яка залежить вiд часового кроку [92].
Така активацiя сходиться до правильного вектору i нагадує бiологiчнi нейроннi
мережi, що мають багато зворотнiх зв’язкiв. Також, проводилися дослiдження
по асоцiативнiй пам’ятi в бiологiчно подiбних спайкових нейронних мережах
[158, 74, 4], бiльше в оглядi [57]. Подiбно до двонаправленої моделi, в таких
мережах потрiбний патерн видобувається з часом. Варто вiдзначити роботу
[177], згадану в першому роздiлi, в якiй зiбрано модель, що враховує основнi
обчислювальнi принципи в спайкових нейронних мережах, вiд складної фун-
кцiї активацiї нейрона, що враховує попередню iсторiю активацiї, до поєднання
триплетної спайк-часово-залежної пластичностi з принципами гомеостазу. В цiй
роботi показано здатнiсть мережi до створення асоцiацiй на прикладi вiзуаль-
них образiв.
Останнiм часом особливий iнтерес звернули на структурну пластичнiсть в
моделях асоцiативної пам’ятi [90]. Структурна пластичнiсть вiдповiдає не за
змiну сили зв’язку, як у правилi Хебба, а за змiну самих зв’язкiв, тобто до-
давання та видалення. Структурна пластичнiсть вiдiграє ключову роль в на-
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вчаннi тварин, створюючи новi зв’язки мiж корельованими популяцiями. I вже
показано переваги такої пластичностi в штучних моделях [90]. Динамiчне пе-
рев’язування зв’язкiв дозволяє найбiльш ефективно розподiляти обмеженi ре-
сурси пiд конкретну задачу.
Також були запропонованi мережi з синапсами вищих порядкiв, в кiнцi 80-х
та на початку 90-х рокiв, натхненнi новими даними з нейронауки. Було показа-
но, що кiлька синапсiв можуть групуватися локально на дендритному сегментi
i це покращує кiлькiсть збережених патернiв [132, 26, 2, 9, 53, 97, 165]. В таких
моделях зв’язки навчаються вiдслiдковувати кореляцiї вищих порядкiв, напри-
клад, активнiсть вже трьох нейронiв 𝑥𝑖𝑥𝑗𝑥𝑘. Нещодавно вiдродився iнтерес до
таких нейронних мереж [96] в силу нових даних нейронауки в областi нелiнiйної
дендритної iнтеграцiї. I хоча, такi нейроннi мережi мають величезну кiлькiсть
максимально записаних патернiв, проте через експоненцiйно зростаючу кiль-
кiсть зв’язкiв, вони обчислювально надто складнi. Наприклад, для навчання
потрiйних кореляцiй в повнозв’язнiй мережi, потрiбно 𝑁 3 кiлькiсть зв’язкiв.
На подiбних принципах побудований сiгма-пай нейрон, який використовує
активацiйну функцiю точного детектора збiгiв 𝑦 =
∏︀
𝑖𝑤𝑖𝑥𝑖. У бiнарному випад-
ку, якщо всi вхiднi нейрони активнi одночасно 𝑥𝑖 = 1 та їх ваги ненульовi, тiльки
тодi вихiдний нейрон активний. Ранiше було показано можливiсть використан-
ня нейронiв сiгма-пай для створення асоцiацiй [134]. Пiзнiше, було показано, що
врахування дендритних дерев збiльшує ємнiсть "нервової тканини"[137]. Про-
те, ще не було спроб (до вiдома автора дисертацiї) побудувати та теоретично
дослiдити асоцiативну пам’ять подiбно до моделi Вiлшоу. Таке дослiдження
представлено в данiй роботi.
Кодування iнформацiї
Перш нiж перейти до моделi, варто обговорити кодування iнформацiї або пред-
ставлення даних. Розрiзняють три випадки векторного представлення: локаль-
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не кодування, щiльне кодування та розрiджене.
При локальному - в мережi з 𝑁 нейронiв активується лише один, який вiд-
повiдає одному з 𝑁 об’єктiв з середовища. При такому кодуваннi легко можна
створювати асоцiацiї, так як немає перекриття рiзних патернiв. Проте, такий
спосiб вкрай неефективний, так як всього можна записати 𝑁 об’єктiв.
Протилежний випадок - це активацiя багатьох нейронiв, в середньому, по-
ловини всiх активних клiтин. За такого кодування досягається максимальна
ентропiя мережi, а отже передається максимум iнформацiї. Тим не менш, на
практицi рiзнi патерни мають занадто сильне перекриття (в середньому 50 %
активних клiтин спiльнi) i лiнiйна сумацiя та збереження парних (хеббiвських)
кореляцiй не дозволяють роздiлити патерни i асоцiативна пам’ять часто видає
помилковi результати.
Компромiсним рiшенням мiж двома екстремальними випадками є розрiдже-
не кодування. При кодуваннi з малою ентропiєю лише мала кiлькiсть нейронiв
активна в певний момент, яка i кодує певний об’єкт з середовища. За такої умови
немає великого перекриття рiзних патернiв, i тому можливе їх роздiлення[11].
Також, розрiджене кодування забезпечує бiльшу ємнiсть збережених патернiв
в асоцiативнiй пам’ятi [148]. Для моделi Вiлшоу, при рiвнi активностi 𝑎 = 𝑙𝑜𝑔2𝑁
досягається максимальна ємнiсть [172]. Також, численнi експериментальнi данi
показують, що в нейронних мережах в областях, що вiдповiдають за асоцiа-
тивну пам’ять (гiпокамп, деякi областi базальних ганглiй та поверхневi шари
кори головного мозку), спостерiгається розрiджена активацiя мережi. Проте,
залишається ще вiдкритим питанням як розрiджене кодування формується вiд
активацiї сенсорних клiтин [143, 144]. Одним iз способiв запропонований в робо-
тах [45, 29] базується на навчаннi через конкуренцiю мiж нейронами, що також
використовується в алгоритмах квантизацiї векторiв [69]. Iнакший варiант вико-
ристовувати алгоритм випадкової проекцiї у вищу розмiрнiсть iз застосуванням
процедури kWTA, яка залишає активним 𝑘 клiтин. Нещодавно було показано,
що в нюховiй нейроннiй мережi мух вiдбувається саме така процедура [33], що
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подiбно до локально чутливого хешування (local sensitive hashing), та дозволяє
мухам робити пошук найближчих спогадiв вiд певного запаху.
З перевинайденням алгоритму зворотного поширення похибки в 1986 ро-
цi напрямок навчання нейронних мереж як оптимiзацiя певної функцiї став
домiнуючим. В глибоких нейронних мережах навчання end-to-end i проблема
кодування даних не виникає. Це одна з причини, чому iнтерес до моделей асоцi-
ативної пам’ятi, якi використовують бiльш бiологiчно подiбнi локальнi правила
навчання зменшився. Проте, нещодавно, почав розвиватися напрямок додава-
ння пам’ятi в класичнi нейромережi для вирiшення проблеми катастрофiчного
забування [174]. Мережа перед навчанням вiд нових даних зберiгає свiй стан в
iншiй нейроннiй мережi, тому моделi асоцiативної пам’ятi можуть поєднатися
з напрямком deeplaerning в майбутньому.
Хоча, класичнi моделi асоцiативної пам’ятi iснують вже десятки рокiв, i до-
бре теоретично описанi, все ще залишається ряд проблем. Зокрема, проблема
досягнення хорошої ємностi для малого розмiру мережi, а не для асимптотично-
го випадку. Також, проблема роботи мережi з щiльним кодуванням. Залишає-
ться невирiшена проблема формування розрiдженого представлення вiд сенсор-
них клiтин. В реальних задачах патерни для асоцiювання далекi вiд випадкових
i часто сильно корельованi, що суттєво обмежує ємнiсть пам’ятi. Також, цiкавим
невирiшеним напрямком є кодування ймовiрнiсних вiдношень мiж об’єктами, та
вiдтворення обчислень подiбних до баєсiвських в нейроннiй мережi.
В наступному пiдроздiлi пропонується пiдхiд заснований на нових бiологi-
чних деталях обчислень в нейронi, зокрема дендритному деревi. Показано, що
створення асоцiативної пам’ятi на основi моделi нейрона сiгма-пай , можна ви-
рiшити деякi з перелiчених вище проблем.
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2.2 Асоцiативна пам’ять на основi дендритних
обчислень
Дендритнi обчислення
Як уже було сказано, бiльшiсть моделей асоцiативної пам’ятi базуються на хеб-
бiвському принципi навчання [67], який стверджує, що вага зв’язку мiж двома
нейронами збiльшується, "якщо один повторювано бере учать в активацiї iншо-
го"(те, що це вже втретє в роботi дається визначення, свiдчить про його важли-
вiсть). А також використовується лiнiйна сумацiя вхiдних iмпульсiв. Проте, за
останнi 15 рокiв зiбрали достатньо свiдчень, що нейрон виконує значно скла-
днiшi обчислення зi значно складнiшими правилами навчання [104, 162, 36].
Дендритне дерево бiльше не може розглядається як пасивний приймач, воно є
активним елементом обробки iнформацiї [22, 155, 84, 116]. Крiм того, теоретичнi
результати показують, що нелiнiйнi дендритнi властивостi збiльшують ємнiсть
пам’ятi нейронної мережi [138]. Нещодавно було вiдкрито, що новi синапси утво-
рюються на дендритi локально утворюючи кластер [46], тим самим збiльшуючи
супралiнiйне пiдсумовування i працюючи як детектор збiгу. Все бiльше i бiльше
даних пiдтримують iдею про те, що ми повиннi знайти новi способи навчання
штучних нейронних мереж [13, 23, 167].
На рис.2.2а зображено типовий пiрамiдальний нейрони в корi головного моз-
ку. Як видно, дендритнi та аксоннi вiдростки можуть розростатися до сотень
мiкронiв, при розмiрi тiла клiтини (соми) в середньому 20 мкм. Довгий час за-
лишалося таємницею, яка роль зв’язкiв, що розташованi далеко вiд соми, так як
активнiсть вiд них швидко затухає i майже нiякого ефекту на стан клiтини не-
має. Пiзнiше показали, якщо в локальному дендритному сегментi напруга бiль-
ша певного порогу, то вiдбувається супралiнiйна сумацiя [91, 104, 155, 98, 22]. На
рис.2.2в схематично показано результати активацiї нейрона вiд стимуляцiї двох
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рiзних та двох близьких мiсцях. По осi у, вiдмiчено вимiряну активацiю, або як
її ще називають збуджувальний постсинаптичний потенцiал (EPSP). По осi х,
показано очiкувану активацiю у випадку лiнiйної сумацiї вхiдних стимулiв. Як
видно, якщо активують два рiзних дендрита, то нелiнiйнi ефекти вiдсутнi (по-
казано зеленими квадратами), так як в типовiй моделi нейрона. Однак, якщо
активуються сусiднi мiсця на одному дендритi, то активацiя сумується нелi-
нiйно i нагадує функцiю порогу або сигмоїду. Такий ефект називають дендри-
тний спайк, який забезпечується наявнiстю потенцiал залежних NMDA, Ca2+
або натрiєвих каналiв. Дендритний спайк вiдрiзняється вiд звичайного в аксо-
нi, вiн не є самопiдтримуваним, тобто з вiдстанню згасає, проте локально має
схожi характеристики – при перетинi певного граничного значення напруги на
мембранi, вiдбувається швидке наростання активацiї. Такi дендритнi обчислен-
ня змiнюють парадигму збереження пам’ятi в бiологiчних нейронних мережах
[84, 23, 85].
Дендритний спайк спостерiгається в лабораторних умовах, проте чи має
мiсце цей ефект в живiй дiючiй мережi? Ранiше, вже було показано, що моде-
лi нейронiв, що включають збiги локально активованих синапсiв на дистальних
дендритах, краще вiдтворюють данi реальних нейронiв з кори макак [157]. В не-
щодавнiй роботi 2012 року [164] показали, що дендритнi сегменти активуються
локально також i в робочiй мережi. На рис. 2.3а червоним кольором показано
бiльшу активнiсть активацiї дендритiв. Як видно, вона зосереджено локаль-
но, а отже спостерiгаються нелiнiйнi властивостi дендритiв. Зовсiм недавно, в
2018 роцi, в роботi [46] показали, що при навчаннi, новi синапси вiд активних
нейронiв утворюються на локальних дендритних сегментах. Варто зазначити,
що така кластеризацiя синапсiв спостерiгалася на мiсцях зникнення попереднiх
шипикiв; це iлюструє рис. 2.3б.
Звичайно, були розробленi моделi, якi враховують нелiнiйну сумацiю на ден-
дритних сегментах, зокрема, модель кластерону [114, 115], сiгма-пай нейрон




Рис. 2.2: a) Типовий пiрамiдальний нейрон. б) Зображення розподiлених сина-
псiв злiва i кластеризованi з правого боку. Змiнено з [55] в)Результати експери-
менту активацiї рiзних частин дендритного дерева [104]. Спостерiгається нелi-
нiйна сумацiя у випадку активацiї локального сегменту, та лiнiйна при активацiї




Рис. 2.3: a)Зображення активацiї дендрита в живiй тканинi (in vivo), що свiд-
чить про локальнiсть активацiї [164] б) Схематичне зображення шипикiв на
дендритi до i пiсля навчання. Данi свiдчать, що при навчаннi новi синапси
утворюються локально [46].
дослiджувалася на ємнiсть асоцiативної пам’ятi, що i зроблено в данiй роботi.
Iнтуїцiя зберiгання кореляцiй вищих порядкiв
Як уже не одноразово писалося, стандартний спосiб активацiї нейрона перед-
бачає зважену суму вхiдних сигналiв i застосування деякої нелiнiйної функцiї
𝑦 = 𝑔(
∑︀
𝑖𝑤𝑖𝑥𝑖). Однак, лiнiйне пiдсумовування призводить до багатьох хибно
позитивних помилок. Наприклад, розглянемо мережу з 10 вхiдними нейронами
i одним вихiдним з лiнiйною активацiєю 𝑦 =
∑︀
𝑤𝑖𝑥𝑖, та хеббiвським правилом
навчання ∆𝑤𝑖 = 𝑥𝑖𝑦 (рис. 2.4). На етапi навчання перший патерн активацiї
𝑥2 = 1, 𝑥8 = 1, 𝑦 = 1 призводить до збiльшення ваг 𝑤2 i 𝑤8. Другий патерн
𝑥2 = 1, 𝑥5 = 1, 𝑦 = 1 призводить до збiльшення 𝑤2 i 𝑤5. На етапi вiдтворення,
патерн 𝑥5 = 1, 𝑥8 = 1 викликає помилкову активацiю 𝑦 = 1 тому, що 𝑤5 i 𝑤8
ненульовi. Проте, такого патерну нiколи не було, таким чином в моделях асо-
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цiативної пам’ятi та нейроном з лiнiйною сумацiєю при сильно корельованих
патернах виникає багато помилок.
Рис. 2.4: Лiнiйне зважене
пiдсумовування i простий
хеббiвський принцип при-
водять до хибної активацiї
нейрона.
Давайте розглянемо iнший випадок, коли ней-
рон зберiгає комбiнацiї активних вхiдних нейро-
нiв. Нехай у попередньому прикладi цей нейрон
зберiгає 𝑥2 · 𝑥5 i 𝑥5 · 𝑥8. Тодi, якщо на входi 𝑥5 =
1, 𝑥8 = 1, нейрон не активується, оскiльки вiн не
зберiг спiльну активацiю нейронiв 𝑥5 · 𝑥8. У цьо-
му випадку ми можемо сказати, що нейрон зберi-
гає потрiйнi кореляцiї 𝑥𝑖𝑥𝑗𝑦𝑘, мiж двома вхiдними
нейронами i самим собою. Тому, було б добре ма-
ти модель нейрона, яка вивчає збiги в активацiї
нейронiв, i не тiльки попарно, як в оригiнальному
принципi Хебба.
Описаний вище ефект нелiнiйностi активацiї
дендритiв обчислювально вiдповiдає детектору збiгiв, коли саме певна комбiна-
цiї нейронiв здатна активувати нейрон, а не сума вхiдної активацiї довiльних
нейронiв, що вище порогу. Враховуючи, що середня довжина дендритного дере-
ва типового пiрамiдального нейрона в корi головного мозку порядку 104 мкм,
а дендритний спайк може виникнути на сегментi розмiром порядку 10 мкм,
можна говорити про множинне детектування збiгiв одним нейроном.
Схоже, що саме таким шляхом вирiшується проблема розрiзнення корельо-
ваних патернiв в реальних нейронних мережах.
Модель
Ранiше було враховано дендритнi обчислення в модель нейрона 2.1 сiгма-пай
[114, 136, 62], i в данiй роботi вперше було побудовано та дослiджено асоцiативну













= {𝑖|𝑖 ∈ 𝐴𝑘𝑥}
𝑚𝑗 = 𝑚𝑗 + 1
(2.2)
Де 𝜃(𝑥) = {1, 𝑥 > 0; iнакше, 0} - крокова функцiя,
𝐺𝑗𝑚𝑗
- дендритний сегмент, або кластер, j-го нейрону. При навчаннi для кожного
активного нейрону у векторi 𝑦 вибираються 𝑘 iндексiв активних вхiдних ней-
ронiв i записується в новостворений кластер. Таким чином якщо всi 𝑘 вхiдних
нейронiв, що записанi в кластер активнi 𝑥𝑖 = 1 , тодi добуток ненульовий i вихi-
дний нейрон активується 𝑦𝑗 = 1. Схематично модель нейрона та схема навчання
зображена на рис.2.5а.
Рiвняння 2.1 описує функцiю активацiї на етапi вiдтворення вихiдного ве-
ктору. Нейрон має𝑚 кластерiв, кожен з них мiстить 𝑘 iндексiв вхiдних нейронiв
𝐺𝑗𝑚 = 𝑖1, 𝑖2, ..., 𝑖𝑘. Якщо вхiдний патерн перекривається з будь-яким з кластерiв,
тодi нейрон активується. Важливо, що кожен кластер це не окремий дендрит,
оскiльки розмiр кластера в данiй моделi може бути малий 𝑘 < 5. Бiологiчно
один дендрит може мiстити багато кластерiв, але в моделi зроблене штучне
роздiлення для дослiдження обчислювальних властивостей.
Рiвняння 2.2 описує створення кластерiв на етапi навчання. Кожний актив-
ний нейрон у векторi 𝑦 видiляє 𝑘 випадкових активних нейронiв у вхiдному
векторi 𝑥 та зберiгає у новий кластер 𝐺𝑗𝑚𝑗+1. Кiлькiсть кластерiв не фiксується,
i вона може динамiчно зростати для нових патернiв. Модель має вiльний пара-
метр 𝑘 - розмiр кластера. Випадок 𝑘 = 2 вiдповiдає попередньому прикладу з
навчанням потрiйних кореляцiй.
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Модель отримала назву розрiджений кластерон так як натхненна оригiналь-
ною моделлю кластерона, представленою в статтi Б.Мела [114]. Модель, засно-
вана на тих же принципах виявлення збiгу у активацiї, однак, змiнено правило
навчання, що дозволяє бiльш легко оцiнити ємнiсть пам’ятi. Крiм того, для
активацiї вихiдного нейрона має вiдбутися повний збiг принаймнi одно з кла-
стерiв з вхiдним патерном. Таким чином, розмiр кластера може бути невели-
ким, не бiльше п’яти синапсiв, що достатньо для вiдстеження бiльш високого
порядку кореляцiї в розрiджених вхiдних векторах. Модель намагається вклю-
чити сучаснi погляди на дендритнi обчислення [22, 168, 84] i як вони впливають
на навчання нейронiв. Також було використано результати, що показують ва-
жливiсть розрiдженої активностi в рiзних областях мозку: в гiпокампi [125, 140],
деяких частинах базальних ганглiй i особливо в поверхневих шарах кори голов-
ного мозку [106, 131]. Однак модель використовує мiнiмальнi бiологiчнi деталi
задля полегшення теоретичного дослiдження та можливостi виведення аналi-
тичної формули оцiнки ємностi пам’ятi.
Формування кластерiв у представленiй моделi може iнтерпретується як iде-
альна форма структурної пластичностi [41]. Структурна пластичнiсть не змi-
нює силу зв’язку, а змiнює мiсце цього зв’язку (до якого нейрона приєднаний
i де саме на дендритному деревi). Розглянемо типовий пiрамiдний нейрон. В
його околi знаходяться десятки тисяч аксонiв вiд iнших нейронiв. Проте лише
невелика частина аксонiв з’єднанi, тодi як iншi лише потенцiйно можуть приєд-
натися. Нейрон може утворювати багато з’єднань з одним i тим самим аксоном
в рiзних мiсцях на дендритному деревi. Припустимо, що з усiх активних вхi-
дних нейронiв є принаймнi два в яких аксони розташованi близько (Рис. 2.5б).
Синапси з цих корельованих вхiдних аксонiв, перетворюються з потенцiйних в
фактичних i приєднуються локально на дендритний сегмент та формують кла-
стер. Останнi експерименти частково пiдтверджують цю iдею [46]. Таким чи-
ном, завдяки структурнiй пластичностi, аксони постiйно намагаються створити
стабiльнi зв’язки шляхом пошуку нових мiсць. Подiї в середовищi, кодуються в
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(а) (б)
Рис. 2.5: а) Модель нейрона з дендритами розрiджений кластерон. Нейрон має
𝑆 кластерiв, що зберiгають 𝑘 активних вхiдних нейронiв, що активували цю
даний нейрон. Тiльки повторна активнiсть саме цiєї групи з 𝑘 нейронiв може
активувати кластер. б) Iлюстрацiя випадково розмiщених аксонiв. Близько роз-
ташованi аксони можуть сформувати локальнi синапси, якi сформують кластер
на дендритi.
корельованi групи нейронiв, якi шляхом кластерного розмiщення активних си-
напсiв зв’язуються разом створюючи асоцiативну пам’ять. Це можливий спосiб
пояснити, яким чином структура свiту може бути вiддзеркалена в структурi
зв’язкiв в нейроннiй мережi.
Iнiцiалiзацiя асоцiативної пам’ятi
Запропонована модель застосовується для створення 𝑅 асоцiацiй мiж двома
нейронними популяцiями {(𝑥𝜇 ↦→ 𝑦𝜇) : 𝜇 = 1, 𝑅)}, якi представленi у виглядi
бiнарних векторiв 𝑥 i 𝑦 розмiру |𝑥| = 𝑁𝑥 i |𝑦| = 𝑁𝑦. Кiлькiсть активних ней-
ронiв 𝑎 набагато менша за сукупну кiлькiсть нейронiв 𝑎 ≪ 𝑁 . Розрiдженiсть
визначається як 𝑠 = 𝑎𝑁 , тому в даному випадку розрiдженiсть висока 𝑠≪ 1.
На етапi навчання всi 𝑅 пари асоцiюються за рiвнянням. 2.2 i для кожного
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нейрона в 𝑦 створюється набiр кластерiв. На етапi вiдтворення на вхiд подається
вектор 𝑥𝑙 без спотворення та вiдтворюється вектор 𝑦 вiдповiдно до рiвняння
2.1. Асоцiативна пам’ять повинна отримати вектор максимально наближений
до оригiнального 𝑦𝑙.
Далi, дослiджено двi варiацiї моделi, одноетапна та багатоетапна. В першiй
варiацiї вихiдний вектор вiдтворюється за одне застосування рiвняння 2.1. В
другiй – створюються автоасоцiативнi зв’язки (𝑦 ↦→ 𝑦) i використовується така
сама модель, лише вектор 𝑥 змiнюється на 𝑦. Для цього випадку вхiдний вектор
вiдтворює вектор 𝑥𝑙 → 𝑦1, тодi 𝑦1 → 𝑦2 i пiсля декiлькох крокiв рiвняння 2.1
отриманий вектор сходиться до 𝑦𝑙.
Якiсть пам’ятi залежить вiд критерiю допустимостi 𝜖. Для одноетапної асо-
цiативної пам’ятi, критерiй вибирається таким чином, щоб не було бiльше нiж
1% хибно активних клiтин. Це еквiвалентно обмеженню ймовiрностi помилко-
вої активацiї клiтини, 𝑝(𝑦𝑖 = 1|𝑦𝑖 = 0) ≤ 𝜖, де 𝜖 = 0.01. Для багатоетапної
пам’ятi для перших отриманих векторiв можна послабити умову максимальної
кiлькостi помилок, так як з кроками автоасоцiацiї вони зменшуватимуться. То-
му, перший отриманий вектор 𝑦𝑙 може мати бiльше ненульових елементiв, нiж
оригiнальний вектор 𝑦𝑙. Однак, можлива ситуацiя, коли вектор буде сходитися
до iншого вектора 𝑦𝑓 , 𝑓 ̸= 𝑙. Ми використовуємо таку саму величину критерiю
𝜖 = 0.01 для обмеження кiлькостi неправильно вiдтворених векторiв з помiж
𝑅, i обмежуємо вiдповiдну ймовiрнiсть 𝑝(𝑦𝑓 |𝑥𝑙, 𝑓 ̸= 𝑙) ≤ 𝜖. Встановивши кри-
терiй допустимостi, ми можемо теоретично оцiнити ємнiсть пам’ятi та вивести
наближену аналiтичну формулу.
Далi будуть дослiдженi наступнi основнi параметри будь-якої асоцiативної
пам’ятi:
1) Максимальна збережена iнформацiя. Визначається як вiдношення ма-
ксимальної взаємної iнформацiї мiж вiдтвореним та записаним вихiдними ве-
кторами до кiлькостi затрачених ресурсiв. Тобто, скiльки можна записати пар
векторiв {𝑥𝜇 → 𝑦𝜇} так, щоб зберiгалося правильне вiдтворення асоцiацiй, при
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затратi мiнiмум ресурсiв (параметрiв).
2) Стiйкiсть до помилок. Визначається як максимальне допустиме вiдхи-
лення адресного вектору ?˜? вiд 𝑥𝜇 при якому ще видобувається збережений
вихiдний вектор 𝑦𝜇 = 𝑓(?˜?𝜇)
3)Ефективностi роботи. Визначається як час необхiдний для обрахунку фун-
кцiї 𝑓(.).
Теоретичний аналiз
Припустимо, що пiд час етапу навчання 𝑅 пар векторiв (𝑥,𝑦) були асоцiйова-
нi вiдповiдно до рiвняння 2.2 i створенi кластери активних нейронiв. Далi,
на етапi вiдтворення застосовується рiвняння 2.1 для всiх збережених пар.
Щоб оцiнити ємнiсть пам’ятi, потрiбно визначити скiльки нейронiв у векторi 𝑦
стають активними, або, яка ймовiрнiсть активацiї.
Для отримання аналiтичного виразу ймовiрностi, використовується трюк зi
збiльшенням розмiрностi задачi. Набагато простiше вирiшити аналогiчне завда-
















- бiномiальний коефiцiєнт. Далi, у пiдроздiлi "Результати"показано, що
це аналогiчне завдання правильно оцiнює ймовiрнiсть для оригiнальної задачi.
Введемо вiртуальнi бiнарнi ваги 𝑤 розмiру [𝑁𝑦, ?´?𝑥], i використаємо моди-
фiковане Хеббiвське правило навчання 𝑤𝑖𝑗 = 𝑦𝑖(?´?), де 𝑓(?´?) повертає один ви-
падковим чином обраний ненульовий елемент з нового вхiдного вектору. Таким
чином, кожен нейрон 𝑦 з’єднується точно в одному мiсцi в розширеному просто-
рi за один крок навчання. Один крок навчання зменшує розрiдженiсть матрицi
ваг для одного нейрона на 𝑠0 = 1𝑁𝑥
. Пiсля 𝑅 збережених пар кiнцева розрiдже-
нiсть становить 𝑠𝑤 = 1− (1− 𝑠0)𝑅𝑠𝑦 , де враховано частоту активацiї нейронiв в
𝑦.
Розглянемо випадок, коли вектор 𝑥 не спотворений. Таким чином вiн вiд-
творює всi клiтини з вихiдного вектору та додатково активує iншi клiтини, якi
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i називаються хибно позитивнi помилки. Ймовiрнiсть того, що клiтина в 𝑦 стає
хибно активною, дається формулою: Eq. 2.3, з коригуванням розрiдженостi
𝑠𝑦.
𝑝(𝑦𝑖 = 1|𝑦𝑖 = 0) ≡ 𝑝 = (1− (1− 𝑠𝑤)?´?𝑥)(1− 𝑠𝑦) (2.3)
Використовуючи критерiй допустимостi 𝜖 = 0.01 для одноетапної пам’ятi,
умову 𝑝 ≤ 𝜖, i граничний випадок 𝑠0 → 0, отримуємо максимальну кiлькiсть




, де 𝑠 = 𝑎𝑥
𝑁𝑥
.
Ймовiрнiсть помилки для багатоетапної асоцiативної пам’ятi задана фор-
мулою 2.5. В даному випадку, припускається, що автоасоцiативна пам’ять
iдеальна, тобто працює як пошук найближчого сусiда. Перший вiдтворений ве-
ктор 𝑦1 порiвнюється зi всiма збереженими, i видобувається найближчий. В
якостi вiдстанi вибрана вiдстань Хеммiнга.
𝑝(𝑦𝑓 |𝑥𝑙, 𝑓 ̸= 𝑙) ≡ 𝑝2 = 1− (1− 𝑝𝑎)𝑅 (2.5)






Таким чином, основний результат приведеного теоретичного аналiзу пока-
зує, що максимальна кiлькiсть збережених патернiв для асоцiативної пам’ятi з
дендритними нейронами залежить вiд розрiдженостi вихiдного вектору та роз-
рiдженостi вхiдного в комбiнаторно розширеному просторi. Мiру розширення
визначає розмiр кластера на дендритному сегментi, що еквiвалентно порядку
кореляцiї.
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Чутливiсть до шуму та швидкiсть вiдтворення
Попереднiй аналiз показав теоретичну оцiнку ємностi пам’ятi у випадку без шу-
му, коли вхiдний вектор дорiвнює одному iз збережених ?^?𝑙 = 𝑥𝑙. У загальному
випадку з наявнiстю шуму, вхiдний патерн має 𝜆 правильно i 𝛽 неправильно
активних клiтин, так що ?ˆ?𝑥 = 𝜆 + 𝛽. Для випадку ?ˆ?𝑥 = 𝑎𝑥, рiвняння (2.3)
залишиться без змiн, оскiльки число активних нейронiв залишається незмiн-
ним. Однак, тепер не всi клiтини з правильного вихiдного вектору активнi i це
потрiбно враховувати у помилково позитивнiй (false positive) ймовiрностi:








Сукупна помилкова ймовiрнiсть включає в себе як помилково позитивнi,
так i помилковi негативнi (false negative) активнi клiтини. З умови 𝑝 + 𝑝𝑓𝑝 ≤ 𝜖
можемо аналогiчно оцiнити максимальну кiлькiсть збережених пар патернiв
𝑅𝑚𝑎𝑥.
У випадку вiдсутностi неправильної активацiї 𝛽 = 0 ми маємо лише час-
тково активний вхiдний вектор 𝜆 = ?ˆ?𝑥 < 𝑎𝑥. Це зменшує помилковi негативно





. Але це також при-
зводить до збiльшення помилково позитивно активних клiтин.
Що стосується швидкостi вiдтворення, то для отримання вектору 𝑦 потрiбно
перебрати всi𝑁 нейрони та всi 𝑘 синапси з-помiж 𝑆 кластерiв. Таким чином, ви-
конується -𝑁𝑆𝑘 операцiй. Порiвняно з моделлю Вiлшоу, в якiй 𝑎𝑁+𝑁 операцiй
Knoblauch2010, розрiджений кластерон повiльнiший. Однак, якщо розглядати
паралельну архiтектуру подiбну до мозку, де окремi дендритнi сегменти вико-
нують обчислення, час роботи є порiвнянним, оскiльки всi синапси працюють
паралельно. Варто додати, що паралельна реалiзацiя набагато швидша порiв-




Для перевiрки теоретичних розрахункiв порiвняно аналiтичну формулу ємностi
пам’ятi з результатами чисельних експериментiв. Створено 𝑅 випадкових пар
патернiв (x𝜇,y𝜇), 𝜇 ∈ {1, . . . , 𝑅}) з фiксованою кiлькiстю активних нейронiв
𝑎𝑥 = 𝑎𝑦 = 7, з розмiром мережi 𝑁𝑥 = 𝑁𝑦 = 100 та розмiром кластера 𝑘 = 2.
Теоретична точнiсть розраховується вiдповiдно до 𝐴𝑐𝑡ℎ𝑒𝑜𝑟𝑦(𝑅) = 1− 𝑝2 для ба-
гатоетапної пам’ятi та порiвнюється з результатами моделювання 𝐴𝑐𝑠𝑖𝑚(𝑅) =
#error retrieval
𝑅 для рiзних значень 𝑅. Оскiльки вектори є випадковими, проведено
кiлька експериментiв i усереднено результати. Як видно з (рис. 2.6а), теоре-
тичний розрахунок узгоджується з результатами моделювання.
Для наступного експерименту проводиться порiвняння максимальної кiль-
костi збережених патернiв 𝑅theorymax та 𝑅
sim
max при рiзних розмiрах мережi 𝑁 . Як
видно з рис. 2.6б теоретичний результат повторює результат симуляцiї. Таким
чином, пiдтверджено правильнiсть розв’язку задачi в розширеному просторi та
її еквiвалентнiсть до поставленої задачi розрiдженого кластерона. Це дає цiка-
вий висновок, що через вiдстеження кореляцiй вищих порядкiв нейрони розши-
рюють розмiрнiсть вхiдного простору в якому легше розрiзнити рiзнi патерни.
Залежнiсть ємностi вiд параметрiв моделi
Основними параметрами розрiдженого кластерона є 𝑘 - розмiр кластера або
порядок кореляцiй, 𝑎 - кiлькiсть активних нейронiв, та 𝑁 - загальна кiлькiсть
нейронiв. На малюнку 2.7а представлено результати максимальної кiлькостi
збережених патернiв з фiксованим рiвнем активацiї 𝑎𝑥 = 𝑎𝑦 = 6 за рiзних
значень 𝑁 i 𝑘 при багатоетапнiй пам’ятi. Чим бiльший розмiр мережi та роз-
мiр кластера, тим вища ємнiсть пам’ятi. Цiкаво, що один нейрон може зберiгати
величезну кiлькiсть патернiв: за певних параметрiв це може бути порядку мiль-
йона патернiв на нейрон, хоча й це вимагатиме величезної, бiологiчно нереалi-
стичної кiлькостi синапсiв. Ресурси в реальному мозку, його кiлькiсть синапсiв
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(а) (б)
Рис. 2.6: Порiвняння теоретичної та експериментальної точностi та ємностi ме-
режi: а) Залежнiсть точностi вiдтворення вiд кiлькостi збережених патернiв з
рiвнем активацiї 𝑎 = 7 та розмiром кластера 𝑘 = 2. Вiд 𝑅 = 400 точнiсть
починає падати. Теоретична крива вiдмiнно повторю експериментальнi данi. б)
Залежнiсть максимальної кiлькостi збережених патернiв вiд кiлькостi нейронiв.
Iншi параметри залишаються незмiнними. Ємнiсть збiльшується з розмiром ме-
режi. Теоретичний та експериментальнi результати узгоджуються.
та загальна довжина дендритного дерева обмеженi. Проте математично абстра-
ктний нейрон не обмежений i може забезпечити значно бiльшу ємнiсть мережi
в цiлому.
Наступний експеримент дослiджує, як кiлькiсть активних нейронiв впливає
на ємнiсть пам’ятi. Для фiксованого розмiру кластера 𝑘 = 3 порiвняно макси-
мальну кiлькiсть збережених патернiв для рiзних значення 𝑎 i 𝑁 (рис. 2.7б).
Результати показують, що мережа має найбiльшу ємнiсть для 𝑎 = 6 для задано-
го дiапазону розмiрiв мережi, що узгоджується зi звичайними моделями асоцi-
ативної пам’ятi з лiнiйною сумацiєю та парними кореляцiями, де оптимальним
рiвнем активацiї є 𝑎 = log2𝑁 [89]. Оптимальний рiвень активацiї вiдповiдає
розрiдженостi 2 − 6% для рiзних розмiрiв мережi, що порiвняно з бiологiчни-
ми даними розрiдженостi сенсорних та асоцiативних областей кори головного
мозку.
Одноетапну асоцiативну пам’ять набагато легше реалiзувати i вона вима-
гає менше ресурсiв, однак, додавання латеральних автоасоцiативних зв’язкiв
76
збiльшує ємнiсть. На рис. 2.8а представлено результати порiвняння одно- та
багатоетапної асоцiативної пам’ятi. Як видно багатоетапна реалiзацiя має на
порядок вищу ємнiсть.
(а) (б)
Рис. 2.7: Максимальна кiлькiсть збережених патернiв для рiзних параметрiв.
а) Ємнiсть для рiзних розмiрiв мережi та рiзних розмiрiв кластерiв для фiксо-
ваного рiвня активацiя 𝑎 = 6. Вертикальна вiсь у логарифмiчнiй шкалi показує
збережену кiлькiсть патернiв подiлену на кiлькiсть нейронiв. Чим бiльше роз-
мiр мережi та кластерiв, тим бiльша ємнiсть. Для мережi 𝑁 = 700, 𝑘 = 4 один
нейрон може зберiгати мiльйон патернiв. б) Ємнiсть залежно вiд рiвня активацiї
для рiзних розмiрiв мережi та фiксованого розмiру кластера 𝑘 = 3. Ємнiсть ви-
мiрюється як вiдношення кiлькостi успiшно вiдтворених патернiв до загальної
кiлькостi нейронiв для заданого критерiю допустимостi 𝜖 = 0.01. Ємнiсть має
оптимальний рiвень активацiї 𝑎 = 6. Чим бiльше мережа, тим бiльше патернiв
може зберiгати один нейрон. Для 𝑁 = 400 та 𝑘 = 3 один нейрон може зберiгати
майже 3000 патернiв.
Порiвняння з класичною моделлю
Щоб порiвняти рiзнi моделi асоцiативної пам’ятi, недостатньо лише взяти до
уваги максимальну кiлькiсть збережених патернiв, потрiбно також врахувати
кiлькiсть синапсiв та обсяг iнформацiї для їх опису. В роботi [89] зазначено
основнi мiри для ємностi пам’ятi:
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Рис. 2.8: (a) Порiвняння максимальної кiлькостi збережених патернiв для одно-
та багатоетапної асоцiативної пам’ятi. Додавання автоасоцiативних зв’язкiв
збiльшує ємнiсть на порядок. (б) Порiвняння синаптичної ємностi моделi Вi-
лшоу та розрiдженого кластерона з 𝑘 = 2 i 𝑘 = 3 синапсами в кластерi. Сина-
птична ємнiсть моделi Вiлшоу збiльшується з кiлькiстю збережених патернiв,
а потiм падає через великий рiвень помилок. Синаптична ємнiсть для 𝑘 = 3 на
даному дiапазонi кiлькостi патернiв постiйна, оскiльки пам’ять не насичена для
якої 𝑅𝑚𝑎𝑥 > 800. Синаптична ємнiсть для 𝑘 = 2 зменшується, але вона бiльша,







де 𝑇 (𝑁, 𝑎,𝑅) = 𝑅𝑁𝐼( 𝑎𝑁 ) ємнiсть каналу, що можна iнтерпретувати як макси-
мальна збережена iнформацiя. 𝑅𝑚𝑎𝑥 - максимальна кiлькiсть збережених пар
асоцiацiй. 𝐼(𝑝) = 𝑝 log(
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. Ця мiра подiбна до попередньої, але враховує тiльки тi зв’язки в яких ненульо-
вi ваги, тобто тi синапси, якi реально використовуються. Ця мiра є найбiльш
важливою для практичної реалiзацiї моделей пам’ятi в hardware, так як там




#bits of required physical memory
Вона найбiльш точно характеризує ємнiсть пам’ятi, так як враховує не тiль-
ки кiлькiсть зв’язкiв, але й кiлькiсть iнформацiї потрiбної для опису кожного
зв’язку. Наприклад, в моделi Вiлшоу зв’язки бiнарнi, тому потрiбно 1 бiт на
зв’язок.
В таблицi 2.1, наведенi формули для обрахунку рiзних мiр для розрiдженого
кластерона. Для умови 𝑎≪ 𝑁 можна обрахувати наближення 𝑇 (𝑁, 𝑎,𝑅max) =
𝑅max𝑁𝐼(
𝑎
𝑁 ) ≈ 𝑅max𝑎log2( 𝑎𝑁 ) . Також, враховуючи, що в моделi нейрона з ден-
дритами за 𝑅 асоцiацiй утворюється 𝑅𝑘𝑎 зв’язкiв, звiдси i отримуємо значення
рiзних мiр ємностi для запропонованої моделi.
Далi приводиться порiвняння синаптичної ємностi для розрiдженого кла-
стерона та модифiкованої моделi Вiлшоу. Щоб провести справедливе порiвнян-
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Назва мiри Формула означення Ємнiсть моделi
Мережева ємнiсть 𝐶𝑁 = 𝑇 (𝑁,𝑎,𝑅max)
зв’язкiв′ [𝑏𝑖𝑡/𝑐𝑜𝑛𝑡𝑎𝑐𝑡] 𝐶
𝑁 = 1𝑘 log2(
𝑁
𝑎 )
Синаптична ємнiсть 𝐶𝑆 = 𝑇 (𝑁,𝑎,𝑅max)
ненульових зв’язкiв′ [𝑏𝑖𝑡/𝑠𝑦𝑛𝑎𝑝𝑠𝑒] 𝐶
𝑆 = 1𝑘 log2(
𝑁
𝑎 )
Iнформацiйна ємнiсть 𝐶𝐼 = 𝑇 (𝑁,𝑎,𝑅max)
iнформацiя на зв’язок′ 𝐶




Табл. 2.1: Мiри ємностi та формули для обрахунку для запропонованої моделi.
ня, використано одноетапну реалiзацiю. Також, порiвнюється саме синаптична
ємнiсть так як в кластеронi немає нульових зв’язкiв(як у моделi Вiлшоу). Мо-
дифiкацiї моделi Вiлшоу включають змiну порогового значення 𝜃 = 𝑎 на проце-
дуру kWTA(), яка працює краще [56]. А також, враховуються тiльки ненульовi
зв’язки в синаптичнiй ємностi.
З обчислювальних експериментiв отримано залежнiсть 𝐶𝑆(𝑟), де 𝑟 - це чи-
сло представлених патернiв. Для моделi Вiлшоу, представлення нових патернiв
збiльшує кiлькiсть використаних синапсiв, i пiсля певного порогу збiльшується
рiвень помилок, i ємнiсть падає внаслiдок заповненостi матрицi ваг (рис. 2.8б.
Для розрiдженого кластерона з 𝑘 = 3 синаптична ємнiсть є константою, оскiль-
ки 𝑅𝑚𝑎𝑥 > 800, що вiдповiдає теоретичному передбаченню. При 𝑘 = 2 синапти-
чна ємнiсть падає, однак вона вища порiвняно з моделлю Вiлшоу.
Так як в моделi Вiлшоу багато нульових зв’язкiв, мережева ємнiсть 𝐶𝑁 зна-
чно менша нiж в кластерона.
У моделi кластерона кожен кластер зберiгає iндекси вхiдних нейронiв, тому
потрiбно 𝑙𝑜𝑔2(𝑁𝑥) бiт iнформацiї для запису кожного iндексу. Проте, в моделi
Вiлшоу використовуються бiнарнi синапси, тому вона має вищу iнформацiйну
ємнiсть 𝐶𝐼 , нiж у кластерона. Тим не менш, у випадку практичної реалiзацiї
моделей пам’ятi в hardware, синаптична ємнiсть важливiша, так як визначає
необхiдну кiлькiсть фiзичних контактiв.
Слiд зазначити, що двi моделi мають один i той самий порядок для рiзних
ємностей зберiгання, однак, розрiджений кластерон має набагато вищу макси-
мальну кiлькiсть збережених патернiв. Також, безсумнiвною перевагою запро-
понованої моделi є її здатнiсть пiдлаштовуватися пiд вимоги пам’ятi змiнюючи
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параметр 𝑘. Так, якщо ємнiсть може бути не великою, можна взяти малi зна-
чення розмiру кластера i зберегти ресурси. Якщо розрiдженiсть векторiв мала,
тобто є багато одиниць, можна вибрати розмiр кластера великим, i пам’ять буде
справлятися з щiльними векторами, завдяки використанню багатьох синапсiв.
Обговорення
Бiологiчний нейрон в корi головного мозку має близько 10 000 зв’язкiв, i в ко-
жний момент, принаймнi, 100 активнi. Для активацiї нейрона достатньо 15-30
вхiдних нейронiв, однак важливо, де саме на дендритному деревi знаходяться
цi зв’язки. Якщо цi зв’язки синхронно активуються i знаходяться локально, то-
дi з бiльшою ймовiрнiстю активується вихiднiй нейрон. Таким чином, окремий
нейрон може зберiгати величезну кiлькiсть патернiв, наприклад, якщо двi ме-
режi розмiром по 700 нейронiв, i вiдслiдковується збiг трьох нейронiв, то один
нейрон може розпiзнати до 10 тисяч рiзних патернiв.
Оригiнальнiсть розрiдженого кластерона полягає в тому, що показано як
бiологiчне явище кластерного формування синапсiв приводить до кращої асо-
цiативної пам’ятi для якої вдалося вивести аналiтичнi вирази ємностi. Голов-
ним результатом є те, що показано, що вiдстеження кореляцiй вищих поряд-
кiв надзвичайно збiльшує кiлькiсть патернiв, якi може надiйно розпiзнати ней-
рон. Причина цього полягає в тому, що виявлення збiгiв розширює розмiрнiсть
вхiдної мережi, в якiй легше роздiлити патерни, i тому збiльшується ємнiсть
пам’ятi. Iнша причина походить вiд розрiдженої активацiї, що робить можливим
використовувати невеликий розмiр кластера. В цьому випадку при зв’язуванi з
кiлькома клiтинами з популяцiї, нейрон може розпiзнати всю популяцiю.
Ранiше була спроба показати, що нейрон з нелiнiйними дендритами має ви-
щу ємнiсть [138], завдяки бiльшiй кiлькостi можливих комбiнацiй з’єднань. В
данiй роботi дослiдження набули подальшого розвитку: побудована асоцiатив-
на пам’ять i оцiнено ємнiсть мережi в цiлому, а не одного нейрону. Показано,
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що розрiджена модель кластерону має меншу iнформацiйну ємнiсть порiвняно
з моделлю Вiлщоу, але бiльш високу мережеву та синаптичну ємнiсть, що є
перевагою для апаратної реалiзацiї. Крiм того, розрiджена модель кластерону
має набагато бiльшу кiлькiсть збережених патернiв i може досягати мiльйонiв
на нейрон. Для досягнення такої ємностi нейрон створює кiлька з’єднань з вхi-
дними нейронами, i активується тiльки якщо вони всi активнi. Це призводить
до того, що два нейрони з’єднуються багатьма зв’язками в багатьох мiсцях, що
подiбно до бiологiчних нейронiв з 10-20 контактами в середньому. Отже, не тiль-
ки сила зв’язку має значення, але й його розташування, яке зберiгає додаткову
iнформацiю.
Для моделей нейронiв з iндивiдуальними дендритами або, як у нашому ви-
падку кластерiв, наступне питання зазвичай виникає, "чому б не використати
10 простих нейронiв, замiсть одного складного з 10-ма дендритами?". Цi два ви-
падки математично подiбнi, але все таки вiдрiзняються. Якщо складний нейрон
з’єднується з мережею розмiром 𝑁 складних нейронiв в яких по 𝑑 кластерiв,
то матриця зв’язкiв має розмiрнiсть 1×𝑁 × 𝑑. З точки зору бiологiї, набагато
ефективнiше мати один аксон i генерувати один потенцiал дiї для передачi си-
гналу замiсть того, щоб мати десять аксонiв i посилати десять потенцiалiв дiї.
Це ж стосується i апаратної реалiзацiї штучних нейронних мереж. Отже, вико-
ристання складних нейронiв економить затрати енергiї для генерацiї спайкiв.
Варто згадати мережi вищих порядкiв, якi розроблялися в кiнцi 80-х рокiв
[9, 53, 97, 165]. Вони розширили мережа Хопфiлда для врахування кореляцiй
вищого порядку, як в моделi кластерону. Однак вони зробили це в загальному
випадку для повнозв’язної мережi, не використовуючи умову розрiдженостi,
створивши таким чином величезнi багатовимiрнi матрицi, i є обчислювальними
занадто складними для використаннi на практицi. Натомiсть, в запропонованi
моделi використано iдею, що не обов’язково створювати всi зв’язки, достатньо
з’єднатися з невеликою кiлькiстю нейронiв, щоб зв’язатися з популяцiєю в цiло-
му [5, 6]. Це дозволяє знизити обчислювальну складнiсть при збереженнi високої
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ємностi пам’ятi.
Iснує ще одна нещодавня модель HTM [62] з дендритами i використанням
розрiджених векторiв [82, 83, 135, 144]. Ця модель була розроблена для зберi-
гання послiдовностей, де кожен дендрит працює як детектор збiгу, але вона не
застосовувалася для задачi асоцiативної пам’ятi. Головна вiдмiннiсть порiвня-
но з цiєю моделлю полягає в тому, що в данiй роботi показано, що можливо
використовувати кластери малого розмiру для вiдстеження збiгiв i виведено
аналiтичнi вирази для ємностi пам’ятi.
З обережним оптимiзмом здається, що деякi головоломки, нарештi, стають
зрозумiлими: бiологiчнi нейроннi мережi еволюцiонували шляхом збiльшення
дендритних дерев i утворенню синаптичних кластерiв для збiльшення ємностi
та стiйкостi пам’ятi.
2.3 Кодування зображення в розрiдженi пред-
ставлення
Як вже було встановлено, дендритнi обчислення мають важливе значення в
роботi нейрона. Далi ставиться питання, яку можливу роль вони вiдiграють в
кодування iнформацiї? Бiологiчнi данi свiдчать, що нейрони з таламусу ство-
рюють синапси близько до соми нейрона в шарах L4 та L6. I тому, цi синапси
досить сильнi, що зменшує необхiднiсть в кооперацiї, як це було у випадку асо-
цiативної пам’ятi з синапсами на дальнiх частинах дендритного дерева. Тим
не менш, важливо дослiдити питання як вплине на кодування змiна класичної
активацiйної функцiї на детектор збiгiв.
Стандартний спосiб кодувати щось передбачає створення словника, що ста-
вить у вiдповiднiсть об’єкт з його двiйковим кодом. Наприклад, лiтера "А"коду-
ється як 1000001 вiдповiдно до ASCII. Такий пiдхiд сформував сучасну комп’ютерну
технiку, проте для бiологiчних органiзмiв не має когось хто створить словник,
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як людина створила для комп’ютера. Тому, вони створюють внутрiшнє пред-
ставлення зовнiшнього середовища самi завдяки самоорганiзацiї нейронних ме-
реж. Якщо ми хочемо створити системи зi штучним iнтелектом, ми повиннi
вiдмовитися вiд створення словникiв людьми та забезпечити можливiсть само-
органiзацiї коду. Проте залишається вiдкритим питання, як перетворити сирi
данi рецепторiв в такi бiнарнi вектори [144].
Останнiм часом в цьому напрямку було досягнуто певного прогресу. Глибокi
нейроннi мережi вивчають риси з "сирих"сенсорних даних, в той час як ранiше
цi риси задавалися вручну [95]. Однак, по сутi, цi системи також потребують
людей, якi дадуть розмiченi данi з мiтками, на вiдмiну вiд бiологiчних ней-
ронних мереж, якi використовують сумiш навчання без учителя та навчання з
пiдкрiпленням.
Iнший вагомий результат показує перспективи розрiдженого кодування. Якщо
задати вимогу реконструювати вхiдне зображення через лiнiйну комбiнацiю ма-
лої кiлькостi словникiв з-помiж всiх вивчених, алгоритм вивчає риси, схожi на
рецептивнi поля простих клiтин у вiзуальнiй корi [43] (напрямленi лiнiї). I хоча
цей пiдхiд подiбний до бiологiчного, проте вiн використовує частотний пiдхiд
кодування даних (коефiцiєнти в лiнiйнiй активацiї – дiйснi числа). Як зазнача-
лося в першому роздiлi, бiльшiсть схиляються до думки, що кодування не може
бути частотним для розпiзнавання образiв в корi головного мозку.
Також, формування розрiдженого представлення було отримано в роботах
Фолдiака [45] та командою Нумента [31]. Вони використали гомеостатичнi прин-
ципи навчання з латеральною iнгiбiцiєю, чим змогли вiдтворити важливi бiоло-
гiчнi деталi: отриманий код розрiджений, для подiбних стимулiв код теж подi-
бний i для бiльш частiших стимулiв код бiльш розрiдженiший. Останнє важли-
во, так як тодi статистично частiшi риси кодуються меншою кiлькiстю нейро-
нiв, що оптимiзує енерговитрати органiзму на генерацiю електричних iмпульсiв.
Тим не менш, цi моделi обчислювально затратнi i не можуть бути використанi
в практичних цiлях. Це пов’язано i з часом навчання i з обмеженою кiлькiстю
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рис, що здатна вивчити мережа.
В даному пiдроздiлi тестується проста модель, що утворює розрiджене пред-
ставлення зображення з використанням дендритних обчислень. Один нейрон
працює як детектор збiгiв i реагує на багато рис, що збiльшує загальну ємнiсть
мережi. Весь об’єкт кодується через розподiлену активацiю багатьох нейронiв.
Результати показують кодування зображення у розрiджене представлення зi
збереженням схожостi для подiбних зображень. Кожна клiтина утворює кiлька
рецептивних полiв i разом з iншими формує популяцiйне рецептивне поле, яке
i представляє об’єкт.
Модель
В якостi даних для кодування використовуються рукописнi цифри з бази даних
MNIST. Зображення бiнаризується i отриманий вектор 𝑥 розмiром 28 * 28 =
784 подається на шар нейронної мережi 𝑦. Активацiя розраховується вiдповiдно
до:









Рис. 2.9: Зображення топо-
графiчних зв’язкiв одного
нейрона.
kWTA повертає k найбiльш активних клiтин
одиницями, а iншi зануляє. Активацiя складається
з двох доданкiв. Перший – лiнiйна сумацiя вхiдно-
го вектору зваженого на бiнарний випадковий ве-
ктор 𝑤 з бiномiального розподiлу. Ваги створенi
для локальної частини зображення зi збережен-
ням топографiчних спiввiдношень 2.9. Другий –
детектор збiгiв, як добуток елементiв вхiдного ве-
ктора з врахуванням рецептивного поля 𝑐𝑖𝑗𝑘. Па-
раметр 𝛼 визначає вплив лiнiйного члена та де-
тектора збiгiв на стан нейрона. На початку коли
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кластери 𝑐𝑖𝑗𝑘 не навченi, домiнувати буде перший
доданок, але пiсля навчання другий. Використовується хеббоподiбне правило
навчання:
𝑝(𝑐𝑖𝑗𝑘 = 1) = 𝛽𝑥𝑖𝑦𝑘 (2.9)
яке визначає ймовiрнiсть утворення кластера, де 𝛽 = 0.01.
Перетворивши кожне зображення в бiнарне представлення можна застосу-
вати рiзнi метрики вiдстанi для порiвняння схожостi кодувань.
Результати
Так як кодування мають однакову кiлькiсть активних клiтин, схожiсть визнача-
лася як перетин двох кодувань
∑︀
𝑥𝑖 ·𝑥𝑗, де 𝑥𝑖 вектор i-го зображення. Матрицю
перетину для кодувань зображень з чотирьох класiв зображено на рис. 2.10 a).
Чим темнiше, тим вищий перетин. Цифри з того самого класу мають бiльший
перетин, однак є екземпляри, якi мають перекриття бiльше до iншого, чужого,
класу.
Рис. 2.10: A) Матриця перетину кодувань зображень з чотирьох рiзних класiв.
Темний колiр означає бiльше перекриття. Видимi чорнi квадрати показують
високий перетин для зображень з одного класу. Б)Нижнє: бiнарнi зображення
рукописних цифр. Верхнє: популяцiйне рецептивне поле мережi.
Пiсля навчання, коли для кожної клiтини сформувався певний набiр кла-
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Рис. 2.11: А) Рецептивнi поля активних кластерiв рiзних нейронiв, що коду-
ють цифру. B)Рецептивне поле всiх кластерiв одного нейрона та їх комбiнацiя
справа.
стерiв 𝑐𝑖𝑗𝑘, можна вiзуалiзувати рецептивне поле популяцiї. Кожний нейрон має
𝑘 кластерiв, де зазвичай тiльки один активний. Склавши всi активнi кластери
для всiх активних клiтин в 𝑦 отримуємо зображення стимулу на рис. 2.10б),
який активував дану популяцiю. Внизу показано вхiдне зображення, зверху –
рецептивне поле популяцiї нейронiв. Як видно, рецептивне поле досить непогано
вiдтворює вхiдний стимул. Цiкаво, що жодна клiтина не мiстить всiєї iнформацiї
про вхiдне зображення, але склавши всi рецептивнi поля клiтин, отримується
стимул. Це наглядний приклад популяцiйного кодування. Якщо розбити попу-
ляцiйне кодування на окремi клiтини, то видно, що кожна клiтина кодує лише
частину вхiдного зображення, певнi риси. На рис. 2.11а) показано активнi кла-
стери для деяких вибраних активних клiтин. По одинцi вони кодують лише
певнi риси, разом кодують все зображення.
Далi, виникає питання, а яке ж рецептивне поле одного нейрона? Просу-
мувавши всi кластери 𝑐𝑖𝑗𝑘 для j-го нейрона, отримуємо вiзуалiзацiю. На рис.
2.11б) показаний набiр рецептивних полiв одного нейрона, його кластерiв, збiг
яких вiн вiдслiдковує. В сукупностi, рецептивне поле зовсiм не селективне. Це
подiбно до iдеї грубого кодування [68, 40], коли рецептивне поле одного нейро-




Цей пiдроздiл присвячений проблемi кодування iнформацiї в розрiджене бiнар-
не представлення. Запропонована iдея полягає у використаннi розширеної мо-
делi нейрона, яка включає в себе дендритнi обчислення. Дендрити виконують
детектування збiгу у вхiдних даних i дозволяють одному нейрону вивчати рiзнi
рецептивнi поля. Дiйсно, експериментальнi данi свiдчать, що "складнi клiти-
ни"(за термiнологiєю Хюбеля та Вiзеля) формують iнварiантнiсть через рiзнi
рецептивнi поля на окремих дендритних гiлках [80].
В представленiй моделi показано як цi рецептивнi поля формуються та як
їх перетин кодує все зображення через популяцiйне кодування. Вводиться по-
няття популяцiйне рецептивне поле, як той набiр стимулiв, що активує певний
набiр клiтин. Кожна поодинцi клiтина мiстить лише частину рецептивного по-
ля. Цiкаво, що окрема клiтина має широку селективнiсть, але на рiвнi популяцiї
можливо видiлити стимул. Це подiбно до ранiше запропонованої iдеї грубого ко-
дування, як механiзму кодування в сенсорних областях кори мозку. Результати
цього роздiлу опублiковано в роботi автора [170]
2.4 Висновки
Даний роздiл присвячено просторовiй асоцiативнiй пам’ятi, в якому запропо-
новано нову модель пам’ятi, на основi моделi нейрона сiгма-пай. Ця модель
включає дендритнi обчислення, а саме детектування збiгiв. Таке вiдслiдкову-
вання кореляцiй вищих порядкiв дає високу ємнiсть асоцiативної пам’ятi. Це
полiпшення є наслiдком двох iдей. Перша, – для розрiджено активної нейронної
мережi достатньо зв’язатися до невеликої пiдпопуляцiї, щоб з’єднатися зi всi-
єю популяцiєю, що кодує певну iнформацiю. Друга, – детекцiя збiгiв збiльшує
розмiрнiсть вхiдних даних, тим самим збiльшує роздiльну здатнiсть нейрона.
Цiкаво, що скорiш за все, такi обчислювальнi механiзми реалiзованi в реальних
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бiологiчних нейронах через синаптичну кластеризацiю на дендритних деревах
та нелiнiйнi властивостi потенцiал залежних iонних каналiв.
Модель нейрона з детекцiєю збiгiв та навчання кластерiв була застосовна
для кодування зображень в розрiджене бiнарне кодування. Врахування дендри-
тiв в нейронi призводить до формування багатьох рецептивних полiв в одному
нейронi. Внаслiдок цього, декодувати стимул по активностi лише одного ней-
рону не можливо, а потрiбно врахувати активнiсть багатьох нейронiв, кожний
з яких, кодує певнi риси об’єкту.
Пiдсумовуючи:
1. Врахування дендритних дерев в моделi нейрона i використання розрi-
джено розподiлених представлень призводить до високої ємностi асоцiативної
пам’ятi. Окремий дендритний сегмент працює як детектор збiгiв i вивчає коре-
ляцiї вищих порядкiв у вхiднiй нейроннiй активацiї.
2. Теоретичний аналiз мережi показав, що ємнiсть пам’ятi залежить вiд сту-
пеня розрiдженостi активностi нейронiв. Чим бiльша розрiдженiсть, тим вища
ємнiсть мережi. Також, теоретично можна iнтерпретувати детектування збiгiв
як комбiнаторне розширення розмiрностi вхiдної мережi, чим i пояснюється
висока ємнiсть.
3. Порiвняння з класичною моделлю асоцiативної пам’ятi Вiлшоу показало
переваги запропонованої моделi в мережевiй та синаптичнiй ємностi, але про-
граш в iнформацiйнiй ємностi.
4. Застосування моделi нейрона для кодування зображення призводить до
широкої селективностi одного нейрону, та виникненню популяцiйного рецептив-
ного поля.
Результати експериментальних дослiджень даного роздiлу наведено в публi-
кацiях [170, 127]:
1.Osaulenko V.M. Testing simple neuron models with dendrites for sparse binary
image representation, Штучний iнтелект, 2017, № 2, С. 101-108 (фахове видання)
2. Osaulenko, V., Girau, B., Makarenko, O. Henaff, P. Increasing Capacity of
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Даний роздiл присвячений часовiй асоцiативнiй пам’ятi. Спершу описано про
просторово-часовi патерни активностi в бiологiчних нейронних мережах та їх
властивостi. Далi, навчання послiдовностей формалiзовано в три задачi, про-
гнозування, iнтеграцiї та генерацiї, та першi двi розглядаються бiльш детально.
Зокрема, побудовано модель прогнозування послiдовностi на основi моделi ней-
рона сiгма-пай подiбно до попереднього роздiлу. А також, пропонується модель
часової iнтеграцiї послiдовностi на основi алокацiї пам’ятi в нейрони зi збiль-
шеною здатнiстю до збудливостi. Детальнiше, що слiд розумiти пiд часовою
iнтеграцiєю, буде написано далi.
В назвi роботи вживається словосполучення "просторово-часова асоцiатив-
на пам’ять яке не є загальноприйнятим. Воно запропоноване в данiй роботi як
поєднання термiну з нейронауки (spatio-temporal dynamics - просторово-часова
динамiка) та асоцiативної пам’ятi.
3.1 Просторово-часова активацiя бiологiчних ней-
ронних мереж
Вхiдний сенсорний сигнал породжує просторово-часовi патерни активностi у
нейронних структурах, що їх обробили, зокрема: у гiпокампi [34, 59, 15], вiзу-
альнiй V1 [51], звуковiй A1 [154], моторнiй [102] корi головного. Припускається,
що такi регулярнi послiдовностi присутнi у всiй корi головного мозку [38, 62]
та в багатьох iнших пiдкортикальних структурах. Тривалий час в нейронауцi
тривали дискусiї як представленi послiдовностi в нейроннiй активностi. Один
погляд вказував, що послiдовностi в нейронних мережах органiзованi як лан-
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цюг, коли активний нейрон активує наступний, який далi активує наступний
i так далi продовжуючи послiдовнiсть. Iнший, що послiдовностi представленi
iєрархiчно, коли активний нейрон активує одразу багато iнших в рiзних шарах
нейронiв, якi мiж собою взаємодiють i вiдтворюють послiдовнiсть паралельно.
На сьогоднi отримано вичерпнi вiдомостi, що має мiсце другий, iєрархiчний, ва-
рiант. Наприклад, у випадку послiдовностi дiй, на перших шарах представленi
окремi дiї, в промiжних – нейрони кодують початок i закiнчення пiдпослiдовно-
стi дiй, а в найвищих представленi поведiнковi команди на абстрактному рiвнi,
наприклад, дiйти вiд дому до роботи.
Для того, щоб зрозумiти механiзми представлення послiдовностей, прово-
дили багато бiологiчних експериментiв. Далi наводяться основнi властивостi
просторово-часової активацiї нейронiв в мозку [34, 59], де пiд елементом послi-
довностi слiд розумiти просторовий патерн активностi мережi в певний момент
часу:
∙ Доповнення послiдовностей, наприклад, коли послiдовнiсть АБВГД ви-
вчена, то iнiцiацiя АБ реактивує всю послiдовнiсть далi, тобто, ВГД
∙ Чутливiсть до порядку: АБВ закодовано iнакше, нiж ВБА
∙ Ефект зменшення та стабiлiзацiї активацiї мережi при повторюваннi по-
слiдовностi. Розрiджена активнiсть стає ще бiльш розрiдженою i тi са-
мi нейрони надiйно будуть активнi знову при появi навченої послiдовно-
стi. Одна з можливих причин цього, що утворюються новi гальмувальнi
зв’язки, якi починають ефективно вибирати кодування нейронiв.
∙ Часова схожiсть, коли в послiдовностi АБВ елементи А та Б кодуються
схожим чином. Кодуючi популяцiї мають великий перетин, який збiльшу-
ється при повторенi.
∙ Асиметрiя, коли в навченому патернi АБ, активнiсть вiд А активує Б, але
не навпаки.
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∙ Диференцiацiя послiдовностей, коли нейронна активацiя для схожих по-
слiдовностей все бiльше вiдрiзняється з повтореннями. Не плутати схо-
жiсть окремих елементiв в однiй послiдовностi (попереднiй ефект). Це
пов’язано з ефектом загасання, в результатi, послiдовностi ABC i BCE
матимуть стiйкi та рiзнi представлення.
∙ Асоцiацiя послiдовностей, якi належать до одного контексту. Якщо по-
слiдовностi Q W R кодуються в тому ж або аналогiчному контекстi, то
активацiя W реактивує Q i R [25], подiбно до асоцiативної пам’ятi. Це
призводить до часового групування подiй i може лежати в основi форму-
вання епiзодичної та автобiографiчної пам’ятi.
∙ Перебiр варiантiв послiдовностей. Коли вивченi послiдовностi АБВГ та
АБЯЮ, то у точцi розгалуження АБ спостерiгається пiдвищена актив-
нiсть. Якщо вхiд до нейронної мережi припиняється, то вона робить вибiр
мiж ВГ та ЯЮ.
Багато було створено моделей, що намагалися вiдтворити цi бiологiчнi ефе-
кти, проте, поки не iснує такої, щоб пояснювала все [15]. Проблема, що ми не
розумiємо всi обчислювальнi та бiологiчнi деталi. До таких попереднiх моделей
вiдносяться:
∙ Синактивнi ланцюги (Synfire chains), в яких два нейрони з’єднуються,
якщо вони активуються друг за другом. Тодi активацiя першого нейрона
в послiдовностi призводить до активацiї другого i т.д. ○ ⇒ ○ ⇒ ○ ⇒
○⇒.
∙ Полiсинхронiзацiя [78] - використовує iдею часової затримки передачi спай-
ку, що вiдрiзняється для рiзних аксонiв. Таким чином, тi нейрони, на якi
прийде активацiя одночасно, будуть активнi i закодують наступнi елемен-
ти послiдовностi. Через велику рiзноманiтнiсть довжин аксонiв, а отже
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затримки сигналу, завжди знайдеться унiкальна комбiнацiя нейронiв що
закодує елемент послiдовностi.
∙ Спайковi нейроннi мережi з правилом навчання STDP показують зда-
тнiсть до запису та вiдтворення послiдовної активностi нейронiв [3]. Про-
те, цей пiдхiд має тi ж недолiки що й два попереднi: новi послiдовностi
перезаписують старi, i тому такi нейроннi мережi здатнi записувати дуже
обмежену кiлькiсть послiдовностей.
∙ Рекурентнi нейроннi мережi, що навчаються через зворотне поширення
похибки в часi. Цей пiдхiд показує найкращi практичнi результати в ро-
ботi з послiдовностями, зокрема розпiзнавання голосу, чи переклад тексту.
Це стало можливим завдяки переходу до бiльш складних моделей, зокре-
ма LSTM або GRU , що можуть враховувати довготермiновi залежностi.
Проте, таких пiдхiд навчання не є бiологiчно правдоподiбним.
∙ Iєрархiчна часова пам’ять (HTM) [62, 30, 31], яка найближче по духу до
даної роботи. Вона також використовує модель нейрона, що враховує ден-
дрити в якостi детектора збiгiв, та кодує iнформацiю у розрiджено розпо-
дiлених представленнях. Це дозволяє записувати велику кiлькiсть послi-
довностей. Проте, цей пiдхiд використовує органiзацiю нейронної мережi з
мiнi колонками, де номера активних нейронiв в колонцi унiкально кодують
контекст минулої активностi послiдовностi. Через це виникають проблеми
з часовою iнтеграцiєю послiдовностi (temporal poller) та з чутливiстю до
шумiв.
В данiй роботi детальнiше дослiджено прогнозування послiдовностей та ча-
сову iнтеграцiю. Можливий механiзм прогнозування в бiологiчних нейронних
мережах виникає завдяки нелiнiйностi дендритiв [15, 20]. Красивий експери-
мент [21] показав, що упорядкована локальна активацiя з кiнця дендрита до
тiла нейрона викликає бiльшу активацiю, нiж у протилежному напрямку. Та-
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кий результат був теоретично передбачений з моделi Ралла, але це вимагало
нереалiстично довгого дендрита. Проте, тепер показано, що селективнiсть ней-
рона до рiзних напрямкiв(вiд центру чи до центру) досягається через нелiнiйну
активацiю рецепторiв NMDA та збiльшення iмпедансу (аналог опору мембрани
клiтини для змiнних струмiв) з бiльш високою вiдстанню вiд центру. Отже, по-
слiдовна активацiя дендриту з кiнця до центру деполяризує дендрит бiльше, та
NMDA рецептори активуються сильнiше. Цей експеримент показує, що нейрон
може виконувати бiльш складнiшi обчислення, нiж це вважалося ранiше, а саме
розпiзнавати просторово-часовi послiдовностi.
Крiм того, згiдно з теоретичними розрахунками [14], дендрити можуть ви-
являти та диференцiювати послiдовностi на масштабi часу ∼ 1 секунда, що ва-
жливо для бiльшостi поведiнкових задач. Такий порiвняно великий масштаб ви-
никає за рахунок поширення хiмiчних хвиль, наприклад 𝐶𝑎2+. I тому подальша
активацiя вздовж дендрита може пiдтримувати хвилю i спричиняти збiльшен-
ня активностi самої клiтини (Рис. 3.1а). Це добре узгоджується з нещодавнiм
вiдкриттям великого масштабу часу допустимих слiдiв (eligibility traces), зна-
йдених в корi мозку [65] та гiпокампi [17]. Це свiдчить про тривале збереження
активацiї дендритiв, що служить основою для подальшої iнтеграцiї послiдовно-
стi.
Iнше свiдчення, що нейрон розпiзнає просторово-часову активацiю, випли-
ває з недавнього експерименту, в якому було вимiряно рецептивнi поля нейронiв
у звуковiй корi гризунiв [154]. На рис.3.1б наведено приклад одного з таких по-
лiв. Червонi крапки представляють збуджувальнi синапси, а синi – гальмiвнi.
Найважливiшою iнформацiєю є те, що рецептивне поле розподiлене в часi, дуже
локалiзоване на певних частотах та розрiджене, що означає, що лише невели-
ка частина частот визначає активацiю нейрона. Головний результат показаний
авторами роботи, що подiбнi рецептивнi поля також! формуються в штучнiй
нейроннiй мережi, оптимiзованiй для передбачення наступних елементiв.
Така властивiсть розпiзнавати просторово-часовi патерни одним нейроном
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покладена в основу моделi прогнозування послiдовностi представленiй далi. По
сутi, використовується вже давно вiдомий пiдхiд в time-delayed мережах, коли
послiдовнiсть векторiв перетворюється в один довгий вектор i подається на
вхiд мережi. Тiльки в данiй роботi використовується розрiджено розподiлене
представлення даних та моделi, що пiдкрiпленi бiологiчними даними.
(а) (б)
Рис. 3.1: a) Поширення хiмiчних хвиль вздовж дендриту б) Просторово-часовi
рецептивнi поля гризунiв в звуковiй корi мозку A1 [154]. Показує, що iндивiду-
альний нейрон дуже селективний для певних частот i часу коли вони активнi.
Часова iнтеграцiя
Така здатнiсть розпiзнавати просторова-часову активнiсть мережi може бу-
ти використана для прогнозування: нейрон активується, що до того як прийшов
вiдповiдний сенсорний стимул. Також, є ще iнший розповсюджений ефект, ко-
ли певна популяцiя нейронiв активна впродовж всiєї послiдовностi. Тобто, на
одному нейронному шарi розвиваються послiдовнi просторовi патерни, що вiд-
творюють сенсорний вхiд, а на iншому шарi активується популяцiя, що кодує
всю послiдовнiсть. Тобто, вiдбувається представлення всiєї послiдовностi в iн-
шiй нейроннiй популяцiї. Така часова iнтеграцiя значно гiрше дослiджена, адже
потребує спостереження за активнiстю одразу багатьох нейронiв на довгому
часовому iнтервалi. Проте є певнi припущення, яким чином нейрони зв’язують
елементи послiдовностi в одне представлення. Одне з таких є алокацiя пам’ятi в
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нейрони зi збiльшеною здатнiстю до активацiї (збудливiстю, вiд англ. excitabii-
lity) для зв’язування активацiї в рiзнi моменти часу. Нещодавно було показано,
що активнi нейрони зi збiльшеною здатнiстю до активацiї, тобто готовнiстю ге-
нерувати потенцiал дiї, з бiльшою ймовiрнiстю будуть активуватися знову i тому
закодують iнформацiю про наступний сенсорний вхiд [147, 151]. Такий ефект
спостерiгається на часовому масштабi кiлькох годин-днiв i припускається, що
вiн вiдповiдає за формування епiзодичної пам’ятi. Тобто, сусiднi в часi подiї
представляються схожими нейронними популяцiями, а отже при нагадуваннi
однiєї подiї, активуються нейрони, що представляються наступнi подiї. Термiн
алокацiя (allocate) означає вибiр нейронiв, якi будуть активуватися (0 або 1) на
вхiдний стимул. Здатнiсть до активацiї означає близькiсть напруги на мембранi
нейрона до порогового значення, що збiльшує ймовiрнiсть генерацiї потенцiалу
дiї (0 або 1). Таким чином, бiльша здатнiсть, збiльшує ймовiрнiсть активацiї, а
отже визначає алокацiю пам’ятi(представлення наступних елементiв послiдов-
ностi).
Також, нещодавнi гарнi експерименти показали, що штучно збiльшуючи або
зменшуючи здатнiсть нейрона до активацiї, через оптогенетичнi методи, чи че-
рез збiльшення концентрацiї молекул факторiв росту BDNF, чи контролюючи
концентрацiю iонiв, можна визначити чи буде нейрон брати участь в кодуван-
нi iнформацiї [81]. Експериментальнi результати показують, що при активацiї
нейрони також збiльшують свою здатнiсть до активацiї, а отже, вони, швидше
за все, знову будуть активними в майбутнi моменти часу i вiзьмуть участi в
представленi iнформацiї. На даний момент, це одна з найкращих гiпотез, як
формуються епiзодичнi спогади з життя.
В данiй роботi припускається iдея, що такий механiзм алокацiї вiдповiдаль-
ний за iнтеграцiю послiдовностi i на часовому масштабi порядку секунд. Цей
масштаб часу особливий, так як на ньому є багато важливих для поведiнки
стимулiв, наприклад звук, слова, моторика, вiзуальний рух. Для перевiрки цiєї
iдеї запропоновано модель часової iнтеграцiї далi в цьому роздiлi.
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3.2 Навчання послiдовностей. Постановка зада-
чi та основнi пiдходи
Властивостi просторова-часових патернiв можна формалiзувати в навчання по-
слiдовностей, яке роздiляється на три складовi [163]: прогнозування, iнтеграцiя,
генерацiя.
Задача прогнозування ставиться як пошук вiдображення 𝑓 : {𝑥𝑡} → 𝑥𝑡+1,
яке на вхiд отримує послiдовнiсть елементiв {𝑥𝑡} = 𝑥1𝑥2..𝑥𝑡, а на виходi видає
прогноз наступного елементу 𝑥𝑡+1.
Подiбна задача – iнтеграцiя послiдовностi як пошук вiдображення 𝑓 : {𝑥𝑡} →
𝑦, яке на вхiд отримує послiдовнiсть елементiв {𝑥𝑡} = 𝑥1𝑥2..𝑥𝑡, а на виходi видає
представлення всiєї послiдовностi 𝑦 (подiбно до часової iнтеграцiї як писалося
вище).
Задача генерацiї послiдовностi зворотна до iнтеграцiї i ставиться як пошук
вiдображення 𝑓 : 𝑦 → {𝑥𝑡}. В бiологiчних органiзмах це використовується для
генерацiї моторики (як послiдовностi рухiв {𝑥𝑡}) вiд команди (як активної по-
пуляцiї нейронiв 𝑦).
Цi задачi насправдi є нероздiльними i реалiзовуються в iєрархiчно органi-
зованiй нейроннiй мережi. У спрощеному виглядi це можна пояснити на рис.
3.2, де представлено два рiвня 𝑥 та 𝑦. Нехай вхiдний сигнал надходить на шар
𝑥, де 𝑥𝑖 представлення елементу послiдовностi в час 𝑡𝑖. Шар 𝑦 iнтегрує актив-
нiсть з шару 𝑥 так, що 𝑦𝑖 є представленням на довшому часовому промiжку.
При сприйняттi вхiдної послiдовностi, наприклад ДоРеМiФа, активуються рi-
знi нейрони, якi утворюють мiж собою зв’язки (x->x, x->y, y->y, y->x). При
повторенi вхiдних звукiв ДоРе утворенi зв’язки x->x та y->x активують нейро-
ни, що кодували МiФа, тим самим передбачаючи наступну активнiсть. Зв’язки
х->y iнтегрують активнiсть в часi. Наприклад, 𝑥1 кодує До, 𝑥2 кодує Ре, а 𝑦1
кодує ДоРе. Це iнтуїтивне пояснення значно спрощене i не включає такi де-
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талi як: запам’ятовування контексту (якщо були послiдовностi СiДоРеМi та
ФiДоРеЛя, то передбачення на основi двох останнiх нот не розрiзнить Мi та
Фа), представлення тривалостi стимулу та iнтервалiв (тривалiсть ноти До та
час мiж нотами), стиснення даних (представлення в умовах коли було багато
вхiдних послiдовностей, але немає ресурсiв всiх їх записати, i тодi потрiбно ви-
бирати тi, якi найбiльш важливiшi). Цей простий приклад з нотами базуються
на результатах багаторiчних дослiджень бiологiчних нейронних мереж, в який
справдi iнформацiя обробляється iєрархiчно на рiзних часових та просторових
масштабах [60, 169]. Наприклад, рецептивнi поля первинної зони звукової кори
А1 можуть мати селективнiсть в дiапазонi 1с (шар х), в той час як вищi рiвнi,
наприклад А4, можуть бути селективнi на масштабi 5с (шар y).
Рис. 3.2: Простий приклад iєрархiчної обробки послiдовностей
Основнi пiдходи
На сьогоднi видiляють два основнi пiдходи в навчаннi послiдовностей: через
розподiл ймовiрностей та завдяки нейронним мережам. Моделi порiвнюється
за такими критерiями як точнiсть прогнозування; кiлькiсть пам’ятi, що займає
модель; та швидкiсть прогнозування. Порiвняння вiдбувається за допомогою
стандартних наборiв даних, наприклад слова з 100мб Вiкiпедiї.
Ймовiрнiснi моделi намагаються побудувати спiльний розподiл ймовiрностей
елементiв послiдовностi. Розглянемо наступну задачу. Нехай є послiдовнiсть
{𝑥𝑡, 𝑡 = 1 : 𝑇}, де 𝑥𝑖 ∈ 𝐴 та 𝐴 -алфавiт розмiру |𝐴| = 𝑁 . Спiльний розподiл ймо-
вiрностей (СР) довжиною 𝑛 визначається як 𝑝(𝑥𝑖+𝑠, 𝑥𝑖+𝑠−1...𝑝𝑖),∀𝑖 = 1 : 𝑇 − 𝑛,
де 𝑛 ≪ 𝑇 . Наприклад, якщо {𝑥𝑡} послiдовнiсть букв, то для 𝑛 = 2 СР пред-
ставляє бi-грами, ймовiрнiсть зустрiч двох сумiжних символiв. В загальному
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випадку маємо n-грами. Маючи СР робити передбачення можна доволi легко:
𝑝(𝑥𝑖+1|𝑥𝑖, ...𝑥𝑖− 𝑘) = 𝑝(𝑥𝑖+1, 𝑥𝑖, ...𝑥𝑖− 𝑘)
𝑝(𝑥𝑖, ...𝑥𝑖− 𝑘)
, де чисельник та знаменник отримується з СР шляхом маргiналiзацiї (пiд-
сумуваннi по всiх iнших елементах). Головна проблема СР в експоненцiйному
збiльшенi розмiру матрицi зi збiльшенням 𝑛, яка має розмiр 𝑁 ×𝑁 × ...×𝑁⏟  ⏞  
n
i
потребує 𝑁𝑛 чисел для опису. Для 𝑁 = 30, 𝑛 = 10, 𝑁𝑛 ≈ 1015 - це величезне
число. Проте матриця сильно розрiджена, бiльшiсть чисел нульовi. Розрiдже-
нiсть виникає через недостатню кiлькiсть даних, щоб все заповнити, або данi
структурованi, коли деякi подiї нiколи не зустрiчаються разом. Для зменшення
розмiру матрицi застосовують рiзнi пiдходи, рахують розподiл не сумiжних сим-
волiв, а з певним кроком, що називають скiп-грами. Або створюють iєрархiчне
представлення даних, коли пiдпослiдовностi {𝑥𝑟} присвоюють новий елемент 𝑦𝑖
(який вже кодує, припустимо, слово), i рахують розподiл ймовiрностей на но-
вому рiвнi меншої розмiрностi. Так само можна продовжити i на рiвень речень,
або всього тексту, де новi змiннi кодують контекст. Проте, з таким пiдходом
виникають проблеми, а саме, з вибором пiдпослiдовностi якiй присвоїти новий
елемент.
Варто звернути увагу на найбiльш популярний ймовiрнiсний пiдхiд – при-
хованi маркiвськi моделi. Маркiвський процес порядку k робить припущення
про залежнiсть передбачення наступного елемента тiльки вiд k минулих подiй
𝑝(𝑥𝑖+1|𝑥𝑖, ...𝑥𝑖− 𝑛) = 𝑝(𝑥𝑖+1|𝑥𝑖, ...𝑥𝑖− 𝑘), 𝑛 > 𝑘. У звичайному випадку спосте-
рiгачу надходять елементи послiдовностi 𝑥𝑖 в кожен момент часу i вiн робить
припущення про джерело, що їх породжує, тобто будує його модель. Iнакше
кажучи, будує спiльний розподiл ймовiрностей джерела. Прихованi маркiвськi
процеси роблять припущення, що данi генерують кiлька джерел, i ймовiрнiсть,
що данi надходять з певного джерела, визначається маркiвським процесом. Тоб-
то вибiр звiдки йдуть данi залежить тiльки вiд того звiдки йшли данi за ми-
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нулий крок (у найпоширенiшому випадку маркiвського процесу порядку 2). I
тодi спостерiгач може будувати не спiльну усереднену модель, а модель кожно-
го джерела, що буде значно точнiше та даватиме кращi передбачення. Пiд таке
формулювання пiдпадають багато практичних задач, як розпiзнавання звуку,
рукописного тексту або послiдовностi нуклеотидiв. I довгий час прихованi мар-
кiвськi моделi показували найкращi результати. Проте вони мають свої недолi-
ки. Якщо кiлькiсть прихованих станiв 𝑆 (джерел), то обчислювальна складнiсть
складає 𝑜(𝑆2) згiдно алгоритму Вертербi. Бiльше того, ймовiрнiсть переходу
мiж станами залежить тiльки вiд минулого стану. Хоча й можна збiльшити за-
лежнiсть на бiльш дальнi подiї через створення нового простору прихованих
станiв, що комбiнує минулi стани (декартовий добуток минулих станiв), проте
розмiрнiсть експоненцiйно виросте i вiд цього зросте обчислювальна складнiсть
[176] .
Ще цiкавим способом працювати з СР великої розмiрностi - робити його
компресiю в новий простiр 𝑝 значно меншої розмiрностi. Так як оригiнальний
СР сильно розрiджений, а отже має низьку ентропiю, i тому може добре сти-
скуватися. I далi робити процедуру оновлення вже в новому просторi. Щось
подiбне виникає в прихованих маркiвських моделях, а також моделях нейрон-
них мереж, як штучних так i бiологiчних [10].
Станом на сьогоднi рекурентнi нейроннi мережi мають найкращу ефектив-
нiсть в навчаннi послiдовностей. Вони показують найкращi результати в бага-
тьох областях, таких як розпiзнавання голосу та рукописного тексту, перекла-
ду тексту, генерацiї опису зображення чи вiдео. Вони працюють краще, тому
що можуть вiдслiдковувати довготермiновi залежностi на вiдмiнно вiд прихо-
ваних маркiвських моделей. Це особливо справедливо для нейронних мереж
LSTM/GRU, якi мають спецiальну архiтектуру саме для збереження залежно-
стей мiж подiями роздiлених тривалим iнтервалом. Такий успiх зумовив їх ши-
роке комерцiйне застосування, що ранiше бувало доволi рiдко з нейронними
мережами. Проте i цi моделi мають ряд недолiкiв. Основний – це необхiднiсть
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великої кiлькостi розмiчених даних для навчання з учителем, а також великi
обчислювальнi ресурси. Також, вони подiляють недолiки в загальному вiд ме-
тодiв навчання як оптимiзацiї певної функцiї, що немає iнтуїтивного розумiння
роботи алгоритму, тобто дуже складно розв’язок складної задачi розкласти на
розв’язок менш складних задач. Все працює як чорний ящик, параметри якого
визначає мiнiмiзацiя похибки.
Задача передбачення тiсно пов’язана iз задачею стиснення. Двi ключовi
складовi стиснення даних – це побудова моделi та вибiр способу кодування. Тео-
рiя кодування вже досить добре розроблена i є хорошi алгоритми як найкраще
кодувати данi, щоб передавати з мiнiмум втрат (наприклад коди Хоффмана,
арифметичнi коди чи коди з малою щiльнiстю на перевiрку парностi. Проте,
побудова моделi - складна невирiшена задача, яка можливо i не має загаль-
ного рiшення. Пiд моделюванням частiше всього розумiю побудову розподiлу
ймовiрностей даних. I як уже було сказано ранiше, через велику розмiрнiсть
практично це зробити не вдається, тому застосовують рiзнi евристики пiд кон-
кретнi задачi. "На даному етапi стиснення даних це одночасно i мистецтво i
проблема штучного iнтелекту"як написано в [108]. Якщо побудована система
буде добре стискати данi, значить вона i буде робити хорошi передбачення.
Також задача навчання послiдовностей виникає в навчаннi з пiдкрiплен-
ням, коли агенту потрiбно вивчити послiдовнiсть дiй, що максимiзує винагороду
[173]. Класичний пiдхiд до рiшення задачi є алгоритм TD(temporal difference)
навчання (навчання часових рiзниць).
Iснує ще iнший пiдхiд - пошук правил або iнварiантiв. В такому випадку,
шукаються правила, що генерують послiдовнiсть, якi можуть застосовуватися
для зовсiм нових випадкiв. Наприклад, можна навчати систему передбачати
рух кинутого пiд кутом м’яча. Назбирати данi для експериментiв вiд рiзними
кутами, вагою м’яча, швидкостi вiтру,i т.д., i побудувати модель з багатьма
параметрами, яка буде передбачати траєкторiю для всiх iнших параметрiв. Або
можна записати рiвняння руху (що робиться у фiзицi) в компактнiй аналiтичнiй
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формi для всiх можливих параметрiв. Таке рiвняння має найкоротший опис
(див. принцип довжини мiнiмального опису (minimum description length), що
подiбне до принципу Оками). В той час нейроннi мережi та iншi статистичнi
моделi потребують багато параметрiв, що лише наближають до справжнього
аналiтичного опису.
Як видно, навчання послiдовностей досить актуальна задача з багатьма за-
пропонованими алгоритмами. Тим не менш, в загальному видiляють наступнi
проблеми в навчаннi послiдовностей [163]:
1)Навчання довгочасових залежностей. Часто на майбутнє впливають подiї
в далекому минулому. Щоб правильно робити передбачення потрiбно багато
ресурсiв i кращi алгоритми, що вiдслiдковують всю iсторiю послiдовностi.
2) Iєрархiчне структурування послiдовностi. Бiльшiсть реальних послiдов-
ностей мають композицiйну структуру, тобто послiдовнiсть складається з пiд-
послiдовностей, якi теж можуть складатися з пiдпослiдовностей. Вiдкритим пи-
танням є як видiляти цi пiдпослiдовностi. Вирiшення цiєї проблеми допоможе
стиснути послiдовнiсть, а також допоможе "скоротити"часовi залежностi.
3) Проблема хаотичних послiдовностей, якi часто зустрiчаються в реальному
середовищi, наприклад передбачення часових рядiв.
Варто зазначити, що бiологiчнi нейроннi мережi в певнiй мiрi вирiшують
данi проблеми, i вiдкритим питанням залишається яким чином це робить роз-
подiлена система(нейронна мережа) через самоорганiзацiю.
3.3 Модель прогнозування послiдовностей на осно-
вi сiгма-пай нейрона та розрiдженого пред-
ставлення даних
В залежностi вiд типу даних задача прогнозування може роздiлятися на двi:
1) прогнозування часових рядiв у випадку, якщо послiдовнiсть 𝑥𝑡 описується
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числами; 2) прогнозування елемента послiдовностi, коли послiдовнiсть 𝑥𝑡 - сим-
воли з обмеженого словника.
В даному роздiлi буде розглядатися друга задача.
Формалiзацiя моделi
В данiй роботi представляється бiологiчно подiбна модель прогнозування по-
слiдовностi. Використовується iдея, що iндивiдуальний дендритний сегмент мо-
же працювати не тiльки як детектор просторових збiгiв (комбiнацiя одночасно
активних нейронiв), але й часових (комбiнацiя не одночасно активних нейронiв).
Вище вже писалося, що в бiологiчних експериментах показано здатнiсть дете-
ктувати просторово-часовi патерни одним нейроном. Далi пропонується модель,
де кожен нейрон працює як детектор просторово-часових збiгiв. Елементи по-
слiдовностi представленi як розрiдженi бiнарнi вектори в дискретних моментах
часу. Розрiдженi, нагадаємо, значить, що кiлькiсть активних нейронiв значно
менше всiєї кiлькостi 𝑠 = 𝑎
𝑁 ≪ 1. Задача прогнозування зводиться до моделi просторової пам’ятi з дру-
гого роздiлу. Для цього послiдовнiсть бiнарних векторiв за останнi T часових
крокiв конкатенується в один великий вектор. I створюються асоцiацiї мiж бi-
нарним вектором розмiром 𝑇 · 𝑁 з вектором розмiром 𝑁 , що представляє на-
ступний елемент послiдовностi. Важливо, щоб участь в асоцiацiї взяли активнi
нейрони з попереднього кроку (якi є частиною вектору розмiром 𝑇 · 𝑁), iна-
кше вихiдний вектор буде активуватися патерном, що передбачає не наступний
елемент, а бiльш майбутнiй. Цей пiдхiд схожий на нейроннi мережi з часом за-
тримки, де контекст для передбачення встановлюється нещодавньою iсторiєю
активностi послiдовностi, але вiдмiннiсть полягає у використаннi розрiджено
розподiлених представлень з бiльш бiологiчно подiбною моделлю нейрона.
Написане вище можна формалiзувати в наступну модель. Спершу, вхiдний
сигнал 𝑧(𝑡𝑗) ≡ 𝑧𝑗, вектор розмiром 𝑀 перетворюється на розрiджений вектор
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𝑥(𝑡𝑗) ≡ 𝑥𝑗 розмiром 𝑁 високої розмiрностi. Для цього використовується алго-
ритм випадкової проекцiї 𝑥𝑗 = 𝑘𝑊𝑇𝐴(
∑︀
𝑗
𝑤𝑗𝑧𝑗), де 𝑤𝑗 ∈ {0, 1}𝑁×𝑀 - випадковi
бiнарнi ваги i функцiя 𝑘𝑊𝑇𝐴(·) повертає 𝑎≪ 𝑁 найбiльш активних нейронiв.
Результат виглядає, наприклад так:
𝑥𝑗 = {00000010000000000100000000000000000000000000100}. Нещодавно бу-
ло показано, що подiбна процедура кодування використовується в нюховiй обла-
стi мух i обчислювально вiдповiдає алгоритму локально-чутливому хешуванню
(local sensitive hashing)[33].
Далi iнiцiалiзується нульовий вектор 𝑣𝑗 розмiром 𝑇 ·𝑁 i в останнi елементи
записується значення 𝑥𝑗. Обраховується нове значення 𝑥𝑗+1, яке асоцiюється з 𝑣𝑗
за алгоритмом в роздiлi 2. Далi оновлюється вектор 𝑣𝑗+1 шляхом здвигу векто-
ру 𝑥𝑗 та записування на останнi елементи вектор 𝑥𝑗+1. Далi, оновлений вектор
𝑣𝑗+1 = [00...00𝑥𝑗𝑥𝑗+1], асоцiюється вже з 𝑥𝑗+2. Розглядається два способи асоцi-
ацiї. В першому, з кожним елементом 𝑥𝑗 утворюється 𝑘1 зв’язкiв, тому сумарно
один нейрон утворює 𝑘1 · 𝑇 зв’язкiв, В другому, з останнiм елементом 𝑥𝑗+𝑇−1
утворюється 𝑚 зв’язкiв, а зi всiм iншими випадково розподiлено 𝑘2 зв’язкiв, то-
му сумарно один нейрон утворює 𝑚+𝑘2 зв’язкiв. Процедура повторюється для
всiєї послiдовностi. Схематично утворення зв’язкiв одним нейроном показано
на рисунку.3.3
Представлена модель вiдрiзняється вiд попереднiх тим, що вхiдний сигнал
перетворюється в розрiджений вектор високої розмiрностi та використовується
функцiя активацiї нейрона сiгма-пай. Подiбнi iдеї були представленi ранiше в
[19]; однак, тут використовуються iншi функцiї активацiї та правила навчан-
ня, що дозволило отримати набагато бiльшу ємнiсть пам’ятi. Також варто за-
значить, що дана модель є бiльш бiологiчно подiбно, так як використовується
локальне правило навчання та конкатенацiя векторiв в один, що вiдповiдає ча-
совiй iнтеграцiї одним нейроном.
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Рис. 3.3: Iлюстрацiя iдеї з’єднання популяцiй в часi
Теоретичний аналiз та результати симуляцiї
Виведення ємностi пам’ятi переходiв
Теоретичний аналiз даної моделi подiбний до аналiзу просторової асоцiатив-
ної пам’ятi, представленого в другому роздiлi, з рiзницею у врахуваннi часового
вiкна. Максимальна кiлькiсть пам’ятi переходiв має такий самий вираз як i 2.4,
тiльки 𝑠′ = 𝑎
′




Нехай мережа розмiром 𝑁 , де кiлькiсть активних нейронiв 𝑎, розрiдженiсть
𝑠 = 𝑎𝑁 ≪ 1 , кiлькiсть синапсiв в одному кластерi 𝑘 ,кiлькiсть часових крокiв 𝑇 ,
що впливають на активацiю нейрона. Ця задача є еквiвалентною до формуван-
ня асоцiацiй в нейроннiй мережi розмiром 𝑁 ′ = (𝐶𝑘𝑁)
𝑇 i активацiєю 𝑁 ′ = (𝐶𝑘𝑎 )
𝑇 ,
де 𝐶𝑘𝑎 бiномiальний коефiцiєнт. Позначимо 𝑤 як матрицю вiртуальних зв’язкiв
розмiром [𝑁,𝑁 ‘], яка навчається як 𝑤𝑖 = 𝑥𝑖𝑓(?⃗?) де 𝑓(?⃗?) повертає один випадко-
во вибраний елемент посеред 𝑎‘ в мережi 𝑁 ‘. Насиченiсть зв’язкiв для нейрона
визначається як вiдношення кiлькостi ненульових зв’язкiв до загальної кiлько-
стi 𝑠𝑖𝑤 =
|𝑤𝑖|
𝑁 ′ . Кожен крок навчання збiльшує насиченiсть ваг на 𝑠0 =
1
𝑁 ′ . Пiсля
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R записаних подiї, насиченiсть:
𝑠𝑤 = 1− (1− 𝑠0)𝑅𝑠 (3.1)
Ймовiрнiсть помилкової активацiї нейрона визначається як:
𝑝(𝑥𝑖𝑚 = 1|𝑥𝑖𝑚 = 0) ≡ 𝑝 = 1− (1− 𝑠𝑤)𝑎
′
(1− 𝑠) (3.2)
де 𝑥𝑖𝑚 передбачення для нейрона 𝑖 в момент часу𝑚. Встановлюємо параметр
точностi 𝜀 = 0.01, що визначає максимальний вiдсоток помилкових передбачень
тобто менше нiж 1% клiтин можуть бути помилково активованi. З урахуванням
заданої точностi можна порахувати максимальну кiлькiсть переходiв 𝑅𝑚𝑎𝑥 , що
нейронна мережа може записати i точно передбачити. Також беручи граничний




, де 𝑠′ = 𝑎
′
𝑁 ′ . З цього теоретичного аналiзу маємо важливий висновок, що для
розрiдженої активної мережi виявлення точного збiгу в часi працює як комбi-
наторне розширення розмiрностi мережi, в якiй легше роздiлити рiзнi патерни.
Максимальна кiлькiсть пам’ятi переходiв послiдовностi залежить вiд величини
розрiдженостi мережi та кiлькостi синапсiв у кластерi. Збiльшення розмiрностi
призводить до збiльшення розрiдженостi, що призводить до збiльшення 𝑅𝑚𝑎𝑥.
В граничному випадку коли одна клiтина активна, розрiдженiсть найбiльша,
але в цьому випадку використовується локальне кодування, тому мережа може
записати лише N переходiв. Нижня межа на розрiдженiсть визначається через
нерiвнiсть 𝐶𝑎𝑁 > 𝑅𝑚𝑎𝑥.
Визначення ємностi для рiзних параметрiв
Далi дослiджено наскiльки ємнiсть моделi залежить вiд параметрiв. На рис.
3.4а. показано, що чим довший час iсторiї T, який впливає на нейрон, тим вища
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ємнiсть. Крiм того, чим бiльше нейронiв з одного моменту часу з’єднуються у
кластер, тим бiльша ємнiсть. Такi результати випливають оскiльки при випад-
ковiй активацiї збiг активностi трьох нейронiв набагато рiдкiснiший, нiж збiг
двох. Тому, активацiя навiть кiлькох нейронiв служить хорошим представлен-
ням iсторiї активностi. Цiкаво, що для певної комбiнацiї параметрiв нейронна
мережа може передбачити 1010 переходiв. Таке величезне число вимагає вели-
чезної кiлькостi синапсiв i практично та бiологiчно не є реалiстичним.
Модифiкацiя моделi
Як писалося вище розглядається два способи активацiї. Результати для пер-
шого способу, коли з кожною подiєю створюється фiксована кiлькiсть зв’язкiв
вже наведенi. Мотивацiя другого способу полягає в тому, що попереднiй спосiб
створює бiологiчно нереалiстично багато зв’язкiв на нейрон. Тому запроваджу-
ється обмеження кiлькостi зв’язкiв до 𝑚 + 𝑘2 (з передостаннiм та + всiма iн-
шими елементами послiдовностi), що зменшує ємнiсть переходiв. Але оскiльки
зв’язки розподiленi у просторi та часi система все ще має хорошу ємнiсть. У
випадку зменшеної кiлькостi зв’язкiв збiльшення розмiрностi вiдбувається до
𝑁 ′ = 𝐶𝑘2𝑁 𝐶
𝑚
𝑁(𝑇−1) та активацiї до 𝑎
′ = 𝐶𝑚𝑎 𝐶
𝑘2
𝑎(𝑇−1) де 𝑚 кiлькiсть зв’язкiв до по-
дiї на передостанньому кроцi, та 𝑘2 кiлькiсть зв’язкiв до подiй в промiжку T-2
крокiв назад.
На рис.?? представленi результати ємностi для рiзних розмiрiв мережi для
рiзних часових вiкон з 𝑚 = 1, 𝑘2 = 2, та a=20 - середня кiлькiсть активних клi-
тин. На правiй осi представлена кiлькiсть синапсiв на нейрон, що вiдповiдають
пунктирним кривим. Ємнiсть не залежить вiд часового вiкна Т i збiльшується
з розмiром мережi. Для N=1000 iснує 4000 синапсiв на нейрон, що є бiологiчно
правдоподiбним, а кiлькiсть переходiв дорiвнює 105. Якщо взяти послiдовно-
стi як слова з середньою кiлькiстю символiв 7, мережа може записати близько
14000 можливих слiв.
Тим не менше, цi модифiкацiї знаходяться на раннiй стадiї дослiджень. Ре-
зультати на реальних наборах даних, таких як TIMIT або Penn tree bank (PNB),
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(а) (б)
Рис. 3.4: Ємнiсть пам’ятi переходiв послiдовностей для рiзних параметрiв. (a)
Ємнiсть з k = 1, так що один синапс створюється за подiю. Ємнiсть для вели-
ких мереж досягає мiльйонiв переходiв. б) ємнiсть з k = 2. У цьому випадку
нейрон краще розпiзнає подiї, тим самим вiн може запам’ятати набагато бiльше
переходiв.
повиннi бути отриманi в подальших роботах. Однак головна мета моделi ви-
конана - запропоновано можливий спосiб прогнозування послiдовностей в бiо-
логiчних нейронних мережах з урахуванням сучасного розумiння дендритних
обчислень.
Важливiсть розрiджено розподiлених представлень
Переваги представленої моделi виникають з розрiджено розподiленого пред-
ставлення вхiдних даних [82, 83]. Розрiдженiсть нейронної активацiї дає високу
мiсткiсть пам’ятi. Теоретична формула максимальної кiлькостi пам’ятi перехо-
дiв мiстить розрiдженiсть в знаменнику, тому вища розрiдженiсть призводить
до вищої пам’ятi. Як зазначав Барлоу [10], бiологiчна нейронна мережа по-
винна кодувати ймовiрностi подiй, щоб мати можливiсть застосовувати подiбну
обробку як баєсiвськiй пiдхiд [88, 28].
Розрiдженiсть має вирiшальне значення для представлення ймовiрностей,
оскiльки щiльне представлення має багато активних нейронiв, i патерни акти-
вацiї сильно перекриваються i важко розрiзняються. Наприклад, якщо двi по-
слiдовностi однаковi на iнтервалi Т, то модель не може правильно передбачити
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Рис. 3.5: Максимальна кiлькiсть переходiв послiдовностей для рiзних розмiрiв
мережi та крокiв часу показана як верхня крива. Нижня крива показує кiль-
кiсть зв’язкiв на один нейрон
наступний елемент. Для послiдовностей ABCD та ABCR для T=3, мережа сплу-
тає D та R. Але якщо перша послiдовнiсть подавалася ранiше тричi, а друга
всього лише, чи не має система передбачити D, як бiльш ймовiрний наступний
елемент? Гiпотетично, якщо перша послiдовнiсть була частiше, тодi i зв’язкiв
має утворитися бiльше, i тому популяцiя D має бути бiльш активною, що виграє
в популяцiї, що кодує R. Для цього потрiбно внести незначнi змiни до моделi,
щоб мережа почала вiдтворювати ймовiрностi подiй, проте залишається про-
блема з правилами видалення зв’язкiв, або коли кiлькiсть можливих зв’язкiв
до запису обмежена. Тодi потрiбно вибирати, якi зв’язки можна видалити, а якi
залишити.
Також iнше значення розрiдженостi полягає в здатностi до узагальнення,
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тобто прогнозувати не тiльки для ранiше вiдомих послiдовностей, але i для но-
вих. Використання випадкової проекцiї має властивiсть збереження схожостi
для вхiдних даних. Два подiбнi вхiднi сигнали кодуються подiбними представ-
леннями. Якщо в двох патернах є спiльнi нейрони, тодi вони активуються ча-
стiше, i тому створюють бiльше зв’язкiв i при передбаченi активуються в першу
чергу. Таким чином розмиваються особливостi кожного патерна i вибираються
загальнi подiбнi риси.
Метод навчання запропонований в моделi припускає, що в бiологiчних мере-
жах структурна пластичнiсть вiдiграє ключову роль для вибору мiсця розмiще-
ння синапсiв у конкретних дендритних мiсцях. Важливо, що зв’язок характери-
зуються не тiльки силою, як загально прийнято, але й позицiєю на дендритно-
му деревi. Це допомагає розпiзнавати правильнi комбiнацiї просторово-часової
активностi. Дана модель черпає натхнення з подiбних моделей запропонова-
них ранiше командою Numenta [6, 62]. Вони використовують нейрон з багатьма
дендритами, якi дiють як детектор збiгiв i кодують подiї у розрiджено розпо-
дiлене представлення. Основна вiдмiннiсть полягає в тому, що у представленiй
моделi не потрiбна спецiальна структура мережi з мiнi колонками, контекст по-
слiдовностi записується через часове вiкно. Це дозволяє отримати збереження
схожостi контексту для схожих послiдовностей. Також, завдяки мультиплiка-
тивнiй функцiї активацiї отримано на порядок вищу ємнiсть пам’ятi переходiв
при однаковiй кiлькостi зв’язкiв. В моделi НТМ також використовують модель
нейрона з дендритами, тiльки кожний дендрит активується вiд зваженої суми з
порiвняння з порогом (
∑︀
𝑤𝑖𝑗𝑘𝑥𝑖 > 𝜃, активацiї k-го дендриту j-го нейрона). На
кожному дендритi 30 синапсiв, як запам’ятовують просторовий паттерн акти-
вацiї. В данiй ж роботi показано, що не потрiбно 30 синапсiв, достатньо кiлькох,
якщо використовувати мультиплiкативну активацiю
∏︀
𝑤𝑖𝑗𝑘𝑥𝑖. За рахунок цього
i досягається бiльша ємнiсть.
Важливим недолiком запропонованої моделi є вiдсутнiсть механiзму вида-
лення синапсiв, що з часом призводить до їх великої кiлькостi та погiршення
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прогнозування. Основна проблема запропонованої моделi, що вона не враховує
подiї, якi вiдбулися поза вiкном часу Т. Тому потрiбно використовувати в якостi
контексту iншi величини. В наступному пiдроздiлi пропонується модель часо-
вої iнтеграцiї послiдовностi, яка може бути використана для створення нового
контексту для задачi прогнозування.
3.4 Часова iнтеграцiя послiдовностей в нейрони
зi збiльшеною здатнiстю до активацiї
Для зручностi читача, деякий матерiал, представлений далi, буде повторюва-
тися зi вже написаним.
Огляд
Згiдно з популярним пiдходом за Д.Марром [32], розумiння роботи нервової си-
стеми зручно представляти на трьох рiвнях: обчислювальному, алгоритмiчному
та фiзичної реалiзацiї. Першi два вiдповiдають на питання, якi обчислення ви-
конуються в мозку, та який їх алгоритмiчний опис, що переводить вхiд у вихiд.
Третiй намагається вiдповiсти, яким чином абстрактi принципи обробки iнфор-
мацiї реалiзовуються в матерiї, зокрема в бiологiчних нейронних мережах. Да-
ний пiдроздiл намагається поєднати всi три рiвнi для задачi iнтеграцiї часової
послiдовностi, що може бути представлена як пошук вiдображення 𝑓 : 𝑥𝑡 ↦−→ 𝑦
[163], де 𝑥𝑖 ∈ {0, 1}𝑁 - елемент послiдовностi представлений як бiнарний вектор
розмiрностi N, 𝑥𝑡 = 𝑥1𝑥2..𝑥𝑡 ∈ {0, 1}𝑡×𝑁 послiдовнiсть елементiв, 𝑦 ∈ {0, 1}𝑀 .
Таке вiдображення 𝑓() використовується в передбаченi послiдовностей з довго-
часовими залежностями, асоцiацiї послiдовностi з послiдовнiстю та в задачах
навчання з пiдкрiпленням. Також є численнi свiдчення про використання такого
вiдображення в бiологiчних нейронних мережах [113, 120, 166, 121].
Далi представлено бiологiчно подiбний алгоритм iнтеграцiї послiдовностi.
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Показано, що бiологiчний механiзм алокацiї пам’ятi в нейрони зi збiльшеною
здатнiстю до активацiї, у поєднаннi з розрiдженою бiнарною активнiстю мережi
дозволяє отримувати представлення послiдовностi з корисними властивостями
описаними далi. Термiн алокацiя означає вибiр нейронiв, якi будуть активува-
тися (0 або 1) на вхiдний стимул. Здатнiсть до активацiї означає близькiсть
напруги на мембранi нейрона до порогового значення, що збiльшує ймовiрнiсть
генерацiї потенцiалу дiї (0 або 1). Таким чином, бiльша здатнiсть до актива-
цiї, збiльшує ймовiрнiсть активацiї, а отже представлення наступних елементiв
послiдовностi. Проведенi обчислювальнi експерименти iз запропонованою моде-
ллю показують збереження схожостi представлення послiдовностей при шумi та
перестановцi елементiв, часову схожiсть та доповнення послiдовностi, що якiсно
вiдтворює бiологiчнi ефекти. Запропонований механiзм є бiологiчно подiбним i
може використовуватися для часової iнтеграцiї послiдовностi.
Постановка задачi та модель
Математично, задача iнтеграцiї послiдовностi може бути сформульована як:
𝑦 = 𝑓(𝑥0, 𝑥1...𝑥𝑗)
Де, 𝑥𝑖 ∈ {0, 1}𝑁 – i-тий елемент послiдовностi представлений як бiнарний
вектор розмiрностi N, 𝑦 ∈ {0, 1}𝑀 - представлення всiєї послiдовностi. Задача
стоїть як пошук функцiї 𝑓() , що формує представлення 𝑦 , яке вiдтворює бiоло-
гiчнi ефекти зазначенi вище, тобто збереження схожостi послiдовностi, чутли-
вiсть до порядку, доповнення послiдовностi. Основна мета, зрозумiти алгоритм
роботи бiологiчних нейронних мереж через вiдтворення ефектiв, тому розв’язок
має бути бiологiчно подiбний. Для вирiшення задачi побудована нейронна мере-
жа з трьома шарами прямого поширення (Рис 3.6 ). На вхiд по одному елементу
подається послiдовнiсть 𝛼1𝛼2...𝛼𝑇 довжиною T . Елементи послiдовностi нале-
жать до скiнченного словника 𝛼𝑖 ∈ 𝐴, |𝐴| < ∞ (наприклад букви). Кожному
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елементу спiввiдноситься бiнарний код 𝛼𝑖 ↦−→ 𝑥𝑖, який вперше визначається
випадково з розподiлу Бернуллi 𝑥𝑖 ∼ 𝐵𝑒𝑟(𝑠𝑥), з параметром 𝑠𝑥, що визначає
розрiдженiсть. Далi вiдношення мiж символами 𝛼𝑖 та їх кодуванням 𝑥𝑖 зберi-
гається. Першим шаром мережi i слугує вектор 𝑥𝑖. Другий шар 𝑧𝑖 ∈ {0, 1}𝑀
переводить вхiдний вектор в бiнарний розрiджений вектор через:




𝑣𝑖+1 = 𝑣𝑖 + 𝜏(𝑧𝑖 − 𝑣𝑖)
(3.4)
Де 𝑤𝑖𝑗 ∈ 𝐵𝑒𝑟(𝑠𝑤) матриця випадкових бiнарних ваг з розподiлу Бернуллi
розмiрностi [𝑀,𝑁 ] при 𝑀 ≫ 𝑁 , 𝑘𝑊𝑇𝐴() - функцiя (k winners take all), яка
вибирає 𝑘1 найбiльших компонентiв вектору i повертає їх значення одиницями,
а всi iншi є нульовi. Ця процедура вперше запропонована в цiй роботi i подiбна
до алгоритму випадкової проекцiї [141, 142], який формує розрiдженi бiнарнi
вектори, де зберiгається схожiсть мiж вхiдними векторами 𝑥𝑖, 𝑥𝑗 та їх проекцiя-
ми 𝑧𝑖, 𝑧𝑗 . Кодування виглядає, наприклад як 𝑧𝑖 = [000001010000000000100000].
Нещодавно було показано, що алгоритм випадкової проекцiї використовується
в нюховiй областi мозку мух i обчислювально вiдповiдає локально-чутливому
хешуванню (local sensitive hashing)[33]. В данiй роботi ця процедура видозмiне-
на шляхом множення лiнiйної сумацiї в рiвняннi 3.4 на збудливiсть нейронiв 𝑣𝑖
. Здатнiсть до активацiї визначається як низькочастотний фiльтр вiд 𝑧𝑖 або як
рухоме середнє через рiвняння 3.4 з параметром 𝜏 .
Пiсля того як кожний елемент послiдовностi спроектований на свiй вектор





Застосовується також функцiя 𝑘𝑊𝑇𝐴() для суми векторiв 𝑧𝑖 для всiх еле-
ментiв послiдовностi. Тiльки в цьому випадку вибирається менша кiлькiсть
активних нейронiв, що закодують всю послiдовнiсть 𝑘2 ≪ 𝑘1.
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Основна iдея даної моделi в тому, що активнi нейрони 𝑧𝑖𝑠 = 1 для 𝑠-го еле-
менту збiльшують свою здатнiсть до активацiї 𝑣𝑖𝑠+1 згiдно рiвняння 3.4. Ви-
ща здатнiсть нейрона призводить до вищої активацiї для наступних елементiв
𝑧𝑖𝑠+1. Тобто, активнi нейрони будуть бiльш ймовiрно активнi i далi, таким чи-
ном представляючи наступнi елементи послiдовностi 𝛼𝑠+1 . Тi нейрони, якi були
найчастiше активнi увiйдуть в кiнцевий вектор 𝑦 властивостi якого i будуть до-
слiджуватися далi.
Рис. 3.6: Схематичне зображення мережi
На рис.3.7 зображено iлюстрацiю iдеї моделi. Кола схематично показують
активнi нейрони, що кодують елементи послiдовностi. Нехай перший елемент
послiдовностi А активує певну популяцiю нейронiв 𝑧𝐴, наступний елемент В
активує новi нейрони 𝑧𝐵|𝐴. Без введення здатностi до активацiї, рiвняння 3.4
породжує представлення елементу B незалежно вiд попередньої iсторiї, але при
𝑣 ̸= 0 кожний елемент створює контекст в якому кодуються всi наступнi, тому
й вибрано позначення 𝑧𝐵|𝐴 (В у контекстi А). Перетин 𝑧𝐴 · 𝑧𝐵|𝐴 закодує пiдпо-
слiдовнiсть АВ (так як вектори бiнарнi з однаковою кiлькiстю одиниць перетин
визначається просто як скалярний добуток). Далi елемент С активує нову по-
пуляцiю, яка має перетини попереднiми популяцiями. Нейрони в 𝑧𝐴 · 𝑧𝐵|𝐴 · 𝑧𝐶|𝐴𝐵
активнi найчастiше i закодують всю послiдовнiсть. У випадку зворотної послi-
довностi СВА, елемент В буде вже кодуватися в контекстi С, i тому його пред-
ставлення 𝑧𝐵| буде вiдрiзнятися вiд представлення 𝑧𝐵|𝐴. Додавання здатностi
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до активацiї в алгоритм випадкової проекцiї збiльшує цей перетин i призво-
дить до появи властивостей вектору 𝑦 подiбних до тих, що спостерiгаються в
бiологiчних нейронних мережах (показано далi).
Рис. 3.7: Активнi популяцiї вiд послiдовностi ABC та їх перетини, що кодують
спiльнi подiї пiдпослiдовностi
Обчислювальнi експерименти
Суть експериментiв порiвняти представлення (вектори 𝑦) для рiзних послiдов-
ностей. В якостi мiри схожостi було взято масштабований скалярний добуток
𝑠(y1,y2) =
y1·y2
|y1| ∈ [0, 1] ; це рiвнозначно косинуснiй подiбностi так як вектори
бiнарнi з однаковою кiлькiстю одиниць (пiсля 𝑘𝑊𝑇𝐴(·)).
Для всiх наступних експериментiв використано наступнi параметри, якщо
не вказанi iншi: |𝐴| = 50, 𝑁 = 40, 𝑠𝑥 = 0.4,𝑀 = 1000, 𝑠𝑤 = 0.2, 𝑘1 = 300, 𝑘2 =
50, 𝜏 = 0.3. Довжина послiдовностi 𝑇 = 10 . Всi експерименти проводилися за
допомогою мови програмування Python.
A.Стiйкiсть до шуму
Перший експеримент має на метi порiвняти представлення y оригiнальної
послiдовностi {xt} та представлення 𝑦 спотвореної {x˜t}. Спотворення розмiром
n в мiсцi i визначається як замiна n послiдовних елементiв послiдовностi по-
чинаючи з елементу i на випадковi елементи зi словника. Результати симуляцiї
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представленi на рис. 3.8а. По вертикальнiй осi показано схожiсть представле-
ння послiдовностi та її викривленої версiї. По горизонтальнiй осi вiдкладено
мiсце спотворення. Рiзнi кривi показують рiзний розмiр спотворення. Як ви-
дно, чим бiльше спотворення, тим менша схожiсть. Чим ближче спотворення
до початку послiдовностi, тим менша схожiсть, що пояснюється змiною контекс-
ту для наступних елементiв. Ключовим є те, що всi спотвореннi послiдовностi
мають бiльшу схожiсть, нiж довiльна випадкова послiдовнiсть, яка показана
штриховою горизонтальною лiнiєю. Це свiдчить про стiйкiсть представлення
послiдовностi до шуму.
Б. Стiйкiсть до перестановок
Наступний експеримент порiвнює представлення послiдовностей з переста-
новками елементiв. На рис.3.8б суцiльною лiнiєю показано схожiсть представ-
лення послiдовностi з представленням цiєї ж послiдовнiстю, в якiй випадковим
чином перемiшанi елементи. Штрихом показано схожiсть до послiдовностi з
випадковими елементами зi словника. Для коротких послiдовностей видно, що
послiдовнiсть з перемiшаними елементами має бiльшу схожiсть, нiж випадко-
ва послiдовнiсть. Тобто зберiгається схожiсть при перестановках, але все одно,
послiдовностi ABC та ACB представленi по рiзному. Розмiр словника взято
меншим, |𝐴| = 10, щоб показати, що при збiльшенi довжини послiдовностi,
представлення випадкової та перемiшаної послiдовностi знаходяться на одна-
ковiй вiдстанi вiд оригiнальної послiдовностi. При цьому втрачається здатнiсть
до розрiзнення послiдовностi за даних параметрiв мережi. При збiльшенi роз-
мiру словника або розмiрностi мережi здатнiсть до розрiзнення зростає. Всi
експерименти проведенi з генеруванням випадкових перестановок з подальшим
усередненням схожостi.
В. Доповнення послiдовностi
Попереднi два експерименти показують, що механiзм алокацiї в нейрони зi
збiльшеною здатнiсть до активацiї може бути використаний для задачi доповне-
ння послiдовностi. Для кращої iлюстрацiї цього проведений наступний експери-
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(а) (б)
Рис. 3.8: (а)Графiк залежностi схожостi представлення послiдовностi з пред-
ставленням спотвореної копiї в залежностi вiд мiсця спотворення та рiзних сту-
пенiв спотворення. (б) Графiк залежностi схожостi представлення послiдовностi
з представленням послiдовностi з перемiшаними елементами вiдносно довжини
послiдовностi. На нижнiй кривiй зображено схожiсть з випадковою послiдовнi-
стю.
мент: на вхiд подається послiдовнiсть довжиною 𝑇 = 20 i отримується її пред-
ставлення y, далi на вхiд подається її пiдпослiдовнiсть 𝑥1...𝑥𝑡 довжиною 𝑡 < 𝑇 i
порiвнюється її представлення yt з представленням всiєї послiдовностi y. Для
порiвняння також знаходиться схожiсть з випадковою послiдовнiстю ?˜?1....?˜?𝑡 з
елементiв словника. На рис. 3.9а показано результати залежностi схожостi в за-
лежностi вiд довжини пiдпослiдовностi. Як видно чим довша пiдпослiдовнiсть,
тим бiльша схожiсть представлення з повною послiдовнiсть. Нижня крива по-
казує схожiсть випадкової пiдпослiдовностi, яка менша порiвняно з правильною
пiдпослiдовнiстю. Активацiя лише частини нейронiв з повного представлення
недостатньо для доповнення послiдовностi. Ця проблема та її можливий шлях
вирiшення обговорюється у висновках до статтi.
Г. Часова схожiсть
Останнiй експеримент показує ефект часової схожостi. Для послiдовностi
довжиною 𝑇 = 15 порiвнювалося представлення окремих елементiв 𝑧𝑖 послiдов-
ностi. На рис.3.9б показана матриця схожостi i-го елементу з j-тим. Дiагональнi
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елементи показують схожiсть самих з собою i тому 𝑠(zi, zi) = 1. З рисунка
видно, що подiї, якi складають одну послiдовнiсть кодуються схожим чином,
i чим ближче елементи в часi, тим бiльш вони схожi. Також, елементи далi
в послiдовностi кодуються бiльш схоже, нiж на початку. Це пов’язано з тим,
що з довжиною послiдовностi росте збудливiсть певної популяцiї клiтин, яка з
бiльшою ймовiрнiстю починає кодувати всi наступнi елементи
Отже, проведенi експерименти показали, що дана модель зберiгає схожiсть
кодувань для схожих послiдовностей (експеримент 1), має чутливiсть до поряд-
ку подiй (експеримент 2), має високу схожiсть для пiдпослiдовностей (експери-
мент 3) та проявляє часову схожiсть представлення близьких в часi елементiв
послiдовностi (експеримент 4).
(а) (б)
Рис. 3.9: (а) Графiк залежностi схожостi представлень послiдовностi та її пiд-
послiдовностi. (б) Перетин популяцiй, що кодують iндивiдуальнi елементи для
послiдовностi з 15 елементiв
Обговорення до пiдроздiлу
Однiєю iз задач даної роботи було перевiрити, чи алокацiя пам’ятi в нейрони
з збiльшеною здатнiстю до активацiї призводить до часової iнтеграцiї послi-
довностi на секундному масштабi часу. Представленi результати якiсно повто-
рюють деякi бiологiчнi ефекти, описанi в першому роздiлi, такi як чутливiсть
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до порядку, доповнення послiдовностi та часова схожiсть. Цi ефекти спостерi-
галися для послiдовностей на масштабi часу порядку секунд, тому представ-
ленi результати вказують на важливiсть механiзму алокацiї пам’ятi навiть на
меншому масштабi часу. Пiдсумовуючи, бiологiчно подiбна модель перетворює
вхiднi елементи послiдовностi в розрiджений бiнарний вектор через модифiко-
ваний алгоритм випадкової проекцiї та операцiї kWTA(). Модифiкацiя включає
додавання здатностi до активацiї нейронiв, що визначається як рухоме середнє
активацiї нейрона. Це призводить до того, що нейрони, що представляли минулi
елементи послiдовностi з бiльшою ймовiрнiстю будуть представляти i майбутнi.
Тобто збiльшується перетин представлень iндивiдуальних елементiв, як було зо-
бражено на рис. 3.7. Друга операцiя kWTA() вибирає вектор, що представляє
всю послiдовнiсть. Варто зазначити, що до повного розумiння всiх трьох рiвнiв
за Марром для задачi часової iнтеграцiї ще далеко. В пiдроздiлi представлена
постановка задачi та простий алгоритм який вiдтворює деякi бiологiчнi ефе-
кти. Вважається, що механiзм kWTА можуть реалiзовувати нейрони iнгiбiто-
ри [62]. Фактор транскрипцiї CREB регулює збудливiсть нейрона [81]. Другий
kWTA (рiвняння 3.5), можливо, реалiзовують нейрони типу SOM (Somatostatin-
expressing interneurons), що виконують латеральну iнгiбiцiю [61]. Для повного
вiдтворення бiологiчних ефектiв потрiбно замiсть неявного механiзму kWTA до-
дати шар нейронiв iнгiбiторiв на навчати латеральнi (автоасоцiативнi) зв’язки
в межах шару, що можливо, призведе до решти ефектiв, таких як, стабiлiзацiя
послiдовностi та зменшення активностi при повторюваностi. Також, автоасо-
цiативнi зв’язки потрiбнi для повної реалiзацiї доповнення послiдовностi. Да-
на модель показує, що представлення пiдпослiдовностi має високий перетин з
представленням всiєї послiдовностi, але щоб її видобути потрiбно розробляти
додатковi механiзми та експерименти.
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3.5 Висновки
У данiй роботi представлено двi моделi нейронних мереж для прогнозуван-
ня та iнтеграцiї послiдовностi, що є формами просторово-часової асоцiативної
пам’ятi.
В першiй моделi використовується модель нейрона сiгма-пай та розрiдже-
на активацiї нейронної мережi. Показано, що така комбiнацiя призводить до
високої ємностi пам’ятi переходiв елементiв послiдовностi, що може бути вико-
ристано для прогнозування послiдовностi. Дана модель є бiологiчно подiбною, i
показно, що мережа з 1000 нейронiв та 4000 зв’язкiв на нейрон має максимальну
ємнiсть в 105 переходiв, що на порядок вище, нiж в подiбнiй моделi HTM.
Друга модель модифiкує алгоритм випадкової проекцiї вводячи здатнiсть
нейрона до активацiї. Таке нововведення походить вiд бiологiчного факту ало-
кацiї пам’ятi в нейрони зi збiльшеною здатнiстю до активацiї на часовому мас-
штабi годин. Результати даної роботи вказують на можливу важливiсть ало-
кацiї навiть на малих масштабах часу порядку секунд, так як обчислювальна
модель вiдтворює деякi бiологiчнi ефекти. Запропонована модель виконує ва-
жливу функцiю – представлення послiдовностi, що може бути використано для
формування контексту для моделi прогнозування послiдовностi, для асоцiюва-
ння та розпiзнавання послiдовностей.
Пiдсумовуючи:
1. Застосування моделi нейрона з дендритами до задачi прогнозування по-
слiдовностi показало високу ємнiсть пам’ятi переходiв елементiв послiдовностi
вiдносно малої кiлькостi зв’язкiв завдяки розподiленому кодуванню.
2. Формалiзацiя iдеї алокацiї пам’ятi в нейрони зi збiльшеною здатнiстю
до активацiї якiсно вiдтворює бiологiчнi ефекти представлення послiдовностей
такi як: збереження схожостi, чутливiсть до порядку, доповнення послiдовностi
та часову схожiсть.
3. Всi запропонованi моделi та алгоритми є бiологiчно подiбними, тобто не
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суперечать вiдомим уявленням про роботу реальних нейронних мереж. Це ва-
жливо для сумiсностi з майбутнiми алгоритмами, розроблених для iнших задач,
i тому результати даної роботи можуть бути iнтегрованi в цiлiсну модель iнте-
лектуального агента.
Результати експериментальних дослiджень даного роздiлу наведено в публi-
кацiях [129, 130]:
1. Osaulenko, V.M Simple model for sequence prediction based On dendri-
tic spatiotemporal integration System Research Information Technologies, 2018, №
4,133-141, DOI:10.20535/SRIT.2308-8893.2018.4.11 (Фахове видання)
2. В. М. Осауленко Модель iнтелектуального агента в одномiрному дискре-
тному свiтi ISSN 1999-9941, “Iнформацiйнi технологiї та комп’ютерна iнженерiя”,




Застосування моделей на прикладi навчання ро-
бота
В останньому роздiлi дисертацiї показано як отриманi результати з просторово-
часової асоцiативної пам’ятi можуть бути застосованi на прикладi навчання
робота. Робототехнiка ще знаходиться на ранньому етапi i стикається з трьома
основними задачами:
- пошук компактних та ємних джерел енергiї,
- розробка нових актуаторiв (що рухають частини робота),
- розробка алгоритмiв розпiзнавання та контролю для роботiв.
Першi двi вимагають нових матерiалiв та технiчних рiшень. Третя – пов’язана
з необхiднiстю нової математичної теорiї обробки iнформацiї в розподiлених си-
стемах типу нейронних мереж. З помiж цих трьох, третя є найважчою, так як її
вирiшення означатиме створення штучного iнтелекту, коли робот зможе пiзна-
вати та розумiти взаємозв’язки у свiтi, приймати рiшення i взаємодiяти з сере-
довищем. Ще з 40-х рокiв почався рух зi створення iнтелектуальних машин, якi
б змогли навчатися та виконувати складнi задачi як люди. Але ця задача ви-
явилася надзвичайно складною i досi невирiшена. Не дивлячись на нещодавнiй
прогрес у сферi глибоких нейронних мереж для розпiзнавання образiв та на-
вчання з пiдкрiпленням, досi немає чiткого визначення iнтелекту та розумiння
шляху його вiдтворення в машинi.
Дана робота притримується та розвиває пiдхiд, згiдно якого, для створен-
ня розумних машин, потрiбно спершу зрозумiти принципи роботи бiологiчних
машин. I тодi, цi принципи, формалiзованi i перетвореннi в математичну аб-
страктну теорiю, можна буде покласти в основу для створення штучних машин.
Згiдно цього пiдходу вже довгий час розвиваються brain based devices (BBD, ма-
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шини на основi мозку) [93, 37, 44, 113], або ще їх називають NOMAD (neurally
organized mobile adaptive devices). На роботах з серiї Darwin [152] проводилися
чисельнi експерименти бiологiчно правдоподiбного навчання. Роботiв навчали
орiєнтуватися в просторi, розпiзнавати перешкоди та оминати їх, пiд’їжджати
до "хороших"речей, брати їх та оминати "поганi". I все це з використанням
бiологiчно подiбних алгоритмiв з реалiстичною динамiкою нейронних мереж.
Iснують i iншi спроби побудови роботiв на основi методiв DeepLearning. Про-
те є кiлька причин чому цi методи, поки що, не пiдходять для задач робототехнi-
ки. По перше, вони занадто обчислювально затратнi, а мобiльнi роботи мають
обмеження по розмiрах, вазi та енергiї. По друге, робот має навчатися online,
а в deeplearning при появi нових даних чи класiв потрiбно суттєво перенавчати
мережу. По третє, робот має навчатися one shot, тобто вмiти розпiзнавати новi
об’єкти за малої кiлькостi прикладiв його зображення. В той же час, бiологiчнi
органiзми здатнi до адаптивного та швидкого навчання витрачаючи всього лиш
кiлька десяткiв ват. Тому й виникає мотивацiя вивчати бiологiчнi органiзми та
розвивати напрямок BBD роботiв.
4.1 Схема навчання робота Nao
Розглянемо популярну платформу для дослiдження алгоритмiв в сферi робо-
тотехнiки – робота Nao (рис. 4.1). Гуманоїдний робот має висоту 58см та 25
ступенiв волi, що дозволяє йому ходити, обстежувати сцену рухами голови, ви-
конувати обмеженi дiї руками. Стандартна операцiйна система Naoqi має добре
розроблений та документований api, а також закладено рiзнi готовi алгори-
тми, вiд ходьби до розпiзнавання образiв через двi камери на головi. Образи
до розпiзнавання були попередньо навченi i їх кiлькiсть обмежена. Передбаче-
на можливiсть додавання нового образу до розпiзнавання. Спершу, користувач
повинен пiдключити робота до комп’ютера через wi-fi або Ethernet кабель. Далi,
новий об’єкт помiщається в поле зору робота i користувач через програмний iн-
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терфейс фотографує об’єкт. Тодi користувач повинен вручну видiлити контури
об’єкта i дати йому назву. Для кращого розпiзнавання бажано повторити про-
цедуру для рiзних сторiн об’єкта. Очевидно, що такий спосiб навчання занадто
повiльний та трудомiсткий i потребує вдосконалення.
Рис. 4.1: Робот NAO
Розробленi бiологiчно подiбнi моделi просторово-часової асоцiативної пам’ятi
реалiзують навчання наближене до бiологiчних органiзмiв. Тому данi моделi
дозволяють навчатися онлайн з малої кiлькостi прикладiв, що правда мiстять
недолiки про якi буде йтися далi. Просторова асоцiативна пам’ять належить до
задачi розпiзнавання статичних образiв, наприклад, об’єктiв на зображенi. Ча-
сова асоцiативна пам’ять належить до задачi розпiзнавання рухомих образiв,
тобто часових послiдовностей, наприклад, помах руки влiво.
В роботi запропонована нова схема(рис. 4.2) навчання робота онлайн з ви-
користанням отриманих результатiв. Загалом, вона виглядає наступним чином.
Два сенсорних канали слугують входом, вiзуальний через камеру та звуковий
через мiкрофон. З вiзуального каналу будується карта виразностi для трьох
каналiв(колiр, контури, рух), яка комбiнується в одну. Видiляється найбiльш
виразне мiсце на картi i туди робот спрямовує погляд. Iнформацiя(вектор зна-
чень пiкселiв) з невеликого вiкна навколо точки iнтересу для кожного каналу
через алгоритм випадкової проекцiї перетворюється у бiнарний розрiджений
вектор, який включає в себе локальнi риси об’єкту iнтересу. Значення векто-
ру оновлюються з часом для кожного нового погляду робота (тобто для нових
рис цього об’єкту). Шар часової iнтеграцiї перетворює послiдовнiсть бiнарних
векторiв, що вiдповiдають послiдовностi виразних рис об’єкта, в один бiнарний
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Рис. 4.2: Запропонована схема навчання онлайн робота NAO
вектор через алгоритм часової iнтеграцiя, запропонований в третьому роздiлi.
Таким чином в цьому шарi мiститься iнформацiя про весь об’єкт або про послi-
довнiсть об’єктiв, якщо робот переводив погляд по рiзним об’єктам. Звуковий
канал також проходить обробку. Може застосовуватися один з iснуючих алгори-
тмiв розпiзнавання голосу (наприклад, на основi нейронних мереж з модулями
LSTM), який переводить звуковий сигналi в слово. Далi, також за алгоритмом
випадкової проекцiї слово(яке є щiльним бiнарним вектором) перетворюється
в розрiджений бiнарний вектор. Альтернативно, можна вводити текстову на-
зву об’єкта через клавiатуру. Отриманi бiнарнi вектори, два вiзуальних та один
звуковий, асоцiюються через алгоритм просторової асоцiативної пам’ятi, запро-
понований в роздiлi два. Виходом схеми є бiнарний вектор зi звукового каналу,
який може активуватися за вiдсутностi вхiдного звуку через асоцiативнi зв’язки
при чому i вiдбувається розпiзнавання.
Загалом, навчання виглядає наступним чином: користувач показує роботу
новий об’єкт, рухає ним, привертаючи увагу. Робот центрує погляд на об’єкт та
вiзуальна iнформацiя перетворюється в бiнарний вектор. Одночасно користувач
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говорить назву об’єкта, яка розпiзнається i також перетворюється в бiнарний
вектор. Мiж двома векторами створюються асоцiативнi зв’язки. Якщо потрiбно
розпiзнати не тiльки об’єкт, але й рух, наприклад, помах руки влiво, то вико-
ристовується алгоритм часової iнтеграцiї, запропонований в третьому роздiлi.
Послiдовнiсть рис, представлених у виглядi бiнарних векторiв iнтегрується в
новий бiнарний вектор, який асоцiюється iз звуковою мiткою. В майбутньому,
коли робот побачить знову цей об’єкт або рух, через асоцiативнi зв’язки видо-
бувається вiдповiдна мiтка, що i буде виходом алгоритму. В загальному випад-
ку вихiд використовується для iнiцiювання нових рухiв роботом, наприклад,
синтез тексту назви об’єкту. Для цього використовуються алгоритми генерацiї
послiдовностi, якi згадуються в данiй роботi.
Карта виразностi (saliency map) вибирає найбiльш iнформативнi риси з вi-
зуального потоку. Подiбно до того, як це вiдбувається в живих органiзмах, вi-
зуальна iнформацiя розбивається на модальностi: колiр, контури, рухи. Далi
застосовуються вiдомi пiдходи побудови карт виразностi [76, 18]. Зокрема, ру-
хи визначаються як рiзниця мiж миттєвим та усередненим зображенням через
експоненцiйне згладжування. Вибираючи максимальне значення з рiзницi отри-
муємо мiсце з найбiльш виразним рухом. Також отримуються найбiльш виразнi
мiсця в картi контурiв та картi кольорiв. Три позицiї усереднюються та отри-
мується мiсце куди робот повертає голову. Вибiр малого вiкна навколо цього
мiсця подiбно до наявностi центральної ямки на сiткiвцi ока, яка дає найбiль-
шу роздiльну здатнiсть та найкраще видiляє локальнi риси об’єкта. Пiсля змiни
погляду робота, минуле мiсце на картi виразностi пригнiчується, щоб робот зно-
ву туди не повертався, що також має вiдповiдний аналог у вiзуальнiй системi
тварин.
Варто зазначити, що така карта виразностi далека вiд досконалостi, i побу-
дова хороших карт є активним науковим напрямком. Проте, навiть така примi-
тивна карта дозволяє послiдовно сканувати сцену, подiбно до саккад у тварин.
Є кiлька теорiй, якi стверджують, що таке сканування необхiдне не тiльки че-
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рез те, що лише мала частина вiзуального поля має високу роздiльну здатнiсть
(через ту ж центральну ямку), але i для визначення просторових спiввiдношень
локальних рис об’єкта [63, 118]. Переводячи погляд в iнше мiсце, вiзуальна кора
отримує не тiльки нову iнформацiю з сiткiвки, але й iнформацiю з моторних
дiлянок про напрямок та величину руху. Таким чином, вiзуальна iнформацiя
про локальнi риси може iнтегруватися з iнформацiєю про її положення вiдносно
попередньої риси або об’єкта в цiлому.
В данiй схемi застосовується алгоритм випадкової проекцiї. Ранiше вже пи-
салося, що вiн дозволяє зберiгати схожiсть мiж схожими вхiдними даними, а
також є простим способом кодування iнформацiї в бiнарнi розрiдженi вектори.
Бiльше того, вiн використовується в сенсорнiй систем деякий простих тварин.
Проте, в складнiшiй вiзуальнiй системi ваги не є випадковими, а навчаються з
досвiду, i як припускається, вiдтворюють розподiл ймовiрностей вхiдних сти-
мулiв [139]. Тому, в майбутньому випадкову проекцiю слiд замiнити на бiльш
досконалий алгоритм.
Для створення просторових асоцiативних зв’язкiв можна було б використати
i iнший алгоритм, наприклад, класичну модель Вiлшоу. Проте, запропонована
модель на основi сiгма-пай нейрона дозволяє збiльшити ємнiсть пам’ятi, а отже
кiлькiсть можливих образiв для розпiзнавання. Також, реальнi данi такi як
вiзуальнi риси сильно корельованi, тому класичнi моделi мають вищу похибку. В
запропонованiй моделi, вибираючи бiльший порядок збiгiв (параметр 𝑘), можна
розрiзняти високо корельованi вектори.
При описi задачi розпiзнавання для роботу, стає бiльш зрозумiлою необхi-
днiсть часової iнтеграцiї. Якщо потрiбно розпiзнати не об’єкт, а рух, наприклад,
падiння м’ячика, то потрiбно перетворити послiдовнiсть вiзуальних кадрiв в
одне представлення, яке можна асоцiювати з мiткою цього руху. При цьому ва-
жливо, щоб це представлення мало властивiсть збереження схожостi, подiбно
як алгоритм випадкової проекцiї, для забезпечення генералiзацiї. Таким чином,
подiбнi рухи будуть мати подiбнi представлення, а отже з бiльшою ймовiрнiстю
128
будуть правильно розпiзнаватися.
Варто зазначити, що до схеми можна додати можливiсть прогнозування че-
рез латеральнi зв’язки в шарi одразу пiсля випадкової проекцiї. Таким чином,
пiсля навчання, робот зможе передбачити майбутнi рухи, активуючи вiдповiд-
не представлення в шарi часової iнтеграцiї, який в свою чергу видобуває мiтку
назви цього руху. Ця iнформацiя може бути використана для початку вiдпо-
вiдних моторних команд, наприклад, пiдставити руку пiд м’яч, що падає. I тут
проявляється вся важливiсть робити правильнi прогнози, так як для успiшно
виконаної задачi, моторнi команди треба починати за багато часу до кiнцевої
мети.
Дана схема в дещо спрощеному виглядi була реалiзована на реальному ро-
ботi NAO при стажуваннi в лабораторiї LORIA у Францiї. Було показано її
життєздатнiсть (вiдео демонстрацiя за посиланням http://bit.do/robot_nao).
Скрiншот показано на рис.4.3, на якому робот слiдкує за рухами пальцiв. На
екранi монiтора показано злiва направо: вiзуалiзацiю бiнарних розрiджених ве-
кторiв для асоцiацiї (видно погано), зображення з камери, карта виразностi,
область iнтересу. Очевидно, що така схема набагато краща, нiж пiдключати ро-
бота до комп’ютера, фотографувати, вирiзати, називати для кожного об’єкта.
Спрощення схеми було в картi виразностi, яка не включала модальнiсть кон-
турiв, та замiсть звукового каналу був текстовий. Тобто для перевiрки схеми
мiтка все-таки вводилася через клавiатуру, хоча нiчого не забороняє пiдключи-
ти звичайний алгоритм розпiзнавання голосу.
На жаль, хоч i запропонована схема краща стандартної схеми навчання, во-
на мiстить багато недолiкiв. По-перше, карта виразностi нестабiльна, не завжди
робот дивиться на найбiльш "цiкавi"мiсця. По-друге, точнiсть розпiзнавання на-
багато гiрша нiж в класичних згорткових мережах. Дуже слабка генералiзацiя
та iнварiантнiсть до масштабу та поворотiв. Цей недолiк пов’язано зi спосо-
бом кодування бiнарних векторiв через випадкову проекцiю. Потрiбно додати
навчання ваг та зробити iєрархiчну архiтектуру подiбно до багатошарових ней-
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Рис. 4.3: Скрiншот з вiдео демонстрацiї навчання робота Nao
ронних мереж. Тобто, поки що для розпiзнавання образiв в робототехнiцi по-
трiбно поступитися точнiстю розпiзнавання задля навчання online та one shot.
По-третє, бракує математичної теорiї обробки iнформацiї, яка зможе зв’язати
всi складовi схеми до купи. Тому що, i в цiй роботi, i у подiбних, вiдбуває-
ться лише наслiдування бiологiчних механiзмiв. Є розумiння необхiдностi тiєї
чи iншої складової, наприклад, карти виразностi, чи саккад, але всi цi складо-
вi роз’єднанi. I важкiсть кожної складової пiдтверджує той факт, що iснують
цiлi науковi напрямки з щорiчними конференцiями, що дослiджують лише пев-
нi складовi запропонованої схеми (тi ж самi карти виразностi, чи асоцiативна
пам’ять, чи розпiзнавання послiдовностей).
Варто вiдзначити, що й методи deeplearning також намагаються вирiшити
задачу розпiзнавання образiв в робототехнiцi. Спецiально створений датасет
iCubWorld Transformations Dataset мiстить фотографiї 200 об’єктiв з 20 катего-
рiї (станом на 2019 рiк). Кожний об’єкт фотографується пiд рiзними кутами, на
рiзних вiдстанях, з рiзним фоном i всього 3600 фото на об’єкт. Така кiлькiсть
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необхiдна для генералiзацiї при навчання в глибоких нейронних мережах, якi
показують 70-90% точностi розпiзнавання в залежностi вiд архiтектури. Таке
навчання важко назвати бiологiчно подiбним, через потребу великої кiлькостi
даних та важкостi перенавчання при появi нових, проте такi результати зна-
чно кращi за бiологiчно подiбнi алгоритми, якi показують 10-50% точностi. Як
зазначалося, такi системи розпiзнавання мають багато модулiв, i якiсть робо-
ти кожного модуля, яка визначається iнженерним рiшенням, визначає загаль-
ну здатнiсть до розпiзнавання. Тому важливо поєднати end-to-end навчання
в deeplearning з бiологiчно подiбними алгоритмами в загальну теорiю обробки
iнформацiї в нейронних мережах, чого досi ще нiкому не вдалося.
Загалом, отриманi результати дали свiй маленький внесок в загальну задачу,
на вирiшення якої пiдуть далеко ще не одна кандидатська чи докторська.
Результати дослiджень даного роздiлу наведено в публiкацiї [126]:
Osaulenko V.M. On the quest to recreate intelligence . Review of Exploring
robotic minds : Actions , symbols , and consciousness as self-organizing dynamic.
Cognitive Systems Research, 2018, 51, 56–60. https://doi.org/10.1016/ j.cogsys.2018-
.04.008 (Iноземне видання, реферується в WebOfScience)
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Висновки
У дисертацiї наведене теоретичне узагальнення i нове вирiшення наукової за-
дачi, що виявляється у формалiзацiї бiологiчних вiдомостей дендритних обчи-
слень та алокацiї пам’ятi в нейрони зi збiльшеною здатнiстю до активацiї у моде-
лi просторово-часової асоцiативної пам’ятi. Також, задача включає проведення
аналiзу обчислювальних властивостей, можливостi практичного застосування,
та визначення переваг i недолiкiв в порiвняннi з iснуючими пiдходами.
За пiдсумками виконаної роботи основнi науковi та практичнi результати
полягають в наступному:
1. Побудована двомiрна модель пластичностi з рiзними часовими масштаба-
ми сили зв’язку, дозволяє навчати стабiльнi просторовi асоцiацiї (зв’язки),
видiляти статистично значимi патерни, та включає сигнал пiдкрiплення.
Модель подiбна до iснуючих пiдходiв, проте включає актуальнi бiологiчнi
данi взаємодiї молекулярних механiзмiв в синапсах. Робиться припущен-
ня про важливiсть кластеризацiї АМПА рецепторiв для їх стабiлiзацiї та
пiдтримки сили зв’язку.
2. Запропонована нова модель асоцiативної пам’ятi, що використовує нелi-
нiйнi властивостi дендритiв та розрiджену активацiю нейронної мережi
призводить до високої ємностi асоцiативної пам’ятi. Ємнiсть пам’ятi на
основi сiгма-пай нейрона обернено пропорцiйна розрiдженостi вихiдного
вектору та комбiнаторно розширеного вхiдного вектору. Мультиплiкатив-
на активацiя має кращу синаптичну ємнiсть на 40%, але гiршу (на 400%)
iнформацiйну, згiдно порiвняння з моделлю Вiлшоу.
3. Застосування моделi нейрона з дендритами до задачi прогнозування по-
слiдовностi показало високу ємнiсть пам’ятi: наприклад, для розмiру ме-
режi 𝑁 = 1000 ємнiсть складає 105 порiвняно з ∼ 104 для вiдомої моделi
HTM. Покращення за рахунок мультиплiкативної активацiї, що дозволяє
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зменшити кiлькiсть зв’язкiв. Використання часової затримки для контекс-
ту спрощує архiтектуру мережi, проте накладає обмеження на дальнiсть
прогнозування.
4. Побудована модель представлення послiдовностi в бiнарне розрiджено-
розподiлене представлення, якiсно вiдтворює такi бiологiчнi ефекти як,
збереження схожостi, чутливiсть до порядку, часову схожiсть. Теорети-
чнi результати пiдтверджують гiпотезу про важливiсть алокацiї пам’ятi в
збудливi нейрони навiть на коротких масштабах часу. Робота дає стимул
для подальшої експериментальної перевiрки гiпотези бiологами.
Данi моделi застосовувалися в задачi розпiзнавання вiзуальних образiв в
робототехнiцi, в умовах, коли навчальна вибiрка мала, навчання онлайн з ди-
намiчною кiлькiстю класiв. Проте, якiсть розпiзнавання з використанням бiо-
логiчно подiбної асоцiативної пам’ятi значно гiрша за сучаснi методи на основi
глибокого навчання. Бiологiчно подiбнi алгоритми, що реалiзують навчання без
учителя ще на зародковому етапi i потребують подальших дослiджень.
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