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Mirza Karamehmedovic´ and David Winterrose
Abstract
Let p(ξ), ξ ∈ Rn, be an elliptic multiplier with zeros 0 < r1 < · · · < rN , and let P be the operator with symbol p.
Assume f ∈ E ′(Rn) and let C be a circle centered at the origin and disjoint from the singular support of f . For any
u ∈ S ′(Rn) solving Pu = f we estimate a majorant of the Fourier spectrum of the trace u|C . The majorant is uniform for
all temperate solutions up to a given order. In the process, we find an explicit expression of a fundamental solution of P
in S ′(Rn).
1 Introduction
Let n ≥ 2 be an integer, and write F ,F−1 : S ′(Rn)→ S ′(Rn) for the Fourier transform and its inverse, respectively, as well
as û for Fu. Let p ∈ C∞(Rn) be an elliptic symbol of Ho¨rmander class Sµ(Rn) for some real µ, that is, assume that for
each multi-index α ∈ Nn0 there is a constant Cα satisfying
|∂αp(ξ)| ≤ Cα(1 + |ξ|2)(µ−|α|)/2, ξ ∈ Rn,
as well as that there are constants C and R satisfying
|p(ξ)| ≥ C(1 + |ξ|2)µ/2, ξ ∈ Rn, |ξ| ≥ R.
Assume furthermore that p is of the form
p(ξ) = g(ξ)
N∏
j=1
(|ξ| − rj)qj , ξ ∈ Rn, (1)
where g ∈ C∞(Rn), N is a natural number, rj are positive constants satisfying r1 < r2 < · · · < rN , and qj are positive
integer constants. Next, define the operator P : S ′(Rn)→ S ′(Rn) by
(Pu)(φ) = (F−1pû)(φ) = û(pF−1φ), u ∈ S ′(Rn), φ ∈ S(Rn),
that is, formally,
Pu(x) = F−1(pû)(x) =
∫
ξ∈Rn
eix.ξp(ξ)û(ξ), u ∈ S ′(Rn), x ∈ Rn.
The function p is called the symbol of P . Since p depends on only the co-tangent variable ξ, it is a multiplier, and P is a
multiplier operator. Among many important multiplier operators are the fractional derivatives (−∆)s/2 and Bessel potentials
(I−∆)−s/2, s > 0, evolution operators et∆ and eit∆ for the heat equation and the Schro¨dinger equation, respectively, as well
as Riesz transforms. It is evident that P is a Fourier (frequency)-domain filter, transforming the spectrum of its argument u
by multiplying it with its symbol. Thus, in general, parts of the spectrum of u may be augmented and other parts suppressed
by the action of P . Also, if an operator F maps Pu to the restriction of u to a subset of Rn, then it might be expected
that F essentially inverts the action of P in the Fourier domain. This transformation of the Fourier spectrum of u and of
Pu by the action of P and F , respectively, is what we here mean by ”transmission of information in multiplier equations,”
and the purpose of this work is to quantify, in a general setting, this transmission of information. One application of this is
in inverse source problems [1–5, 7, 8]. Here, given a multiplier equation Pu = f , the ’source’ f is to be reconstructed from a
’measurement’ of u, which is the trace of u on a ’measurement surface.’ If the transmission of information between u and f is
quantified, it is possible to estimate, e.g., which components of the source cannot be reconstructed stably in the presence of
measurement noise of some specified frequency and amplitude. References [2–5] characterize spectrally the far-field Dirichlet
trace of u on S1 and S2 when P is the Helmholtz operator on R2 and R3, respectively. In [7] and [8] we characterize the
spectrum of the near-field Dirichlet trace on S1 and S2, respectively, of solutions of the inhomogeneous Helmholtz equation
in R2 and R3, respectively.
To state our main result, assume u ∈ S ′(Rn) and f ∈ E ′(Rn) satisfy
Pu = f in Rn. (2)
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u ∈ S ′(Rn)
Pu = f ∈ E ′(Rn)
e1
R
UC = u|C
C = {e1R cos θ + e2R sin θ, θ ∈ [0, 2pi]}
e2
sing supp f C ∩ sing supp f = ∅
C ∩ supp f 6= ∅ in general
Figure 1: Transmission of information from ’source’ to ’measurement,’ i.e., from the inhomogeneous term f in Pu = f to the
trace UC = u|C .
Fix a positive R and orthonormal vectors e1, e2 in R
n such that the circle
C = {e1R cos θ + e2R sin θ, θ ∈ [0, 2pi]}
lies in the complement of the singular support of f , but not necessarily in the complement of the support of f . Figure 1
illustrates the setup. Since p is elliptic and C is in the exterior of sing supp f , there exists a nonempty open neighborhood
of C in Rn where u is smooth. In particular, the ’measurement,’ i.e., the trace UC = u|C , is a smooth function on C, and its
Fourier coefficients
ÛCm =
∫ 2pi
θ=0
e−imθu(e1R cos θ + e2R sin θ), m ∈ Z,
are well-defined. Now fix an excision function χ ∈ C∞0 (Rn) satisfying
χ(ξ) =
{
1, |ξ| ≤ 1,
0, |ξ| ≥ 2.
For any positive % define û% = χ(·/%)û ∈ E ′(Rn) and let
ÛC%,m =
∫ 2pi
θ=0
e−imθu%(e1R cos θ + e2R sin θ), m ∈ Z, (3)
be the m’th Fourier coefficient of the trace of u% on C. The definition makes sense since, by Theorem 7.1.14 on page 165 in [6],
we have ̂̂u% ∈ C∞(Rn) with ̂̂u%(x) = (û%)ξ(e−ix.ξ) for x ∈ Rn, and from [6, p. 164] we have u%(φ) = (2pi)−n̂̂u%(φ(−·)) =
(−2pi)−n(̂̂u%(−·))(φ) for every φ ∈ S(Rn), so u% is well-defined pointwise with
u%(x) = (−2pi)−n̂̂u%(−x) = (−2pi)−n(û%)ξ(eix.ξ), x ∈ Rn. (4)
In the following, we write 〈x〉 = (1 + |x|2)1/2. Also, u ∈ (S ′)d(Rn) if u ∈ S ′(Rn) and there is a constant C satisfying
|u(φ)| ≤ C max
|α|≤d
sup
x∈Rn
|〈x〉d∂αφ(x)|, φ ∈ S(Rn).
The two following results combine to characterize the asymptotic behavior of the discrete Fourier spectrum (ÛCm)m∈Z of the
trace UC . Let m be an integer.
Lemma 1. lim%→∞ ÛC%,m = Û
C
m.
Proof. Since χ ∈ C∞0 (Rn) and χ(0) = 1, we have lim%→∞ χ(·/%)φ = φ in S(Rn) for every φ ∈ S(Rn). Hence lim%→∞ û% =
lim%→∞ χ(·/%)û = û in S ′(Rn) with respect to its weak-∗ topology. But F−1 is continuous on S ′(Rn), so lim%→∞ u% =
lim%→∞ F−1û% = u in S ′(Rn), and since u% and u are smooth in a neighborhood of C, we have lim%→∞ u%(x) = u(x) for
every x ∈ C.
Theorem 1. If u ∈ (S ′)d(Rn) then there is a constant c′ and, for each positive %, a constant c% such that∣∣∣ÛC%,m∣∣∣ ≤ c′ + c% N∑
j=1
(
max{1, |m|qj , |m|d}|Jm(Rrj)|+ max{1, |m|qj−1, δd≥1|m|d−1}|Jm+1(Rrj)|
)
, m ∈ Z.
2
Here δd≥1 is the Kronecker delta. We remark that, of all Euclidean spheres, only S0, S1 and S3 admit a topological
group structure [9], so it makes sense to define the Fourier transform of u|Sn−1 only for n = 1, n = 2 and n = 4. For other
dimensions n, it is of course possible to pick specific bases of, say, L2(Sn−1) and treat the projections of u|Sn−1 onto the basis
vectors as ’the Fourier coefficients of the measurement.’ This approach, however, is rather arbitrary and we here choose to
compute the Fourier coefficients of the measurement in terms of integrals over great circles for all dimensions n.
We also note that the integral in (3) is the Funk-Radon transform of the integrand, evaluated at a single chosen direction
ν ∈ Sn−1 orthogonal to the plane of C.
Section 2 contains definitions of particular distributions, as well as proofs of technical lemmas, needed for the proof of
Theorem 1 in Section 3. In particular, in Section 2 we find an explicit fundamental solution p−1 ∈ S ′(Rn) of P . In Section 4
we consider the Helmholtz equation in the plane, supplied with the Sommerfeld radiation condition, and use the explicit p−1
to gain detailed information about the Fourier spectrum of u|C . In Section 5 we summarize our results.
2 Preparatory definitions and results
Define
Tm =
∫ 2pi
θ=0
e−imθeia(X1 cos θ+X2 sin θ),
where a ∈ R \ {0}, m ∈ Z, k ∈ N0, and where X1 and X2 are arbitrary complex constants. Writing Jm for the Bessel
function of the first kind and integer order m, we have
Lemma 2. Tm = 2piimJm(a|X1 + iX2|) exp−im∠(X1 + iX2).
Proof. Let U be the unit circle in the complex plane, centered at the origin. Substituting z = eiθ, writing ζ = X1 + iX2, and
using that z = 1/z, we get
Tm =
∮
z∈U
exp
[
ia
2
(X1(z + z)− iX2(z − z))
]
zm
iz
= −i
∮
z∈U
exp
[
ia
2
(
zζ + ζ/z
)] 1
zm+1
= −i
∞∑
j=0
j∑
k=0
(
ia
2
)j
1
j!
(
j
k
)
ζ
k
ζj−k
∮
z∈U
z2k−j−m−1.
But since ∮
z∈U
z2k−j−m−1 =
{
2pii, 2k − j −m− 1 = −1,
0 otherwise,
we can reduce the above double sum to the case j = 2k −m. As j ≥ k = (j + m)/2, we have 2k −m = j ≥ m, and hence
k ≥ m. Thus
Tm = 2pi
∞∑
k=m
(
ia
2
)2k−m
ζ
k
ζk−m
k!(k −m)! = 2pi
(
2
iaζ
)m ∞∑
k=m
(
ia|ζ|
2
)2k
1
k!(k −m)!
= 2pi
(
2
iaζ
)m
·
(
ia|ζ|
2
)m
Im(ia|ζ|).
Here, Im is the modified Bessel function of the first kind and order m. The result now follows from the relations Im(ix) =
i−mJm(−x) and Jm(−x) = (−1)mJm(x), valid for x ∈ R \ {0} and all integer m.
Lemma 3. For every integer m and every positive integer k there is a constant c satisfying∣∣∂kr Jm(r)∣∣ ≤ c (|m|k|Jm(r)|+ |m|k−1|Jm+1(r)|) , r > 0.
Proof. Write Πµ,ν(m, r) for any polynomial in m and r, of degree at most µ in m and at most ν in r. In particular, Π−1,ν ≡ 0.
If, for some m ∈ Z, k ∈ N, µ, ν ∈ N0 and all r > 0, we have
∂kr Jm(r) = r
−k (Πµ,ν(m, r)Jm(r) + Πµ−1,ν(m, r)Jm+1(r)) ,
3
then
∂k+1r Jm(r) = −kr−k−1 (Πµ,ν(m, r)Jm(r) + Πµ−1,ν(m, r)Jm+1(r))
+ r−k
[
Πµ,ν−1(m, r)Jm(r) + Πµ,ν(m, r)(−Jm+1(r) + (m/r)Jm(r))
+ Πµ−1,ν−1(m, r)Jm+1(r) + Πµ−1,ν(m, r)(−Jm+2(r) + m+ 1
r
Jm+1(r))
]
= r−k−1
[
Πµ+1,ν(m, r)Jm(r) + Πµ,ν+1(m, r)Jm+1(r)
]
+ r−kΠµ−1,ν(m, r)
(
Jm(r)− 2(m+ 1)
r
Jm+1(r) +
m+ 1
r
Jm+1(r)
)
= r−k−1 [Πµ+1,ν+1(m, r)Jm(r) + Πµ,ν+1(m, r)Jm+1(r)] , r > 0.
We have here used the well-known recurrence relation
Jm(r) + Jm+2(r) =
2(m+ 1)
r
Jm+1(r),
as well as the well-known fact that
∂rJm(r) = −Jm+1(r) + m
r
Jm(r).
But the last equality also implies that
∂rJm(r) = r
−1 [Π1,1(m, r)Jm(r) + Π0,1(m, r)Jm+1(r)] ,
so
∂kr Jm(r) = r
−k [Πk,k(m, r)Jm(r) + Πk−1,k(m, r)Jm+1(r)]
for all k ∈ N0, m ∈ Z and positive r.
Next, let k be a positive integer. [6, (3.2.5) on p. 69; p. 71 bot.] defines the distributions r−k± ∈ S ′(R) (written x−k± in [6])
by
r−k+ (φ) = −
1
(k − 1)!
∫ ∞
r=0
(ln r)φ(k)(r) +
1
(k − 1)!φ
(k−1)(0)
k−1∑
j=1
1
j
, φ ∈ S(R), (5)
and
r−k− (φ) = r
−k
+ (φ(−·)) = −
(−1)k
(k − 1)!
∫ ∞
r=0
(ln r)φ(k)(−r) + (−1)
k−1
(k − 1)! φ
(k−1)(0)
k−1∑
j=1
1
j
(6)
for φ ∈ S(R). These are extensions of the distributions
φ 7→
∫ ∞
r=0
raφ(r) and φ 7→
∫ 0
r=−∞
|r|aφ(r),
respectively, from <a > −1 to a = −k. We here wish to extend the distributions
φ 7→
∫ %
r=0
raφ(r) and φ 7→
∫ 0
r=−%
|r|aφ(r), 0 < % ≤ ∞, φ ∈ S(R),
from <a > −1 to a = −k. Our procedure is a slight generalization of the procedure in [6, pp. 68–69]. Thus, fix a positive %
and φ ∈ S(R), and note that the function
a 7→ Ia,%(φ) =
∫ %
r=0
raφ(r)
is holomorphic on {a ∈ C, <a > −1}; indeed, if <a > −1 then
d
da
Ia,%(φ) =
∫ %
r=0
ra(ln r)φ(r)
is well-defined. If a ∈ C with <a > 0 then we can integrate by parts once to get
Ia,%(φ
′) = φ(%)%a − aIa−1,%(φ),
4
and if <a > k − 1 then we can iterate the process to get
Ia,%(φ
(k)) =
k−1∑
j=0
(−1)k−1−jφ(j)(%)%a−(k−1)+j
k−2−j∏
`=0
(a− `) + (−1)k
k−1∏
`=0
(a− `)Ia−k,%(φ),
that is,
Ia−k,%(φ) =
(−1)kIa,%(φ(k))−
∑k−1
j=0 (−1)j+1φ(j)(%)%a−(k−1)+j
∏k−j−2
`=0 (a− `)∏k−1
`=0 (a− `)
=
(−1)kIa,%(φ(k))∏k−1
`=0 (a− `)
+
k−1∑
j=0
(−1)jφ(j)(%)%a−(k−1)+j∏k−1
`=k−j−1(a− `)
.
Equivalently, if a ∈ C with <a > −1, and φ ∈ S(R), then
Ia,%(φ) =
(−1)kIa+k,%(φ(k))∏k−1
`=0 (a+ k − `)
+
k−1∑
j=0
(−1)jφ(j)(%)%a+j+1∏k−1
`=k−j−1(a+ k − `)
.
The function a 7→ Ia,%(φ) is therefore holomorphic for <a > −1 − k with a 6= −1,−2, . . . ,−k, and it has simple poles at
a = −1,−2, . . . ,−k. The residue of a 7→ Ia,%(φ) at −k is
lim
a→−k
(a+ k)Ia,%(φ) = lim
a→−k
[
(−1)k
k−1∏
`=1
(a+ k − `)−1
∫ %
r=0
ra+kφ(k)(r)
+
k−1∑
j=0
(−1)jφ(j)(%)%a+j+1(a+ k)
k−1∏
`=k−j−1
(a+ k − `)−1
]
= − 1
(k − 1)!
∫ %
r=0
φ(k)(r) +
φ(k−1)(%)
(k − 1)!
=
φ(k−1)(0)
(k − 1)! ,
that is, lima→k(a+ k)Ia,% = (−1)k−1δ(k−1)0 /(k − 1)! in S ′(R). With ε = a+ k, we have
lim
ε→0
[
Iε−k,%(φ)− φ
(k−1)(0)
ε(k − 1)!
]
= lim
ε→0
[
(−1)kIε,%(φ(k))∏k−1
`=0 (ε− `)
+
k−1∑
j=0
(−1)jφ(j)(%)%ε−k+j+1∏k−1
`=k−j−1(ε− `)
− φ
(k−1)(0)
ε(k − 1)!
]
= lim
ε→0
[
(−1)k∏k−1
`=1 (ε− `)
∫ %
r=0
rε − 1
ε
φ(k)(r) +
(−1)k ∫ %
r=0
φ(k)(r)
ε
∏k−1
`=1 (ε− `)
− φ
(k−1)(0)
ε(k − 1)!
+
(−1)k−1φ(k−1)(%)%ε
ε
∏k−1
`=1 (ε− `)
+
k−2∑
j=0
(−1)jφ(j)(%)%ε−k+j+1∏k−1
`=k−j−1(ε− `)
]
= lim
ε→0
[
(−1)k∏k−1
`=1 (ε− `)
∫ %
r=0
rε − 1
ε
φ(k)(r)− φ
(k−1)(0)
ε
(
1
(k − 1)! +
(−1)k∏k−1
`=1 (ε− `)
)
+
(−1)kφ(k−1)(%)(1− %ε)
ε
∏k−1
`=1 (ε− `)
+
k−2∑
j=0
(−1)jφ(j)(%)%ε−k+j+1∏k−1
`=k−j−1(ε− `)
]
= − 1
(k − 1)!
∫ %
r=0
(ln r)φ(k)(r) +
φ(k−1)(0)
(k − 1)!
k−1∑
ν=1
1
ν
− 1
(k − 1)!
k−2∑
j=0
φ(j)(%)%−k+j+1(k − j − 2)!.
We therefore define the temperate distributions r−k±,%, k ∈ N, by
r−k+,%(φ) = −
1
(k − 1)!
∫ %
r=0
(ln r)φ(k)(r) +
φ(k−1)(0)
(k − 1)!
k−1∑
ν=1
1
ν
− 1
(k − 1)!
k−2∑
j=0
φ(j)(%)%−k+j+1(k − j − 2)!, φ ∈ S(R),
and
r−k−,%(φ) = r
−k
+,%(φ(−·)) = −
(−1)k
(k − 1)!
∫ %
r=0
(ln r)φ(k)(−r) + (−1)
k−1φ(k−1)(0)
(k − 1)!
k−1∑
ν=1
1
ν
− 1
(k − 1)!
k−2∑
j=0
(−1)jφ(j)(−%)%−k+j+1(k − j − 2)!, φ ∈ S(R),
5
respectively. Clearly, the distributions r−k±,% specialize to Ho¨rmander’s r
−k
± when % = ∞. Now for every real b the mapping
τb : R → R, τb(r) = r − b, is smooth with surjective Jacobian τ ′b(r) = 1, so [6, Theorem 6.1.2] the pullback of r−k±,% by τb is
given uniquely by
(r − b)−k±,%(φ) := τ∗b r−k±,%(φ) = r−k±,%(φ(·+ b)) = r−k±,%(φ ◦ τ−1b ), φ ∈ S(R).
Finally, writing ξ = rω for ξ ∈ Rn, with r ≥ 0 and ω ∈ Sn−1, and letting cjk be the constants from the partial fraction
decomposition
N∏
j=1
(r − rj)−qj =
N∑
j=1
qj∑
k=1
cjk(r − rj)−k, r ≥ 0, r 6= rj ,
we define the temperate distribution
p−1(φ) =
N∑
j=1
qj∑
k=1
cjk
[
(r − rj)−k+,∞ + (−1)k(r − rj)−k−,rj
]
⊗ 1Sn−1(rn−1φ/g)
−
N∑
j=1
qj∑
k=n
cjk
(−1)k−n ln rj
(k − n)! δ
(k−n)
0 ⊗ 1Sn−1(φ/g) (7)
for φ ∈ S(Rn). Here δ ∈ E ′(R) is Dirac’s delta distribution. (The somewhat analogous distribution x−k = x−k+ + (−1)kx−k−
is defined in [6, p. 72] as the average of the distributions (x+ i0)−k and (x− i0)−k.)
Remark 1. Since the definitions of r−k±,%(φ) involve up to k’th order derivatives of φ, we have p
−1 ∈ (D′)Q(Rn) with
Q = max{qj , j = 1, . . . , N} ≥ 1.
Lemma 4. p · p−1 = 1 in S ′(Rn).
Proof. Fix j ∈ {1, . . . , N}, k ∈ {1, . . . , qj} and φ ∈ S(Rn). We have[
(r − rj)−k+ + (−1)k(r − rj)−k−,rj
]
⊗ 1Sn−1
(
rn−1p(rω)φ(rω)
g(rω)
)
=
[
r−k+ + (−1)kr−k−,rj
]
⊗ 1Sn−1
(
(r + rj)
n−1
N∏
`=1
(r + rj − r`)q`φ((r + rj)ω)
)
= − 1
(k − 1)!
∫ ∞
r=−rj
(ln |r|)∂kr
(
(r + rj)
n−1
N∏
`=1
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
)
(r)
+
1
(k − 1)!
k−2∑
ν=0
(−rj)−k+ν+1(k − ν − 2)!∂νr
(
(r + rj)
n−1
N∏
`=1
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
)
(−rj).
Repeated integration by parts, well-defined because r 7→ 1Sn−1(φ(rω)) and all its r-derivatives decay superpolynomially for
increasing r, then gives
p−1(φ) =
∫ ∞
r=0
(r − rj)qj−krn−1
∏
`=1,...,N
6`=j
(r − r`)q`1Sn−1φ(rω)
+
(−1)k−n
(k − n)! δ
Kr
k≥n(ln rj)δ
(k−n)
−rj
(
N∏
`=1
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
)
.
We note that, for k ≥ n,
∂k−1r
(
(r + rj)
n−1
N∏
`=1
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
)
(−rj) = (k − n+ 1) · · · (k − 1)
×
(
∂k−nr
N∏
`=1
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
)
(−rj),
as well as that, for 2 ≤ µ ≤ k + 1− n,
∂k−µr
(
(r + rj)
n−1
N∏
`=1
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
)
(−rj) = (k − µ− n+ 2) · · · (k − µ)
×
(
∂k−µ−n+1r
N∏
`=1
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
)
(−rj).
6
Finally, the symbol p is smooth by definition, so if φ ∈ S(Rn) then
p · p−1(φ) = p−1(pφ) =
∑
j,k
cjk
∫ ∞
r=−rj
rqj−k(r + rj)n−1 ×
∏
`=1,...,N
` 6=j
(r + rj − r`)q`1Sn−1φ((r + rj)ω)
=
∑
j,k
cjk
∫ ∞
r=0
(r − rj)−krn−1
N∏
`=1
(r − r`)q`1Sn−1φ(rω)
=
∫ ∞
r=0
rn−1
∑
j,k
cjk(r − rj)−k
N∏
`=1
(r − r`)q`1Sn−1φ(r, ω) =
∫
Rn
φ = 1(φ).
3 Proof of Theorem 1
Lemma 5. F−1(f̂p−1) is a particular solution of Pu = f in S ′(Rn).
Proof. Applying the Fourier transform to Pu = f we get the equivalent expression pû = f̂ , still in the sense of temperate
distributions. Since f is a compactly supported distribution, it is of some finite positive integer order `. By Theorem 7.1.14
in [6], we have f̂ ∈ C∞(Rn), and by the Paley-Wiener-Schwartz theorem [6, Theorem 7.3.1 on p. 181] the function f̂ satisfies
|f̂(ξ)| ≤ C(1 + |ξ|)` for some constant C and all ξ ∈ Rn. Finally, by definition, p ∈ C∞(Rn) and pφ ∈ S(Rn) for every
φ ∈ S(Rn), so
û(pφ) = pû(φ) = f̂(φ) =
∫
Rn
f̂(ξ)φ(ξ), φ ∈ S(Rn).
Thus, any temperate distribution v satisfying
v(pφ) =
∫
Rn
φ(ξ), φ ∈ S(Rn), (8)
provides a solution û = f̂v of pû = f̂ in S ′(Rn), since
p · (f̂v)(φ) = v(pf̂φ) =
∫
Rn
f̂(ξ)φ(ξ) = f̂(φ), φ ∈ S(Rn).
But we have shown in Lemma 4 that p−1, defined in (7), satisfies (8).
Lemma 6. If u = F−1(f̂p−1) then, for every positive % and integer m,
(−1)n(2pi)n−1i−mÛC%,m =
N∑
j=1
qj∑
k=1
cjk
[
(r − rj)−k+ + (−1)k(r − rj)−k−,rj
]
⊗ 1Sn−1
(
rn−1Ψ%,m
g
)
−
N∑
j=1
qj∑
k=n
cjk
(−1)k−n ln rj
(k − n)! δ
(k−n)
0 ⊗ 1Sn−1(Ψ%,m/g), (9)
where
Ψ%,m(rω) = f̂(rω)χ(rω/%)Jm(Rr|ω.e˜|)e−im∠(ω.e˜), r ≥ 0, ω ∈ Sn−1, (10)
and e˜ = e1 + ie2.
Proof. In Section 1 we argued that u is well-defined pointwise on C and u% is well-defined pointwise on the whole Rn.
Therefore, writing x(θ) = e1R cos θ + e2R sin θ for θ ∈ [0, 2pi], using (4) and Lemma 2, as well as using the existence of ÛC%,m
and the linearity and the continuity of û%, we find that
ÛC%,m =
∫ 2pi
θ=0
e−imθu%(x(θ)) = (−2pi)−n
∫ 2pi
θ=0
e−imθ(û%)ξ(eix(θ).ξ) = (−2pi)−n(û%)ξ
(∫ 2pi
θ=0
e−imθeix(θ).ξ
)
= (−1)n(2pi)1−nimû
(
χ(ξ/%)Jm(R|ξ.e1 + iξ.e2|)e−im∠(e1.ξ+ie2.ξ)
)
= (−1)n(2pi)1−nimp−1
(
f̂(ξ)χ(ξ/%)Jm(R|ξ.e1 + iξ.e2|)e−im∠(e1.ξ+ie2.ξ)
)
.
This gives the desired expression (9) in light of (7) and of the facts that
|ξ.e1 + iξ.e2| = r|ω.(e1 + ie2)| for ξ ∈ Rn
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and
∠(e1.ξ + ie2.ξ) = ∠rω.(e1 + ie2) = ∠ω.(e1 + ie2) for r > 0.
Corollary 1. If u = F−1(f̂p−1) then there is a constant c′ and, for every positive %, a constant c% such that∣∣∣ÛC%,m∣∣∣ ≤ c′ + c% N∑
j=1
(
max{1, |m|qj}|Jm(Rrj)|+ max{1, |m|qj−1}|Jm+1(Rrj)|
)
, m ∈ Z.
Proof. Fix m ∈ Z, j ∈ {1, . . . , N}, and k ∈ {1, . . . , qj}. A derivation similar to that in our proof of Lemma 4 shows that
(k − 1)!
[
(r − rj)−k+ + (−1)k(r − rj)−k−,rj
]
⊗ 1Sn−1
(
rn−1Ψ%,m(rω)
g(rω)
)
= −
∫ ∞
r=−rj
(ln |r|)∂kr
(
(r + rj)
n−1
∫
ω∈Sn−1
Ψ%,m((r + rj)ω)
g((r + rj)ω)
)
(r) (11)
+
k−2∑
ν=0
(−rj)−k+ν+1(k − ν − 2)!∂νr
(
(r + rj)
n−1
∫
ω∈Sn−1
Ψ%,m((r + rj)ω)
g((r + rj)ω)
)
(−rj),
where Ψ%,m is defined in (10). The absolute value of the last sum in (11), and of the last double sum in (9), are bounded by
c′(rj , k)
qj−2∑
ν=0
|∂νr Jm(0)|,
which via Lemma 3 leads to a bound of the form
c′(rj , k)|J0(0)|+ c′′(rj , k)
qj−2∑
ν=1
(|m|ν |Jm(0)|+ |m|ν−1|Jm+1(0)|) ,
that is, of the form c′(rj , k) + c′′(rj , k) when we recall that J0(0) = 1 and that Jm(0) = 0 for any nonzero integer m. In light
of (9), it now remains to estimate the integral∫ ∞
r=−rj
(ln |r|)∂kr
(
(r + rj)
n−1
∫
ω∈Sn−1
Ψ%,m((r + rj)ω)
g((r + rj)ω)
)
(r) (12)
occurring in (11). We split the integral into three parts, and estimate each part separately. Fix ω ∈ Sn−1 and ε ∈
(0,min{1, rj}). To simplify the notation, we write φ(r) = rn−11Sn−1Ψ%,m(rω)/g(rω) for r ≥ 0. In particular, φ ∈ C∞(0,∞)
and ∂`rφ(r) = 0 for r > 2% and for all ` ∈ N0. First, if
C ′k ≥ 1 +
max−ε≤t<∞ |tk+1φ(k+1)(t+ rj)|
(k + 1)!|φ(k)(rj)|
then |φ(k)(r + rj)| ≤ C ′k|φ(k)(rj)| and consequently∣∣∣∣∫ ε
r=−ε
ln(|r|)φ(k)(r + rj)
∣∣∣∣ ≤ −2C ′k ∣∣∣φ(k)(rj)∣∣∣ ∫ ε
r=0
ln r = 2C ′kε(1 + | ln ε|)
∣∣∣φ(k)(rj)∣∣∣ .
Next, repeated integration by parts gives∣∣∣∣∫ ∞
r=ε
(ln r)φ(k)(r + rj)
∣∣∣∣ = ∣∣∣∣∫ 2%
r=ε
(ln r)φ(k)(r + rj)
∣∣∣∣
=
∣∣∣∣∣− ln(ε)φ(k−1)(rj + ε) +
k−1∑
`=1
(`− 1)!φ(k−`−1)(rj + ε)ε−`
− (k − 1)!
∫ 2%
r=ε
φ(r + rj)r
−k
∣∣∣∣∣
≤ | ln ε| ·
∣∣∣φ(k−1)(rj + ε)∣∣∣+ k−2∑
`=0
(k − `− 2)!ε`−k+1
∣∣∣φ(`)(rj + ε)∣∣∣
+ δKrk=1C
′
0 |ln(2%/ε)| · |φ(rj)|+ δKrk≥2C ′0(k − 2)!|(2%)1−k − ε1−k| · |φ(rj)| .
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Finally, repeated integration by parts gives∣∣∣∣∣
∫ −ε
r=−rj
ln(|r|)φ(k)(r + rj)
∣∣∣∣∣ =
∣∣∣∣∣− ln(rj)φ(k−1)(0) +
k∑
`=2
(−1)`+1r1−`j φ(k−`)(0)(`− 2)!
+ ln(ε)φ(k−1)(rj − ε) +
k∑
`=2
(−1)`(`− 2)!ε1−`φ(k−`)(rj − ε)
+ (−1)k+1(k − 1)!
∫ rj
r=ε
r−kφ(rj − r)
∣∣∣∣∣
≤ c′′(rj , ε, k)
k−1∑
`=0
C ′`
∣∣∣φ(`)(rj)∣∣∣+ δKrk=1C ′0 |ln(rj/ε)| · |φ(rj)|
+ δKrk≥2C
′
0(k − 2)!
∣∣r1−kj − ε1−k∣∣ · |φ(rj)| .
In conclusion, the absolute value of the integral in (12) is bounded from above by a sum of the form
c′(%, rj , ε, k)
qj∑
ν=0
|∂νr Jm(Rrj)|,
which via Lemma 3 leads to an estimate of the form
c′′(%, rj , ε, k)
[
|Jm(Rrj)|+
qj∑
ν=1
(|m|ν |Jm(Rrj)|+ |m|ν−1|Jm+1(Rrj)|)] ,
hence to estimates of the form
c′′′(%, rj , ε, k) [J0(Rrj)|+ |J1(Rrj)|] , for m = 0,
and
c′′′(%, rj , ε, k)
(|m|qj |Jm(Rrj)|+ |m|qj−1|Jm+1(Rrj)|) , for m 6= 0.
It remains to characterize the homogeneous solutions. Assume u ∈ (S ′)d(Rn) satisfies Pu = 0 in S ′(Rn). Clearly, û is
then compactly supported. Namely, if φ ∈ C∞0 (Rn) has its support in the complement of the null-set p−1({0}) of p then
φ/p ∈ C∞0 (Rn) and û(φ) = pû(φ/p) = 0, so supp û ⊆ p−1({0}).
Lemma 7. u ∈ PWd(Rn).
Proof. Let ψ ∈ C∞(Rn) be an excision function for p−1({0}). We have ψû = 0 in S ′(Rn), so u = F−1 ((1− ψ)û). Moreover,
P is elliptic so u ∈ C∞(Rn) and
u(x) = F−1 ((1− ψ)û) (x) = [(F−1(1− ψ)) ∗ u] (x) = u (F−1(1− ψ)(x− ·)) , x ∈ Rn.
But 1 − ψ ∈ C∞0 (Rn), so ∂αF−1(1 − ψ) = F−1 ((−iξ)α(1− ψ)) ∈ PW−∞(Rn) for any multi-index α ∈ Nn0 . Thus, for any
α ∈ Nn0 and k ∈ N there is some Cα,k > 0 and a compact convex K ⊂ Rn (depending only on the support of 1 − ψ) such
that
|∂αy F−1(1− ψ)(x− y)| ≤ Cα,k〈<(x)− y〉−kesupξ∈K |=(x)·ξ|, y ∈ Rn, x ∈ Cn.
Firstly, this shows that we may safely extend u to all of Cn in the above formula, and this extension is holomorphic, because
the estimate holds uniformly for x in relatively compact subsets of Cn. Secondly, we obtain
|u(x)| ≤ C ′ max
|α|≤d
sup
y∈Rn
|〈y〉d∂αy F−1(1− ψ)(x− y)| ≤ C ′′ sup
y∈Rn
〈y〉d〈<(x)− y〉−desupξ∈K |=(x)·ξ|, x ∈ Cn,
where C ′ > 0 and C ′′ > 0 are some constants. Finally, by Peetre’s inequality, we have
〈y〉d〈<(x)− y〉−d ≤ c〈y〉d〈y〉−d〈<(x)〉d = c〈<(x)〉d
for some c > 0. Combining this with the above estimate, we conclude that u ∈ PWd(Rn).
Define Φ : (0,∞)× Sn−1 → Rn \ {0} by Φ(r, ω) = rω.
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Lemma 8. There are uk,j ∈ (D′)d−k(Sn−1) such that
u(x) =
N∑
j=1
d∑
k=0
(
∂kr δrj (r)⊗ uk,j(ω)
) (
eirx.ω
)
, x ∈ Cn,
and
d∑
k=qj
(
k
qj
)
(−1)kuk,j = 0, j ∈ {1, · · · , N}.
Proof. By the Paley-Wiener-Schwartz theorem, û ∈ (E ′)d(Rn), because we know that u ∈ PWd(Rn). Note that this gives
us the correct order for û – we have already easily concluded that û is just compactly supported without using the Paley-
Wiener-Schwartz theorem, but without getting the right order. Using cutoffs, this facilitates a decomposition û =
∑N
j=1 vj
for some distributions vj ∈ (E ′)d(Rn) with supp (vj) ⊂ Φ({rj} × Sn−1). Then, for every φ ∈ C∞0 (Rn \ {0}) we have
0 = pvj(φ) = (Φ
∗vj)
(
(g
N∏
k=1
(r − rk)qk)(φ ◦ Φ)|det dΦ|
)
,
and this leads to
(Φ∗vj(r, ω))((r − rj)qjφ(r, ω)) = 0, φ ∈ C∞0 ((0,∞)× Sn−1).
By [6, Theorem 2.3.5] or [6, Example 5.1.2],
Φ∗vj =
d∑
k=0
∂kr δrj ⊗ uk,j ,
where the distributions uk,j ∈ (D′)d−k(Sn−1) must satisfy
0 =
d∑
k=0
∂kδrj (r)⊗ uk,j(ω) ((r − rj)qjφ(r, ω)) =
d∑
k=qj
(
k
qj
)
(−1)kuk,j(ω)(∂qjr φ(rj , ω)).
This condition is also seen to be sufficient.
In the following, we assume without loss of generality that the radius R of the great circle C is 1. Let
gk,j(m)(ω) = 2pii
m(−1)k|ω1 + iω2|k∂kr Jm(rj |ω1 + iω2|)e−im arg(ω1+iω2),
and write
ÛCm =
N∑
j=1
d∑
k=0
uk,j(ω)
(
(−1)k lim
r→rj
∂kr
∫ 2pi
0
eir(ω1 cos(θ)+ω2 sin(θ))−imθ dθ
)
=
N∑
j=1
d∑
k=0
uk,j(ω) ([gk,j(m)](ω)) .
Note that each gk,j is smooth, so the above action of uk,j on gk,j is well-defined. In fact, each gk,j is in hyperspherical
coordinates given by
gk,j(m)(ω) = 2pii
m(ω1 − iω2)m
∞∑
2s+m≥k
(−1)s+k(2s+m)k
s!(s+m)!22s+m
r2s+m−kj (ω
2
1 + ω
2
2)
s
= 2piim(−1)ke−imθn−1
( n−1∏
s=2
sin(θn−s)
)k
∂kr Jm
(
rj
n−1∏
s=2
sin(θn−s)
)
,
where θ1, · · · , θn−2 run in [0, pi), θn−1 in [0, 2pi), and
ω1 = sin(θ1) · · · sin(θn−2) sin(θn−1),
ω2 = sin(θ1) · · · sin(θn−2) cos(θn−1).
Since uk,j is of order d− k there are Ak,j ∈ Diffd−k(Sn−1) such that∣∣∣ÛCm∣∣∣ ≤ C( N∑
j=1
d∑
k=0
sup
ω∈Sn−1
|Ak,j [gk,j(m)](ω)|
)
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for some constant C. Using the Leibniz rule and Lemma 3, we get
∣∣∣ÛCm∣∣∣ ≤ C ′ N∑
j=1
d∑
k=0
d−k∑
s=0
d−k−s∑
s′=0
|m|s|∂k+s′r Jm(rj)| = C ′
N∑
j=1
d∑
k=0
d−k∑
s=0
d−s∑
s′′=k
|m|s|∂s′′r Jm(rj)|
≤ C˜
N∑
j=1
d∑
s=0
|m|s|Jm(rj)|+ C ′′
N∑
j=1
∑
k,s,s′′
s′′≥1
(
|m|s+s′′ |Jm(rj)|+ |m|s+s′′−1|Jm+1(rj)|
)
≤ C ′′′
N∑
j=1
(
max{1, |m|d|}|Jm(rj)|+ δd≥1 max{1, |m|d−1}|Jm+1(rj)|
)
, m ∈ Z,
for some constant C ′, C ′′, C ′′′ and C˜. We have here used that s+ s′′ ≤ d since the index s′′ ranges up to d− s. Returning
to general values of the radius R, we have thus shown
Theorem 2. If u ∈ (S ′)d(Rn) solves Pu = 0 in S ′(Rn) then there is a constant c satisfying
∣∣∣ÛCm∣∣∣ ≤ c N∑
j=1
(
max{1, |m|d|}|Jm(rjR)|+ δd≥1 max{1, |m|d−1}|Jm+1(rjR)|
)
, m ∈ Z.
4 Use of the explicit solution f̂p−1
If an auxiliary condition ensures the uniqueness of solution of the transmission equation Pu = f then the explicit expression (7)
of p−1 appearing in the solution u = f̂p−1 may provide more information about the Fourier spectrum ÛCm than Theorem 1.
Consider, for example, the Helmholtz system in the plane
(∆ + κ2)u =
∑M
j=1 ajδx′j ,
lim|x|→∞
√|x|(∂|x| − iκ)u(x) = 0, uniformly for x/|x| ∈ S1.
}
(13)
Here the wavenumber κ > 0 is fixed, and the inhomogeneity consists of M ∈ N ’point sources’ located at x′1, . . . , x′M ∈ R2,
with x′i 6= x′j , and with amplitudes a1, . . . , aM ∈ C. The auxiliary condition is here the Sommerfeld radiation condition, and
it ensures the uniqueness of solution of (13). We have p(ξ) = κ2−|ξ|2 = −(|ξ|−κ)(|ξ|+κ), g(rω) = −(r+κ), N = 1, r1 = κ,
q1 = 1, and c11 = 1. Theorem 1 thus guarantees that∣∣∣ÛC%,m∣∣∣ ≤ c′ + c% (|m| · |Jm(Rκ)|+ |Jm+1(Rκ)|) , m ∈ Z, % > 0.
However, f̂(ξ) =
∑M
j=1 aj exp(−iξ.x′j) =
∑M
j=1 aj exp(−irω.x′j), so
1S1(f̂ exp(−imω)) =
M∑
j=1
aj
∫ 2pi
θ=0
exp(−ir(x′j,1 cos θ + x′j,2 sin θ)− imθ)
=
M∑
j=1
aj2pii
mJm(−r|x′j,1 + ix′j,2|) exp(−im∠(x′j,1 + ix′j,2))
= 2pii−m
M∑
j=1
ajJm(r|x′j |) exp(−im∠x′j).
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Figure 2: Left: numerical approximations of the spectrum |ÛCm|, as specified in Section 4. Right: relative `2 distance between
the spectra |ÛC%j ,m| computed for successive values 100, 200, . . . , 3000 of %j .
Therefore, for every positive % and integer m,
ÛC%,m = (2pi)
−1imr−1+ ⊗ 1S1
(
−(r + κ) f̂(r + κ, ω)χ((r + κ)/%)
r + 2κ
Jm(R(r + κ))e
−imω
)
− (2pi)−1imr−1−,κ ⊗ 1S1
(
−(r + κ) f̂(r + κ, ω)χ((r + κ)/%)
r + 2κ
Jm(R(r + κ))e
−imω
)
=
M∑
j=1
aje
−im∠x′j
∫ ∞
r=0
(ln r)∂r
(
χ((r + κ)/%)(r + κ)
r + 2κ
Jm(R(r + κ))Jm(|x′j |(r + κ))
)
+
M∑
j=1
aje
−im∠x′j
∫ κ
r=0
(ln r)∂r
(
χ((r + κ)/%)(r + κ)
r + 2κ
Jm(R(r + κ))Jm(|x′j |(r + κ))
)
(−r)
=
M∑
j=1
aje
−im∠x′j
∫ 2%
r=0
ln |r − κ|∂r
(
χ(r/%)r
r + κ
Jm(Rr)Jm(|x′j |r)
)
=
M∑
j=1
aje
−im∠x′j
∫ 2%
r=0
ln |r − κ|Jm(rR)Jm(r|x′j |)
(
χ(r/%)
r + κ
(2m+ 1− r/(r + κ)) + χ
′(r/%)r
%(r + κ)
)
−
M∑
j=1
aje
−im∠x′j
∫ 2%
r=0
ln |r − κ|Jm+1(rR)Jm(r|x′j |)
χ(r/%)rR
r + κ
−
M∑
j=1
aje
−im∠x′j
∫ 2%
r=0
ln |r − κ|Jm(rR)Jm+1(r|x′j |)
χ(r/%)r|x′j |
r + κ
.
We can thus approximate the values |ÛC%,m| numerically. Figure 2 shows results for 30 numerical computations with % =
100, 200, 300, . . . , 3000, m = 0, . . . , 19, R = 5, κ = 2pi, M = 1 (single source), |x′1| = 2, a1 = 1, ∠x′1 = 0, and where we
simplify the computation by assuming χ(r) ≈ 1 and χ′(r) ≈ 0 for 0 ≤ r ≤ 2. Since |Jm(x)| is relatively small when m |x|,
we expect from the above expression of ÛC%,m that |ÛC%,m| is relatively large when m ≤ min{κR, κ|x′1|} = 4pi ≈ 13. This is
consistent with Figure 2, and corresponds well with Griesmaier et al. (2014) and Griesmaier and Sylvester (2017), who show
that the singular values of the source-to-far-field measurement operator decay rapidly when |m| ≥ κR.
5 Conclusion
With n = 2, 3, . . . , C a great circle of Sn−1 and f ∈ E ′(Rn) satisfying sing supp f ∩ C = ∅, we prove in Theorem 1 a majorant
of the Fourier spectrum of u|C for solutions of elliptic multiplier equations Pu = f in S ′(Rn) with P satisfying few additional
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constraints. The majorant holds for all temperate solutions up to a given order, and is found through explicit construction
(Lemma 5) of a particular solution of the multiplier equation, supplied with a characterization (Theorem 2) of all solutions
of the homogeneous equation Pu = 0. As shown in Lemma 4, in the process of constructing a particular solution of Pu = f
we have found an explicit expression, Eq. (7), for a fundamental solution of the multiplier P in S ′(Rn). Finally, we show
an example where the homogeneous solutions of Pu = f are suppressed by an auxiliary condition, allowing extraction of
additional information from the particular solution.
Although the estimate in Theorem 1 involves unknown constants, it does indicate that the upper bound on the spectrum
of the measurement u|C may behave uniformly for a rather large class of multiplier equations. A natural next step will be to
address the optimality of the estimate, to further strengthen this indication. It is interesting to note that the Bessel functions
appear in the estimate independently of the particular form of the multiplier within the relevant class, and in fact arise from
the geometry of the ’measurement boundary,’ that is, of the great circle C.
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