Abstract. The integrated density of states (IDS) N (E) is the distribution function of a nonnegative measure ν, the density of states measure (DOS). This measure usually obtained as the weak infinite-volume limit of the local eigenvalue counting function for the system restricted to a finite-volume region. For Schrödinger operators with random potentials, the eigenvalue counting function for the finite-volume system satisfies an estimate called a Wegner estimate. We present new local and global-in-energy Wegner estimates for random Schrödinger operators with Anderson-type random potentials. These estimates are strong enough to imply that the DOS measure is absolutely continuous with a density in L q loc (Ê), for any 1 ≤ q < ∞. The IDS is also proved to be locally or globally Hölder continuous with Hölder exponent 1/q, for any q > 1.
Introduction: Models and Main Results
This paper presents some new results on the local continuity properties of the integrated density of states (IDS), and on the local regularity of the density of states (DOS) measure, for some random operators. The proofs of these local-inenergy results rely on some recent progress on continuity properties of the IDS at all energies by the authors. We show how the methods of [6] can be localized to energy intervals that provide new results on the local properties of the IDS for some random models, especially those with constant magnetic fields. The results of this paper also apply to the random operators describing acoustic and electromagnetic waves in randomly perturbed media, and we refer the reader to [10, 13, 14] .
We will consider the family of Schrödinger operators H ω (λ) on L 2 (R d ), constructed from a deterministic, background operator H 0 = (−i∇ − A 0 ) 2 + V 0 . We assume that this operator is self-adjoint with operator core C ∞ 0 (R d ), and that H 0 ≥ −M 0 > −∞, for some finite constant M 0 . We consider an Anderson-type random potential V ω constructed from the single-site potential u as
The family of random Schrödinger operators is given by H ω (λ) = H 0 + λV ω .
(1.2)
. By re-scaling the random variables, if necessary, we can normalize V ω so that V ω ∞ ≤ 1. In this way, the parameter λ > 0 becomes a measure of the disorder. The main results are independent of the disorder (provided it is nonzero for Theorem 1.3 and in the Landau case).
We need two hypotheses throughout the paper on the single-site potential u, and on the distribution of the random variables. We denote the cube of side length L > 0 centered at x ∈ R d by Λ L (x).
(H1): The single-site potential u = 0 is nonnegative with compact support, u ∈ L ∞ (R d ), and u ∞ ≤ 1. (H2): The random coupling constants {λ j (ω) | j ∈ Z d }, are independent and identically distributed. The distribution has a density h 0 ∈ L ∞ (R) with supp h 0 ⊂ [0, 1].
In this partially expository note, we will replace hypothesis (H1) with the following stronger one whenever it simplifies the discussion without further mention:
The single-site potential u = 0 is nonnegative with compact support
, and u ∞ ≤ 1.
The hypothesis (H1a) on the single-site potential is stronger than needed, but it simplifies the discussion here by eliminating contributions near the boundary of Λ coming from the potential outside of Λ. These terms can be dealt with in a routine manner as presented in [6] . We note that the case of small support is the most interesting one. If the support of u is large, that is, if Λ 1 (0) ⊂ supp u, then the proof of the Lipschitz continuity of the IDS is much easier, cf. [4, 19] . In order to discuss the IDS, we need Hamiltonians H Λ that describe the system constrained to a finite-volume region Λ ⊂ R d . For Λ ⊂ R d , we denote the lattice points in Λ byΛ = Λ ∩ Z d , and we let χ Λ be the characteristic function for Λ. For a given bounded Λ ⊂ R d , we take H Λ 0 and H Λ ω to be the restrictions of H 0 and H ω , respectively, to the region Λ, with self-adjoint boundary conditions on the boundary of Λ, ∂Λ. We assume, without loss of generality, that the boundary conditions have been chosen so that these operators are bounded from below by a constant, independent of Λ, for all large Λ. We denote by E Λ 0 (·) and E Λ (·) the spectral families for H Λ 0 and H Λ ω , respectively. Under the simplifying hypothesis (H1a), the local potential V Λ is given by
When Λ is the union of unit cubes, our hypothesis (H1a) implies that supp V Λ ⊂ Λ.
We define the IDS N (E) for H ω using the eigenvalue counting function for H Λ ω . Let N Λ (E) be the number of eigenvalues of H Λ ω , with self-adjoint boundary conditions, less than or equal to E. This function depends on the realization ω, and on the boundary conditions. The integrated density of states is defined by
when this limit exists. When it exists, the IDS N (E) is a monotonic function. We assume that N (E) has been defined to be right continuous. It has at most a countable number of discontinuities. We will always assume that the IDS N (E) exists almost surely for the random family of operators considered here. For example, if the family H ω is an ergodic family of random Schrödinger operators with a reasonable random potential, it is known that this limit exists and is independent of the realization ω almost surely (cf. [3, 18, 21] ). Furthermore, it is known that the IDS is independent of the boundary conditions taken on the finite volume Λ, cf. [12, 18, 20] . We will give a common condition on V ω in section 4 that guarantees the existence of the IDS.
The IDS N (E) is the distribution function of a nonnegative measure ν called the density of states (DOS) measure. The DOS measure is defined via the RieszMarkov Theorem and the following expression, whenever the limit exits: For any real function f ∈ C 0 (R), the density of states measure dν satisfies
One usually proves the vague convergence of the measures ν Λ to the DOS measure ν by proving that the limit of the distribution functions on the right side of (1.4) exists at points of continuity of the limit function. Properties of the IDS follow from estimates on the expectation of the eigenvalue counting function for local Hamiltonians known as Wegner estimates, after Wegner who first considered them [29] .
Local-in-Energy
Results on the IDS and the DOS. It is interesting and useful to note that the main results of [6] can be localized in the energy. We give two results, Theorem 1.1 and Theorem 1.3, that are the analogs of Theorem 1.1 and Theorem 1.2 from [6] , respectively. We also give results on the behavior of the DOS measure. Our first theorem deals with the simple case for which the background operator H 0 has a Hölder continuous IDS on some interval. Although the proof of this theorem is rather simple, the main limitation is that the resulting Hölder exponent is considerably smaller than expected. Theorem 1.1. In addition to hypotheses (H1) and (H2), we assume that the operator H 0 admits an integrated density of states N 0 (E) that is locally Hölder continuous on an open interval I ⊂ R for some exponent 0 < q 1 ≤ 1. That is, there exists a finite, positive constant C 0 (I) > 0 so that the IDS satisfies
We can conclude from this theorem that the DOS measure ν restricted to the interval I is absolutely continuous with respect to Lebesgue measure. 
.
We can improve the Hölder exponent considerably with more work and an additional assumption that the background operator H 0 is periodic. We assume that both V 0 and A 0 are periodic with respect to the group Γ = Z d because of the form of the Anderson-type potential (1.1). We note that we could work with a nondegenerate lattice Γ, by defining a corresponding Anderson-type potential, but we will explicitly treat the case Γ = Z d . Let Γ * denote the dual lattice, that is,
* be the dual torus. We denote by C 0 the unit cell for Γ = Z d , and by C * 0 the unit cell for Γ
, and has a compact resolvent. We denote the eigenvalues of H 0 (θ) by E n (θ). The spectrum of H 0 is given by
For an open, relatively compact interval ∆ ⊂ R, we let E 0 (∆, θ) denote the spectral projector of H 0 (θ) onto the eigenspace of H 0 (θ) spanned by its eigenfunctions with eigenvalues E n (θ) ∈ ∆. Because of the discreteness of the spectrum of H 0 (θ), the dimension of RanE 0 (∆, θ) is finite and locally constant.
We consider Hamiltonian H ω (λ) restricted to the cube Λ with periodic boundary conditions (PBC). If the cube Λ has side length n, denoted by Λ n , we can consider it as a fundamental unit cell for the lattice nZ d and take a Floquet decomposition relative to it. We let H n 0 (θ) and E (n) j (θ) denote the corresponding fibered operators and their eigenvalues. Note that the operator H Λn 0 , with PBC on ∂Λ n , coincides with the fibered operator H n 0 (θ = 0). We define the IDS for H ω (λ) as above using the eigenvalue counting function for H Λ ω with PBC. We define another, deterministic potential associated with a bounded region Λ by Theorem 1.3. Assume hypotheses (H1) and (H2). Let E 0 ∈ R and let∆ ⊂ R be an interval centered on E 0 and of length 16D 2 0 , where D 0 is defined in (??). Suppose that there exists a finite constant C(∆, u) > 0 so that, for all θ ∈ (T d ) * , the single-site potential u satisfies Let us note that as D 0 ∼ u ∞ , it is clear from the positivity condition (??) that the lower bound C(∆, u) → 0 as D 0 → 0. Since we have made no assumption on the IDS N 0 (E) for the background operator H 0 , we expect that the interval ∆ must also shrink as the random potential vanishes. Although the periodicity of the operator H 0 implies that the IDS is absolutely continuous (cf. [22] ), we do not know anything else about the regularity of its derivative dN 0 /dλ. We have the analog of Corollary 1.2. We give a condition for the positivity condition (??) to hold. We say that H 0 has the unique continuation property on an interval J ⊂ R if the following condition holds. For any E ∈ J ⊂ R and any function ϕ in the domain of H 0 , if ϕ satisfies (H 0 − E)ϕ = 0, and ϕ vanishes on some open set, then ϕ vanishes identically. It is well-known that a large class of Schrödinger operators satisfy the unique continuation property for J = R. For example, the operator H 0 has the unique continuation property if, in dimension
. We refer to [30] , and references therein. Proposition 1.5. We assume hypotheses (H1) and (H2)
Global-in-Energy
Results on the IDS and the DOS. For comparison, we state the two main results of [6] . We use the same notation as above. The first result treats the case when the IDS N 0 (E) for H 0 is known to be Hölder continuous on R.
Theorem 1.6. In addition to hypotheses (H1) and (H2), we assume that the operator H 0 admits a density of states N 0 (E) that is locally Hölder continuous on R for some exponent 0 < q 1 ≤ 1, i. e. that satisfies
where the finite constant C 0 > 0 is locally uniform in energy. Then, the IDS for H ω (λ) is Hölder continuous on R for any exponent 0 < q < q 1 /(q 1 + 2).
Similarly, if the background operator H 0 is periodic, then we have the following regularity result that improves the Hölder exponent. Theorem 1.7. Assume hypotheses (H1) and (H2), and that H 0 is Z d -periodic. Let∆ ⊂ R be any bounded, closed interval. Suppose that for all θ ∈ (T d ) * there exists a finite constant C(∆, u) > 0, so that the single-site potential u satisfies
Then, the IDS for the random family H ω (λ) = H 0 + λV ω , for λ = 0, is Hölder continuous on R, for any Hölder exponent 0 < q < 1. If the dimension d = 1, and
is Lipschitz continuous at all energies.
The DOS measure is correspondingly absolutely continuous with respect to Lebesgue measure. All of these results can be improved to local and global Lipschitz continuity for the one-dimensional case, with H 0 = −d 2 /dx 2 , using better estimates on the spectral shift function [23, 24] . Furthermore, the exponent of continuity of the DOS measure can be taken to be q = 1 in Corollaries 1.2, 1.4, and 1.8. The importance of the spectral shift function to these estimates is discussed further in section 5.
Similar results for the one-dimensional case were recently obtained by E. Giere [16] using different methods.
Outline of Contents.
We will sketch the proof of Theorem 1.1 in section 2, and the proof of Theorem 1.3 in section 3. In section 4, we prove Corollaries 1.2, 1.4, and 1.8. In section 5, we discuss some related problems, including the question of Lipschitz continuity of the IDS, an application to the continuity of the IDS for Landau Hamiltonians, and regularity of the IDS.
Preservation of Good Behavior of the IDS in an Interval
In this section, we outline the proof Theorem 1.1. The proof follows closely the proof of Theorem 1.1 in [6] . It is natural to expect that if the IDS for the unperturbed operator H 0 is well-behaved on an interval∆ = [E − , E + ] ⊂ R, then the IDS for H ω will also be well-behaved on a slightly small interval. We first note that for |Λ| sufficiently large, depending on∆, the hypothesis of Theorem 1.1 implies that [6] ,
where the finite constant C 1 (E + , d) > 0 depends on the constant C 0 > 0 in (1.4), the dimension d, and the energy E + . To prove result (2.1), let N 0,Λ (E) be the number of eigenvalues of H Λ 0 less than or equal to E. Let us first assume that N 0 (E − ) = 0. Then, by the definition of the density of states, one has
Using (1.4), for Λ sufficiently large, we get
We used the monotonicity of the IDS and the bound N 0 (E) ≤ C(E), for a finite constant C(E). If it happens that N 0 (E − ) = 0, then (2) follows from the fact that
Proof. 1. Suppose that the interval I = (E 1 , E 2 ), and that E 0 ∈ I. Consider a bounded interval ∆ ≡ [∆ − , ∆ + ] ⊂ I, with E 0 ∈ ∆, and with |∆| < 1. Let α ∈ R be an index satisfying 0 < α < 1. Let∆ be the interval∆ = [∆ − − |∆| α , ∆ + + |∆| α ], so that ∆ ⊂∆ and d 0 = dist (∆,∆ c ) = |∆| α . We choose |∆| small enough so that (1/2)|∆| + |∆| α < min(E 0 − E 1 , E 2 − E 0 ). We decompose the spectral projector
We estimate the first term on the right in (2.2) using the assumption (2.1) on H Λ 0 and the positivity of the projectors. For Λ sufficiently large (depending on∆), this
where we write C 1 for the constant C 1 (E + , d) appearing in (2.1). 2. To deal with the second term in (2.2), we write 
As long as α < 1, this term can be absorbed into the left side of (2.2). For the term (ii) in (2.4), we insert another factor of (
, and obtain,
The term (iii) is estimated just as term (i) in (2.5), and we obtain
For the term (iv) in (2.7), we obtain
In order to estimate the last term, we note that hypothesis (H1) implies that 0 ≤ V 2 Λ ≤Ṽ Λ , whereṼ Λ (x) = j∈Λ u(x − j). We then have
We now take the expectation. Using the result on the spectral shift function [9] discussed in section 5, we have
for any 0 < q 2 < 1, and |Λ| large enough, so that
3. Gathering the estimates from (2.3), (2.5), (2.7), and (2.11), we get
It is clear that if α < 1/2 and |∆| is taken sufficiently small, relative to the disorder λ > 0 (recall that Ṽ Λ ∞ = O(1)), then the prefactor on the left side of (2.12) is invertible. Finally, we require that α < q 2 /(q 1 + 2) < 1/2 in order that the right side of (2.12) be bounded above by |∆| q , for 0 < q < q 1 q 2 /(q 1 + 2). As q 2 < 1 is arbitrary, the bound 1 |Λ| IE{T rE Λ (∆)} ≤ C|∆| q holds for any 0 < q < q 1 /(q 1 + 2), where 0 < q 1 ≤ 1 is the Hölder exponent of continuity for N 0 , and for Λ sufficiently large. Taking the limit |Λ| → +∞, we complete the proof of Theorem 1.1.
IDS for Periodic H 0
In this section, we sketch the proof of Theorem 1.3. The main assumption of Theorem 1.3 implies the following positivity condition [6] :
where we have taken θ = 0 in (1.9) corresponding to periodic boundary conditions on ∂Λ.
Proof. 1. We begin with a decomposition of the spectral projector as in (2.2),
where E 0 ∈ ∆ ⊂∆ as in the theorem. Let d 0 ≡ dist (E 0 ,∆ c ). In this case, it is easy to estimate the term involving∆ c . Using standard estimates, we obtain
2. We use the lower bound (3.1) in order to estimate the first term on the right in (3.2). Substituting this into the trace for E Λ 0 (∆), we obtain
where we dropped the positive term T rE
since it occurs with a negative sign. Following the calculation in [6] , we arrive at 3. We now combine (3.3) and (??) and obtain 2 < 1/2. So the coefficient of T rE Λ (∆) on the right side of (3.5) is less than 3/4, so this term can be moved to the right. In order to estimate the second term, T rE Λ (∆)Ṽ Λ , we must take the expectation and use the estimate on the spectral shift function proved in [9] .
There is an alternate manner to express the result of Theorem 1.3. Estimate (3.3) can also be written as
The effect of keeping d 0 with the second term is that the coefficient of T rE Λ (∆) on the right side of (3.5) can be written as
The Density of States Measure
Let us consider a general random Schrödinger operator H ω = H 0 + V ω , where V ω is some random process, not necessarily of Anderson-type. It is well-known that under mild regularity assumptions on the random potential V ω the IDS N (E) exists almost surely at all points of continuity. For example (cf. [3, 18, 21] ), if p > max (d/2, 1), and r = (dp/2)(p − d/2) −1 , and if V ω satisfies Theorem 4.1. Under the hypotheses (H1)-(H2), the DOS measure for H ω exists and is locally or globally absolutely continuous with respect to Lebesgue measure. For any Borel set A ⊂ R, as stated in Corollaries 1.2, 1.4, or 1.8, we have Proof. 1. We first note that the proofs of Theorems 1.1 and 1.3 can be extended to include arbitrary Borel sets. We unify notation as follows. Let the set J ⊂ R denote the interval ∆ ⊂ I in the proof of Theorem 1.1 for which the Wegner estimate holds, or let it denote the interval ∆ in Theorem 1.3. For an arbitrary Borel set A ⊂ R, we have 2. Let f J be the local density of the measure ν. By the general theory, the density f J ∈ L 1 loc (R). Since the IDS N (E) is locally Hölder continuous for any exponent q > 1, the density is better behaved. For any λ ∈ R, let F λ be the subset of R defined by F λ ≡ {t ∈ R | f J (t) > λ}. The ν-measure of this set is bounded from below by
We remark that we first proved that if the IDS satisfies a Hölder continuity condition with exponent 0 < q < 1, then the density is in weak-L p , for p = 1/(1−q). Let us note that under the best condition of Lipschitz continuity of the IDS, the density f J is given by the derivative dN/dλ, and this is in L ∞ loc . This corresponds to q = 1. On the other hand, if we merely know that the DOS ν is absolutely continuous with respect to Lebesgue measure, then we are in the q = 0 case and the density f J is in L 1 loc .
Concluding Remarks
We make some comments about the results.
1. Lipschitz Continuity. It is believed that under hypotheses (H1)-(H2) the IDS is Lipschitz continuous. The above proofs provide for Lipschitz continuity provided there is an improved estimate on the spectral shift function (SSF) (for background on the SSF cf. [1, 31] ). In [9] , the following estimate on the SSF is proved. Suppose that H 0 and H are two self-adjoint operators on a separable Hilbert space with V ≡ H − H 0 ∈ I 1/p , for any p ≥ 1. The Schatten-von Neumann ideals I q are the classes of bounded operators A having singular values µ j (A) satisfying A≡ j µ j (A) q < ∞, cf. [25] . Under these conditions, the SSF ξ(λ; H, H 0 ) ∈ L p (R), and satisfies the estimate 2. Landau Hamiltonians. A nice application of the method of proof of Theorem 1.1 is to the Hölder continuity of the IDS for the random Landau Hamiltonian outside of a discrete set. The unperturbed operator H L on L 2 (R 2 ) has the form
where B > 0 is the magnetic field strength. The spectrum is pure point and consists of an increasing sequence of infinitely degenerate, isolated eigenvalues {E j (B) = (2j + 1)B | j = 0, 1, . . . , }. The IDS N 0 (E) for this model is a piecewise constant, monotone increasing function (cf. e. g. [20] ). In particular, the IDS N 0 (E) is constant on any open interval of the form I n ≡ (E n (B), E n+1 (B)). Consequently, if∆ ⊂ I n , the local estimate (2.1) becomes
The perturbed family of Landau operators is
where V ω is the Anderson-type random perturbation given in (1.1). It is known that N (E) is locally Lipschitz continuous in the following sense. Given an N > 0, there is a B N > 0 so that for B > B N , the IDS N (E) is Lipschitz continuous on (0, (2N + 1)B)\{E j (B) | j = 0, 1, . . . , N } [5, 27] . Under some additional conditions, Wang [28] also proved that N (E) is smooth outside of a given Landau level for sufficiently large magnetic field strength. By applying a slight extension of Theorem 1.1, possible in this case since (??) holds for any q 1 ≥ 0, we are able to prove the following proposition that improves these known results.
Proposition 5.1. The IDS for the random Landau Hamiltonian H ω , defined in (5.1)-(5.2) is Hölder continuous on each interval I n = (E n (B), E n+1 (B)) with any Hölder exponent 0 < q < 1.
There has been some discussion as to the behavior of the IDS at the Landau energies E j (B). If the single-site potential u in (1.1) satisfies u|Λ 1 (0) > ǫχ Λ1(0) > 0, for some ǫ > 0, then the IDS is locally Lipschitz continuous at all energies [5] . In [6] , we proved a general theorem on the global Hölder continuity of the IDS under assumptions (H1)-(H2), and under the assumption that the magnetic flux through a unit square is 2π times a rational number. The proof of this result relies on the methods of the proof of Theorem 1.6. In the absence of the rational flux assumption, we have been able to prove that this IDS is continuous at all energies [7] . It is still an open problem to prove the Hölder continuity of the IDS at all energies with no flux condition.
3. Regularity. Very little is known about the regularity of the IDS for the models discussed here. Based on results for lattice models (cf. [2, 3, 11, 21] , it is clear that the smoothness of the IDS is related to the smoothness of the probability density h 0 . Consequently, one must strengthen hypothesis (H2) and require some smoothness on the distribution h 0 .
