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Presented is a quantum computing model of a quantum field theory for a system of fermions
interacting via a massive gauge field. The model describes a relativistic superconducting fluid and
uses a metric tensor field to both encode the fermion’s intrinsic spin in the torsion of curved space
and encode the coupling of fermions via a massive 4-potential field. The quantum computing model
is a lattice model whose cell size is a deformation parameter: the equivalent lattice and curved-space
gauge field theory models both reduce to quantum field theory in flat Minkowski space at zero cell
size. The low-energy expansions of the lattice model and Euler-Lagrange equations of the curved-
space gauge field theory are the same equations of motion. The fermion and gauge fields obey the
Dirac and Proca equations, and the gauge field strength is determined by the fermion field.
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Introduction.—Feynman started the field of quantum
computation [1, 2] by suggesting that it takes one quan-
tum system to efficiently simulate another—classical
computers are less powerful. He proposed a universal
quantum simulator [3–6]: a quantum system that can
accurately simulate any other quantum system with re-
sources that scale only linearly with the volume of space
[7–12]. Feynman also conjectured, separately, that a sim-
ulation with finite computational resources might be ex-
act [13]. This letter confirms this foundational conjecture
for a nontrivial model: a gauge field theory for a relativis-
tic superconducting fluid with spin-1/2 fermions coupled
via a massive spin-1 gauge field.
Recently, the flood gates have opened in the search
for lattice models of gauge field theories. Early ap-
proaches for fermions on a lattice—including loop al-
gorithms [14], Kogut-Susskind (staggered) fermions [15]
and Wilson fermions [16]—have led to new approaches
including stream-collide approaches based on quantum
walks [17–22], digital lattice gauge theories with dynam-
ical fermions [23–25] and tensor networks [26]. Nambu-
Jona-Lasinio models on a lattice are available [27]. Spinor
quantum gravity [28, 29], spin foam [30, 31] and liquids
[32, 33] are undergoing active research. Supersymmetric
quantum mechanics [34], Wilson-loop discrete quantum
gravity [35], and Yang-Mills theories [36] are being ac-
tively investigated too. Finally, in the direction of quan-
tum simulation, emulation using ultracold atoms (non-
Abelian gauge field theory) is undergoing rapid progress
[37–44]. For Feynman-type quantum simulation, the new
model presented here can be implemented as a unitary
quantum algorithm on an array of qubits.
With the hope of revealing aspects of the yet-to-be-
found theory of quantum gravity, one might also expect
that the equivalent quantum computing model encode
unitary particle and field dynamics using the metric ten-
sor field of a curved-space manifold, along the lines of
Mie’s idea of an “unavoidable connection” between grav-
itation and the existence of the fundamental particles
[45–47]. The idea that space by itself can support all
particle and field dynamics dates back to Kaluza [48],
Einstein [49] and Wheeler [50, 51], leading to string the-
ory [52, 53] based only on a gravitational Lagrangian as a
theory of everything. Recently, Kempf has explored the
idea that space can be simultaneously discrete and con-
tinuous [54–57, 57–59]. Also, the idea that curved space
is expressible in terms of spatial entanglement offers a
quantum computational opportunity to emulate particle
and field dynamics with a lattice model equivalent to a
curved-space theory [60–62].
Applying Mie’s approach to quantum information dy-
namics, the ansatz proposed here incorporates both
gauge invariance and unitarity. This is realized by two
propositions: (1) gµν = ηµν + 〈Sµν〉 is the metric tensor
field and (2) ~〈Sµν〉 = −mc`〈Jµν〉 is the quantization of
torsion, where ηµν is the Minkowski metric, 〈Sµν〉 and
〈Jµν〉 are expectation values of the angular momentum
generators in the spin and position representations of the
Lorentz group, ~ is the reduced Planck constant, m is the
particle mass, c is the speed of light, ` is the cell size of
the lattice. From these propositions, gauge invariance
and unitarity together are expressed as a forward finite-
difference equation, giving a lattice model equivalent to
a continuous curved space theory with the antisymmet-
ric part of the metric tensor field gµν encoding torsion, a
possibility anticipated by Sciama [63].
A curved-space gauge theory.—A quantum computing
model of gauge theory can be written as a generalization
of flat-space quantum field theory where gµν models a
unitary ψ-Aµ nonlinear interaction
L = i~cgµνψγµ
(
∂ν +
ieAν
~c
)
ψ − 1
4
FµνF
µν , (1a)
where ψ = (ψL↑, ψL↓, ψR↑, ψR↓)T represents fermions with
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2mass m and electric charge e. The field operator’s equal-
time anticommutation relations are {ψs(x), ψt(y)} = 0,
{ψ†s(x), ψ†t (y)} = 0 and {ψs(x), ψ†t (y)} = δ(3)(x− y)δst,
where s and t denote the spinor components of ψ. The
fermions interact unitarily via a bosonic 4-potential field
Aµ = (A0,A), where F
µν = ∂µAν − ∂νAµ is the field
tensor. The spacetime indices are µ, ν = 0, 1, 2, 3. In
the ` = 0 case the state of the fermion’s intrinsic spin
is encoded only in the 4-spinor field ψ(x), while in the
` 6= 0 case its intrinsic spin is self-consistently encoded
in the asymmetric (torsional) part of gµν(x). The quan-
tization condition ~〈Sµν〉 = −mc`〈Jµν〉 equates the ex-
pected value of the intrinsic spin (in units of ~) due to
torsion to the expectation value of the fermion’s angu-
lar momentum (in units of mc`) where Sµν = [γµ, γν ]/4
and Jµν = i (`γµ∂ν − `γν∂µ), and where the expectation
value of an operator Oˆ is defined as 〈Oˆ〉 ≡ ψOˆψ/(ψψ).
Expanding the antisymmetric ψ-dependent part of gµν
to first order in  = m◦c`/~ gives
gµν(x) = ηµν + i
m◦c`
~
ψ(x)[γµ, γν ]ψ(x)
ρ◦
+ · · · , (1b)
where m◦ parametrizes the strength of the unitary inter-
action and ρ◦ is the background density implicitly defined
in the zeroth-order term in an -expansion of iψψ
4m◦c`
~
iψ(x)ψ(x) = ρ◦ + · · · . (2)
The flat-space limit of (1b) goes to gµν(x)
`→0−−−→ ηµν ,
so (1a) reduces to the Lagrangian density for a quan-
tum field theory with minimal coupling in continuous
Minkowski space. For ` 6= 0, (1) is an analytical deforma-
tion of continuous quantum field theory that is congruent
to a quantum informational dynamics theory on a space-
time lattice with grid cell size ` and time step τ = `/c.
` ∈ [0, 1] is the deformation parameter of the theory. The
reason why (1) is congruent to a discrete informational
theory when ` 6= 0 is explained in this Letter; see (29).
The Euler-Lagrange equations obtained from (1) by
varying ψ and Aµ are
i~cgµνγµ
(
∂ν +
ieAν
~c
)
ψ + i2m◦c2Sµνψ
ψJµνψ
ρ◦
= i
e2`
~c
(
−m◦c
2
e2ρ◦
eψγαψ
)
Aβ [γ
α, γβ ]ψ
(3a)
gµνeψγµψ = ∂µF
µν . (3b)
The Supplemental Material includes a derivation of (3).
Relativistic superconductivity.—A relationship be-
tween the vector potential and charged current density
was discovered by London, connecting Bose-Einstein con-
densates to nonrelativistic superfluidity and supercon-
ductivity [64, 65]. A relativistic London relation between
the 4-potential Aµ and (unprimed) 4-current Jµ is
Aµ(x) = −m◦c
2
e2ρ◦
eψ(x)γαψ(x) ≡ −λ2LeJµ(x), (4)
where the squared London depth is λ2L ≡ m◦c2/(e2ρ◦),
and minimizes action
∫
d4xL. The righthand side of (3a)
becomes i(e2`/(~c))AαAβ [γα, γβ ]ψ and vanishes because
[γα, γβ ] is antisymmetric while AαAβ is symmetric.
Applying quantization ~〈Sµν〉 = −mc`〈Jµν〉 of torsion
and the relativistic London relation (4), as well as using
the normalization condition 〈Jµν〉〈Jµν〉 = 1, the equa-
tions of motion (3a) and (3b) become simpler
i~cγν
(
∂ν +
ieAν
~c
)
ψ −mc2ψ = 0 (5a)
gµνeψγµψ = ∂µF
µν (5b)
Fµν = ∂µAν − ∂νAµ. (5c)
The Supplementary Material has a derivation of (5). The
definition of the field strength tensor (5c) is added as a
component equation. These are relativistic equations of
motion for a superconducting Fermi fluid, a generaliza-
tion of the Dirac-Maxwell-London equations, that in the
` → 0 limit reduce to the Dirac-Maxwell equations of
quantum electrodynamics.
Forward and back reactions.—The 4-current density on
the lefthand side of (3b) is J ′ν ≡ gµνψγµψ, and this 4-
current density is conserved
∂νJ
′ν (1b)= ∂ν
(
ψγνψ + i
ψ[γµ, γν ]ψ
ρ◦
ψγµψ
)
= 0. (6)
This continuity equation follows from the derivative of
(3b), ∂ν∂µF
µν = 0, because the derivatives are symmet-
ric under interchange of indices whereas the field tensor
is antisymmetric. The prime on J ′ν denotes that the
4-current is an outgoing quantity
J ′µ = gµνeψγµψ (7a)
(1b)(4)
= eψγνψ − ie
2`
~c
ψ[γµ, γν ]ψAµ. (7b)
Applying the London relation (4) again, the primed (out-
going) 4-potential is
−A
′ν
λ2L
(4)
= J ′ν (8a)
(7)
= eψγνψ − ie
2`
~c
ψ[γµ, γν ]ψAµ. (8b)
The primed and unprimed quantities are the incoming
and outgoing states with respect to a unitary interaction.
It is helpful to rederive (8) in a different way to better
comprehend the reason for the primed (outgoing) and
unprimed (incoming) quantities. L◦ = i~cηµνψγµ∂νψ
represents the free particle motion and L′ = −ψγµeAµψ
3represents the minimal coupling ψ-Aµ interaction in the
conventional flat-space gauge theory part of (1a). The
interaction in the flat-space gauge field theory is rep-
resented by a Feynman vertex at a point x, depicted
in Fig. 1a. Yet, in the equivalent quantum computing
(QC) picture, the Feynman vertex diagram is just the
low-energy representation of a unitary reaction depicted
in Fig. 1b. In the QC picture, dynamics at the vertex
(say driven by L◦ + L′ ≡ ψLψ) is represented unitarily
ψ′(x) = eiLτ/~ψ(x) = e−`γ·(∂+i
eA(x)
~c )ψ(x), (9)
where τ ≡ `/c is the update time. The dynamics is
conservative when ψ′(x)γµψ′(x) = ψ(x)γµψ(x) (Noether
current), which allows one to define a condition for local
equilibrium as
A′µ(x) = Aµ(x). (10)
The forward interaction part of (9), where the incom-
ing Aµ(x) and ψ(x) fields together produce the outgoing
ψ′(x) field, is therefore given by
ψ′(x) = e−i`γµ
eAµ(x)
~c ψ(x). (11)
Expanded to lowest order in `, (11) becomes
ψ′(x) = ψ(x)− ieγµ `~cA
µ(x)ψ(x) + · · · . (12)
In this way, the second term on the righthand side of (12)
is the minimal-coupling interaction depicted in Fig. 1a. 3
Applying the London relation (6), the (primed) 4-
potential is defined in terms of the (primed) 4-current
 A
0⌫
 2L
⌘ J 0⌫ (10a)
(9)
= e  ⌫   ie
2`
~c
 [ µ,  ⌫ ] Aµ. (10b)
Are (7) the equations of motion for a relativistic su-
perconducting fluid?
Forward and back reactions.—It is helpful to rederive
(10) in a di↵erent way to understand the meaning of the
unprimed and primed 4-potentials. L  = i~c⌘µ⌫  µ@⌫ 
represents the free particle motion and L0 =    µeAµ 
represents the minimal coupling  -Aµ interaction in the
conventional flat-space gauge theory part of (1a). The
interaction in the flat-space gauge field theory is repre-
sented by a Feynman vertex at a point x, depicted in
Fig. 1a. In the quantum computing (QC) picture, the
Feynman vertex diagram is regarded as a low-energy rep-
resentation of a unitary reaction, depicted in Fig. 1b. Un-
primed and primed quantities are the incoming and out-
going states of the unitary reaction. In the QC picture, a
flux conserving collision (say driven by L  + L0 ⌘  L )
is represented in a unitary way
 (x) (x) =  (x)eiL⌧/~ (x) =  (x)e ` ·(@+i
eA(x)
~c ) (x),
(11)
where ⌧ ⌘ `/c is the update time. The forward reaction
part of (11), where the incoming Aµ(x) field changes the
incoming  (x) field to the outgoing  0(x) field, is there-
fore driven by
 0(x) = e i` µ
eAµ(x)
~c  (x). (12)
Expanded to lowest order in `, (12) becomes
 0(x) =  (x)  ie µ `~cA
µ(x) (x) + · · · . (13)
In this way, the second term on the righthand side of (13)
represents the forward reaction depicted in Fig. 1a.
There is also a back reaction (not explicitly encoded in
(11)), where the incoming  (x) field changes the incom-
ing Aµ(x) field to the outgoing A0µ(x) field. What is the
equation for the back reaction? To answer this question,
let us write the outgoing 4-current on the righthand side
of (10a) in terms of the outgoing  0 field as
 A
0⌫(x)
 2L
(6)
= e 0(x) ⌫ 0(x) (14a)
and then insert (13) into (14a) to calculate A0⌫ in terms
of the incoming 4-potential A⌫ and  . So making use
of the adjoint gamma matrices  µ† and anticommutation
relation { µ†,  ⌫†} = 2⌘µ⌫ , the outgoing 4-current is [17]
 A
0⌫(x)
 2L
(13)
=  (x) ⌫ (x)  i`eAµ(x)
~c
 (x)[ µ,  ⌫ ] (x).
(14b)
 
 
Aµ
 ie µ x
3
 
 0 = e i`e ·A 
Aµ
A0µ = e im  S
µ⌫ A⌫
x
FIG. 1: Comparison of  -Aµ interaction diagrams at a spacetime
point x in the (a) quantum field theory (QFT) and (b) quantum
computing (QC) pictures. The nonlinear unitary operators are ex-
pressed in natural units with ~ = 1 and c = 1 and Sµ⌫ = [ µ,  ⌫ ]/4.
The QFT vertex is useful for computing scattering amplitudes
whereas the QC reaction  (x)Aµ(x) !  0(x)A0µ(x) is useful for
constructing an e cient quantum algorithm.
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(9)
= e  ⌫   ie
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 [ µ,  ⌫ ] Aµ. (10b)
Are (7) the equations of motion for a relativistic su-
perconducting fluid?
Forward and back reactions.—It is helpful to rederive
(10) in a di↵erent way to understand the meaning of the
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sented by a Feynman vertex at a point x, depicted in
Fig. 1a. In the quantum computing (QC) picture, the
Feynman vertex diagram is regarded as a low-energy rep-
resentation of a unitary reaction, depicted in Fig. 1b. Un-
primed and primed quantities are the incoming and out-
going states of the unitary reaction. In the QC picture, a
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 (x) (x) =  (x)eiL⌧/~ (x) =  (x)e ` ·(@+i
eA(x)
~c ) (x),
(11)
where ⌧ ⌘ `/c is the update time. The forward reaction
part of (11), where the incoming Aµ(x) field changes the
incoming  (x) field to the outgoing  0(x) field, is there-
fore driven by
 0(x) = e i` µ
eAµ(x)
~c  (x). (12)
Expanded to lowest order in `, (12) becomes
 0(x) =  (x)  ie µ `~cA
µ(x) (x) + · · · . (13)
In this way, the second term on the righthand side of (13)
represents the forward reaction depicted in Fig. 1a.
There is also a back reaction (not explicitly encoded in
(11)), where the incoming  (x) field changes the incom-
ing Aµ(x) field to the outgoing A0µ(x) field. What is the
equation for the back reaction? To answer this question,
let us write the outgoing 4-current on the righthand side
of (10a) in terms of the outgoing  0 field as
 A
0⌫(x)
 2L
(6)
= e 0(x) ⌫ 0(x) (14a)
and then insert (13) into (14a) to calculate A0⌫ in terms
of the incoming 4-potential A⌫ and  . So making use
of the adjoint gamma matrices  µ† and anticommutation
relation { µ†,  ⌫†} = 2⌘µ⌫ , the outgoing 4-current is [17]
 A
0⌫(x)
 2L
(13)
=  (x) ⌫ (x)  i`eAµ(x)
~c
 (x)[ µ,  ⌫ ] (x).
(14b)
Multiplying by  e/ 2L recovers (10b), which is an update
equation best expressed in terms of the 4-potentials as
A0⌫(x)
(6)
= A⌫(x) + i
m c`
~
 (x)[ µ,  ⌫ ] (x)
⇢ 
Aµ(x) + · · · .
(15)
This is just A0⌫(x)
(1b)
= gµ⌫Aµ(x), so the outgoing field is
determined by the incoming  (x) field and the incoming
A⌫(x) field. The exact flux-conserving collisional form of
(15) is a unitary update equation
A0µ(x) = ei
m c`
~
 (x)[ µ, ⌫ ] (x)
⇢  A⌫(x). (16)
The unitary collision (16) preserves norm A0µ(x)Aµ(x) =
Aµ(x)Aµ(x) by driving J
⌫ = ⌘µ⌫  µ to equal J
0⌫ =
gµ⌫  µ . An advantage of the unitary update (16) is
that it provides a direct pathway to write Aµ, and in
turn the equations of motion (7), in 4-spinor form [17].
Gauge invariance.—Let us require theory (1a) be in-
variant under the gauge transformation
 0 = U , A0⌫ = U†A⌫U   i~c
e
U†@⌫U. (17)
Yet, alternative expressions (derived above) for  0 and
A0µ are the unitary updates equations (12) and (16)
 0 = e i` µ
eAµ
~c  , A0µ = ei
m c`
~
 [ µ, ⌫ ] 
⇢  A⌫ . (18)
If Aµ is a pseudovector, then  µA
µ is an hermitian ma-
trix, and in turn the forward reaction equation (18) is a
unitary transformation. In the U(1) gauge theory case,
there is freedom to invoke the gauge fixing condition
  = ` µeA
µ/(~c). Then, (17) and (18) are equivalent
the simple update equations
 0 = e i  ,
A0⌫(x) A⌫(x)
`
=   µ@⌫Aµ(x). (19)
Remarkably, the gauge transformation of Aµ becomes a
forward di↵erence equation. This is why theory (1) can
(a) QC unitary reaction
FIG. 1: Comparison of  -Aµ interaction diagrams at a spacetime
point x in the (a) quantum field theory (QFT) and (b) quantum
computing (QC) pictures. The dashed lines in (b) depict the incom-
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A0 = T ·A0. The nonlinear unitary operators are expressed in nat-
ural units with ~ = 1 and c = 1 and Sµ⌫ = [ µ,  ⌫ ]/4. The QFT
vertex is useful for computing scattering amplitudes whereas the
QC reaction  (x)Aµ(x) !  0(x)A0µ(x) is useful for constructing
an e cient quantum algorithm.
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A⌫(x) field. The exact flux-conserving collisional form of
(15) is a unitary update equation
A0µ(x) = ei
m c`
~
 (x)[ µ, ⌫ ] (x)
⇢  A⌫(x). (16)
The unitary collision (16) preserves norm A0µ(x)Aµ(x) =
Aµ(x)Aµ(x) by driving J
⌫ = ⌘µ⌫  µ to equal J
0⌫ =
gµ⌫  µ . An advantage of the unitary update (16) is
that it provides a direct pathway to write Aµ, and in
turn the equations of motion (7), in 4-spinor form [17].
Gauge invariance.—Let us require theory (1a) be in-
variant under the gauge transformation
 0 = U , A0⌫ = U†A⌫U   i~c
e
U†@⌫U. (17)
Yet, alternative expressions (derived above) for  0 and
A0µ are the unitary updates equations (12) and (16)
 0 = e i` µ
eAµ
~c  , A0µ = ei
m c`
~
 [ µ, ⌫ ] 
⇢  A⌫ . (18)
If Aµ is a pseudovector, then  µA
µ is an hermitian ma-
trix, and in turn the forward reaction equation (18) is a
unitary transformation. In the U(1) gauge theory case,
there is freedom to invoke the gauge fixing condition
  = ` µeA
µ/(~c). Then, (17) and (18) are equivalent
the simple update equations
 0 = e i  ,
A0⌫(x) A⌫(x)
`
=   µ@⌫Aµ(x). (19)
Remarkably, the gauge transformation of Aµ becomes a
forward di↵erence equation. This is why theory (1) can
(b) QC unitary interaction
FIG. 1: Comparison of ψ-Aµ interactio diagr ms at spac time
point x in the (a) quantum field theory (QFT) and (b) qua tum
computing (QC) pictu s. The dashed lines in (b) depict the n-
coming fermion A = T · A defined below in (20) and outgoing
fermion ′ = T · A′. The quant m co putational unitary op-
erators are written in natural units with ~ = 1 and c = 1 and
Sµν = [γµ, γν ]/4. The QFT vertex is useful for computing scatter-
ing amplitudes whereas the QC reaction ψ(x)Aµ(x)→ ψ′(x)A′µ(x)
is useful for cons ructin an fficient quantum algorithm.
There is also a back reaction (not explicitly encoded
in (9)), whereby the incoming ψ(x) and Aµ(x) fields to-
gether produce the outgoing A′µ(x) field. What is the
equation for the back reaction? To answer this question,
let us write the outgoing 4-current on the righthand side
of (8a) in te ms of the outgoing ψ′ field as
−A
′ν(x)
λ2L
(4)
= eψ′(x)γνψ′(x). (13)
Inserting (12) into (13) gives A′ν in terms of the incoming
4-potential Aν and ψ. Making use of the adjoint gamma
matrices γµ† and anticommutation relation {γµ†, γν†} =
2ηµν , the outgoing 4-current is [66]
A′ν(x)
(4)
= Aν(x) + i
m◦c`
~
ψ(x)[γµ, γν ]ψ(x)
ρ◦
Aµ(x) + · · · .
(14)
The Supplemental Material has a derivation of (14). This
is just A′ν(x)
(1b)
= gµνAµ(x), so the outgoing field is de-
termined by the incoming ψ(x) field and the incoming
Aν(x) field. The exact flux-conserving collisional form of
(14) is a unitary update equation
A′µ(x) = ei
m◦c`
~
ψ(x)[γµ,γν ]ψ(x)
ρ◦ Aν(x). (15)
The unitary interaction (15) preserves the norm
A′µ(x)Aµ(x) = Aµ(x)Aµ(x) by driving Jν = ηµνψγµψ
to equal J ′ν = gµνψγµψ, which is consistent with (4)
and (10). An advantage of the unitary update (15) is
that it provides a direct pathway to write Aµ, and in
turn the equations of motion (5), in 4-spinor form [66].
Gauge invariance.—We require theory (1a) be invari-
ant under the gauge transformation
ψ′ = Uψ, A′ν = U†AνU − i~c
e
U†∂νU. (16)
Yet, the alternative expressions (derived above) for ψ′
and A′µ are the unitary updates equations (11) and (15)
ψ′ = e−i`γµ
eAµ
~c ψ, A′µ = ei
m◦c`
~
ψ[γµ,γν ]ψ
ρ◦ Aν . (17)
If Aµ is a pseudovector, then γµA
µ is an hermitian ma-
trix, and in turn the forward reaction equation (17) is a
unitary transformation. In the U(1) gauge theory case,
th re is freedom to invoke the gauge fixing condition
χ = `γµeA
µ/(~c), and inserting this into (16) gives the
simple update equations
ψ′ = e−iχψ, A′ν(x) = Aν(x)− `γµ∂νAµ(x). (18)
Remarkably, the gauge transformation of Aµ becomes a
forward finite-difference equation: continuous dynamics
maps to discrete dynamics. The forward finite-difference
(18) offers a way to model (1) on a lattice. Inserting (17)
into (18) gives a 4-vector Helmholtz equation
∂2Aµ +
1
λ2L
gµνAν = 0, (19)
the Proca equation in equilibrium (10) with ∂µA
µ = 0.
Inserting (14) into (18) leads to Fµν = ∂νAµ − ∂µAν =
Fµν = i 4`ρ◦
(
γµψ[γλ, γν ]ψ − γνψ[γλ, γµ]ψ
)
Aλ + · · · .
Quantum computational spinor form.— As a warmup
for rewriting the equations of motion (5b) and (5c) in
4spinor form, the Maxwell equations can be written in
spinor form [66], a generalization of the representation by
Laporte and Uhlenbeck [67]. Start by converting the con-
travariant 4-potential Aµ = (A0, Ax, Ay, Az)
T into the
4-spinor field, say A, by using a unitary matrix transfor-
mation, say T . The unitary transformation is
Aa = TaµAµ. (20)
Defining Fµ ≡ (−∂ ·A,−∂0A−∂0A0+i∇×A), a 4-spinor
electromagnetic field F˜ , current density spinor field J ,
and dual 4-potential spinor field A˜ respectively are
F˜ = TaµFµ, J = TaµJµ, A˜ = −iλLTaµFµ. (21)
The Maxwell equations expressed in terms of 4-spinor
fields (21) and using tensor-product notation are [66]
eJ + 1⊗ σ · ∂F˜ = 0, F˜ + 1⊗ σ¯ · ∂A = 0, (22)
where σµ = (1,σ), σ¯µ = (1,−σ). The Supplemental
Material contains a derivation of (22).
Let us now write (5) in spinor form. Define a tensor
field Mνµ(x) ≡ im◦ψ(x)[γν , γµ]ψ(x)/ρ◦. Then (7b) is
eJ ′ν(x) = −A
ν(x)
λ2L
+
c`
~λ2L
Mνµ(x)A
µ(x). (23a)
This becomes eJ (20)= − 1
λ2L
(
1− TMT †c`~
)
A, so the spinor
representation of (5) is
i~cγν
(
∂ν +
ieAν
~c
)
ψ −mc2ψ = 0 (24a)
− 1
λ2L
(
1− TMT
†c`
~
)
A+ 1⊗ σ · ∂F˜ = 0 (24b)
F˜ + 1⊗ σ¯ · ∂A = 0. (24c)
The equation pair (24) can be solved for A, leading
to the second-order equation for a massive gauge field
−∂µ∂µA − 1λ2L
(
1− TMT †c`~
)
A = 0, which in 4-vector
notation is (19). Since F˜ (21)= iA˜/λL, (24) may be writ-
ten in component form for single and doublet spinors( −mc~ iσ · (∂ + i eA~c )
iσ¯ · (∂ + i eA~c ) −mc~
)(
ψL
ψR
)
(5a)
= 0 (25a)(
− 1λL
(
1− TMT †c`~
)
i1⊗ σ · ∂
i1⊗ σ¯ · ∂ − 1λL
)(A
A˜
)
(24)
= 0. (25b)
These are a generalization of the Dirac-Maxwell-London
equations derived in the Supplemental Material.
Equation of motion (25b) are a Dirac equation for a
doublet field (a pair of 4-spinor fields) that has a block
diagonal mass matrix
ML ≡ ~
λLc
(
1− TMT †c`~ 0
0 1
)
=
~
λLc
− `
λL
(
TMT † 0
0 0
)
.
(26)
Rescaling the doublet field in (25b) as
Φ =
(
Φupper
Φlower
)
=
1
λL
√
τ
~
(A
A˜
)
, (27)
(25) may be compactly written as
i~c γµ
(
∂µ + i
eAµ
~c
)
ψ −mc2ψ = 0 (28a)
i~cGµ∂µΦ−MLc2Φ = 0, (28b)
where Gµ = (G0,G) is a generalized Dirac 4-vector that
in a chiral 8 × 8 matrix representation has components
G0 = σx ⊗ 1⊗ 1 and G = iσy ⊗ 1⊗ σ.
A unitary representation of (28) on a spacetime lat-
tice has the unitary forward and back reactions (17) con-
tained within the particle and gauge field dynamics
ψ(x) = e−`γ·(∂+i
eA(x)
~c )−imc`~ ψ(x) (29a)
Φ(x) = e−`G·∂−i
ML(x)c`
~ Φ(x). (29b)
The small ` (low-energy) expansions of (29) are Euler-
Lagrange equations (28).1 The Supplemental Material
outlines a quantum algorithm based on model (29).
Conclusion.—The choice of using the curved-space
quantum field theory (1) to formulate the quantum com-
puting model (29) was not a choice made a` priori. In-
stead, requiring that the fermion-gauge field interactions
be unitary transformations and requiring that the La-
grangian density be gauge invariant forces this choice
upon us. So quantum computation served as a pathway
to discover a model quantum field theory in curved space
(where the torsion of space encodes the particle’s intrinsic
spin) that is equivalent to a unitary lattice model. Both
models describe a gauge field theory of a superconducting
Fermi fluid.
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1 The curved-space gauge field theory (1) is approximated in the
mean-field limit by a flat-space gauge theory for ψ and Φ
L = i~cψγµ
(
∂µ +
ie
~c
〈Aµ〉
)
ψ −mc2ψψ
+ i~cΦGµ∂µΦ− 〈ML〉c2ΦΦ,
where 〈Aµ〉 is a classical field and 〈ML〉 is a mass matrix.
5[1] R. P. Feynman, Caltech Engineering and Science 23, 22
(1960), This is a transcript of Feynman’s talk given on
December 29, 1959 at the annual meeting of the Ameri-
can Physical Society, URL http://calteches.library.
caltech.edu/1976/1960Bottom.pdf.
[2] R. P. Feynman, International Journal of Theoretical
Physics 21, 467 (1982).
[3] R. P. Feynman, Optics News 11, 11 (1985).
[4] A. Barenco, C. H. Bennett, R. Cleve, D. P. DeVincenzo,
N. H. Margolus, P. W. Shor, T. Sleator, J. Smolin, and
H. Weinfurter, Physical Review A 52, 3457 (1995).
[5] D. P. DeVincenzo, Physical Review A 51, 1015 (1995).
[6] A. Barenco, Proceedings Royal Society London 449A,
679 (1995).
[7] J. Yepez, USAF Technical Report DTIC ADA421712
(1996), URL http://handle.dtic.mil/100.2/
ADA421712.
[8] B. Boghosian and W. Taylor, Phys. Rev. E 8, 705 (1997).
[9] B. Boghosian and W. Taylor, Int. J. Mod. Phys. C 8, 705
(1997).
[10] B. Boghosian and W. Taylor, Physica D 120, 30 (1998).
[11] J. Yepez and B. M. Boghosian, Comp. Phys. Comm.
146, 280 (2002), URL http://dx.doi.org/10.1016/
S0010-4655(02)00419-8.
[12] I. M. Georgescu, S. Ashhab, and F. Nori, Rev. Mod.
Phys. 86, 153 (2014), URL https://link.aps.org/doi/
10.1103/RevModPhys.86.153.
[13] R. P. Feynman, The character of physical law (The
M.I.T. Press, Cambridge, Massachusetts and London,
England, 1965).
[14] N. Kawashima, J. E. Gubernatis, and H. G. Evertz, Phys.
Rev. B 50, 136 (1994), URL https://link.aps.org/
doi/10.1103/PhysRevB.50.136.
[15] E. Zohar and M. Burrello, Phys. Rev. D 91,
054506 (2015), URL https://link.aps.org/doi/10.
1103/PhysRevD.91.054506.
[16] C. Roiesnel, Phys. Rev. D 87, 074505 (2013),
URL https://link.aps.org/doi/10.1103/PhysRevD.
87.074505.
[17] L. A. Bru, G. J. de Valca´rcel, G. Di Molfetta,
A. Pe´rez, E. Rolda´n, and F. Silva, Phys. Rev. A 94,
032328 (2016), URL https://link.aps.org/doi/10.
1103/PhysRevA.94.032328.
[18] P. Arnault and F. Debbasch, Phys. Rev. A 93,
052301 (2016), URL https://link.aps.org/doi/10.
1103/PhysRevA.93.052301.
[19] P. Arnault, G. Di Molfetta, M. Brachet, and F. Deb-
basch, Phys. Rev. A 94, 012335 (2016), URL https:
//link.aps.org/doi/10.1103/PhysRevA.94.012335.
[20] F. Fillion-Gourdeau, H. J. Herrmann, M. Mendoza,
S. Palpacelli, and S. Succi, Phys. Rev. Lett. 111,
160602 (2013), URL http://link.aps.org/doi/10.
1103/PhysRevLett.111.160602.
[21] G. M. D’Ariano and P. Perinotti, Phys. Rev. A 90,
062106 (2014), URL https://link.aps.org/doi/10.
1103/PhysRevA.90.062106.
[22] A. Bisio, G. M. D’Ariano, and P. Perinotti, Foundations
of Physics 47, 1065 (2017), ISSN 1572-9516, URL https:
//doi.org/10.1007/s10701-017-0086-3.
[23] E. Zohar, A. Farace, B. Reznik, and J. I. Cirac, Phys.
Rev. A 95, 023604 (2017), URL https://link.aps.org/
doi/10.1103/PhysRevA.95.023604.
[24] I. Ma´rquez-Mart´ın, G. Di Molfetta, and A. Pe´rez, Phys.
Rev. A 95, 042112 (2017), URL https://link.aps.org/
doi/10.1103/PhysRevA.95.042112.
[25] A. H. Moosavian and S. Jordan, arXiv:1711.04006v1
[quant-ph] (pages 7) (2017), URL http://arxiv.org/
abs/1711.04006.
[26] L. Tagliacozzo, A. Celi, and M. Lewenstein, Phys. Rev.
X 4, 041024 (2014), URL https://link.aps.org/doi/
10.1103/PhysRevX.4.041024.
[27] S. Catterall, R. Galvez, J. Hubisz, D. Mehta, and
A. Veernala, Phys. Rev. D 86, 034502 (2012),
URL https://link.aps.org/doi/10.1103/PhysRevD.
86.034502.
[28] C. Wetterich, Phys. Rev. D 85, 104017 (2012),
URL https://link.aps.org/doi/10.1103/PhysRevD.
85.104017.
[29] A. A. Vladimirov and D. Diakonov, Phys. Rev. D
86, 104019 (2012), URL https://link.aps.org/doi/
10.1103/PhysRevD.86.104019.
[30] V. Bonzom, Phys. Rev. D 80, 064028 (2009),
URL https://link.aps.org/doi/10.1103/PhysRevD.
80.064028.
[31] N. E. Mavromatos, Phys. Rev. D 83, 025018 (2011),
URL https://link.aps.org/doi/10.1103/PhysRevD.
83.025018.
[32] M. Hermanns and S. Trebst, Phys. Rev. B 89,
235102 (2014), URL https://link.aps.org/doi/10.
1103/PhysRevB.89.235102.
[33] Y. Wan and Y. B. Kim, Phys. Rev. B 94,
224401 (2016), URL https://link.aps.org/doi/10.
1103/PhysRevB.94.224401.
[34] S. Schierenberg and F. Bruckmann, Phys. Rev. D 89,
014511 (2014), URL https://link.aps.org/doi/10.
1103/PhysRevD.89.014511.
[35] H. W. Hamber and R. M. Williams, Phys. Rev. D
81, 084048 (2010), URL https://link.aps.org/doi/
10.1103/PhysRevD.81.084048.
[36] J. W. Cherrington, J. D. Christensen, and I. Khavkine,
Phys. Rev. D 76, 094503 (2007), URL https://link.
aps.org/doi/10.1103/PhysRevD.76.094503.
[37] E. Zohar, J. I. Cirac, and B. Reznik, Phys. Rev. Lett.
110, 055302 (2013), URL http://link.aps.org/doi/
10.1103/PhysRevLett.110.055302.
[38] E. Zohar, J. I. Cirac, and B. Reznik, Phys. Rev. A
88, 023617 (2013), URL http://link.aps.org/doi/10.
1103/PhysRevA.88.023617.
[39] Y. Kuno, S. Sakane, K. Kasamatsu, I. Ichinose, and
T. Matsui, Phys. Rev. A 94, 063641 (2016), URL https:
//link.aps.org/doi/10.1103/PhysRevA.94.063641.
[40] K. Kasamatsu, I. Ichinose, and T. Matsui, Phys. Rev.
Lett. 111, 115303 (2013), URL http://link.aps.org/
doi/10.1103/PhysRevLett.111.115303.
[41] D. Banerjee, M. Bo¨gli, M. Dalmonte, E. Rico, P. Ste-
bler, U.-J. Wiese, and P. Zoller, Phys. Rev. Lett.
110, 125303 (2013), URL http://link.aps.org/doi/
10.1103/PhysRevLett.110.125303.
[42] D. Banerjee, M. Dalmonte, M. Mu¨ller, E. Rico, P. Ste-
bler, U.-J. Wiese, and P. Zoller, Phys. Rev. Lett.
109, 175302 (2012), URL http://link.aps.org/doi/
10.1103/PhysRevLett.109.175302.
[43] P. Hauke, O. Tieleman, A. Celi, C. O¨lschla¨ger, J. Si-
monet, J. Struck, M. Weinberg, P. Windpassinger,
K. Sengstock, M. Lewenstein, et al., Phys. Rev. Lett.
109, 145301 (2012), URL http://link.aps.org/doi/
10.1103/PhysRevLett.109.145301.
[44] J. Ruseckas, G. Juzeliu¯nas, P. O¨hberg, and M. Fleis-
6chhauer, Phys. Rev. Lett. 95, 010404 (2005), URL
http://link.aps.org/doi/10.1103/PhysRevLett.95.
010404.
[45] G. Mie, Annalen der Physik 37, 511 (1912).
[46] G. Mie, Annalen der Physik 39, 1 (1912).
[47] G. Mie, Annalen der Physik 40, 1 (1913).
[48] T. Kaluza, Sitzungsber. Preuss. Akad. Wiss. pp. 966–972
(1921).
[49] A. Einstein, Sitzungsberichte der Preussischen Akademie
der Wissenschaften. Physikalisch-Mathematische Klasse.
pp. 223–227 (1928).
[50] J. A. Wheeler, Phys. Rev. 97, 511 (1955), URL https:
//link.aps.org/doi/10.1103/PhysRev.97.511.
[51] C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gravi-
tation (W.H. Freeman and Company, 1973).
[52] M. Green, J. Schwarz, and E. Witten (1987), URL http:
//www.cambridge.org/9780521323840.
[53] M. G. J. Schwarz and E. Witten (1987), URL http://
www.cambridge.org/9780521323840.
[54] A. Kempf, Phys. Rev. Lett. 103, 231301 (2009), URL
https://link.aps.org/doi/10.1103/PhysRevLett.
103.231301.
[55] A. Kempf, Phys. Rev. Lett. 92, 221301 (2004), URL
https://link.aps.org/doi/10.1103/PhysRevLett.92.
221301.
[56] A. Kempf, Phys. Rev. Lett. 85, 2873 (2000), URL https:
//link.aps.org/doi/10.1103/PhysRevLett.85.2873.
[57] A. Ashoorioon, A. Kempf, and R. B. Mann, Phys. Rev.
D 71, 023503 (2005), URL https://link.aps.org/doi/
10.1103/PhysRevD.71.023503.
[58] A. Kempf, Phys. Rev. D 69, 124014 (2004), URL https:
//link.aps.org/doi/10.1103/PhysRevD.69.124014.
[59] A. Kempf, New Journal of Physics 12, 115001
(2010), URL http://stacks.iop.org/1367-2630/12/i=
11/a=115001.
[60] J. Yepez, in Quantum Information and Computation
VIII, edited by E. J. Donkor, A. R. Pirich, and H. E.
Brandt (SPIE, 2010), vol. 7702, p. 770202, URL http:
//link.aip.org/link/?PSI/7702/770202/1.
[61] A. Kempf, Foundations of Physics 44, 472 (2014),
ISSN 1572-9516, URL https://doi.org/10.1007/
s10701-013-9735-3.
[62] T. Jacobson, Phys. Rev. Lett. 116, 201101 (2016), URL
https://link.aps.org/doi/10.1103/PhysRevLett.
116.201101.
[63] D. W. SCIAMA, Rev. Mod. Phys. 36, 463 (1964), URL
https://link.aps.org/doi/10.1103/RevModPhys.36.
463.
[64] F. London, Phys. Rev. 54, 947 (1938).
[65] F. London, Phys. Rev. 74, 562 (1948), URL http://
link.aps.org/doi/10.1103/PhysRev.74.562.
[66] J. Yepez, SPIE Quantum Information Science and
Technology (2016), arXiv:1609.02225v2 [quant-ph], URL
http://dx.doi.org/10.1117/12.2246702.
[67] O. Laporte and G. E. Uhlenbeck, Phys. Rev. 37, 1380
(1931).
[68] J. Yepez, arXiv:1512.02550 [quant-ph] (2015).
[69] J. Yepez, Quantum Information Processing 4, 471 (2005).
.
7SUPPLEMENTAL MATERIAL
Nonlinear gauge field theory
A curved-space gauge theory
Consider the gauge-invariant Lagrangian density as a
quantum information dynamics theory of superconduc-
tivity
L = i~cgµνψγµ
(
∂ν +
ieAν
~c
)
ψ − 1
4
FµνF
µν (30)
with matter field ψ = (ψL↑, ψL↓, ψR↑, ψR↓)T for fermions
with electric charge e and mass m, 4-potential field Aµ =
(A0,A) and field tensor F
µν = ∂µAν − ∂νAµ, where
µ, ν = 0, 1, 2, 3. The metric tensor is
gµν(x) = ηµν +
ψ(x) 14 [γ
µ, γν ]ψ(x)
ψ(x)ψ(x)
. (31)
The zeroth-order term in an -expansion of the flux iψψ
implicitly defines the background number density ρ◦
4m◦c`
~
iψ(x)ψ(x) = ρ◦ + · · · , (32)
so the metric tensor is
gµν(x) = ηµν + i
m◦c`
~
ψ(x)[γµ, γν ]ψ(x)
ρ◦
+ · · · , (33)
where m◦ parametrizes the strength of the nonlinear in-
teraction. The quantity ` denotes the smallest length
scale.
The Euler-Lagrange equations are obtained by mini-
mizing the action S =
∫
d4xLQID with respect to varia-
tions in ψ and Aµ
∂µ
(
∂L[ψ,A]
∂(∂µψ)
)
− ∂L[ψ,A]
∂ψ
= 0 (34a)
∂µ
(
∂L[ψ,A]
∂(∂µAν)
)
− ∂L[ψ,A]
∂Aν
= 0. (34b)
Inserting (30) into (34) gives the set of coupled equations
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ − gµνeψγµψ∂Aν
∂ψ
− 1
2
Fµν
∂Fµν
∂ψ
+ i~c
∂gµν
∂ψ
ψγµ
(
∂ν − ieAν~c
)
ψ = 0 (35a)
gµνeψγµψ + i~c
∂gµσ
∂Aν
ψγµ
(
∂σ − ieAσ~c
)
ψ = ∂µF
µν . (35b)
In theory (30), ψ and Aµ are considered to be independent fields, so the Euler-Lagrange equations reduce to
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ + i~c
∂gµν
∂ψ
ψγµ
(
∂ν − ieAν~c
)
ψ = 0 (36a)
gµνeψγµψ = ∂µF
µν . (36b)
The variation of the metric tensor is
∂gµν
∂ψ
= i
m◦c`
~ρ◦
[γµ, γν ]ψ + · · · , (37)
so the Euler-Lagrange equations further reduce to
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ − m◦c
2`
ρ◦
[γµ, γν ]ψ ψγµ
(
∂ν − ieAν~c
)
ψ = 0 (38a)
gµνeψγµψ = ∂µF
µν , (38b)
or
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ + i
m◦c2
ρ◦
[γµ, γν ]ψ ψ(i`γµ∂ν)ψ − im◦c
2`e
~cρ◦
[γµ, γν ]ψ ψγµAνψ = 0 (39a)
gµνeψγµψ = ∂µF
µν . (39b)
8This can be rewritten as
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ + i
m◦c2
ρ◦
[γµ, γν ]ψ ψ(i`γµ∂ν)ψ + i
`e2
~c
[γµ, γν ]ψ
(
−m◦c
2
e2ρ◦
eψγµψ
)
Aν = 0 (40a)
gµνeψγµψ = ∂µF
µν . (40b)
The generator of angular momentum in the position-representation of the Lorentz group is
Jµν = i (`γµ∂ν − `γν∂µ) , (41)
so (40) may be written as
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ + i
m◦c2
2ρ◦
[γµ, γν ]ψ ψJµνψ + i
`e2
~c
[γµ, γν ]ψ
(
−m◦c
2
e2ρ◦
eψγµψ
)
Aν = 0 (42a)
gµνeψγµψ = ∂µF
µν . (42b)
A superconducting fluid (with magnetized quantum vortices) has the solution
Aµ = −m◦c
2
e2ρ◦
eψγµψ, (43)
so (44) in this case becomes
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ + i
m◦c2
2ρ◦
[γµ, γν ]ψ ψJµνψ + i
`e2
~c
[γµ, γν ]ψAµAν = 0 (44a)
gµνeψγµψ = ∂µF
µν . (44b)
Since the commutator [γµ, γν ] is antisymmetric and
AµAν is symmetric in µ and ν, so the last term in the
first equation cancels to zero and the equations of motion
become simpler in this case
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ + i
m◦c2
2ρ◦
[γµ, γν ]ψ ψJµνψ = 0
(45a)
gµνeψγµψ = ∂µF
µν .
(45b)
The generator of angular momentum in the spin-
representation of the Lorentz group is
Sµν =
1
4
[γµ, γν ] (46)
where the spin generator satisfies the algebra
[Sµν , Sρσ] = i (ηνρSµσ − ηρµSνσ − ηνσSµρ + ηµσSνρ).
So the equations of motion may be written as
i~cgµνγµ
(
∂ν − ieAν~c
)
ψ + i
2m◦c2
ρ◦
Sµνψ ψJµνψ = 0
(47a)
gµνeψγµψ = ∂µF
µν . (47b)
These are the Euler-Lagrange equation presented in the
A curved-space gauge theory section of the Letter.
Relativistic superconductivity
Using (31), this may be separated as
i~cηµνγµ
(
∂ν − ieAν~c
)
ψ + i~c
ψSµνψ
ψψ
γµ
(
∂ν − ieAν~c
)
ψ + i
2m◦c2
ρ◦
Sµνψ ψJµνψ = 0 (48a)
gµνeψγµψ = ∂µF
µν . (48b)
Using (32), this becomes
i~cηµνγµ
(
∂ν − ieAν~c
)
ψ + i~c
ψSµνψ
ψψ
γµ
(
∂ν − ieAν~c
)
ψ +
~c
2`
Sµνψ
ψJµνψ
ψψ
= 0 (49a)
gµνeψγµψ = ∂µF
µν . (49b)
9Using (41), this becomes
i~cηµνγµ
(
∂ν − ieAν~c
)
ψ +
~c
2`
ψSµνψ
ψψ
Jµνψ − ψS
µνψ
ψψ
γµeAνψ +
~c
2`
Sµνψ
ψJµνψ
ψψ
= 0 (50a)
gµνeψγµψ = ∂µF
µν . (50b)
Ansatz (31) equates the spin-1/2 fermion’s intrinsic
spin to the torsion in the space the fermion occupies. If
one equates the expectation value of the fermion’s angu-
lar momentum (in units of mc`) to the expected value of
the intrinsic spin (in units of ~) due to torsion, then the
spin-torsion ansatz (31) may be expressed in a corollary
form as an angular momentum quantization condition
~〈Sµν〉 = −mc`〈Jµν〉, (51)
where the expectation value of an operator Oˆ is defined
as
〈Oˆ〉 ≡ ψOˆψ
ψψ
. (52)
The terms with a contraction of Sµν with Jµν on the
lefthand side of (50a) may be reduced. They are related
to the product of expectation values
~c
`
〈Sµν〉〈Jµν〉 (51)= −mc2, (53)
using the normalization condition 〈Jµν〉〈Jµν〉 = 1. This
may be written in either of two ways
~c
2`
ψSµνψ〈Jµν〉 (52)= −mc
2
2
ψψ (54a)
or
~c
2`
〈Sµν〉ψJµνψ (52)= −mc
2
2
ψψ, (54b)
from which follows the operator-valued eigenequations
~c
2`
Sµνψ〈Jµν〉 = −mc
2
2
ψ (55a)
or
~c
2`
〈Sµν〉Jµνψ = −mc
2
2
ψ. (55b)
This implies that (50) reduces to
i~cηµνγµ
(
∂ν − ieAν~c
)
ψ −mc2ψ − ψS
µνψ
ψψ
γµeAνψ = 0
(56a)
gµνeψγµψ = ∂µF
µν . (56b)
The last term on the lefthand side of (56a) is related to
〈Sµν〉ψγµeAνψ (43)= − e
2ρ◦
m◦c2
〈Sµν〉AµAν (57a)
(32)
=
4e2
~c
〈Sµν〉AµAνψψ, (57b)
from which follows from the eigenequation
〈Sµν〉γµeAνψ = 4e
2
~c
〈Sµν〉AµAνψ. (58)
Since the spin generator Sµν is antisymmetric and AµAν
is symmetric in µ and ν, the righthand side of this equa-
tion must vanish
〈Sµν〉γµeAνψ = 0. (59)
Finally, inserting (59) into (56) gives the equations of
motion in a much simpler form
i~cγν
(
∂ν − ieAν~c
)
ψ −mc2ψ = 0 (60a)
gµνeψγµψ = ∂µF
µν (60b)
Fµν = ∂µAν − ∂νAµ, (60c)
where the definition of the field strength tensor (60c) is
added as a component equation. These are the equations
of motion for a superconducting Fermi fluid that are pre-
sented in the Relativistic superconductivity section of the
Letter.
Outgoing 4-potential
The outgoing fermion field ψ′ to first order is
ψ′(x) = ψ(x)− i`γµ eA
µ(x)
~c
ψ(x) + · · · . (61)
Then, upon making use of the adjoint gamma matrices
γµ† and the anticommutation relation {γµ†, γν†} = 2ηµν ,
an expansion for the outgoing probability current density
J ′ν(x) = ψ′(x)γνψ′(x) is
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J ′ν(x) = ψ′†(x)γ0γνψ′(x) (62a)
(61)
=
(
ψ†(x) + i`
eAµ(x)
~c
ψ†(x)γ†µ + · · ·
)
γ0γ
ν
(
ψ(x)− i`γκ eA
κ(x)
~c
ψ(x) + · · ·
)
(62b)
= ψ†(x)γ0γνψ(x) + i`
eAµ(x)
~c
ψ†(x)γ†µγ0γ
νψ(x)− i`eA
κ(x)
~c
ψ†(x)γ0γνγκψ(x) + · · · (62c)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
(
γ†µγ0γ
ν − γ0γνγµ
)
ψ(x) + · · · (62d)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
(
2η0µγν − γ0γµ†γν − γ0γνγµ
)
ψ(x) + · · · (62e)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
(
2η0µγν − γ0
(
γµ†γν + γµγν − [γµ, γν ]))ψ(x) + · · · (62f)
= Jν(x) + i`
eAµ(x)
~c
ψ†(x)
((
2η0µ − γ0γµ† − γ0γµ
)
γν − γ0[γµ, γν ]
)
ψ(x) + · · · (62g)
= Jν(x)− i`eAµ(x)
~c
ψ†(x)γ0[γµ, γν ]ψ(x) + · · · . (62h)
Finally, with the identity Aν(x) = −eλ2LJν(x) = −m◦c
2
eρ◦
Jν(x), an analytical expansion of the back reaction is obtained
A′ν(x) = Aν(x) + i
m◦c2`
~cρ◦
ψ†(x)γ0[γµ, γν ]ψ(x)Aµ(x) + · · · (63a)
This is the back-reaction equation expansion presented
in the Forward and back reactions section of the Letter.
This derivation originally appeared in Ref. [66]. Here
the outgoing local value of the Maxwell field A′ν(x) is
determined by the local values of the incoming Dirac field
ψ†(x), the outgoing Dirac field ψ(x), and the incoming
value of the Maxwell field Aν(x).
Maxwell equations in spinor form
Let us first rewrite the Maxwell equations
ηµνeψγµψ = ∂µF
µν (64a)
Fµν = ∂µAν − ∂νAµ (64b)
in spinor form. With real-valued a charged 4-current
source field eJν = e(ρ,J) = eψγνψ, number density ρ
and 3-current J , (64) may be written in term of a com-
plex 3-vector field F
∇ · F = eρ, i∂tF = ∇× F − ieJ (65a)
F = −∂0A−∇A0 + i∇×A. (65b)
To combine (65a) into a single equation, one may use a
novel complex 4-vector field Fµ = (F0,F ), so (65) be-
comes
eJν = (∇ · F ,−∂0F − i∇× F ) (66a)
Fµ = (−∂ ·A,−∂0A− ∂0A0 + i∇×A), (66b)
which can be written elegantly in spinor variables.
Let us start by converting Aµ = (A0, Ax, Ay, Az)
T
into the 4-spinor field, say A, by using a unitary ma-
trix transformation, say T . The unitary transformation
is Aa = TaµAµ, which component form is(AL↑
AL↓
AR↑
AR↓
)
=
1√
2
 0 −1 i 01 0 0 1−1 0 0 1
0 1 i 0

︸ ︷︷ ︸
T
(
A0
Ax
Ay
Az
)
=
1√
2
(−Ax + iAy
A0 + Az
−A0 + Az
Ax + iAy
)
.
(67)
Similarly, along with the 4-spinor potential field A, de-
note the 4-spinor electromagnetic field F˜ , current density
field J , and dual 4-potential field A˜ respectively as
A = 1√
2
(−Ax + iAy
A0 + Az
−A0 + Az
Ax + iAy
)
, F˜ = 1√
2
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
J = 1√
2
(−Jx + iJy
ρ+ Jz
−ρ+ Jz
Jx + iJy
)
, A˜ = − iλL√
2
( −Fx + iFy
−∂ · A+ Fz
∂ · A+ Fz
Fx + iFy
)
.
(68)
The Maxwell equations (66) expressed in terms of 4-
spinor fields (68) and using tensor-product notation are
[66]
eJ + 1⊗ σ · ∂F˜ = 0, F˜ + 1⊗ σ¯ · ∂A = 0, (69)
where σµ = (1,σ), σ¯µ = (1,−σ). These are the spinor
form of the Maxwell equations presented in the Quantum
computational spinor form section of the Letter.
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Maxwell-London equations
The relativistic London relation eJµ(x) = −Aµ(x)/λ2L
in the spinor variables reduces to eJ = −A/λ2L, and
since F˜ ≡ iA˜/λL in (68), (69) reduce to a pair of spinor
equations coupling A to A˜
−A/λL + i1⊗ σ · ∂A˜ = 0, −A˜/λL + i1⊗ σ¯ · ∂A = 0.
(70)
Therefore, the Dirac equation i~cγν
(
∂ν +
ieAν
~c
)
ψ −
mc2ψ = 0 and (70) are the equation of motion for a
superconducting Fermi condensate, which in component
form using single and doublet spinors are( −mc~ iσ · (∂ + i eA~c )
iσ¯ · (∂ + i eA~c ) −mc~
)(
ψL
ψR
)
= 0 (71a)( − 1λL i1⊗ σ · ∂
i1⊗ σ¯ · ∂ − 1λL
)(A
A˜
)
= 0. (71b)
Equations (71) are a spinor representation of the rela-
tivistic Dirac-Maxwell-London equations [66]—(71b) is
a manifestly covariant and symmetrical Dirac equation
for the doublet field (A, A˜)T. Symmetry hidden in su-
perconducting electrodynamics is revealed when a mass
parameter λ−1L = mLc/~ is used in the gauge field dy-
namics, a feature of a relativistic superconducting fluid.
A generalization of these are the equations of motion for
a relativistic superconducting Fermi fluid are presented
in the Quantum computational spinor form section of the
Letter.
Quantum algorithm
Path integration
The block diagonal mass matrix is
ML(x) ≡ ~
λLc
(
1− TM(x)T †c`~ 0
0 1
)
(72a)
=
~
λLc
− `
λL
(
TM(x)T † 0
0 0
)
, (72b)
where the unitary transformation Taµ is given in (67)
Taµ =
1√
2
(
0 −1 i 0
1 0 0 1
−1 0 0 1
0 1 i 0
)
aµ
(73)
and
Mνµ(x) = im◦
ψ(x)[γν , γµ]ψ(x)
ρ◦
. (74)
With the Dirac matrices α = σxσ and β = σz1, the
contravariant 4-vector of gamma matrices are
γµ = (γ0,γ) = (σz1, iσyσ). (75)
The local equilibrium conditions (that hold at all points
of the spacetime lattice)
ψ(x) = e−`γ·(∂+i
eA(x)
~c )−imc
2τ
~ ψ(x) (76a)
Φ(x) = e−`G·∂−i
ML(x)c
2τ
~ Φ(x), (76b)
can be recast as unitary evolution of a composite
fermionic field Ψ ≡ (ψ,Φ) and emulated with a quantum
lattice gas algorithm for relativistic quantum mechanics
[68], which is based on a path summation rule on a space-
time lattice. To implement theory (30) in path integral
form
Kab ≡ 〈Kˆab〉 =
∫ b
a
D{x}
∫
dp4
(2pi~)4
e
i
~
∫
d4xL (77)
on a spacetime lattice of size TL3, a set of spin chains
{sµ0 , . . . , sµN−1} enumerate the paths of the fermions,
where the constant magnetization `
∑N−1
w=0 s
µ
w = x
µ
b − xµa
in spin space correspondes to fixed endpoints xµa and
xµb in spacetime. The fermion’s 4-momentum p
µ
n ≡
2pi~
`
(
nt
T ,
nx
L ,
ny
L ,
nz
L
)
is represented in reciprocal space by
integers n = (nt, nx, ny, nz), and the 4-momentum inte-
gral is represented by a summation in reciprocal space∑
n ≡
∑(T/2)−1
nt=−T/2
∑(L/2)−1
nx=−L/2
∑(L/2)−1
ny=−L/2
∑(L/2)−1
nz=−L/2. An
extra 4-spinor field ψ˜ is added for the purpose of in-
troducing a 16-component (4-qubit [66]) multiplet field
Ψ = (A, A˜, ψ, ψ˜). To this end, it is convenient to use
∆µ = (∆0,∆), with Dirac matrices ∆
0 ≡ n ⊗ 1 ⊗
γ0 + h ⊗ G0 and ∆ ≡ n ⊗ 1 ⊗ γ + h ⊗ G, and with
a 4-potential Gµ = (G0,G) = n ⊗ h ⊗ 14 eAµ, where
n = (1 − σz)/2 is the singleton qubit number operator
and h = 1− n is the hole operator. The Dirac Hamilto-
nian hˆD = ∆
0∆·(pˆnc−G)+∆0mHEc2 generates the par-
ticle and field dynamics, where the block diagonal mass
matrix is mHE ≡ n ⊗ 18m + h ⊗ 1 ⊗ML. So to model
(30) on a qubit array, one can use a highest-energy (HE)
kernel operator KˆHEab , where Kˆ
HE
ab → Kˆab in the small `
limit. The highest-energy kernel operator is
KˆHEab =
∑
n
1
(`T )
1
(`L)3
e−ixµp
µ
n/~
∑
paths
`3e−
i
~
∑N−1
w=0 δt (E
′−hˆD),
(78)
where E′ = E − G0 and δt = ζτ is the time differential
for scalar time-scale factor ζ [68]. At the highest-energy
scale, (78) leads to an equation of motion in unitary form
Ψ(x) = e−`∆·(∂+i
G(x)
~c )−imHEc`/~Ψ(x), (79)
equivalent to (76) and the forward and back reactions are
expressed as a single reaction Ψ′(x) = e−i`∆µ
Gµ(x)
~c Ψ(x).
With stream operator Sˆ(n) = ei`σzσ·pˆn/~ expressed
with the momentum operator pˆn = ~n · σ/(L`), one
converts to the Bloch-Wannier picture by replacing the
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spacetime operators pˆn and Eˆn on the qubit array with
derivative operators acting on a Dirac field Ψ(x) in con-
tinuous spacetime [68], i.e. pˆn ∼ −i~∇ and Eˆn ∼ i~∂t.
In this way, (78) is equivalent to a path integral for an
action operator
KˆHEab
∼=
∫ b
a
D{x}
∫
dp4
(2pi~)4
e
i
~
∫
dt Lˆ, (80a)
where the Lagrangian operator is Lˆ = Eˆn − (hˆD + G0)
[68]. The Lagrangian density (30) derives from the La-
grangian operator L ≡ Ψ†LˆΨ, which is concisely written
as L = i~cΨ ∆µ
(
∂µ + iG
µ
~c
)
Ψ − ΨmHEc2Ψ, where the
matrix element is congruent to the path integral in (77),
i.e. 〈KˆHEab 〉 ∼= 〈Kˆab〉. The small ` expansion of (79) are
the Euler-Lagrange equation obtained by minimizing the
action upon variation of Ψ.
Stream-collide algorithm
In the quantum lattice gas algorithm, chiral particle
motion in the background 4-potential Gµ field is imple-
mented by the stream operator
S(G) ≈ Sx(G)Sy(G)Sz(G), (81a)
where the stream operators along the ith direction are
Si(G) = e`∆0∆i∂iei`∆0∆iGi/(~c) for i = x, y, z. The oper-
ator splitting (81a) can be implemented with error terms
at fourth order, leading to a quantum algorithm that is
numerically convergent to any arbitrary level of precision
[69]. Chiral symmetry is broken by the collide operator
C(mHE) =
√
1− m
2
HEc
4τ2
~2
+ i
mHEc
2τ
~
∆0. (81b)
The unitary evolution (spacetime transfer) operator is
Uˆ(n)=e−i (E−G0)τ~
[√
1− m
2
HEc
4τ2
~2
S(G)− imHEc
2τ
~
∆0
]
,
(81c)
where G0(x) causes an overall phase rotation and G(x)
causes a direction-dependent phase rotation in the stream
operator S(G) [68].2 The update equation
Ψ(x, t+ τ) = Uˆ(n)Ψ(x, t) (82)
2 It is also possible to implement S(G) directly without opera-
tor splitting by performing a quantum Fourier transformation
prior to streaming and performing an inverse quantum Fourier
transformation after streaming. These Fourier transformation
are prescribed because the collide operator (81b) is readily im-
plemented in position space while the stream operator S(G) is
readily implemented in momentum space.
is a quantum algorithm for the many-body fermion sys-
tem with particle-gauge field interactions; the evolution
equation (82) is the quantum algorithm based on (76) as
mentioned in the Quantum computational spinor form
section of the Letter. This completes the quantum infor-
mation dynamics representation of many fermions inter-
acting via a gauge field.
