Abstract-A central problem in Delay Tolerant Networks (DTNs) is to persuade mobile nodes to participate in relaying messages. Indeed, the delivery of a message incurs a certain number of costs for a relay. We consider a two-hop DTN in which a source node, wanting to get its message across to the destination as fast as possible, promises each relay it meets a reward. This reward is the minimum amount that offsets the expected delivery cost, as estimated by the relay from the information given by the source (number of existing copies of the message, age of these copies). A reward is given only to the relay that is the first one to deliver the message to the destination. We show that under fairly weak assumptions, the expected reward the source pays remains the same irrespective of the information it conveys, provided that the type of information does not vary dynamically over time. On the other hand, the source can gain by adapting the information it conveys to a meeting relay. For the particular cases of two relays or exponentially distributed intercontact times, we give some structural results on the optimal adaptive policy.
D
ELAY-TOLERANT networking (DTN) is an approach to computer network architecture that seeks to address the technical issues in networks that may lack continuous network connectivity [1] . A typical example is that of a mobile network with a low node density. Such a network is only sporadically connected, meaning that it often happens that there is no end-to-end path between a source node and a destination node. In these challenging environments, popular ad hoc routing protocols such as AODV [2] and DSR [3] fail to establish routes because they try to establish a complete route before forwarding the data. Instead what is needed is a routing scheme that is capable of storing messages and forwarding them once a link becomes available in hope that they will eventually reach their destinations. Several such routing schemes have been proposed in the research literature, some of them seeking to minimize the message delivery time by replicating many copies of the message [4] , whereas for other ones the emphasis is more on resource and energy consumption.
In our work, we focus on the so-called two-hop routing scheme, which is known to provide a good tradeoff between message delivery time and resource consumption [5] . With two-hop routing, the communication is basically in three phases:
First, the source gives the message to each and every mobile nodes it meets. These nodes act as relays for delivering the message to its destination. A relay cannot forward the message to another relay, so it will store and carry the message until it is in radio range of the destination. Once this happens, the relay delivers the message to the destination. In most previous works, it is assumed that relays are willing to cooperate with the source node. However, the delivery of a message incurs a certain number of costs for a relay. First, there are energy costs for receiving the message from the source and transmitting it to the destination. It is also natural to assume that there is some cost per unit time for storing the message in the buffer of the relay. The question we are interested in is thus the following: why should a relay accept to have its battery depleted and its buffer occupied for relaying messages exchanged between other nodes? In other words, how to persuade mobile nodes to participate in relaying messages?
For that purpose, we propose a practical incentive mechanism. The source promises to each and every relay it meets a reward, but informs them that only the first one to deliver the message to the destination will get a reward. The reward asked by a relay has to offset its expected cost, as estimated by the relay when it meets the source. The reward thus depends on the time at which it meets the source, but also on the information given by the source through the probability of success estimated by the relay. When it meets a relay, the source has basically three options:
it can give full information to the relay, that is it can tell to the relay the number and the age of all existing message copies, it can give only partial information to the relay, that is it can tell to the relay the number of message copies in circulation without disclosing the information on the age of these copies, and it can give no information at all to the relay, in which case the relay only knows at what time it met the source. The dependence of the reward on the information has the following intuitive explanation. If for instance a relay is told by the source that many message copies are already in circulation, the relay will clearly estimate a smaller probability of getting the reward (since others relays could have already delivered the message), and thus this relay will naturally ask for a higher reward to offset its costs. On the contrary, it seems intuitively better for the source to give full information to the first relay it meets.
Contributions
We propose an incentive mechanism for the relays that compensates their costs and risks in carrying messages for a source. In the mechanism every relay is proposed a different reward based on its meeting time with the source but only the first one to deliver gets its reward. The main contribution of this paper is the investigation of the influence of the information given by the source to the relays and the reward it has to propose to them as compensation.
We first focus on static strategies, that is strategies in which the source always give the same type of information (either full information, partial information, or no information) to the relays irrespective of their contact times. For each of the three information settings and for an arbitrary inter-contact distribution, we give expressions (in terms of integrals) for the reward that the source has to propose to each of the relays as a function of the meeting times with the previous relays.
The proposed reward guarantees full cooperation from each of the relays. Since only the first relay to deliver the message gets its reward, the amount paid by the source for the delivery of the message lies somewhere in between what is proposed to the first and the last relay. We show that the expected reward paid by the source is the same in all the three static settings. In other words, the expected reward paid by the source when it guarantees full cooperation of relays for delivering a message is the same irrespective of the information that source makes available to relays, as long as the source does not adapt the information it gives.
We then study the benefits that can be expected by the source from an adaptive strategy. In an adaptive strategy, the source decides to give full information, partial information or no information at all to a relay at the time it meets it, based on the contact times with this relay and all the previous ones. Since the analysis is much more involved than in the static case, we restrict ourselves to the two following settings: (a) when there are only two relays, and (b) when inter-contact times with the source and the destination are exponentially distributed. Under both settings, we show that the source can do better by changing its strategy on the fly as and when it meets the relays. The resulting adaptive strategy will be shown to be of threshold type. Namely, in the setting with two relays, when the source meets the first relay, it is always optimal for the source to tell it that it is the first one. For the second relay, if it arrives before the threshold, which depends on the meeting time with the first relay, it is optimal to give full information, otherwise it is optimal not to give any information. We emphasize that our goal is not to propose an adaptive strategy that is unfair for the relays, but rather to point out that this subject needs further investigation.
The above contributions are made under the assumption of arbitrary but independent and identically distributed inter-contact times. For the special case of exponentially distributed inter-contact times, we shall give explicit expressions for the probability of success of the relays in each of the three settings which, as a consequence, gives an explicit expression for the reward that a relay can expect to get in each of the three settings.
Organization of the Paper
The paper is organised as follows. In the next section we discuss the related works. Section 3 introduces the system model and the assumptions used in the paper. In Section 4 we investigate the impact of information that the source share with relays on the reward that it proposes to them in the static scenario. The extension to the adaptive scenario is provided in Section 5. Section 6 provides the simulation results which validate the analytical results. Section 7 concludes the paper and proposes some possible extensions.
RELATED WORK
In the literature on DTNs [6] , [7] , several incentive schemes have been recently proposed. For example, [8] uses Tit-forTat (TFT) to design an incentive-aware routing protocol that allows selfish DTN nodes to maximize their individual utilities while conforming to TFT constraints. Mobicent [9] is a credit-based incentive system which integrates credit and cryptographic technique to solve the edge insertion and edge hiding attacks among nodes. PI [10] attaches an incentive on the sending bundle to stimulate the selfish nodes to cooperate in message delivery. SMART [11] is a secure multi layer credit-based incentive scheme for DTNs. In SMART, layered coins are used to provide incentives to selfish DTN nodes for bundle forwarding. MobiGame [12] is a usercentric and social-aware reputation based incentive scheme for DTNs. In addition, [13] proposes socially selfish routing in DTNs, where a node exploits social willingness to determine whether or not to relay packets for others. Authors in [14] formulate nodal communication as a two-person cooperative game for a credit-based incentive scheme to promote nodal collaboration. RELICS [15] is another cooperative based energy-aware incentive mechanism for selfish DTNs, in which a rank metric was defined to measure the transit behavior of a node. In [16] , authors proposed an incentive driven dissemination scheme that encourages nodes to cooperate and chooses delivery paths that can reach as many nodes as possible with fewest transmissions. A fundamental aspect that is usually ignored in DTN literature is the feedback message, which may incur into a large delay. In fact, the exchange of rewards between relays should not require feedback messages. In order to overcome lack of feedback, the proposed mechanism assumes that a relay receives a positive reward if and only if it is the first one to deliver the message to the corresponding destination. Chahin et al. [17] is a credit-based incentive system using the theory of Minority Games [18] in order to attain coordination in distributed fashion. This mechanism considers the realistic case when the cost for taking part in the forwarding process varies with the devices technology or the users habits.
The proposed mechanism in this paper is a sub-field of mechanism design that concerns itself with how to develop incentive mechanism that will lead to a desirable solution from a system-wide point of view. In recent years mechanism design has found many important applications in the computer sciences; e.g., in security design problems [19] , in distributed scheduling resource allocation [20] and cooperation routing in ad-hoc networks [21] .
SYSTEM MODEL AND OBJECTIVES
We consider a wireless network with one source node, one destination node and N relays. We shall assume that the source and the destination nodes are fixed and not in radio range of each other, whereas other nodes are moving according to a given mobility model. In addition, we shall assume that the relays are symmetric, that is, they have the same costs and the same mobility parameters, which are described later in this section.
At time 0, the source generates a message for the destination. The source wants this message to be delivered to the destination as fast as possible. However, it cannot transmit it directly to the destination since both nodes are not in radio range of each other. Instead, the source proposes to each relay it meets a reward for delivering the message. 1 It is assumed that the network is two-hop, that is a relay has to deliver the message by itself to the destination (it cannot forward the message to another relay). An important assumption we shall make is that relays are not seeking to make profit: a relay accepts the message provided the reward promised to it by the source offsets its expected cost for delivering the message to the destination, as estimated by the relay when it meets the source. One can liken our model to that of FON in which users leave their WiFi access point open for others and in return are able to access WiFi in places other than their homes. Even though the FON model does not involve any exchange of payment, it still has a large number of subscribers, which shows that people are willing to share without necessarily having profit in mind.
The expected cost for delivering a message has several components. A relay that accepts the message from the source always incurs a reception cost C r . This is a fixed energy cost for receiving the message from the source. The relay will then store the message into its buffer and carry it until it is in radio range of the destination. We assume here that there is an incurred storage cost C s per unit time the message is stored in the buffer of the relay. Hence, the expected storage cost depends on the expected time it takes to reach the destination. Once the relay meets the destination, it can deliver the message. This incurs an additional transmission cost C d which is a fixed energy cost for transmitting the message to the destination. This cost is incurred if and only if the relay is the first one to deliver the message to the destination, in which case the relay gets the reward. If on the contrary, the message has already been delivered, the relay gets nothing but saves the transmission cost.
The payment mechanism we propose can be implemented as follows: to each relay it meets, the source gives an electronic cheque (or a promise of payment) worth the reward promised to this relay encrypted with the public-key of the destination. The relay that is the first to deliver the message also sends the e-cheque to the destination who then decrypts the e-cheque and sends it back to the relay. For the other relays, the destination does not decrypt the cheque. Therefore, the payments are made solely from the account of the source, and the destination determines who is the only one to get it.
The Role of Information
As should be apparent from the above discussion, the reward asked by a relay to the source depends both on the expected time it will take for the relay to reach the destination and on the probability of success it estimates at the time it meets the source. The latter represents the probability of this relay to be the first one to deliver the message. The crucial observation here is that this probability notably depends on the information given by the source to the relay. Intuitively, if a relay is told by the source that there are already many message copies in circulation, it will correctly infer that it has a higher risk of failure than if it was the first one to meet the source, and it will naturally ask for a higher reward. The source can of course choose not to disclose the information on the number of existing message copies, in which case relays estimate their success probabilities based solely on the time at which they meet the source and on the number of competitors. In that case, the first relay to meet the source will certainly underestimate its success probability, and again ask for a higher reward than if it was told it was the first one.
It is thus clear that the expected reward to be paid by the source depends on the information it gives to the relays. There are several feasible strategies for the source. We shall distinguish between static strategies and dynamic strategies. In static strategies, the type of information given to the relays is fixed in that it does not depend on the times at which the source meets the relays. We shall consider three static strategies:
full information: each relay is told by the source how many other relays have already received the message, and at what times, partial information: each relay is told by the source how many message copies there are in circulation, but the source does not reveal the age of these copies, no information: each relay is told nothing by the source; it only knows at what time it meets the source. In dynamic strategies, the source adapts the information it conveys on the fly as and when it meets the relays. In such a strategy, the decision to give full information, only partial information or no information at all to a relay depends on the contact times with previous relays.
Assumptions on Contact Processes
As mentioned before, the N relays are moving according to a given mobility model which is the same for all relays. This model represents the movement of relays, and how their location, velocity and acceleration change over time. However, rather than assuming a specific mobility model, we instead characterize the movements of relays solely through their contact processes with the source and the destination. Our main assumption here is that inter-contact times between a relay and the source (resp. destination) are independent and identically distributed (i:i:d:) random variables with finite first and second moments. In the following, we let T ðiÞ s (resp. T ðiÞ d ) be the random time between any two consecutive contacts between relay i and the source (resp. destination). We shall moreover assume that the random variables T ðiÞ s and T ðiÞ d are independent. Moreover, the relays are assumed to be homogeneous, that is, T ðiÞ s has the same distribution for all i and similarly T ðiÞ d has the same distribution for all i. Let T s (resp. T d ) be a generic random variable representing the random inter-contact time between a relay and the source (resp. destination). In addition, we shall assume that contacts between relays and any of the fixed nodes are instantaneous, i.e., that the duration of these contacts can be neglected.
Another assumption we make is that the nodes do not keep track of previous meeting instants with the other nodes. This assumption is important for the calculation of rewards because it implies that the source and a relay have the same information about the future meeting time of this relay with the destination. Hence, with any information the source gives to this relay both will compute the same reward. If this assumption were not satisfied, then the relay would have an additional piece of information in the time it last met the destination. Using this information its posterior probability of meeting the destination after picking up the packet would be different from the one computed by the source.
At this point, we make two important observations which hinge upon the previous assumptions of i.i.d. contact process and relays not keeping track of previous contacts:
For a given relay, the time instant at which the message is generated by the source can be seen as a random point in time with respect to the contact process of this relay with the source. Hence, the random time between the instant at which the message is generated and the instant at which the relay will meet the source corresponds to what is called the residual life of the inter-contact times distribution with the source in the language of renewal theory. In the sequel, we shall refer to this time as the residual inter-contact time with the source. Similarly, the time instant at which a given relay receives the message from the source can be considered as a random point in time with respect to the contact process of this relay with the destination. Hence, residual inter-contact time with the destination is given by the residual life of the inter-contact times distribution with the destination. Let F s ðxÞ ¼ PðT s > xÞ (resp. F d ðxÞ ¼ PðT d > xÞ) be the complementary cumulative distribution function of T s (resp. T d ). As a consequence of the above, the density functions of the residual inter-contact times with the source and the destination are given bỹ
respectively. We also note that the mean residual inter-contact times with the source and the destination are given by
Objectives
In the following, we adopt the point of view of the source and investigate the strategy it should follows in order to minimize the price to be paid for delivering a message. We first analyze the case of static strategies in Section 4, and then consider dynamic strategies in Section 5.
EXPECTED REWARD UNDER A STATIC STRATEGY
In this section, we assume that the source follows a static strategy, i.e., it does not adapt the information it conveys to as and when it meets the relays. More precisely, we consider the three following settings: (a) the source always gives full information to the relays, (b) it always gives only partial information to the relays or (c) it always gives no information at all to the relays. In the sequel, the superscript F (resp. P , N) will be used to denote quantities related to the full information (resp. partial information, no information) setting. Also, we shall use relay i and the ith relay interchangeably to refer to the relay that is the ith one to meet the source in chronological order.
Estimated Probability of Success
Let S i , i ¼ 1; . . . ; N, be the random time at which the source meets the ith relay. We denote by S the vector ðS 1 ; . . . ; S N Þ. In order to simplify notations, we shall write S Àn to denote the vector ðS 1 ; . . . ; S nÀ1 ; S nþ1 ; . . . ; S N Þ and S m:n to denote the vector ðS m ; . . . ; S n Þ. Similarly, for fixed s 1 ; s 2 ; . . . ; s N , we denote by s the vector ðs 1 ; s 2 ; . . . ; s N Þ. We shall also use the notations s Àn and s m:n with the same interpretation as for vectors of random variables.
Define p i ðsÞ as the (real) probability of success of the ith relay for the given vector s of contact times, that is the probability of this relay to be the first one to deliver the message.
Let also p ðkÞ i ðsÞ be the probability of success estimated under setting k by relay i when it meets the source. 2 Note that in general p ðkÞ i ðsÞ and p i ðsÞ are different. Indeed, the probability of success p i ðsÞ depends on all contact times. On the contrary, it is obvious that for i < N, p 
since the first relay obtains exactly the same information from the source in the partial information and in the full information settings. Finally, we note that
since in the full information setting, the last relay knows the contact times of all relays with the source.
Expected Cost for a Relay
Define V The first term in the net expected cost is the reception cost, which is always incurred. The second term represents the expected storage cost. It is directly proportional to the mean of the residual inter-contact time with the destination. The last term is the cost of transmitting the message to the destination which then gives the reward to the relay. This term enters into play only if relay i is the first one to reach the destination, which explains the factor p ðkÞ i ðsÞ.
Rewards Promised by the Source to Individual
Relays: General Inter-Contact Times
Relay i will accept the message provided the proposed reward offsets its expected cost, that is, if R ðkÞ i ðsÞ is such that E½V ðkÞ i ðsÞ 0. Thus, the minimum reward that the source has to promise relay i is
Note that the reward asked by relay i depends on the information given by the source only through the estimated probability of success p 
With (5), it yields
While the reward promised to the relays in different information settings can be computed using the above equations, later we will give explicit expressions for these rewards for exponential inter-contact times which are observed in certain mobility models.
Before going to exponentially distributed inter-contact times, we present our main result, which holds for general inter-contact time distributions.
Expected Reward Paid by the Source
Until now, we have computed the reward the source should offer to each of the relays as a function of the time it meets them and the information offered to them. We now turn our attention to the expected reward paid by the source when the expectation is taken over all possible meeting times. This quantity can be thought of as the long-run average reward per message the source will have to pay if it sends a large number of messages (and assuming that message generation occurs at a much slower time scale than that of the contact process).
The expected reward paid by the source under setting k can be obtained by unconditioning (6) on S 1 ; . . . ; S N , 
With (7), (8) and (9), we obtain the expected reward paid by the source in terms of the probabilities of success estimated by the relays,
From the probability of success estimated by the relays in the three settings, we can prove that the expected reward to be paid by the source for delivering its message is the same in all three settings, as stated in Theorem 1. Theorem 1. The expected reward to be paid by the source under setting k 2 fF; P; Ng is
Proof. See [22] for proof. t u Remark 1. We note that our result can be adapted to the case when the inter-contact times distributions are different for different relays. In that case one needs to replace (9) by the equivalent density computed using the BapatBeg theorem [23] for the order statistics of independent but not necessarily identically distributed random variables. This formula is quite complicated to use in practice.
Moreover, if we assume heterogeneous inter-contact times, it means that each relay has the knowledge of the inter-contact time distribution of all the other relays. In practice, however, the assumption that every relay has this knowledge may not be realistic.
Theorem 1 shows that if the source does not adapt the information it gives, the expected reward it will have to pay remains the same irrespective of the information it conveys. We also note that the expected reward grows linearly with the number of relays.
The result in Theorem 1 has the following intuitive explanation. It says that the expected reward paid by the source is equal to expected total cost incurred by all the relays in the process of delivering the message. Each relay accepts and stores the message until it meets the destination, and incurs a cost of C 2 ¼ C r þ C s E½T d in the process. Since there are N relays which carry the message, the expected total cost for carrying the message is NC 2 . Of these N, one relay will be successful in delivering the message and will incur an additional delivery cost of C 1 ¼ C d . Thus, the expected total cost incurred by the relays is C 1 þ NC 2 . Since on the long run the relays make neither a profit nor a loss, the expected total costs incurred by the relays should be offset by the reward paid by the source, which explains the result in Theorem 1. What is less intuitive though is that the expected reward paid does not depend on the type of information given to the relays.
Rewards Promised by the Source to Individual
Relays: Exponential Inter-Contact Times
Let us assume that the inter-contact times between a relay and the source (resp. destination) follows an exponential distribution with rate (resp. m).
We shall first compute the probability of success of each of the relays given all the contact times, and then use this expression to compute the probability of success of each of the relays in the three information settings. The rewards to be promised to relays can then be computed using (5). Proposition 1. For a given vector s ¼ ðs 1 ; . . . ; s N Þ, the success probability of nth relay is,
Proof. Consider relay n that met the source at time s n and first compute its probability to deliver the message to the destination for each time interval ðs i ; s iþ1 , n i < N. The probability that a relay does not meet the destination in ðs i ; s iþ1 is e Àmðs iþ1 Às i Þ , and the probability that the nth relay will be the first one to meet the destination in ðs i ; s iþ1 among i relays that have the message at time s i , is 1Àðe Àmðs iþ1 Às i Þ Þ i i . Next, take into account the probability that none of the relays that received the message before time s i have not yet meet the destination, which is Q i j¼1 e Àmðs i Às j Þ .
The probability of success of the nth relay is then the sum of success probabilities in each interval ðs i ; s iþ1 , i ! n, p n ðsÞ ¼
t u
Next, for each setting k 2 fF; P; Ng, we compute the success probability, p ðkÞ i , estimated by relay i when it receives the message from the source.
Full Information Case
Proposition 2. For given times s ¼ ðs 1 ; . . . ; s n Þ, nth relay computes its probability of success as 
Proof. The formal proof involves unconditioning the probability in (12) on the meeting times of the subsequent relays with the source, and is given in the research report [22] which accompanies this paper. Here we give a sketch of the proof which summarizes the main steps. Let S j (resp. Y j ) be a random time at which jth relay meets the source (resp. destination). Note that S j ; . . . ; S N and Y 1 ; . . . ; Y jÀ1 are independent 8j ! 2.
Recall that for independent exponential random variables X 1 ; . . . ; X n with respective parameters 1 ; . . . ; n , the probability that the minimum is X i is i =ð 1 þ Á Á Á þ n Þ.
Consider relay n that met the source at time s n . For j > n, the probability that S j is the minimum from random variables S j ; . . . ; S N and Y 1 ; . . . ; Y jÀ1 is =ððN À j þ 1Þ þ ðj À 1ÞmÞ; which essentially means that random time S j will be the first to occur among the random variables S j ; . . . ; S N of meeting times with the source and that none of j À 1 relays will not meet the destination before S j happens.
For i > n, the product
represents probability that S i is the minimum from S i ; Y 1 ; . . . ; Y iÀ1 where S nþ1 < Á Á Á < S i . This means that after time s n and before time S i occurs no relay has yet met the destination. For i ! n, the probability that Y n is the minimum from S iþ1 ; . . . ; S N ;
that means that nth relay will be the first to deliver the message before time S iþ1 . Thus, probability that nth relay will deliver the message to the destination in time interval ðs i ; s iþ1 , n i < N is,
and by summing over the subsequent relays one obtains probability that after time s n , nth relay will be the first to deliver the message, that is,
The probability that none of the relays that received the message before time s n did not yet meet the destination is Q nÀ1 k¼1 e ÀmðsnÀs k Þ . With this and (18), we obtain the success probability of nth relay given times s 1 ; . . . ; s n , Proof. The probability that after time s n , the nth relay is the first one to deliver the message to the destination is given by (18) . Consider a relay that received the copy of the message before time s n . For 6 ¼ m, the probability that the relay does not meet the destination before s n is 
Then the probability that none of the n À 1 relays that received the message before time s n did not deliver it to the destination before s n is À m e Àmsn À e Àsn 1 À e Às n nÀ1 ; for 6 ¼ m:
The product of this probability with the probability (18) that after time s n , nth relay is the first one to deliver the message to the destination, gives the claimed result. Similarly reasoning, the claimed result for ¼ m is obtained after substituting instead of m in (18) 
No Information Case
Proposition 4. Given only the time s n , the nth relay computes its success probability as (25)
Proof. Consider the relay n that meets the source at time s n and informed only this meeting time and not the number of already existing copies of the message. The probability that any relay does not meet the source before time s n is e Às n and that it meets the source is 1 À e Às n . Then the nth relay can compute its probability of success as 
t u Thus, the source when it meets a relay can compute the reward it should promise to this relay within each setting based on the corresponding success probability estimated by the relay.
ADAPTIVE STRATEGY
The analysis in the previous section shows that as long as the information given to all the relays is of the same type, the source has to pay the same reward. Could the source do better by changing the type of information it gives to relays based on when it meets them? We show in this section that the source can indeed reduce the expected reward it pays if it can adapt the type of information dynamically. Consider the following situation in which the source encounters the second relay a long time after it encountered the first one. If the source discloses the time when it met the first relay to the second one, then the second relay will correctly compute its probability of success to be small and will ask for a high reward. If instead the source were not to disclose this information, then the probability of success computed by the relay would be higher and the source could propose a lower reward. Thus, source stands to gain by changing the type of information based on the time instants it encounters the relays.
In this section we shall investigate the benefits that an adaptive strategy can procure for the source, and bring to light certain structural properties concerning of the optimal adaptive strategy for some particular cases of the model. We emphasize that our goal is not to propose such an unfair scheme. Our goal is rather to point out that, since it is in the interest of the source to adapt the information it gives (or even worst in lying), this will certainly occur in practice, which suggests that relays should react to the information provided by the source, thereby leading to a complex stochastic game between the relays and the source. Given the complexity of this game, its analysis is left as future work.
A key assumption we shall make in the analysis of the adaptive strategy is that the relays do not react to the fact that the source is adapting its strategy. A relay will compute its success probability based only on its contact time with the source and additional information, if any, received from the source. In practice, if the relay knows that the source will adapt its strategy as a function of time, then the relay will also react accordingly, to which the source will react, and so on ad infinitum. As a first approximation, we shall restrict the analysis of the adaptive strategy assuming that the relays are naive.
Adaptive versus Static Strategies
We shall first give bounds on the expected reward paid by the source when it uses the adaptive strategy.
Let R ðAÞ denote the expected reward paid by the source when it uses the adaptive strategy. The decision of the source to either give or not information to a relay it meets will depend upon the reward it has to propose in each of the three settings. The source when it meets a relay can compute the reward it should promise to this relay within each setting based on the corresponding success probability estimated by the relay and then to choose the setting of least reward to be paid to this relay. That is,
From the definition of the adaptive strategy, it can do no worse than any static strategy which gives an upper bound. Also, the source has to pay at least C 1 þ C 2 because this is the average cost when there is only one relay, which gives a lower bound. It follows that
Corollary 2.
N . By using an adaptive strategy the source can reduce its expenses at most by a factor of 1=N.
The advantage the source can get from the adaptive strategy can be seen from the numerical results shown in Fig. 1 in which R ðAÞ is plotted as a function of for N ¼ 5, m ¼ 1, 
Àg Þ, for some constant g, but we are unable to prove this result.
The exact analytical expression of R ðAÞ is difficult to compute unlike the expression for R ðkÞ . Nonetheless, we shall
give some structural properties of the adaptive strategy. In particular, for N ¼ 2, it will be shown that the adaptive strategy is of threshold type in which the second relay is given either full information or no information depending on how late it meets the source after the first one.
Two Relays, Decreasing Density Function of Inter-Contact Times
Let us consider a network of a fixed single source, a fixed single destination, and two relays with an underlying mobility model described in the Section 3.2. Further assume that densities of residual inter-contact times,f s andf d , are decreasing functions. In order to establish the structure of the adaptive strategy, one needs to determine which information setting has the lowest reward at any given instant. The reward of a given setting depends in turn on the probability of success estimated by the relay based on the information given by source (see (5)). For the comparison of the rewards, we shall need a few results on the probabilities of success, which we give now.
Lemma 1.

1)
p 2 ðsÞ 1 2 p 1 ðsÞ;
2) for fixed s 2 , p 1 ðs 1 ; s 2 Þ decreases (p 2 ðs 1 ; s 2 Þ increases) with s 1 .
Proof. See [22] . t u
The above result states that the real probability of success of the first relay decreases when its meeting time with the source gets closer to that of the second relay. It gives a similar monotonicity result for the probability of success of the second relay. The assumption of decreasing density function comes into play in the proof of these results.
The next lemmas show similar inequalities for the success probabilities in the full information setting and the partial information setting. 
Proof. The first inequality follows from Lemma 1 and equality (3) . For the second inequality, note that the probability of success of the first relay in the full information setting can be represented as follows,
(30) Fig. 1 . Expected reward paid by the source for the adaptive strategy.
Using 
where the inequality follows from Lemma 2 according to which p ðF Þ 2
1=2. t u
We now proceed to the main results on the comparison of the rewards in various information settings. The first result shows that it is always beneficial for the source to give information to the first relay independently of s 1 . The probability,
Proposition 6.
where the last inequality follows from (32). t u
The next result pertains to the reward the source should propose to the second relay. 
Proof. The success probability of the second relay in the no information setting, p
with S 1 being the random time when the source gives the copy of the message to the first relay it meets. With (32), the following inequality holds,
and the statement of the proposition follows. t u Proposition 7 says that between the choice of informing a relay that it is the second one and not giving this information, it is better for the source not to give this information.
Before proceeding to the next result, we prove another lemma.
Lemma 4. p ðNÞ ðsÞ decreases with s.
Proof. The probability of success
ðzÞdz represents the complementary cumulative distribution function of the residual intercontact time with the destination. The second term on the right-hand side is thus the probability that the other relay is successful. The derivative of p ðNÞ ðsÞ with respect to s is then dp ðNÞ ðsÞ
Until now we have shown that it is optimal to give full information to the first relay, and for the second relay giving no information is always better that giving partial information. We now compare the settings of no information with that of full information.
Our main result for this section, stated in Theorem 2 shows that there is a threshold, which depends on the meeting time with the first relay, before which it is optimal to give full information to the second relay and beyond which it is optimal to give no information. Once, the source meets the first relay, it can compute this threshold, and based on when it meets the second relay decide to give or not the information.
Define the difference of the success probabilities as a function of s 1 and s 2 ,
Then for the source, it will be better to give information when gðs 1 ; s 2 Þ < 0. Proof. See [22] for proof. t u
We give some consequences of the above theorem. If the source met the first relay at s 1 u 1 , then irrespective of the time instant at which it meets the second relay, it should not give any information to the second relay. On the other hand, if s 1 ! u 1 , then the strategy of the source should be of threshold type: if it meets the second relay before s 1 þ vðs 1 Þ, then it should give full information, otherwise it should not give any information.
Two Relays, Exponentially Distributed
Inter-Contact Times For > m, there exists a u 2 ! u 1 such that 1) if 0 s 1 u 1 , then gðs 1 ; s 1 þ vÞ ! 0, 8v ! 0; 2) if s 1 ! u 2 , then gðs 1 ; s 1 þ vÞ < 0, 8v ! 0; 3) if u 1 < s 1 < u 2 , then a) gðs 1 ; s 2 Þ < 0, 8s 2 2 ½s 1 ; s 1 þ vðs 1 ÞÞ; b) gðs 1 ; s 2 Þ > 0, 8s 2 2 ðs 1 þ vðs 1 Þ; 1Þ; where
For m, 1) if 0 s 1 u 1 , then gðs 1 ; s 1 þ vÞ ! 0, 8v ! 0; 2) if u 1 < s 1 < 1, then a) gðs 1 ; s 1 þ vÞ < 0, 8s 2 2 ½s 1 ; s 1 þ vðs 1 ÞÞ; b) gðs 1 ; s 1 þ vÞ > 0, 8s 2 2 ðs 1 þ vðs 1 Þ; 1Þ; Moreover, v is an increasing and convex function.
For > m, the threshold vðs 1 Þ becomes infinity for s 1 ! u 2 . So, the adaptive strategy is of following form: if s 1 < u 1 , then give no information to the second relay irrespective of when it meets the source. On the other hand, if s 1 > u 2 , then give full information to the second relay irrespective of s 2 . For u 1 < s 1 < u 2 , give full information if s 2 < s 1 þ vðs 1 Þ, otherwise do not give any information. The adaptive strategy in Proposition 8 is illustrated in Fig. 2 .
The other case m is similar with the difference that u 2 ¼ 1. For any s 1 there will always be some values of s 2 when the source will not give information to the second relay.
SIMULATIONS
The simulations have been performed on ONE (Opportunistic Network Environment) simulator [25] , which is a discrete event simulator written in Java. This simulator combines mobility modeling, DTN routing and visualization in one package that is easily extensible and provides a rich set of reporting and analyzing modules.
Two types of mobility traces were used in the simulations: (i) synthetic traces generated using the random waypoint model; and (ii) real traces in the city of Helsinki which are available in the ONE simulator. The traces served several purposes. First, they are used to compute the intercontact time distributions. For the analysis, we compute the mean of the inter-contact time distribution with the destination which gives the term C 2 needed in the analytical computation of the expected reward C 1 þ NC 2 . In the simulations, the traces give us the meeting times of the relays with the source. When the source meets a relay, it uses the inter-contact time distributions to compute the probability of success estimated by the relay given the information setting. The reward that the source promises to the relay is deduced from this probability. Finally, the traces also provide the meeting times with the destination in order to determine which relay in the simulation gets the reward.
Synthetic Traces
For the purpose of simulations in this section, the mobility traces were generated using the random waypoint model which is commonly used in research community. The description of the model used in the simulations is as follows: N ¼ 10 relays, each with a range of 10 m, are initially spread in the simulation area of 2;500 m Â 2;500 m. A mobile node selects a new target point in the simulation area and moves towards it at a speed chosen uniformly in the range ½1; 13:9 m/s. After it arrives to the target point, the mobile node pauses for a random time drawn uniformly from the interval ½0; 100 s and then starts the process again. We collected inter-contact time traces over roughly 800 weeks. Using these traces, we computed the inter-contact time distribution, which is then used by the source and the relays to compute the promised reward to each relay.
Every 20 hours, the source generates a message. This period of 20 hours will be called a time-slot. The simulation time of 800 weeks then corresponds to roughly 6;000 slots. In Fig. 3 we plot the empirical average of the reward paid by the source as a function of the time-slot for the three static settings as well as for the adaptive setting. This empirical average at time-slot t, EðtÞ, is calculated as follows:
RðiÞ;
where RðiÞ is the reward paid by the source for the message generated in time-slot i. The results show that the analytical results fit the simulation results very well. There is a slight discrepancy between the simulation and the analytical results due to a small amount of inhomogeneity in the inter-contact time distributions of relays. We now look at the reward and the energy and storage cost from the point of view of a relay. For this purpose, we tag a relay chosen arbitrarily among the 10 relays, and plot its empirical average of the reward paid by the source as well its expected cost as a function of the time-slot in Fig. 4 . We observe that the reward paid by the source in the three settings offsets the expected cost of that relay as was predicted by the analytical model. Now, we investigate the effect of non exponential distribution of inter-contact times. We mentioned in the Section 4.3 that only the exponential distribution gives rise to closed-form expression of the probability of success in the three information settings. In Fig. 5 we evaluate the robustness of our proposed reward mechanism when the source and relays compute the reward using the exponential distribution but the inter-contact times between relays and the source or destination follow a two-phase hyper-exponential distribution. Here, the hyper-exponential distribution is the mixture of two exponential distributions with parameters 1 ¼ 0:025, 2 ¼ 0:0176 and p 1 ¼ 0:5. The same distribution is considered for inter-contact times between the destination and relays with parameters m 1 ¼ 0:062, m 2 ¼ 0:0461 and p 1 ¼ 0:5. We observe that our reward mechanism is relatively insensitive to changes in variance since the hyper-exponential has higher variance than the exponential distribution with equal mean.
Real Traces
For the last simulation scenario, the inter-contact times are obtained from real traces available in the ONE simulator which uses it as the input to move the simulated nodes [25] , [26] . This scenario constraints node movement to predefined paths and routes derived from the real map of Helsinki. Here we consider a source-destination stop pair for transport bus services inside the area of Helsinki where the network area is 10 Â 8 km and the transmission range of buses is 20 m. From real data traces, we collected intercontact time traces over four weeks for four buses having pre-determined routes from the source stop to the destination stop. As in the hyper-exponential scenario, the source and relays (buses) compute the probability of success using exponential distribution while the movement of nodes is computed using the map-based mobility. In Fig. 6 we illustrate the density of inter-contact time for a bus with the source and the destination, which can be seen to be nonexponential. The simulation results for the empirical average reward paid by the source as a function of time is shown in Fig. 7 for N ¼ 2 relays and in Fig. 8 for N ¼ 4 relays. These results show clearly that the analytical results fit the simulation results very well even though the expected reward proposed by the source to a meeting relay is computed using exponential distribution.
CONCLUSION AND FUTURE WORK
In this paper we proposed a reward mechanism to incentivise relays to sacrifice their memory and battery on DTNs relaying operation. The reward proposed to a relay is the minimum amount that offsets the expected delivery cost, as estimated by the relay from the information given by the source. We first showed that the expected reward paid by the source remains the same irrespective of the information it conveys, ranging from full state information to no information. We also studied the dynamic case in which the source can unfairly change the information that it conveys on the fly as and when it meets the relays. We briefly discuss below the main assumptions adopted to yield a tractable model and describe possible extensions.
Mobility pattern: One of the major strengths of our results is that they hold for general mobility models, provided that the mobile nodes are homogeneous in terms of mobility parameters and that inter-contact times between a relay and both the source and the destination are independent. Our simulation results on synthetic and real traces prove that our results are still applicable if there are mild correlations between contact times. In future works, we intend to extend our results to the case when there are several classes of mobile nodes (e.g., pedestrians, buses, etc.) with different inter-contact time distributions.
Buffer management: In our model we consider only one source-destination pair that generates packet. For several source-destination pairs, node buffers may well overflow if no message discarding policy is adopted. In the future, we intend to study intentional drop policies in the framework of our reward-based mechanism. Ecole Nationale de l'Aviation Civile, ENAC, Toulouse. Her research interests include gametheoretic modelling, graph theory and complex networks, and also probability, statistics, and stochastic modeling.
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