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Abstract
The propagation of travelling waves is a relevant physical phenomenon. As usual the under-
standing of a real propagating wave depends upon a correct formulation of a idealized model.
Discontinuous functions, Dirac-δ measures and their distributional derivatives are, respectively, ide-
alizations of sharp jumps, localized high peaks and single sharp localised oscillations. In the present
paper we study the propagation of distributional travelling waves for Burgers inviscid equation. This
will be afforded by our theory of distributional products, and is based on a rigorous and consistent
concept of solution we have introduced in [C.O.R. Sarrico, Distributional products and global so-
lutions for nonconservative inviscid Burgers equation, J. Math. Anal. Appl. 281 (2003) 641–656].
Our approach exhibit Dirac-δ travelling solitons (they are just the “infinitesimal narrow solitons”
of Maslov, Omel’yanov and Tsupin [V.P. Maslov, O.A. Omel’yanov, Asymptotic soliton-form so-
lutions of equations with small dispersion, Russian Math. Surveys 36 (1981) 73–149; V.P. Maslov,
V.A. Tsupin, Necessary conditions for the existence of infinitely narrow solitons in gas dynamics,
Soviet Phys. Dokl. 24 (1979) 354–356]) and also solutions which are not measures such as for in-
stance u(x, t) = b + δ′(x − bt), a wave of constant speed b. Moreover, for signals with two jump
discontinuities we have, in our setting, the propagation of more solitons and more values for the
signal speed are allowed than those afforded within classical framework.
© 2005 Elsevier Inc. All rights reserved.
✩ The present research was partially supported by FCT (Fundação para a Ciência e Tecnologia), program POCTI
(Portugal/FEDER-EU).
E-mail address: csarrico@ptmat.fc.ul.pt.0022-247X/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2005.06.037
C.O.R. Sarrico / J. Math. Anal. Appl. 317 (2006) 496–509 497Keywords: Products of distributions; Nonconservative Burgers equation; Delta-solitons; Delta-waves;
Propagation of distributional signals
1. Introduction
The equation
ut + φx = F (1.1)
(where x stands for the spatial variable, one-dimensional in this text, t  0 is the time
variable, u(x, t) denotes the physical state, φ denotes the flux and F is a source term) can
be considered a conservation law coupled with a source term.
It is well known that in certain physical models we have to consider the source term
as a distribution varying in time. Leveque [6] considers moving source terms of type
F(x, t) = kδ(x − γ (t)), where δ stands for the Dirac measure concentrated at zero and
γ ′(t) is the speed of the source term with flux k. If γ (t) = x0 is constant, we obtain
F(x, t) = kδ(x − x0) a particular case very easy to interpret as a model of traffic flow
in a one-lane highway with a single on-ramp at x = x0.
With the goal of defining a rigorous and consistent concept of solution for (1.1), where
F is a distribution varying with time, we have begun to consider in [14] an important
particular case: the nonconservative Burgers equation
ut + uux = 0 (1.2)
proposed by Burgers [2], Cole [3] and Hopf [5]. This equation is almost certainly the sim-
plest model of turbulence. It is interesting to stress that from a variational viewpoint, Burg-
ers equation appears naturally in its nonconservative form. This fact leads to a problematic
situation concerning weak solutions in that, distributional products appear as afforded by
the term uux .
With the help of our theory of distributional products, we have introduced in [14] the
concept of a global α-solution as a consistent extension of the concept of global classical
solution. We have obtained a jump condition which generalises the well-known Rankine–
Hugoniot condition and we have exhibited several global α-solutions of (1.2) that cannot
be obtained within the classical framework.
The use of distributional products has a long history and has provided interesting results
in several situations concerning partial differential equations (see [11] and the references
given there). In many questions the nondeterminancy of the product plays an essential role
(see [1,4,7,14], for instance).
In the present paper we prove the existence of infinitely many travelling waves of
(1.2) (comprehensive of Maslov, Omel’yanov and Tsupin’s “infinitesimal narrow solitons”)
which are impossible to consider within the classical theory and are needed for further de-
velopments (for instance, to extend this theory to flux other than φ = 12u2). Moreover,
travelling waves of (1.2) which are not measures are exhibited.
Let us summarize the contents of the paper. In Sections 2 and 3 we explain how to
compute products of distributions and what we call a global α-solution for (1.2).
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cording to Burgers equation) of a signal defined by a distribution T ∈D′.
In Section 5 we analyse the propagation of signals which are functions having one jump-
discontinuity. Here, our approach gives exactly the same result afforded by the classical
approach to the conservative Burgers equation
ut +
(
1
2
u2
)
x
= 0 (1.3)
in terms of the concept of weak solution, namely we get the Rankine–Hugoniot condition.
In Section 6 we consider the propagation of strongly singular signals. For instance,
signals with the shape T = β + mδ′ (whenever m ∈ R, m = 0, β ∈ C2(R) and δ′ stands
for the derivative of the Dirac measure) propagate according to (1.2) if and only if β = b
is a constant function and the signal speed is b. This means that u(x, t) = b + δ′(x − bt) is
a global α-solution of (1.2): it appears that the signal shape and its speed are related.
The propagation of signals which are functions having two jump-discontinuities is taken
up in Section 7. In this case, our approach gives more solitons than those furnished by the
classical setting, allowing in certain cases more possible values for the signal speed.
2. The product of distributions
In this section we give only some formulas from our theory of distributional product
which are of interest for the sequel. The reader can obtain a general view of the ideas of
this theory in [14]. The details are given in [12,13].
LetD be the space of indefinitely differentiable complex functions defined on RN (N =
1,2,3, . . .) with compact support, D′ the space of distributions and α ∈D with ∫ α = 1. In
our theory of products we can compute the α-product T 
α
S of T ∈ D′ by S ∈ D′ by the
formula
T 
α
S = (T  αˇ)S, (2.1)
where αˇ(t) = α(−t) for all t ∈ RN . We stress that the factor T  αˇ is not an approximation
of T ; this formula is an exact result.
In general, this α-product is neither commutative nor associative, but it is bilinear, has
a left unit element (the constant function taking the value 1 seen as a distribution), and
satisfies the Leibnitz rule for the derivative of the product
Dk(T 
α
S) = (DkT )
α
S + T 
α
(DkS),
where Dk is the usual kth-partial derivative operator in distributional sense (k =
1,2, . . . ,N ).
Moreover, this product is invariant for translations, and also for the action of any group
G of unimodular transformations (linear transformations h :RN → RN with |deth| = 1)
which leaves α invariant. It is not generally consistent with the classical Schwartz products
[15] of distributions and functions.
When this consistence is important, as in the sequel, we can single out certain subspaces
and define modified α-products. In what follows two kinds of those modified α-products
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be noted by the single symbol Tα˙S because they are mutually consistent.
The first one, that will be called basic α-products can be computed by the formula
Tα˙S = Tβ + T 
α
f = Tβ + (T ∗ αˇ)f (2.2)
for T ∈ D′p and S = β + f ∈ Cp ⊕D′μ, where p ∈ {0,1,2, . . . ,∞}, D′μ is the space of
complex distributions defined on RN whose support has Lebesgue measure zero,D′p is the
space of distributions of order  p in the sense of Schwartz and Tβ is the usual Schwartz
product of a D′p distribution by a Cp-function (D′∞ means D′). In dimension one, for α
even (as we will suppose in all what follows), we have two meaningful instances:
δα˙δ = δα˙(0 + δ) = (δ ∗ αˇ)δ = αˇδ = αδ = α(0)δ,
Hα˙δ = (H ∗ αˇ)δ =
( +∞∫
−∞
α(x − τ)H(τ)dτ
)
δ(x) =
( +∞∫
−∞
α(−τ)H(τ)dτ
)
δ = 1
2
δ
for each α; here H stands for the Heaviside function. The following examples of basic
α-products will be used in this paper.
Example 2.1. Let T = z1 + z2H with z1, z2 ∈ C. Then T ∈ D′0, DT = z2δ ∈ C0 ⊕ D′μ
and we may compute
Tα˙DT =
{[z1 + z2H ] ∗ α}z2δ = z1z2δ + z22 12δ = z2
(
z1 + z22
)
δ.
Example 2.2. Let T = z1 + z2H + z3τbH with z1, z2, z3 ∈ C and b ∈ R (τb is the usual
transaction operator defined by b ∈ R in the sense of distributions). Then T ∈D′0, DT =
z2δ + z3τbδ ∈ C0 ⊕D′μ and we can compute
Tα˙DT =
[
(z1 + z2H + z3τbH) ∗ α
][z2δ + z3τbδ].
Setting
A(x) = (H ∗ α)(x) =
+∞∫
0
α(x − t)dt,
we have
Tα˙DT = [z1 + z2A + z3τbA][z2δ + z3τbδ]
= z1z2δ + z1z3τbδ + z22Aδ + z2z3Aτbδ + z3z2(τbA)δ + z23(τbA)(τbδ)
= [z1z2 + z22A(0) + z3z2(τbA)(0)]δ + [z1z3 + z2z3A(b) + z23(τbA)(b)]τbδ
= z2
[
z1 + 12z2 + z3(τbA)(0)
]
δ + z3
[
z1 + z2A(b) + z3 12
]
(τbδ).
The second kind of modified α-products can be computed by the formula
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α
f, (2.3)
where T ∈ D′−1, the space of distributions T ∈ D′ such that DT is in D′0 (locally, in
dimension one, T is a function of bounded variation), S = w +f ∈ L1loc ⊕D′μ and F ∈ C0
is such that DF = W .
In [14] we have proved that Tα˙S as given by (2.3) is independent of the function F such
that DF = W . For instance, let F :R → R be defined by F(x) = x for x  0 and F(x) = 0
for x < 0. Then F ∈ C0(R), DF = H and we can compute Hα˙H because H ∈D′−1 and
H ∈ L1loc ⊕D′μ. We have by (2.3),
Hα˙H = D(HF) − (DH)F + H 
α
0 = DF − δF = H − 0 = H,
for each α, in a good agreement with the fact that H is a characteristic function.
In Section 5 we will apply the following localization theorem.
Theorem 2.1. Let T ,S be such that T ∈D′−1 and S ∈ L1loc ⊕D′μ. Let Ω be an open subset
of R such that the restriction of S to Ω , SΩ , is a continuous function. Then
(Tα˙S)Ω = TΩSΩ.
(The notation TΩ will always stand for the restriction of a distribution T to an open
set Ω .)
Proof. Setting S = W + f ∈ L1loc ⊕D′μ, we have
Tα˙S = D(T F) − (DT )F + (T ∗ α)f,
where F ∈ C0(R) is such that DF = W . Since fΩ = 0, by restriction of this relation to Ω
we deduce
(Tα˙S)Ω = D(TΩFΩ) − (DTΩ)FΩ + (T ∗ α)ΩfΩ
= TΩ(DFΩ) = TΩWΩ = TΩSΩ. 
Note: In general, the α-products cannot be completely localized. This is clear if we
observe that supp(Tα˙S) ⊂ supp(S) as for usual functions, but sometimes it may happen
that supp(Tα˙S) ⊂ supp(T )! Indeed, we have
(τaδ)α˙(τbδ) =
[
(τaδ)  αˇ
]
(τbδ) = (τaα)(τbδ) =
[
(τaα)(b)
]
(τbδ) = α(b − a)τbδ.
Thus, in general the α-products are global products and when we apply them to differential
equations, the solutions are to be naturally viewed as global solutions.
At this point we have the formulas for distributional products which are of interest in
this paper; summing up, we introduce
Definition 2.2. We call the product of two distributions T ,S well defined when either there
exists α such that Tα˙S is a basic α-product, or else whenever we can apply (2.3).
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By a global classical solution of (1.2) we mean a continuously differentiable complex
function (x, t) → u(x, t) which satisfies (1.2) on R × [0,+∞[. We will denote by F the
space of continuously differentiable maps u˜ : [0,+∞[ →D′ for the usual topology of D′.
The notation [u˜(t)](x) is sometimes used in order to emphasize that the distribution u˜(t)
acts on functions ξ(x), ξ ∈D.
Lemma 3.1. Let T ∈D′, γ : [0,+∞[ → R of class C1 and u˜T : [0,+∞[ →D′ defined by
u˜T (t) = τγ (t)T . Then, for each t  0, we have that u˜T ∈F and
du˜T
dt
(t) = [τγ (t)DT ]
[−γ ′(t)]. (3.1)
Proof. It is sufficient to note that the function u˜T is the composition of the differentiable
functions t → γ (t) and s → τsT so that we can apply the theorem of the derivative of
composite functions. The result can also be checked directly by using test functions. 
We will adopt the same definition of global α-solution we have introduced in [14].
Definition 3.2. The map u˜ ∈ F is said to be a global α-solution of (1.2) if and only if, for
all t  0,
(a) u˜(t)α˙D[u˜(t)] is well defined (cf. Definition 2.2),
(b) du˜
dt
(t) + u˜(t)α˙D[u˜(t)] = 0. (3.2)
This definition sees Burgers equation as an evolution equation and it is straightforward
to conclude that
Theorem 3.3. If u is a global classical solution of (1.2) then, for any α, the map
u˜ : [0,+∞[ →D′ defined by [u˜(t)](x) = u(x, t) is a global α-solution of (1.2).
Theorem 3.4. If u :R × [0,+∞[ → C is a C1-function and u˜ : [0,+∞[ →D′ defined by
[u˜(t)](x) = u(x, t) is a global α-solution of (1.2) then u is a global classical solution
of (1.2).
4. The propagation of a signal T ∈D′ according to Burgers equation
We introduce the following definition for the sake of simplicity.
Definition 4.1. Let γ : [0,+∞[ → R be a C1-function. The signal T ∈ D′ is said to α-
propagate (according to (1.2)) with the movement γ (t) if and only if u˜T : [0,+∞[ → D′
defined by u˜T (t) = τγ (t)T is a global α-solution of (1.2).
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distribution. Then T α-propagates with the movement γ (t) if and only if the following
three conditions are satisfied:
(a) Tα˙DT is a well defined product,
(b) γ ′(t) = c is a constant function for all t  0,
(c) Tα˙DT = cDT . (4.1)
Proof. Let us suppose that T propagates with the α-movement γ (t). Then u˜T is a global
α-solution of (1.2) and conditions (a) and (b) of Definition 3.2 are satisfied for u˜ = u˜T .
Indeed, from (a) of Definition 3.2, we conclude that the product
(τγ (t)T )α˙
[
D(τγ (t)T )
] (4.2)
is well defined and from (b) we have, by applying Lemma 3.1,
τγ (t)(DT )
[−γ ′(t)]+ (τγ (t)T )α˙D(τγ (t)T ) = 0 (4.3)
for all t  0.
On the other hand, noting that a transaction of a well-defined product is always well
defined (α-products are invariant for transactions), we conclude that the product
Tα˙DT = τ−γ (t)
[
(τγ (t)T )α˙D(τγ (t)T )
]
is also well defined and (a) follows. Also from (4.3) we have that, for all t  0,
τγ (t)
[
(DT )
[−γ ′(t)]+ Tα˙(DT )]= 0, (4.4)
and so
(DT )
[−γ ′(t)]+ Tα˙(DT ) = 0,
which is equivalent to
(DT )γ ′(t) = Tα˙DT . (4.5)
Since the right-hand side of this identity does not depend on t , condition (b) follows. Set-
ting γ ′(t) = c in (4.5), condition (c) follows.
Conversely, if (a)–(c) are satisfied, from (a) we conclude that the product (4.2) is well
defined because
(τγ (t)T )α˙
[
D(τγ (t)T )
]= τγ (t)(Tα˙DT ).
From (b) and (c) we conclude that (4.4) is satisfied and so is also (4.3). This means that T
α-propagates with the movement γ (t). 
5. The propagation of signals that are functions with one jump-discontinuity
Let us consider signals with the shape T = β1 + (β2 − β1)τaH , where β1, β2 :R → C
are C1-functions and a ∈ R.
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R such that TΩ ∈ C1. Then if T α-propagates with the movement γ (t), the restriction of T
to Ω , TΩ , is constant.
Proof. By assumption and Theorem 4.2, we have Tα˙DT = cDT , where c is a constant.
By restriction of this equality to Ω , we can write, thanks to Theorem 2.1,
TΩ(DT )Ω = c(DT )Ω. (5.1)
We will see that this equality implies that TΩ is constant. Indeed, if TΩ was not constant,
there would exists x0 ∈ Ω such that (DT )Ω(x0) = 0, and since (DT )Ω is continuous there
would exist an open interval I ⊂ Ω , with x0 ∈ I , such that (DT )I (x) = 0 for all x ∈ I .
Then we would have, by restriction of (5.1) to I , that
(TI − c)(DT )I = 0. (5.2)
Since (DT )I = 0, TI = c follows, which is a contradiction. 
In particular, the above lemma implies the well-known result according to which any
classical travelling wave for Eq. (1.2) is necessarily a constant function.
Theorem 5.2. Let β1, β2 :R → C be C1-functions and a ∈ R. Then the signal
T = β1 + (β2 − β1)τaH, (5.3)
supposed not continuous at a, α-propagates with the movement γ (t) if and only if β1 = b1
and β2 = b2 are constant functions respectively on I1 = ]−∞, a[ and I2 = ]a,+∞[ and
the signal speed is
γ ′(t) = b1 + b2
2
. (5.4)
Proof. First we note that there is no loss of generality if we assume that a = 0 since it is
easy to see, by Theorem 4.2, that if the signal T ∈ D′ α-propagates with the movement
γ (t), then for any a ∈ R the signal τaT also α-propagates with the same movement γ (t).
So, let us suppose that
T = β1 + (β2 − β1)H (5.5)
α-propagates with the movement γ (t). Applying Lemma 5.1 to the intervals I1 = ]−∞,0]
and I2 = ]0,+∞[, we conclude that β1 = b1 on I1 and β2 = b2 on I2, for some constants
b1 and b2. Then we can write (5.5) in the form
T = b1 + (b2 − b1)H.
Applying Theorem 4.2, we conclude that γ ′(t) = c and Tα˙DT = cDT . So, by Exam-
ple 2.1, we can write
(b2 − b1)b1 + b22 δ = c(b1 − b2)δ (5.6)
and (5.4) follows, since b1 = b2.
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have (5.4). Then we have (5.6) and Tα˙DT = cDT with c = (b1 + b2)/2. Then, by Theo-
rem 4.2, T α-propagates with the movement γ (t). 
It is interesting to note that, in the context of the above theorem, the movement γ (t) is
independent of α.
Let us denote by Σ the subspace of F whose elements u˜ satisfy, for each t  0,
u˜(t) ∈ L1loc; we may identify Σ with a space of functions of two variables x, t (applying
an usual abuse of language). The function corresponding to u˜ will be denoted by u(x, t).
Thus, we may write the inclusions
C1
(
R × [0,+∞[)⊂ Σ ⊂F .
Then, if we identify τγ (t)T (with T given by (5.3)) with the corresponding function in Σ
and if we consider this one as a global weak solution of the conservative Burgers equation
(1.3), we obtain exactly the result of Theorem 5.2. Recall that condition (5.4) is the well-
known Rankine–Hugoniot condition for this case.
6. The propagation of strongly singular signals
Now, consider signals with the shape T = β + f where β ∈ Cp , f ∈D′pμ =D′p ∩D′μ
and p ∈ {0,1,2, . . . ,∞}. We have
Theorem 6.1. Let p ∈ {0,1,2, . . . ,∞}, T = β + f ∈ Cp+1 ⊕D′pμ and γ : [0,+∞[ → R
a C1-function. Then, if f = 0, the signal T α-propagates with the movement γ (t) if and
only if β = b is a constant function on R, the signal speed γ ′(t) = c is constant and
fα˙Df = (c − b)Df. (6.1)
If f = 0, the signal T α-propagates with the movement γ (t) if and only if β = b is a
constant function on R (in this case γ ′(t) = c is an arbitrary constant function).
Proof. Let us suppose that T α-propagates with the movement γ (t). Since DT =
Dβ + Df ∈ Cp ⊕D′μ, we can compute
Tα˙DT = (β + f )α˙(Dβ + Df ) = (β + f )Dβ +
[
(β + f ) ∗ α]Df
= β(Dβ) + f (Dβ) + [(β + f ) ∗ α]Df.
Applying Theorem 4.2, we have γ ′(t) = c, where c is a constant, and
β(Dβ) + f (Dβ) + [(β + f ) ∗ α]Df = c(Dβ + Df ).
As a consequence,
β(Dβ) − c(Dβ) = c(Df ) − f (Dβ) − [(β + f ) ∗ α)]Df.
Since the left-hand side of this equality is in Cp and the right-hand side is in D′μ, both
sides have to vanish. Thus we have
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and
c(Df ) − f (Dβ) − [(β + f ) ∗ α]Df = 0. (6.3)
Now we will see that (6.2) implies that β = b is a constant function. Indeed, if β was
not constant there would exist x0 ∈ R such that (Dβ)(x0) = 0. Since Dβ is continuous,
there would exist an open interval I of R, with x0 ∈ I , such that (Dβ)(x) = 0 for all x ∈ I .
Thus, by restriction of (6.2) to I we would conclude that
(βI − c)(DβI ) = 0; (6.4)
as DβI = 0, βI = c would follow, which is a contradiction.
Then, by (6.3) we have that
c(Df ) − [b + (f ∗ α)]Df = 0. (6.5)
If f = 0, this equation is satisfied for an arbitrary c, and this proves the last part of the
theorem. If f = 0, we have[
c − b − (f ∗ α)](Df ) = 0,
that is,
(f ∗ α)Df = (c − b)Df
and (6.1) follows. The converse is easy to verify if f = 0, by following backwards the
reasoning. If f = 0 it is trivial. 
Example 6.2. It is interesting to apply this theorem to the signal T = mδ, where m ∈ R
and m = 0. Since β = b = 0, f = mδ and p = 0, (6.1) turns out to be mα(0)(Dδ) = c(Dδ)
and it follows that c = mα(0). Thus we conclude that, for any α, the signal T = mδ
α-propagates with the movement γ (t) if and only if γ ′(t) = mα(0). Physically, this cor-
responds to a Dirac-delta wave on the real line with speed mα(0). The solution u(x, t) of
Burgers equation is often read as the velocity field of a particle on the x-axis, varying in
time. Then Burgers equation means the vanishing of the substantial derivative, i.e., the mo-
mentum conservation law. Instead, we can interpret the state variable u(x, t) as the density
of matter at x at a time t . Then the propagation of this wave corresponds to a propagation
of a distribution of mass in the real line reduced to a point not subjected to any influence.
This shows the necessity of the indeterminancy which underlies the distribution product;
in the situation above, the speed, although constant is physically arbitrary. Clearly, we have
the first Newton’s law.
We can also interpret this delta-wave as a delta-soliton; it is a remarkable fact that if its
speed is c = 0 then its shape T = mδ = c
α(0) δ depends on the speed c.
It is also easy to see that, for any α, the signal T = β + mδ, with β ∈ C1, α-propagates
with the movement γ (t) if and only if β = b is a constant function and the signal speed is
γ ′(t) = b + mα(0).
Recall that an infinitesimally narrow solution for Burgers equation (1.2) was first ob-
tained by Maslov, Omel’yanov and Tsupin [8,9] from the Korteweg–de Vries equation
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where ε = 0 is a real constant, by “approximation” (i.e., by letting ε → 0). It is easy to see
that all waves
uε(x, t) = u0 + A sech2
[
c
ε
(x − vt)
]
are classical solutions of (6.6), with u0, c, A and v constants. When ε → 0, uε(x, t) con-
verges to a function which is equal to u0 for x = vt and equal to u0 + A for x = vt . In our
approach this soliton is distributionally equal to the constant u0. Thus u(x, t) = mδ(x−vt)
with v = mα(0) is certainly the distributional version of the infinitesimally narrow soliton
of Maslov, Omel’yanov and Tsupin.
Infinitesimally narrow N -solitons have also been considered by Marco Nedeljkov [10]
associated with systems of conservation laws within the frame of Colombeau’s generali-
zed functions. Our viewpoint gives instead solitons directly as distributions according to
the usual mathematical translation of physical quantities and spectra.
Example 6.3. Let us examine the possibility of propagation of the signal T = β + m(Dδ)
where β ∈ C2 and m ∈ R with m = 0. By applying Theorem 6.1, we conclude that this
α-propagation is possible if and only if (c− b)(D2δ)+ 2mα′′(0)(Dδ) = 0, i.e., if and only
if the signal speed γ ′(t) equals b and α is chosen such that α′′(0) = 0.
It is interesting to note that although the possibility of propagation depends on α, for
all α such that α′′(0) = 0 the signal speed is independent of α and of m, and so also of the
movement γ (t). In this case, T propagates as a classical soliton; its shape T = b + mDδ
and its speed b are related.
7. The propagation of signals with two jump-discontinuities
Here, we consider signals with the shape T = β1 + (β2 − β1)τaH + (β3 − β2)τbH ,
where β1, β2, β3 :R → C are C1-functions and a, b ∈ R, a < b. Recall that in Section 5
we have considered signals with one jump-discontinuity and we have concluded that the
result of our approach is exactly the same as the one which follows from the application
of the notion of weak solution to the conservative Burgers equation (1.3). For signals with
two jump-discontinuities this is not so, as we shall see.
Theorem 7.1. Let β1, β2, β3 :R → C be C1-functions and a, b ∈ R be such that a < b.
Then the signal
T = β1 + (β2 − β1)τaH + (β3 − β2)τbH, (7.1)
supposed not continuous at a and b, α-propagates with the movement γ (t) if and only if
β1 = b1 on ]−∞, a[, β2 = b2 on ]a, b[, β3 = b3 on ]b,+∞[ are constant functions and
one (and only one) of the following two conditions is satisfied:
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∫ +∞
b−a α; or else
(b) b3 = b1,
∫ +∞
b−a α = 1/2 and the signal speed is c = (b1 + b3)/2.
Proof. For the same reason as the one mentioned in the proof of Theorem 5.2, we may
assume without loss of generality that a = 0. So, let us suppose that the signal
T = β1 + (β2 − β1)H + (β3 − β2)τbH (7.2)
α-propagates with the movement γ (t). By applying Lemma 5.1 to the intervals I1 =
]−∞,0[, I2 = ]0, b[ and I3 = ]b,+∞[, we conclude that β1 = b1 on I1, β2 = b2 on I2
and β3 = b3 on I3, for some constants b1, b2, b3. As a consequence, we can write (7.2) in
the form
T = b1 + (b2 − b1)H + (b3 − b2)τbH.
Since T ∈ D′0 and DT = (b2 − b1)δ + (b3 − b2)τbδ ∈ C0 ⊕D′μ, it follows from Exam-
ple 2.2 that
Tα˙DT = (b2 − b1)
[
b1 + b2
2
+ (b3 − b2)(τbA)(0)
]
δ
+ (b3 − b2)
[
b1 + (b2 − b1)A(b) + (b3 − b2)12
]
(τbδ)
and by Theorem 4.2 we have γ ′(t) = c and
(b2 − b1)
[
b1 + b2
2
+ (b3 − b2)(τbA)(0)
]
δ
+ (b3 − b2)
[
b1 + (b2 − b1)A(b) + (b3 − b2)12
]
(τbδ)
= c[(b2 − b1)δ + (b3 − b2)(τbδ)].
Since, by assumption, b1 = b2 and b3 = b2, it follows that
c = b1 + b2
2
+ (b3 − b2)(τbA)(0) (7.3)
and
c = b1 + (b2 − b1)A(b) + (b3 − b2)12 . (7.4)
By subtracting, we conclude that
(b2 − b1)
[
1
2
− A(b)
]
+ (b3 − b2)
[
(τbA)(0) − 12
]
= 0.
Since (τbA)(0) = 1 − A(b) (see A(x) in Example 2.2), we have that
(b2 − b1)
[
1
2
− A(b)
]
+ (b3 − b2)
[
1
2
− A(b)
]
= 0,
that is,
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[
1
2
− A(b)
]
= 0. (7.5)
Then, if b1 = b3 we have from (7.3) that
c = b1 + b2
2
− (b2 − b1)
+∞∫
b
α(t)dt,
while if b1 = b3 it follows from (7.5) that the signal T α-propagates if and only if A(b) =
1/2, i.e.,
∫ +∞
b
α(t)dt = 1/2, and from (7.4) we get that
c = b1 + b3
2
. 
Recall that for the conservative Burgers equation (1.3) the signal (7.1) with β1 = b1,
β2 = b2 and β3 = b3 = b1 propagates if and only if the signal speed is c = (b1 + b2)/2
(Rankine–Hugoniot condition). Thus, in the case b3 = b1 our approach allows more values
for the speed of a solution with the shape T = b1 + (b2 − b1)τaH + (b1 − b2)τbH than the
classical approach.
In the case b3 = b1 our approach yields the propagation of more solitons than in
the classical setting, since b2 is arbitrary. In any case, all these waves propagate with
speed c = (b1 + b3)/2. We stress that the classical approach for the conservative Burg-
ers equation allows the propagation only when b2 = (b1 + b3)/2 with signal speed
γ ′(t) = (b1 + b2)/2 = (b2 + b3)/2.
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