Introduction
A theorem of Harish-Chandra says that the center of the universal enveloping algebra U (g) of a complex simple Lie algebra g is isomorphic to the Grothendieck algebra of the category of finite dimensional representations of g. However, this theorem does not furnish a natural identification of these two algebras.
The situation improves when we pass from Lie algebras to quantum groups. The structure of the center of the quantum group U q (g) was described by V. Drinfeld [Dr1] and N. Reshetikhin [R] . It turns out that there exists a natural isomorphism from the representation ring to the center, constructed with the help of the quasi-triangular structure of U q (g) (Theorem 1), which allows us to describe the central elements and the Harish-Chandra homomorphism explicitly.
The Drinfeld-Reshetikhin construction generalizes to an arbitrary symmetrizable Kac-Moody algebra g. For infinite dimensional g the obtained central elements will be in a completion of U q (g). Such central elements, for q = 1, have already been constructed by Kac [K] , with the help of the contravariant form. As in the finite dimensional case, for general q, one can obtain a more explicit description of these elements.
We describe this generalization in the case of quantum affine algebras. In this case, central elements correspond to Weyl group invariant thetafunctions from [Lo] (Theorem 2).
In [EK1, EK2] it was shown that the action of central elements of U q (sl n ) on certain intertwining operators produces Macdonald's difference operators. This can be regarded as the statement that Macdonald's operators are "radial parts" of "quantum Laplace operators", and Macdonald's polynomials (or, more generally, eigenfunctions of Macdonald's operators) are the corresponding q-spherical functions (Theorems 3, 4) .
We apply the same construction in the quantum affine case and obtain affine analogues of Macdonald's difference operators. They are not difference operators in the usual sense but rather infinite sums of difference operators. It is not easy to compute them explicitly, even for the Lie algebra sl 2 , but they commute, preserve the space of symmetric theta-functions, and are triangular with respect to the standard ordering of affine weights. This shows that they have a unique, up to factors, common eigenbasis in the space of symmetric theta-functions, which is exactly the basis of affine Macdonald's polynomials defined in [EK3] (Theorems 5, 6) . We hope that these operators and their eigenfunctions (affine Macdonald functions) will be understood better in the near future.
1. The center of U q (g), where g is a simple Lie algebra 1.1. Let g be a simple Lie algebra over C of rank r. Let h be a Cartan subalgebra in g. Let W be the Weyl group. We fix a Weyl group invariant inner product , on h * and h by setting α, α = 2 for short roots. Fix a polarization of g. Let ρ ∈ h * be the half-sum of positive roots. Let Q be the root lattice of g, Q + be the semigroup with 0 spanned by the positive roots. Let α 1 , ..., α r be the simple roots. Let A = (a ij ), a ij = 2 α i , α j / α i , α i be the Cartan matrix of g. Let P be the weight lattice of g, P + be the set of dominant integral weights, and ω 1 , ..., ω r be the fundamental weights. Let N be the order of P/Q. Note that for any λ, µ ∈ P , N λ, µ ∈ Z.
1.2.
Letq be a formal variable. Let q =q N . For any a ∈ 1 N Z we define q a :=q Na .
Let U q (g) be the quantum group corresponding to g ( [Dr1, J1] ). It is a Hopf algebra freely generated over the field F = C(q) by the elements E i , F i , 1 ≤ i ≤ r, and K β , β ∈ P , modulo the relations:
The comultiplication is defined by
The antipode is given by
The counit ε annihilates E i and F i and maps K β to the identity.
1.3. Let K be an extension of F . We call any character θ:
The product of two characters is just the pointwise product. Note that any character θ: P → K * extends to a ring homomorphism C[P ] → K, acting by θ( c λ e λ ) = c λ θ(λ), where e λ is a basis of C[P ]. We denote this homomorphism also by θ.
In particular, for µ ∈ P , we can define e µ : P → F * by e µ (λ) = q µ,λ .
Let
1.5. Let U q (n ± ) be the subalgebras in U q (g) generated by {E i }, {F i }, respectively. Let {a i , i ≥ 0} be a homogeneous basis of U q (n + ) (a 0 = 1), and let {a * i } denote the dual basis to {a i } with respect to the Drinfeld pairing between U q (n + ) and U q (n − ) [Dr1] .
where β i is the weight of a i , i.e., K γ a i K −γ = q γ,β i a i , γ ∈ P . Clearly, the sum in (1) is finite; almost all terms vanish.
Remark. The element C V can be shortly written in the form
where R is the universal R-matrix for U q (g) [Dr1] , and R 21 is the result of permuting the two components of R.
1.7.
Theorem 1. [Dr1] , [R] (i) C V belongs to the center Z of U q (g 
2. Generalization to the affine case 2.1. Letg = g ⊗ C[t, t −1 ] ⊕ Cc ⊕ Cd be the affine Lie algebra corresponding to g. Leth = h ⊕ Cc ⊕ Cd be the Cartan subalgebra in g. Thenh * = h * ⊕ Cε ⊕ Cδ, so that ε(c) = δ(d) = 1, and δ| h⊕Cc = ε| h⊕Cd = 0. We can extend the form , to a nondegenerate form onh * andh by setting ε, δ = 1, and ε, ε = δ, δ = ε, h * = δ, h * = 0. Define α 0 = δ −α, whereα is the maximal root of g. Then the simple roots ofg are α 0 , ..., α r . The affine Weyl groupŴ is generated by the finite Weyl group W and an additional reflection s 0 acting by s 0 λ = λ − 2 <λ,α 0 > <α 0 ,α 0 > α 0 . It acts in a natural way onh * . This action preserves , .
Let the weightρ ∈h * be defined by the condition ρ, α i = 1 2 α i , α i for all simple roots α i , i = 0, ..., r, and ρ, ε = 0. Thenρ = ρ + gε, where g is the dual Coxeter number of g.
Letω j ∈h * , 0 ≤ j ≤ r, be the fundamental weights ofg, defined by ω j , α i = δ ij 2 α i , α i , and ω j , ε = 0. DefineP to be the set of all weights of the form λ = mδ + r j=0 m jωj , m, m j ∈ Z. LetP + be the set of dominant integral weights, i.e., weights of the form λ = mδ + r j=0 m jωj , m ∈ Z, m j ∈ Z + . LetQ be the root lattice ofg, and letQ + be the semigroup with 0 spanned by the positive roots.
2.2.
Let U q (g) be the quantum affine algebra corresponding tog ([Dr1] ). It is defined as follows. Its generators (over F ) are E i , F i , i = 0, ..., r, K β , β ∈P , which satisfy exactly the same relations as in Section 1, with the only difference that i, j vary from 0 to r, and β varies overP . Let U q (ĝ) be the subalgebra in U q (g) generated by
m → ∞, and the order of the pole of the function c m atq = 0 andq = ∞ is bounded from above as a function of m. We call such formal series tempered (this is why we use the subscript T in the notation). Let A be the intersection of all the translates of F [[P ]] T under the action of the affine Weyl group. (It is easy to see thatŴ does not preserve F
, and the number of distinct weights of terms in the sum is finite (so that U q (g) is aP -graded algebra). The algebra structure on U q (g) is obvious.
2.3.
Let K be an extension of F . We call any character θ:
. We call such a weight admissible. Then the map θ extends to an algebra homomorphism
Note that the set of admissible weights is invariant under shifting by roots ofg.
Moreover, if θ = e µ , µ ∈P , and µ, δ > 0, then θ extends to a ring homomorphism A → F − , F − = C((q −1 )). It follows from the fact that for such µ, we have µ, λ m → −∞, m → ∞. Similarly, if µ, δ < 0 then θ extends to a ring homomorphism A → F + , F + = C((q)). For convenience we denote byP (±) the subsets ofP consisting of all µ ∈P such that µ, δ ∈ N ± .
Let
We say that M is smooth if it has a weight decomposition, and U q (n + )v is a finite dimensional space for any v ∈ M . Let S K be the category of smooth modules. Let S a L be the full subcategory of S L(s) consisting of all smooth modules having only admissible weights, and S ± be the full subcategory of S F consisting of modules having only weights of the form e µ , µ +ρ ∈P (±). Then, as follows from Section 2.3, for
2.5.
We would like to construct some central elements in U q (g). One of these elements is obvious-it is K δ . The rest of the central elements can be constructed analogously to Drinfeld's method.
LetP 2 be the sublattice ofP spanned byω i and 2δ, and letP 1/2 be the lattice ofP spanned byω i and 1 2 δ. If λ ∈ P 1/2 , we define the character e λ : P 2 → F * by the usual formula e λ (β) = q λ,β .
(Integrability means that the restriction of V to any U q (sl 2 )-subalgebra corresponding to a simple root is a direct sum of finite dimensional modules). This category is semisimple ( [L] ): any object is a (possibly infinite) direct sum of irreducible objects.
Clearly, O i is closed with respect to the tensor product.
Let
where β i is the weight of a i . Clearly, the sum in (2) is a well defined element of U q (g). For example, if V n is the 1-dimensional U q (g) 2 -module in which U q (ĝ) acts trivially and K 2 ε acts by multiplication by q n then C V n = q gn K n δ . Remarks. 1. The element C V can be shortly written in the form
where R is the universal R-matrix for U q (g) [Dr1] , and R 21 is the result of permutation of the two components of R.
2. The reason we need to introduce the algebra U q (g) 2 is the following. If we only consider elements C V with V being an integrable U q (g)-module, like we did in the finite dimensional case, then the algebra generated by all such elements will not contain K δ (although it will contain its square).
2.7.
The following theorem is the affine analogue of Drinfeld's theorem.
Theorem 2.
.., C Vω r ]((K δ )) T (here, as before, the subscript T means the tempered series, i.e., such that the order of poles of its coefficients atq = 0 andq = ∞ are bounded from above). (iii) Let L be an extension of F , K = L(s) be the field of rational functions of s. Let M be a highest weight representation of U q (g) ⊗ K with an admissible highest weight σ:P → K * . Then M ⊗ L((s)) extends to a representation of U q (g) ⊗ L((s)), and C V acts there as
with highest weight ν. Then M ⊗ F ± extends to a representation of U q (g) ⊗ F ± in a natural way, and C V acts there as e 2(ν+ρ) (χ V )Id, where χ V is the character of V .
2.8.
Remarks. 1. The statement about topological basis in (ii) means that any element z ∈Z can be uniquely represented as n b n C V µ n , b n ∈ F , and µ n ,ρ → −∞ as n → ∞. 2. We formulate (iv) separately from (iii) because weights inP are not admissible.
3. This theorem is easily generalized to the case of U q (a)-quantization of an arbitrary symmetrizable Kac-Moody algebra a. The changes which need to be made are obvious, and we do not discuss them here.
4. In the classical case q = 1, Kac [K] constructed central elements in a completion of U (a), where a an arbitrary symmetrizable Kac-Moody algebra. Kac's construction assigns such a central element to any function on the Tits cone in the set of weights, in such a way that the this assignment inverts the Harish-Chandra homomorphism. Kac's construction easily generalizes to quantum groups, and the elements C V are examples of central elements one can obtain using this construction. But in the quantum case we also have nice explicit formulas like (1), (2), which are absent in the classical case.
2.9.
Proof of Theorem 2 (analogous to the proof of Theorem 1).
be an intertwining operator. The trace Tr| V 2 (X(1 ⊗ K 2ρ )) is assumed to make sense. Then X defines an intertwining operator V 1 → V 1 , i.e., it commutes with the action of U q (g). Therefore, (i) follows from Remark 2.6 and the fact that R 21 R commutes with ∆(a), a ∈ U q (g). (iii, iv) When we apply C V to the highest weight vector v ∈ M , all terms in (2) with i, j > 0 vanish, and what remains is
Since M is generated by v, we get (iii) and (iv). (ii) The fact that the assignment V → C V is a ring homomorphism follows from the fusion property of the R-matrix. Moreover, Kac [K] showed that a central element C ∈ U q (g) of the form a * i ξ(φ ij )a j is completely determined by φ 00 (strictly speaking, Kac's paper treats the case q = 1, but the results we need are obviously valid in the quantum case). Thus, the map V → C V is injective. To show that it is surjective, let us recall [K] that for any λ ∈P , and any character σ:P → F * such that σ(Q) ⊂ {±1} (σe λ )(φ 00 ) = (σe s α (λ) )(φ 00 ) when λ +ρ, α = n 2 α, α , where n ∈ N, α is a positive root ofg, and s α is the Weyl reflection with respect to α (the Kac-Kazhdan condition). Indeed, the Verma module with highest weight σe λ contains the Verma module with highest weight σe s α (λ+ρ)−ρ when the Kac-Kazhdan condition is satisfied (for σ = 1 this is obvious, and in general it follows from the fact that σ is a highest weight of a 1-dimensional representation of U q (g)), and C V acts by (σe λ+ρ )(φ 00 )Id on the Verma module with highest weight σe λ . Therefore, φ 00 ∈ AŴ , where AŴ is the set ofŴ -invariant elements in A. Moreover, by varying the choice of σ we see that if a monomial e λ occurs in φ 00 with a nontrivial coefficient, then the coefficients to all ω i in λ are even.
But the algebra AŴ is nothing else but the completed algebra of invariant theta functions associated to the affine root system of g. By a theorem of Looijenga ([Lo] ), this algebra is topologically spanned over F by the characters of integrable representations, so, taking into account the evenness property, we get (ii).
Remarks. 1. As we have seen, the construction of the center for U q (ĝ) given above works at any non-critical value of the central charge: K δ = q −g . At the critical value q −g , the structure of the center is different. In fact, in this case the center is much bigger-it contains an algebra of polynomials of infinitely many variables. However, even in this case the above construction (formula (2)) allows to obtain a central element in a completion of U q (ĝ) if the module V is taken not from the category O i but from the category of finite dimensional U q (ĝ)-modules. This construction was discovered in [RS] ; see also [DE] .
2. The constructions of central elements for U q (g), U q (ĝ) by formulas (1), (2), as well as the construction of central elements of U q (ĝ) at the critical level given in [RS, DE] , mentioned in the previous remark, are special cases of the general construction of categorical trace defined by J. Bernstein [B] , as follows.
Let A, B be categories, F : A → B be a functor, and F * , * F : B → A be right and left adjoint functors to F . Let ε: F * → * F be a morphism of functors. Let X be an object in A and a: F X → F X be an endomorphism. Consider the morphism tr(a): X → X defined as the composition of morphisms tr(a) = i X • * F (a) • ε F X • j X , where i X : F * F X → X, j X : X → * F F X are the adjunction morphisms. This defines the linear operator of categorical trace tr:
Let U be an associative algebra over a ring F, and A be a full subcategory of the category of U -modules. Then the center Z(U ) of U naturally maps to the ring End(F ), where F is any functor on A. In particular, if F is the identity functor, this map is often an embedding. Therefore Z(U ) can often be identified with a subring of the ring of endomorphisms of the identity functor on the category of representations of U .
It is shown in [B] how to use the trace construction to produce many central elements of U when we have only one fixed central element C ∈ Z(U ). Indeed, let F : A → A be any functor satisfying the above conditions. Then we can consider trF (C) ∈ End(Id A ), and if we are lucky, so that this element is in the image of the center, then we get a new central element C F ∈ Z(U ). Let us demonstrate how this works for quantum groups.
If U is a quasi-triangular Hopf algebra (e.g., U q (g), U q (ĝ)) then one can define an element u = m((S⊗1) (R 21 )) in a completion of this algebra, where m is the multiplication map, S is the antipode, and R 21 is the universal Rmatrix with permuted components. Conjugation by u is S 2 . This element was defined by Drinfeld [Dr2] . It is easy to show that the element Z = uS(u) is central. Moreover, in the cases of U q (g), U q (ĝ) it is possible to find a central element C such that ∆(C) = (C ⊗ C) (R 21 R) , and C 2 = Z −1 (it is obtained by formal extraction of square root from Z −1 ; Hopf algebras where C exists are called ribbon Hopf algebras, [RT] ). Now, if V is an irreducible, integrable highest weight module, and F = F V is the functor of tensoring of U -modules with V (on the right). Then * F, F * are the functors of tensoring with * V, V * , respectively, and u: V * → * V defines an isomorphism ε: F * → * F . It is easy to see that
This explains formulas (1), (2).
Central elements and Macdonald operators
3.1. Macdonald operators acting on the space of rational functions of n variables over C(q, t) are defined as follows: (x 1 , . . . , q 2 x i , . . . , x n ) , t is a formal variable, and r = 1, . . . , n − 1. Macdonald proved [M] that these operators are pairwise commutative:
In [EK1] , [EK2] it was shown how to obtain Macdonald operators from central elements of the quantum group U q (g), where g = sl n . This was done as follows.
3.2.
Recall that fundamental representations of U q (g) are q-deformed exterior powers (Λ r F n ) * , r = 1, ..., n − 1. Consider the elements (4)
defined by (1), where ρ = ( n−1 2 , n−3 2 , ..., −n+1 2 ). These elements are central and freely generate the center of U q (g), according to Theorem 1.
3.3.
Lett be a formal variable such thatt 2 = t. Let K be an extension of F (t), and let θ: P → K * be a weight. Let M θ denote the Verma module over U q (g) with highest weight θ, and let
with the action of U q (g) ⊗ K given by
The set of weights of U is the root lattice Q, and every weight subspace is one-dimensional: U [µ] = Kx µ 1 1 ...x µ n n , µ = (µ 1 , ..., µ n ) ∈ Q. We fix a vector u ∈ U [0].
3.4.
Lemma 1. If M θ is irreducible, then there exists a unique intertwiner
normalized by the condition Φ θ v = v ⊗u+lower order terms, where v is the highest weight vector of M θ , and⊗ denotes the completed tensor product with respect to the principal grading in M θ .
Proof is based on the general fact: if a Verma module M θ is irreducible and U is any U q (g)⊗K-module then the space of intertwiners M θ → M θ ⊗U is in one-to-one correspondence with the zero-weight subspace U [0], i.e the space of K β -invariant vectors in U (for all β ∈ P ).
Remark. The module M θ over U q (g) is reducible if and only if the quantum Kac-Kazhdan condition is satisfied: θ(2α) = q n α,α for some positive root α of g, and some integer n > 0. This follows from the formula for the determinant of the Shapovalov form, see [DCK] . Let τ 0 : P → K * be defined by τ 0 (λ) =t 2 λ,ρ , and let τ = τ 0 e −ρ . Let χ = θτ . Set
Let
. The construction of Ψ θ is valid for a generic θ ∈ Y , i.e., such that the corresponding Verma module M χ is irreducible.
Since the space U [0] is one-dimensional, we can identify it with K by sending u to 1 and regard Ψ θ as a series with scalar coefficients, i.e., as an
3.6. Now we explain a connection between Macdonald difference operators and the series Ψ θ .
Definition.
A standard difference operator is any Laurent polynomial in the operators T i whose coefficients are rational functions of
which are regular at y 1 = ... = y n−1 = 0.
It is clear that the algebra of standard difference operators can be embedded in the algebra K[[y 1 , . .., y n−1 ]][T 1 , ..., T n ] (by taking the Taylor expansion of the coefficients). It therefore follows that any standard difference operator naturally acts on the space
This action is given by T j θ = θ(ω j −ω j−1 ) 2 θ (by convention ω 0 = 0), and y j θ = θe −α j . There is a natural power series topology on K [[Y ] ] σ , and the action of any standard difference operator is continuous in this topology.
3.7.
Theorem 3. ( [EK2]) (i) For every r between 1 and n − 1 there exists a unique standard difference operatorM r defined over F (t), such that
for all χ not satisfying the Kac-Kazhdan condition. (ii) [M r ,M s ] = 0, 1 ≤ r, s ≤ n − 1. (iii) Introduce the series
where R + is the set of positive roots of g, and τ denotes the operator of multiplication by Macdonald operators defined by (3) . Thus, for any θ ∈ Y for which Ψ χ is defined, the series ψ θ := Ψ χ /ϕ is a common eigenvector of the Macdonald operators in K[[Y ] ]: M r ψ θ = P r (θ)ψ θ , where P r (θ) = (θτ 0 ) 2 (χ r ), and χ r is the character of (Λ r F n ) * . (v) Let σ ∈ Y be a weight such that the weights σ w := w(στ 0 )τ −1 0 , w ∈ S n , are all distinct, and Φ σ w τ exists for each w. Then the system of difference equations M r ψ = P r (σ)ψ, r ∈ 1, ..., n − 1, has n! linearly independent solutions in K[[Y ] ]. They are ψ σ w , w ∈ S n .
3.8.
In particular, the construction of functions ψ θ can be specialized to the case when θ = e λ , λ is a weight in P + . Lemma 1 implies that the operator Φ χ always exists in this case, and we have Theorem 4. If λ ∈ P + then the series ψ e λ belongs to C(q, t)[P ] and coincides with the Macdonald polynomial P λ (x; q, t) (see [EK2] ).
Affine Macdonald operators
In this section we will define an affine analogue of Macdonald operators using the analogy with Section 3. We consider the case g = sl(n).
Let
Let θ:P → K * be a weight, and let M θ be the Verma module over U q (g) ⊗ K with highest weight θ.
4.2.
Lemma 2. If M θ is irreducible, there exists a unique U q (ĝ)-intertwiner
Proof is analogous to the finite dimensional case. Operators of this form for quantum affine algebras were introduced by Frenkel and Reshetikhin [FR] .
Remark. The module M θ over U q (ĝ) is reducible if and only if the Kac-Kazhdan condition is satisfied: θ(2α) = q n α,α for some root α > 0 ofg and some integer n > 0. Let τ 0 :P → K * be defined by τ 0 (λ) =t 2 λ,ρ , and let τ = τ 0 e −ρ . Set 
4.4.
Definition. An affine difference operator is a formal expression of the form M = a m T ν m , ν m ∈P , such that for any w ∈Ŵ wν m ,ρ → −∞, m → ∞, and a m ∈ F (t)[[Ỹ ]] 1 , where 1 denotes the identity character P → C * .
Affine difference operators form an algebra, in which multiplication is defined by T ν θ = θ(ν) 2 θT ν . This formula also gives rise to a natural action of the algebra of affine difference operators in K[[Ỹ ]] σ ⊗ L((s)) for any admissible σ ∈Ỹ . Also, if the series M is tempered, in the sense of Section 2, the action of M is defined in
These actions are continuous in the standard power series topology. We will further assume that all highest weights we consider are either admissible or fromP (±).
4.5.
The proof of the following is analogous to the proof of Theorem 3:
Theorem 5.
(i) For every r between 0 and n−1 there exists a unique affine difference operatorMω r such that
for all χ not satisfying the Kac-Kazhdan condition. (ii) [Mω r ,Mω s ] = 0, 0 ≤ r, s ≤ n − 1.
Uniqueness: an affine difference operator is uniquely determined by its action in K[[Ỹ ]] σ for generic σ, and this action is defined uniquely by (12). Indeed, suppose we have an expression a m T ν m which acts by 0 on K[[Ỹ ]] σ for a generic admissible weight σ. In particular, applying it to σ, we get a m σ(ν m ) 2 = 0. This identity for generic admissible σ implies immediately that a m = 0 for all m. 4.6. Introduce the series
whereR + is the set of positive roots ofg.
Introduce the affine difference operators Mω r defined by Definition. We call the operators Mω r affine Macdonald operators.
4.7.
For any θ for which Ψ χ is defined consider the series ψ θ := Ψ θ /ϕ.
Corollary.
(i) ψ θ is a common eigenvector of the Macdonald (iii) Let σ ∈Ỹ be a weight such that the weights σ w := w(στ 0 )τ −1 0 , w ∈Ŵ , are all distinct, and Φ σ w τ exists for each w. Then the space of solutions of the system of difference equations Mω r ψ =P r (σ)ψ is topologically spanned by the linearly independent solutions ψ σ w , w ∈Ŵ .
The proof is analogous to the finite dimensional case.
4.8.
In particular, the construction of functions ψ θ can be specialized to the case when θ = e λ , λ is a weight in P + . Then the weight χ is admissible (K = F (s), s =t −1 ), and Lemma 2 implies that the operator Φ χ exists. In this case, we have Theorem 6. [EK3] If λ ∈ P + then the function ψ e λ belongs to C(q,t) ⊗ F AŴ and coincides with the affine Macdonald polynomialĴ λ defined in [EK3] .
(In fact, it is obvious that the coefficients ofĴ λ are in C(q, t)). As shown in [EK3] , affine Macdonald polynomials are a basis of C(q,t)⊗ F AŴ , triangular with respect to the basis of characters χ λ . Therefore, we find:
Corollary. The operators Mω r areŴ -invariant.
This follows from the fact that an affine difference operator is uniquely defined by its action on symmetric theta-functions.
Thus, analogously to the finite dimensional case, affine Macdonald operators act on the space of symmetric theta-functions and are triangular with respect to the standard ordering of dominant weights. Affine Macdonald polynomials can be defined as their common eigenbasis.
In particular, it follows from this corollary that the coefficients to all T ν in the affine Macdonald operators are of the form c m e −α m , where wα m ,ρ → +∞, m → ∞, for all w ∈Ŵ . However, these coefficients need not be Weyl group invariant.
