A numerical procedure is described to evaluate the stop-loss premium in case the risk process is a compound Poisson process. The method is mainly based on an algorithm of K. Piessens and M. Branders for the numerical evaluation of Fourier transforms.
INTRODUCTION
Until now a lot of attempts have been made for computing the stop-loss premium in the case of a compound Poisson process. Some of these procedures are exposed in a contribution of BOHMAN and ESSCHER (1963) . A more recent procedure was proposed by HALMSTAD (1976) . He considers a discrete claim amount distribution. His method is based on the use of generating functions. The algorithm performs good results if one is able of determining the largest claimsize, which is included in the computation of the approximated generating function.
The numerical procedure, here presented, computes the stop-loss premium for the compound Poisson process, involving a continous density function g(x) for the individual claim amounts. In this sense, it can be considered as an extension of the procedure proposed by David Halmstad in the discrete risk theory. The plan of the present paper is as follows: in section 2 the analytical steps in transforming the representation of the stop-loss premium are given and applied to three different cases. The next section gives a brief discussion of the numerical procedure. The last section contains some numerical results.
ANALYTICAL STEPS
Recently SEAL (1977) described a numerical procedure to invert numerically some characteristic functions. In fact he uses a classical trapezoidal quadrature formula in connection with the also classical cosinus transform, applied on e~c x f(x). In fact the following set of inversion formulae hold
and, some elementary calculus shows that in case: Let us consider next three special cases, namely a sum of exponentials, a gamma and a Bessel density. Successively the following results can be obtained:
These results can be inserted in the r.h.s. of (5) in order to get an elegant analytical expression for the Fourier transform <PF(U).
fx(x) = *-***-vr(v).
Again performing an elementary calculation gives:
consequently the r.h.s. of (5) can be evaluated numerically in a rather easy manner.
As a last example we consider the Bessel density
The Bessel density is obtained in the following manner: consider a random variable X distributed according to a gamma distribution with scale parameter a and mean (p + k + i)/ot and take k as an integer valued random variable with a Poisson distribution with parameter X. The compound distribution of X obtained by summing over k has the density txe-i-
Introducing some other parameters gives raise to (12). Making use of some of the results appearing in GRADSHTEYN and RYZHIK (1965) one gets:
as well as
And once more inserting these results into the r.h.s. of (5) gives raise to an expression for cpi?(w) which is extremely elegant to compute numerically.
THE NUMERICAL PROCEDURE
Recalling (4) 
The numerical procedure is based on an algorithm of PIESSENS and BRANDERS (1975) who gave an adaptive quadrative method for the automatic computation of integrals with strongly oscillating integrands. The integration of this method is based on a truncated Chebyshev series approximation. In fact the algorithm gives an adaptive quadrative method for the automatic computation of one or both of the integrals:
to within a user-specified absolute tolerance. This excellent algorithm has as main components i) a procedure for evaluating
where Ij is a subinterval of [a, b] ;
ii) a method for calculating ei^w), an estimate for the error
The interval [a, b] is divided into n steps where n is also specified by the user. The algorithm also gives an estimate of the total error and has also a feature for detecting round-off errors. Consequently there are two possibilities for the algorithm to give wrong results, namely in case the number of steps specified by the user is not large enough, secondly in case round-off errors occur on a too large scale.
However the estimate of the error gives the possibility to decide whether the desired accuracy is reached. In our examples we have indicated with an asterisk the results that are not accurate enough, we also have written down the estimate of the error in order that the reader will be able to check that even a negative result can be obtained for the stop-loss premium in case the error estimate is larger than the absolute value of the final result. We will give here the numerical results obtained for the three particular cases considered in section 2. Let the stop loss point be given by (l +x) tE(X), then the following results are obtained for different values of the time parameter and for different values of x. An estimate of the error is given in parentheses.
