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ORTHOGONAL FREQUENCY CODING FOR 
SURFACE ACOUSTIC WAVE DEVICES 
This application is a divisional application of U.S. patent 
application Ser. No. 12/618,034 filed on Nov. 13, 2009 now 
U.S. Pat. No. 7,952,482, now allowed, which is a continua-
tion-in-part of U.S. patent application Ser. No. 11/508,674 
filedonAug. 23, 2006, now U.S. Pat. No. 7,777,625 issued on 
Nov. 24, 2009, which claimed the benefit of priority to U.S. 
Provisional Patent Application No. 60/711,278 filed on Aug. 
25, 2005 and U.S. patent application Ser. No. 11/521,708 
filed on Sep. 15, 2006 which claimed the benefit of priority to 
U.S. Provisional Patent Application No. 60/718,575 filed on 
Sep. 19, 2005. 
FIELD OF THE INVENTION 
This invention relates to orthogonal frequency coding and 
surface acoustic wave devices and, in particular, to methods 
and systems for surface acoustic wave coding for orthogonal 
frequency coded devices to reduce code collisions in a multi-
tag system. 
BACKGROUND AND PRIOR ART 
The surface acoustic wave (SAW) sensor offers advantages 
in that it is wireless, passive, small and has varying embodi-
ments for different sensor applications. Surface acoustic 
wave (SAW) sensors are capable of measuring physical, 
chemical and biological variables and have the ability to 
operate in harsh environments. In addition, there are a variety 
of ways of encoding the sensed data information for retrieval. 
Single sensor systems can typically use a single carrier RF 
frequency and a simple device embodiment, since tagging is 
not required. In a multi-sensor environment, it is necessary to 
both identify the sensor as well as obtain the sensed informa-
tion. The SAW sensor then becomes both a sensor and a tag 
and must transmit identification and sensor information 
simultaneously. 
Known SAW devices include delay line and resonator-
based oscillators, differential delay lines, and devices utiliz-
ing multiple reflective structures. Single sensor systems can 
typically use a single carrier frequency and a simple coding 
technique, since tagging is not required. However, there are 
advantages of using spread spectrum techniques for device 
interrogation and coding, such as enhanced processing gain 
and greater interrogation power. 
2 
gratings are apodized. The weighting technique allows the 
designer to decrease reflectively and allows for more chips to 
be implemented in a device and, consequently, more coding 
diversity. As a result, more tags and sensors can be imple-
mented using a given bandwidth when compared with uni-
form reflectors. Use of weighted reflector gratings with OFC 
makes various phase shifting schemes possible, such as in-
phase and quadrature implementations of coded waveforms 
resulting in reduced device size and increased coding. The 
10 device may include a single transducer/antenna pair with a 
bank of reflectors on one side of the transducer/antenna pair, 
or a bank of reflectors on both sides of the transducer/antenna 
pair, or alternatively, a unidirectional transducer may be used 
to reduce the device loss and size. 
15 U.S. patent application Ser. No. 11/521, 708 filed on Sep. 
15, 2006, now U.S. Pat. No. 7,623,037 issued on Nov. 24, 
2009, assigned to the same assignee as the present applica-
tion, and which is incorporated herein by reference describes 
and claims a surface acoustic wave device including a sub-
20 strate, at least two banks of reflectors fabricated on said sub-
strate for producing at least two contiguous stepped frequen-
cies as an orthogonal coded signal, wherein each of said at 
least two contiguous stepped frequencies have a different 
center frequency within a bandwidth and at least two trans-
25 ducer and antenna pairs each having a different tuned center 
frequency on said substrate, each of said at least two trans-
ducer/antenna pairs coupled with one of said at least two 
banks of reflectors for receiving an orthogonal frequency 
coded signal generated by a corresponding one of said at least 
30 two banks of reflectors, wherein the bandwidth of each trans-
ducer/antenna pair is inversely proportional to the number of 
transducer/antennas pairs used. 
Co-pending U.S. patent application Ser. No. 11/703,377 
filed on Feb. 7, 2007, assigned to the same assignee as the 
35 present application, which is incorporated herein by refer-
ence, teaches an orthogonal frequency coded device that 
includes a substrate, a transducer and plural acoustic tracks 
each having a bank of reflectors fabricated on the substrate. 
The plural acoustic tracks are coupled with the transducer and 
40 each acoustic track produces a different code sequence with a 
different delay between a starting chip sequence in each of the 
different code sequences. The sum of the different code 
sequences forms an orthogonal coded signal for the device to 
provide increased coding by including delays in the code 
45 sequences. 
Each of the banks ofreflectors includes a first and second 
The use of orthogonal frequencies for a wealth of commu-
nication and signal processing applications is well known to 
those skilled in the art. Orthogonal frequencies are often used 50 
in an M-ary frequency shift keying (FSK) system. There is a 
required relationship between the local, or basis set, frequen-
cies and their bandwidths which meets the orthogonality con-
dition. If adjacent time chips have contiguous local stepped 
frequencies, then a stepped chirp response is obtained. See S. 55 
E. Carter and D. C. Malocha, "SAW device implementation 
bank of reflectors located on opposite sides of said transducer 
and coupled with the transducer. Each bank of reflectors 
includes plural reflectors coupled together each producing an 
orthogonal frequency within a bandwidth to generate the 
code sequence for a corresponding one of the plural tracks. A 
sUlllillation of the codes sequences from the plural tracks 
produces the orthogonal coded signal for the device. 
Surface acoustic wave tags, by their passive nature, are 
purely a reflective device; changing amplitude, phase and/or 
delay of the interrogation signal over the band of interest. 
Because of these properties, the SAW tag is equivalent to a 
radar target, with the exception that the return, or reflected 
signal, has been modified in amplitude, phase, or delay in a 
of a weighted stepped chirp code signal for direct sequence 
spread spectrum communication systems", IEEE Transac-
tions on Ultrasonics, Ferroelectrics, and Frequency control, 
Vol. 47, July 2000, pp. 967-973. 60 predefined manner. This change in device parameters is simi-
lar to the change of a radar target due to movement causing a 
Doppler shift. Because there is no handshake in the wireless 
passive system, where device return signal parameters can be 
Co-pending U.S. patent application Ser. No. 11/508,674 
filed on Aug. 23, 2006, assigned to the same assignee as the 
present application, teaches weighted surface acoustic wave 
reflector gratings for coding identification tags and sensors to 
enable unique sensor operation and identification for a multi- 65 
sensor environment. In an embodiment, the Weighted reflec-
tors are variable while in another embodiment the reflector 
actively modified, the return signals may return in overlap-
ping time positions with the desired signal energy, distorting 
the desired signal and possibly causing false identification or 
parameter extraction. Since the OFC SAW devices are tagged 
US 8,169,320 B2 
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using spread spectrum techniques for identification, the 
device identification at the receiver is accomplished using 
matched filter and correlation techniques, as well as possibly 
digital signal processing. The device identification is made 
via its code, and the overlap of other SAW tags/sensors in the 
range of the transmitter causes code collisions. Code colli-
sions are a difficult problem to mitigate given the asynchro-
nous nature of the passive SAW tag. The co-inventors have 
researched numerous books and publications, with nothing of 
real value to aid in addressing the code collision problem for 10 
asynchronous, passive, multiDtag environments. 
There are numerous publications and books on code 
autoDand crossDcorrelation properties. In an active commu-
nication system where there is a handshake between trans- 15 
mitter and receiver, the use of signal level adjustment, 
orthogonal code sets, spatial diversity, and synchronization 
can optimize a communication link. This active link scenario 
provides many options to minimize code collision effects. For 
the SAW passive tag/sensor, the use of orthogonal code sets 20 
has little to no value without the availability of transceiver 
synchronization and signal level adjustment. Moreover, most 
work to date has been addressing CDMA codes and little 
effort on orthogonal frequency coding approaches. 
For example, T-K Woo, Orthogonal code design for Quasi- 25 
synchronous CDMA", Electronic Letters, September 2000, 
Vol. 36, #9, 1632 examined orthogonal code design for 
quasiDsynchronous CDMA. The last sentence in the conclu-
sion is, "However, the results for crossDcorrelation are 
mixed". The Woo scheme has a lower variance but a higher 30 
mean". In general, most analysis was done on a statistical 
basis for CDMA active systems where it can be assumed that 
the signals are nonDstationary. In the case of a fixed SAW 
device and a fixed interrogator, the signals are stationary and 
reDinterrogating will just continuously give the wrong 35 
answer. Moreover, as code delays change with temperature or 
other measurand, the code collision can change from accept-
able to unacceptable. 
As another example, Dudzik, et. al., Orthogonal code 
design for passive wireless sensors, Communications, 2008 40 
28'h Biennial Symposium on 24-26 Jun. 2008, pp 316-319, 
describes orthogonal CDMA code design for passive wireless 
sensors. Dudzik sets two criteria: 
4 
SAW sensors have a very small size and a cost of only a few 
cents each in quantities of millions. 
A secondary objective of the invention is to provide meth-
ods, systems, apparatus and devices with multiple transduc-
ers and antennas for use with orthogonal frequency coded 
SAW tags for temperature, pressure, gas and liquid sensors. 
A third objective of the invention is to provide methods, 
systems, apparatus and devices for increasing the wireless 
sensor and tag range by reducing the device loss. 
A fourth objective of the invention is to provide methods, 
systems, apparatus and devices for SAW sensors and tags 
using multiple transducer/antenna pairs each having a differ-
ent center frequency to increase bandwidth, further reduce 
device loss and improve overall performance. 
A fifth objective of the invention is to provide methods, 
systems, apparatus and devices that increases the bandwidth 
ofa orthogonal frequency coded SAW sensors and tags. 
A first embodiment provides a method to mitigate code 
collisions in a wireless multi-tag system, each one of the OFC 
surface acoustic wave devices generating an orthogonal fre-
quency coded signal for identification. The method includes 
the steps of determining a M by N code matrix dimension 
based on the number of orthogonal frequency codes needed 
Mand the number oflocations chips can populate N, each row 
corresponding to one surface acoustic wave device orthogo-
nal frequency code and each cell in each row corresponding to 
one orthogonal chip and the chips are orthogonal to each other 
at their respective center frequencies, populating each cell of 
the matrix with one of the orthogonal frequency chips with a 
different one of the orthogonal frequencies in each cell in 
each colunm, and applying one of the resulting codes from the 
populated matrix to each one of the surface acoustic wave 
OFC devices in the multi-tag system. The M by N matrix 
generating step includes determining the quantity of OFC 
surface acoustic devices Min the multi-tag system and deter-
mining the quantity of chips N in the orthogonal frequency 
coded signals for the OFC surface acoustic wave devices in 
the multi-tag system, wherein Mis the number of codes with 
one single code per SAW tag. the number of overlapping 
chips m includes same-frequency overlaps. 
The overlap of the chips can be m=n, then N=M and the 
number of overlapping chips m excludes same-frequency 
overlaps. The matrix step includes retrieving each next avail-
able orthogonal frequency code and assigning each chip in the 1. Largest peakDtoDsidelobe ratio of the autoDcorrelation 
response of a given code 
2. Smallest maximum peak value of crossDcorrelation of that 
code with any other code in the set. 
45 orthogonal frequency code a location in the matrix and can 
include setting an orthogonal frequency coding multi-tag sys-
tem bandwidth having a system center frequency. The retriev-
ing step includes retrieving the first orthogonal frequency Dudzik, et. al. shows only summary results and a SAW 
sensor application, but no useful details are given. But also 
important is the fact that the criteria may not be correct in a 50 
passive, multiDsensor environment. It appears that criteria 
(2) may be overly simplistic, since it is our belief that it is 
necessary to have the smallest maximum peak value of 
crossDcorrelation of that code to the sum of all other codes in 
the set under the interrogation range. This is a much more 55 
stringent and difficult criteria. 
Both examples are for CDMA coding and are not directly 
applicable to orthogonal frequency coding, but it does illus-
trate the lack of available work on passive systems. The 
addition of the OFCDPN coding helps the code collision 60 
problem, but does not eliminate basic energy considerations 
and physical limitations. 
SUMMARY OF THE INVENTION 
code, retrieving the next orthogonal frequency code when 
each chip in the first orthogonal frequency code has been 
assigned a location in the matrix, determining when the last 
chip in the last code has been assigned a location, returning 
the completed matrix when the last chip in the last code has 
been assigned a location, and returning one of an error mes-
sage and an invalid code set when a location for one of the 
chips in the current code is not found. 
The assigning step includes retrieving the each next chip in 
the first orthogonal frequency code, assigning each next chip 
one of the cells in one row of the matrix, retrieving the next 
orthogonal frequency code, retrieving the next chip in the 
next orthogonal frequency code, locating the cells in a next 
row of the matrix that is not assigned one of the chip, locating 
the colunms of the located cells that are not assigned the same 
chip, locating the colunm with the least number of chips, 
A primary objective of the invention is to provide methods, 
system, apparatus and devices for producing wireless, passive 
65 assigning the chip to the cell in the colunm with the least 
number of chips when a colunm is located, locating the col-
unm with the second least number of chips when the column 
US 8,169,320 B2 
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with a least number of chips is not located, assigning the chip 
to the cell in the column with the second least number of chips 
when the next column is located, returning the one of the error 
message or the invalid code set when no next column is 
located, determining ifthe chip is the last chip, repeating steps 
d through 1 when the chip is not the last chip, determining if 
the next orthogonal frequency code is the last orthogonal 
frequency code, repeating steps c through n when the next 
orthogonal frequency code is not the last orthogonal fre-
quency code, and returning the completed matrix when the 10 
last chip in the last code has been assigned a location. 
A second embodiment provides an asynchronous passive 
multi-tag system for detecting each one of plural surface 
acoustic wave orthogonal frequency coded devices in a multi-
tag system. The system includes an orthogonal frequency 15 
coding system bandwidth having a system center frequency, 
plural surface acoustic wave devices each producing a differ-
ent orthogonal frequency coded signal having the same num-
ber of chips in the code, each of the different OFC signals 
including a chip offset time delay, an algorithm for assigning 20 
an orthogonal frequency coded identification to each of the 
plural devices, and a transceiver in communication with the 
plural surface acoustic wave device for transmitting an 
orthogonal interrogation signal to the plural surface acoustic 
wave devices and receiving the different orthogonal coded 25 
signals from said plural surface acoustic wave devices. The 
chip offset delay can be a one chip offset delay between all of 
the plural orthogonal frequency codes in the system or a two 
chip offset delay between all of the plural orthogonal fre-
quency codes in the system. The algorithm includes a first set 30 
of instructions to determine a M by N code matrix dimension 
based on the number of orthogonal frequency codes needed 
Mand the number oflocations chips can populate N, each row 
corresponding to one surface acoustic wave device orthogo-
nal frequency code and each cell in each row corresponding to 35 
one orthogonal chip and the chips are orthogonal to each other 
at their respective center frequencies and a second set of 
instructions to populate each cell of the matrix with one of the 
orthogonal frequency chips with a different one of the 
orthogonal frequencies in each cell in each column. 40 
6 
FIG. 11 shows the autocorrelations of the five shortest 
time-delay tags. 
FIG. 12 is a plot showing the complete correlated signal of 
tag 16 will all of the other tag present. 
FIG. 13 is a more detailed plot of the correlation region 
with one reference code. 
FIG. 14 is a plot showing the sum of the ensemble tag 
response. 
FIG. 15 is a plot showing the autocorrelations, one at a 
time. 
FIG. 16 is a plot showing the complete signal autocorrela-
tion of tag 16 with one reference code. 
FIG. 17 is a plot showing the complete signal correlated 
one reference code 
FIG. 18 is a flow diagram showing steps of the algorithm 
for semi-randomly populating a matrix by produce codes 
using orthogonal frequency coded chips. 
FIG.19 is a graph showing autocorrelation of the fifth code 
from Table 7 compared with the correlation to the entire 
system. 
FIG. 20 shows the correlation of code 5 to the entire system 
with code 5 removed. 
FIG. 21a shows the best performing codes out of the 16 
code set shown in Table 7. 
FIG. 21b shows the worst performing codes out of the 16 
code set shown in Table 7. 
FIG. 22 shows the autocorrelation of code 5 from Table 7 
compared to the entire system, and the worst correlation out 
of 16 codes over a longer time period. 
FIG. 23a shows the overlap of the power spectra of adja-
cent chips (f1 adjacent to f2). 
FIG. 23b shows the overlap of the power spectra of chips 
separated by one chip (f1 and f3 ). 
FIG. 24a shows the best performing codes out of the 16 
code set shown in Table 9. 
FIG. 24b shows the worst performing codes out of the 16 
code set shown in Table 9. 
DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 
Further objects and advantages of this invention will be 
apparent from the following detailed description of preferred 
embodiments which are illustrated schematically in the 
accompanying drawings. 
BRIEF DESCRIPTION OF THE FIGURES 
Before explaining the disclosed embodiments of the 
present invention in detail it is to be understood that the 
invention is not limited in its application to the details of the 
45 particular arrangements shown since the invention is capable 
of other embodiments. Also, the terminology used herein is 
for the purpose of description and not of limitation. 
FIG. 1 is an example of a stepped chirp response. 
FIG. 2 is an example of an OFC chip frequency response. 
FIG. 3 is an example of a 7 chip OFC waveform based on 
the placement of chips. 
FIG. 4 shows the time autocorrelationofa single carrier PN 
code and a PN-OFC signal having a 7 chip Barker code 
modulating the chips of both signals. 
FIG. 5 shows the frequency response of a 7 chip PN-OFC 
signal and a single carrier signal. 
FIG. 6 is a graph showing the electromagnetic time delay 
verses range. 
FIG. 7 is a plot showing the sum of all orthogonal fre-
quency and pseudo noise codes as seen by the antenna. 
FIG. 8 is a plot showing the superposition of the auto 
correlation peaks, one at a time. 
FIG. 9 is a plot showing the autocorrelation of a desired tag 
and the cross-correlation of the desired tag with the sum of the 
other tags. 
FIG. 10 is a plot showing the sum ofall tag responses at the 
antenna. 
It would be useful to review orthogonal frequency before 
discussing the method, system apparatus and device for using 
50 orthogonal frequency coding of the present invention. 
Orthogonal frequencies are used to spread the signal band-
width. The orthogonality condition describes a relationship 
between the local chip frequencies and their bandwidths. As 
an example, consider the stepped linear chirp shown in FIG. 
55 1. Seven coherent carriers are used to generate the signal 
shown. Each chip contains an integer number of carrier half 
cycles due to the orthogonality condition. Under these con-
ditions, the resulting waveform is continuous. The condi-
tions, however, do not require that the local frequency of 
60 adjacent chips, that are contiguous in time, be contiguous in 
frequency. Instead, the time function of a bit provides a level 
of frequency coding by allowing a shuffling of the chip fre-
quencies in time. 
The chip frequency response is shown in FIG. 2. These 
65 responses are a series of sampling functions with null band-
widths equal to 2·i:- 1 . In addition, the sampling function 
center frequencies are separated by multiples of i:- 1 . Coding 
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is accomplished by shuffling the chips to produce signal such 
as shown in FIG. 3, wherein the adjacent frequencies are not 
required to be sequential. The code is now determined by the 
order in which the orthogonal frequencies are used. Both 
signals occupy the same bandwidth and the coded informa-
tion is contained within the signal phase. A more complete 
description of orthogonal frequency coding is given in D. C. 
Malocha, et al., "Orthogonal frequency coding for SAW 
device application," 2004 IEEE International Ultrasonics, 
Ferroelectrics, and Frequency Control 50'h Anniversary Joint 10 
Conference, in press, which is incorporated herein by refer-
ence. 
8 
the metal pattern of the surface, as the surface acoustic wave 
propagates from transducer to the reflector and back. 
For the following analysis and calculation the free surface 
SAW velocity is assumed at 3488 m/sec. The chip null band-
width is 20 MHz and the chip bandwidth is approximately 10 
MHz. These numbers are typical of the co-pending patent 
application, but are not critical. The code analysis assumes 
that the ideal chips are good approximations to the SAW 
chips. This has been verified experimentally for chip reflector 
lengths less than approximately 50 electrodes on YZ LiNb03 . 
The chip lengths are variable, dependent on many device and 
system parameters. The following code analysis plots are 
scaled to chip lengths to provide a near universal analysis. As 
chip lengths, bandwidths, center frequencies, etc. vary, the In the example shown in FIG. 3, the seven local chip 
frequencies are contiguous in frequency but are not ordered 
sequentially in time and the chip weights are all unity. If the 
local chip frequencies were ordered high to low or low to 
high, the time sequence would be a stepped down-chirp and 
up-chirp, respectively. The start of the chip carrier frequency 
begins at zero amplitude, as seen in FIGS. 2 and 3, which is a 
condition of the orthogonality. 
15 code simulations are still valid with proper scaling. 
For purpose of discussion the operating temperature range 
is assumed as 30° C.+/050° C. which yields a 100° C. tem-
perature range. For YZ LiNb03 , the temperature coefficient 
of delay (TCD) is approximately 96 ppm/° C. over the tem-
20 perature range, with a total temperature coefficient of delay 
change of approximately 9600 ppm. At 250 MHz, this trans-
lates to a maximum frequency shift of approximately 250x 
9600=2.4 MHz, or +/01.2 MHz from the nominal center 
The OFC technique provides a wide bandwidth spread 
spectrum signal with all the inherent advantages obtained 
from the time-bandwidth product increase over the data band-
width. The OFC concept allows for a wide bandwidth, chirp 25 
interrogation, frequency and binary coding per bit, a reduced 
compressed pulse width as compared to a PN sequence, and a 
secure code. The OFC technique of the present invention can 
frequency over the temperature limits. 
For this analysis, the range is limited to approximately 5 
meters with a variation of +/01 meter. The round trip elec-
tromagnetic delay time at 5 meters is approximately 34 nsec 
and a one meter variation yields a 6.8 nsec tie variance. The 
nominal range is not important for coding but is important for be applied to ultra-wide-band applications since the frac-
tional bandwidth can exceed 20% and can be used in a multi-
tag or sensor environment by using proper coding techniques. 
In addition to the OFC coding, each chip can be weighted 
30 system range because it changes the received target signal 
power variation and also changes the delay at the receiver. For 
the current analysis, it is assumed that the range of the tags is 
identical. as ±1, giving a pseudo noise (PN) code in addition to the OFC, 
namely PN-OFC. This does not provide any additional pro-
cessing gain since there is no increase in the time bandwidth 35 
product, but does provide additional code diversity for tag-
ging. FIG. 6 shows the autocorrelation of a 7 bit Barker code 
applied to an OFC shown with a solid line and a single carrier 
frequency shown with a dashed line. The pseudo noise code 
has a compressed pulse width of2·i:0 or a PGPN=7 as com- 40 
pared PG PN-oFc=4 9. The compressed pulse width of the 0 FC 
is a function of the bandwidth spread and not the pseudo noise 
code; yielding comparable pulse-width and side lobes results, 
as shown in FIG. 4 with pseudo noise code. 
FIG. 5 compares the waveforms of the frequency response 45 
of a 7-chip PN-OFC represented with a solid line and a single 
carrier pseudo noise signal represented with a dashed line. As 
shown, each has approximately the same time lengths with 
the magnitudes normalized to the time amplitude peak of the 
pseudo noise response. The PN-OFC has an increased pro- 50 
cessing gain and a narrower compressed pulse peak over just 
the pseudo noise sequence, proportional to the bandwidth 
spreading of the OFC. 
For the purpose of the following analysis, the OFC design 
is similar to the OFC design principles described in co-pend- 55 
ing patent application Ser. Nos. 11/508,674 filed onAug. 23, 
2006, 11/521,708 filed on Sep. 15, 2006and11/703,377 filed 
on Feb. 16, 2007 each having the same assignee as the subject 
application and having a common inventor which are incor-
porated herein by reference. The orthogonal frequency coded 60 
device center frequency is assumed at approximately 250 
MHz. The chip reflector for device discussion has 25 elec-
trodes at 250 MHz which yields a chip time length of approxi-
mately 100 nsec. The chip time length maintains a near Rect 
function in time and Sampling (Sa) function in the frequency 65 
domain when implemented on the surface acoustic wave 
device. The actual SAW velocity is modified, depending on 
The SAW tag, matching and antenna response is a function 
of several components. All of these components compose the 
sensor target. The complete impulse frequency response of 
the target is given by the product of the transfer functions as 
H Targe<\[J~(HAn,enna(j)·HMa,cMng(j)·HsAW _prop(j)· 
e-; TDH Tranoducer(j))2 HRefiec<or(j) 
wherei: D corresponds to the delay between the transducer and 
the reflector. If it is assumed that the antenna and matching 
circuits are broadband and have no significant effect on the 
target transfer function, then the three component transfer 
functions of interest in the design are the propagation delay, 
the transducer and the reflector. The total transfer function of 
interest is given by 
H To,al(j)~(Hprop(j)·e_;wm H Tranoducer(j))2 HRefiec<or(j) 
In general, the reflector and transducer can both be coded and 
the delay within the transducer and reflector, modifying both 
chip and bit sequences, can vary. This report assumes the 
transducer has an ideal frequency response of unity over the 
bandwidth of interest. 
For the SAW, passive wireless sensor scenario, it is 
assumed that a number, Nsensor' of devices are responding to 
the interrogation signal at some minimum energy level. Over 
a measurement interval, the device outputs are assumed sta-
tionary in time. It is assumed that each tag has the same device 
parameters, except for the actual device code, and that each 
reOtransmitted signal is at the same level. Therefore, once 
activated by the interrogation signal, each tag can be consid-
ered as a miniOtransmitter having a given signal format and 
level. 
At the receiver, each sensor signal is summed at the antenna 
yielding a single input signal to the receiver. The consequence 
of this summing at the antenna input is that all overlapping 
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chips in time, from the sum of all sensors, are no longer 
distinguishable from each other. If the chips were all synchro-
nous in time and all had the same chip carrier frequency, then 
the sum would be a random chip signal having a wide range of 
amplitudes and whose phase could be arbitrarily 1 or 01. 
10 
codes arrive simultaneously in time at the antenna. The signal 
looks like noise, as expected, over the expected time duration. 
The plot shown in FIG. 8 is the superposition of the 5 
correlation peaks, again all occurring at the same time as 
expected. The peaks fall onto each other and the sidelobes are 
slightly different, but not of interest. The time length is 5 
chips, as expected. 
As a simple example, if a CDMA code set is assumed 
having only two codes, and if the two codes at an overlapping 
chip interval were +1 and 01, respectively, then the signal 
energy present at the antenna is zero. If the signal amplitudes 
are the same, then the sum is 2, again the wrong answer for the 
desired signal chip. This results in a complete loss of chip 
information over this interval. When correlating against this 
chip, the result is completely ambiguous. With one chip in a 
sequence this would not be a grave problem, but if many chips 
are overlapping from many sensors the correlation signal is 15 
soon lost. Given a large number of chips and sensors, the 
results can either be simulated or statistically determined, but 
doing a complete code set analysis are impossible within 
reasonable and given time constraints. 
The plot shown in FIG. 9 is the autocorrelation of a desired 
tag (bold line), and the cross correlation of the desired tag 
10 
with the sum of all other tags (dashed line). As is evident, 
there is no discemable autocorrelation peak and it is clearly 
below the cross-correlation "noise". This is a simple demon-
stration of the problem to be solved. 
Our conclusion is that there must be time diversity, in 
addition to the OFC diversity, in the system. The problem is 
that the cross0correlation is stationary over a range of mea-
surement cycles, but unpredictable. Therefore, a way to 
reduce the cross0correlation "noise" due to multiOcodes is 
to reduce the number of tags, eliminate the cross correlation 
effect one tag at a time, and/or spreading the system tag 
energy in time. The following description focuses on spread-
ing the system tag energy in time. 
With an orthogonal frequency code set, the problem of chip 20 
overlap is reduced since there is both frequency and PN code 
diversity. Chips overlapping from two sensors are generally at 
different orthogonal frequencies and the signal energy infor-
mation should be maintained, unless the two sensors have the 
same chip frequency in the time interval. 
For bit transmission delay, the total number of tags is 
25 treated as a complete system and then the system is optimized 
as a whole. The most critical issue is the minimization of the The co-inventors have been researching different 
approaches to a multiOtag/sensor system; most of which do 
not allow plural tags to be interrogated at one time. 
Approaches to just coding algorithms has been marginally 
fruitful. Over the course of the research it was concluded that 30 
cross-correlation noise and not be overly concerned about the 
autoOcorrelation characteristics, at least to first order. The 
realization is that the cross0correlation noise is the primary 
factor limiting the number ofOFC tags in a passive wireless 
multi-sensor system and optimization of a single or a few the previous energy arguments provide a physical barrier, 
with expected limits. Given the complexity of coding, sum of 
codes, and autoOand cross-correlation effects, the 
multiOparameter space seems extremely large and intrac-
table. It is accepted that the energy limitation as the prime 
parameter for a multiOsensor, passive coded tag design and 
have focused on means for overcoming the energy barrier, at 
least over some specifications. 
The co-inventors have previously published results show-
ing that the cross correlation between differing OFC fre-
quency chips yield lower correlation sidelobes, this is an 
important plus over normal CDMA. The use of both fre-
quency division (FD) between tags and time division (TD) of 
chips in tags were also discussed. Both of these approaches 
were considered since each provides greater diversity of cod-
ing in a multiOsensor system. Both approaches also provide 
some measure of orthogonality, based on implementation 
technique, over and above that of just orthogonal frequency 
coding. Experiments have shown that the present invention 
works for at least 32 tags, for example and not limitation. The 
analysis assumed all tags of equal signal strength, having a 
known position, and all at the same absolute range. This is the 
initial scenario at which the tags must be identifiable. The 
approach uses what the co-inventor call blockOTD (BTD) 
coding of the multiOtag code system. 
To discuss the key points in consideration, a 5 chip, 32 tag, 
multiOsensor system is assumed for purpose of the example. 
The first case shows the results of the 32 tags having differing 
randomly generated OFCOPN codes without bit transmis-
sion delay (BTD) applied. All tags are assumed to have iden-
tical delay offsets (approximately 4.5 chips forthe case below 
and is arbitrary). The tags each have 5 OFC chips starting at 
the same relative time and having the same exact lengths, 
however, the PN sequence and OFC sequence vary. The plot 
shown in FIG. 7 is the sum of all codes as seen at the antenna. 
The time delay offset is completely arbitrary and was set for 
convenience of plotting. The signal length is 5 chips since all 
channels does not result in a good overall system. 
For this bit transmission delay example, each OFCOPN 
code is offset by 1 chip length in time. This has the effect of 
35 reducing code collisions for the ensemble, but lengthens the 
overall system time length, as shown in FIG. 10. The system 
time length is now 36 chips long. The time delay offset is 
arbitrary, but for this example, the idealized device time 
length is approximately 10 chips long in time, the last device 
40 is 43 chips long, with the last 5 chips having the code and the 
rest is propagation delay. The time diversity spreads the tags 
ensemble energy in time, thereby reducing the time energy 
density. This is accomplished, however, at the expense of 
longer delays in devices, which translates to longer SAW 
45 devices. 
The sum of all tag responses at the antenna is shown in the 
plot of FIG. 10. Similar to the case before, the time response 
appears as noise, however, the time response is longer than the 
previous case, as expected. The autocorrelations of the five 
50 shortest timeOdelay tags are shown in FIG. 11. As expected, 
the autocorrelations no longer overlay in time, but are sepa-
rated by 1 chip time length. The time delay offset effectively 
moves the peak autocorrelation into a time bin approximately 
1 chip wide. This time domain orthogonality allows unam-
55 biguous detection if the cross0correlation noise is at an 
acceptable level, so long as the autocorrelation peak does not 
move outside its time bin due to environmental changes or 
large changes in range. 
The plot shown in FIG. 12 is the complete correlated signal 
60 of tag 16, with all other tags present. The ideal predicted 
autoOcorrelation (boldOline) highlights the expected height 
and position of the desired response and the ensemble 
response ( dashedOline) has a correlation peak at the desired 
position. It is noteworthy that if the position of the desired 
65 correlation were unknown, it would not be possible to discern 
which time peaks to choose. The time orthogonality of the 
BTDM system allows proper detection of the desired signal. 
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A more detailed plot of the correlation region is shown in 
FIG. 13. The peak pulse is as expected, although the 
crossDcorrelation peaks are nearly as large which may not be 
desirable. However, compared to the previous example, the 
correlation is certainly discemable. 
The last example is where a two chip offset BTD, having 
the same other parameters as previously discussed, was con-
sidered. The sum of the ensemble tag response is shown in 
FIG. 14. Note that there are quite zones where the sum of all 
chips is zero due to energy summing to zero from the chip 
ensemble, as a possibility previously discussed. The 
ensemble time length is now 67 chips long. 
The autocorrelations of the first five chips showninFIG.15 
are further separated when compared to the previous 
example. The autocorrelation (bold line) and correlation of 
tag 16 with the ensemble (dashed line) are shown in FIGS. 16 
and 17. The predicted correlation looks good; the difference 
in amplitude is due to the chip interactions reducing the 
energy of the correlation process. 
In summary, the previous examples show that a 32 tag 
system, with 5 OFC chips, using a 2 chip delay TD OFCDPN 
sequence works well at room temperature. The distance 
between tags should allow operation over at least 100° C. 
changes in temperature and at least +/1 range deviation. 
12 
There are many variations of the TDD approach to surface 
acoustic wave coding. The following are examples provided 
to illustrate different approaches although the examples are 
not exhaustive, they do show some of the properties of dif-
ferent TDD approaches. 
The vehicle chosen for the example is a 5-chip OFC with 8 
codes in the system. A device chip sequence is given in each 
row, and the first colunm represents the beginning of the 
device with the shortest implemented delay. Tables are used 
10 for the illustrations. Each array element in the table is 
assumed to be a chip length in time. The chips are numbered 
1 through 5 and represent place holders; not any particular 
OFC frequency or phase. The delay offsets are in units of an 
integer chip length since it makes the illustrations easy to 
view, but from the above calculations they are not required to 
15 be an integer chip length. 
There are several competing considerations: 1) minimize 
code collisions and the sum of all energy at any given time 
from all codes, 2) be able to detect the auto-correlation peak 
without error under all system operational conditions, and 3) 
20 keep device lengths short or at least realizable for implemen-
tation in the SAW device embodiment. These are generally 
competing requirements where optimizing one will tend to 
exasperate the other. All the examples show the thermal equi-
On a YZ LiNb03 substrate, assuming a 100 nsec chip 
length, the longest code plus offset delay distance is approxi- 25 
mately 28 mm. Based on this current analysis, it is recom-
mended that at least a 2 chip offset be used since it gives little 
autocorrelation pulse distortion and has reduced time energy 
density. 
librium condition which is ideal. 
The first example shown in table 1 below is a system 
without time delay offset. 
The previous examples showed the results of a 5 chip TDD 
30 
scheme. It is obvious that this can be extended to any number 
2 
2 
2 
2 
2 
2 
2 
2 
4 
4 
4 
4 
4 
4 
4 
4 
of chips. Also, although the chips were placed in time slots, 
such that all OFC chips in a given device are contiguous in 
time, this is not necessary. The TDD scheme can be extended 
so that the chips have time slots where there is no energy 
between chips. Based on the previous arguments, it is only 35 
necessary that the autocorrelation peaks are separated by an 
acceptable design difference in time. It is also obvious that 
this can be extended to POFC or other similar frequency 
diverse coding structure. This technique can be extended by 
using FDD techniques, such as bandDlimiting sets of tags 40 
with respect to others, removing one or more adjacent OFC 
chip frequencies, etc. 
All of the codes have the same minimum delay which aligns 
all of the chips in each column, producing a code sum of8 for 
all time chip slots. In fact, as the number of codes increases, 
the code sum in all colunms is always equal to the number of 
codes present, which optimizes code overlap and code colli-
sions. The autocorrelations lies at the same point in time. In 
general, this is a worst case scenario unless the number of 
codes is small. In general, code diversity does not provide 
The following calculates the total ideal impulse response 
length of a general TDD system with a given time offset. 
Define: 
i:c=chip time length 
"toffeet=offset time delay 
"tsystem =system time length for all coded RFID devices 
Nc=number of chips in code 
Ncodes =number of RFID codes devices in the system 
f0 =system center frequency 
BW=chip bandwidth 
BWsys=total OFC system bandwidth (BWsys=Nc-BWJ 
% BW=BWsy)fo 
The total system ideal time length for all RFID devices is 
given as 
or 
<,yo<em ~1/BW,y,-{N/+(i;offee/i;c)·(Ncodeo -1)] 
As an example, ifthe number ofOFC chip frequencies is 5 
and they are contiguous within a block of time, there are 32 
codes, and there is a time offset of 2-chip lengths, then the 
system ideal time length is 
45 enough processing gain to overcome the cross-correlation 
energy of the sum of all codes with the desired code. How-
ever, the time response of the entire system is only 5 chips 
long, making all devices small and the system time window of 
interest (TWI) small. 
50 
2 4 
2 4 
2 4 
55 2 4 
2 4 
2 4 
2 4 
2 4 
60 Table 2 corresponds to the second example 2. In this example, 
each code has been offset by a minimum of 1 chip length with 
respect to all other codes. As shown, the first code has no 
offset, the second code has a one chip length offset, the third 
code has a two chip length offset, and so on. The sum of all 
65 codes within any colunm is always less than or equal to 5, 
which is true regardless of the number of codes. This can be 
an enormous decrease in code collisions and code overlap as 
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the number of system codes increases. The autocorrelation of 
each code occurs in a unique time slot with the next nearest 
autocorrelation being 1 chip away. This should make signal 
detection easier and more accurate. The disadvantage of this 
approach compared to the first example is that the system time 
window of interest is longer and the length of the longest 
device is 7 chips more than the shortest device. 
The table for example 3 is shown below. 
2 4 
2 4 
2 4 
2 4 
2 4 
2 4 
2 4 
2 
Here, each code has been offset by a minimum of 2 chip 20 
lengths with respect to all other codes. The sum of all codes 
within any colunm is always less than or equal to 3, and is true 
regardless of the number of codes. Similar to example 2, this 
is an enormous decrease in code collisions and code overlap 
as the number of system codes increases. The autocorrelation 25 
of each code occurs in a unique time slot with the next nearest 
autocorrelation being 2 chips away. Again, this should make 
signal detection easier and more accurate compared to 
example 1 and 2. The disadvantage of this approach com-
pared to example 2 is the system time window of interest is 30 
again longer and the length of the longest device is 14 chips 
more than the shortest device. 
The table for example 4 is shown below. In example 4 there 
is no chip delay offset, 5 chip OFC, 9 chip code, zero coding 
is allowed. 
2 4 
2 4 
2 4 
2 4 
2 4 
2 4 
2 4 
2 4 
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2 4 
2 4 
2 4 
2 4 
4 
-continued 
4 2 
4 2 
4 2 
4 2 
In the previous examples, the code was offset by 1 chip length 
with respect to the shortest code delay and the OFC chips are 
not contiguous in time. The fifth example shows a zero weight 
time slot between non-zero weight codes, as in example 4. 
The sum of all codes within any colunm is always less than or 
equal to 4, and is dependent on the number of codes. The 
calculation of system time length differs from previous 
examples in that the code chip length is now 9 instead of 5, 
even though there are only 5 OFC chips, and the time window 
of interest is only 10 chips long. There are a maximum of 4 
chip overlaps in any colunm (time slot) for this case of 8 
codes, but this number increases as the number of codes 
increases. The acceptable levels of code energy in any time 
Here, each code has been offset by a minimum of 1 chip 
length with respect to all other codes. However, the OFC 
chips are not contiguous in time. The example shows a zero 
weight time slot between non-zero weight codes. This is just 
one of many cases where zeros can be included. The sum of 
all codes within any colunm is always less than or equal to 4, 
and is always true regardless of the number of codes. The 
calculation of system time length is similar to previous cases, 
with the exception that the code chip length is now 9 instead 
50 slot must be considered for the system. The autocorrelation of 
each code occurs in the same time slot which means code 
diversity is crucial for accurate, error-free detection. An 
advantage is that with this 8 code set, every device has the 
same length and the overall system length is only 10 chips; 
only twice as long as example 1. 
The next example illustrates the use of code redundancy. 
Given the previous examples, it is possible in many cases to 
reuse codes when TDD is implemented. The table below 
shows the case where there are 4 different codes which are 
of 5, even though there are only 5 OFC chips. Similar to 55 
example 3, this is a substantial decrease in code collisions and 
code overlap as the number of system codes increases. The 
autocorrelation of each code occurs in a unique time slot with 
the next nearest autocorrelation being 1 chip away. Again, this 
should make signal detection easier and more accurate com-
pared to example 1. The disadvantage of this approach is the 
system time window of interest is 16 chips compared to 12 
chips for example 2, but is shorter than example 3 which has 
60 each reused twice. 
a TWI of 19 chips. 
Example 5 is a semi-chip delay offset, 5 chip OFC, 9 chip 65 
code, with zero coding allowed. The table for example 5 is 
shown below. 
2 
4 
2 
4 
2 
4 
4 2 
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2 
4 
2 
4 
2 
4 
4 2 
The autocorrelation peak of the first and fifth codes occurs in 
slots 3 and 7, respectively. These are well separated in time 
and therefore do not interfere. The use of optimized code sets 
is simplified since an optimized set can be reused. An impor-
tant advantage to such a scheme is that multiple tags can be 
auto-correlated at one time which can reduce processing 
complexity and time at the receiver. This approach can be 
used in conjunction with many of the previous examples. 
The present invention introduces cell-based coding for 
OFC devices. The idea of this approach is to take a set ofOFC 
devices and spread chips in time in such way that the same 
frequency chips have minimal number of same frequency 
overlaps in a given time slot. This can be represented as a 
matrix MxN, where N is number oflocations where chips can 
be, and M is number of codes needed. If we haven chips per 
OFC device and we desire to have m overlapping chips (with 
or without same-frequency overlaps), N can be expressed as 
M, n and m, as shown in Eq. (1). 
(n·M) N = ceil --;;;- (1) 
0 
4 
0 
0 
7 
0 
2 
0 
0 
0 
0 
0 
In case ofOFC devices all of the chips are orthogonal to each 
other at their respective center frequencies; therefore, the 
most efficient way to overlap the chips is when m=n, then 
N=M. 
0 
4 
0 
0 
0 
6 
7 
0 
0 
0 
0 
0 
2 
16 
current code that are not assigned a chip are determined in 
step 116. Based on the cells located in step 116, the columns 
corresponding the located cells are searched in step 118 to 
locate columns do not already contain the same chip. Once 
the columns are located, it is determined in step 120 which 
column is already populated with the least number of chips. If 
a cell is found in step 122, the cell is populated with the chip 
in step 130. If a cell is not located in step 122, the columns are 
searched to find the column with the second smallest number 
10 
of chips is determined in step 124. In step 126 it is determined 
if a column was found, and if a column is located the cell is 
populated in step 130. In the event that a column is not located 
in step 126, an error message is generated in step 128. 
15 After a cell is populated with the chip in step 130, it is 
determined in step 132 if it was the last chip in the code. If it 
was the last chip, in step 140 it is determined if it is the last 
code in the code set. If it was the last code in the code set, then 
20 
the process is complete and the resulting populated matrix is 
returned in step 144. Ifit is not the last code in the code set, the 
next code is found in step 150 and the first chip found in step 
114, repeating the steps until an error occurs or the matrix 
cells are fully populated. 
25 
During experiments, the algorithm was run many times and 
never returned an error message or an invalid code set. Thus, 
it seems that a valid solution is produced at all times. In an 
event when algorithm returns an invalid code set or an error, 
30 it can be re-run until it produces a desired outcome. 
An example of 16 codes is shown in the next Table 7. 
7 0 0 0 0 0 2 0 0 4 
0 0 0 2 7 0 0 0 0 0 0 
0 0 0 0 0 0 7 0 0 2 0 
0 0 0 3 0 2 0 0 4 0 7 
0 0 0 0 5 2 7 0 0 4 0 
4 2 0 0 0 0 0 0 0 0 
0 0 0 7 0 0 0 5 3 4 0 0 2 
0 0 0 0 0 0 4 0 0 0 
0 0 0 0 0 4 0 2 0 7 
0 2 7 0 0 4 0 0 0 0 
2 0 0 0 0 0 4 0 7 0 0 
0 0 7 0 0 4 0 0 0 0 2 
2 4 0 0 0 0 0 7 0 0 
7 0 0 4 0 0 2 0 0 0 0 0 
0 0 4 0 0 2 0 0 0 7 0 
0 0 0 4 0 6 7 0 0 0 0 
50 It can be seen in highlighted row 7 and column 8 that each 
frequency is only used once in each column. Also note that PN 
coding on top ofOFC coding has not yet been applied. FIG. 
19 shows the correlation with average performance found of 
all 16 codes and the autocorrelation of code 5 from the above When populating this MxN matrix with OFC chips, it is 
important to keep in mind that each one of the frequencies can 55 
only be used once per column. Each chip is typically used 
once for every OFC device. The algorithm for populating 
such a matrix with codes is shown in FIG. 18. As shown, the 
instructions start with determining the code matrix dimen-
sions of the code matrix MxN in step 110. As previously 60 
described, the code matrix is determined by the number of 
OFC devices Min the multi-tag system, number oflocations 
table compared to correlation to entire system, average per-
forming correlation out of 16 codes. 
FIG. 20 shows correlation of code 5 to entire system with 
code 5 removed from it. The most important thing to note is 
that the cross-correlation side lobes shown in FIG. 20 are 
small, and will remain small if any codes are removed or 
attenuated. 
FIGS. 2la and 21b show the best (a) and the worst (b) 
N chips can populate, number of chips n per OFC device, and 
the number of overlapping chips m allowed. 
Once the dimensions of the matrix are determined, the 65 
matrix is populated. In steps 112 and 114, respectively, the 
first code and first chip in the code is retrieved the cells of the 
performing codes out of the 16 code set. Since any one of the 
frequencies is present in any one of the columns, when the 
sliding correlator (matched filter) is applied as it is shifted by 
a chip length, there are always chips that it will correlate. The 
worst case is when all of the chips are in phase; the result will 
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be peaks at every chip length. This effect is shown in FIG. 22. 
Although the other correlations could be large, as long as the 
window ofinterest is smaller, as in FIG. 22, the code detection 
is accurate. FIG. 22 shows autocorrelation of code 5 from 
Table 7 compared to correlation to entire system, the worst 
correlation out of 16 codes over longer time period. 
22, where false correlation peaks decrease in steps of 1/1 when 
normalized to the main correlation peak. 
In regard to frequency diversity of coding OFC Chip, for 
the general contiguous OFC coding, there is a frequency 
overlap ofbetweenadjacent chips, as shown in FIG. 23. In the 
case of7 chip OFC devices, there are 7 frequencies. To reduce 
the overlap of the power spectra of chips, in each column only 
For a sensor, ifthe peaks start to overlap due to tempera-
ture, significant code collision can result. However, based on 
prior experiments, to even shift by half of a chip length, 
extreme temperatures are required for most SAW substrates. 
Table 8 is an illustration of how these false correlations 
appear. 
10 non-adjacent chip frequencies are used. As an example, for 
the 7-chip OFC codes the best that can be done is when four 
4 frequencies f1 , f3 , f5 , and f7 are used. If four 4 overlaps are 
0 6 0 0 0 7 0 0 0 5 3 4 0 0 2 
0 0 0 0 7 0 0 0 4 0 0 2 
0 6 0 0 0 7 0 0 0 5 3 4 0 0 2 
0 0 7 0 0 0 0 0 2 0 0 4 
4 0 0 0 2 7 0 3 0 0 0 0 0 
4 0 0 0 0 0 0 7 0 0 2 0 
4 0 7 0 0 0 0 0 0 2 0 0 
0 0 0 0 0 0 2 7 0 0 4 0 
7 0 4 2 0 0 0 0 0 0 0 0 
0 0 0 0 7 0 0 0 4 0 0 2 
2 7 0 0 0 0 0 0 4 0 0 0 
0 0 0 0 0 0 0 4 3 5 0 2 0 7 
0 0 0 
0 
2 7 0 0 4 0 0 0 0 
2 0 0 0 0 0 4 0 7 0 0 
0 0 0 7 0 0 4 0 0 0 0 2 
0 0 2 4 0 0 0 0 0 7 3 0 0 
6 7 0 0 4 0 0 
0 0 0 4 0 0 2 0 
0 2 0 0 0 4 0 7 0 
2 0 0 0 0 0 
0 0 7 0 
5 0 0 0 
The green highlighted colunm (row 2; row 10 columns 2, 7, 9 
11-13 and 16) represents the code at equilibrium (ideal). In 
Table 8, when the code is shifted to the left (row 1, row 11 
colunm 12, row 12, colunm 10, row 14 colunm 8, row 15 
colunm 5 and row 17 column 1 ), each chip of the code aligned 
with the same frequency chip from one of the other devices. 
When the code was shifted to the right, the chip with fre-
quency 2 was moved outside of the matrix (row 3 ); therefore, 
the false peak at that location is going to be 6h of the main 
correlation peak, given that reflected wave amplitude is equal 
for all devices in the system. This can also be observed in FIG. 
allowed, from Eq. 1 28 even colunms ~) would be needed. 
The obvious solution to this problem is to create two sets of 
35 codes; one that uses only odd frequencies and one that uses 
only even frequencies. In the first subset m=n=4 and in the 
second subset m=n=3, for 16 codes two matrices are pro-
duced, both matrices are 16xl 6. When combined, each code 
40 becomes 32 cells long, compared to 28 calculated earlier, this 
sounds reasonable. The table below shows the new code set 
that has these properties. 
0 0 0 0 0 0 0 0 0 0 0 0 2 4 0 0 0 
0 0 0 0 0 0 0 4 0 0 0 2 0 0 0 0 0 
0 0 0 0 2 0 0 4 0 0 0 0 0 0 0 0 
4 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 
0 0 0 0 0 4 0 0 2 0 0 0 0 0 0 0 
0 0 0 2 0 0 0 0 0 4 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 2 0 0 0 0 4 0 
2 0 0 0 0 0 0 0 0 0 0 0 4 6 0 0 0 
0 0 0 0 4 0 2 0 0 0 0 0 0 0 0 0 
0 0 2 4 0 0 0 0 0 0 0 0 0 0 0 0 
0 2 0 0 0 0 0 0 0 0 4 0 0 0 0 0 
0 
0 
0 
0 
0 
0 
5 
0 4 0 0 0 2 0 0 0 0 0 0 0 0 0 0 7 
0 0 0 0 0 0 4 0 0 0 0 0 0 2 0 0 0 
0 0 0 0 0 0 2 0 0 4 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 4 0 2 0 0 
0 0 4 0 0 0 0 0 2 6 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 7 0 0 0 0 
0 0 0 0 7 0 0 0 0 0 0 0 
0 0 0 7 0 0 0 0 0 0 0 0 
0 0 0 0 0 7 0 0 0 0 0 0 0 
7 0 0 0 0 0 
0 7 0 0 
0 0 0 0 
0 0 0 0 
0 0 
0 0 0 0 
0 0 0 0 7 0 0 
0 0 0 
0 0 0 
0 0 0 0 
0 0 0 
0 0 0 0 0 
0 0 0 7 0 0 
0 0 7 0 0 0 
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0 0 0 0 0 0 0 0 0 
0 7 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 7 0 0 
0 0 0 0 0 0 0 0 0 7 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 7 0 0 0 0 
As shown, the table includes codes for sixteen 16 devices with 
odd and even frequencies separated. The table also includes 
0 
0 
0 
0 
0 
0 
10 
an additional column of zeros (highlighted) was added to 
further separate the chips from the two subsets. FIG. 24 shows 
the best and the worst performing codes out of the set in the 15 
above table showing the combined matrices. 
FI GS. 24a and 24b show the best (a) and the worst (b) 
performing codes out of the 16 code set. When the worst and 
the best case of codes from table 9 above are compared to best 
performing codes of Table 1 shown in FIGS. 21a and 21b 20 
respectively, this method shows an advantage. On average, 
codes from last set perform as good as the best code from the 
first table corresponding to the first example. 
20 
7 0 
0 0 
0 
0 0 
0 
0 7 
0 0 
5. The surface acoustic wave device of claim 1, wherein the 
bank of reflector gratings comprise: 
a variable weighted reflector grating to increase code diver-
sity. 
6. The device of claim 5 wherein the variable weighted 
reflector grating comprise: 
a spatially weighted reflector grating to generate a stop-
band response. 
7. The device of claim 1 wherein the plural stepped fre-
quencies are contiguous in time. 
8. The device of claim 1 wherein the plural stepped fre-
quencies are not contiguous in time. 
9. The surface acoustic wave device of claim 1 wherein the 
25 orthogonal coded signal selection comprises: 
Up to this point PN coding was not used. Use of PN coding 
reduces code collision (ripple around main correlation peak) 
even further and reduces false correlation peaks. The best that 
can be done with false correlation peaks with 7 OFC chips is 
making them one-seventh 1h height of main correlation peak. 
Theoretically, it could be reduced to zero with an even num-
ber of chips; however, such a code set would heavily depend 30 
on not only presence of every code, but also on amplitudes of 
reflected waves, which should be very similar for every 
device. 
While the invention has been described, disclosed, illus-
trated and shown in various terms of certain embodiments or 35 
modifications which it has presumed in practice, the scope of 
the invention is not intended to be, nor should it be deemed to 
be, limited thereby and such other modifications or embodi-
ments as may be suggested by the teachings herein are par-
ticularly reserved especially as they fall within the breadth 40 
and scope of the claims here appended. 
We claim: 
1. A surface acoustic wave device comprising: 
an orthogonal code selected to mitigate code collisions in a 
wireless multi-tag system, the orthogonal coded signal 45 
including a chip offset delay to increase code diversity; 
and 
a substrate having a banks of reflectors and a transducer 
and antenna pair coupled with the banks of reflectors 
fabricated on the substrate for producing plural stepped 
frequencies according to the selected orthogonal code, 
each stepped frequency having a different center fre-
quency within a bandwidth. 
2. The surface acoustic wave device of claim 1, wherein the 
chip offset delay comprises: 
one single zero weight reflector grating for a one chip offset 
delay to increase code diversity. 
3. The surface acoustic wave device of claim 1, wherein the 
chip offset delay comprises: 
two or more zero weight reflector gratings for at least two 
chip offset delays to increase code diversity. 
4. The surface acoustic wave device of claim 1, wherein the 
chip offset delay comprises: 
50 
55 
60 
a zero weight reflector grating between each one of the 
plural reflectors to produce the orthogonal frequency 65 
code signal with a chip delay between each one of the 
plural orthogonal frequencies to increase code diversity. 
a M by N code matrix dimension based on the number of 
orthogonal frequency codes needed M and the number 
oflocations chips can populate N, each row correspond-
ing to one surface acoustic wave device orthogonal fre-
quency code and each cell in each row corresponding to 
one orthogonal chip and the chips are orthogonal to each 
other at their respective center frequencies; 
one of the orthogonal frequency chips with a different one 
of the orthogonal frequencies in each cell in each col-
umn of the matrix; and 
one of the resulting codes from the populated matrix 
applied to each one of the surface acoustic wave OFC 
devices in the multi-tag system. 
10. The surface acoustic wave device of claim 9 wherein 
the M by N matrix comprises: 
a quantity ofOFC surface acoustic devices Min the multi-
tag system; and 
a quantity of chips N in the orthogonal frequency coded 
signals for the OFC surface acoustic wave devices in the 
multi-tag system, wherein Mis the number of codes with 
one single code per surface acoustic wave tag. 
11. The surface acoustic wave device of claim 9 wherein 
the M by N matrix comprises: 
a number of chips n per OFC device; and 
a number of overlapping chips m allowed in the matrix, the 
M by N code matrix dimension determined according to 
(n·M) N = ceil --;;;- . 
12. The surface acoustic wave device of claim 11 wherein 
the number of overlapping chips m includes same-frequency 
overlaps. 
13. The surface acoustic wave device of claim 12 wherein 
overlap of the chips is m=n, then N=M. 
14. The surface acoustic wave device of claim 11 wherein 
the number of overlapping chips m excludes same-frequency 
overlaps. 
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15. The surface acoustic wave device of claim 9 wherein 
the populating the matrix step comprises the step of: 
a next available orthogonal frequency code, each chip in 
the next available orthogonal frequency code assigned to 
a location in the matrix. 
16. The surface acoustic wave device of claim 9 wherein 
the next available orthogonal frequency code comprises: 
a first orthogonal frequency code, the next available 
orthogonal frequency code retrieved after each chip in 
the first orthogonal frequency code has been assigned a 
location in the matrix; 
a last chip in a last code assigned a last location in the 
matrix as a completed matrix; and 
an error message or an invalid code set returned to a user 
when a location for one of the chips in the code is not 
found. 
17. The surface acoustic wave device of claim 16 the next 
available orthogonal frequency code is determined according 
to each next chip in the first orthogonal frequency code 
retrieved and assigned one of the cells in one row of the 
22 
matrix, the next orthogonal frequency code retrieved, the next 
chip in the next orthogonal frequency code retrieved and 
assigned to a next row of the matrix that is not assigned one of 
the chips, the colunms of the located cells that are not 
assigned the same chip are located, the column with the least 
number of chips is located, the chip is assigned to the cell in 
the colunm with the least number of chips when a column is 
located, the column with the second least number of chips is 
located when the colunm with a least number of chips is not 
10 found, the chip ids assigned to the cell in the colunm with the 
second least number of chips when the next colunm is 
located, the one of the error message or the invalid code set is 
returned when no next colunm is located, a last chip is 
detected, the steps are repeated when the chip is not the last 
15 chip, when the next orthogonal frequency code is the last 
orthogonal frequency code, the steps are repeated, and the 
completed matrix is returned when the last chip in the last 
code has been assigned a location. 
* * * * * 
