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GLOSARIO

AGRUPAMIENTO: técnica de minería de datos, dentro de la disciplina de inteligencia
artificial que identifica de forma automática agrupaciones de elementos de acuerdo a una
medida de similitud entre ellos. Diferentes medidas de similitud dan lugar a diferentes
grupos.
DETECCIÓN DE CARACTERÍSTICAS: refiere a métodos que apuntan a computar las
abstracciones de características de la imagen y tomar decisiones en cada punto si hay o no
unas características en común. Se observan en forma de puntos aislados, curvas continuas
o regiones conectadas.
DISPARIDAD: desemejanza, desigualdad y diferencia de unas cosas respecto de otras.
ESPACIOS DE COLOR: combinación de los colores: R (Red/Rojo), G (Green/Verde) y B
(Blue/Azul) RGB.
INTERPOLACIÓN: técnica utilizada para la obtención de nuevos puntos partiendo del
conocimiento de un conjunto discreto de puntos. Según los datos que se estén manejando
se puede aplicar alguno de los siguientes métodos de interpolación: polinómica, matricial,
parabólica progresiva entre otros.
KINECT: dispositivo, inicialmente pensado como un simple controlador de juego, que
gracias a los componentes que lo integran: sensor de profundidad, cámara RGB, arreglo de
micrófonos y sensor de infrarrojos (emisor y receptor), es capaz de capturar elementos 3D,
reconocerlo y posicionarlo en el plano.
NUBE DE PUNTOS: es el conjunto de vértices en un sistema de coordenadas
tridimensionales, que normalmente se definen como coordenadas X, Y y Z.
POSE DE ROBOT: es la combinación de posición y orientación en la disposición espacial que
se conoce de un robot.
RANSAC: método iterativo para estimar un modelo matemático a partir de un conjunto de
datos que contiene valores atípicos.
REGISTRO DE NUBES DE PUNTOS: el registro es la determinación de una transformación
geométrica de los puntos en una vista de un objeto con los puntos correspondientes en otra
vista del mismo objeto.
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TRANSFORMACIÓN HOMOGÉNEA: representa la posición y orientación de un sistema
girado y trasladado con respecto a un sistema fijo. Matriz de dimensión 4x4 compuesta por
un escalar, un vector columna de traslación, una matriz de rotación y un vector fila de
perspectiva.
TRAYECTORIA DE UN ROBOT: ruta transitable entre una posición de origen y una posición
objetivo, con un número finito de puntos.
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RESUMEN

El proyecto titulado “Reconstrucción de robot manipulador industrial utilizando sistemas
de visión por computador”, se encuentra enmarcado dentro del campo de la reconstrucción
de entornos 3D, que permite registrar el movimiento de los cuerpos en interacción, dentro
de tareas que involucren manipulación de materiales, ensamble de piezas, soldadura y/o
inspección. La implementación de un sistema de visión por computador permite muestrear
la escena y reconstruir solidos con el fin de recrear virtualmente la realidad. Finalmente, se
desarrolla una interfaz amigable con el usuario donde se puede visualizar las capturas
laterales RGB de la cámara Kinect, la reconstrucción del robot industrial y su trayectoria,
además, la posición XYZ del efector final y los ángulos de cada uno de las articulaciones del
robot en cada posición de la tarea de estibado de cajas.
La herramienta propuesta para la reconstrucción tridimensional es un sensor de visión para
cerrar lazos de control de movimiento. Para el desarrollo de la aplicación se implementa
una cámara, con la cual se logró la captura de la trayectoria del robot manipulador en la
operación de estibado de cajas a partir de reconstrucción tridimensional basada en
imágenes RGB-Profundidad; el software seleccionado para realizar la interfaz máquinausuario fue Matlab, que permite una aplicación amigable y de fácil uso para el usuario. Una
característica del proyecto es el bajo costo de la cámara Kinect, de un valor comercial
aproximado de 100 dólares, en comparación a soluciones industriales con sensores como
el Hokuyo URG 04LN, de un valor comercial aproximado de 2000 dólares, a causa de la
definición y resistencia a ambientes de trabajo específicos; lo que dificulta el uso de esta
tecnología en aplicaciones que aporten a los avances de la academia, por ende, aunque
ambos sensores son compatibles con Matlab, se escogió el sensor Kinect ya que es una
solución de bajo costo y hace parte del inventario del laboratorio de Ingeniería en
Automatización de la Universidad de la Salle. La herramienta se implementó en el Centro
de Desarrollo Tecnológico (CDT) de la Universidad de la Salle con el robot YASKAWA
Motoman HP20D.
Palabras clave: Visión por computador, Visión estéreo, Reconstrucción 3D, Nube de puntos
PC (Point Cloud).
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1

INTRODUCCIÓN

La ejecución de una tarea por parte del robot requiere la grabación en memoria de las
posiciones que describen la trayectoria, una vez empieza el movimiento se debe garantizar
que en el área de trabajo no se encuentren obstáculos, esto se puede realizar con un
supervisor o una celda cerrada que garantice esto; por lo tanto, se necesita desarrollar una
aplicación que reconstruya la posición del robot y por medio de interpolación lineal la
trayectoria ejecutada, de forma tal que no se requiera supervisión en la ejecución de las
tareas.
El desarrollo de este proyecto comienza por la posición y conexión correcta de las cámaras
Kinect y el computador donde se desarrollan los algoritmos necesarios para el correcto
funcionamiento de la aplicación, para esta se implementaron indicadores de forma y color,
por plano y por eslabón, respectivamente; teniendo la escena preparada se procede a la
adquisición de nubes de puntos (son las capturas recibidas del sensor de profundidad
Kinect) con estos puntos que contienen posición y color de cada píxel se realiza el filtrado
de la escena para lograr aislar el objeto específico de desarrollo, que en este caso es el robot
Motoman. El filtrado consta de la eliminación de ruido, la alineación del plano tierra de la
captura, con el sistema de referencia de la interfaz, dado que, la cámara Kinect consta de
su propio sistema de referencia; eliminar de la nube de puntos valores NaN (Not a Number)
y los puntos del plano tierra; por último, se realiza agrupamiento, se filtran las sub-nubes
de puntos que no cumplen con las características del Motoman y se obtiene la sub-nube de
puntos predominante, que gracias al filtrado previo es la nube de puntos del Motoman. Los
indicadores de color de los planos visibles de cada eslabón, incluido el efector final,
permiten unir las nubes de puntos de cada captura lateral para formar una vista de 180
grados, con esto se abstrae la posición del efector final y por medio de cinemática inversa
(Ver Anexo I) y la orientación de cada uno de las articulaciones se determina la pose del
Motoman en dicha captura. Por último, se observa el paso a paso de la trayectoria en una
interfaz usuario-maquina.
La herramienta propuesta para entornos industriales robóticos en ambientes académicos
permite sensar la posición y desplazamiento del robot manipulador, siendo una
metodología no invasiva y de fácil instalación, por la simplicidad de los sensores que utiliza,
en comparación con las estrategias comúnmente utilizadas a partir de sensores inerciales
en cada una de las articulaciones.
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Adicionalmente, se propone desarrollar una interfaz que muestre las capturas RGBProfundidad del robot manipulador con el objetivo de registrar las posiciones y la
trayectoria de la tarea de estibado de cajas.
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2

MARCO TEÓRICO

En este capítulo se describen los sistemas de visión por computador, los sensores de
profundidad, las fuentes de error en la adquisición de imágenes con dichos sensores y las
aplicaciones de reconstrucción utilizando sistemas de visión por computador.

2.1 SISTEMAS DE VISION POR COMPUTADOR
Los sistemas de visión por computador se aplican a la extracción automática, análisis y
comprensión de la información útil a partir de una sola imagen o una secuencia de
imágenes. Implica el desarrollo de una base teórica y algorítmica para lograr la comprensión
visual automáticamente (The British Machine Vision Association and Society for Pattern
Recognition, s.f.).
Los sistemas ópticos para detección de objetos trabajan de manera similar como los seres
humanos utilizan sus ojos y su cerebro para ver y sentir visualmente el mundo que les rodea,
(ver Fig.1), de esta manera la cámara permite adquirir imágenes del mundo para ser
procesadas en un computador. La cornea, actúa parecido a una cubierta de lente; la pupila,
actúa como el diafragma de una cámara que permite la entrada de luz en proporción a la
apertura y el cristalino actúa como la lente de una cámara por su capacidad para enfocar
sobre la retina, que actúa parecido al sensor de la cámara (VILLAMOR, 2011)
Figura 1. Relación de ojo humano con una cámara.

Fuente. (Bourke, s.f.)
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2.1.1 Sensores de profundidad. Para exploraciones 3D, existen diferentes tipos de cámaras:
la visión estereoscópica, “time of flight” (TOF) y la luz estructurada, que se comportan de
diferente manera de acuerdo con ciertos parámetros como se muestra en la Tabla 1.

Tabla 1. Comparación de tipos de cámaras de profundidad.
SENSORES DE PROFUNDIDAD
Luz estructurada
Visión
Patrón fijo
Estereoscópica

Patrón
programable

Tiempo de
vuelo (TOF)

Precisión de
profundidad

mm a cm

mm a cm

um a mm

mm a cm

Velocidad de
escaneado

media

rápida

rápida/media

rápida

Rango de
distancia

Rango medio

Rango
mediocorto

Rango
medio-corto

Rango
corto-largo

Rendimiento
bajo luz

débil

bueno

bueno

bueno

bueno

débil/justo

débil/justo

justo

alta

baja/media

media/alta

baja

bajo

medio

medio/alto

medio

Rendimiento
al aire libre
Complejidad
de software
Costo de
material

Fuente: (Texas Instruments, s.f.)

 Visión estereoscópica: Es el sensor tridimensional más común, ya que, las imágenes
se adquieren desde dos puntos de vista de cámaras diferentes. Este método pasivo
es de bajo costo, pero la precisión depende de las características y texturas del
objeto escaneado. Luego se puede realizar el cálculo de la profundidad a partir de la
geometría de la escena (Andrés Eleázar Jaramillo, 2007)
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 Luz estructurada: El dispositivo se compone de dos cámaras, es decir, un color RGB
y de un proyector de láser infrarrojo cercano (NIR) (Hamed Sarbolandi, 2015). Este
método activo se basa en la proyección de un patrón de luz sobre el objeto a ser escaneado, de tal manera que la forma en que el patrón se deforma con las diferentes
superficies permite a los sistemas de visión (una o más cámaras) calcular la
información de profundidad y la superficie de los objetos.
o Patrón fijo: utilizan un láser o LED como elemento óptico, para proyectar un
patrón fijo en la superficie del objeto, el sensor óptico captura todos los
patrones proyectados a la vez. (Ryuichi Tadano)
o Patrón programable: utilizan iluminación láser, LED o de lámpara que
proyectan una serie de patrones en la superficie del objeto. Tiene la
capacidad de obtener una mayor precisión de profundidad mediante el uso
de patrones múltiples, así como adaptar los patrones en respuesta a factores
como la luz ambiental, la superficie y la reflexión óptica del objeto. (Ryuichi
Tadano)
 Tiempo de vuelo: Se basa en medir el tiempo que la luz emitida requiere para viajar
a un objeto y volver a la matriz de sensores (Hamed Sarbolandi, 2015) . Este método
activo se usa para aplicaciones de largo alcance (10-100m), precisión baja,
resolución limitada, y una gran cantidad de complejidad de cálculos. Este método
puede medir directamente el mapa de profundidad con un tiempo de latencia muy
bajo. Estos sistemas cuentan con un emisor de señal, trabaja por medio de ondas
sonoras (ultrasonido) y señales luminosas como la luz láser, un receptor y un
medidor del tiempo entre la emisión y la recepción de la señal. Existen tres tipos de
sensores de tiempo de vuelo.
o “Retardo de pulso: en esta técnica se mide directamente el tiempo de vuelo
de un pulso láser” (Andrés Eleázar Jaramillo, 2007).
o “Desplazamiento de fase AM: en esta técnica se mide la diferencia de fase
entre el haz emitido por un láser de amplitud modulada y el rayo reflejado,
magnitud que es proporcional al tiempo de vuelo” (M. Hebert, 2002).
o “Pulso de frecuencia FM: en este caso se mide el desplazamiento de
frecuencia entre el haz de frecuencia modulada emitido y el reflejado, otra
magnitud proporcional al tiempo de vuelo” (Andrés Eleázar Jaramillo, 2007).

2.1.2 Fuetes de error. Los principales índices de error que afectan a este tipo de cámaras
que utilizan la óptica estándar para enfocar la luz se enumerar a continuación, estos
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necesitan ser mejorados por medio de métodos de calibración de intrínsecos de cámaras,
defectos debidos a la construcción del sensor óptico, (González, 2003).
 Luz ambiental: pueden conducir a sobre-saturación en caso de tiempos de
exposición demasiado largos en relación con la distancia y/o reflectividad de los
objetos. Se utilizan con un filtro de paso de banda (Hamed Sarbolandi, 2015).
 Interferencia de múltiples dispositivos: el uso paralelo de varias cámaras Kinect
puede dar lugar a problemas de interferencia, es decir, la iluminación activa de una
cámara influye en el resultado de otra cámara (Hamed Sarbolandi, 2015).
 Cambios de temperatura: una cámara de luz estructurada (SL) normalmente no
produce tanto calor como una cámara Time Of Flight (ToF). Como consecuencia, el
Kinect SL puede enfriarse de forma pasiva, mientras que el Kinect ToF requiere
refrigeración activa (Hamed Sarbolandi, 2015).
 Error sistemático de distancia: se debe a la calibración inadecuada y resolución de
píxeles restringido para la estimación de las ubicaciones de los puntos en el plano
de la imagen, lo que lleva a las coordenadas del pixel imprecisas de los puntos
reflejados del patrón de luz (Hamed Sarbolandi, 2015).
 Inhomogeneidad en profundidad: la oclusión puede ocurrir en los límites del objeto,
donde partes de la escena no son iluminadas por el haz de infrarrojos, lo que resulta
en una falta de información de profundidad en esas regiones (píxeles no válidos).
Para cámaras ToF, los resultados del proceso de mezcla en una señal superpuesta
causado por la luz reflejada de diferentes profundidades, los llamados píxeles mixtos
(Hamed Sarbolandi, 2015)
 Semi-transparencias: los medios que no reflejan perfectamente la luz incidente
pueden causar errores en las cámaras ToF y SL. En el caso de las cámaras ToF, la luz
dispersada dentro de los medios semitransparentes generalmente conduce a un
retardo de fase adicional debido a una velocidad reducida de luz (Hamed Sarbolandi,
2015)
 Intrínsecas: características que definen la geometría y óptica interna de la cámara
como, punto principal que refiere al punto de intersección entre el plano de la
imagen y el eje óptico; la distancia focal entre el centro óptico y el punto principal.
Para ello, hay algoritmos de calibración que retornan matrices de constantes con las
correcciones respectivas.
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2.1.3 Aplicaciones de reconstrucción utilizando visión por computador. La implementación
de visión por computador no solo es usada en sistemas de calidad si no que gracias a su
flexibilidad puede ser usada en diversos campos dependiendo su tarea.
 Ingeniería inversa. Muchas piezas se diseñan actualmente con diseño asistido por
computadora (CAD, por sus siglas en ingles Computer-Aided Design). Si una parte de
una maquina se rompe, y no existen piezas de recambio ni moldes de fundición,
entonces puede ser posible para extraer una pieza de un sistema de trabajo,
digitalizarla para volver a fabricarla.
 Reconocimiento de objetos. En la programación por medio de lenguaje C se puede
desarrollar la segmentación de planos y objetos relacionados con figuras básicas. El
problema principal de la ejecución de este reconocimiento, es el tiempo de procesamiento, donde se debe tener en cuenta el algoritmo desarrollado, si el sensor esta
en movimiento o no y la capacidad de la maquina con la que se está trabajando
(Martín Valverde, 2012)
 La medición. Se puede medir la distancia exacta entre un punto de referencia y el
centroide de un objeto reconocido, lo especial en estos métodos siempre es la
calibración de la cámara previamente a la implementación del desarrollo (Wilson
Alonso Hernández Martínez, 2016)
 El análisis de localización. Es la evaluación de la posición de un objeto. Por ejemplo,
determinar la posición donde debe insertarse un circuito integrado (Wilson Alonso
Hernández Martínez, 2016)
 La detección de falla. Es un análisis cualitativo que involucra la detección de defectos
o artefactos no deseados, con forma desconocida en una posición desconocida. Por
ejemplo, encontrar defectos en la pintura de un auto nuevo, o agujeros en hojas de
papel (Wilson Alonso Hernández Martínez, 2016)

En las aplicaciones de digitalización y reconstrucción de figuras 3D se utiliza una cámara
para la adquisición y un software para la implementación de visión por computador, son de
gran alcance e incluyen campos de aplicación como fabricación, simulación virtual,
exploración científica y medicina.
En la literatura académica se encuentran proyectos que involucran la implementación del
sensor Kinect y la visión por computador. El sensor permite la visualización de imágenes
RGB y de profundidad gracias al mecanismo de emisión y recepción de luz infrarroja; y la
implementación de algoritmos como el RANSAC ayudan para la detección de objetos (Yuhua
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Zou, 2012). En el desarrollo de “selección y clasificación de piezas mediante visión de
maquina utilizando un robot industrial” (Wilson Alonso Hernández Martínez, 2016) el
sensor Kinect es implementado para obtener la posición X y Y de los sólidos a reconstruir,
los datos pasan por medio de software como Matlab y Visual Studio para poder enviar los
comandos al controlador del robot, el cual determina los movimientos a realizar para poder
agarrar la pieza detectada y seleccionada por la cámara; En (Borges, 2013) la reconstrucción
también se puede hacer con ayuda de una base de datos de diseños 3D, por medio de la
cual, se compara con ayuda de algoritmos de emparejamiento como ICP(Iterative Closest
Point) o el algoritmo ”Hough voting” como lo muestra en (Tolga Birdal), la captura de la
cámara Kinect y el diseño de la base de datos, por ende, se obtiene una reconstrucción
tanto de objeto por objeto, como la combinación de estos. Por otro lado, en el trabajo
desarrollado por (LIZARAZO, 2014) se muestra la solución cuando no se tiene acceso directo
al controlador del robot manipulador, se puede realizar la detección de una parte del
cuerpo como la mano, implementar una interfaz en la cual, traduzca la posición tomada por
el sensor Kinect a lenguaje de programación y finalmente el efector final del robot se mueva
de la misma manera que la mano.
Este tipo de métodos, no solo se implementan con la cámara Kinect, (P. Biber, 2005) se
puede trabajar con cámaras panorámicas y un láser scanner, combinando la información de
estos se puede obtener la misma información adquirida por la cámara Kinect. Claramente
con la implementación de la cámara Kinect y los algoritmos adecuados se pueden ejecutar
de manera eficaz, el mismo proceso con menos cantidad de componentes. En (Rodríguez
Garavito C, 2008) se presenta una aplicación para la detección de robots jugadores de futbol
en el contexto de Robot Cup liga pequeña, allí el procesamiento de imágenes parte de la
captura a través de una cámara web notebook Logitech QuickCam Pro 4000 continuando
con el procesamiento de imágenes comenzando por la conversión al formato HSI y la
aplicación de filtros digitales sobre las imágenes, para identificar las posiciones de los tres
elementos de juego, dos robots móviles y una pelota; finalmente se aplica una estrategia
de lógica difusa para el control de navegación inteligente de los robots en la arena de juego.
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3

DESCRIPCION DEL SISTEMA

En esta sección se describe los diferentes componentes que hacen parte del desarrollo de
la aplicación. En la Fig.2 se muestran las partes esenciales como son: la estructura del robot
manipulador y el sistema para el desarrollo del software.

Figura 2. Sistema implementado.

Fuente. Autor.

3.1

ESTRUCTURA DEL ROBOT

El robot HP20D es usado para la transferencia de piezas, carga y descarga, embalaje, corte
con plasma y otras tareas. En la Fig.3 se observa que cuenta con 6 grados de libertad (S, L,
U, R, B y T); además consta de una capacidad de carga de 20Kg y un grado de exactitud de
más o menos 0.06mm en repetición de tareas programadas.
23

Figura 3. Robot HP20D.

Fuente. MOTOMAN-HP20D/HP20F INSTRUCTIONS
En la Fig.4 se muestra el área de trabajo del robot Motoman HP20D en la tarea de estibado
de cajas, dado por el área de carga y descarga de las cajas (Ver Fig.11) y el movimiento lineal
que se debe realizar de una posición a otra.
Figura 4. Área de trabajo Robot HP20D en estibado de cajas.

Fuente. Autor.
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3.1.1 Efector final. El robot cuenta con un efector final tipo ventosa plana redonda, es
generalmente utilizada para el manejo de superficies lisas. Tiene un radio (convexo) 100mm
y maneja un fuerza de succión máxima de 272N.
Figura 5. Efector final, Ventosa.

Fuente. (SCHMALZ, s.f.)

3.1.2 Controlador. El controlador DX100 tiene la ventaja de poder conectar hasta 8 robots
que equivalen a 72 ejes. Contiene un control avanzado de prevención de colisiones. Las
características físicas y técnicas se describen en la Tabla 2.

Tabla 2. Especificaciones del controlador.
Controlador DX100
Dimensiones

800 mm * 1000 mm * 640 mm

Peso

250 kg Aprox.

Sistema de enfriamiento

Indirecto

Alimentación

4400 VAC 60Hz

Entradas y salidas digitales

40 entradas, 40 salidas

Sistema de posicionamiento

Encoder

Capacidad de memoria

10,000 instrucciones

Comunicación
Fuente: (YASKAWA, s.f.)

Ethernet
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3.2

SENSOR KINECT

El laboratorio de robótica de la Universidad de la Salle cuenta con sensores Kinect Windows
versión 1 y 2, a continuación, se detalla las características técnicas. Utiliza un patrón de luz
estructurada infrarroja para generar la nube de puntos, se compone por un proyector
infrarrojo y un sensor de profundidad infrarrojo, una cámara RGB a color CMOS con un
filtro de color Bayer, que se encarga de dejar pasar la luz de un determinado color,
alternando el color en cada celda, correspondiente a una sección de los distintos colores
primarios (RGB); y un arreglo de micrófonos. A continuación, se describen las principales
características. Ver Fig.6.

Figura 6. Sensor Kinect.

Fuente. (Microsoft, s.f.)

El sensor Kinect V1 (Ver Fig.6), implementado en la aplicación, es capaz de detectar
profundidades en un rango de distancia desde los 0.8 a 4 m, fuera de este rango es una zona
muerta del sensor, con un campo angular de 57° horizontal y 43° vertical.
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3.2.1 Cámara RGB del Kinect. La cámara RGB está compuesta por 3 colores (Rojo, Verde,
Azul) por sus iniciales en inglés RGB, la cámara Kinect V1 trabaja con dos resoluciones
posible, de 640x480 y captura hasta 30 frames por segundo o de 1280x960 y captura 12
frames por segundo. En la Fig.7 se muestra una imagen obtenida con la cámara RGB del
sensor Kinect.
Figura 7. Imagen de cámara RGB sensor Kinect.

Fuente. (Erdal Özbay, 2013)
La iluminación de la escena a trabajar afecta los tonos obtenidos de un mismo color en la
captura RGB tal como se observa en la Fig.7 en el color crema de la pared. Por lo tanto, se
debe trabajar con colores que sean invariantes a la luz.

3.2.2 Sensor de profundidad Kinect. El sensor de profundidad Kinect funciona por medio de
un infrarrojo, proyecta una matriz de rayos de luz sobre los objetos, los rayos rebotan y son
capturados por una cámara de luz infrarroja, la cámara de profundidad del sensor Kinect V1
trabaja con una resolución de 320x240 o de 640x480. En la Fig.8 se muestra una imagen de
la cámara infrarroja del sensor Kinect, donde se observa de acuerdo a el tono del color gris
la profundidad de los objetos; las partes totalmente blancas son las zonas muertas de
captura del sensor de profundidad Kinect (Ver Sección 3.2).
Figura 8. Imagen de profundidad sensor Kinect.

Fuente. (Erdal Özbay, 2013)
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3.3

ALGORITMO DE PROGRAMACION

El desarrollo de la aplicación se realizó en Matlab 2016 con el toolbox de desarrollo
“Computer Vision System” el cual proporciona algoritmos, funciones y aplicaciones para el
diseño y simulación de sistemas de visión por computador. Puede llevar a cabo la detección
de objetos, seguimiento y estimación de movimiento. El desarrollo de la herramienta
comienza capturando una primera imagen con el sensor, para garantizar la posición de
inicio de la trayectoria a realizar; seguido del procesamiento, en el toolbox de desarrollo,
para llegar a la posición del efector final del robot y mostrar la trayectoria por medio de una
interfaz usuario-máquina realizada en GUIDE de Matlab. La transferencia de información se
muestra en la Fig.9.

Figura 9. Algoritmo de programación.

Fuente. Autor
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3.4

ALGORITMO DE VISION POR COMPUTADOR

El algoritmo de visión por computador, detallado en el diagrama de la Fig.10, da inicio con
la captura de imágenes de cada una de las posiciones que compone la tarea de estibado de
cajas. En el procesamiento se encuentra una combinación de algoritmos que permite el
procesamiento de estas imágenes con el fin de encontrar la posición del efector final,
determinar la trayectoria y graficarla en una interfaz (Ver Capitulo 4).

Figura 10. Diagrama de flujo procesamiento visión por computador.

Fuente. Autor

3.5

CONFIGURACIÓN DE LA TAREA A RECONSTRUIR

El robot Motoman HP20D se encuentra ubicado en el Laboratorio de Robótica en el Centro
de Desarrollo Tecnológico (CDT) de la Universidad de la Salle.
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La reconstrucción del robot Motoman se logra al implementar dos cámaras Kinect, que en
las capturas compartan la mayor superficie posible del robot Motoman. Cada una está
ubicada sobre un trípode, en los laterales del robot Motoman HP20D con 45 grados de
inclinación del cabezal de la cámara Kinect apuntando hacia el robot Motoman, con el fin
de poder abarcar la parte superior y lateral que corresponda a cada lado del robot Motoman
donde se encuentran ubicadas las cámaras, de tal manera se podrá divisar el área de trabajo
de la trayectoria en la tarea de estibado de cajas.

Figura 11. Vista isométrica de la configuración de la tarea a reconstruir.

Fuente. Autor
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4

IMPLEMENTACIÓN

En el presente capítulo se describe la implementación del sistema de visión por computador
desde la adquisición de nubes de puntos, pasando por el pre-procesamiento como la
extracción de planos de los indicadores de color, el registro de las nubes de puntos
procesadas y el ensamble de diagrama de hilos, hasta la realización de la interfaz gráfica.

4.1

SISTEMAS DE VISION POR COMPUTADOR

En esta sección se explica el paso a paso del sistema de visión por computador como se
puede ver el diagrama de la Fig.12, con el fin de obtener la reconstrucción tridimensional
del robot Motoman Yaskawa HP20D.
El proceso de reconstrucción parte de la adquisición de nubes de puntos con las cámaras
Kinect; seguido, del filtrado de ruido de la captura, la detección y alineación del plano tierra
con el sistema de referencia de la escena; y con la finalidad de obtener la estructura del
Motoman, por medio del algoritmo de agrupamiento se eliminan los elementos que no
pertenezcan a la estructura del Motoman pero que se encuentran en la captura de la
escena; con la detección de colores en la captura RGB de la cámara kinect, se puede
determinar los colores que hacen parte de la estructura del Motoman previamente filtrada,
seguido se proyectan los planos de los indicadores de color a la nube de puntos para poder
concentrar la información de color y profundidad; seguido a esto, con los centroides de la
nube de puntos de los indicadores de color se halla la intersección de vectores normales de
dichos planos y finalmente se deriva la información previamente procesada en el diagrama
de hilos del robot Motoman; esta información esta detallada en los items del presente subcapitulo.
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Figura 12. Diagrama de bloques visión por computador.

Fuente. Autor

32

La estructura física del Motoman no coincide con ningún modelo paramétrico básico
(prisma, cilindro o esfera), por lo tanto, además de la adquisición de nubes de puntos, se
requiere información adicional de color; para la solución de este problema se propuso la
ubicación de indicadores geométricos (rectángulos, triángulos y circunferencias) sobre las
caras de cada eslabón con colores específicos, con los cuales se hace la identificación de los
eslabones y de sus caras, el color de los identificadores va a referenciar unívocamente los
eslabones, mientras que, las formas son las encargadas de permitir la diferenciación de las
caras dentro de cada eslabón. Una vez identificados los indicadores por forma y color sobre
las diferentes caras de cada eslabón, se puede estimar el punto de intersección de los
vectores normales a los planos de cada cara del eslabón, y con ello, formar los hilos, o líneas
entre intersecciones, que componen el diagrama de hilos, o esqueleto del robot Motoman.
Este sistema híbrido determina la posición de los ejes y del efector final para poder graficar
su trayectoria en la tarea de estibado de cajas.

4.1.1 Adquisición nube de puntos. Para la adquisición de las nubes de puntos (Point Clouds)
se debe instalar los controladores de Kinect para Windows (SDK 1.8 y 2.0), además de los
controladores de Matlab (Kinect for Windows). Se necesita enviar una señal de inicio que
active las cámaras tanto de profundidad (depthDevice1) como de Color (colorDevice1), con
el comando ’step’ en Matlab. La conexión de cámaras en simultanea es posible con
diferentes índices que determinen la cámara de color y de profundidad, es decir, los índices
1 y 2 corresponden a las cámaras de la Kinect derecha y los 3 y 4 a las cámaras de la Kinect
izquierda.
Las nubes de puntos adquiridas se almacenan en estructuras que reúnen varias propiedades
como son: la localización (Location) y el color (Color), son matrices MxNx3 conformadas por
un alto (M) y ancho (N) correspondientes al número de filas y columnas de la captura,
además de la información de XYZ o del RGB de cada pixel; un contador de puntos (Count),
muestra la cantidad total de pixeles; y por último, se tienen los límites positivos y negativos
XYZ (Limits) que delimitan el área física de la captura.
En la Fig.13 se muestra una imagen de la nube de puntos original, capturada por el sensor
Kinect.
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Figura 13. Nube de puntos.

Fuente. Autor

4.1.2 Filtrado de nube de puntos. Para el procesamiento de las imágenes se empieza con un
“Denoise” que elimina los pun- tos que están fuera del rango de adquisición de la cámara
de profundidad, dado que, en la captura hay planos como las paredes que contienen gran
número de puntos, es indicado dejar que al plano tierra (suelo) sea el predominante en el
posterior procesamiento de alineación de la nube de puntos. Este resultado se puede
observar mejor en la imagen 2D como se muestra en la Fig.14(a) la captura RGB inicial
derecha e izquierda de la escena, y la Fig.14 (b) muestra en negro los puntos de la captura
que no son tomados por la cámara de profundidad dado su rango de captura de imágenes.
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Figura 14. Antes y después de filtro de ruido

(a)

(b)

Captura original

Captura después del quitar puntos de ruido

Fuente. Autor.

4.1.3 Alineación y eliminación de plano tierra. Dado que la cámara Kinect maneja su propio
sistema de referencia (ver Fig.15) se debe rotar y trasladar la nube de puntos para coincidir
el sistema de referencia de la captura con el sistema de referencia del Motoman HP20D.
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Figura 15. Comparación sistema de referencia Kinect con sistema de referencia escena.

Fuente. Autor.

Se realiza el acople de sistema de referencia de la cámara con el sistema de referencia
de la captura. En la Fig.(a) y16(b) se observa la captura (Derecha e Izquierda) de las dos
cámaras Kinect con el sistema de referencia que captura la cámara Kinect (Ver Fig.15) y
en la Fig.16(c) y16(d), se muestra el resultado del ajuste manual del sistema de
referencia de la captura, rotando el eje X en pi/2, de tal manera que el suelo visible de
la escena, coincida con el plano x-y del sistema de referencia de la cámara.
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Figura 16. Rotación de la vista original.

(a)

(b)

(c)

(d)

Fuente. Autor

A continuación, se requiere un ajuste fino para terminar de alinear el suelo de la escena con
el plano XY del sistema de referencia de la cámara, buscando el plano que más puntos
contiene en la captura. “pcfitplane” es la función definida por Matlab, con la cual se puede
obtener cualquier tipo de plano en cualquier orientación, este modelo se define por un
vector unitario de referencia Vector N (referenceVector), para efectos del presente
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algoritmo se buscará en el plano tierra (Vector N= Vector K); se debe introducir, además, la
distancia máxima entre puntos (maxDistance) y el rango angular máximo en grados donde
se espera que exista el vector normal buscado (maxAngularDistance).
Los parámetros de salida de la función se explican a continuación: “plane” es la nube de
puntos del plano, “model” es el modelo del plano (de color rojo Fig.17) descrito por su
vector normal y una distancia entre el sistema de referencia de la nube de puntos y el plano
hallado; y “remainPtCloud” es la nube de puntos conformada por los puntos de la nube de
puntos inicial, que no hacen parte del plano encontrado.

Figura 17. Detección de plano tierra.

Fuente. Autor.

A partir del vector normal del plano encontrado (Vector color azul Fig.17) y las ecuaciones
4.1, 4.2, 4.3, tomadas de (C. H. Rodríguez-Garavito, 2014), se encuentra el ángulo de
rotación para X y Y.
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En la ecuación 4.1 la variable n es vector normal (Vector color azul en Fig. 17) del plano
tierra (color rojo en Fig.17) encontrado en la escena.

n = model.Normal;

(4.1)

Con la implementación de la función “atan2”, en la ecuación 4.2 se computa la arcotangente
con la información de Y y Z del vector normal para encontrar el ángulo real en el cuadrante
correspondiente de la rotación en X (alpha).

alpha = atan2(−n (1, 2), n (1, 3));

(4.2)

Computando el arcoseno con el parámetro X del vector normal (Ver Ecuación 4.3) se
encuentra el ángulo de rotación en Y (beta).

beta = asin (n (1, 1));

(4.3)

Por medio de las ecuaciones 4.1, 4.2, 4.3 el vector normal del plano, se puede encontrar los
ángulos de rotación final de la nube de puntos para encontrar la coincidencia total con el
plano X-Y del sistema de referencia. Se puede observar el vector normal del plano tierra
(Vector color azul Fig.18) perpendicular al plano XY de la escena, con origen en el centroide
del modelo del plano hallado.
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Figura 18. Alineación utilizando RANSAC.

Fuente. Autor.

En la tabla 3 se encuentra la información de los componentes XYZ del vector normal del
plano tierra de la captura izquierda y derecha del promedio de 12 capturas de las 5
posiciones que componen la tarea de estibado de cajas; valor encontrado después de
aplicar la función “pcfitplane” a la nube de puntos alineada, retornando una variable
“model” que contiene las componentes del vector normal que define dicho plano.
Tabla 3. Componentes vector normal plano tierra.

Posición Home
Posición 1
Posición 2
Posición 3
Posición 4

Nube de puntos Derecha
Nube de puntos Izquierda
Nube de puntos Derecha
Nube de puntos Izquierda
Nube de puntos Derecha
Nube de puntos Izquierda
Nube de puntos Derecha
Nube de puntos Izquierda
Nube de puntos Derecha
Nube de puntos Izquierda

Fuente. Autor.
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Componentes Vector normal
X
Y
Z
-0,0163
0,0019
0,9999
0,0125
-0,0068
0,9999
0,0156
0,0037
0,9999
-0,0026
0,0252
0,9997
-0,0053
0,0021
1,000
-0,011
-0,0361
0,9993
0,0173
0,0069
0,9998
-0,0103
-0,0355
0,9993
0,0042
-0,0017
1,000
-0,0073
-0,0331
0,9994

En la tabla 4 se halla el error absoluto (Ver ecuación 4.4), componente a componente del
vector normal del plano tierra hallado (Tabla 3), en comparación con el vector normal del
plano XY, determinado por el vector unitario Z [0 0 1].

Error absoluto = (vector normal hallado – vector unitario Z)

(4.4)

En la tabla 4, se observa que el promedio de error absoluto en la componente X del vector
normal del plano es de -0.00032m, en la componente Y es de -0.00734m y en la componente
Z es de 0.0003m; dado que el promedio de error en cada componente del vector normal es
próximo a cero, es decir, los valores hallados son cercanos al valor esperado, la alineación
del plano tierra de la captura con el sistema de referencia de la escena es adecuada, para
seguir con el filtrado de la escena y tener al robot Motoman en el sistema de referencia
conocido.

Tabla 4. Error absoluto de componentes vector normal plano tierra.

Nube de puntos Derecha
Nube de puntos Izquierda
Nube de puntos Derecha
Posición 1
Nube de puntos Izquierda
Nube de puntos Derecha
Posición 2
Nube de puntos Izquierda
Nube de puntos Derecha
Posición 3
Nube de puntos Izquierda
Nube de puntos Derecha
Posición 4
Nube de puntos Izquierda
PROMEDIO DE ERROR
Posición
Home

Fuente. Autor.
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Error absoluto de componentes
de vector normal (m)
X
Y
Z
-0,0163
0,0019
0,0001
0,0125
-0,0068
0,0001
0,0156
0,0037
0,0001
-0,0026
0,0252
0,0003
-0,0053
0,0021
0,0000
-0,011
-0,0361
0,0007
0,0173
0,0069
0,0002
-0,0103
-0,0355
0,0007
0,0042
-0,0017
0,0000
-0,0073
-0,0331
0,0006
-0,00032 -0,00734
0,0003

Al terminar el filtrado del plano tierra y su respectiva remoción, la escena se observa de
esta manera, en la parte superior de la Fig.19 se tiene las nubes de puntos de las dos
capturas y en la parte inferior de la Fig.19 se encuentra las capturas RGB, donde se observa
de mejor manera el filtrado del plano tierra:

Figura 19. Vista original, sin plano tierra.

Fuente. Autor
4.1.4 Agrupamiento de robot Motoman. Todavía existen elementos que no corresponden
al robot Motoman HP20D. Para terminar el filtrado se utiliza una estrategia de
agrupamiento (Clustering, como se denomina en inglés) teniendo en cuenta los parámetros
de entrada: la posición espacial de los puntos que componen la nube de puntos y un valor
escalar que limita la máxima distancia que puede haber entre los puntos que corresponda
a un mismo grupo; Dado el algoritmo de agrupamiento se obtiene: un conjunto de
centroides definidos por sus componentes XYZ para cada sub-nube de puntos, una matriz
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que indica a que sub-nube de puntos pertenece cada punto de la nube de puntos inicial y
una celda que contiene cada sub-nube de puntos.
A continuación, se muestra el resultado del proceso de agrupamiento sobre una nube de
puntos, en la Fig.20 se muestra de color verde la nube de puntos del robot Motoman y de
diferentes colores las sub-nubes de puntos que se encuentran en la escena pero que no
corresponden al robot Motoman.

Figura 20. Agrupamiento Motoman.

Fuente. Autor.

El resultado de este método permite la identificación univoca de la estructura del robot
Motoman correspondiente a la nube de puntos que conforman la estructura que se escoge
de acuerdo con la nube de puntos de mayor número de datos.

4.1.5 Detección y extracción de planos de color. Al tener las nubes de puntos que contienen
la estructura del robot Motoman en las dos diferentes vistas, se prosigue con el tratamiento
de imagen de color, en el cual se extrae información de los indicadores de color por cada
eslabón con el fin de encontrar un registro de las dos vistas, que visualmente sea coherente
con el sólido real, y el diagrama de hilos de la estructura de los eslabones y del efector final.
El procesamiento inicia con el cambio de variables de la imagen de color de la nube de
puntos, de RGB (Red, Green, Blue) a HSV (Huge, Saturation, Value), permite determinar un
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intervalo para cada uno de los colores de trabajo (Azul, Rojo, Verde y Naranja), que son los
parámetros para el agrupamiento por color.
Al convertir las capturas RGB al espacio de color HSV, por medio del cursor se puede
seleccionar un pixel, para encontrar el índice de color de trabajo de dicho pixel. Como se
observa en la Fig.21 el espacio de color HSV azul es de 0.5948, rojo es de 0.9903, verde es
de 0.4571 y naranja es de 0.03704.

Figura 21. Índices de color, espacio de color HSV.

Fuente. Autor.

Con los índices de color hallados en la Fig.21 y el histograma de color HSV (Ver Fig.22) que
determina el índice de color de [0 - 1] contra el número de pixeles de ese índice que se
encuentra en la captura del Motoman, se hallan los rangos de cada color; el color azul que
es el color más predominante en la escena, ya que es el color base del robot Motoman está
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entre el rango de [0.594 – 0.7849]; el siguiente color a filtrar, es el color rojo que se
determina en el rango de [ 0.9094 – 0.9661]; el color verde se encuentra en el rango [0.3743
– 0.5309] y, por último, el color naranja se encuentra en el rango [ 0.01175 – 0.06098].

Figura 22. Histograma espacio de color HSV.

Fuente. Autor

Se obtienen sub-nubes de puntos por cada indicador de color; dado que el azul es el color
predominante, es el primer color por extraer de la imagen, desde este punto se hace un
filtrado de los colores de trabajo: rojo, verde y naranja. En la Fig.23 se puede observar en
la parte superior la captura RGB filtrada del robot Motoman y en la parte inferior se tiene
la captura RGB de cada color de trabajo.
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Figura 23. Agrupamiento por color.

Fuente. Autor

4.1.6 Proyección captura de RGB a nube de puntos. Como se observa en la Fig.23 cada
eslabón tiene un color determinado que lo caracteriza unívocamente, puesto que, no se
tiene un orden de los indicadores de color de acuerdo con el eslabón que pertenezcan, se
realiza una combinación de figuras geométricas, triangulo, rectángulo y circulo, que permite
diferenciar las caras de cada eslabón (Ver Fig.23). En la Fig.24 se puede observar la nube de
puntos de cada indicador de color de los eslabones.
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Teniendo los indicadores de color totalmente identificados ya se tiene parte de la estructura
definida gracias a este método. El efector final se compone de los indicadores de color rojo,
el eslabón horizontal en la posición home se identifica con los indicadores verdes y el
eslabón vertical en la posición home se identifica con los indicadores de color naranja (Ver
Fig.24).

Figura 24. Nubes de puntos de indicadores de color.

Fuente. Autor

4.1.7 Registro de nubes de puntos. Al tener los indicadores de color por color y por figura,
por medio de la detección de planos se obtienen los vectores normales y los puntos
centroides de los planos de los indicadores de colores en común, se aplica la función
“ABSOR”, por sus siglas en inglés “Absolute Orientation” basado en cuaternios de Horn,
al ingresar los valores de los puntos centroides, retorna varios parámetros, entre estos una
matriz conformada por rotación, traslación y un factor de escalamiento estimado.
Dado que la función “ABSOR” retorna una matriz de rotación y traslación con un término
de escalamiento, ahora se debe aplicar a las nubes de puntos del Motoman, teniendo en
cuenta que una es fija y la otra es la nube de puntos de movimiento, para esto, se utilizan
los siguientes comandos que trabajan en conjunto: “pctransform” que aplica una rotación
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y traslación dada por la salida de la función “ABSOR”, esta función es necesaria para
desplazar una de las dos tomas a su posición correspondiente al ensamble; Y “pcmergel”
une las dos nubes de puntos, la nube de puntos de referencia con la nube de puntos
transformada por “pctransform” según la función de transformación homogénea que
genero el proceso de registro. Al finalizar este proceso se tiene la vista de 180 grados del
robot Motoman HP20D. En la Fig.25 se muestran 4 tomas desde diferentes ángulos del
registro de la posición Home.

Figura 25. Registro de las dos nubes de puntos.

Fuente. Autor
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4.1.8 Centroides indicadores de color. En el momento en que se logra la vista de 180 grados
del Motoman o su registro final, es posible observar los indicadores de color en el mismo
sistema de referencia. Posteriormente obteniendo la intersección entre los vectores
normales de los indicadores de color y forma sobre cada eslabón (triangulo, rectángulo y
circulo), se obtienes puntos de intersección. En la Fig.26 se tienen las nubes de puntos de
cada grupo de indicadores de color por eslabón y los centroides de cada plano.

Figura 26. Centroides de indicadores de Color.

Fuente. Autor
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4.1.9 Intersección vectores normales planos de color. Dado los Centroides de los planos de
los indicadores de color, los vectores normales (vectores verdes, ver Fig.27) y la función
“LineXLine”, que se implementa para encontrar el punto más cercano de intersección entre
N-líneas en D-dimensiones utilizando el método matemático de mínimos cuadrados; se
tienen el punto de intersección (asterisco rojo) como se ve en la Fig.27, de cada cubo de
indicadores de color.

Figura 27. Punto de intersección de planos de color rojo.

Fuente. Autor.

4.1.10 Diagrama de hilos. Estos puntos de intersección son el inicio y fin de las líneas rectas
que conforman los hilos con los cuales se va a representar el Motoman, con ello, se obtiene
finalmente, un modelo en hilos que representa la pose del robot Motoman. Con la
información de los hilos también es posible obtener, no solo la posición en cada eslabón,
sino, la orientación en el espacio.
En la Fig.28(a) se muestra el diagrama de hilos que corresponde a los eslabones y efector
final del Motoman, de color rojo se encuentra la línea que une los puntos de intersección
del eslabón correspondiente a los planos de color naranja, la línea verde une los puntos de
intersección del eslabón que sostiene los indicadores de color verde y el punto rojo en el
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efector final del Motoman corresponde al punto del efector final. En la Fig.28 (b) se observa
los hilos de cada eslabón y el sistema de referencia en cada articulación.

Figura 28. Diagrama de hilos Motoman.

(a)

(b)

Fuente. Autor.

4.2

INTERFAZ DE LA APLICACIÓN

La interfaz gráfica permite la visualización de la trayectoria del robot, así mismo, se puede
observar parámetros específicos como grados de las articulaciones y posición XYZ del
efector final (Ver Fig.29). Para la implementación de la interfaz se utiliza la herramienta
GUIDE de Matlab.
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Figura 29. Interfaz.

Fuente. Autor

En la interfaz se puede visualizar las tomas RGB del robot Motoman por medio del botón
captura, se dividen en dos, la captura derecha y la captura izquierda como se muestra en la
parte izquierda del GUIDE de la interfaz. En la Fig.30(a) se observa la captura de la posición
Home y en la Fig.30(b) se observa la captura de la posición 1.
Figura 30. Interfaz RGB.

(a)

(b)

Fuente. Autor.
El registro realizado con las dos capturas de la escena se visualiza en la parte derechasuperior (Ver Fig.31) , así como los valores de la posición del efector final y los ángulos de
cada articulación aplicando la cinemática inversa (Ver Anexo 1, código basado en el
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desarrollo de (LIZARAZO, 2014)) a los puntos del efector final, se obtienen al oprimir el
botón que corresponde a la posición.
Figura 31. Interfaz Registro.

Fuente. Autor
Al oprimir el botón diagrama, se visualiza el diagrama de hilos y la trayectoria realizada de
punto a punto en la ejecución de la tarea de la posición anterior a la siguiente, y así
sucesivamente, en la Fig.32 se muestra en el panel de trayectoria los puntos que describen
la trayectoria desde home (posición anterior, ver captura RGB de la Fig.30) hasta la posición
4, pose que se puede observar en la imagen RGB de la Fig.32.
Figura 32. Interfaz Trayectoria.

Fuente. Autor

En la Fig.33 en la parte inferior derecha de la interfaz en el panel de “Trayectoria”, se
muestra la trayectoria de las articulaciones en colores diferentes (Azul, verde, amarillo, rojo,
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negro y morado; respectivamente desde la base hasta el efector final), desde la posición
Home hasta la posición 3.
Figura 33. Trayectoria de cada articulación.

Fuente. Autor
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5

PRUEBAS Y ANALISIS DE LA APLICACIÓN

La primera opción para la solución de la herramienta es la implementación de cámaras
Kinect V1; para la primera etapa se presenta la incógnita de cómo identificar cada eslabón
del robot Motoman utilizando sistemas de visión por computador. Se implementaron
indicadores de color por caras de cada eslabón (Ver Fig.34), se estipularon los colores de
trabajo invariantes a la luz (rojo, naranja y verde) el azul es totalmente descartado por ser
el color del Motoman; de esta manera se puede realizar el registro de las dos capturas, pero
se necesita determinar a qué eslabón pertenecen las sub-nubes de puntos de cada grupo
de indicadores de color después del procesamiento de la imagen.

Figura 34. Indicadores de color por cara de eslabón.

Fuente. Autor.

Para poder solucionar esto, se pensó en detección de características, se realizó el cambio
de una cámara Kinect V1 a una cámara Kinect V2, esta última, permite una captura en HD
(1080X1920) y de esta manera, el trabajo de detección de características se podría
implementar en la solución del problema de selección del eslabón, con ayuda de algoritmos
como sift (Scale-invariant feature transform) y surf (Speeded-Up Robust Features) los cuales
son generalmente utilizados en aplicaciones de visión por computador, capaces de extraer
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características específicas de una imagen; con este fin se situó en cada eslabón
características como logos de empresas, letras árabes y/o letras chinas (Ver Fig.35).

Figura 35. Detector de características.

Fuente. Autor.

El resultado no fue el esperado ya que, para implementar este tipo de algoritmos se debe
tener una base de datos donde se concentre todas las posibles posiciones que puede tomar
la imagen a reconocer en todo un entorno, esto dado que el Motoman se va moviendo en
la escena y las cámaras son estáticas, por ende, las características no siempre iban a estar
situadas directamente al lente de la cámara, sino, que podrían llegar a tener un rango de
ángulo de rotación mayor a 90°, además, el tiempo aproximado de identificación de
características es de 43:06min; dado el menor costo computacional que se necesitaba para
esto y la simplicidad del código se determinó utilizar indicadores de color por eslabón con
diferentes figuras geométricas en cada cara (ver Fig.23) con lo cual se puede obtener
directamente la posición del efector final y por medio de cinemática inversa (Ver Anexo I),
hallar los valores de rotación de cada una de las articulaciones.
La prueba que se realizó se compone de reconstruir 5 posiciones del Motoman que se
muestran a continuación y comparar el valor de posición del efector final encontrado con
la intersección de puntos de los planos normales de los indicadores de color rojo, con el
valor de posición de efector final que entrega el controlador del robot Motoman (Ver Tabla
5).
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En la Fig.36 se muestran las nubes de puntos luego del registro de las dos capturas
(Izquierda y derecha) de 4 de las posiciones que componen la tarea de estibado de cajas.

Figura 36. Nubes de puntos de pruebas.

Fuente. Autor

En la Tabla 5 se encuentran los valores teóricos y experimentales de la posición del efector
final de las 5 posiciones guardadas para la tarea de estibado de cajas. Los valores teóricos
de posición XYZ son los valores entregados por el controlador y visualizados en el TechBox
del robot Motoman; los valores experimentales de posición XYZ son los valores que se
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logran obtener con la implementación del algoritmo del proceso de detección de color y
centroides de los indicadores de color rojo y la intersección de líneas normales de los planos
de los indicadores de color rojo (Ver Fig.23, Fig.24 y Fig.27).
Se debe aclarar que en las tablas de resultados se muestran un promedio de posición del
efector final de las 12 capturas de cada una de las 5 posiciones que componen la tarea de
estibado de cajas (Ver Anexo 2). En la tabla 5 se observa la exactitud de cada una de las
posiciones, lo cual, se refiere a la distancia euclidiana (Ver Ecuación 5.1) que se tiene en el
espacio entre la posición teórica y la posición experimental.

𝑑𝑒 = √(𝑥𝑒 − 𝑥𝑡 )2 + (𝑦𝑒 − 𝑦𝑡 )2 + (𝑧𝑒 − 𝑧𝑡 )2

(5.1)

La exactitud promedio, para este caso, es de 0.124m en las capturas, esto debido a que, la
precisión del sensor varia con la distancia de profundidad del objeto a reconstruir (Kourosh
Khoshelham, 2012), a los cambios de luz que se presentan en la escena, y a una captura
incompleta de los planos de color.

Tabla 5. Componentes posición efector final
TABLA DE POSICIÓN EFECTOR FINAL (m)
Posición teórica
Posición experimental
X
Y
Z
X
Y
Z
Posición
1,0630 0,0000
Home
Posición 1 0,9610 0,9770
Posición 2 0,9610 0,9710
Posición 3 -0,1340 -1,3270
Posición 4 -0,1340 -1,3270

1,3580

Exactitud

1,1583

-0,0898

1,3547

0,1309

1,1660 1,0885
0,2460 0,9288
1,1960 -0,1736
0,2470 -0,1830

0,8890
0,8609
-1,2742
-1,2260

1,1827
0,2231
1,2677
0,2867

0,1558
0,1170
0,0975
0,1191
0,1240

PROMEDIO

Fuente. Autor.
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Para calcular la precisión del sensor de visión (Hardware y software) para esta aplicación se
implementa la ecuación 5.1 de desviación estándar:

1

𝛿 = √𝑛−1 ∑𝑛𝑖=1(𝑥𝑖 − 𝑥̅ )2

(5.2)

En la tabla 6 se puede observar la magnitud de la desviación estándar de cada una de las
posiciones del robot para la tarea de estibado de cajas (Ver Ecuación 5.2). Con el promedio
de la desviación estándar, se obtiene una precisión para el sensor de 0.014m. Esto debido
a la componente aleatoria del algoritmo de detección de planos usado (RANSAC).

Tabla 6. Desviación estándar posiciones experimentales.
DESVIACION ESTANDAR (m)

Posición
Home
Posición 1
Posición 2
Posición 3
Posición 4

X

Y

Z

MAGNITUD DESVIACIÓN
ESTÁNDAR

0,0096

0,0051

0,0111

0,01559

0,0051
0,0052
0,0023
0,0004

0,0217
0,0037
0,0018
0,0037

0,0244
0,0079
0,0066
0,0082
PROMEDIO

0,03306
0,01012
0,00722
0,00898
0,01499

Fuente. Autor.

Dada la resolución de las cámaras (640X480X3) con una cantidad total de 921600 puntos y
el nivel de procesamiento de la computadora utilizada para el desarrollo del algoritmo,
basados en las especificaciones de hardware que se aprecian en la tabla 7.
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Tabla 7. Características computadora utilizada.
CARACTERISTICAS COMPUTADORA
Intel Core ™ i7 4710HQ
Tipo de sistema
CPU @250GHz
Memoria RAM
16,0 GB
Tipo de sistema
64 bits
Windows Home Single
Languages 2017

Edición de Windows

Fuente. Autor.

Con el desarrollo de estas pruebas, se observa, en la tabla 8, un promedio en el tiempo de
adquisición de 18.78s, el tiempo de registro de 576,26s y el tiempo de muestra de trayectoria
de 11.86s; lo cual, define que en promedio la reconstrucción de cada posición del robot
Motoman en la tarea de estibado es de 606.9s.

Tabla 8. Tiempos de procesamiento.
TIEMPOS DE PROCESAMIENTO (s)

Posición Home
Posición 1
Posición 2
Posición 3
Posición 4
PROMEDIO

ADQUISICION

REGISTRO

TRAYECTORIA

19,5750

712,6273

N/A

18,8950
17,9667
18,4417
19,0225
18,7802

573,8125
573,2492
511,7250
509,8925
576,2613

11,9333
12,2183
11,7375
11,5858
11,8688

Fuente. Autor

Los tiempos anteriores no permiten el uso del sensor en línea en una tarea de estibado, sin
embargo, el tiempo real referido en el objetivo 3 y 4 del trabajo de grado, se refiere al
tiempo que tarda un sistema de software en automatizar una tarea de reconstrucción 3D
60

del robot HP20D y visualizar su trayectoria, posterior a la detección del robot en diferentes
posiciones. Para dar soporte a la definición de tiempo real aplicable a la solución planteada
en el presente trabajo de grado, se cita textualmente la definición dada por (Pastor, 2004):
“Tiempo real: Aplicaciones informáticas en las que la obtención de los resultados está sujeta
a unas restricciones temporales impuestas por el entorno en que se ejecutan”.
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CONCLUSIONES
La reconstrucción tridimensional del robot Motoman como una nube de puntos agrupada
en el espacio, requirió para poder obtener el diagrama de hilos final, la identificación
univoca de cada cara de eslabón a partir de la implementación de figuras geométricas. Para
ello, se utilizó información adicional en el espacio de color; una vez identificados los puntos
sobre cada cara del eslabón, es posible obtener las intersecciones en el espacio de los
vectores normales de los indicadores de color, y con ello, obtener los puntos directores de
los diagramas de hilos.
El software implementado para el desarrollo de la herramienta no es el más adecuado en
cuanto al tiempo de respuesta, dado que los algoritmos son bastante robustos. En la
adquisición de imágenes, por ejemplo, el tiempo promedio es de 18.78s, en la etapa de
registro, es de 576.26s y en el procesamiento para estimar la trayectoria, es de 11.86s, lo
cual compone un tiempo de respuesta de la aplicación, de 606.9s. Dado los resultados
anteriores, no es factible la implementación del algoritmo en tiempo de aplicación, sin
embargo, el propósito de esta tesis es proponer y validar una metodología para hacer la
reconstrucción del diagrama de hilos del robot Motoman, que compone información de la
cinemática inversa y directa, a partir de captura de imágenes RGB-Profundidad, lo cual fue
logrado con éxito (sección 4.1.10).
La exactitud del Sensor de Visión (Software y Hardware) para esta aplicación de estibado
de cajas, es de 0.124m (Tabla 6), debido a la baja resolución de la cámara que disminuye
cuadráticamente al aumentar la distancia desde el sensor, a los cambios de luz que se
presentan en la escena y una captura incompleta de los planos de color. La precisión en este
caso, fue de 0.014m (Tabla 5), para la reconstrucción en la tarea de estibado de cajas,
teniendo en cuenta la componente aleatoria del algoritmo de detección de planos usado
(RANSAC).
La implementación de indicadores de color y forma es una estrategia viable para reconstruir
superficies de objetos que no corresponden con figuras geométricas básicas. Al tener
indicadores de color planos sobre la superficie del robot, sin necesidad de tener en cuenta
la forma física del objeto a reconstruir, se puede obtener puntos comunes de la escena en
cada captura, de esta manera, encontrar el registro de las nubes de puntos y obtener el
sólido que describe la reconstrucción del robot HP20D.
La aplicación desarrollada trabaja con un par de cámaras Kinect en una posición que
permite la visibilidad completa del área de trabajo de la tarea de estibado de cajas, y es
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viable cuando no se tiene que hacer un análisis detallado de las imágenes; si se desea utilizar
detectores de características, se debe contar con unas cámaras de mayor resolución y un
computador que resista el costo computacional del algoritmo.
La implementación de dos cámaras Kinect de dos versiones diferentes plantea el problema
de hacer un registro entre nubes de puntos de tamaños dispares, adicionalmente, la cámara
de mayor resolución, determina el costo computacional del registro, que toma hasta 4 veces
más del tiempo de respuesta de la aplicación propuesta. Durante las pruebas se determinó,
que la resolución de un par de cámaras Kinect V1 es suficiente para obtener un casamiento
satisfactorio en un tiempo realizable.
La interfaz visual permite una buena solución al mostrar el paso a paso de los puntos claves
de la aplicación como son: la captura, el registro, el diagrama de hilos y la trayectoria de
pose a pose en la tarea de estibado de cajas.
La implementación de cámaras Kinect y el desarrollo de algoritmos de procesamiento de
imágenes RGB-Profundidad, es innovador para la reconstrucción de escenas en 3D, donde
se puede dar las pautas para trabajar con las nubes de puntos para diferentes aplicaciones
que se basen en sistemas de visión por computador.
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RECOMENDACIONES

Se propone como trabajo futuro hacer la implementación en alto nivel de estos algoritmos
para llevarlo a tiempos realizables ( tiempo on-line). Se puede hacer el cambio de cámaras,
a Kinect V2, hacer una traducción de los algoritmos realizados en Matlab a un lenguaje de
programación como C++, e implementar los algoritmos en una máquina que soporte el
procesamiento de la cantidad de puntos que compone una captura 3D.
Para trabajar con detección de color, se propone mejorar la estabilidad de la luz de la escena
donde se encuentren las cámaras, de esta manera se puede determinar de mejor manera
los intervalos de color en la escena y hacer un filtrado mejor.
Se propone desarrollar fases posteriores que permitan realizar planeamiento de
trayectorias sin supervisión humana, módulos como detectores de colisiones dinámicos en
el espacio de trabajo del robot y generación automática de trayectorias.
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ANEXOS I
Cinemática inversa Robot Motoman HP20D
l1z=5.05;
l1x=1.50;
l2=7.60;
l3=1.40;
l4=7.95;
lh=1.05;
Pbe=Xi_work; %position of end effector
Rbe=rotx(0)*roty(0)*rotz(0); %inicial rotation
T=[Rbe,Pbe;zeros(1,3),1];
Rbe=T(1:3,1:3); %Rbe equal to the the first 3 x 3 rows and colums of T
Pbe=T(1:3,4); %Pbe equal to the the last 3 rows of T
Pbaux=Pbe+Rbe*[0;0;-lh];% Pbe+(Rbe*[0;0;-lh])
Pbaux=Pbe-Rbe*[0;0;lh];% Pbe-(Rbe*[0;0;lh])
Pbaux=T*[0;0;-lh;1];% T*[0;0;-lh;1
q1=atan2(Pbaux(2,1),Pbaux(1,1));% the four quadrant arctangent of the
elements
Pw=[sqrt(Pbaux(1,1)^2+Pbaux(2,1)^2)-l1x;...
0;
Pbaux(3,1)-l1z];%sqrt(Pbaux(1,1)^2+Pbaux(2,1)^2)-l1x;0;Pbaux(3,1)l1z)
a1=sqrt(l3^2+l4^2);%sqrt(l3^2+l4^2)
if(sqrt(Pw(1,1)^2+Pw(3,1)^2)>(l2+a1))
out=false;
else
out=true;
end
c2=((Pw(1,1)^2)+(Pw(3,1)^2)-(l2^2)-(a1^2))/(2*l2*a1);
s2=-sqrt(1-c2^2);
theta2=atan2(s2,c2);
gama=atan2(l4,l3);
q3=(gama+theta2);
alfa=atan2(Pw(3,1),Pw(1,1));
beta=acos((l2^2+Pw(1,1)^2+Pw(3,1)^2-a1^2)/...
(2*l2*sqrt(Pw(1,1)^2+Pw(3,1)^2)));
theta1=alfa+beta;
q2=pi/2-theta1;
% Sistema 3 en la orientacion del sistema del efector final
Rb3=rotz(q1)*roty(q2)*roty(-q3)*rotz(pi/2)*rotx(pi);
% R3e=roty(-q4)*rotx(-q5)*rotz(-q6);
R3e=Rb3'*Rbe;
q4=atan2(-R3e(1,3),R3e(3,3));
q5=atan2(R3e(2,3),sqrt(R3e(2,1)^2+R3e(2,2)^2));
q6=atan2(-R3e(2,1),R3e(2,2));
Q=[q1 q2 q3 q4 q5 q6];
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Anexo 2
TABLAS DE PRUEBAS
Posición Home
X

Y

Z

ADQUISICION

REGISTRO

1,161

-0,092

1,35

20,1

711,2

1,158

-0,0908

1,365

18,8

713.2

1,16

-0,091

1,349

19,5

714,3

1,145

-0,0886

1,335

20

711,5

1,153

-0,087

1,367

18,7

712,3

1,148

-0,076

1,365

19,3

712,5

1,155

-0,086

1,359

19

713,8

1,149

-0,092

1,344

20,5

711,9

1,156

-0,0926

1,341

21,1

712,6

1,164

-0,0909

1,357

18,9

713,5

1,175

-0,0952

1,37

19,7

713,4

1,175

-0,095

1,3545

19,3

711,9

19,58

712,6272727

PROMEDIO

1,15825

Desviación
Estándar

0,010

Pitágoras

0,015585507

PROMEDIO DE

TIEMPO

-0,08975833 1,35470833
0,005

0,011

0,01499354
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Posición 1

PROMEDIO
Desviación
Estándar
Pitágoras

TIEMPO

X

Y

Z

ADQUISICION REGISTRO TRAYECTORIA

1,0875
1,081
1,0801
1,074
1,0823
1,0772
1,0899
1,074
1,0875
1,079
1,0822
1,079

0,865
0,896
0,873
0,885
0,876
0,909
0,879
0,852
0,892
0,912
0,923
0,913

1,25
1,185
1,193
1,225
1,243
1,197
1,234
1,212
1,255
1,25
1,241
1,239

18,8
18,2
17,3
17,6
19,2
19,5
19,35
19,24
19,7
19,65
18,3
19,9

573,2
573,6
573,4
575,2
572,9
573,65
573,4
572,9
573,6
572,9
575,9
575,1

11,9
11,7
11,8
12,3
11,6
11,8
12,1
12,4
11,9
11,7
12,1
11,9

1,081

0,889

1,227

18,895

573,8125

11,933

0,005

0,022

0,024

0,0330
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Posición 2

PROMEDIO
Desviación
Estándar
Pitágoras

TIEMPO

X

Y

Z

ADQUISICION

0,928
0,918
0,935
0,932
0,932
0,936
0,926
0,926
0,923
0,928
0,933
0,929

0,858
0,86
0,859
0,861
0,8616
0,855
0,857
0,865
0,862
0,859
0,867
0,866

0,224
0,222
0,219
0,224
0,226
0,23
0,227
0,2
0,229
0,227
0,223
0,226

18,3
18,4
17,9
18,5
17,4
17,5
17,3
17,4
18,5
18,4
18,4
17,6

573,3
573,6
573,2
572,9
572,8
573,3
572,9
573,68
573,54
573,26
573,3
573,21

12,1
12,06
12,2
12,4
11,9
11,85
12,6
12,5
12,56
12,6
11,9
11,95

0,9288

0,860

0,2230

17,966

573,249

12,218

0,005

0,004

0,008

0,010121
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REGISTRO TRAYECTORIA

Posición 3

PROMEDIO
Desviación
Estándar
Pitágoras

TIEMPO

X

Y

Z

ADQUISICION REGISTRO TRAYECTORIA

-0,169
-0,1756
-0,1745
-0,175
-0,173
-0,169
-0,175
-0,1742
-0,1733
-0,1754
-0,1751
-0,1744

-1,174
-1,1725
-1,179
-1,174
-1,1721
-1,1745
-1,1725
-1,1739
-1,1737
-1,1741
-1,1736
-1,1759

1,271
1,256
1,262
1,259
1,27
1,273
1,272
1,269
1,275
1,265
1,263
1,277

18,7
17,9
17,5
17,4
17,3
19,5
18
18,9
18,7
19,4
19,6
18,4

512,5
511,9
510,5
511,4
512,3
510,9
510,7
511,4
512,6
512,3
511,9
512,3

11,78
11,5
11,65
11,68
11,7
11,59
11,67
11,9
12,3
11,75
11,63
11,7

-0,1735

-1,174

1,2676

18,4416

511,725

11,7375

0,002

0,002

0,007

0,00722
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Posición 4

PROMEDIO
Desviación
Estándar
Pitágoras

TIEMPO

X

Y

Z

ADQUISICION REGISTRO TRAYECTORIA

-0,1823
-0,1835
-0,1829
-0,1826
-0,1832
-0,1837
-0,1829
-0,1827
-0,1831
-0,1832
-0,1827
-0,1833

-1,226
-1,23
-1,233
-1,229
-1,227
-1,223
-1,225
-1,222
-1,227
-1,226
-1,225
-1,219

0,29
0,31
0,279
0,285
0,287
0,283
0,287
0,279
0,281
0,285
0,285
0,289

19,1
18,7
18,6
19,2
19,15
18,7
18,8
18,95
18,82
19,35
19,2
19,7

510,1
510,3
509,3
509,76
510,2
510,4
509,6
509,9
509
509,8
510,2
510,15

11,65
11,59
11,58
11,65
11,67
11,6
11,57
11,63
11,59
11,62
11,4
11,48

-0,18300

-1,226

0,286

19,0225

509,8925

11,58583333

0,0004

0,004

0,008

0,008976
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