With the increasing costs of hardware, industries are trying to minimize the expenses they incur by switching to virtualization techniques. The rise of cloud computing, its benefits and popularity has encouraged organizations to resort to the cloud for software, infrastructure and platforms as services, where they pay on-the-go for the resources they have utilized. Because of the proven benefits that virtualization has offered in terms of cutting additional hardware costs, easier maintenance, server consolidation, the data centers of the service providers widely deploy virtualized servers to service the requests from the clients. Desktop virtualization is relatively new and has further helped the industries with cost cutting and has avoided any hassles of maintenance. In this paper, the authors study the impact and performance of desktop virtualization in a cloud by analytically modeling the quality of experience, which constitutes an important parameter in the successful deployment of virtualized desktops. Since latency plays in important role in the performance of a cloud, the authors also propose to use the BWT compression algorithm to compress the data and send across the WAN. WAN optimization using the BWT compression algorithm helps in improving the network throughput, thereby improving the Quality of Experience.
Introduction
Virtualization has minimized the expenses incurred by an industry in buying new hardware like servers, desktops. Virtualization in cloud is relatively new and its interoperability with the cloud is being widely researched on. Like server virtualization, companies are now looking at virtualizing the desktops to reduce the expenses and capital investments further. Virtualization not only reduces expenses, but also results in easier maintenance of system and hardware. Desktop virtualization enables the access of virtual desktops from a terminal on the client's side or a thin client by the click of an icon. With the advent of cloud computing, desktop virtualization is slowly moving into the cloud and the virtual desktops can be accessed by companies as a service they pay for. Desktop virtualization is a complex technique and several factors determine its success of implementation. One of the factors determining the success of Virtual Desktop Initiative (VDI) is quality of experience (QoE). Greater the value of quality of experience, more satisfied the end user is with the quality of virtual desktop. In order to improve the quality of experience in VDI, various parameters need to be considered like the network bandwidth, latency, ease of access, quality of service, storage and so on [5] . VDI in cloud is very new and the above parameters need to be optimized to improve the quality of experience when virtual desktops are deployed in cloud. Desktop virtualization is a relatively new field and a lot of research needs to be done to take the technology to a new level.
Bandwidth and latency are two critical parameters in the cloud that can affect the QoE and the performance of cloud. Several WAN optimization techniques have been used in the network to mitigate the performance bottlenecks caused by limited bandwidth and higher latency. Some of the WAN optimization techniques include compressing the data and sending on the WAN, load balancing, deduplication, caching, traffic shaping and the like.
In this research, the authors analytically model the Quality of Experience with respect to desktop virtualization in cloud by studying the various parameters that affect the QoE. The authors then propose a data compression technique using BWT algorithm in order to optimize the performance of WAN in the cloud. The BWT algorithm efficiently compresses the data to/from the virtual desktops before sending it on the WAN so that the amount of data that can be sent across the WAN can be increased, thereby increasing the throughput. The performance of two other well-known compression algorithms namely LZW and Huffman are compared with the BWT algorithm and results indicate that the BWT algorithm efficiently compresses the data as the data size increases, when compared to the other two algorithms. Li Yan [1] has studied the development and applications of desktop virtualization. The author has also provided the current research status of desktop virtualization and its advantages and disadvantages.
Related Work
H.Lee and J.W.Lee [2] have analyzed the software used in the management of virtualized systems. Their research suggests that the users use management tools for managing desktop virtualized systems that are not compatible with each other. Hence, the authors propose a generalized management API that can be used with the existing management tools to manage the virtualized setup in companies.
G.Lai, H. Song and X. Lin [3] have proposed a light weight cloud computing architecture for desktop virtualization where they use application streaming at the client end and virtualization technology at the server end. Their main contributions are delivering only application windows to the clients rather than the entire desktop.
H. Li, H. Jin and X. Liao in [4] have identified graphics performance as a bottleneck in deploying virtual desktops on virtual machines. They propose a graphics acceleration mechanism through which the virtual machines can render better graphical properties to the virtualized desktops.
M.Sridharan, P. Calyam, A. Venkataraman and A. Berryman [9] have studied the resource fragmentation problem in Virtual Desktop Clouds (VDCs). Resource provisioning is done by Cloud Service Providers in the VDCs based on the user profiles and deals with optimal placement of virtual desktops in a cloud.
W.Huang, W. Wang and H.Xu [13] study the performance of the two compression algorithms namely LZW and RLE in real-time process databases where mass data needs to be accessed at high speeds. Their performance study showed that the algorithms efficiently compressed the data in the databases and improved the efficiency of data access.
G. Manzini [14] studies and analyzes the performance of the original BWT compression algorithm and the BWT compression algorithm with the entropy coding stage. The author proves that the compression ratio of both the algorithms can be bounded in terms of the k-th order empirical entropy of the input string for k>=0.
B. Chapin and S.R.Tate [15] show that the sorting stage in the BWT algorithm can have impact the size of the compressed string. The authors conclude that data can be much more efficiently compressed with alphabet reordering and selective reversal of ordering within columns of the sorted matrix.
In this paper, the authors model the QoE, which is an important entity in the successful deployment of desktop virtualization in cloud and propose data compression using BWT algorithm in the WAN. The model developed in this research can be used by researchers in the future for experimental evaluation and for further studying and improving the performance of desktop virtualization in cloud.
Types of Desktop Virtualization
1) Client Based VDI: In this type of desktop virtualization, the user's desktop environment is separated from the underlying hardware and the host operating system. The virtual desktop and the host operating system run in parallel. The virtual desktop images can be centrally managed by a company's IT department and streamed to the user's PC [7] . 2) Server Based VDI: In this type of desktop virtualization, the client desktop environment is executed on the data center servers and presented to the client [7] . The client desktop screen view is delivered from the servers to the clients through protocols such as Microsoft Remote Desktop (RDP) and Citrix Independent Computing Architecture (ICA) [5] [7] . At the server side, server virtualization techniques may be applied to allow multiple desktop environments and the clients may be dedicated thin clients. Figure 1 depicts the desktop virtualization in a cloud.
Cloud computing has revolutionized the business sector and has made management of software and hardware an easier task to accomplish for a lot of industries. A lot of organizations use software, infrastructure and platform as a service these days and pay on the go for the services used. In this paper, the authors study the implications of server based VDI as a service from the cloud and model the parameters that affect the QoE in such a scenario. The rest of the paper is based on the following assumptions: 1) Server based VDI is implemented in the data center of the Cloud Service Provider (CSP) and is streamed to the clients when requested. 2) Users in the company request for the virtual desktops as a service from the CSP and pay on the go for the service used 3) The virtual desktops are hosted on the virtual machines on the server side 4) A single user is logged on to any virtual desktop at a given time instant
The quality of experience is used as a factor in determining the overall quality of virtual desktop. QoE is dependent on a lot of factors as described below [5] [7]: 1) Network Bandwidth: Network plays a critical role in determining the QoE. If VDI is implemented in the cloud and requests need to be served over the WAN, it is very crucial to optimize the bandwidth requirements. Different applications running on the desktops have different bandwidth requirements. 2) Network Latency: With the latest trend of cloud computing, organizations look forward to migrate their setup to the cloud due to lower expenses and ease of management and maintenance. Since requests and responses should travel over the WAN in a cloud setup, network latency plays an equally important role in determining the QoE. Network latency depends on factors such as number of hops between the client and server, load on the network, queuing delay and the like. 3) Desktop GUI: The GUI of the virtual desktop needs to be comparable to the physical desktop. A lot of users would like to personalize the desktop environment and hence the graphical features of virtual desktops need to be well defined. Virtual desktops having a good screen resolution leads to a good QoE. 4) Logon Time: The desktop virtualization software controller is responsible for authenticating the users and registering new users. When multiple users log in parallely, the time to authenticate the users may increase thereby increasing the logon time. 5) Storage allocation per user: Virtual desktop environments need properly planned and sufficient storage to load the operating system and the user's data. If the number of IOPS is large and the allocated storage is small, storage becomes a bottleneck. In addition, the disk bandwidth available, limits the number of parallel I/Os to the disk. 6) Total Response Time: When the users run their applications on the virtual desktops, it is important to ensure a timely completion of requests. The users may run applications with different deadlines. Some may be real time applications that are latency sensitive, like streaming applications. Some may be compute intensive applications. In either case, it is critical to minimize the total response time as much as possible. The total response time is a sum of the network latency and the time needed to service the client requests by the service provider.
Challenges with VDI in Cloud
1) Bandwidth: The quality of experience is highly dependent on the bandwidth available for the virtual desktop. If the user runs streaming applications such as multimedia, videos, then the bandwidth required increases. The bandwidth dedicated to a virtual desktop may depend on the SLA signed between the user and the service provider. When industries rely on VDI in cloud, they will have to do a lot of video conferencing, telepresence on virtual desktops and hence, they might need high QoS guarantees. In reality, it might be difficult to provide every virtual desktop with such QoS guarantees. 2) Protocol Overhead: Desktop virtualization in cloud calls for streaming protocols to be run between the client and server to present the virtual desktop on the server to the user. Currently, protocols such as Microsoft Remote Desktop (RDP), Citrix Independent Computing Architecture (ICA) [7] . When many virtual desktops are being streamed to the end client, a lot of control messages need to be exchanged over the WAN, thereby increasing the overhead. 3) Network Latency: Since VDI is hosted in the cloud, all the display, application streaming needs to be done over the WAN. As described in the previous section, communication over the WAN is time consuming. When the user runs time critical applications on the virtual desktop, it should be ensured that the response times are tolerable. WAN optimization techniques can help reduce the network latency. 4) Offline Accesses: Most cloud service providers currently allow access to the virtual desktops when the users are online. Since most of the virtual desktop users belong to the corporate sector, the SLA allows them to access virtual desktops online. But, efficient strategies are yet to be developed to provide offline access to the users.
Performance Modeling of VDI
As mentioned in the previous section, the QoE determines the quality of desktop virtualization. Since the server hosting the virtual desktops is in the cloud, requests and responses travel over the WAN. It is hence necessary to understand the parameters responsible for the performance of virtual desktops in a cloud. The authors model the performance of virtual desktops in this section, which can be used to optimize the parameters in order to improve the performance of the VDI.
Since QoE is a very important criterion in virtual desktops, the authors base their model on the QoE. The parameters used in the model are as shown in Table I . The model developed in the research aims at improving the QoE in a virtual desktop infrastructure in a cloud by analyzing the parameters that influence the QoE to the most part. The model developed in the research has the following goals: a) Study the parameters that influence QoE in a virtual desktop infrastructure deployed in a cloud. b) Use the model in future experiments to study the performance of virtual desktops in a cloud. From section 3, it can be seen that the QoE is a function of bandwidth, latency, graphics, logon time and storage. Hence,
The QoE is directly proportional to the bandwidth, resolution of the virtual desktop, storage capacity of the disk and is inversely proportional to the total response time.
(2)
Where k is a constant and is assumed to be equal to 1 in this research.
Formulation of Bandwidth
The bandwidth that a user gets for a virtual desktop depends on the total available bandwidth at the cloud service provider data center and the number of users parallely accessing the virtual desktops. Some users may get a greater share of the bandwidth than the others depending on the application. For example, a user streaming video on the virtual desktop may get a higher bandwidth share when compared to a user running MS word application based on the QoS policies set. However, the available bandwidth is shared by the users. Therefore, the total bandwidth can be written as, ∑
Where is the total available bandwidth and n is the number of users parallely accessing the virtual desktops. .
Formulation of Network Latency
Since requests to a cloud are routed over the WAN, network latency plays an important role in QoE. If the network latency is high, the response time for the user increases and the QoE decreases. Network latency arises mainly from 3 components namely: Transmission latency over the Ethernet link, queuing delay at the routers and the processing delay [8] . Even though the terms seem complicated, the processing delay and propagation delay in a network are negligible [10] when compared to the other delays.
Queuing delay and transmission delay play an important role in a wide area network. The network latency on the WAN can be given by: (5) Queuing delay depends on the traffic on the WAN link and the number of hops to traverse in the WAN. Congestion in WAN leads to higher network latency. In other words, when the load on the WAN exceeds the network capacity, congestion occurs.
The queue length depends on the network load factor [10] . The average queue length is lesser than 1 for a load factor lesser than 0.5. When the load factor exceeds 1, the queue length grows without bound [10] . (6) is the length of the output queue at each hop
The transmission delay or store-and -forward delay ( in a network is the time to put an entire packet into the communication media and is given by:
Where 'L' is the length of the packet in bits and 'R' is the transmission rate. (7) for a 1500 byte frame and 1Gbps link Hence, the network latency for h hops can be written as:
for a 1500 byte frame and 1Gbps link
Formulation of Disk Storage Space
The paper assumes that every virtual desktop is given the same graphical resolution 'R i ' and hence, is assumed to be a constant 'r'. The amount of storage allocated plays an important role in determining the QoE as well. In this research, the authors assume that every virtual desktop is assigned equal number of disks. The number of Input Output Per Second (IOPS) to the disk storage can be used to determine the number of desktops that can be supported [5] . According to [5] , the number of desktops can be calculated using (14) and can be derived using (10), (11) , (12) and (13) . (10) From (10), the disk space that each virtual desktop receives can be given by:
Where 'R IOPS ' is the total raw IOPS, 'D IOPS ' is the disk speed IOPS, D c is the capacity of each disk. (12) gives the amount of storage allocated to each virtual desktop. As stated by the authors in [5] , the number of virtual desktops that can be supported is calculated as follows:
Formulation of Logon Time
The logon time is greatly influenced by the number of simultaneous logins and the state of the virtual desktop controller. When users try to login to the virtual desktops, the controller needs to authenticate the virtual desktops and users. When there is a storm of users logging in simultaneously, some users may be asked to re-login, which may affect the log on times [5] . If 'x' is the number of simultaneous login and the controller can handle 'y' requests parallely, then,
If (x > y), the probability of re-logins = If t r is the total time needed for re-login and t l is the time needed for a first time successful login, then, the total logon time for a user, G i , can be written as,
Formulation of Total Response Time
The total response time for a user is the sum of the network latency, the logon time and the time to service the user request at the service provider's data center. Therefore, the total response time can be written as, (16) Where is the total time needed to service the user request by the virtual desktop. This research uses a virtual desktop model that is used in typical office environments and hence consists of typical workloads such as accessing and sending e-mails, opening and working with PDF documents, MS word documents, accessing folders and directories and so on. In such a setup, the service time for the applications is negligible when compared to the network latency, since every user has a virtual desktop dedicated and does not overload the virtual desktop. In a cloud infrastructure, the internet plays a critical role in determining the response time. Hence, the authors, in this research, consider the service time to be negligible. Substituting (8) and (15) in (16),
Substituting (4), (12), (17) in (3),
From (10)
, (R IOPS / D IOPS ) = Number of disks d
Rearranging the terms in (18) gives,
Hence, in order to achieve a good QoE, the two important parameters namely, bandwidth and network latency need to be optimized.
Burrows-Wheeler Transform Compression
This compression technique falls under the category of lossless compression technique [14] . Lossless compression algorithms replicate the exact original data without any loss after decompression of the compressed files [12] . The algorithm is named after the two scientists Michael Burrows and David Wheeler, who invented the algorithm in 1994 [12] . This compression algorithm is also known as block-sorting compression algorithm. The BWT algorithm is run on the basis of permutations of the input sequence known as Block-Sorting. This block sorting helps in grouping symbols that are similar.
The BWT compression algorithm consists of four stages namely, BWT transformation, Global Structure Transformation (GST), Run-Length Encoding (RLE) and Entropy coding stage [11] [12] . Every stage of the algorithm has a transformation of the input data and the output is obtained, which is the input to the next stage. The first stage of the algorithm is the block-sorting stage, where the given data is sorted based on the similarity of the data. In this stage everything that is similar is grouped together. Numbers of symbols are kept constant during this stage. The next stage is Global Structure Transformation (GST). In this stage the local context of the symbols are changed to a global context. Here in this second stage MTF is a List Update Algorithm (LUA) where the symbols are replaced with the corresponding ranking values. Just like the first stage the number of symbols is not altered in this stage.
The output of the second stage is provided as the input of the third stage which typically uses Run-Length Encoding scheme to shrink the symbols. The working of the RLE is based on replacing a long sequence of symbols by a shorter sequence. The working principle of RLE is based on three points: If l<t then it is unchanged, if l > t or l =t then the run is replaced, where 'l' is the length of the long sequence and t is the threshold. The output of the third stage is provided as the input of the fourth which is entropy coding. The process of converting of symbols into bits based on an estimated probability distribution is known as entropy encoding.
BWT algorithm was originally used in string compression where recurring characters in a string were used for compression. The string "abracadabraabracadabra" is taken as an example to understand the working of BWT algorithm [11] . The example string is provided as the input to the BWT the algorithm. At the first stage of the algorithm, the following string is converted or transformed using blocking-sorting technique. The above BWT output is provided as the input to the second stage i.e. GST. Then output obtained is as shown: GST Output: 61 72 00 65 00 02 02 00 65 00 02 00 00 00 00 00 00 00 65 00 00 00 The output obtained from GST is provided as the input to the RLE algorithm, then output obtained will be as below: RLE Output: 63 74 00 67 00 04 04 00 67 00 04 00 00 00 67 00 00
This output from RLE is provided to entropy coding unit. Then EC unit works on this string and produces an output using an arithmetic coding scheme. The output string looks like: EC Output: 00 0D 01 8D B3 FF 81 00 72 A8 E8 2B
The above output of the EC stage represents the compressed string. Burrows-wheeler Transform is a very simple, yet very effective compression algorithm. The compression rates of the Burrows-Wheeler transform are better than the other compression algorithms available. The speed of both compression and de-compression is very high for BWT when compared with other algorithms.
In this research, the authors propose to compress the data to/from the virtual desktops in the cloud using the BWT compression algorithm. The compressed data can be decompressed at the destination without any loss of data. As can be seen in the results section below, the BWT algorithm effectively and efficiently compresses data of large sizes. The advantages of data compression in WAN arises from the fact that compressed data produces lesser number of packets. This implies that the network can send more amount of data in the same time which means higher is the throughput of the network [16] . As the number of packets decrease, the load in the network decreases and alleviates the network latency.
Simulations and Results
The model developed in this research was used to simulate the QoE in desktop virtualization deployed in a cloud. QoE is represented as a number and higher the number, better is the quality of experience. The important parameters that influence the QoE were considered for modeling purposes and simulations were conducted using Matlab. The data used for simulations were obtained from [6] . The model assumed 5 users parallely accessing the virtual desktops in a cloud as a service and accessing documents that are of large sizes. Some of the data considered for modeling purposes are as shown in Table  II . Bandwidth and network latency are the two critical parameters that influence quality of experience to a large extent [5] [7] . The below sections evaluate the model based on bandwidth and network latency.
Evaluation of the Model based on Bandwidth
Bandwidth is a very important parameter in the cloud, because it dictates the amount of data that can be transferred per second. A higher bandwidth means more data can be transmitted per second. Since the available bandwidth is limited, it is shared among the users. Certain applications like real time traffic, multimedia, call signaling demand higher bandwidth when compared to other applications. Hence, a user streaming multimedia on his virtual desktop will have a bad experience if the bandwidth allocated to his virtual desktop is very low. Figure 2 denotes the effect of bandwidth on quality of experience under given network loads. The network loads were varied from 10% of the network capacity to 50% of the network capacity. As seen from the graph, higher bandwidth with less network load leads to a very good QoE. A higher bandwidth not only improves the quality of experience but also allows for QoS guarantees for the users requesting services from the cloud. 
Evaluation of the Model based on Network Latency
Since requests in a cloud have to travel through the WAN, network latency plays a significant role in the quality of experience. Network latency depends on the number of hops between the user and server and also the network load. Transmission delay on the link, queuing delay and processing delay are the main components comprising the network latency [8] . Figure 3 shows the QoE when the users are 2,4,6,8 and 10 hops away. The network load is assumed to be 50% of the network capacity and the bandwidth is varied. As seen from the Figure 3 , as the number of hops between the user and server increases, the network latency also increases and hence, the quality of experience decreases. Also, users with a higher bandwidth have better QoE when compared to the users with lesser bandwidth.
Decreasing the network latency in a client-server architecture such as cloud computing has many advantages. In VDI, a decrease in network latency not only improves the QoE, but it also decreases the total response time of the user's request. A lower response time is one of the important milestones in increasing the performance of the system.
In order to alleviate the latency problem posed by the WAN in the cloud, the authors proposed using the BWT algorithm for compressing the data and sending it across the WAN and the original data can be decompressed on the user's device without any loss. Compression leads to lesser number of network packets when compared to uncompressed data and hence lesser network load. Less network load means lower network latency.
The BWT algorithm was evaluated with different data sizes and the results were compared with other compression algorithms such as LZW, Huffman. Results using BWT algorithm are very promising in terms of compressed file sizes and compression time. Figure 4 shows the size of the compressed data using BWT, LZW and Huffman compression algorithms for different uncompressed data sizes. Large size data sets from databases and text files were used as inputs to the compression algorithms. As seen from the figure 4, the LZW algorithm provides better compression of data and outperforms the BWT, Huffman algorithms when the size of the original data is small. However, as the size of the original data increases, BWT outperforms the other two compression algorithms and provides a better compression ratio. Hence, the BWT algorithm can be used for large data sets greater than 2000 bytes for efficient compression. 
Evaluation of Data Sizes with and w/o Compression Algorithms

Evaluation of Number of Network Packets with and without BWT Compression
The number of packets generated when the data is uncompressed is higher when compared to compressed data. This implies that more data can be sent on the link when data compression is in place, thereby increasing the throughput of the network [16] . Data compression in a network also aids in alleviating the network latency. The authors considered Ethernet frames with payload size of 1500 bytes in each packet while calculating the number of packets generated. Figure 6 shows the number of packets generated for different compression ratios when the BWT algorithm was in place as against uncompressed data. 
Conclusion and Future Work
The paper analytically models the virtual desktop environment in the cloud. Since desktops are virtualized, quality of experience becomes a critical parameter that determines the successful deployment of virtual desktops. A good QoE is an indicator that the user is happy with the quality of service provided. The model is evaluated by varying parameters such as bandwidth, hops, network load and the QoE is analyzed. The authors then propose a BWT compression algorithm to compress the data from the virtual desktops that can reduce the network load and improve the throughput of the network. Results indicate that the BWT algorithm is very efficient when compared to other compression algorithms in terms of reducing the data size and time to compress the data. Depending on the network parameters such as network load, type of data, some compression algorithms may outperform the other. Hence, an adaptive compression algorithm needs to be developed, which is left as a future work by the authors. 
