A new procedure is constructed by means of APS in APLAN language. The procedure solves the initial-value problem for linear differential equations of order k with polynomial coefficients and regular singularity in the initialization point in the interval [a, b] and computes the algebraic polynomial y n of given order n. A new algorithm of Lanczos τ -method is built for this procedure, the solution existence y n of the initial-value problem proved on this algorithm and also is proved the optimality by precision of order k derivative of the initial-value problem solution.
Introduction
Problem. To build the procedure with the following parameters:
Input: 
The coefficients A, . . . , C , G of this equation are known polynomials of independent variable x. The solution y of this equation is a function of variable x. The zero point is a regular special point of equation (1): -the polynomial A becomes zero in a zero point
-the equation solution y is a function analytical in the zero point. 
The initial-value problem for equations (1), (2) , (3) meets the following conditions: -the problem has a unique solution -the equation relating to the function u := y (s) ; where S 1 -a system of r equations like 0 = 0; S 2 -a system of equations without equations like 0 = 0. If the initial-value problem for equations (1), (2), (3) meets these conditions, the solution of this problem is
4. The order n of initial-value problem (1), (2), (3) solution (8) approximation sought within the interval [a, b] is the polynomial
Output. The polynomial (9). This polynomial meets the initial conditions (3)
where
-a polynomial that approximates the equation (4) solution u = y (s) . The polynomial y n (9) derivative of order k within the interval [a, b] approximates the initialvalue problem (1), (2), (3) solution (8) derivative of order k optimally by precision
-the value y (k) of best function approximation by the algebraic polynomials of order n − k in the space H If the polynomial y n meets the inequation (12) and the initial conditions (3), (10), it is optimal by order the joint problem (1), (2), (3) solution y (8) approximation and its derivatives of order i = 1, 2, . . . , k -the following identities take place
n and V C [a,b] = max{|a|, |b|}. Relevance of the problem. The equations (1), (2) define the most part of special functions of mathematical physics. The order l (6) of polynomial T (3) -the conditions of initial-value problem for equations (1), (2) -usually is not equal to k − 1, where k -the order (7) of equation (1) . The Bessel function of order 0 is defined uniquely by the linear differential equation with polynomial coefficients of order 2 and the polynomial (3) of order 0. The Frenel integrals are defined uniquely by the linear differential equation with polynomial coefficients of order 3 and the polynomial (3) of order 3.
Linear differential equations with polynomial coefficients comprise the mathematical modelling apparatus for physical and technical processes [1] . The computer algebra systems already became the natural mathematical modelling media. While analyzing the processes described by equation (1) the computer algebra systems usually perform analytical transformations of equation (1) solution. The equation (1) solution usually is not a composition of functions, that can be symbolically transformed by the computer algebra system. Thus the computer algebra system transforms the equation (1) solution approximation. Usually this approximation is a polynomial. The computer algebra systems have the efficient programming means of symbolic polynomial transformations.
The main criterion for modeling is the model precision. According to this criterion the polynomial should approximate the solution optimally by precision order. The computer algebra systems have the procedure for computing the Taylor series of the initial-value problem solution for ordinary differential equations. The Taylor series is not the optimal function approximation apparatusthe order of function y Taylor series remainder term is bigger than the value of this function best approximation
Lanczos [1] developed the τ -method of solving the initial-value problem for equation (1) . Luke applied the Lanczos τ -method for computing the Fourier-Chebyshev coefficients for special functions of mathematical physics. These coefficients are the foundation for the procedures of computing the special functions of mathematical physics in mathematical computer software. The importance of these procedures initiated the development of new approximative methods of solving the initialvalue problem for the equation (1) -Clenslaw method, Miller method, V. K. Dzyadyk a-method [2] and others.
V. K. Dzyadyk a-method [2] solves the the initial-value problem for the equations (1), (3) without the singularity (2) optimally by precision order. The analytical methods of solving the initial-value problem for equations (1), (2), (3) optimally by precision are not developed yet.
APLAN-procedure for Lanczos τ -method
Data structure.
Input: 1. The equation (1) is
where y -an atom, coefficients A , . . . , C, G -polynomials of equation (atom) x. These polynomials are separate terms (they are not a multiplication of terms). Usually they have the natural form for mathematics and are taken in parenthesis. 2. Polynomial T (3) has natural form for mathematics
The argument x of this polynomial is an atom.
The approximation interval [a, b] description is a list of interval ends.
interval := (a , b) ;
Output. The procedure computes the polynomial y n (9) with numeric coefficients. The form of this polynomial is identical to the form of polynomial T . Algorithm 1.
1. To compute the equation (1) 3. To compute the order l (6) of the polynomial T (3). 4. To compute the algorithm parameter s (5). 5. To compute the order p (11) of the polynomial u p . 6. To compute the polynomial of order p with symbol coefficients 
9. To compute the zero order of the polynomial D[y n ] (17) in the zero point
10. To compute the polynomial D[y n ] (17) regularization 
The discrepancy basis consists of Chebyshev polynomials of first type [2] 
16. To compute the system of linear algebraic equations (SLAE) 
18. To compute the polynomial u p (11) with numeric coefficients
The values of the polynomial u p coefficients (26) are defined by the identities (27). 19. To compute the polynomial (28) transformation (10). This polynomial is the initial-value problem (1), (2), (3) Conclusions from the algebraic specification of the procedure and data structure: 1. The procedure has known operators [3] . These operators perform computations in rational numbers arithmetics. The length of numerator and denominator of these numbers is not limited. Thus the procedure operators do not add into the computations result the errors of performing the floating point operations.
2. The procedure has the polynomial complexity by parameter n
where Q(canplf, m) -the complexity of transforming by operator canplf the polynomial P , mnumber of addends of the polynomial canplf (P ). The operator canplf is the internal operator of the APS solver gr solve.exe. It reduces the polynomials into the canonical form for the APS. If P is polynomial transformed by the procedure, then canplf (P ) is a sum of addends like c(i) * x j $b .
Computational experiment with the procedure. The initial-value problem ...);
The results of this initial-value problem transformation by the procedure built with the parameter value n = 4 are: coefficients could be the poles of this function. Thus it is natural to consider the equation (4) and its approximation (25) in the space of functions analytical in the zero point. We will consider the algorithm 1, where the basis meets the following conditions:
-the basis elements are the polynomials of power i 
Thus basis (31) defines the Hilbert space H in the set of analytical functions. This space has the scalar product and norm
The basis (22) The space of algebraic polynomials of order p
-projecting operator by basis (31), is a subspace of the space H. 
then the SLAE (25) solution Coef (27) exists and it is unique. Proof layout. We proved the equivalence of the SLAE (25) with the basis (31) with equation (33) approximation by projective method with projecting operator by basis (31). Thus the theorem 1 is the consequence of main theorem of projectional method convergence. 
The solution optimality by the procedure

Postamble
A new algorithm of solving the initial-value problem for the equations (1), (2), (3) by Lanczos τ -method is built in the article. The APLAN language procedure is built according to this algorithm by the programming technology in the APS. This procedure solves the initial-value problem for the equations (1), (2), (3) optimally by precision order. It illustrates the high efficiency of APS toolkit [3] for creating the new optimal analytical approximative methods of solving the functional equations.
