We consider a model for prion proliferation that includes prion polymerization, polymer splitting, and polymer joining. The model consists of an ordinary differential equation for the prion monomers and a hyperbolic nonlinear differential equation with integral terms for the prion polymers and was shown to possess global weak solutions for unbounded reaction rates [11] . Here we prove the uniqueness of weak solutions.
Introduction
In this article, we consider a mathematical model for the dynamics of prions which are thought to be misfolded proteins and cause deadly neurodegenerative diseases including "mad cow disease" in mammals. The model describes the proliferation of prions and was introduced in [9] to which we refer for more information regarding the biological background. The infectious prions are treated as polymers and interact with the noninfectious monomer form. The model includes polymerization, polymer joining, and polymer splitting. These processes can mathematically be described by a coupled system consisting of an ordinary differential equation for the number of noninfectious monomers v(t) ≥ , given by Here, λ is a constant monomer background source while ρ and μ(y) are the metabolic degradation rates for monomers and y-polymers, respectively. The function β = β(y) is the splitting rate for a polymer of size y into two polymers of size z and y − z, where κ(z, y) is the probability (density) for this event. Any daughter polymer with size less than the critical size y > is assumed to disintegrate instantaneously into monomers. In the polymerization process, infectious polymers of size y > y attach noninfectious monomers at rate τ(y) > .
If ω > , there is a saturation effect when the number ∫ ∞ y u(t, z)z dz of monomers forming the infectious polymers becomes large, resulting in less lengthening overall. Two polymers of size y and z may join at rate η(y, z). Note that equation (1. 2) is reminiscent of the continuous coagulation-fragmentation equation known from physics (see, e.g., [6] and the references therein).
For the case η ≡ , that is, when the bilinear polymer joining terms are neglected, equations (1.1)-(1.4) were studied in [5, 10, 13, 14] with respect to existence and uniqueness, and in [1, 2, 4, 5, 7, 13] with respect to qualitative aspects. The model with polymer joining was introduced in [9] . There it was assumed that the rates have the particular form
In this case, equation (1.2) can be integrated and a closed system of ordinary differential equations for the unknowns v, ∫ ∞ y u(y) dy, and ∫ ∞ y u(y)y dy can be derived that can be globally solved. Equations (1.1)-(1.2) then decouple since v is determined (see also [5, 8, 12] ).
When polymer joining is taken into account but (1.5) is not assumed, the existence of solutions to (1.1)-(1.4) was established in [11] . More precisely, it was shown that for bounded reaction rates μ, β, η, and τ a unique global classical solution exists. For unbounded (and thus biologically more relevant) reaction rates satisfying certain growth restrictions, the existence of global weak solutions was established. However, the uniqueness of weak solutions was left open and it is the purpose of this article to fill this gap. We shall show herein that under reasonable growth conditions on the reaction rates there is at most one weak solution. We thus extend the result of [10] to include polymer joining, using the same techniques. We shall point out here that we also use ideas from [6] on the coagulation equation to handle the latter (see also [3] where similar techniques are used to investigate uniqueness for the coagulation-fragmentation equations). The uniqueness result from the present work complements the existence result of [11] to provide the well-posedness of (1.1)-(1.4) in the framework of weak solutions.
Before introducing the notation of a weak solution, we remark that solutions are supposed to preserve the number of monomers. More precisely, let the splitting kernel κ ≥ be a measurable function defined on [5, 8, 9] . We further assume that the polymer joining rate η is non-negative and symmetric, that is,
Throughout this article, we assume that κ satisfies conditions (1.6), (1.7) while η ∈ W ∞,loc (Y × Y) satisfies (1.11) . We also assume that λ, ρ, ω ≥ and that τ is a positive measurable function on Y growing at most linearly. It is then straightforward to check that (1.6), (1.7), and (1.11) imply that any solution (v, u) to (1.1)-(1.4) satisfies (formally) the monomer balance law (ii) u ∈ L ∞,loc (ℝ + , L + (Y, y dy)) is a weak solution to (1.2), that is, it satisfies for all t > , Note that the weak formulation in (ii) above is obtained by testing (1.2) against the test function φ and using for the operator
which follows from the symmetry of η. As pointed out above, the existence of a global weak solution in the sense of Definition 1.1 was obtained in [11] under fairly general conditions on the reaction rates. We next state conditions under which such solutions are unique.
Main results
We shall first state simplified and hence more illustrative versions of our actual results. To this end, we temporarily assume that the rates are of the particular form
We set
Then we have the following uniqueness result for weak solutions with finite higher moments.
Then there is σ ≥ (large enough and depending on k , b, m, θ) such that (1.1)-(1.4) has for each initial value
Theorem 1.2 is a special case of a more general result stated in Theorem 2.1. The latter does actually not require structural assumptions on the reaction rates as in (1.15) but rather suitable growth conditions. Note, however, that it does not provide uniqueness of weak solutions in the natural phase space L (Y, y dy). For rates μ and β with at most linear growth we can though improve Theorem 1.2 to obtain a uniqueness result in L (Y, y dy), which in particular includes the rates from (1.5). The following theorem is a special case of a more general result; see Theorem 2. As pointed out before, the above theorems extend the results from [10] for the case η ≡ , i.e., without polymer joining. To include polymer joining herein we use ideas from [6] on the coagulation equation. Assumptions (1.17), (1.18) correspond to the assumptions therein. Combining now the uniqueness statements above with the existence results of [11, Theorem 2.3, Proposition 2.4], we obtain the well-posedness of (1.1)-(1.4) within the framework of weak solutions.
(ii) Let the assumptions of Theorem 1.3 hold. Then, given any
The restriction to α ∈ ( , ] in Corollary 1.4 (i) ensures the existence of a solution (v, u) with u belonging to L ∞,loc (ℝ + , L (Y, y σ dy)) for u ∈ L + (Y, y σ dy). However, the existence of a solution without this additional constraint can be shown also for α ∈ ( , ]; see [11] .
Sharper statements of the main results
We now state more general results than in Theorem 1.2 and Theorem 1.3 that do not rely on structural conditions on the reaction rates as in (1.15), (1.16), but rather on growth conditions. Let us recall that we assume throughout that λ, ρ, ω ≥ , and that κ satisfies conditions (1.6),
Then, as in [10] , we shall further assume that lim y * ↘y
Let there be a strictly positive function
we shall further assume that
where
In addition, assume that
As for the polymer joining rate
We then assume that there is a constant g > such that
if
For the first uniqueness result we also require that 
Although Theorem 2.1 applies to a wide class of reaction rates it does not include the rates from (1.5) to yield uniqueness when u belongs to the natural phase space L ∞,loc ℝ + , L (Y, y dy) , but rather for u ∈ L ∞,loc ℝ + , L (Y, y dy) . To remedy this issue we shall consider (2.1)-(2.13) in the particular case g ≡ (then (2.14) trivially holds) and further suppose that there are C > and δ > such that Moreover, we suppose that we can decompose μ and β in the form
19)
and that there is a constant C > such that
Then we obtain the following uniqueness result in the natural phase space L (Y, y dy). 
Proofs

A priori estimates
Throughout this section, we suppose that We now define
Clearly, to prove that u andû coincide it suffices to show that E ≡ . Let us fix T > in the following. Note that
Using integration by parts, we then obtain as in [10, Lemma 2.2] that E satisfies the evolution equation 
Our aim is to estimate and then apply Gronwall's inequality to obtain that E ≡ . This is implied by the subsequent lemmata. Proof. Choose φ ≡ in Definition 1.1 and recall from (1.13) the definition of Q. Then integration by parts yields To estimate the last term we use (1.14) and obtain
Integration by parts gives From this, along with (3.6), (3.7), and the symmetry of η, we are in a position to apply Gronwall's inequality to conclude.
We next estimate the difference between v andv .
Lemma 3.2. There is c(T) > such that
Proof. The proof is the same as in [10, Lemma 3.4 ] except that we have to treat also the case ω > . It readily follows from (1.1), (2.4), and (3.1) that 
Note that the boundary terms at ∞ vanish owing to ( For the first term in (3.4) we obtain the following lemma. Proof. This can be shown exactly as [10, estimate (37) ] and by using Lemma 3.1.
For the second term in (3.4) we note the following. We then pass to the limit S → ∞ in (3.14) 
Proof of Theorem 2.1
Let ( Finally, exactly as in the proof of [10, Theorem 3.2], (3.21) and (3.22) imply (3.20) . We may then apply again Gronwall's inequality to (3.18) (with g ≡ ) and conclude Theorem 2.2. 
Proof of
