Design and Performance Analysis of Opportunistic Routing Protocols for Delay Tolerant Networks by Abdel-kader, Tamer Ahmed Mostafa Mohammed
Design and Performance Analysis of





presented to the University of Waterloo
in fulfillment of the
thesis requirement for the degree of
Doctor of Philosophy
in
Electrical and Computer Engineering
Waterloo, Ontario, Canada, 2012
c© Tamer Abdel-kader 2012
I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,
including any required final revisions, as accepted by my examiners.
I understand that my thesis may be made electronically available to the public.
ii
Abstract
Delay Tolerant Networks (DTNs) are characterized by the lack of continuous end-to-end
connections because of node mobility, constrained power sources, and limited data storage
space of some or all of its nodes. Applications of DTNs include vehicular networks and
sensor networks in suburban and rural areas. The intermittent connection in DTNs creates
a new and challenging environment that has not been tackled before in wireless and wired
networks. Traditional routing protocols fail to deliver data packets because they assume the
existence of continuous end-to-end connections. To overcome the frequent disconnections,
a DTN node is required to store data packets for long periods of time until it becomes in
the communication range of other nodes. In addition, to increase the delivery probability,
a DTN node spreads multiple copies of the same packet on the network so that one of the
copies reaches the destination. Given the limited storage and energy resources of DTN
nodes, there is a trade off between maximizing delivery and minimizing storage and energy
consumption.
DTN routing protocols can be classified as either blind routing, in which no information
is provided to select the next node in the path, or guided routing, in which some network
information is used to guide data packets to their destinations. In addition they differ in
the amount of overhead they impose on the network and its nodes. The objective of DTN
routing protocols is to deliver as many packets as possible. Acquiring network information
helps in maximizing packet delivery probability and minimizing the network overhead
resulting from replicating many packet copies. Network information could be node contact
times and durations, node buffer capacities, packet lifetimes, and many others. The more
information acquired, the higher performance could be achieved. However, the cost of
acquiring the network information in terms of delay and storage could be high to the
degree that render the protocol impractical. In designing a DTN routing protocol, the
trade-off between the benefits of acquiring information and its costs should be considered.
In this thesis, we study the routing problem in DTN with limited resources. Our objec-
tive is to design and implement routing protocols that effectively handles the intermittent
connection in DTNs to achieve high packet delivery ratios with lower delivery cost. Delivery
cost is represented in terms of number of transmissions per delivered packet. Decreasing
the delivery cost means less network overhead and less energy consumption per node. In
order to achieve that objective, we first target the optimal results that could be achieved
in an ideal scenario. We formulate a mathematical model for optimal routing, assuming
the presence of a global observer that can collect information about all the nodes in the
network. The optimal results provide us with bounds on the performance metrics, and
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show the room for improvement that should be worked on. However, optimal routing with
a global observer is just a theoretical model, and cannot be implemented practically.
In DTNs, there is a need for a distributed routing protocol which utilizes local and
easily-collectable data. Therefore, We investigate the different types of heuristic (non-
optimal) distributed routing protocols, showing their strengths and weaknesses. Out of
the large collection of protocols, we select four protocols that represent different routing
classes and are well-known and highly referred by others working in the same area. We
implement the protocols using a DTN simulator, and compare their performance under
different network and node conditions. We study the impact of changing the node buffer
capacities, packet lifetimes, number of nodes, and traffic load on their performance metrics,
which are the delivery ratio, delivery cost, and packet average delay. Based on these com-
parisons, we draw conclusions and guidelines to design an efficient DTN routing protocol.
Given the protocol design guidelines, we develop our first DTN routing protocol, Eco-
Friendly Routing for DTN ( EFR-DTN), which combines the strengths of two of the pre-
viously proposed protocols to provide better delivery ratio with low network overhead
(less power consumption). The protocol utilizes node encounters to estimate the route to
destination, while minimizing the number of packet copies throughout the network.
All current DTN routing protocols strive to estimate the route from source to desti-
nation, which requires collecting information about node encounters. In addition to the
overhead it imposes on the network to collect this information, the time to collect this
information could render the data worthless to propagate through the network. Our next
proposal is a routing protocol, Social Groups Based Routing ( SGBR), which uses social
relations among network nodes to exclude the nodes that are not expected to significantly
increase the probability of delivering the packet to its destination. Using social relations
among nodes, detected from node encounters, every group of nodes can form a social group.
Nodes belonging to the same social group are expected to meet each other frequently, and
meet nodes from other groups less frequently. Spreading packet copies inside the same
social group is found to be of low-added value to the carrying node in delivering a packet
to its destination. Therefore, our proposed routing protocol spreads the packet copies to
other social groups, which decreases the number of copies throughout the network. We
compare the new protocol with the optimal results and the existing well-known routing
protocols using real-life simulations. Results show that the proposed protocol achieves
higher delivery ratio and less average delay compared to other protocols with significant
reduction in network overhead.
Finally, we discuss the willingness of DTN nodes to cooperate in routing services.
From a network perspective, all nodes are required to participate in delivering packets
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of each other. From a node perspective, minimizing resource consumption is a critical
requirement. We investigate the degree of fair cooperation where all nodes are satisfied
with their participation in the network routing services. A new credit-based system is
implemented to keep track of and reward node participation in packet routing. Results
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In today’s world, there is a large number and a wide variety of information-storage devices:
Cell phones, laptops, desktop computers, super-power servers, GPS devices, different types
of sensors, satellites and many other. Sharing information between these devises is crucial
to efficiently store, process and utilize the information. Therefore, communication and
networking protocols were developed to facilitate the efficient sharing of information. These
protocols were designed to serve the main applications that needed networking during the
previous decades and that were cost effective when implemented, such as providing Internet
services or cell phone connection in urban areas and crowded networks. Because of that,
these protocols were based on several assumptions such as the presence of immediate
or short-delayed end-to-end connections between sources and destinations. In addition,
they assumed a reliable connection where data are highly expected to be transferred from
one node to another after one or few retransmissions. After the spread of mobile and
battery-powered devices and the need to cover sparsely-populated regions, such as rural
and suburban areas, the assumptions of the traditional protocols were violated, and there
becomes a need to develop new protocols that can handle the new challenging environment.
1.1 Delay Tolerant Networks (DTNs): Overview
In networks where nodes are sparsely distributed and mobile, power sources and data
storage spaces are limited, and one-hop connections are unreliable, node communications
become highly challenged. Such a challenging environment is referred to in literature as a
Delay or Disruption Tolerant Network (DTN) [77]. The term Delay Tolerant Network has
been coined by Kevin Fall in March 2003 as a terrestrial application of what was called
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at that time Interplanetary Network (IPN). At that time, the first draft of the RFC 4838
[26] was published. Following that, many publications have studied, analyzed the DTN
architecture [27] and proposed new protocols to handle the new environment.
In DTNs, nodes do not have end-to-end connections for long periods of time. Therefore,
in order to provide reliable communications in the intermittent connection environment,
intermediate (relay) nodes are required to store data packets for long periods of time. This
generates a challenging situation because of the limited storage space, the limited battery
power and the uncertainty of whether the stored data is still of value to the destination or
not.
We can summarize the main characteristic of DTN as follows:
• Long delay .
• Frequent disconnection.
• Opportunistic connection.
• Large packet sizes (called bundle in the DTN architecture [66]).
• Small buffer space dedicated for delay-tolerant data.
• Battery-powered devices: Many of the DTN nodes depend on mobile power sources,
such as battery.
1.2 Applications of DTNs
Delay tolerant networking can be applied in situations where data is not delay sensitive
and the main goal is to deliver as much of the generated data as possible. Applications
vary between the commercial and non-commercial including scientific and environmental
applications. In the following, we present some of the implemented DTN projects and
possible DTN applications.
1.2.1 Providing Residential Internet Access
Imagine the case of a suburban or semi-rural area where it is required to connect the
people to the Internet for only delay-insensitive applications such as emailing. The cost
2
of extending Internet cables or building a complete wireless Internet infrastructure will
be very high for such a purpose. Delay tolerant networking can provide a solution by
collecting the data from this area into one or several spots on the roads coming out of
that area so that vehicles can transfer the data to the nearest Internet gateway which may
be in a neighbor city (within tens of kilometers). The same procedure can be done for
the incoming data. Data can be collected wirelessly using access points mounted on the
vehicles, or they can be collected on any digital media such as CDs and then carried by
vehicles. This idea has been commercialized by First Mile Solutions with a system called
DakNet [61]. Figure 1 shows how delay tolerant networking can help in extending Internet
services in suburban areas. Another project by Wizzy Digital Courier [64] implements a
one-hop delay tolerant network to provide Internet to rural South African schools.
Figure 1.1: Village Area Networking (VAN) by First Mile Solutions
Another application is when there is a limited bandwidth connection which is shared
by both delay-sensitive and delay-tolerant applications. The delay tolerant data can be
delayed to periods where the bandwidth is not fully utilized by the delay-sensitive data.
Delay-tolerant data can then be sent on opportunistic basis. In addition, they can be
used as a high bandwidth alternative for the low bandwidth Internet connections [79] in
developing regions by using DVDs as communication media.
3
1.2.2 Vehicular Networking
Vehicular networking is a wide and growing field of DTNs, where many applications are
being explored. One of these applications is the virtual warning signs [54] which brings
the hidden or unseen warning signs to the vehicle driver to be able to take the required
precautions as early as possible. Another application is to provide Internet access to
vehicles, by connecting to roadside wireless base stations [59].
1.2.3 Sensor Networks and Scientific Applications
There are a plenty of non commercial DTN applications. These include monitoring and
tracking wildlife animals [42] and whales in oceans [69], and environmental monitoring such
as lake water quality monitoring and road-side noise monitoring [58]. Collecting data from
sparsely distributed sensors [67] is one of the common applications of DTNs. DTNs can
be applied in a variety of other fields ranging from healthcare to education to economic
efficiency [10]. Moreover, they can be used in space networking such as the interplanetary
network [13] which was historically the first application of a DTN.
1.3 Routing Challenges in DTNs
Many routing protocols have been developed for the Mobile Ad-Hoc Networks (MANET) to
handle its dynamic behavior, such as DSR [40], AODV [62], and OLSR [19] and many oth-
ers. However, these protocols assumed the existence of continuous end-to-end connections
between sources and destinations. Therefore, if applied to the intermittent environment,
packets will be dropped once the carrying node fail to find their destinations within a short
time.
Routing protocols developed for DTNs are adapted to this challenging environment by
sending multiple copies of each data packet to increase the probability that one of the
copies reaches the destination. Nodes receiving the packet copies store and carry them
until they meet other nodes or meet their destinations. In simple DTN routing protocols,
nodes blindly send data packets to other nodes in their communication range, without
having node selection criteria. These blind-routing protocols range from the full network
flooding to the limited flooding. This approach might achieve high delivery ratio of data
packets provided that there are sufficient storage and energy resources to handle all the
propagating packets. On the other hand, it has its drawbacks, such as burdening the
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buffers and the inefficient use of the contact duration. Other routing protocols tend to
restrict forwarding of data packets to selected nodes. Using information collected from the
network, nodes estimate and predict geographical or social relations among themselves.
The collected information is used to guide the packets to their destinations. This approach
fails when the network topology is changing faster than the rate of information gathering. If
provided full knowledge about the network, such as nodes mobility, buffer, and energy, then
optimal routes could be found and only a single packet copy is required to propagate to its
destination. However, in DTN networks, collecting full knowledge is impractical. Practical
routing protocols are those with little or no knowledge about the network. Finding optimal
routes could be done in theoretical studies to use its performance results as a comparison
benchmark.
From the analysis of current DTN routing protocols, it is found that there are several
trade-offs to be considered in a protocol design:
• A trade off between maximizing packet delivery ratio and minimizing the delivery
cost. Maximizing delivery ratio requires increasing the number of packet copies
spread throughout the network to increase the probability of reaching the destination,
while minimizing delivery cost, in terms of network overhead, requires decreasing the
number of copies.
• Another trade off is the compromise regarding the amount of information collected
to guide the packets to their destinations. Collecting information from the network
helps in selecting the relaying nodes to the destination, but requires time to collect the
information which increases the packet delays. On the other hand, collecting little
or no information leads to spreading the packet copies blindly, and decreases the
probability of reaching the destination unless a large number of copies were spread.
An efficient DTN routing protocol should spread a small number of packet copies to reduce
network overhead, while guiding the packet copies using only local information to reach
the destination.
1.4 Motivations & Objectives
Routing in DTNs is a key component in providing and maintaining high performance
networking. The main performance metrics are delivery ratio, network overhead, and the
average delay. Although many routing protocols have been proposed to provide high-
performance routing, they were captivated to reducing the delay at the expense of the
other metrics.
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1.4.1 Exploiting the Social-Grouping Characteristic of DTNs
Imagine a network of student smartphones and laptops. Students are distributed among
several buildings in school, while some are in their homes or in streets. Students in the same
building are in the communication range of each other most of the time, through single or
multiple hops. Therefore, a building network is behaving as a traditional Ad-Hoc network.
Networks in the different buildings are connected to each other by students moving in and
out the buildings going from one class to another. Students in the streets are connected
to those in campus by intermittent connections via other transceiver devices around them.
The whole network can be viewed as a DTN which has many inter-groups connected to
each other intermittently. The rate of connection among the nodes inside the same group
is much higher than to those outside the group. In addition, the possibility of a node in
a group to connect to another node outside the group is around the same possibility of
another node in the same group to connect to the same node outside the group. i.e., the
behavior of the group nodes is expected to be the same.
Another example of such grouping would be the taxi companies in a big city. Taxis that
belong to the same company contact each other more frequently, because they either meet
in the city roads or in the company garage during their break times. Taxis that belong to
different companies only meet each other by coincidence in the city roads. Therefore, taxis
that belong to the same company are considered to have strong social connection among
each other and weak social connections with the taxis of other companies.
Our objective is to develop a routing protocol that spreads a small number of packet
copies to reduce network overhead, while guiding the packet copies using only local in-
formation to reach the destination. To achieve that goal, we exploit the social grouping
characteristic of DTN nodes. We consider two nodes to belong to the same social group if
they contact each other frequently compared to their contacts with other nodes.
1.4.2 Supporting Fair Cooperation in DTNs
When designing a DTN routing protocol, a question arises: What are the node incentives
to receive and forward packets of other nodes, while it is energy constrained ? This question
could be answered using some of the game theory techniques, such as reputation systems
[65, 38, 46, 53] and credit-based systems [17, 85]. Simply, if a node does not cooperate in
serving other nodes, it will not be served. However, these trust management systems do
not answer other questions that are unique to the DTN environment, such as:
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• What guarantees that a node, receiving packets of other nodes, will store, replicate
and select the best next-hop node, and not just forward to a random node?
• How does a node reward other nodes for their cooperation, especially that there will
be multiple copies of the same packet?
• How much should a node cooperate? In other words, what is the fair point of coop-
eration at which all the nodes are satisfied ?
These questions are unique to the DTN environment because of the hop-by-hop routing
used, the multiplicity of packet copies spread throughout the network, and the fully de-
centralized nature of DTN. To answer these questions, we propose a new utility function
that is calculated by each node to capture the degree of cooperation of the node and the
network. Using this utility function, nodes can determine the amount of cooperation they
can offer without being accused of selfishness.
1.5 Summary of Contributions
Our contributions in this research are summarized as follows:
• We formulate an optimization problem of single-copy centralized routing in DTNs,
assuming the availability of present and future node contacts and buffer information.
We implement the problem with three different objectives: minimum delay, minimum
number of hops, and maximum number of delivered messages. We solve the problem
using parameters from simulated networks. Output results are used as a performance
benchmark to compare with the heuristic (non-optimal) protocols.
• We study the distributed non-optimal routing protocols developed for DTNs, and
conduct a performance comparison among selected well-known protocols (Epidemic,
SPRAY-AND-WAIT (SnW), PROPHET and MAXPROP) representing the different
types of routing protocols (blind and guided, limited and full flooding). Based on
these comparisons, we draw conclusions and guidelines to design an efficient DTN
routing protocol.
• Given the protocol design guidelines, we develop our first DTN routing protocol,
Eco-Friendly Routing for DTN (EFR-DTN), which combines the strengths of two of
the previously proposed protocols to provide better delivery ratio with lower network
overhead (less power consumption). The protocol utilizes node encounters to estimate
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the route to destination, while minimizing the number of packet copies throughout
the network.
• We propose our second heuristic distributed protocol, Social Groups Based Rout-
ing(SGBR), which uses social relations among network nodes to exclude nodes that
are not expected to significantly increase the probability of delivering the packet to
its destination. Simulation results show that SGBR protocol achieves lower network
overhead while achieving the same or better delivery ratio compared to the other
routing protocols.
• Finally, we discuss the incentives of DTN nodes to cooperate in the routing process.
We investigate the degree of fair cooperation at which the network nodes are satis-
fied. A new credit-based system is implemented to keep track of and reward node
participation in packet routing.
1.6 Thesis Organization
The thesis is organized as follows:
• In Chapter 2, we review the routing protocols developed for DTNs.
• In Chapter 3, we present our system model, including the network model, the per-
formance metrics and the methods used to verify and validate the system used.
• In Chapter 4, we introduce a novel optimal routing formulation. We simulate a DTN
network and conduct performance comparison among the different objective function.
• In Chapter 5, we conduct performance comparison among selected well-known DTN
routing protocols, and analyze the results.
• The first proposed distributed routing protocol EFR-DTN is presented in chapter 6
with an extensive set of experiments to compare with the other protocols and the
optimal results.
• The second proposed distributed routing protocol SGBR is presented in chapter 7
with an extensive set of experiments to compare with the other protocols and the
optimal results.
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• A game theoretic approach to support fair cooperation in DTN is proposed in chapter
8 with an extensive set of experiments to show its usefulness .
• Finally, we state our conclusions and future work in chapter 9.
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Chapter 2
Background and Literature Review
The routing decision depends on the available information about the network, such as
the time and the frequency with which nodes meet each other and the duration of these
meetings, the storage capacity of each node and the number of nodes in the network.
This information may be collected in networks with infrastructure using fixed or moving
data collectors, such as rovers and basestations, or in networks without infrastructure
by exchanging data between meeting nodes. The more the amount and the accuracy
of the information, the better the routing decision. However, in practical scenarios, the
information collected is often less than required and not accurate enough to take an optimal
decision. Therefore, routing protocols implement heuristics to estimate a good decision
with the available information. In addition, the protocols depend on spreading several
copies of the same data packet through the network to increase the chance of reaching the
destination. Therefore, routing protocols can be classified according to the amount and
type of information used to take the routing decision [82], the method of replication of
data packets [41], or the type of infrastructure used to collect data [60]. We combined the
three classifications in one diagram as shown in figure 2.1.
The amount of information is used in the first dimension, in which the routing protocols
are categorized into three levels of knowledge: No-Knowledge, Partial-Knowledge and Full-
Knowledge. In the No-Knowledge level, a routing protocol does not have a node selection
criteria, i.e., it choose the next node on a route blindly. Therefore, it is required to
spread multiple copies of the same data packet to increase the probability of reaching the
destination. Hence, the replication method is used to further classify protocols within this
level of knowledge. Protocols range from those with tight limits on the number of hops
and number of packet copies to those with no limits (full flooding). The second level of
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Figure 2.1: Classification of DTN Routing Protocols
information types can be historic or present information about node contacts, locations or
mobility patterns. This information may be collected using additional infrastructure, such
as rovers or basestations, or without infrastructure by exchanging information during node
contacts. The third level of knowledge is the full knowledge, which is a theoretical case
used as a reference to compare with. If we have full knowledge, then we can find optimal
solutions to the routing problem.
In the following subsections, we present a brief overview on some of the routing protocols
proposed under each knowledge level.
2.1 Routing Protocols with No-Knowledge about the
Network (Blind Routing)
These are the simplest protocols in terms of communication overhead and processing power
consumed to take a routing decision. There is a minimal control-data exchange between
contacting nodes, no infrastructure used and little processing required for the routing
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decision. Routing protocols in this category range from the full flooding to the limited
flooding. Limitation can be by number of hops or number of packet copies or both.
The simplest of these protocols is the full flooding technique, or so called Epidemic
Routing [78]. In Epidemic routing, each node broadcasts its data packets to whatever
nodes it meets over the time. Broadcasting of a particular data packet stops when the
packet expires or is deleted by the node either because of buffer fullness or reception of
destination delivery acknowledgment. This protocol proves to provide the highest delivery
ratio and the lowest end-to-end delay, if the storage space did not overflow. However, since
buffers are limited, the protocol performance drops significantly with the large traffic. More
explanation of the Epidemic protocol is in Section 5.1.
To reduce the buffer overhead, limited flooding protocols were proposed. Limitation can
be applied on the number of hops [28, 30, 56, 78] or the number of packet copies [70, 72, 74],
or both [70]. In [28], number of hops is limited to only one, which means the source keeps
the data packet until it meets the destination. This reduces the network overhead to its
minimum because there is only one copy of any data packet in the network. However, the
probability that a source node of a packet meet its destination node is expected to be low,
especially in a sparse network. This renders the delivery ratio to be low. A variation of [28]
is to allow for two hops from the source [30], which increases the delivery ratio. However,
it is still prone to the low probability to find destination nodes after few number of hops.
Increasing the number of hops [56] improves the delivery ratio, but increases the network
overhead.
In [70], it is suggested to limit the number of packet copies for each node, in addition
to the limitation on the number of hops. However, the best performance of all of these
protocols were proved if the total number of packet copies in the network is limited [70,
72, 74]. The number of packet copies or number of hops to limit depend on the network
parameters, such as the number of nodes and their contact rate.
2.2 Routing Protocols with Partial Knowledge about
the Network (Guided Routing)
Guided routing protocols collect information about other nodes in the network to guide
packets to their destinations. These protocols assign weights to nodes using information
collected from the network. This information could be topological [50, 5, 12, 6, 24], envi-
ronmental and energy-aware [43], or content based [21, 32]. The following are some of the
information that can be collected and used as routing metrics:
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• Contact times: The times at which two nodes meet each other. Future contact times
may be estimated in cases such as the city bus schedule.
• Contact rate: The frequency of contacts between each pair of nodes.
• Contact duration: For how long the nodes will stay in the transmission range of each
other.
• Buffer occupancy: How many bytes are available in the each node’s buffer.
• Packet copies: How many copies of each data packet are there in the network.
• Location: The location of the nodes at different times can help predict their future
locations.
• Mobility pattern: If there is a known mobility pattern for the nodes or they are
moving according to predefined paths, then we can target their location at different
times in the future.
• energy: How much energy is available at each node could help avoid unreliable paths.
• sleep/awake schedule: For a communication to occur between two nodes, they have
to be awake and in the transmission range of each other. Therefore, knowing the
sleep/awake schedule of each node affects the decision taken about next-hop nodes.
Topological information address the nodes contact information such as expected contact
times, location and mobility patterns of nodes. This information can be collected using
special infrastructure [69] or by exchanging data between mobile nodes [50, 12, 6]. If in-
frastructure is installed, it can be fixed as in the Infostation model [29]. In this model,
nodes communicates only with basestations, and there is no node-to-node communication.
Another version of the Infostation model is the SWIM [69], where nodes can communicate
with each other in addition to communicating with the basestations. A mobile infras-
tructure helps in gathering data from fixed objects as in the Data-MULE system [67]. In
the Data-MULE system, mobile agents called MULEs move around a sensor network to
collect data gathered and sampled by the sensors and deliver it to a set of fixed access
points (APsAP) distributed around the network. To achieve better and fast delivery of
data, additional mobile nodes can be exploited to offer relaying services. This approach is
implemented in [83], and the additional mobile nodes are called Message Ferries. Although
adding hardware infrastructure to the network improves the performance, it adds to the
cost of the network. This cost may be tolerated in some industrial applications, while in
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other applications it may be render the network impractical. Guided-Routing protocols
outperform Blind-Routing protocols in the delivery ratio, but unless they have an efficient
packet selection mechanism, they increase the average packet delay.
2.2.1 History-based (Social) Routing
Exchanging data between mobile nodes is the low-cost alternative for installing special
infrastructure. In [14] and [50], nodes record their contacts with other nodes. This infor-
mation is used to predict the probability to deliver data packets through each node. The
protocol in [14] relies on the meeting between nodes and the visits of nodes to geographical
locations. While the protocol in [50] relies only on the meeting, but it can predict the
delivery probability by using the direct meeting between two nodes or the indirect meeting
using intermediate nodes in between. When two nodes meet, they increase their link weight
towards each other and towards the nodes met by the other node. More explanation of the
PROPHET protocol is in Section 5.3.
Similar to PROPHET, MAXPROP [12] strengthens the link between two nodes using
the number of meetings. The contribution in MAXPROP can be observed in its buffer
management technique which encourages forwarding packets with lower number of hops
over those traveled far in the network without reaching their destinations. More explana-
tion of the MAXPROP protocol is in Section 5.4.
The Context-Aware Routing (CAR) protocol [55] is designed to support message de-
livery in both continuously and intermittently connected environments. If at the time a
packet arrives, a path to its destination exists, and the packet can be forwarded using an
existing routing protocol, the CAR protocol routes the packet using one of the known ad-
hoc networking routing protocols, such as DSDV [63]. However, If at the time a packets
arrives, a path to its destination cannot be found, the CAR protocol stores the packet
waiting for an opportunity to be forwarded. Instead of replicating the message to all the
neighbors, the message is sent to a host characterized by the highest probability of reaching
the recipient. In other words, this host acts as a message carrier. This process is based on
the evaluation and on the prediction of the context information using a time series anal-
ysis technique, Kalman Filter. Delivery probabilities are synthesized locally from context
information such as the rate of change of connectivity of a host. The prediction process is
used during temporary disconnections and it is carried out until it is possible to guarantee
with certain accuracy.
Gathering information about user mobility to build up a mobility model is presented
in [76]. The authors performed an experimental study to collect user mobility to form an
14
opportunistic ad-hoc network in a campus environment. The approach is unique in that
they do not have a predetermined model of user mobility, and they strive to provide a
networking model based only on pair-wise contact. Using this trace data, they simulate a
network using epidemic propagation. They observe that power management is one of the
critical issues that should be considered in DTNs.
In [68], the authors presented a relay-based routing scheme for ad-hoc satellite networks
where nodes are required to buffer data for a certain period of time until the node gets
an opportunity to forward it. They proposed Interrogation-Based Relay Routing (IBRR),
where the nodes interrogate each other to learn more about network topology and nodal
capacity to make intelligent routing decisions. Optimistic forwarding [18] is used in IBRR.
To select the next hop, a node needs to not only know the present and future connectivity
relation with its current time, but also the same information of its current neighbors. This
one-hop look-ahead is necessary for making routing decisions in the relay-based routing
framework. Lookahead beyond one-hop can prove to be time consuming and counter
productive.
The work in [25], adds the limited flooding approach to the guided routing by waiting for
a better quality node. Encounter-based routing (EBREBR) [57] uses as a routing criteria
the number of encounters for each node. The node with more encounters is selected as the
best candidate. Several other protocols are examined for heterogeneous networks in [75].
The collected information can be used to detect social relations among the network
nodes as in [50, 12, 34, 11, 22]. The work is [11] is one of the early studies about community-
based routing. However, the study is restricted to two communities only, and the authors
did not provide a routing protocol based on their study.
2.2.2 Model-based Routing
Users and vehicles carrying devices usually move following certain known patterns such
as walking along a street or driving down the highway. Once users describe their motion
pattern, the intermediate nodes have a more accurate estimation of which nodes move
toward the destination with higher probability. Model-Based Routing (MBRMBR) [9]
uses world models of the mobile nodes for a better selection of relaying nodes and the
determination of a receiver location without flooding the network. World models contain
location information (e.g. road maps or building charts) and user profiles indicating the
motion pattern of users. The key idea of the approach is to take into account that mobile
devices typically do not follow the random walk motion pattern but are carried by human
beings. Once humans describe their motion pattern or some sort of monitoring deduces it,
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MBR can rely on this information in the form of user profiles to choose a relay that moves
toward the target with higher probability. With the information of the receiver location,
each intermediate node can determine the next relaying node based on the user profile.
Each node offers an interface that emits the probability that the user will move toward a
given location. Hence the routing algorithm can choose less relays if a small number of
relays have been found that will move near or to the location with high probability. Their
work relies on the known receiver location, which is provided by a central location service,
an unrealistic assumption.
A model of nodes moving along on a highway is described in [18]. With ad hoc net-
works deployed on moving vehicles, network partitions due to limited radio range become
inevitable when traffic density is low, such as at night, or when few vehicles carry a wire-
less device. A key question to ask is whether it is possible to deliver messages in spite
of partitions, by taking advantage of the fact that predictable node movement creates op-
portunities to relay messages in a store-and-forward fashion. The authors in [18] test the
hypothesis that the motion of vehicles on a highway can contribute to successful message
delivery, provided that messages can be relayed and stored temporarily at moving nodes
while waiting for opportunities to be forwarded further. Messages are propagated greed-
ily each time step by hopping to the neighbor closest to the destination. Two kinds of
transmission schemes are used, pessimistic forwarding and optimistic forwarding, which
are distinguished by how long the messages are permitted to stay in intermediate nodes.
In pessimistic forwarding, a message is dropped whenever no next hop exists for its destina-
tion. This is how forwarding works in most ad hoc network implementations. In optimistic
forwarding, messages without next hops may remain on intermediate nodes for some time,
hoping that physical movement of network nodes eventually creates a forwarding opportu-
nity. Using vehicle movement traces from a traffic micro simulator, the authors measure
average message delivery time and find that it is shorter than when the messages are not
relayed.
2.2.3 Node Movement Control-based Routing
Instead of waiting for another node to pass by and connect, a node can move to other
nodes to contact with them and exchange their packets. In [49], the host trajectories of
nodes are controlled to facilitate communication in ad hoc networks.Each node knows the
trajectories of all other nodes in the network. When it has a packet detained to another
node, it computes the shortest path to the destination given the trajectories of all the
nodes, then it moves to the next node in the shortest path.
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Driven by the proved theorem that mobility increases the wireless network capacity
[31], [14] suggests the addition of a limited number of autonomous agents to the network
area and studies the problem of increasing the capacity of a DTN through autonomous
agents that move in the network with the purpose of increasing network performance. The
addition of these agents requires a control algorithm that can coordinate agent movements
in order to optimize the performance of the network.
In [83, 84], special mobile nodes, called ferries, move around the deployment area and
take responsibility of transferring data between nodes. Node movements are controlled to
optimize some metric, such as the message delay.
2.2.4 Coding-based Routing
Coding techniques can be used to limit message flooding and to achieve higher delivery
probability. Erasure coding techniques [37, 80] encodes a data packet into a large number
of blocks. Having a certain number of these blocks reaching the destination, the original
message can be decoded. Network coding techniques [81] combine some of the packet
received and send them out as one packet, which decreases the transmissions over the
network leading to better performance and less energy consumed at nodes.
2.3 Routing Protocols with Full Knowledge about the
Network (Fully-Guided Routing)
In this category, the protocols assume they have the full knowledge about the network in
advance. So, for example each node should know when it is going to meet the other nodes,
and when the other nodes are going to meet each other, which is practically impossible.
However, the results of applying these protocols can be used as a reference to compare with
when implementing the practical protocols. Because they have the full knowledge, they
do not need to send multiple copies of packets. Only a single copy is sent in the optimal
route according to the objective of the routing protocol. In [36], several routing protocols
are proposed including the one which uses the full knowledge about the network. They
define four knowledge oracles that represent different information category. The Contacts
Summary Oracle contains information about the aggregate statistics of the contacts. The
Contact Oracle contains information about all the contacts that will occur. The Queuing
Oracle contains information about the buffer capacities and remaining spaces at all nodes
at any time. The Traffic Demand Oracle contains information about the present and future
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traffic load. If either the Contacts Summary Oracle or the Contacts Oracle is available
alone, then a modified Dijkstra algorithm can be used. If all the Oracles are available,
then a dynamic programming problem can be formulated to find the optimal route.
2.4 Summary & Conclusion
Routing protocols are classified according to the amount and type of information used to
take the routing decision. Blind routing protocols aim at fast spreading of packets in the
network. They do not use node selection criteria. They vary according to their spreading
mechanism and amount. Epidemic was historically the first routing protocol that belongs
to this class. In Epidemic, each node spreads copies of the packets it carries to whatever
node it meets, until the packet lifetime expires or a destination acknowledgment is received.
This protocol proves to provide the highest delivery ratio and the lowest end-to-end delay,
if the node buffers do not overflow and the contact durations are long enough to transfer all
the uncommon packets. However, since data storage space is limited and contact durations
may not be that long, the protocol performance drops significantly with the high traffic
rates. To overcome this problem, other routing protocols limit the flooding of packets to
a certain number of copies or hops. Spray-and-Wait (SnW) protocol limits the number
of copies by associating with each copy the number it is allowed to spread. Nodes spread
copies of the packets they receive according to the associated number of copies. When the
allowed number of transfers reaches one, the carrying node stops transferring the packet
until it either meet the destination or the packet is dropped due to buffer overflow or
lifetime expiry. A binary version of SnW permits each node to use half the number of
transfers allowed for the packet and the other half is left for the receiving node.
Guided routing protocols use the available network information to guide packets to their
destinations. These protocols assign weights to nodes using information such as expected
contact times, location and mobility patterns of nodes, number of packet copies. This
information can be collected using special infrastructure or by exchanging data between
mobile nodes. The PROPHET protocol estimates a node metric by tracing the number
of meetings between nodes. When two nodes meet, they increase their link weight to-
wards each other and towards the nodes met by the other node. Guided routing protocols
outperform blind protocols in the delivery ratio, but increases the average packet delay.
If provided full knowledge about the network, such as nodes mobility, buffer, and energy,
then optimal routes could be found and only a single packet copy is required to propagate
to its destination. However, in DTN networks, collecting full knowledge is impractical.
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Practical routing protocols are those with little or no knowledge about the network. Find-





In this chapter, we present our network model, the performance metrics and the methods
used to verify and validate the system used.
3.1 Network Model
We consider a city-wide network where nodes are pedestrians and vehicles roaming along
predefined paths representing city roads. N is the set of nodes. These nodes are connected
to each other via wireless links when they come in the communication range of each other.
In such an event, they are said to be in contact.
A contact c has four attributes: Sender (Sc), Receiver (Rc), Time (tc), and Duration
(Dc), as explained in the following:
• Sender: The node whose buffer contains the messages that are to be transmitted to
the other node.
• Receiver: The node which is targeted to receive the messages transmitted from the
other node.
• Time: The time at which the two nodes appear in the communication range of each
other and start exchanging the control packets.
• Duration: The time period during which the two nodes are in the communication
range of each other and are able to transfer messages.
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Each node n ∈ N has its own buffer to store messages. A node’s buffer has two attributes:
Capacity and occupancy, as follows:
• Capacity Bn: The maximum number of messages the buffer of node n can carry.
• Occupancy bn: The number of messages in the buffer of node n at the beginning of
the contact.
Each message m has four attributes: Source, Destination, Transmission time, and TTL,
as explained in the following:
• Source: The node that generated the message.
• Destination: The node to which the message should be delivered.
• Transmission time dm: The time it takes to transmit m from one node to another
during a contact.
• Lifetime Lm: The Time-To-Live TTL, or the lifetime of message m, after which the
message has no value and should be dropped.
Throughout the thesis, we will use the two words ’path’ and ’route’ interchangeably, and
the same for the words ’packet’ and ’message’.
3.2 Performance Metrics
We consider three metrics to measure the performance of the different protocols, which
are:








where (Pdv)n is the number of packets delivered to their destination node n, and
(Pg)n is the number of packets generated at their source node n. The delivery ratio
is, simply, the ratio of the packets delivered to those generated in the network during
the simulation time.
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where (Pr)n is the number of packets received by node n. DC represents the cost the
routing protocol should pay, in terms of redundant packets, to deliver one packet.










where dp is the delay encountered by packet p delivered to its destination node n, and
DVn is the set of packets delivered to their destination n. The metric is simply the
ratio of the sum of all delivered packets delays to the number of delivered packets.
3.3 Confidence of Performance Results
As stated in [35], when any timing result is measured, the average time
T̄ = (t1 + t2 + ...+ tp)/P
is obtained from P repetitive experiments. P is chosen large enough such that with a
degree of confidence 0.95 we guarantee that the expected value of T is within
T̄ ± 0.1T
That is:
Pr{T̄ − 0.1T < T < T̄ + 0.1T} > 0.95
To test how the mean of the timing results satisfies the specified confidence interval, let u






(Ti − T̄ )
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be the sample variance. Assume that the random variable T is normally distributed, then











It is required that the interval between the maximum and minimum values to be less





< 0.1 ∗ T̄




= 2 ∗ 2.262 ∗ S√
10
That is
2 ∗ 2.262 ∗ S√
10
< 0.1 ∗ T̄
, i.e.
(45.24)2S2 < 10T̄ 2
The previous equation is used to test all timing results obtained in the experiments. Each
experiment is repeated P = 10times and a set of Tiare obtained. T̄and Sare computed and
the result is accepted if the above equation is satisfied.
3.4 System Verification and Validation
The goodness of a simulation model is measured by the closeness of the model output to
that of the real systems. Since a number of assumptions about the behavior of real systems
are made in developing the model, there are two steps in measuring the goodness. The
first step is whether the assumptions are reasonable, and the second step is whether the
model implements those assumptions correctly. These two steps are called validation and
verification, respectively.
3.4.1 System Verification
Verification, also called debugging, is related to the correctness of the implementation. A
number of techniques have been used for debugging as presented below:
• Top-Down Modular Design: The model is structured in modules that communi-
cate with each other via well-defined interfaces. These modules are objects of classes
and the functions within these objects. The interface consists of a number of input
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variables and data structures. Once the interface and the function of the module have
been specified, it can be independently developed, debugged, and maintained. Mod-
ularity thus allows the verification of the simulation to be broken down into smaller
problems of verifying the modules and their interfaces. Top-down design consists of
developing a hierarchical structure for the model such that the problem is recursively
divided into a set of smaller problems. First, the model is divided into a number of
modules with different functions. Each of these modules is then further subdivided
into modules. The process is repeated until the modules are small enough to be easily
debugged and maintained.
• Antibugging: Antibugging consists of including additional checks and outputs in
the program that will point out the bugs. For example, the model counts the number
of packets sent by a number of source nodes as well as the number of packets received
by the destination nodes. The number of packets lost on the route and the packets
received should equal the number of packets sent. A nonzero difference would indicate
a programming error.
• Deterministic Models: The key problem in debugging simulation models is the
randomness of variables. It is obvious that a deterministic program is easier to debug
than a program with random variables. A common verification technique, therefore,
is to specify constant (deterministic) distributions, then we can easily determine the
output variables and thus debug the modules.
• Run Simplified Cases: The model is run with simplified cases, for example, only
one packet, or only one source. These cases can be easily analyzed and the simulation
results are compared with the analysis.
• Trace: A trace consists of a time-ordered list of events and their associated vari-
ables. They are present at several levels of detail: events trace, procedure trace, and
variables trace. The trace outputs are useful in debugging the model. Tracing causes
additional processing overhead, and therefore, the model should have switches that
allow the traces to be turned on and off. After we finished our work, there were
about 30 trace files used in our simulator.
• Graphic Displays: Simulations take a long time to run. Graphic displays for traces
help debug the simulation; they can present the same information as in the trace but
in a more comprehensive form. It is difficult to look at a long trace, while it is easy
to inspect the display for the same period. We used MSEXCEL and MATLAB as a
tool for displaying traces graphically.
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• Continuity Test: Continuity tests consist of running the simulation several times
for slightly different values of input parameters. For any one parameter, a slight
change in input should generally produce only a slight change in the output. Any
sudden changes in the output should be investigated.
• Degeneracy Tests: Degeneracy tests consist of checking that the model works
for extreme (lowest or highest allowed) values of system, configuration, or workload
parameters. For example the network simulation model works for a system with no
sources, or channels with errors for the whole simulation time.
• Consistency Tests: These tests consist of checking that the model produces sim-
ilar results for input parameter values that have similar effects. For example, two
sources with an arrival rate of 100 packets per second should load the network to
approximately the same level as four sources with an arrival rate of 50 packets per
second each.
• Seed Independence: The seeds used in random-number generation should not
affect the final conclusion. Thus the model should produce similar results for different
seed values. This is verified by running the simulation with different seed values.
3.4.2 System Validation
Validation refers to ensuring that the assumptions used in developing the model are rea-
sonable in that, if correctly implemented, the model would produce results close to that
observed in real systems [39, 52]. The validation techniques depend upon the assumptions
and, hence, on the systems being modeled. Model validation consists of validating the
three key aspects of the model:
1. Assumptions
2. Input parameter values and distributions
3. Output values and conclusions
Each of these three aspects may be subjected to a validity test by comparing it with
that obtained from three possible sources: Expert intuition, Real system measurements,
and theoretical results. The expert intuition is not available in our case. Theoretical results
were obtained for the optimal case which acts as a performance benchmark. Comparison
with real systems is the most reliable and preferred way to validate a simulation model.
In our work, we use a well-known DTN simulator, the ONE simulator [45], to simulate the
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proposed protocols. Using the simulator, we create real scenarios, and apply each of the
protocols to compare their performance in the different scenarios. In addition, we used
traces of real systems [48, 16, 20, 15] to run the simulator and the results were almost the
same as those provided in the references.
3.5 Model Based Simulations
In model-based experiments, we use a model for node contacts driven from real trace data
[16]. According to [16], the inter-contact time, that is the interval between two successive
contacts of the same pair of nodes is modeled using the power law distribution. The
cumulative distribution function (CDF) of the power law distribution is computed as






where X is the random variable, x is the inter-contact time, xmin is the minimum inter-
contact time and θ is the parameter that characterizes the power law, θ > 0. In our
experiments, we use θ = 0.9 as mentioned in [16]. To avoid partitioning, each node is
made to contact with at least one node. The maximum number of nodes to contact with
is drawn from a uniform distribution of up to one fifth of the total number of nodes in
the network. Packets are created at every node using Poisson distribution, and assigned a
random destination. When generated, each packet is associated with a unique identifier,
time of creation and a time to live TTL.
3.6 Real Movement Simulations
We used the ONE simulator [44] to generate the movement scenario. The network consists
of vehicles and pedestrians moving around a city. We set the mobility model as map-based
movement, where vehicles and pedestrians are restricted to move in predefined paths and
routes derived from real map data. We used the map data of the Helsinki downtown
area (roads and pedestrian walkways) provided with the simulator. Figure 3.3 shows the
Helsinki map with ten nodes (5 pedestrians and 5 vehicles) roaming in the city. Nodes
choose a random point on the map and then follow the shortest route to that point from
their current location.
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In the ONE simulator, we also set the nodes types and capabilities. Nodes can be
pedestrians, vehicles, or trams. Their capabilities include radio interface, persistent stor-
age, movement, energy consumption and message routing. Nodes are grouped into groups,
where each group is configured with different capabilities. Packets are generated randomly
with a predefined lower and upper interarrival times, and assigned a random source and
destination. Using the simulator script input, we can specify the values of the different
parameters. An example of a ONE script is shown in Figures 3.1 and 3.2.
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## Scenario settings
Scenario.name = default scenario
Scenario.simulateConnections = true
Scenario.updateInterval = 0.1
# 43200s == 12h
Scenario.endTime = 43200
# Bluetooth interface for all nodes
btInterface.type = SimpleBroadcastInterface
# Transmit speed of 2 Mbps = 250kBps
btInterface.transmitSpeed = 250k
btInterface.transmitRange = 10
# Define 2 different node groups
Scenario.nrofHostGroups = 2
# Common settings for all groups
Group.router = EpidemicRouter
Group.bufferSize = 5M
Group.waitTime = 0, 120
# All nodes have the bluetooth interface
Group.nrofInterfaces = 1
Group.interface1 = btInterface
# Walking speeds Group.speed = 0.5, 1.5
# Message TTL of 300 minutes (5 hours)
Group.msgTtl = 300




# group2 specific settings
Group2.groupID = v
# cars can drive only on roads
Group2.okMaps = 1
# 10-50 km/h
Group2.speed = 2.7, 13.9
Group2.movementModel = ShortestPathMapBasedMovement
Group2.nrofHosts = 20
Figure 3.1: A sample script for the ONE simulator (part 1)
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## Message creation parameters
# How many event generators
Events.nrof = 1
# Class of the first event generator
Events1.class = MessageEventGenerator
# (following settings are specific for the MessageEventGenerator class)
# Creation interval in seconds (one new message every 25 to 35 seconds)
#Events1.interval = 500,700
Events1.interval = 550,650
# Message sizes (500kB - 1MB)
Events1.size = 500
# range of message source/destination addresses
Events1.hosts = 0,49
# Message ID prefix
Events1.prefix = M
## Movement model settings
# seed for movement models’ pseudo random number generator (default = 0)
MovementModel.rngSeed = 1 #
World’s size for Movement Models without implicit size (width, height; meters)
MovementModel.worldSize = 4500, 3400
# How long time to move hosts in the world before real simulation
MovementModel.warmup = 1000
## Map based movement -movement model specific settings
MapBasedMovement.nrofMapFiles = 4
MapBasedMovement.mapFile1 = data/roads.wkt
MapBasedMovement.mapFile2 = data/main roads.wkt
MapBasedMovement.mapFile3 = data/pedestrian paths.wkt
MapBasedMovement.mapFile4 = data/shops.wkt
## Reports - all report names have to be valid report classes
# how many reports to load Report.nrofReports = 4
# length of the warm up period (simulated seconds)
Report.warmup = 0
# default directory of reports (can be overridden per Report with output setting)
Report.reportDir = reports/tamer # Report classes to load
Report.report1 = MessageStatsReport
Report.report2 = EventLog
Report Report.report3 = ContactTimesReport
Report.report4 = CreatedMessagesReport
Figure 3.2: A sample script for the ONE simulator (part 2)
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Figure 3.3: A map of Helsinki city with 5 pedestrians and 5 vehicles roaming.
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Chapter 4
Optimal Routing in DTN
In this chapter, we formulate an optimization problem of single-copy centralized routing in
DTNs, assuming the availability of present and future node contacts and buffer and message
information. We implement the problem with three different objectives: minimum delay,
minimum number of hops, and maximum number of delivered messages. We solve the
problem using parameters from simulated networks. The optimal results provide us with
bounds on the performance metrics, and show the room for improvement that should be
worked on. Optimal routing with a global observer is just a theoretical model used for
performance comparison only, and cannot be implemented practically. This work has been
published in [2].
4.1 Problem Setup
We consider a route as an ordered set of contacts from source to destination. Our objective
is to find the optimal route for each message that satisfies the objective function. In this
formulation, the inputs to the problem are the contact, buffer and message information.
The network model including the description of node contacts, node buffers and message
attributes is detailed in Section 3.1.
We compare between three objective functions:
• Min-H: Minimizing the number of hops from source to destination,
• Max-M: Maximizing the number of delivered messages, or
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• Min-D: Minimizing the end-to-end delay.
The constraints to be satisfied are:
• Buffer: The messages transferred during each contact should not exceed the receiver
buffer capacity.
• Flow Conservation: The number of contacts in which each message is sent should be
equal to the number of contacts in which that message received, except for its source
and destination of that message.
• Source and Destination: There should be only one contact in which each message is
sent by its source, and one contact in which each message is received by its destina-
tion.
• Contacts order: Contacts in the same route should have increasing order of their
starting times.
• Contact duration: The sum of all messages transfer times during a contact should
be less than the duration of that contact.
• Message Lifetime: The starting time of the last contact in the route of a message
should be less than the message lifetime (Time-To-Live or TTL).
Table 4.1 shows a summary of the symbols used to represent the system parameters with
a short description.
4.2 Problem Formulation
To reduce the complexity of the problem, we divide it into two sub-problems:
• Find all the possible paths for message m. The problem is solved for each message
individually. The output is a set of paths, Pm, for each message m.
• Among all the possible paths, find the optimal path for each message. This step
requires considering all the paths for all the messages in the optimization problem.
32
Table 4.1: Symbols used to represent system parameters
Symbol Description
N Set of all nodes in the network
n A node in the set of nodes N in the
network
Bn The buffer capacity of node n
bn The initial buffer occupancy of node
n
C Set of all contacts
c A contact between two nodes
Sc Sender node of contact c
Spc Sender node of contact c that
belongs to path p
Rc Receiver node of contact c
Rpc Receiver node of contact c that
belongs to path p
tc The starting time of contact c
tpc The starting time of contact c that
belongs to path p
Dc The time duration of contact c
M Set of all messages in the network
nodes
m A message in the set of messages M
Lm The lifetime (TTL) of message m
dm The transmission time of message m
Pm The set of valid paths of message m
T Simulation Time
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4.2.1 Finding all the possible paths for a message m
The problem is to find all the paths for each message m, by tracing the tree of node
contacts starting from the source of message m to its destination. A valid path is the
one that has timely ordered contacts from source to destination and does not violate the
message lifetime (TTL) constraint.
• Input: Contacts senders, receivers, and starting times, and messages lifetimes.
• Output: A set of paths Pm for each message m ∈M .
The binary variable xc is used to represent if contact c is included in the path or not. It
has the values xc = 1 if contact c is included in the message m path, or xc = 0 if not. The
same variable with a superscript n, xnc , indicates that n is one of the two nodes of contact
c. Other symbols are described in Table 4.1. The objective is to satisfy a set of constraints,

















c∈C xc = 1, if Rc is the destination
Contacts tc1xc1 + (T − tc2)xc2 < T , if Rc1 = Sc2, ∀c1, c2 ∈ C,
Order T > tc1, T > tc2,
Message tcxc < Lm, ∀c ∈ C
Lifetime
Boundary Limits xc, xc1, xc2 ∈ {0, 1},
tc1, tc2, Lm ≥ 0
Figure 4.1: An optimization model to find all the possible paths of message m
The model is explained as follows:
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• Flow Conservation: Every node n ∈ N , except for the source and destination, in-
cluded in the selected path of a message m should be associated with two contacts:
– A contact in which the node receives the message from the previous node on
the route.






∀n ∈ N, if n = Rc1 = Sc2
(4.1)
• Source and Destination: The source node is associated with only one contact in which
message m is sent by that node. The destination node is associated with only one
contact in which message m is received by that node.∑
c∈C
xc = 1, if Scis the source of message m,∑
c∈C
xc = 1, if Rcis the destination of message m
(4.2)
• Contacts order: Contacts along the message route should have increasing order of
their starting times. If there are two contacts c1 and c2 that are candidates to be in
message m route in the order c1-c2, then it should be verified that tc1 < tc2. Both
tc1 and tc2 are to be less than the simulation end time T . Given these requirements,
the constraint can be formulated as follows:
tc1xc1 + (T − tc2)xc2 < T,
if Rc1 = Sc2,∀c1, c2 ∈ C, T > tc1, T > tc2
(4.3)
This formulation ensures that having one or both contacts in the route does not
violate the constraint, as shown in Figure 4.2.
xc1 xc2 tc1xc1 + (T − tc2)xc2 < T
0 0 0 Yes
0 1 T − tc2 Yes
1 0 tc1 Yes
1 1 tc1 + T − tc2 Yes
Figure 4.2: Verifying the “Contacts Order” constraint
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• Message Lifetime: The starting time of the any contact on the message route should
be less than the message lifetime (TTL).
tcxc < Lm, ∀c ∈ C (4.4)
The output, which is the set of paths Pm for each m ∈M , is fed as an input to the second
part of the problem, which aims to find the optimal path for each message m, as explained
in Section 4.2.2.
4.2.2 Finding the optimal path for each message
• Input: Set of paths, Pm, for each message m.
• Output: One path (the optimal route) for each message m.
In this formulation, we use a binary variable xp to indicate if path p is optimal or not.
If path p is found to be optimal, then xp = 1, otherwise xp = 0. We use the symbol @
to denote a contact is included in a specific path, and the symbol A to denote a path
includes a specific contact. For example, c @ p denotes that contact c is one of the
contacts constituting path p, and p A c denotes that path p includes contact c among its
contacts. The formulation is modeled as an optimization problem, as shown in Figure 4.3.
The objective is to minimize the total number of hops (contacts) for all the routes. The
solution should satisfy the following set of constraints:
• Buffer: The total amount of message bytes transferred during each contact should












c∈C,c@p2 xp2 ≤ BRc − bRc
∀c ∈ C, if Rc = Rp1c = Sp2c ,




where p1 represents all the incoming past and the expected current traffic to the
receiver buffer, while p2 represents all the outgoing traffic. The constraint ensures































≤ BRc − bRc ∀c ∈ C,















p∈Pm xp =1, ∀m ∈M
Boundary
Limits
xp, xp1, xp2 ∈ {0, 1}, dm, Dc ≥ 0
Figure 4.3: An optimization model to find the optimal path of each message
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• Contact duration: The sum of all message transfer times during a contact should be




dmxp ≤ Dc,∀c ∈ C (4.6)
• Paths per Message: For each message, there should be only one path selected.∑
p∈Pm xp = 1,∀m ∈M (4.7)
The objective is one of the three considered objectives
• Min-H: Minimize the number of hops of all the routes, by minimizing the number of
contacts.
• Min-D: Minimize the end-to-end delay, by selecting the route with the minimum time
of the last contact.
• Max-M: Maximize the number of delivered messages, by maximizing the number of
selected routes.
4.3 Performance Comparison and Simulation Results
We consider a sparse mobile network where nodes are connected to each other at discrete
time intervals via wireless links. Nodes communicate when they get into the transmission
range of each other. In such event, they are said to be in contact. The inter-contact
time, that is the interval between two contacts of the same pair of nodes is modeled using
the power law distribution explained in Section 3.5. To avoid partitioning, each node is
made to contact with at least one node. The maximum number of nodes to contact with
is drawn from a uniform distribution of up to one fifth of the total number of nodes in
the network. Packets are created at every node using Poisson distribution, and assigned a
random destination. When generated, each packet is associated with a unique identifier,
time of creation and a time to live (TTL). Table 4.2 shows the values used for the network
parameters.
We study the impact of varying the buffer capacity, the traffic load, and the packet
time to live (TTL) on the performance of the routing protocol with the objectives:
• Min-H: Minimize the number of hops.
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Table 4.2: Network Parameters
Parameter Value
Simulation time 12 hours
Number of nodes 50
Minimum inter-contact time 4 hours
• Max-M: Maximize the number of delivered messages.
• Min-D: Minimize the end-to-end delay.
The performance measures considered are:
• Delivery ratio: The number of delivered packets to the number of packets generated.
• Average number of hops: Total number of hops divided by the number of delivered
packets. This metric is used an indicator for the energy consumption. The less the
number of hops, the less is the number of transmissions, and therefore, the less is the
energy consumption.
• Average delay: Total delay of all delivered packets divided by the number of delivered
packets.
The mathematical notation of the performance metrics is provided in Section 3.2. The
’average number of hops’ metric for optimal routing has the same formula as the packet
delivery cost. In optimal routing, there is only a single copy and no packet is transmitted
from the source unless there is a route to destination.
4.3.1 Impact of Varying the Buffer Capacity
As shown in Figure 4.4, the delivery ratio for the three protocols increases with increasing
the buffer. This is because of the ability to store more packets in the larger buffers, and
therefore, avoid their early dropping. It is also noticed that the delivery ratio for the
three objectives is almost the same for this scenario, except for little outperformance of
the Max-M and Min-H over the Min-D in the smaller buffer capacities.
Figure 4.5 shows the impact of varying the buffer capacity on the average number of
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Figure 4.5: Impact of varying buffer capacities on the number of hops
with a ratio of approximately 0.75 to that of the other objectives. Increasing the buffer
capacity slightly reduces the number of hops, especially at small capacities.
The outperformance of Min-H over Min-D in the delivery ratio and the number of hops
is paid for by the end-to-end delay. Min-D outperforms the other objectives in minimizing
the delay by approximately 10 minutes per packet (around 7% of the delay). However, in a
DTN, where data is delay tolerant, it is acceptable to increase the packet delay by a small





























Buffer Capacity (in packets)
Figure 4.6: Impact of varying buffer capacities on the average delay
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4.3.2 Impact of Varying the Traffic Load (TL)
As shown in Figure 4.7, injecting more packets into the network, causes the dropping of
many of the stored packets, and therefore, decreases the delivery ratio of all the protocols.





















Traffic Load (in packets)
Figure 4.7: Impact of varying traffic loads on the delivery ratio
In Figure 4.8, number of hops slightly increases with increasing the traffic load. It is
also noticed that Min-H outperforms the other objectives with approximately the same

























Traffic Load (in packets)
Figure 4.8: Impact of varying traffic loads on the number of hops
Min-D always keeps its significant reduction in the end-to-end delay over the other two
objectives, as shown in Figure 4.9.
4.3.3 Impact of Varying the Packets TTL
It is observed from Figure 4.10 that the delivery ratio increases with increasing the packet
TTL. This is because increasing the packet lifetime increases the probability to find a route






























Traffic Load (in packets)
Figure 4.9: Impact of varying traffic loads on the average delay
down at higher values. This improved delivery ratio may also be explained by finding
longer routes (consisting of more hops to the destination), which can been seen obviously
in Figure 4.11. In addition, it can be explained by having the ability to wait for delayed























Figure 4.10: Impact of varying packets TTL on the delivery ratio
4.4 Summary & Conclusion
Optimal routing in DTN is a theoretical perspective assuming the availability of present
and future knowledge of contacts, nodes and packets information. In rare cases, it could
be approximately feasible, such as in a city bus network. In this chapter, we formulated an
optimization problem that finds the optimal routes in a DTN using three objective func-
tions: minimizing the end-to-end delay (Min-D), minimizing the number of hops(Min-H),
and maximizing the number of delivered messages (Max-M). The problem is subject to the
node constraints (storage capacity), contact constraints (order and duration), and message
constraints (lifetime and transmission times). We implemented the model with the three























































Figure 4.12: Impact of varying TTL on the average delay
packet TTL values are considered on the performance metrics, which are: delivery ratio,
number of hops and end-to-end delay. Simulation results show that minimizing the number
of hops achieves higher delivery ratio than minimizing the delay and almost the same as
maximizing the number of delivered messages for most of the buffer capacities, traffic loads
and TTL values. In addition, minimizing the number of hops proves to significantly reduce
the number of transmissions in the network which results in considerable energy saving. In
a delay tolerant network, it is acceptable to tolerate a small increase in the delay, to gain
higher delivery ratio and lower energy consumption. In the following chapters, we will use
the Min-H results to compare with the other distributed protocols, and it will be named
OPT as an abbreviation of optimal routing.
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Chapter 5
Performance Comparison of DTN
Routing Protocols
Routing protocols developed for DTNs adapt themselves to their challenging environment
by propagating multiple copies of data packets to increase the probability that one of
the copies reaches the destination. Nodes receiving the packet copies store them until they
meet other nodes or meet their destinations. Simple DTN routing protocols blindly forward
packet copies to any node they become in contact without using a selection criteria. They
range from the full network flooding to the partial flooding. The Blind-Routing approach
may achieve high delivery ratio of data if provided enough storage and energy resources.
On the other hand, it has its drawbacks, such as burdening the buffer and the inefficient
use of the contact duration. Other routing protocols tend to restrict forwarding of data
packets to selected nodes. Using some information collected from the network, they guide
the packet copies to their destinations by selecting the relay nodes. The Guided-Routing
approach fails if the network topology is changing faster than the rate of information
gathering.
In this chapter, we study four well-known distributed DTN routing protocols: EPI-
DEMIC, Spray-and-Wait (SnW), PROPHET and MAXPROP. We introduce a procedural
presentation of the routing protocols together with a summary of similarities and differ-
ences. EPIDEMIC is an example of a Blind-Routing Full-Flooding protocol. SnW is
an example of a Blind-Routing Partial-Flooding protocol. PROPHET is an example of
a Guided-Routing protocol with a first in first out (FIFO) packet selection mechanism.
MAXPROP is an example of a Guided-Routing protocol which favors packets with min-
imum number of hops. We compare the routing protocols with each other and with the
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performance results of optimal routing with minimum hops. We conducted several simu-
lation experiments to show the impact of changing buffer capacity, packet lifetime, packet
generation rate, and number of nodes on the performance metrics. The chapter is con-
cluded by providing guidelines to develop an efficient DTN routing protocol. This work
has been published in [7].
5.1 Epidemic Routing Protocol
Epidemic routing [78] is the first routing protocol proposed for sparse networks. Each
packet generated is assigned a unique ID that is associated with it and all its copies till
they are dropped or delivered to the destination. The list of all the packets IDs in a node’s
buffer is called the summary vector. When two nodes meet, they exchange their summary
vector. All data packets that are stored in one node and not in the other are ordered on
a first come first serve (FCFS) basis to be transmitted to the other node. Packet transfer
then starts until the contact duration ends. Assuming that the contact duration is long
enough to transfer all the uncommon packets, then the two nodes will have the same packet
list after their contact ends. Given unlimited buffer size, long enough contact durations,
unlimited lifetime for the data packets, and non-infinite partitioned network, Epidemic
routing guarantees the delivery of all the packets to their destinations. In addition, it
guarantees the lowest end-to-end delay, because each packet is routed on all possible paths
from the source, and one of the copies will be on the shortest path. Procedure 1 shows a
pseudo-code of the Epidemic protocol during the contact of two nodes.
The main drawback of Epidemic routing is its huge consumption of the limited re-
sources, such as memory, energy and contact duration. Later work have been proposed
to reduce the inefficient resource consumption. In [69], the authors used additional infras-
tructure (infostations) that serves as multiple destinations for the same packet. In [14],
Epidemic routing is used with the aid of autonomous agents to collect and distribute the
data. It has been used in [33] as a fallback when no other method can perform better.
Learning the movement of other nodes and using an efficient buffer management mecha-
nism reduces the overhead of Epidemic routing [23]. Other protocols use relatively small
number of allowed copies or hops [28, 30, 56, 78, 70, 72, 74]. Analysis of the delay in
Epidemic routing is presented in [71, 72].
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Procedure 1 Epidemic Routing Protocol
1: Procedure Name: OnContact
2: Input: node a, node b, integer ContactDuration
3: DropExpiredPackets(a,b) /* Drop packets with their lifetime expired in both nodes */
4: ExchangeSummaryVector(a,b)
5: if ContactDuration > 0 then
6: pkt=GetPacket(a)
7: if pkt then
8: if NotReceivedBefore(pkt,b) then












5.2 Spray and Wait (SnW) Routing Protocol
DTNs usually involve devices that are energy-sensitive in which saving energy becomes
one of its main objectives, if not the main one. Energy consumption is mostly incurred in
the communication process (transmission and reception). To save energy, it is required to
decrease the number of transmissions and receptions. Motivated by this fact, the authors
in [74] proposed the Spray-and-Wait (SnW ) routing protocol. The idea of SnW is to limit
the number of packet copies in the network. A packet copy, transferred from a node to
another, is associated with the number of further copies allowed for the second node to
distribute. This number is decreased by the number of transfers for this packet at each
node. When the allowed number of copies reaches one, the carrying node stops generating
more copies of the packet and keeps its single copy until it either meets the destination or
the packet is dropped because of a buffer overflow or lifetime expiry. A binary version of
SnW is also proposed in [74], in which each node is allowed to use half the number of copies
allowed for the packet and the other half is left for the receiving node. The pseudo-code
for the binary SnW is shown in Procedure 2.
Both versions of SnW, regular and binary, proved to perform better than the full
flooding protocol, Epidemic, in terms of average packet delay and energy consumption.
However, SnW still suffers from the blind selection of the next-hop nodes which may
degrade the packet delivery ratio.
5.3 PROPHET Routing Protocol
The Probabilistic Routing Protocol using History of Encounters and Transitivity (PROPHET )
is proposed in[50]. The protocol estimates a node metric called delivery predictability,
P (a, b), at each node a for each destination b. When two nodes meet, they update their
delivery predictability towards each other. Then the two nodes exchange their delivery
predictability list towards other nodes to each other to update their delivery predictability
towards the other nodes using the following equations:
• Direct update:
P(a,b) = P(a,b)old + (1− P(a,b)old)Pinit
where Pinit ∈ [0, 1] is an initialization constant. This update is done when the two
nodes a and b come into direct contact with each other.
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Procedure 2 Binary Spray And Wait Routing Protocol
1: Procedure Name: OnContact
2: Input: node a, node b, integer ContactDuration
3: DropExpiredPackets(a,b) /* Drop packets with their lifetime expired in both nodes */
4: ExchangeSummaryVector(a,b)
5: if ContactDuration > 0 then
6: pkt=GetPacket(a)
7: if pkt then
8: if NotReceivedBefore(pkt,b) then


















P(a,b) = P(a,b)old + (1− P(a,b)old)P(a,c)P(c,b)β
where β ∈ [0, 1] is the transitivity constant which reflects the impact of transitivity
on the delivery predictability. This equation updates the delivery predictability of




where γ ∈ [0, 1] is the aging constant, and k is the number of time units that have
elapsed since the last time the metric was aged. This equation decreases the delivery
predictability by the time passed without direct between the two nodes a and b.
PROPHET provides a partial guiding towards the destination by tracing the contacts be-
tween nodes and assigning weights to these contacts whether they were directly or through
intermediate nodes. Therefore, PROPHET is expected to outperform the blind protocols
in the delivery ratio. On the other hand, it is expected that the average packet delay may
increase due to waiting for for a good next node in the path. A pseudo-code for PROPHET
is provided in algorithm 3.
5.4 MAXPROP Routing Protocol
The MAXPROP protocol proposed in[12] estimates a node metric, P (a, b), similar to
PROPHET. When two nodes meet, they strengthen the link between each other by adding
a constant α which is set to equal 1 in the protocol. Then the two nodes divide their
delivery predictability towards all the nodes including each other by 1 +α so that the sum
of all delivery predictability remains 1.
P(a,b) = P(a,b) + 1 direct contact between aand b
P(a,c) = P(a,c)/(1 + α) cis every other node including b
where α ∈ [0, 1] is the updating constant which is set to 1 in their work.
The node metric is used only when the hop count of the packet is greater than a certain
threshold. The main contribution of MAXPROP is in its buffer management. Packets
are sorted according to their hop count, if the hop count is below a certain threshold.
Otherwise, packets are sorted with their delivery predictability. In this way, MAXPROP
favors packets with less hop count to spread in the network.
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Procedure 3 PROPHET Routing Protocol
1: Procedure Name: OnContact
2: Input: node a, node b, integer ContactDuration
3: DropExpiredPackets(a,b) /* Drop packets with their lifetime expired in both nodes */
4: ExchangeSummaryVector(a,b)
5: UpdateDeliveryPredictability()
6: if ContactDuration > 0 then
7: pkt=GetPacket(a)
8: if pkt then
9: if NotReceivedBefore(pkt,b) then
















Procedure 4 MAXPROP Routing Protocol
1: Procedure Name: OnContact
2: Input: node a, node b, integer ContactDuration
3: DropExpiredPackets(a,b) /* Drop packets with their lifetime expired in both nodes */
4: ExchangeSummaryVector(a,b)
5: UpdateDeliveryPredictability()
6: SortPackets() /* Using MAXPROP sorting criteria */
7: if ContactDuration > 0 then
8: pkt=GetPacket(a)
9: /* pkt is the packet with the minimum hop count, or higher delivery predictability
*/
10: if pkt then
11: if NotReceivedBefore(pkt,b) then


















SnW Initial number of copies 5
5.5 Performance Metrics and Simulation Setup
To compare the performance of the heuristic protocols with each other and with the per-
formance results of the optimal routing, we built a DTN simulator in MATLAB. The
simulator takes as inputs the starting times and durations of node contacts. The optimal
routing problem is solved using an open source mixed integer linear programming pack-
age LPSOLVE [1]. We conducted the experiments using real life movement scenarios of
pedestrians and vehicles in a city. These inputs are generated and recorded using the ONE
simulator [44].
We implemented a first-in-first-out (FIFO) queuing system in Epidemic, SnW, and
PROPHET, as they did not specify their queuing policy in their work. Each point in the
results figures is the average of ten repetitive experiment results with a degree of confidence
0.95, using the confidence method explained in Section 3.3. We consider three metrics to
measure the performance of the different protocols, which are Delivery ratio, Delivery cost
and Average packet delay. The metrics are explained in Section 3.2.
We conducted four set of experiments to study the impact of the following parameters:
• Buffer Capacity,
• Packet lifetime or time-to-live (TTL),
• Node density by changing the number of nodes in the network, and
• Traffic load by changing the packet generation rate.
Table 5.1 shows the values used for the parameters of the protocols in all the experiments,
while Table 5.2 shows the network parameters.
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Table 5.2: Network Parameters
Parameter Pedestrians Vehicles
#Hosts 5,20,30,45,60 5,10,15,25,30
Speed 0.5-1.5 m/s 2,7-13.9 m/s
Movement ShortestPath MapBased Movement
Buffer capacity 2-10 Mbytes
Packet TTL 2-10 Hours
Average Packet Inter-generation time 10,30,60,300,600 seconds
Transmission speed 5 Mbps
Simulation time 12 Hours
5.6 Simulation Results
Table 5.3 shows the summary of the results obtained from the different experiments. We
presented the minimum and maximum values for the three performance metrics in the
five experiments. Delivery cost is measured in number of packets, and average delay is
measured in minutes. Protocols are ordered from the highest to lowest in delivery ratio,
and from lowest to highest in other metrics. The detailed experiments are shown in the
following subsections.
5.6.1 Impact of Varying the Buffer Capacity (B)
From Figure 5.1, it can be seen that increasing the buffer capacity increases the delivery
ratio of all the protocols, as long as the amount of bytes of the propagating packets are
more than the buffer space. The delivery ratio settles when the buffer space is larger than
that of the propagating data, i.e. no packets are dropped because of buffer overflow. The
delivery ratio of both optimal routing formulations settles at a smaller value of the buffer
capacity because it propagates only a single copy of each packet. It is also noticed that
among the distributed heuristic (non-optimal) protocols, MAXPROP protocol provides
the highest delivery ratio, and Epidemic Routing provides the lowest one.
Increasing the buffer capacity decreases the dropped packets, as shown in Figure 5.2.
Once the amount of dropped packets approaches zero, the delivery ratio will become con-
stant.
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N=10, TTL=15 Hours 


















Figure 5.2: Impact of changing buffer capacities on Dropped Packets.
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of delivering a packet, as shown in Figure 5.3. The large network overhead also represents
high energy consumption during transmissions and receptions. Both optimal objectives
guarantee the least cost because they only propagate a single packet copy. The low cost
of SnW, despite its blind routing as EPIDEMIC, is because of its partial flooding. The
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Figure 5.3: Impact of changing buffer capacities on the cost of packet delivery.
In Figure 5.4, the optimal protocol MINH has the highest delay because its optimality
is in number of hops, while MIND achieves the lowest delay. MAXPROP provides the
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Figure 5.4: Impact of changing buffer capacities on Average Packet Delay.
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Impact of Varying the Packet Lifetime (TTL)
Increasing the lifetime (TTL) of data packets, increases the delivery ratio up to a max-
imum value, as shown in Figure 5.5. On the other hand, it overloads the buffer space
available which may lead to an increase in dropping the stored packets. Overloading effect
is significant in the case of EPIDEMIC where delivery ratio is found to be decreasing at
values TTL > 4 hours as a result of the increased dropping because of buffer overflow, as
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Figure 5.6: Impact of changing packet TTL on Dropped Packets.
Although transmissions and receptions increase with the higher values of TTL, delivered
packets also increased. Therefore, packet delivery cost is found to be almost constant as
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Figure 5.7: Impact of changing packet TTL on cost of packet delivery
It is intuitive to expect a higher average packet delay with increasing the packets TTL
(Figure 5.8), because packets that were supposed to be dropped are allowed to live and
reach the destination but with higher delay values. Once the delivery ratio of a protocol















N=10, B=10 MBytes 


















Figure 5.8: Impact of changing packet TTL on Average Packet Delay.
5.6.2 Impact of Varying the Number of nodes (N)
In these experiments, we did not solve the optimal routing because of its long processing
times. Therefore, we compare only the heuristic protocols. Increasing the number of nodes,
while fixing the packet generation rate, improves the connectivity of the network nodes and
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allows for more packets to be delivered, as shown in Figure 5.9, but with increased number
of hops, as shown in Figure 5.10. Increasing the number of nodes allows also for increased
number of packet copies to be generated, as shown in Figure 5.11, unless the protocol
limits the number of copies as in SnW. Increasing the node density provides faster paths

























Number of Nodes (N) 
Figure 5.9: Impact of changing number of nodes on Delivery Ratio.
Increasing the buffer capacity decreases the dropped packets, as shown in Figure 5.2.
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Figure 5.12: Impact of changing number of nodes on Average Packet Delay.
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Impact of Varying the traffic load (TL)
In this experiment, we ran the simulation five times with different packet generation rates.
The inter-generation times are drawn uniformly from the intervals: 8-12, 25-35, 55-65,
250-350, and 550-650 seconds. Therefore, the average generation rates are found to be 379,
121, 66, 12, and 6 packets/hour respectively. Increasing the traffic load, in a network with
fixed number of nodes, causes the overloading of buffers and increases the dropping rate,
as shown in Figure 5.13. Therefore, the delivery ratio drops significantly, see Figure 5.14.
Packet propagation decreases in the network because many packets are dropped, which
maintains an almost non-varying delivery cost, as shown in Figure 5.15, with an increasing



































Average Packet Generation Rate (packet/hour) 
Figure 5.13: Impact of changing the traffic load on Dropped Packets.
5.7 Summary & Conclusion
DTN routing protocols vary according to the amount of information they acquire to take
the routing decision. Blind-Routing protocols do not collect any information about the
network and, therefore, they do not have a node selection mechanism. They just spread the
packets so that one of the copies might reach the destination. The performance is improved
if the packet spreading is limited. Guided-Routing protocols seek the possible paths to
destinations, by selecting the relay nodes, which improves the delivery ratio. A packet
selection mechanism helps in reducing end-to-end delays. A buffer management mechanism
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Figure 5.16: Impact of changing the traffic load on Average Packet Delay.
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we presented and compared four well-known DTN routing protocols together with an
optimal routing formulation. EPIDEMIC is an example of a Blind-Routing Full-Flooding
protocol. SnW is an example of a Blind-Routing Partial-Flooding protocol. PROPHET is
an example of a Guided-Routing protocol with a first in first out (FIFO) packet selection
mechanism. MAXPROP is an example of a Guided-Routing protocol which favors packets
with minimum number of hops. We conducted simulations using real life scenarios of
vehicles and pedestrians roaming in a city. Results show the outperformance of MAXPROP
in delivery ratio and average delay, and the outperformance of SnW and PROPHET in
delivery cost. An efficient routing protocol should integrate the node selection, the packet
selection, and the buffer management mechanisms to obtain the best performance.
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Chapter 6
An Eco-Friendly Routing Protocol
for Delay Tolerant Networks
According to the analysis of the distributed heuristic (non-optimal) routing protocols, we
come out with the following:
• Full flooding protocols (e.g., EPIDEMIC ) has the highest delivery ratio and the
lowest average packet delay if provided large storage space (relative to the volume
of traffic generated). However, in reality, storage space dedicated to delay-tolerant
data is expected to be small. In addition, data packets in DTN (bundles) are large
in size occupying more space than regular packets.
• Limited flooding protocols (e.g., SnW ) has low network overhead, which is mapped
to low energy consumption. The delivery ratio is almost the same as that of the full
flooding protocols at small buffer capacities.
• Guided routing protocols provide high delivery ratios, with middle network overhead
(between that of the limited flooding and full flooding), especially at large buffer
capacities. On the other hand, the average packet delay is always higher than blind
routing.
According to this analysis, an efficient routing protocol should combine the cons of both
guided and limited flooding protocols to achieve high delivery ratio with low network
overhead. Therefore, it should exploit the available information in the network to guide
the packets to the shortest paths towards their destinations. In addition, it should limit
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the number of copies for each packet in the network to decrease the network overhead and
save energy.
We propose a distributed heuristic routing protocol ,Eco-Friendly Routing for DTN
(EFR-DTN ), that aims at reducing the network overhead while providing same or better
delivery ratio. The protocol uses a node selection metric that predicts the route to des-
tination (similar to PROPHET), while limiting the number of copies (similar to SnW) to
reduce network overhead. We prove by simulation that we can reduce network overhead
without losing delivery performance. This work has been published in [3].
6.1 Protocol Design
The EFR-DTN protocol can be explained as follows:
• Each packet generated is assigned a unique ID that is associated with it and all its
copies till they are dropped or they reach the destination. The list of all the packets
IDs in a node’s buffer is called the summary vector.
• When two nodes meet, they exchange their summary vectors. All data packets that
are stored in one node and not in the other are ordered on a first come first serve
(FCFS) basis to be transferred to the other node. Packet transfer then starts until
the contact duration ends.
• We used the selection criteria used in the PROPHET protocol, so that a packet is
transferred only if its delivery predictability at the other node is higher than that at




P old(a,b) + (1− P old(a,b))α directly
P old(a,b) + (1− P old(a,b))P(a,c)P(c,b)β indirect
P old(a,b)γ
k otherwise
where P old(a,b) is the delivery predictability at node a for destination b before the update
and P(a,b) is the new value after update, α ∈ (0, 1] is the updating factor, γ ∈ [0, 1]
is the aging constant, k is the number of time units that have elapsed since the last
time the metric was aged, and β ∈ (0, 1] is the transitivity constant which reflects
the impact of transitivity on the delivery predictability.
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• The flooding of data packets is limited using the Binary SPRAY-and-WAIT (SnW )
mechanism, so that a node keeps half the number of copies and assigns the other half
to the receiving node.
• After a copy of the packet is transferred, the local copy may be dropped depending
on the delivery predictability of the node. The higher the delivery predictability of
the sender node, the lower is the probability to drop its local copy, and vice versa.
• When the expiry time of a data packet approaches, the carrying node switches to
partial flooding of the network with limited copies of the packet. This gives a last
chance to the dying packet to catch the destination before it is dropped.
The pseudo-code for the proposed protocol is presented in Procedure 5.
6.2 Performance Metrics and Simulation Setup
We built a DTN simulator in MATLAB. The simulator takes as inputs the starting times
and durations of the nodes contacts. We consider a sparse mobile network where nodes are
connected to each other at discrete time intervals via wireless links. Nodes communicate
when they get into the communication range of each other. In such event, they are said
to be in contact. The inter-contact time, that is the interval between two contacts of the
same pair of nodes is modeled using the power law distribution explained in Section 3.5.
To avoid partitioning, each node is made to contact with at least one node. The maximum
number of nodes to contact with is drawn from a uniform distribution of up to one fifth
of the total number of nodes in the network. Packets are created at every node using
Poisson distribution, and assigned a random destination. When generated, each packet is
associated with a unique identifier, time of creation and a time to live (TTL). Table 6.1
shows the values used for the network parameters.
Each node records all the packets it receives to avoid receiving two copies of the same
packet. We study the impact of varying the buffer capacity, the traffic load, packet time-
to-live (TTL) values, and number of nodes in the network on the performance of the
routing protocols: Epidemic, PROPHET, Binary SPRAY-AND-WAIT (SnW) and our
proposed protocol (EFR-DTN). We consider three metrics to measure the performance of
the different protocols, which are Delivery ratio, Delivery cost and Average packet delay.
The metrics are explained in Section 3.2.
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Procedure 5 EFR-DTN Routing Protocol
1: Procedure Name: OnContact
2: Input: a,b,ContactDuration
3: DropExpiredPackets(a,b) /*Drop packets with their lifetime expired in both nodes*/
4: ExchangeSummaryVector(a,b)
5: Age = CurrentT ime− LastMeetingT ime(a, b)
6: Γab= UpdateDeliveryPredictability(Γ
old
(a,b), Age, γ, α, β)
7: if ContactDuration > 0 then
8: if pkt=GetPacket(a) then
9: if NotReceivedBefore(pkt,b) then




14: if ExpiryT ime < ExpiryThreshold then
15: NrCopies=GetLastChance(pkt,a)


























Table 6.1: Network And Protocols Parameters
Protocol Parameter Value
ALL
Simulation time 12 hours
Minimum packet arrival time 1 minute
Minimum inter-contact time 4 hours
PROPHET, EFR-DTN
Updating factor, α 0.75
Transitivity constant, β 0.25
Aging constant,γ 0.98
SnW, EFR-DTN Initial number of copies 10


























Buffer Capacity (in MBytes) 
Figure 6.1: Impact of varying buffer capacity on the delivery ratio
6.2.1 Impact of Varying the Buffer Capacity (B)
As shown in Figure 6.1, the delivery ratio of the optimal routing is higher than that of the
heuristic protocols. This can be justified by the ability of the optimal routing to find routes
that optimally distribute packets among the network and avoid congestion. In addition,
the optimal routing spreads only a single copy of the packet which helps in reducing node
buffer overflow. Regarding the heuristic protocols, except for Epidemic, they almost have
the same or near values of the delivery ratio. Because of the limited buffer capacities,
Epidemic cannot compete with the other protocols. Epidemic performance should be
better at large buffer capacities and less traffic loads.
Figure 6.2 shows the impact of varying the buffer capacity on the total number of
transmissions per delivered packet. The number of transmissions include packets delivered,
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Figure 6.3: Impact of varying buffer capacity on the average packet delay
number of contacts (hops), and spreads a single copy of each packet, it significantly reduces
the number of transmissions. Among the heuristic protocols, EFR-DTN and PROPHET
extremely outperforms the others because of their intelligent routing. Our proposed proto-
col, EFR-DTN, proves its lowest number of transmissions among all the heuristic protocols.
Guided routing protocols usually increase the average packet delay because they require
the packets to wait till the best next hop. Blind routing protocols do not have a node
selection criteria, which means that packet copies move to the first next hop. Therefore,
average packet delay of both Epidemic and SnW is lower than that of PROPHET and
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Figure 6.5: Impact of varying traffic load on the delivery cost
6.2.2 Impact of Varying the Traffic Load (TL)
As shown in Figure 6.4, injecting more packets into the network causes the dropping of
many of stored packets, and therefore, decreases the delivery ratio for all the heuristic
protocols. The optimal protocol is capable of handling the difficult situation even at
higher traffic loads. Our proposed protocol, EFR-DTN, have the same behavior as the
other protocols, while maintaining its outperformance in the delivery ratio.
Number of transmissions, Figure 6.5, are almost constant with increasing traffic loads
for all the protocols. This behavior can be explained by the continuous fullness of the
buffers because of the high traffic loads and the low buffer capacities. The buffers are full
most of the time and the number of transmissions depend on the packets stored in the
queues, not those injected into the network. Therefore, it is almost constant with all the
introduced traffic rates. It is worth noting that EFR-DTN maintains the lowest delivery
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Figure 6.7: Impact of varying packet lifetime on the delivery ratio
The behavior of the average delay with respect to traffic loads is the same as that with
buffer capacities. Guided routing protocols have lower delay than blind routing protocols,
as shown in Figure 6.6. The optimal routing OPT is the worst in delay, because its
optimality is in number of hops.
6.2.3 Impact of Varying the Packets Time-To-Live (TTL)
It is observed from Figure 6.7 that the delivery ratio increases with increasing the packets
TTL. This is because increasing the packet lifetime increases the packet chance so that
one of its copies reach the destination, instead of being dropped earlier. This increase in
delivery ratio is small in the heuristic protocols because the impact of dropping packets
due to buffer overflow is more significant than giving longer lifetime for the packets.
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Figure 6.9: Impact of varying packet lifetime on the average packet delay
protocols. Our proposed protocol, EFR-DTN, maintains the lowest energy delivery cost
among all the heuristic protocols.
Figure 6.9 shows the same behavior of average packet delay. The delay increases with
increasing the TTL, because more packets succeed to reach the destination after being
provided longer lifetime.
6.2.4 Impact of Varying the Number of Nodes (N)
Increasing the number of nodes increases their contact frequency and the total network
storage space. This increases both the delivery ratio, Figure 6.10, and the delivery cost,
Figure 6.11. EFR-DTN and PROPHET have the highest delivery ratio among heuris-
tic protocols, and the lowest delivery cost. Epidemic consumes huge energy and storage
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B=6 MBytes, TTL=4 hrs, TL=2000 pkts 
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B=6 MBytes, TTL=4 hrs, TL=2000 pkts 
Figure 6.12: Impact of varying the number of nodes on the average packet delay
The average delay increases, as shown in Figure 6.12, because of the increased number
of nodes which increases the average number of hops to destination.
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6.3 Summary & Conclusion
To increase delivery ratio of data packets in DTN, full flooding blind routing protocols, such
as Epidemic, tend to spread multiple copies of the same packet to increase the probability of
one of them reaches the destination. The more the number of copies, the higher the storage
and energy consumption. Limited flooding protocols, such as SnW, have better resource
consumption because of their reduced replication of data packets. However, they are still
blinded in terms of node selection. Guided routing protocols, such as PROPHET, collect
information from the network to predict the route to destination. Therefore, they can
provide better delivery ratio with a middle performance of resource consumption. Given
that analysis, we sought to develop a routing protocol that combines the advantages of
both guided and blind routing protocols. Our objective was to achieve same or better
delivery ratio as that provided by guided routing while minimizing the number of packet
copies to reduce resource consumption. We designed and implemented an Eco-Friendly
Routing protocol, EFR-DTN, that combines the advantages of guided and blind routing
protocols to achieve an acceptable delivery ratio of packets without consuming huge energy
and storage resources. Simulation results show that the proposed protocol reduced number
of transmissions compared to the routing protocols while maintaining higher delivery ratio
and middle average packet delay.
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Chapter 7
Social Groups Based Routing For
Delay-Tolerant Networks (SGBR)
In this chapter, we propose a new protocol based on social grouping among the network
nodes to maximize data delivery ratio while minimizing network overhead by efficiently
spreading the packet copies in the network. Our objective is to develop a routing protocol
that spreads a small number of packet copies to reduce network overhead, while guiding
the packet copies using only local information to reach the destination. To achieve that
goal, we exploit the social grouping characteristic of DTN nodes. We consider two nodes
to belong to the same social group if they contact each other frequently compared to their
contacts with other nodes. An example of such grouping would be the taxi companies in
a big city. Taxis that belong to the same company contact each other more frequently,
because they either meet in the city roads or in the company garage during their break
times. Taxis that belong to different companies only meet each other by coincidence in
the city roads. Therefore, taxis that belong to the same company are considered to have
strong social connection among each other and weak social connections with the taxis of
other companies.
Previous DTN routing protocols focused on using inclusive social metrics, which pre-
dicts the path from source to destination by including nodes with strong social connections.
The disadvantages of this approach is the need to collect network wide information to bet-
ter predict the path to destination. We claim that this work is the first to propose an
exclusive social metric, which sprays message copies by excluding nodes that are not ex-
pected to contribute significantly to the delivery of the message. Using exclusive metrics
reduces the need to collect network wide information, while improving the performance
metrics. This work has been published in [4] and [8].
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7.1 Protocol Description
The proposed protocol aims to utilize the grouping property of nodes. In a typical city,
people who live in a neighborhood can have their computers and smartphones connected by
constituting a mesh network during evening and night. In the morning, many of them go to
their work taking common or different paths. At work, people get connected to their office
mates and it may extend to the whole building according to signal strength and obstacles.
This process is repeated almost daily for the majority of people. The connectivity between
any two random nodes (e.g smartphones or laptops) in this network depends on the social
relation between the two people carrying or moving with the devices. If two nodes are
in the same neighborhood area for evening and night or in the same office morning and
afternoon and are connected frequently during these periods, they are considered to have
strong social connection. Otherwise, if they are occasionally connected, then they are
considered to have weak social connection.
We consider nodes, frequently meeting each other, to belong to the same social group
where they are expected to meet each other again frequently. They are also expected to
have around the same social relation with other nodes. In that sense, each node may con-
sider itself a representative of the group to distribute its packets to other groups. Therefore,
a node that has a packet destined to other nodes outside its group tends to forward the
packet copies to other groups. From our protocol perspective, it is useless to keep several
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Figure 7.1: A network that consists of three social groups
To illustrate the protocol idea, assume that we have a small network of nine nodes
constituting three groups, as shown in Figure 7.1. Node mobility is random direction, and
the inter-contact rate between two nodes is exponentially distributed with average λ [73].
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Table 7.1: SGBR Parameters
Symbol Description
λi,j Average rate of contact between
node i and node j
RTm Remaining time till lifetime of
message m expires
Γab Degree of connectivity between
nodes a and b
α The updating factor
γ The aging constant




A node i in group G(i), G(i) ∈ {A,B,C}, contacts with another node j in the same group,
G(j) = G(i), at a rate λi,j, and contacts with a node k in a different group G(k), G(k) ∈
{A,B,C}, G(k) 6= G(i) with rate λi,k, where λi,j >> λi,k. Let us consider a message m
that is generated at node i with lifetime (time-to-live TTL) Lm, and destined to node d in
another group. Copies of message m are propagated to a set of nodes Nm. The remaining
time until the lifetime of message m, and its copies, expires is RTm. Assuming that there
is enough buffer space in each node, the dropping criteria is only because TTL expires.
The probability that message m will not be delivered because of lifetime expiry is then the
probability that all the nodes that have copies of m will not meet the destination node d
before RTm expires. Then the probability that any copy of message m will be delivered
before its lifetime expires, given that none of the copies is delivered yet, is expressed by:





From Equation 7.1, it can be concluded that the higher the λ values, the higher will be
the probability to deliver the message, especially if we are restricted to small number of
copies for each message. As an example, assume that message m is generated at node “1”
in group A, and destined to node “6” in group B. Node “1” knows that node “6” is not
in its group, but does not know which group it belongs to. There are two possible routing
decisions:
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• Forward a message copy to a node in group A
• Forward a message copy to a node in any group other than group A.
In the former case, after forwarding to another node in group A, say node “2”, there will
be two copies of the same message in group A (Nm = {1, 2}) . Then, the probability to
deliver the message to node “6” in group B, assuming that the probability of any node in
group A to meet any node in group B is the same, will be
P{Message m will be delivered | forwarded inside group A} = 1− e−(2λ1,6)RTm (7.2)
In the latter case the other group may be group B to which the destination “6” belongs
or group C. Since node “1” does not know which group “6” belongs to, the probability to
transfer a copy to one of the two groups is equal. Let us assume that it will meet either
node “4” from group B or node “7” from group C, and it will forward a copy to either one
it meets because both are not in its group. In this scenario, the probability to deliver the
message becomes
P{Message m will be delivered | forwarded to a node in group B or group C}
= 1− (0.5e−(λ1,6+λ4,6)RTm + 0.5e−(λ1,6+λ7,6)RTm)
(7.3)
If we assume that λ7,6 ≈ λ1,6, and given that λ4,6 >> λ1,6, then:
(0.5e−(λ1,6+λ4,6)RTm + 0.5e−(λ1,6+λ7,6)Tm) ≈
(0.5e−(λ4,6)RTm + 0.5e−(2λ1,6)RTm) << e−(2λ1,6)RTm
Therefore the probability to deliver a message, if it is replicated to a different group, is
much higher than if it is replicated within the same group.
7.2 Protocol Design
To implement the protocol, a node should know the nodes that belong to its group (having
strong connection) and those that are not. To measure how strong is the connection
between two nodes, we use the degree of connectivity, Γab, which is strengthened by frequent
meetings between nodes a and b, and weakened by the time elapsed since the last meeting.
When two nodes meet, they update their degree of connectivity, Γab, using the following
equation:
Γab = (Γa,b)oldγ
k + (1− (Γa,b)oldγk)α (7.4)
where:
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• Γab is the degree of connectivity between nodes a and b,
• (Γa,b)old is the degree of connectivity before executing the equation,
• α, α ∈ (0, 1], is the updating factor,
• γ, γ ∈ [0, 1], is the aging constant, and
• k is the number of time units that have elapsed since the last time nodes a and b
have met.
Initially, we set Γab = 0. As time proceeds, and because of nodes mobility, contacts
between different node pairs occur. Upon each contact, the two nodes involved in that
contact update their degree of connectivity. Each node maintains a table of degrees of
connectivity to the other nodes it makes a contact with. After some time, depending on
the map size and the speed of the nodes, a node will be able to classify a node it contacts
whether it belongs to its group or not. This classification may change with time if the two
nodes have reduced or increased their contact frequency.
Packets are sorted by their traversed hop count so that the packet with the minimum
hop count is the first to be forwarded, and the packet with the maximum hop count is
the first to be dropped. This mechanism encourages newly generated packets to spread in
the network, and assumes that packets with large hop count are less probable to reach the
destination. Further details of the protocol are explained in the following steps:
• Each packet generated is assigned a unique ID that is associated with it and all its
copies till they are dropped or they reach their destinations. The list of all the packet
IDs in a node’s buffer is called the Summary Vector.
• Each node a has a degree of connectivity Γab to every other node b that is strengthened
by their frequent meetings, using equation 7.4. Based on the degree of connectivity,
the two nodes decide to forward or not to forward their packets, except those that are
destined to the other node as they should be delivered to the other node regardless
of their degree of connectivity.
• Before two contacting nodes start transferring data packets, they exchange their
Summary Vectors. Packets that are destined to the other node are put on the head
of the transmission queue. Other packets that are not destined to the other node and
is not in its buffer are sorted based on their traversed hop counts, so that packets
with the minimum hop count will be transferred first.
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• Packets that are not destined to the other node are transferred only if the degree of
connectivity is less than Connectivity Threshold Cth, which indicates that the two
nodes do not belong to the same group. In addition, each packet has a limited num-
ber of copies to be spread using the Binary SPRAY-and-WAIT (SnW) mechanism.
Packet transfer continues for the contact duration.
• After a packet is transferred, it may be dropped from the sender node if the degree
of connectivity is greater than the dropping threshold Dth, which ensures that the
receiving node is far from being in the same group.
• If the buffer of the receiving node is full, the packet with the largest hop count is
dropped to create a space for the forwarded packet to be stored.
The pseudo-code for the proposed protocol is presented in Procedure 6.
7.3 Performance Metrics and Simulation Setup
To test the proposed protocol and compare its performance with the optimal routing and
other heuristic protocols, we built a DTN simulator in MATLAB. The simulator takes as
inputs the starting times and durations of the nodes contacts. The optimal routing problem
is solved using an open source mixed integer linear programming package LPSOLVE [1].
We conducted two sets of experiments to compare the routing protocols:
• The first set compares the routing protocols using a model for the node contacts
driven from real trace data [16].
• The second set uses real life movement scenarios of pedestrians and vehicles in a city.
These inputs are generated and recorded using the ONE simulator [44].
We consider three metrics to measure the performance of the different protocols, which
are Delivery ratio, Delivery cost and Average packet delay. The metrics are explained in
Section 3.2.
We implemented a first-in-first-out (FIFO) queuing system in Epidemic,SnW, and
PROPHET, as they did not specify their queuing policy in their work. Each point in
the results figures is the average of ten repetitive experiment results with a degree of con-
fidence 0.95, using the confidence method explained in Section 3.3. Table 7.2 shows the
values used for the parameters of the protocols in all the experiments. The individual setup
of the two sets of experiments is detailed in the following subsections.
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Procedure 6 Social Groups Based Routing Protocol
1: Procedure Name: OnContact
2: Input: a,b,ContactDuration
3: DropExpiredPackets(a,b) /*Drop packets with their lifetime expired in both nodes*/
4: ExchangeSummaryVector(a,b)
5: Age = CurrentT ime− LastMeetingT ime(a, b)
6: Γab = (Γab)oldγ
Age + (1− (Γab)oldγAge)α
7: if ContactDuration > 0 then
8: /* Sort the packets so that those with minimum hops come first */
9: SortPackets(a)
10: if pkt=GetPacket(a) then
11: if NotReceivedBefore(pkt,b) then




16: /* Forward a copy under protocol conditions*/
17: NrCopies=GetNrOfCopies(pkt,a)



























Table 7.3: Model-based Network Parameters
Parameter Value
#Hosts 30
Buffer capacity 2-10 MBytes
Packet TTL 2-10 hours
Packet size 500 KBytes
Packet Interarrival time 250-350 seconds
Transmission speed 5 MBps
Minimum packet arrival time 4minutes
Minimum inter-contact time 3 hours
Simulation time 12 hours
7.3.1 Model Based Simulations
In this set of experiments, we compare the routing protocols using a model for the node
contacts driven from real trace data [16]. The model is explained in Section 3.5. The
maximum number of nodes to contact with is drawn from a uniform distribution of up
to one fifth of the total number of nodes in the network. Packets are created at every
node using Poisson distribution, and assigned a random destination. When generated,
each packet is associated with a unique identifier, time of creation and a time to live TTL.
Table 7.3 shows the values used for the network parameters.
Each node records all the packets it receives to avoid receiving two copies of the same
packet. We study the impact of varying the buffer capacity (B), and the packets TTL on
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the performance metrics of the protocols: Epidemic [78], PROPHET [50], Binary SPRAY-
AND-WAIT (SnW) [74], MAXPROP [12], the proposed protocol SGBR, and the optimal
routing OPT.
7.3.2 Real Movement Simulations
We used the ONE simulator [44] to generate the movement scenario. The network consists
of vehicles and pedestrians moving around a city. We set the mobility model as map-based
movement, where vehicles and pedestrians are restricted to move in predefined paths and
routes derived from real map data. We used the map data of the Helsinki downtown area
(roads and pedestrian walkways) provided with the simulator. Nodes choose a random
point on the map and then follow the shortest route to that point from their current
location. More details about using the ONE simulator can be found in Section 3.6
We conducted two experiments with different number of nodes. The first experiment
uses a small number of nodes and less number of messages created so as to reduce the com-
plexity of the calculations when implementing the optimal routing protocol. The second
experiment expands the network to large number of nodes and packets without implement-
ing the optimal protocol because of the long processing time.
Small Network Simulations
Figure 3.3, in Section 3.6, shows the Helsinki map with ten nodes (5 pedestrians and 5 ve-
hicles) roaming in the city. Tables 7.4 and 7.2 show the network and protocols parameters.
We study the impact of changing the buffer capacity with a large TTL value. After that
we study the impact of changing the packets TTL with a large buffer capacity.
Large Network Simulations
In this set of experiments, we do not include the optimal protocol in the simulations
because the large number of nodes, contacts, and messages require long processing times.
We simulate the non-optimal protocols using the Helsinki map with 50 nodes. Tables 7.4
and 7.2 show the network and protocols parameters used in the experiments.
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Table 7.4: Real-life Network Parameters(P for Pedestrians and V for Vehicles)
Parameter Small Network Large Network
P V P V
#Hosts 5 5 30 20
Speed (m/s) 0.5-1.5 2.7-13.9 0.5-1.5 2.7-13.9
Buffer capacity 2-10 MBytes 5-25 MBytes
Packet Interarrival time 250-350 seconds 25-35 seconds
Movement ShortestPath MapBased Movement
Packet TTL 2-10 Hours
Transmission speed 5 MBps
Simulation time 12 Hours
7.4 Simulation Results
We used a mixed integer linear programming package, LPsolve [1], to solve the optimal
formulation. Table 7.5 shows the summary of the results obtained from the different exper-
iments. We presented the minimum and maximum values of the four performance metrics
in the two scenarios. Delivery cost is measured in number of packets, and average delay is
measured in minutes. Protocols are ordered from the highest to lowest in delivery ratio,
and from lowest to highest in other metrics. Minimum and maximum are approximate
values taken over all the buffer and TTL values in the same scenario. The summary table
is followed by the detailed experiments.
7.4.1 Model Based Simulations
We conduct two sets of experiments to study the impact of changing buffer capacity and
packets TTL on the performance of the DTN routing protocols. The two sets are detailed
in the following.
Impact of Varying the Buffer Capacity (B)
From Figure 7.2, we observe that increasing the buffer capacity increases the delivery ratio
for all the protocols, as long as the amount of Mbytes of the propagating packets are more














































































































































































































































































































































































































































































































































































































































































value for the buffer capacity because it propagates only a single copy of each packet. It
is also noticed that among the distributed heuristic protocols (non-optimal), MAXPROP





























Buffer Capacity (in MBytes) 
Figure 7.2: Impact of changing buffer capacities on Delivery Ratio.
Increasing the buffer capacity decreases the dropped packets, as shown in Figure 7.3.












N=30, TTL=15 Hours 














Figure 7.3: Impact of changing buffer capacities on Dropped Packets.
Figure 7.4 shows the cost of delivering one packet. The higher the cost the larger the
network overhead and the higher energy consumption during transmissions and receptions.
The optimal formulation guarantees a minimum overhead because it only propagates a
single copy of each packet. The least cost protocols approaching the optimal results are
SGBR and SnW. However, SGBR is favored over SnW because it outperforms SnW in
terms of delivery ratio, as shown in Figure 7.2. The highest cost is for EPIDEMIC as
expected because of its flooding behavior.
There is a trade-off between maximizing delivery ratio and minimizing packet delays.
If the concern is to maximize the delivery ratio, then packets would have to wait in the
















N=30, TTL=15 Hours 
































Figure 7.4: Impact of changing buffer capacities on the cost of packet delivery.
packets delivery. Therefore, maximizing delivery ratio introduces higher delays as shown
in Figure 7.5. The optimal protocol has the highest delay because its optimality is not in
terms of delay. Although the MAXPROP and SGBR provides the highest delivery ratio
among the non-optimal protocols, they provide also the lowest delays because of their

















N=30, TTL=15 Hours 
















Figure 7.5: Impact of changing buffer capacities on Average Packet Delay.
Impact of Varying the Packet Lifetime (TTL)
Figure 7.6 shows that by increasing the TTL value of the packets, the delivery ratio in-
creases for all protocols up to an upper bound and then settles. This means that there is
no benefit of assigning higher TTL values, while it adds a burden to the memory resources
of the nodes.
The delivery cost, Figure 7.7, shows that SGBR and SnW have the minimum cost among
the non-optimal protocols, because they are the two protocols with bounded replication of
packets.
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N=30, B=10 MBytes 

































Figure 7.7: Impact of changing packet TTL on cost of packet delivery
(Figure 7.8), because packets that were supposed to be dropped are allowed to live and













N=30, B=10 MBytes 



















Figure 7.8: Impact of changing packet TTL on Average Packet Delay.
Packets dropped (Figure 7.9) are reduced significantly for EPIDEMIC and MAXPROP,
because they are the two most protocols propagating packets. Other protocols have a slight


















N=30, B=10 MBytes 


















Figure 7.9: Impact of changing packet TTL on Dropped Packets.
7.4.2 Real Movement Based Simulations
We conduct two sets of experiments with different network sizes, small (N = 10) and large
(N = 50), to study the performance of the DTN routing protocols. In the large network
size (N = 50), only the heuristic protocols are studied, the optimal results are not included
because it requires large processing times. The two sets are detailed in the following.
Small Network Simulations, N = 10
We conduct two sets of experiments to study the impact of changing buffer capacity and
packets TTL on the performance of the DTN routing protocols. The two sets are detailed
in the following.
Impact of Varying the Buffer Capacity (B) As shown in Figure 7.10, increasing
buffer capacity increases delivery ratio for all the protocols. This is justified by the reduc-
tion of dropped packets due to buffer overflow (Figure 7.11). SGBR and MAXPROP are
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N=10, TTL=15 Hours 














Figure 7.11: Impact of changing buffer capacities on Dropped Packets in a small network.
Increasing the buffer capacity, allows for more packets to be stored, and therefore, more
packets to be propagated through the network, as shown in Figure 7.12, and more energy
will be consumed. The lowest cost for delivering a packet, in terms of network overhead

















N=10, TTL=15 Hours 
































Figure 7.12: Impact of changing buffer capacities on cost of packet delivery
Finally, it is shown in Figure 7.13 that MAXPROP and SGBR provides the lowest av-


















N=10, TTL=15 Hours 
















Figure 7.13: Impact of changing buffer capacities on Average Packet Delay in a small
network.
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Impact of Varying the Packet Lifetime (TTL) Having plenty of buffer space, we
study the impact of changing the TTL of the packets. Figure 7.14 shows that giving more
lifetime to the packets increases the delivery ratio up to a certain point, then it settles.
This result agrees with the results driven from the model-based simulations. Consistent
with the previous results, the SGBR and the MAXPROP approach the optimal results



























Packet TTL (in Hours) 
Figure 7.14: Impact of changing packet TTL on Delivery Ratio in a small network.
As shown in Figure 7.15, there is not a significant increase in network overhead while
increasing the packets TTL which is because of the large buffer space provided. SGBR

















N=10, B=10 MBytes 
































Figure 7.15: Impact of changing packet TTL on cost of delivering a packet.
As shown in Figure 7.16, The delay of the optimal protocol is always the highest because
its optimality is in minimizing the number of hops which requires delaying the packets in
the buffers to catch an optimal contact.
Large Network Simulations, N = 50
We conduct two sets of experiments to study the impact of changing buffer capacity and
















N=10, B=10 MBytes 



















Figure 7.16: Impact of changing packet TTL on Average Packet Delay in a small network.
in the following.
Impact of Varying the Buffer Capacity (B) As shown in Figures 7.17, 7.18, and
7.19, SGBR achieves the highest delivery ratio with the lowest cost for delivering a packet.
The good management of replicating and routing packets in the network is represented in
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N=50, TTL=15 Hours 
































Figure 7.18: Impact of changing buffer capacities on cost of delivering a packet.
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MAXPROP achieves the lowest delay among all the protocols. However, this comes
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N=50, TTL=15 Hours 














Figure 7.20: Impact of changing buffer capacities on Dropped Packets in a large network.
Impact of Varying the Packet Lifetime (TTL) The same performance could be
seen when varying the TTL values, Figures 7.21, and 7.22, having a large buffer space of
B = 20MBytes. SGBR outperforms the other protocols, except in average delay, Figure
7.23, where MAXPROP has the best performance.
7.5 Summary & Conclusions
Delay Tolerant Networks (DTN), lack end-to-end connections between data sources and
destinations. This require the intermediate nodes to store data packets for long periods
of time which violates one of the basic assumptions of traditional routing protocols and
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Figure 7.23: Impact of changing packet TTL on Average Packet Delay in a large network.
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protocol, SGBR, that utilizes the social relations among the network nodes to reduce re-
dundant copying of packets. We compared SGBR to the optimal results, and four other
heuristic protocols: EPIDEMIC, SnW, PROPHET, and MAXPROP. We used traces ex-
tracted from a real-life simulator, where vehicles and pedestrians roam in a city according
to its given map. Simulation results show that the proposed protocol significantly reduces
number of transmissions which reduces the network overhead and the packet delivery cost
(up to 25% of the EPIDEMIC protocol), while keeping same or higher delivery ratio (up
to double that of the EPIDEMIC protocol, and approaching the optimal results). Table
7.5 provides a summary of all the experiment results. The table shows that our protocol,
SGBR, among all the distributed protocols, achieves the best performance in delivery cost
and the highest delivery ratio as MAXPROP. In terms of average delay, MAXPROP is the
best performance. Because of the limited resources, EPIDEMIC is the worst performance
in delivery ratio and cost, but middle performance in average delay. To judge a proto-
col performance, we should consider all the metrics of interest. In our case, we consider
delivery ratio and delivery cost as metrics of interest.
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Chapter 8
Supporting Fair Cooperation in DTN
Delay Tolerant Networks (DTNs) comprise nodes with small and limited resources, such
as power and storage space. The constraint of resources, together with the mobility and
sparsity of DTN nodes, causes an intermittent connection among the nodes and requires
delay tolerance of their applications. In such a challenging environment, decentralized
routing protocols are implemented with the main concern of maximizing data delivery
and minimizing resource usage. These protocols rely on the participation of the network
nodes in receiving and storing data packets, collecting and processing information about
the network topology to find the next best-hop, and replicating and spreading packets of
each other. From a network perspective, all nodes are required to participate in delivering
packets of each other. From a node perspective, minimizing resource consumption is a
critical requirement. We define fair cooperation as the degree of cooperation where all
nodes are satisfied with their participation in the network routing services. We propose
a distributed method to calculate a node utility function that will be used to achieve
fair cooperation. We implement the method into well-known DTN routing protocols and
compare their performance. Results show that by tuning the parameters of the utility
function, we could obtain fair cooperation among DTN nodes with improved network
performance in terms of delivery ratio and cost.
8.1 Supporting Fair Cooperation in DTNs
A node’s ultimate goal in a DTN network is to have its packets served by the other nodes,
by storing, replicating and moving them through the network to their destinations, while
saving its own energy, by not offering the same services to others. However, this behavior
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Table 8.1: Credits and Debits Table of node i = 1





is unacceptable, and is being discouraged using trust management systems. Therefore,
a node’s acceptable goal is to have its packets served, while providing around the same
amount of service to packets of the other nodes. This service exchange is recorded by each
node in the network in a credits-and-debits table (CDT). Each entry in the CDT of node
i records the service provided by (credits) and to (debits) node j ∈ N, where N is the
set of all nodes. Service is measured in number of packets. Table 8.1 shows an example
of the CDT of node i = 1 in a network of five nodes. The first entry is for node j = 2,
which shows that node i forwarded one packet for node j, while i did not receive a proof
(Acknowledgment) that j forwarded any of i’s packets.
When a packet copy reaches its destination, an acknowledgment packet (ACK) is gen-
erated. One of the information fields included in the ACK packet is the “route”, which
contains the list of forwarding nodes of the acknowledged packet. An ACK is generated
for the first Cth packet copies reaching the destination, and not just the first one. The
ACK is passed on through node contacts till it reaches the source node. When the source
node receives the ACK of one of its packets, it updates the credit table at the entries of the
forwarding nodes, by incrementing each entry by one, if the acknowledged packet satisfies
all the rewarding conditions. We set the rewarding conditions as follows:
1. Only nodes included in the ACK “route” field are rewarded.
2. The packet should not traverse more than H number of hops.
3. Only the first Cth copies reaching destination are rewarded.
The first condition guarantees that rewarding goes only to serious cooperating nodes that
will seek to find the best next-hop nodes. The second condition guarantees that the
forwarding nodes will do the effort of selecting the nodes that could provide the shortest
path to destination. The third condition is to encourage nodes to service the packets,
because there are multiple copies of the same packet and the probability to be the first
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to reach the destination is not high. Other conditions could be added, such as the packet
delay or the forwarding node cooperation degree. However, we will suffice with the above
conditions for simplicity, because our concern is to introduce the framework for rewarding
and not the rewarding metrics themselves.
When there is a contact between two nodes, they exchange a list of all acknowledged
packets and stored packets information in each node. A packet information includes its
ID, source, destination and size. After receiving the lists, each node decides which of the
packets to receive. Then it sends back a list of accept-to-receive packet IDs. By intuition,
a node refuses to receive a packet that one of its copies is stored in its buffer, or its delivery
to the destination has been reported. Other than that, a node receives packets that it
expects to be rewarded by servicing them. Knowing that packets with more than H hops
are not rewarded, a node will not receive a packet with more than H − 2 hops so far. In




gjipji − cijpij (8.1)
where:
• pji is the number of packets serviced by node j in favor of node i, which is recorded
in j’s credit entry in i’s CDT,
• gji is the benefit gained by node i for each packet serviced by node j,
• pij is the number of packets serviced by node i in favor of node j, which is recorded
in j’s debit entry in i’s CDT, and
• cij is the cost incurred by node i for each packet serviced in favor of node j,
For simplicity, we will assume that gji and cij are independent of j and i. Therefore, we
could express gji and cij, for any i and j, as g as c. For example, using the values in Table
8.1, and setting g = 3 and c = 1, node 1 can calculate its utility function as follows:
u1 = 3× (0 + 3 + 2 + 1)− 1× (1 + 0 + 1 + 3) = 3× 6− 5 = 13
The parameters g and c are arbitrary, and can be set as a function of other network
parameters, such as energy cost and value of data spread. The ratio g/c represents the
willingness of a node to pay for each packet service. In our experiments, and for simplicity,
we assume that a node should pay for each hop in the route of a packet generated and
spread by that node into the network. If the node requires the number of hops to be no
more than three, then it should expect to pay for three hops for each packet, i.e., it should
offer service to three other packets.
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8.2 Simulation Setup And Results
We built a DTN simulator in MATLAB. The simulator takes as inputs the starting times
and durations of node contacts. The optimal routing problem is solved using an open
source mixed integer linear programming package LPSOLVE [1]. We conducted three sets
of experiments to set the parameters and show the performance of the proposed method:
• The first set studies the impact of changing the ratio of benefit coefficient to service
cost, g/c, on the performance metrics. .
• The second set studies the impact of changing the minimum utility threshold, Uth,
on the performance metrics.
• The third set studies the impact of changing the maximum number of hops rewarded,
H, on the performance metrics.
We consider four metrics to measure the performance of the different protocols, which are:
• Delivery ratio and Delivery cost: These metrics are explained in Section 3.2.
• Network Utility, NU : The summation of all node utilities.
• Unfairness Index, UF : The variance of all node utilities.
We implemented a first-in-first-out (FIFO) queuing system in Epidemic,SnW, and PROPHET,
as they did not specify their queuing policy in their work. Each point in the results figures
is the average of ten repetitive experiment results with a degree of confidence 0.95, using
the confidence method explained in Section 3.3. Table 8.2 shows the values used for the
protocol parameters in all the experiments. Tables 8.3 shows the network parameters. The
individual setup of the two sets of experiments is detailed in the following subsections.
8.2.1 Impact of varying the ratio g/c
The two figures, Figures 8.1 and 8.2, show the increase of both the unfairness and network
utility with increasing the g/c ratio. As for this scenario, it can be noticed that the rate
of increase of the unfairness index increases at g/c > 3, while the rate of network utility
maintains the same rate. Therefore, for the following experiments, we used the ratio
g/c = 3. However, this ratio should be checked for different scenarios, such as different
number of nodes, their mobility and amount of data generated.
99












Table 8.3: Network Parameters
Parameter Pedestrians Vehicles
#Hosts 15 5
Speed 0.5-1.5 m/s 2,7-13.9 m/s
Movement ShortestPath MapBased Movement
Buffer capacity 10 Mbytes
Packet TTL 10 Hours
Average Packet Inter-generation time 600 seconds
Transmission speed 5 Mbps
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Figure 8.2: Impact of changing g/c ratio on the Network Utility.
8.2.2 Impact of varying the minimum utility threshold Uth
The minimum utility threshold (Uth) represents the generosity of a node to provide for-
warding services to the other nodes without receiving corresponding service. If Uth ≈ 0
(fair cooperation point), then a node provides around the same amount of service as it
receives, given that the cost of the service provided is different from that received. Prac-
tically, Uth should be a little less than zero, because if Uth = 0, nodes will wait for each
other to start providing service and the network will be in a service initiator deadlock.
In the following set of experiments, we set the benefit coefficient g = 3, and maximum
number of hops rewarded H = 5.
As shown in Figure 8.3, decreasing the utility threshold (increasing the node generosity)
increases the unfairness among the network nodes. This is an intuitive result because nodes
are going to benefit from the generosity of others without having to pay same service in
correspondence. While the impact was significant in EPIDEMIC, it was much less in the
other protocols, especially at highly negative Uth values. This is because EPIDEMIC
has no constraints on number of copies spread or node selection to help in improving its
performance.
As for the EPIDEMIC protocol, approaching the fair cooperation point, increases the
network utility, as shown in Figure 8.4. The impact is negligible on the network utility using
the other protocols. It is also shown that SnW and SGBR provides the highest network
utility among the non-optimal protocols, because of their packet replication constraint and
the spreading mechanism.
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Figure 8.4: Impact of changing minimum utility threshold on the Network Utility.
102
ratio, as shown in Figure 8.5, because the number of transmissions and receptions decreases,
as shown in Figure 8.6. The two figures, Figure 8.5 and 8.6, justify the non-increasing
behavior of the protocols utility (excluding EPIDEMIC) in Figure 8.4. The utility is a
function of both the delivered packets and those forwarded by nodes. A high delivery ratio
may not indicate a node satisfaction, because the node may be providing service more than
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Figure 8.6: Impact of changing minimum utility threshold on the Network Overhead.
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8.2.3 Impact of varying maximum number of hops rewarded H
The following set of experiments is conducted to study the impact of changing the max-
imum number of hops rewarded, H. The first part of these experiments is done with
all nodes are willing to cooperate unconditionally (Uth = −100), and the other part is
conducted with all nodes aim at fair cooperation (Uth = −2).
As shown in Figure 8.7, the unfairness increases with increasing H. However, the rate
of increase and the values of the unfairness are much higher when Uth = −100 (Figure
8.7a). EPIDEMIC has the highest unfairness index because of its unconstrained spreading
mechanism. In Figure 8.7b, the unfairness index of the other protocols settles at H = 2 or
H = 3, which is the highest recorded number of hops in this scenario.
For this scenario, the highest network utility was found at H = 2, for all protocols. For
H > 2, the network utility decreases for EPIDEMIC and PROPHET because they have
routes with more than H = 2. For the other protocols, it settles at H = 3, because there
are no routes with more than three hops.
The delivery ratio reaches its maximum value at H = 2, and then settles for all protocols
in case of Uth = −100, as shown in Figure 8.9a. However, when Uth = −2, EPIDEMIC
and PROPHET experience a slight decrease at H > 2, because of the increased request
of service to deliver packets with more hops to destination, which is not guaranteed to be
found while nodes seek fair cooperation.
As shown in Figure 8.10a, the delivery cost increases with increasing the allowed number
of hops. It settles at around H = 3 for all protocols except for EPIDEMIC because of
its unlimited flooding behavior. The delivery cost decreases when nodes seek the fair
cooperation point Uth = −2, as shown in Figure 8.10b. All protocols including EPIDEMIC
do not incur significant change at H > 2
8.3 Summary & Conclusion
In this chapter, we discussed the willingness of DTN nodes to cooperate in routing services.
DTNs differ from their ancestor, the ad-hoc network, in the hop-by-hop routing used, the
multiplicity of packet copies spread throughout the network, and the fully decentralized
nature of DTN. These differences in characteristics trigger the development of a new coop-
eration motivation scheme. There are two perspectives in forwarding packets in DTNs; the
node perspective and the network (other nodes) perspective. The node perspective is to
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Figure 8.10: Impact of changing maximum number of hops rewarded on the Network
Overhead.
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network perspective is to involve all the nodes in the forwarding service to increase deliv-
ery. Setting a fair point of cooperation requires each node to offer service around the same
amount as that received. We proposed a distributed method to achieve fair cooperation,
by recording packets forwarded by each node and those delivered and calculate a utility
function based on these values. We implemented the proposed method into well-known
protocols: EPIDEMIC, PROPHET and SnW, in addition to our protocol SGBR and the
optimal routing. Results show that running the network around the fair cooperation point
increases the network utility and decreases unfairness among the nodes.
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Chapter 9
Conclusions and Future Work
9.1 Summary and Conclusions
Delay tolerant networks (DTN), also known as intermittently connected networks (ICN),
lack end-to-end connections between data sources and destinations. This require interme-
diate nodes to store data packets for long periods of time which violates one of the basic
assumptions of traditional routing protocols and triggers the development of new ones.
Routing protocols developed for DTNs adapt themselves to this challenging environment
by probabilistically sending multiple copies of data packets so that one of them reaches the
destination. Nodes receiving the packets store them until they meet other nodes or meet
their destinations. Simple DTN routing protocols blindly send data packets to the nodes
they meet without having a selection criterion. They range from the full network flooding
to the limited flooding. This approach has its drawbacks such as burdening the buffer
and the inefficient use of the contact duration. Other routing protocols tend to restrict
forwarding the data packets to selected nodes. Using some information collected about the
network, they guide the data packets to their destinations. This approach fails when the
network information cannot be collected or the network topology is changing faster than
the collection rate. An efficient DTN routing protocol should integrate node selection,
packet selection, and buffer management mechanisms to obtain the best performance. Our
contributions in this research, can be summarized as follows:
• In Chapter 4, we formulated an optimization problem of single-copy centralized rout-
ing in DTNs, assuming the availability of present and future node contacts and buffer
information. We implemented the problem with three different objectives: minimum
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delay, minimum number of hops, and maximum number of delivered messages. We
solved the problem using parameters from simulated networks. Results show that
minimizing the number of hops achieves higher delivery ratio than minimizing the de-
lay and almost the same as maximizing the number of delivered messages for most of
the buffer capacities, traffic loads and TTL values. In addition, minimizing the num-
ber of hops proves to significantly reduce the number of transmissions in the network
which results in considerable energy saving. The minimum number of hops results
are used as a performance benchmark to compare with the distributed non-optimal
protocols.
• In Chapter 5, we studied the distributed non-optimal routing protocols developed
for DTNs, and conducted a performance comparison among selected well-known pro-
tocols (Epidemic, SPRAY-AND-WAIT (SnW), PROPHET and MAXPROP) repre-
senting the different types of routing protocols (blind and guided, limited and full
flooding). Results show the outperformance of MAXPROP in delivery ratio and av-
erage delay, and the outperformance of SnW and PROPHET in delivery cost. An
efficient routing protocol should integrate the node selection, the packet selection,
and the buffer management mechanisms to obtain the best performance.
• In Chapter 6, we developed our first DTN routing protocol, Eco-Friendly Routing
for DTN (EFR-DTN), which combines the strengths of two of the previously pro-
posed protocols to provide better delivery ratio with lower network overhead (less
power consumption). The protocol utilizes node encounters to estimate the route to
destination, while minimizing the number of packet copies throughout the network.
Simulation results show that EFR-DTN reduced the number of transmissions com-
pared to the routing protocols while maintaining higher delivery ratio and middle
average packet delay.
• In Chapter 7, we proposed our second distributed protocol, Social Groups Based
Routing (SGBR), which uses social relations among network nodes to exclude nodes
that do not contribute significantly to the delivery of the packet to its destination.
Using exclusive metrics reduces the need to collect network wide information, while
improving the performance metrics. Simulation results showed that SGBR proto-
col achieves lower network overhead while achieving same or better delivery ratio
compared to the other routing protocols.
• In Chapter 8, we discussed the incentives of DTN nodes to cooperate in the routing
process. We investigated the degree of fair cooperation at which the network nodes
are satisfied. We proposed and implemented a distributed credit-based system to
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keep track of and reward node participation in packet routing, by recording packets
forwarded by each node and those delivered and calculate a utility function based
on these values. Results show that running the network around the fair cooperation
point increases the network utility and improves fairness among the nodes.
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9.2 Future Research Work
This research targets improving the routing performance in DTN, by maximizing delivery
ratio and minimizing energy consumption. The latter is achieved by decreasing the number
of transmissions and receptions which results in minimizing the network overhead. In our
work, we achieved less network overhead than the other protocols and maintained same or
higher delivery ratio. This work can be extended in several ways, such as:
• Using soft computing techniques to developing an adaptive routing pro-
tocol: The uncertainty in the information used in the routing selection criteria mo-
tivates the usage of soft computing techniques, such as Fuzzy logic, to deal with this
information to generate the routing decision. One of the advantages of using soft
computing techniques is its adaptability to the dynamic environment. We expect to
obtain better performance results using this technique.
• Analyzing and developing buffer management mechanisms: According to
our analysis, efficient buffer management improves the delivery ratio and reduces the
network overhead, by dropping low value packets. Some previous studies handled
the buffer management in DTN, such as [12] and [47]. However, they used full
flooding as the routing approach. In [51], two of the routing protocols, Epidemic and
PROPHET, were tested with several queuing policies. This work can be extended
by implementing different queuing policies. Analysis and testing of queuing policies
in constrained routing protocols can open several research points to be added to this
work.
• Joint Routing and MAC protocol: Energy saving is one of the main objectives
in DTNs. Routing protocols contribute to energy saving by reducing number of
transmissions and receptions. However, a lot of work could be done at the MAC
layer to support the efficient utilization of energy such as power control and scheduling
sleep and awake periods for DTN nodes.
• Detecting selfish and malicious nodes: In our work to support fair cooperation,
we did not consider scenarios in which nodes cheat the system by spreading false
ACK packets to notify the network of its cooperation, while it is not cooperating.
Other security issues and selfish behavior could ruin the system unless considered in
the trust management scheme. While security was not our focus in this work, it is
an important aspect to consider when building a network.
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