Abstract-In this paper, a novel decentralized detection and accommodation (FDA) methodology is proposed for interconnected nonlinear continuous-time systems by using local subsystem states alone in contrast with traditional distributed FDA schemes where the entire measured or the estimated state vector is needed. First, the detection scheme is revisited where a network of local fault detectors (LFD) is proposed. A fault is detected by generating a residual from the measured and estimated state vectors locally and the fault dynamics are estimated by using an online approximator upon detection. Subsequently, a fault accommodation scheme is initiated in the subsystem by using a second online approximator to augment the control input of each subsystem in order to minimize the effects of the faults on the overall system. Decentralization avoids the transmission of the entire system state vector to each subsystem. Finally the proposed methods are verified in the simulation environment.
I. INTRODUCTION
Many industrial systems for example power or water distribution networks, telecommunication networks, and so on are complex, large-scale, spatially distributed and interconnected nonlinear systems. Suitable fault detection schemes are required for these systems to ensure that a fault at any given location can be detected at an incipient stage in order to prevent catastrophic failure of the overall system. Based on the growth rate, faults are classified into abrupt and incipient categories. When an abrupt fault occurs, it is imperative to detect the fault and shut down the system as soon as possible to replace or repair the faulty component. But in case of incipient faults, the system can keep running for a possibly long period of time without any serious risk of damage to the whole system. However, in such circumstances, a fault accommodation scheme is required to enable the system to continue its intended operation without significant performance degradation. In other words, fault accommodation allows the system to keep working with the desired performance after occurrence of an incipient fault, thus increasing the reliability and reducing the down time.
In order to perform fault accommodation, the fault needs to be detected first. Basically two types of fault detection schemes are available in the literature [1] : data-driven and model-based schemes. Model-based schemes are more desirable as they function online in the absence of faulty or healthy data. Model-based schemes use a state estimator as a reference model for fault detection by using high gain observers [2] , neural network observers [3] , and geometric techniques [4] . On the other hand, centralized fault accommodation is also available by utilizing observer-based schemes [5] , adaptive estimators [6] , and so on.
Recently design of distributed fault detection schemes for interconnected systems have been proposed by using based method [7] , multiblock kernel partial least squares [8] , fuzzy observers [9] and so on. In addition, several distributed accommodation schemes [10] [11] [12] have been introduced. However, most of them [7] [8] [9] [10] [11] [12] require either entire state or estimated state vector for each local fault detector (LFD) since these are merely distributed schemes. Typically, it is not always possible to provide the information of the entire state or its estimated value for LFDs of a large-scale spatially distributed system unless some information from other subsystems is communicated. Even if this is possible, the information will be delayed and outdated, and expensive.
In contrast to the aforementioned schemes [7] [8] [9] [10] [11] [12] , in this paper our objective is to design a LFD for each subsystem. Each LFD is a nonlinear fault detection observer which uses local states of that subsystem alone to detect a fault and to approximate its dynamics. Upon detection, a fault accommodation framework is proposed in which the control input of each subsystem is augmented in order to accommodate the effects of the fault by using the local subsystem states alone.
The output of the fault detection OLA will continue to be utilized in the faulty subsystem to mitigate the local fault dynamics. A second OLA is also initiated in the faulty subsystem for accommodation once the location of the fault to a subsystem is identified.
Since a fault in one subsystem can propagate to other subsystems via interconnection terms, an accommodation OLA will be initiated in each of the other subsystems to mitigate this effect. Here, utilization of two different OLAs U.S. Government work not protected by U.S. copyright for detection and accommodation enables the proposed scheme to provide an estimation of fault dynamics and perform accommodation simultaneously.
Thus this paper introduces a truly decentralized fault detection and accommodation scheme for interconnected nonlinear continuous-time systems. Next, the interconnected nonlinear system description is presented followed by decentralized detection and accommodation schemes.
II. SYSTEM DESCRIPTION
Consider a nonlinear continuous-time system that is comprised of N interconnected subsystems. The dynamics of the i th subsystem with states are described by denote the system uncertainties, and :
is the local fault function. Furthermore, it is assumed in this work that all the local states are measurable.
The time profile of a fault Ω is modeled by
where is an unknown constant that represents the rate at which a fault occurs. A larger value of indicates that the fault is closer to an abrupt fault while small values of indicate that the fault is of an incipient type. The use of such time profiles is common in fault diagnosis literature [11] . It should be mentioned that the fault time profile does not necessarily have to be in exponential form, but it can have the form of any increasing function, whose value is zero before the time of fault occurrence.
There are many faults in the real world that can be modeled accordingly. Consider an axial piston pump as an example. This system can be described in state space form where each state will represent the pressure of one of the pistons. Pistons can have piston wear or slipper wear fault. These faults negatively affect the system's performance, and this effect keeps increasing as the wear keeps increasing over time. However, it might take a long time before the fault magnitude is large enough to be detected, because these faults are incipient and grow slowly.
Next two standard assumptions, which are needed, are presented. 
Assumption 2:
A fault occurs only in one of the subsystems and fault functions can be expressed as nonlinear in the unknown parameters (NLIP) [13] . Then, the fault functions can be approximated by using two-layer NNs with nonlinear activation functions.
Next the proposed fault detection scheme is introduced.
III. DECENTRALIZED FAULT DETECTION
Our objective for the fault detection scheme is to design a network of LFDs such that a LFD monitors a subsystem using the local states of that subsystem. Now consider the nonlinear observer for the subsystem 'i' described by
1, 2,..., 1ˆˆˆˆ,
;
where is the estimated local state vector of the i th subsystem, : is the output of the online approximator with being the set of unknown parameters, and is a user defined scalar. Initial values of the LFD are taken as
Define a local detection residual . Under healthy system operation, the local residual dynamics are described by Since the system states are bounded in the healthy operation, the interconnection terms , are bounded ( in healthy conditions). The uncertainty term is also bounded by Assumption 1. So by appropriate selection of , the local detection residual will remain bounded prior to the occurrence of a fault.
In this work, neural networks (NNs) are used as online approximators, which are off prior to the detection of a fault. When the local detection residual of the k th subsystem exceeds its detection threshold, , a fault is declared active in that particular subsystem, and the local OLA that generates . is initiated. Upon detection, unknown parameter vector of the k th OLA will be tuned using the following update law 
Upon detection, the local detection residual dynamics of subsystem k becomes 
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where is the parameter estimation error and is the OLA approximation error. Upon detection of the fault in subsystem 'k', other subsystems are notified and their fault detection OLADs are not tuned online.
Consequently, for the rest of the subsystems 0 and 0, and their local residual dynamics are given by
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Next the following assumption on the interconnection terms is needed before the stability of the proposed observer is discussed upon detection. Remark 2: Assumption 3 has been used in a variety of forms in the decentralized control or fault detection literature [14] . Although after the detection of faults, one of the residuals, namely , can go to zero or near zero because of the approximation property of the OLA, other residuals do not, because OLAs in their subsystems are offline unless a fault is detected in the other subsystems. Therefore the bound on the interconnection terms defined in Assumption 3 will not decrease upon fault detection.
The stability of the proposed FD observer is revisited in the following theorem from [15] . A new approach is taken in the proof of this theorem which is based on combining individual Lyapunov functions for all the subsystems.
Theorem 1 (Fault Detection Observer Performance):
Let the LFD observer network defined in (2) be used to monitor the overall system described by (1), with the local OLA being turned on upon the detection of a fault in the k th subsystem. Let the update law in (3) be used to update the unknown parameter vector . In the presence of system uncertainties, the local FD residuals, 1, … , , and the parameter estimation error, , will be uniformly ultimately bounded (UUB), provided the design parameters are selected as 
Remark 3:
The bound on is separated from all the other residuals because it is larger than the bound on other residuals. However the bounds on all the residuals, including , can be combined by taking the supremum operator.
Remark 4:
The fault location is identified by communicating the fault detection times of each subsystem to a centralized unit which then compares and finds the minimum time when the fault is detected and its associated subsystem. Then this subsystem will become the one where the fault is located.
IV. DECENTRALIZED FAULT ACCOMMODATION
Upon determination of the fault location via fault isolation, fault accommodation is performed to mitigate the effect of the fault both in the faulty subsystems and in the other subsystems, because the fault in one subsystem can affect the others through the interconnection terms.This accommodation is performed in all the subsystems including the one where a fault is detected. As mentioned before, the subsystem where a fault occurs will have two OLAs one for approximating the fault dynamics while the other for accommodation whereas the other subsystems each will have one OLA for accommodation.
First we define a suitable control input in the healthy conditions, when the i th subsystem dynamics are described by 
t Ae t B f x t f x t u t g x t x t x t x t
Since , and are both bounded in healthy operating conditions, the control input defined by ( ) With the presence of fault, the control input can no longer satisfy the control objective. Thus after detection, the local control input is selected as , where is the augmented term to keep the local states track their desired trajectories after the fault. Using this augmented input, the tracking error dynamics can be represented as
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However, since the fault function and interconnection term are unknown, cannot be practically determined this way. Therefore the output of the detection OLA ; which estimates the fault dynamics along with another online approximator referred to as fault accommodation OLA is used to compensate for the interconnection effects. These two OLAs are utilized to construct the estimated as follows 
where is a positive constant defined by the user and 0 is obtained from the Lyapunov equation 
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Furthermore, we define for convenience in the proof of next theorem. Before considering the performance of fault accommodation scheme, Assumption 4 which is another version of Assumption 3 is introduced where the interconnection is represented as a function of tracking errors instead of detection residuals (as in Assumption 3). Consider the large-scale interconnected system described by (1) . Upon detecting a fault in the k th subsystem, let the control input of all the subsystems be augmented as where is defined in (7) and the parameter update law of the accommodation online approximator is given by ˆ( ) ( ( )) ( ) ( ) (with a bounded error), while the accommodation OLA which is generating is not estimating the interconnection function , but it is used to approximate ∑ . In otherwords, all the accommodation OLAs must be utilized together to cancel all the interconnection terms. Figure 1 shows magnitude of the tracking error in the faulty subsystem. The fault will definitely cause the tracking error to increase, since the nominal controller does not have any information about the fault dynamics. After detection of fault, the accommodation scheme will modify the controller to mitigate fault effects and decrease the tracking error. A system of double inverted pendulums [14] , which is depicted in Fig. 2 , is used to verify the proposed decentralized detection and accommodation schemes. The pendulums are connected to each other by a spring and their motion dynamics are described by 2  2  2  2  2  2 2  2  2  2  2  2  2  2  2 2  2 
a cos a cos arctan l a sin a sin . The unknown parameter vector is tuned online using update law in (8) with 50 and 0.001 . It should also be mentioned that neural networks with five hidden layer neurons are used as online approximators. Figure 2 shows the detection residual of the first pendulum (subsystem 1) along with the detection threshold. The residual is below the threshold in the healthy operating conditions. When the fault occurs at 10 , this residual starts to increase and eventually it exceeds the detection threshold at 12.66 . At this point the fault is detected in the first subsystem, the online approximator is turned on to approximate the fault dynamics, and the parameter update law in (3) is used to update the unknown parameters. As observed in Figure 3 , the online approximator is able to estimate the fault function with a small error, after the fault is detected. Because of this approximation property of the OLA, the estimator is able to adapt with the changes in the actual system due to the fault and the detection residual falls below the threshold again. Figure 4 show the tracking error if no fault accommodation is performed. In this case the fault causes the tracking error to increase. In contrast, when the proposed decentralized fault accommodation strategy is adopted, the estimated fault function and another NN are used to cancel the fault effects. It can be observed in Figure 5 that the tracking error of pendulum 1 is brought back close to zero upon detection, when the accommodation scheme is applied. 
VI. CONCLUSIONS
The new decentralized fault detection and accommodation scheme presented in this paper is easy to implement on large-scale industrial systems, where significant amount of communication between subsystems due to state vectors is not possible or desirable. With the proposed scheme, the fault can be detected, its dynamics can be estimated by the detection OLA, and the accommodation can be performed to cancel the effects of the fault on all subsystems without the need for either known interconnection between subsystems, or the measured or estimated non-local state vectors. The future work involves developing a nonlinear estimation method for time-to-accommodation. 
