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A VERSION OF CALDERO´N-MITYAGIN THEOREM FOR THE
CLASS OF REARRANGEMENT INVARIANT GROUPS.
SERGEY V. ASTASHKIN
Abstract. Let l0 be the group (with respect to the coordinate-wise addition) of all
sequences of real numbers x = (xk)
∞
k=1
that are eventually zero, equipped with the
quasi-norm ‖x‖0 = card{supp x}. A description of orbits of elements in the pair (l0, l1) is
given, which complements (in the sequence space setting) the classical Caldero´n-Mityagin
theorem on a description of orbits of elements in the pair (l1, l∞). As a consequence, we
obtain that the pair (l0, l1) is K-monotone.
1. Introduction, preliminaries and main results
According to the classical Caldero´n-Mityagin theorem (see [5], [7]), if b = (bk)
∞
k=1 ∈ l∞,
then a sequence a = (ak)
∞
k=1 is representable in the form a = Tb for some linear operator
T bounded both in l∞ and l1 if and only if
k∑
i=1
a∗i ≤ C
k∑
i=1
b∗i , k = 1, 2, . . .
for some C > 0, where (u∗k)
∞
k=1 is the nonincreasing rearrangement of the sequence
(|uk|)
∞
k=1. Here, we give a constructive proof of a counterpart of this result for the class of
rearrangement invariant groups, intermediate between l1 and the group l0 of eventually
zero sequences with a natural quasi-norm.
Let X be an Abelian group of sequences of real numbers x = (xk)
∞
k=1 with respect to
the coordinate-wise addition. Recall that a quasi-norm on X is a real function x 7→ ‖x‖X
that satisfies the conditions: (a) ‖x‖X ≥ 0 and ‖x‖X = 0⇐⇒ x = 0; (b) ‖−x‖X = ‖x‖X ;
(c) ‖x+ y‖X ≤ C(‖x‖X + ‖y‖X) for some C ≥ 1. In this case X is called a quasi-normed
group. As is known (see e.g. [3, Lemma 3.10.1]), without loss of generality, we may
assume that C = 1. It will be supposed also that the quasi-norm x 7→ ‖x‖X has the ideal
and rearrangement invariant properties that can be expressed as follows: if sequences
x = (xk)
∞
k=1 and y = (yk)
∞
k=1 are such that x
∗
k ≤ y
∗
k, k = 1, 2, . . . and y ∈ X , then
x ∈ X and ‖x‖X ≤ ‖y‖X. Further, we shall refer such a quasi-normed group as to a
rearrangement invariant (r.i.) group. An important example is the classical space lp,
0 < p ≤ ∞, where for 0 < p < 1 the quasi-norm on lp is defined by
‖x‖p :=
∞∑
k=1
|xk|
p.
Passing to the limit as p→ 0 in this formula, we get the set l0 of all sequences x = (xk)
∞
k=1
that are eventually zero, i.e., such that ‖x‖0 := card{supp x} <∞, where supp x := {k ∈
N : xk 6= 0}. Then l0 becomes a r.i. group equipped with the sub-additive quasi-norm
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‖x‖0, which generates on l0 the discrete topology. Since l0 is continuously embedded into
l1, the pair (l0, l1) is compatible. Recall that a pair of quasi-normed groups (X0, X1)
is compatible if X0 and X1 are embedded continuously into some Hausdorff topological
group.
The main goal of this paper is to get a description of the orbit Orb (b; l0, l1) in the pair
(l0, l1) of an arbitrary element b ∈ l1 and by using this result to obtain some interpolation
properties of this pair. Observe that similar problems for the pair (l0, l∞) (more precisely,
for the corresponding pair of r.i. function groups) were considered in [1].
Recall first some necessary definitions (for more detailed information we refer to the
paper [8] and the monographs [3, 4, 2, 6]).
A mapping T : X → X , where X is a quasi-normed group, is called a homomorphism
on X if T (x+y) = Tx+Ty and T (−x) = −T (x) for x, y ∈ X . As usual, a homomorphism
T is called bounded if
‖T‖X→X := sup
x 6=0
‖Tx‖
‖x‖
<∞.
Let (X0, X1) be a compatible pair of quasi-normed groups. We define the orbit of an
element b ∈ X0+X1 with respect to (X0, X1) as the set Orb (b;X0, X1) of all x ∈ X0+X1,
representable in the form x = Tb, where T is a bounded homomorphism in X0 and X1.
Furthermore, we let
‖x‖Orb := ‖x‖Orb (b;X0,X1) = inf ‖T‖(X0,X1),
where ‖T‖(X0,X1) := max
i=0,1
‖T‖Xi→Xi and the infimum is taken over all homomorphisms
T such that Ta = x. It is easy to check that the quasi-norm x 7→ ‖x‖Orb makes
Orb (b;X0, X1) into a r.i. group.
We can now state our main result.
Theorem 1. Let b = (bi)
∞
i=1 ∈ l1. Then, a sequence a = (ai)
∞
i=1 ∈ l1 belongs to the orbit
Orb (b; l0, l1) if and only if there is a constant C > 0 such that for all k = 1, 2, . . . we have
(1)
∞∑
i=k
a∗i ≤ C
∞∑
i=[k/C]
b∗i , k = 1, 2, . . .
Moreover, (1) holds with C = ‖a‖Orb , whenever a ∈ Orb (b; l0, l1). Conversely, if we
have (1), then ‖a‖Orb ≤ 9(1 + [C]), for C > 1, and ‖a‖Orb ≤ 3[C
−1]−1, for C ≤ 1.
Given a compatible pair of quasi-normed groups (X0, X1), we introduce the approxi-
mative E-functional by
E(t, x;X0, X1) := inf{‖x−x0‖X1 : x0 ∈ X0, x−x0 ∈ X1, ‖x0‖X0 ≤ t}, x ∈ X0+X1, t > 0
[3, Chapter 7]. Clearly, t 7→ E(t, x;X0, X1) is a decreasing function on [0,∞). Further-
more, for every b ∈ X0 + X1 we define the E-orbit of b in the pair (X0, X1) as the set
E −Orb (b;X0, X1) of all x ∈ X0 +X1 such that for some C > 0
E(t, x;X0, X1) ≤ CE(t/C, b;X0, X1), t > 0.
Then, the functional ‖x‖E−Orb := ‖x‖E−Orb (b;X0,X1), which is equal to the infimum of C
satisfying the last inequality, is a quasi-norm on the group E −Orb (b;X0, X1). To show
this, it suffices to check that this functional is sub-additive provided that the quasi-norms
in X0 and X1 have the latter property.
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Indeed, suppose that C1 > ‖x‖E−Orb and C2 > ‖y‖E−Orb . Then, by [3, Lemma 7.1.1],
for each 0 < γ < 1 we have
E(t, x+ y;X0, X1) ≤ E(γt, x;X0, X1) + E((1− γ)t, y;X0, X1)
≤ C1E(γt/C1, b;X0, X1) + C2E((1− γ)t/C2, b;X0, X1).
Hence, choosing γ = C1/(C1 + C2), we infer
E(t, x+ y;X0, X1) ≤ (C1 + C2)E(t/(C1 + C2), b;X0, X1), t > 0,
and, since C1 > ‖x‖E−Orb and C2 > ‖y‖E−Orb are arbitrary, we conclude that
‖x+ y‖E−Orb ≤ ‖x‖E−Orb + ‖y‖E−Orb .
The rest of the properties of a r.i. quasi-norm for the functional x 7→ ‖x‖E−Orb follows
immediately from the definition.
It is clear that for every x = (xi)
∞
i=1 ∈ l1 we have
(2) E(t, x; l0, l1) = inf{‖x− x0‖1 : card{supp x0} ≤ t} =
∞∑
i=[t]+1
x∗i .
As a consequence of Theorem 1, we obtain
Corollary 1. For every b = (bi)
∞
i=1 ∈ l1
Orb (b; l0, l1) = E −Orb (b; l0, l1).
Moreover, if ‖x‖E−Orb := ‖x‖E−Orb (b; l0, l1), ‖x‖Orb := ‖x‖Orb (b; l0, l1), we have ‖x‖E−Orb ≤
‖x‖Orb , and ‖x‖Orb ≤ 9([‖x‖E−Orb ] + 1) if ‖x‖E−Orb > 1, ‖x‖Orb ≤ 3[‖x‖
−1
E−Orb ]
−1 if
‖x‖E−Orb ≤ 1.
One of the main problems of the interpolation theory of operators is a description of the
class of interpolation spaces (groups) with respect to the given compatible pair of spaces
(groups). A quasi-normed group X is said to be interpolation with respect to a pair of
quasi-normed groups (X0, X1) if X0 ∩ X1 ⊂ X ⊂ X0 + X1 and every homomorphism
bounded in X0 and X1 is bounded in X as well. It is well known [4, 2] that this problem
can be effectively resolved for the so-called K-monotone pairs.
Let (X0, X1) be a compatible pair of quasi-normed groups, b ∈ X0 + X1. Then, the
K-orbit of b in the pair (X0, X1) is the set K − Orb (b;X0, X1) of all x ∈ X0 + X1 such
that
‖x‖K−Orb := sup
t>0
K(t, x;X0, X1)
K(t, b;X0, X1)
<∞,
where K(t, x; X0, X1) is the so-called Peetre’s K-functional defined by
K(t, x; X0, X1) := inf{‖x0‖X0 + t‖x1‖X1; x = x0 + x1, xi ∈ Xi}.
A pair (X0, X1) is called K-monotone if K − Orb (b;X0, X1) = Orb (b;X0, X1) for every
b ∈ X0 + X1. Historically, the first example of such a pair was the pair (L1, L∞) of
functions on a σ-finite measure space (in particular, the pair of sequence spaces (l1, l∞);
see [5], [7]). For further examples of K-monotone pairs and also their properties we refer
to the monographs [3, 4, 2].
Corollary 2. For every b = (bi)
∞
i=1 ∈ l1 we have
Orb (b; l0, l1) = K −Orb (b; l0, l1).
Also, if ‖x‖K−Orb := ‖x‖K−Orb (b; l0, l1), ‖x‖Orb := ‖x‖Orb (b; l0, l1), we have ‖x‖K−Orb ≤
‖x‖Orb , and ‖x‖Orb ≤ 9([2‖x‖K−Orb ]+1) if ‖x‖K−Orb > 1/2, ‖x‖Orb ≤ 3[(2‖x‖K−Orb )
−1]−1
if ‖x‖K−Orb ≤ 1/2.
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Therefore, the pair (l0, l1) is K-monotone.
Corollary 3. Let X be a r.i. sequence group such that l0 ⊂ X ⊂ l1. Then, X is an
interpolation group with respect to the pair (l0, l1) if and only if from the inequality
K(t, x; l0, l1) ≤ C
′K(t, b; l0, l1), t > 0,
for some C ′, and b ∈ X it follows that x ∈ X and ‖x‖X ≤ C‖b‖X , where C > 0 does not
depend on x and b.
In what follows, [α] is the integer part of a real number α. Moreover, if I and J are
subsets of N such that i < j for all i ∈ I, j ∈ J , then we write I < J . In particular,
instead of I < {j} (resp. {i} < J) we shall write I < j (resp. i < J).
2. Proofs
We begin with proving some auxiliary results.
Proposition 1. Let b = (bi)
∞
i=1 ∈ l1. If a = (ai)
∞
i=1 ∈ Orb (b; l0, l1), then
(3)
∞∑
i=k
a∗i ≤ ‖a‖Orb ·
∞∑
i=[k/‖a‖Orb ]
b∗i , k = 1, 2, . . .
Proof. First, let (X0, X1) be a pair of quasi-normed groups, and let T be a bounded
homomorphism in X0 and X1. Then,
E(t, Tx;X0, X1) = inf{‖Tx− y0‖X1 : ‖y0‖X0 ≤ t}
≤ inf{‖Tx− Tx0‖X1 : ‖x0‖X0 ≤ t/‖T‖}
≤ ‖T‖E(t/‖T‖, x;X0, X1).
Since a = (ai)
∞
i=1 ∈ Orb (b; l0, l1), for every ε > 0 there exists a homomorphism T such
that Tb = a and ‖T‖ := ‖T‖(l0,l1) ≤ ‖a‖Orb + ε. Then, applying the preceding estimate
for the pair (l0, l1) and taking into account equation (2), we obtain
∞∑
i=[t]+1
a∗i ≤ ‖T‖
∞∑
i=[t/‖T‖]+1
b∗i ≤ (‖a‖Orb + ε)
∞∑
i=[t/(‖a‖Orb +ε)]+1
b∗i , t > 0.
Since ε > 0 is arbitrary, this inequality implies (3). 
The following statement will play a key role in the future.
Proposition 2. Let a = (ai)
∞
i=1 and b = (bi)
∞
i=1 ∈ l1 be two sequences satisfying the
inequality
(4)
∞∑
i=k
a∗i ≤
∞∑
i=k
b∗i , k = 1, 2, . . .
Then, there exists a homomorphism Q : l1 → l1 such that ‖Q‖l1→l1 ≤ 2, ‖Q‖l0→l0 ≤ 3,
and Qb = a.
Proof. Clearly, there are linear operators Tk, k = 1, 2, such that T1((a
∗
i )) = a and T2b =
(b∗i ) with ‖Tk‖l1→l1 = ‖Tk‖l0→l0 = 1, k = 1, 2. Therefore, without loss of generality we
may assume that ai = a
∗
i and bi = b
∗
i , i = 1, 2, . . . Hence, (4) may be rewritten as follows:
(5)
∞∑
i=k
ai ≤
∞∑
i=k
bi, k = 1, 2, . . .
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Let J := {i : ai > 2bi}, I := {i : ai < bi}, and K := {i : bi ≤ ai ≤ 2bi}. Clearly,
N = J ∪ I ∪K. If J = ∅, then to conclude the proof it is suffices to take the operator
Qx =
∑
i∈I
uixiei +
∑
i∈K
(1 + vi)xiei, x = (xi)
∞
i=1 ∈ l1,
where {ei}
∞
i=1 is the unit vector basis in l1, ui := ai/bi, i ∈ I, and vi := (ai− bi)/bi, i ∈ K.
Indeed, one can easily check that ‖Q‖l1→l1 ≤ 2, ‖Q‖l0→l0 = 1 and Qb = a.
Now, suppose that J = {jk}
k0
k=1, where 1 ≤ k0 ≤ ∞ and j1 < j2 < . . . Denoting
δk := ajk − bjk , 1 ≤ k ≤ k0 and ηi := bi − ai, i ∈ I, we claim that for each 1 ≤ m ≤ k0
(6)
∑
i∈I,i>jm
ηi ≥
∑
m≤k≤k0
δk +
(
δm−1 −
∑
i∈I,jm−1<i<jm
ηi
)
+
,
where we set δ0 = 0 and j0 = 1.
Since for m = 1 inequality (6) is an easy consequence of inequality (5) for k = j1, we
can assume that 2 ≤ m ≤ k0. First, from the notation and (5) it follows that
(7)
∑
i∈I,i>jm
ηi ≥
∑
i≥jm
(bi − ai) +
∑
m≤k≤k0
δk ≥
∑
m≤k≤k0
δk.
Therefore, we obtain (6) for m such that
δm−1 ≤
∑
i∈I,jm−1<i<jm
ηi.
Otherwise, assume that for some 2 ≤ m ≤ k0
δm−1 >
∑
i∈I,jm−1<i<jm
ηi
and (6) does not hold. Then, we have
∑
i∈I,i>jm−1
ηi <
k0∑
k=m−1
δk,
whence
∞∑
i=jm−1
(bi − ai) ≤
∑
i∈I,i>jm−1
ηi −
k0∑
k=m−1
δk < 0.
Since this contradicts (5) for k = jm−1, inequality (6) is proved.
Let l1 := min{i ∈ I : i > j1}. Thanks to (6), we can choose i1 ∈ I, i1 > j1 so that∑
i∈I,j1<i<i1
ηi < δ1 ≤
∑
i∈I,j1<i≤i1
ηi.
Observe that i1 > l1. Indeed, by the definition of the set J , for each i ∈ I, i > j1 we have
δ1 = aj1 − bj1 > bj1 ≥ bi ≥ ηi.
Therefore, the set I1 := {i ∈ I : l1 ≤ i ≤ m1}, where m1 := max{i ∈ I : i < i1}, is not
empty. Setting
η′i1 := δ1 −
∑
i∈I1
ηi,
we have
(8) 0 < η′i1 ≤ ηi1 = bi1 − ai1 and
∑
i∈I1
ηi + η
′
i1
= δ1.
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Next, we consider the cases when i1 < j2 and i1 > j2 separately.
If i1 < j2, then δ1 ≤
∑
i∈I,j1<i<j2
ηi. Since from (6) it follows that∑
i∈I,i>j2
ηi ≥
∑
2≤k≤k0
δk,
we can proceed next as above, setting l2 := min{i ∈ I : i > j2} and choosing i2 ∈ I,
i2 > j2 so that ∑
i∈I,j2<i<i2
ηi < δ2 ≤
∑
i∈I,j2<i≤i2
ηi.
Again i2 > l2 and hence the set I2 := {i ∈ I : l2 ≤ i ≤ m2}, where m2 := max{i ∈ I :
i < i2}, is not empty. Then, if
η′i2 := δ2 −
∑
i∈I2
ηi,
we have
(9) 0 < η′i2 ≤ ηi2 = bi2 − ai2 and
∑
i∈I2
ηi + η
′
i2 = δ2.
Let now i1 > j2. In this case
δ1 −
∑
i∈I,j1<i<j2
ηi =
∑
i∈I,j2<i<i1
ηi + η
′
i1 .
Then, by (6), we have ∑
i∈I,i>j2
ηi ≥
∑
2≤k≤k0
δk +
∑
i∈I,j2<i<i1
ηi + η
′
i1 ,
whence ∑
i∈I,i>i1
ηi + η
′′
i1 ≥
∑
2≤k≤k0
δk,
where η′′i1 := ηi1 − η
′
i1 ≥ 0. Also, from the definition of the set J and inequality j2 < i1 it
follows
δ2 = aj2 − bj2 > bj2 ≥ bi1 ≥ η
′′
i1 .
Therefore, setting l2 := min{i ∈ I : i > i1}, we can find i2 ∈ I, i2 ≥ l2 > i1 such that
η′′i1 +
∑
i∈I,l2≤i<i2
ηi < δ2 ≤ η
′′
i1
+
∑
i∈I,l2≤i≤i2
ηi.
In the case when i2 = l2 we put I2 = ∅. If i2 > l2, we define I2 := {i ∈ I : l2 ≤ i ≤ m2},
where m2 := max{i ∈ I : i < i2}. Then, if
η′i2 := δ2 −
∑
i∈I2
ηi − η
′′
i1
,
we have
(10)
∑
i∈I2
ηi + η
′
i2
+ η′′i1 = δ2.
Also, from the definition of η′′i1 it follows
(11) η′i1 + η
′′
i1
= ηi1 = bi1 − ai1 .
Next, we proceed similarly considering again two different cases when i2 < j3 and
i2 > j3 separately and using inequality (6).
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Suppose first that k0 = ∞. As a result of the above procedure, we get sets Ik := {i ∈
I : lk ≤ i ≤ mk}, k = 1, 2, . . . (some of them may be empty), sequences {ij}
∞
j=1 ⊂ I,
{η′ij}
∞
j=1 and {η
′′
ij
}∞j=1 such that I1 < i1 < I2 < i2 < . . . and
(12)
∑
i∈Ik
ηi + η
′
ik
+ η′′ik−1 = δk, k = 1, 2, . . . ,
(13) η′ik + η
′′
ik
≤ bik − aik , k = 1, 2, . . . ,
where η′′ik = 0 if ik < jk+1, k = 1, 2, . . . (see (8) — (11)).
Denote hi := ηi/bi, i ∈ ∪
∞
k=1Ik, h
′
ij
:= η′ij/bij , j = 1, 2, . . . , and
(14) h′′ij :=
η′′ij
bij − η
′
ij
=
η′′ij
bij (1− h
′
ij
)
, j = 1, 2, . . .
Then from (12) it follows that
(15)
∑
i∈Ik
hibi + h
′
ik
bik + h
′′
ik−1
(1− h′ik−1)bik−1 = δk, k = 1, 2, . . . ,
where h′i0 = h
′′
i0 = 0. Moreover, let ui := ai/bi, i ∈ I
′ := I \ ∪∞k=1(Ik ∪ {ik}), and
vi := (ai − bi)/bi, i ∈ K. Now, define the linear operator T : l1 → l1 by
Tx : =
∞∑
k=1
(
xjk +
∑
i∈Ik
hixi + h
′
ik
xik + h
′′
ik−1
(1− h′ik−1)xik−1
)
ejk
+
∞∑
k=1
∑
i∈Ik
(1− hi)xiei +
∞∑
k=1
(1− h′ik)(1− h
′′
ik
)xikeik
+
∑
i∈I′
uixiei +
∑
i∈K
(1 + vi)xiei, x = (xi)
∞
i=1 ∈ l1,(16)
where {ei}
∞
i=1 is the unit vector basis in l1.
Since 0 ≤ hi < 1, i ∈ Ik, 0 ≤ h
′
ik
, h′′ik < 1, k = 1, 2, . . . , 0 ≤ ui < 1, i ∈ I
′, 0 ≤ vi ≤ 1,
i ∈ K, then for every x = (xi)
∞
i=1 ∈ l1 we have
‖Tx‖l1 ≤
∑
i 6∈K
|xi|+
∑
i∈K
(1 + vi)|xi| ≤ 2‖x‖l1,
whence ‖T‖l1→l1 ≤ 2.
Further, if i 6= jk, k = 1, 2, . . . , then xi = 0 if and only if (Tx)i = 0. Moreover, from
(Tx)jk 6= 0 it follows that at least one of the following relations holds: xjk 6= 0, or xi 6= 0
for some i ∈ Ik, or xik 6= 0, or xik−1 6= 0. Since Ik1 ∩ Ik2 = ∅ if k1 6= k2, we conclude that
card{i : (Tx)i 6= 0} ≤ 3card{i : xi 6= 0},
and so ‖T‖l0→l0 ≤ 3. At last, from (13), (14) and (15) it follows that Tb = a.
Now, suppose that k0 < ∞. Then, as above, we construct sets Ik := {i ∈ I : lk ≤
i ≤ mk}, k < k0 (some of them may be empty), sequences {ij}j<k0 ⊂ I, {η
′
ij
}j<k0 and
{η′′ij}j<k0 such that I1 < i1 < I2 < i2 < · · · < Ik0−1 < ik0−1 and
(17)
∑
i∈Ik
ηi + η
′
ik
+ η′′ik−1 = δk, k < k0,
(18) η′ik + η
′′
ik
≤ bik − aik , k < k0,
where η′′ik = 0 provided that ik < jk+1, k < k0 − 1.
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If ik0−1 < jk0, we have
δk0−1 ≤
∑
i∈I,jk0−1<i<jk0
ηi,
and hence from (6) it follows that
(19)
∑
i∈I,i>jk0
ηi ≥ δk0 .
Otherwise, we have ik0−1 > jk0 . Then,
δk0−1 −
∑
i∈I,jk0−1<i<jk0
ηi =
∑
i∈I,jk0<i<ik0−1
ηi + η
′
ik0−1
.
Therefore, by (6), in this case we have∑
i∈I,i>jk0
ηi ≥ δk0 +
∑
i∈I,jk0<i<ik0−1
ηi + η
′
ik0−1
,
or
(20)
∑
i∈I,i>ik0−1
ηi + η
′′
ik0−1
≥ δk0 ,
because η′′ik0−1
= ηik0−1 − η
′
ik0−1
.
We set now Ik0 := {i ∈ I : i > jk0} (resp. Ik0 := {i ∈ I : i > ik0−1}) in the case
when (19) (resp. (20)) holds. Then, proceeding as above, we define the operator T with
required properties precisely as in (16) with the only difference that instead of infinite
sequences {Ik}
∞
k=1, {ik}
∞
k=1, {η
′
ik
}∞k=1 and {η
′′
ik
}∞k=1 we use the finite ones {Ik}
k0
k=1, {ik}
k0−1
k=1 ,
{η′ik}
k0−1
k=1 and {η
′′
ik
}k0−1k=1 . This completes the proof. 
Proof of Theorem 1. If a = (ai)
∞
i=1 ∈ Orb (b; l0, l1), then from Proposition 1 it follows
inequality (1) with C = ‖a‖Orb .
Before proving the converse, let us recall the definition of the dilation operators in
sequence spaces (see, for example, [6, Sec. II.8, p. 165]). Given m ∈ N, by σm and σ1/m
we set: if a = (an)
∞
n=1, then
σma = ((σma)n)
∞
n=1 =
(
a[m−1+n
m
]
)∞
n=1
=
( m︷ ︸︸ ︷
a1, a1, . . . , a1,
m︷ ︸︸ ︷
a2, a2, . . . , a2, . . .
)
and
σ1/ma =
(
(σ1/ma)n
)∞
n=1
=
( 1
m
nm∑
k=(n−1)m+1
ak
)∞
n=1
.
It is easy to check that σm and σ1/m, m ∈ N, are homomorphisms of the groups l0 and l1,
‖σm‖l0→l0 = ‖σm‖l1→l1 = m, ‖σ1/m‖l0→l0 = ‖σ1/m‖l1→l1 = 1/m.
Assume first that C > 1. Then, one can easily check that, by the definition of σm,
C
∞∑
i=[k/C]
b∗i ≤
∞∑
i=k
(σ3([C]+1)b)
∗
i , k = 1, 2, . . .
Combining this inequality with (1), we get
∞∑
i=k
a∗i ≤
∞∑
i=k
(σ3([C]+1)b)
∗
i , k = 1, 2, . . .
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Hence, by Proposition 2, there exists a homomorphism Q′ : l1 → l1, ‖Q
′‖l1→l1 ≤ 2,
‖Q′‖l0→l0 ≤ 3, such that a = Q
′σ3([C]+1)b. Since for the homomorphism Q := Q
′σ3([C]+1),
we have ‖Q‖l1→l1 ≤ 6([C]+1) and ‖Q‖l0→l0 ≤ 9([C]+1), the proof is completed if C > 1.
Let now C ≤ 1. Then, we have
C
∞∑
i=[k/C]
b∗i ≤
∞∑
i=k
(σ[C−1]−1b)
∗
i , k = 1, 2, . . .
Therefore, from (1) it follows that
∞∑
i=k
a∗i ≤
∞∑
i=k
(σ[C−1]−1b)
∗
i , k = 1, 2, . . .
Reasoning as in the case C > 1, we get that a = Qb for some homomorphism Q of the
pair (l0, l1) such that ‖Q‖l1→l1 ≤ 2[C
−1]−1 and ‖Q‖l0→l0 ≤ 3[C
−1]−1. Thus, the theorem
is proved. 
Corollary 1 is an immediate consequence of Theorem 1, the definition of the E-orbit,
and formula (2).
Proof of Corollary 2. Let b = (bi)
∞
i=1 ∈ l1. The embedding
Orb (b; l0, l1) ⊂ K −Orb (b; l0, l1)
with constant 1 follows immediately from the definitions. Therefore, it is left to prove the
opposite embedding.
It is well known (see e.g. [3, Lemma 7.1.3]) that for every pair of quasi-normed groups
(X0, X1) and arbitrary x ∈ X0 +X1 we have
E∗(t, x;X0, X1) = sup
s>0
s−1(K(s, x;X0, X1)− t),
where E∗(t, x;X0, X1) is the greatest convex minorant of E(t, x;X0, X1), and also that for
each γ ∈ (0, 1)
E∗(t, x;X0, X1) ≤ E(t, x;X0, X1) ≤ (1− γ)
−1E∗(γt, x;X0, X1), t > 0.
Assuming now that x ∈ K−Orb (b; l0, l1), with C := ‖x‖K−Orb , and applying the above
inequalities for γ = 1/2, we get
E(2t, x; l0, l1) ≤ 2E
∗(t, x; l0, l1) = 2 sup
s>0
s−1(K(s, x; l0, l1)− t)
≤ 2C sup
s>0
s−1(K(s, b; l0, l1)− t/C) = 2CE
∗(t/C, b; l0, l1)
≤ 2CE(t/C, b; l0, l1), t > 0.
Hence,
∞∑
i=k
x∗i ≤ 2C
∞∑
i=[k/(2C)]
b∗i , k = 1, 2, . . .
By Theorem 1, this implies that x ∈ Orb (b; l0, l1) and ‖x‖Orb ≤ 9([2C] + 1) if C > 1/2
and ‖x‖Orb ≤ 3[(2C)
−1]−1 if C ≤ 1/2. 
Proof of Corollary 3. Let first X be a r.i. sequence group such that l0 ⊂ X ⊂ l1 and from
the inequality
(21) K(t, x; l0, l1) ≤ C
′K(t, b; l0, l1), t > 0,
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where C ′ is a constant, and b ∈ X it follows that x ∈ X and ‖x‖X ≤ C‖b‖X , where C > 0
does not depend on x and b.
If T is a bounded operator in l0 and l1, then for b ∈ X we have
K(t, T b; l0, l1) ≤ ‖T‖(l0,l1)K(t, b; l0, l1), t > 0.
Hence, from the hypothesis it follows that Tb ∈ X and ‖Tb‖X ≤ C‖b‖X , with some
constant C independent of b. Thus, T is bounded in X , and, as a result, X is an
interpolation group with respect to the pair (l0, l1).
For the converse, suppose that X is an interpolation group with respect to the pair
(l0, l1). Let x ∈ l1 and b ∈ X satisfy inequality (21). This means that x ∈ K−Orb (b; l0, l1).
Consequently, by Corollary 2, we have x ∈ Orb (b, l0, l1). Then, from the definition of
Orb (b, l0, l1) it follows that x = Tb for some homomorphism T of the pair (l0, l1). By the
interpolation hypothesis, we have T : X → X , whence x ∈ X and ‖x‖X ≤ C‖b‖X , where
C > 0 does not depend on x and b. 
Remark 1. The following characterization of interpolation groups with respect to the pair
(l0, l1) is an immediate consequence of Corollary 1:
Let X be a r.i. sequence group such that l0 ⊂ X ⊂ l1. Then, X is an interpolation
group with respect to the pair (l0, l1) if and only if from the inequality
E(t, x; l0, l1) ≤ E(t, b; l0, l1), t > 0,
and b ∈ X it follows that x ∈ X and ‖x‖X ≤ C‖b‖X , where C > 0 depends only on X.
Recall that by the E-functional can be constructed the E-method of interpolation, which
is close to the real interpolation method based on using the K-functional (see [4, Sec. 4.2]).
From the above result, in particular, it follows that, for every parameter of the E-method
Ψ, the space EΨ(l0, l1) (see [4, Definitions 4.2.18 and 4.2.19]) is an interpolation group
with respect to the pair (l0, l1) (see Section 3 for concrete examples of such groups). Un-
fortunately, the K-divisibility, playing a key role in a description of interpolation spaces
with respect to K-monotone Banach pairs [4, Sec. 3.2], is not longer true in the case of
pairs of quasi-normed Abelian groups [4, Example 3.2.11], and this does not allow to de-
scribe all interpolation groups with respect to a K-monotone pair in the above way (as in
the Banach case). However, the following weak version of the K-divisibility for a pair of
quasi-normed Abelian groups still holds [4, Theorem 3.2.12]:
Let (X0, X1) be a pair of quasi-normed Abelian groups, x ∈ X0 + X1, and let ϕk,
k = 1, 2, . . . , N , be non-negative continuous concave functions on [0,∞) such that
K(t, x;X0, X1) ≤
N∑
k=1
ϕk(t), t > 0.
Then, there are xk ∈ X0 +X1, k = 1, 2, . . . , N , such that
x =
N∑
k=1
xk and K(t, xk;X0, X1) ≤ γϕk(t), t > 0, k = 1, 2, . . . , N,
where γ depends only on (X0, X1) and N .
3. Groups of Marcinkkiewicz type interpolation with respect to (l0, l1)
Let (αk)
∞
k=1 be an increasing sequence of positive numbers such that for some constants
R1 and R2 we have
(22) α2k ≤ R1αk, k = 1, 2, . . . ,
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and
(23)
∞∑
i=k
α−1i ≤ R2kα
−1
k , k = 1, 2, . . .
Denote by Mα the set of all sequences x = (xk)
∞
k=1 such that
‖x‖α := sup
k=1,2,...
αkx
∗
k <∞.
To prove that this functional defines a r.i. quasi-norm on Mα, it suffices to check that for
every x, y ∈Mα we have
(24) ‖x+ y‖α ≤ R
2
1(‖x‖α + ‖y‖α).
Indeed, by [2, Proposition 2.1.7],
(x+ y)∗i ≤ x
∗
[i/2] + y
∗
[i/2], i = 2, 3, . . .
Hence, for all i = 2, 3, . . . from (22) it follows that
αi(x+ y)
∗
i ≤ αix
∗
[i/2] + αiy
∗
[i/2] ≤ sup
i=2,3,...
αi
α[i/2]
(‖x‖α + ‖y‖α) ≤ R
2
1(‖x‖α + ‖y‖α).
Combining this together the obvious inequality (x + y)∗1 ≤ x
∗
1 + y
∗
1, we see that (24) is
established. Thus, Mα is a r.i. sequence group.
Let us prove that Mα is an interpolation group with respect to the pair (l0, l1). To this
end, according to Remark 1, it suffices to show that
(25) R−21 R
−1
2 ‖x‖α ≤ sup
k=1,2,...
β−1k
∞∑
i=k
x∗i ≤ ‖x‖α,
where βk :=
∑∞
i=k α
−1
i , k = 1, 2, . . . .
First, from the inequality x∗i ≤ ‖x‖αα
−1
i , i = 1, 2, . . . , it follows
∞∑
i=k
x∗i ≤ ‖x‖α
∞∑
i=k
α−1i ≤ βk‖x‖α,
which implies the right-hand side of inequality (25).
Let now C := supk=1,2,... β
−1
k
∑∞
i=k x
∗
i < ∞. Since the sequence (αk)
∞
k=1 increases, by
(23), we have for k = 1, 2, . . .
kx∗2k ≤
∞∑
i=k
x∗i ≤ Cβk ≤ CR2kα
−1
k ,
whence αkx
∗
2k ≤ CR2, k = 1, 2, . . . . Therefore, applying (23) once more, for i = 2, 3, . . .
we get
αix
∗
i ≤ sup
k=2,3,...
αk
α[k/2]
α[i/2]x
∗
2[i/2] ≤ CR
2
1R2.
Combining this with the obvious inequality α1x
∗
1 ≤ CR2, we conclude that ‖x‖α ≤
CR21R2, and thus the left-hand side of (25) is proved.
Let 0 < p < 1. Then, αk = k
1/p, k = 1, 2, . . . , clearly, satisfy conditions (22) and (23).
Therefore, the set Mp of all sequences x = (xk)
∞
k=1 such that
‖x‖p := sup
k=1,2,...
k1/px∗k <∞
is an interpolation r.i. group with respect to the pair (l0, l1).
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