Purpose -In this work we address error-controlled adaptive finite element method for thin and thick plates. We present a procedure for determining the most suitable plate model (among available hierarchical plate models) for each particular finite element of the selected mesh, that is provided as the final output of the mesh adaptivity procedure. Design/methodology/approach -The model adaptivity procedure can be seen as an appropriate extension to model adaptivity for linear elastic plates of so-called equilibrated boundary traction approach error estimates, previously proposed for 2D/3D linear elasticity. Model error indicator is based on a posteriori element-wise computation of improved (continuous) equilibrated boundary stress resultants, and on a set of hierarchical plate models. We illustrate the details of proposed model adaptivity procedure for choosing between two most frequently 1 used plate models: the one of Kirchhoff and the other of ReissnerMindlin. The implementation details are provided for a particular case of the discrete Kirchhoff quadrilateral (DKQ) 4-node plate finite element and the corresponding Reissner-Mindlin quadrilateral (RMQ) with the same number of nodes. The key feature for those elements that they both provide the same quality of the discretization space (and thus the same discretization error) is the one which justifies uncoupling of the proposed model adaptivity from the mesh adaptivity. Findings -Several numerical examples are presented in order to illustrate a very satisfying performance of the proposed methodology in guiding the final choice of the optimal model and mesh in analysis of complex plate structures. Originality/value -Confirms that one can make an automatic selection of the most appropriate plate model for thin and thick plates on the basis of proposed model adaptivity procedure.
Introduction
Analysis of plate structure with complex shape, loading and boundary conditions is one of the most frequently encountered problems in structural engineering practice. A problem of selecting the most suitable computational model for a particular plate structure, which is the topic of this work, has therefore interesting practical aspects. If successfully solved, it can lead to an efficient and accurate plate analysis, which is of great practical interest. Since plate structures are often combined with frame and other skeletal structures, for which one can develop by far the most efficient finite element analysis by exploiting one dimensional form of the governing model and the superconvergence properties of the corresponding finite element method (e.g. see [29] or [14] ), the solution of the above mentioned problem would clearly have a very practical value.
Adaptive modelling in structural analysis has the goal to produce the most suitable computational model for a particular structural component or its part. The computational model suitability is measured in terms of two errors, which normally occur in the finite element modelling: the discretization error and the modelling error. Since adaptive modelling relies on both dis-cretization and modelling error, in order to drive the adaptive process of computational modelling, the best possible estimate of both errors is of crucial importance for its success. The discretization error comes as a consequence of a chosen finite element discretization of a particular solid/structural mathematical model. In simple words: it measures how close the discretized finite element solution is to the exact solution of governing equations of the underlying mathematical model. The modelling error is related to the suitability of mathematical model itself. In plate problems it arises because we usually model a plate with simplified two-dimensional (2D) models (i.e. Kirchhoff or Reissner-Mindlin), which are approximations of the three-dimensional (3D) solid model. Among other reasons, such simplifications are of interest due to the computational savings (through dimensional reduction) and higher computational robustness of 2D plate models with respect to 3D model in the case of plate problems.
To produce an efficient computational model we thus have to control both the discretization and the modelling error. The discretization error is controlled by suitable meshing of the domain that is usually called mesh or h-adaptivity. Many error estimators and corresponding mesh adaptivity procedures are available (see e.g. [4] , [22] and [30] , and e.g. [18] for plates). On the other hand, not many procedures are suitable for the modelling error control. It has been shown recently e.g. by [25] , [21] , [26] , [23] , [27] that modelling error for 2D/3D linear elasticity can be controlled by so-called equilibrated boundary traction approach to error estimation. Our departure point is the assumption that a family of hierarchic plate models is provided, and the adaptive analysis starts with the simplest possible model. From a posteriori computations, that include higher model in the hierarchy suitable model error indicator is obtained. The regions where more refined model should be used can be then identified.
In this work we focus upon the development of model adaptivity procedure for plates. We assume that mesh and model adaptivity can be treated separately; ideally, the model adaptivity procedure should start from the final output of the mesh adaptivity, which would distribute evenly the discretization error throughout the mesh. The presented procedure can be seen as an application of equilibrated boundary traction approach to error estimation to model adaptivity for plates. It can select automatically which particular model (from a set of available hierarchic plate models) is the most suitable for any finite element of the chosen mesh. We address in detail a particular case of two low-order models, i.e Kirchhoff and Reissner-Mindlin ones. We note that the procedure developed for these two models (we will call it KRM procedure) has very similar form to the procedure that would include higher hierarchic models, i.e. so-called (1,1,2), (3,3,4) or "zig-zag" plate models that take into account through-the-thickness stretching and nonlinear distribution of displacements through the plate thickness (see e.g. [3] and [9] for those models). The chosen elements are quadrilaterals; i.e discrete Kirchhoff quadrilateral (DKQ) and the corresponding Reissner-Mindlin quadrilateral (RMQ). They have the ability to provide approximately the same order of the discretization error for bending moments, leaving the only difference in the shear part of the error norm, which justifies uncoupling of model and mesh adaptivity.
It is obvious that the main reason for using the model adaptivity procedure that chooses between the DKQ and the RMQ elements is not an increase of efficiency; the DKQ allows only slight computational savings with respect to the RMQ, and one may simply use the RMQ throughout the mesh. However, there are several aspects to such a procedure that deserve attention: (i) as already mentioned above, the KRM procedure can be easily modified to the one that includes higher-order plate models with much more significant savings, (ii) the DKQ elements are robust and very often used as the standard for commercial codes (e.g. SAP2000 [28] ) and mesh adaptivity performed with the DKQ elements is easier to handle then by using the RMQ elements (e.g. see [18] ), (iii) from the theoretical point of view the KRM procedure can be used to locate regions in plate where shear is of importance.
The outline of the paper is as follows. In Section 2 we present plate finite elements that are used in what follows (see also [13] ); they have an exceptional feature of sharing the same order of interpolation for displacement and bending strains. In the same section, we briefly comment on the possible manners of choosing an optimal finite element mesh applicable to any of these models. In Section 3 we discuss how to test any of the plate element of the chosen mesh in order to choose between the Kirchhoff and the Reissner-Mindlin model. In Section 4 we present a number of numerical examples illustrating the proposed procedure satisfying performance. Closing remarks are stated in Section 5.
Thick and thin plate finite element models
In this section we briefly present finite elements that will be further used in model adaptivity procedure.
Theoretical formulation
We model a plate as a 2D body occupying a domain Ω in the x 1 x 2 plane. The weak form of the boundary value problem for the Reissner-Mindlin plate model is given as (e.g. see [6] or [5] )
where w denotes displacement field in x 3 direction, θ m is rotation field (of plate normals) in the direction of x m coordinate, f is a surface loading acting on the plate in x 3 direction, and(·) is virtual quantity that corresponds to (·). The curvature tensor κ ij can be expressed by rotations β i as
In (2.1), γ i are shear strain components
and C B ijkl and C S ij are components of bending and shear elastic constitutive tensor, respectively. The Kirchhoff plate model would eliminate shear strains, γ i = 0, thus introducing a new definition of the curvature tensor
The discrete formulation, which corresponds to (2.1), is
where the following mappings are defined
In (2.8) t is plate thickness, E is Young's modulus and ν is Poisson's ratio. The shear correction factor c is usually set to 5/6 (see [5] or [7] ). Superscript h in (2.5) is the mesh parameter, which is usually used to denote the quantities in the discrete approximation.
In what follows we will restrict ourselves to quadrilateral plate elements. The discretized domain Ω h is represented by a finite element mesh of plate elements,
e=1 Ω e , where n el is the number of elements in the mesh. The geometry of an element is defined by the bilinear mapping ξ ∈ →
where ∈ [−1, +1] × [−1, +1], x I are coordinates of a finite element node I, and
Reissner-Mindlin quadrilateral (RMQ) plate element
Interpolation of the rotation field is based on quadratic polynomials (see Figure 1 and [12] for details)
where
L 5 6 7 8 J 1 2 3 4 K 2 3 4 1 (2.12) and
Location of rotations θ I and ∆θ JK is illustrated in Figure 1 . Displacement field is interpolated by cubic polynomials
Interpolation of bending strains follows from (2.6) and (2.11)
L n JK ∆θ JK (2.14)
; ξ 1 = ξ; ξ 2 = η is used. We further choose a bilinear distribution for the assumed shear strain in the form
where nodal shear strains γ I are consistent with the constant shear strain distribution along each edge. For a node I we have
I 1 2 3 4 J 4 1 2 3 K 2 3 4 1 (2.16)
Notation for strains can be further simplified by using The element stiffness matrix can be computed on the node to node basis as
Both bending and shear strains have been taken into account. The presented plate element has 8 nodes and 16 dofs, 3 per each vertex node and 1 hierarchic rotation ∆θ IJ at each mid-side node. Remark: Reissner-Mindlin plate with only 3 dofs per node and incompatible internal dofs can be developed by using the method of incompatible modes and by eliminating the relative rotations at the element level (see [13] ).
Discrete Kirchhoff quadrilateral (DKQ) plate element
On the basis of Reissner-Mindlin quadrilateral of the preceding section one can derive the DKQ element. If we impose a constraint that the shear strain vanishes along all element edges (see [12] for details), we can express the hierarchical rotations as
The discrete approximation (2.11) can then be written as
and the explicit form of the discrete approximation of the displacement field (2.2) reads
The displacement and rotation finite element interpolations (2.19) and (2.20) will make nodal shear strains (2.16) equal to zero. Due to (2.15), the shear strain discrete approximation is zero throughout the whole element domain. The element stiffness matrix and load vector for such a plate element can be computed on the node to node basis as
B I follows from (2.14) and (2.18) and N I follows from (2.20). Note, that this 4 node quadrilateral element has only 3 dofs per node.
Discretization error and mesh adaptivity
In order to control the mesh density through the mesh adaptivity one has to estimate the discretization error. Since the main interest of the plate finite element analysis are stress resultants, the a posteriori discretization error can be estimated by the energy norm that uses the difference between the "true" and the finite element (FE) stress resultants. The "true" ones are obviously not known, but one can produce their estimate by improving the computed values of FE stress resultants. This can be achieved by smoothing the FE stress resultants across the whole mesh, looking for the best possible fit of smoothed solution in the least square sense to the FE solution. 
The corresponding smooth field can be obtained over each element by using the standard bilinear shape functions N I (ξ) and unknown nodal values a I ,
The least squares fit results in 1 2
The last two equations allow us to write
e=1 denotes finite element assembly procedure, nint is number of element integration points, w G are weights of integration points, and j is Jacobian of transformation → Ω e . Different proposals are made in literature in order to reduce the computational cost of this global problem for computing the smooth approximation. For example, one can use it only at the level on a single element (e.g. [11] ), or at the level of a patch of elements surrounding a particular node (e.g. [30] ), or yet at the global level but using only diagonal form of matrix M to make the computation more efficient (e.g. [29] ).
The discretization error can be estimated by the energy norm. For the DKQ it can be based on the difference between the improved moments m * and the moments m = C B κ h available from the proceeding FE computation
For the RMQ other strategies can be applied that take into account also the influence of boundary layers, see e.g. [18] . Integral over the whole domain (2.22) can be decomposed into element integrals and the total error estimator can be expressed as the sum of element error estimators This information can be used to obtain each element contribution to the total discretization error, as well as to estimate the need to refine the mesh. In order to construct optimal mesh with uniform distribution of discretization error, one needs to relate element size with the discretization error.
Typical element size h e can be defined as
where A e is element area. From the a priori analysis of discretization error we get (see [29] ) the following relation where p stands for the polynomial order of used interpolation and C is size independent constant. The aim is to construct a mesh with N e elements and a uniform distribution of discretization error with its total value e ≈ T OL. Following (2.23) the element discretization error should then be
Desired element size can thus be determined from (2.24) as
Since the estimate of discretization error e e for a element of size h e is known, the value of constant can be deduced from it
Estimated new size of the element is theñ
Based on obtained estimate of element size distribution the new mesh is automatically generated. Mesh refinement is repeated until the desired accuracy is met.
Model adaptivity for plates
To locate regions of the domain where the chosen mathematical model (usually the simplest one in a set of available hierarchic models) no longer performs well, one has to provide an estimate of model performance. Ideally, such an estimate for the chosen model should follow from the comparison with the best possible mathematical model (which is often the 2D/3D solid model). However, the best model estimate is in general not feasible, since it remains prohibitively expensive or simply inaccessible. Thus, for the practical model error estimation, it is sufficient to compare the chosen model with the one which is known to perform better; the latter will be called the enhanced model. In principle, two global computations would be required to compare two different mathematical models: the chosen against the enhanced one. However, the computations with the enhanced model is usually simplified in trying to estimate the true stress state. This is made possible by extracting a portion of the domain, reducing the computation to a single finite element based on the enhanced model, applying the loading on its edges according to the true stress state estimate, computing the local enhanced solution and comparing it to the original solution obtained by the chosen model. This is of course possible only in principle, since the true stress state is unknown. However, its approximation can be obtained by improving the FE solution obtained with the chosen model to be best-possible approximation of the true stress state. This is done as follows: the FE solution for any stress component (which is discontinuous between the elements) is improved to be continuous in order to approximate the true stress state, which is continuous (unless there is plate thickness, loading or material discontinuity). In accordance with the best-possible approximation of the true stress state, the edge loading (so-called boundary traction) for each finite element of the mesh is computed. That loading is further used in computation of local (elementwise) Neumann problems based on the enhanced model. Comparison of two mathematical models can be thus achieved by one global and a set of local computations.
In the case of plate, the above described procedure implies the need for a hierarchic family of plate models, which should be established by means of plate model comparison with the 3D solid model (e.g. see [4] ). To construct the boundary stress resultants (which are plate counterparts of solid boundary traction) we follow the procedure outlined e.g in [15] , [16] , [25] , [21] for 3D elasticity. The local problem that needs to be solved (to get a model error indicator/estimator) deals with single plate element, which is floating structure, loaded on the surface and along its edges in such a way that the loads are self-equilibrated. We can thus speak about the model adaptivity procedure for plates that is based on equilibrated boundary stress resultants.
Construction of equilibrated boundary tractions for 2D/3D solid
The idea of equilibrated boundary traction (edge loading) comes from the observation that the finite element equilibrium equation for a single element can be written as
where f ext,e , r e and f int,e are nodal values of external, residual and internal forces, respectively. The later are proportional to the stiffness matrix K e and the nodal displacements d e , so that (3.1) becomes:
Residual forces can be seen as the action of the surrounding elements. The goal is to find such boundary traction forces that exactly replace the residual forces and are continuous across element boundaries. We thus seek for boundary traction t e Γ acting on an edge Γ (Γ ⊂ ∂Ωe, where ∂Ωe denotes element boundary), which will replace (in an energy manner) the action of residual nodal forces and reflect the continuity of the stress field. We can write
the same edge Γ. We note that the condition in (3.3) follows from t e Γ = σn e and n e = −n e , where n is normal to the edge Γ and σ is continuous stress tensor.
We further express the nodal value of the element residual force r In order to get further insight into the procedure for computation of r e I,Γ , we inspect a patch of four 2D elements surrounding node I of the FE mesh (see Figure 2) . . Since all the unknowns refer only to node I of the FE mesh, the system is independent from other nodes. One thus obtains a local (patch-wise) problem; a global system is actually a composition of independent patch-wise systems. If local system (3.6) is solved for each node of the FE mesh, we obtain r e k I,Γ , for all elements of the mesh (e k = e = 1, . . . , n el ), all element edges (Γ = 1, . . . n Γ ) and all element nodes (I = 1, . . . n en ).
If r e I,Γ are known, the boundary traction can be defined for each element as follows. We introduce parametrization of k-th component of the boundary traction t e Γ (let Γ be element edge between element nodes I and J) as
where ψ We can now insert the above parameterizations into (3.5) and express residuals at nodes I and J with respect to the boundary traction on edge Γ (that spans between I and J). The result can be written in a compact form as:
where p
. . n dim T , and n dim is vector dimension. By solving (3.9) for every element edge Γ, we obtain parameters p
, which define element boundary traction t e Γ through (3.7). It is suggested in the literature (e.g. [1] , [21] ) that shape functions ψ This makes the bookkeeping for the computations much easier. However, our experience is that the form of boundary traction obtained in this way is very specific and it does not represent well the stress field. We also note that the specific choice of parametrization (3.10) is not necessary, since local patch-wise computation can be performed, see (3.6).
Regularization of local system in (3.6)
The solution of local system of equations (3.6) is not unique, unless we impose an adequate additional regularization. The latter can be derived in accordance with the estimate of the true stress state with the continuous boundary traction across the element interfaces. However, the true stress state is not known, but only its (discontinuous) element-wise approximations σ e F E . Continuous stresses at the edge Γ denoted as σ 0 | Γ follow from the smooth stress recovery which may be coupled with previous mesh adaptivity procedure. Boundary traction forces resulting from a such stresses σ 0 | Γ are obtained by the use of the Cauchy principle t 0,e Γ = σ 0 | Γ n e . It is now possible to calculate the effect of this edge loading on neighboring nodes by using (3.5) The notation < · > implies averaging. The < r e,0 I,Γ > thus represent averaged boundary traction on Γ (evaluated from FE solution) 'projected' to node I.
If we want to summarize, the element-wise boundary traction are computed from FE solution (based on chosen mathematical model) in two steps: (i) by solutions of patch-wise problems in (3.14) and (3.13) to obtain r e I,Γ ; (ii) by solutions of element-wise problems (3.9) to compute nodal values p I k of boundary tractions (3.7).
Equilibrated stress resultants for the DKQ element
In order to find equilibrated stress resultants for the DKQ element, we start with interpolations for displacement and rotations. The variation of displacement along the edge Γ, which spans between element nodes I and J, is defined by:
where parameter ∆θ IJ can be expressed in terms of nodal displacements and rotations of neighboring nodes as ∆θ =
Variation of rotations vector along the same edge can then be written as
The functions ϕ i are
In accordance with (3.15), (3.16) and notation used in (3.8), one can write the interpolation functions on the edge Γ (between nodes I and J) according to where l = l IJ , n IJ = [n x , n y ], θ x = θ 1 and θ y = θ 2 . Note, that with respect to (3.8) and notation in previous section one has:
The boundary stress resultants for the DKQ plate element at the edge Γ will have three components
where q is the shear force along the edge defined in direction of x = x 3 , and m x , m y are the moments defined in the direction of x = x 1 and y = x 2 , respectively. We choose to parameterize them as
With respect to the notation introduced in (3.7), we note that Remark 1: The so-obtained DKQ boundary stress resultants are exact replacement of the nodal residuals of the DKQ solution. If used for elementwise computation with the DKQ elements, they should produce exactly the same results as the original global computation. This fact can be used to check correctness of the boundary stress resultant computation.
Remark 2: Equilibrated stress resultants for the RMQ element can be obtained in a very similar way as for the DKQ element. Functions N I m,n need to be found in accordance with the interpolations introduced in the previous section and used in (3.24).
Model error indicator for the DKQ element
Model error indicator for the DKQ element is obtained by comparing its results with the ones obtained by an element based on more refined plate model (e.g. RMQ). As shown above, the later results can be obtained by element-wise computation with the DKQ boundary stress resultants applied as external edge loading. Thus, a Neumann-type problem has to be solved for each element of the mesh.
An element with only Neumman boundary conditions is essentially a floating structure, and one thus ought to eliminate the rigid body modes to get a unique result. This can be done simply by using the element geometry, as shown in [24] . A rigid body displacement d e R of an element is a linear combination of all its rigid body modes
where α is a vector of amplitudes that correspond to rigid body modes, and D e is a matrix containing the rigid body modes of the element (arranged column-wise). Since the element stiffness matrix K e is singular due to the rigid body modes contribution, one can form a modified nonsingular stiffness matrix K e by adding a product
The inversion of K e is possible and solution d e ('rigid-body-polluted' element nodal displacements/rotations) can be obtained. Since the matrix D e D eT projects onto the space spanned by rigid body modes, we have
where d e are real nodal displacements/rotations. As we are interested only in stress resultants, such a 'pollution' is not critical due to the following property K e d e R = 0. Having defined the stress resultants for the RMQ, the RMQ deformation energy can be calculated, by taking into account the corresponding bending and shear deformations T . Since DKQ and RMQ plate elements predict very similar values for moments and the DKQ assumes zero shear strains, the shear deformation energy E RM, S e of RMQ can be used to determine how well the DKQ plate model performs in a given situation. If shear strain contribution is low enough, the DKQ could be considered as a sufficiently good model, otherwise it should be replaced by a more suitable element based on Reissner-Mindlin model (i.e. by the RMQ). A fairly reasonable choice for a model error indicator η M e we use herein is therefore the ratio of the energy norm of the shear difference between the RMQ and the DKQ element to the total energy of the RMQ element. Due to the zero shear strain assumption in the DKQ, and similar prediction for moments of both elements, one can define the model error indicator as η
This indicator is used below in all numerical examples.
Numerical examples
We present in this section results of numerical examples, which were chosen to illustrate performance of the proposed approach to adaptive modelling of plates. We do not elaborate on the mesh adaptivity for controlling the discretization error, since this has been extensively covered in the literature (e.g., see [22] , [17] , [29] , [10] ). However, the departure point for the present model adaptivity procedure should be an optimally adapted FE mesh, with the discretization error uniformly distributed and placed within a predefined limit. We note that the plate elements in such an automatically generated mesh of quadrilaterals, which takes into account predefined element size distribution, can be quite distorted. For this reason we also present examples where the influence of mesh distortion on the chosen model error indicator is studied.
Sensitivity of model error indicator on mesh distortion
4.1.1 Simply supported square plate
Problem of simply supported (SSSS) square plate under uniform loading is used to test the sensitivity of model error indicator on mesh distortion; as well as to compare those effects for thin and thick plate situations. The material is linear elastic and isotropic, with Young's modulus E = 10.92 and Poisson's ratio ν = 0.3. The side length is a = 10. Two values for the plate thickness t = 0.1 (thin) and t = 1 (thick) are selected. Due to the symmetry, only one quarter of the plate (the lower left one) is chosen for the numerical analysis.
The model error indicator (3.27) is computed for each DKQ element of the mesh. This value is then compared with the corresponding analytical (reference) value, which can be for this simple problem obtained by using analytical (series) solution for Mindlin plates, see e.g. [19] , [8] . In Figure 3 , we show the comparison of two structured (regular) meshes with the same number of elements for the case of thick plate. The meshes differ in discretization error, which is lower for the second mesh that is more refined towards the outer edges. It can be observed that the computed model error indicator is very close to the reference one, except for the corner element. This is due to the fact that the equilibration is not possible to carry out at the corner node. We thus obtain as a consequence that the estimated boundary stress resultants for the corner element are not as good as for the inner elements.
To estimate the effect of mesh distortion, the model error indicator (3.27) is computed (for the case of thick plate) with two distorted meshes. The first mesh is obtained by adaptive mesh refinement with 5% tolerance in discretization error. The second one is derived from the mesh shown in Figure 3 by a parametrical displacement of the nodes. The results are presented in Figure 4 . Again, comparison is made with the analytical (reference) solution. We note that the performance of model error indicator is slightly better for parametrical distortion of the mesh. One may conclude from the results shown in Figure 4 that the model error indicator is slightly (but not severely) influenced by mesh distortion.
We repeat the above mentioned comparison also for the case of thin plate. The result are shown in Figure 5 The second problem we study is a square plate with two opposite edges simply supported and two other edges free (SFSF). It has been chosen to test the ability of the proposed procedure to detect boundary layer effect, which is most prominent along the free edges, see [2] . The width of the boundary layer is proportional to the thickness of the plate, and it is most pronounced for the transverse shear component, which varies as 1/t. The geometry and material parameters are the same as in the first example. Due to the symmetry, only one quarter of the plate (the lower left one) is used in the analysis; the boundary conditions are imposed as follows: the left edge in simply supported, the lower one is free, and the right and the upper ones take into account symmetry.
Since the boundary layer effect is intrinsic to the Reissner-Mindlin theory, the DKQ can not detect it. In the present procedure the equilibrated boundary stress resultants are derived from the DKQ solution and subsequently applied to the RMQ in order to evaluate model error indicator. It is Figure 7 indicates that the procedure is able to detect a region with increased shear deformation energy (along the left edge) but is not very successful to detect the boundary layer (along the lower free edge), which is clearly observable in the reference (analytical) solution.
Comparison with the analytical solution shows (see Figures 7, 8, 9 and 10) that the sensitivity of model error indicator is of the same range as in the case of SSSS plate. Figure 11 . The indicator identified several regions where the model error was high. The limit of 15% model error was chosen to determine the elements of the mesh, where the RMQ should be used instead of the DKQ. Those elements are colored dark grey in Figures 12-14 (b) . Finally, the computation with both the DKQ (light grey in Figures 12-14 (b) ) and the RMQ elements (dark grey in Figures 12-14 (b) ), used at different regions of the plate, was performed. Kinematic coupling of elements based on different models was considered, i.e. the hierarchic rotation ∆θ of the RMQ was restrained on edges where the RMQ elements were adjacent to the DKQ elements in order to account for zero transverse shear modelling along those edges. The comparison of stress resultants evaluated with the DKQ elements ( Figures 12-14 (a) ), with the RMQ elements ( Figures 12-14 (c) ) and with both the DKQ and the RMQ elements ( Figures 12-14 (d) ) is shown. It can be seen that the RMQ based computation and the mixed DKQ-RMQ based computation produce almost identical results; on the other hand, the results are not equal to those obtained by using only DKQ elements. Therefore, the comparison of these different results (and especially close agreement between the DKQ-RMQ and the RMQ computations), clearly indicates that the adaptive procedure of this kind performs successfully. One can hope for the same trend when applying the same procedure to higher order plate models, where a significant computational savings could also be obtained in 
Adaptive analysis of Morley's skew plate
Adaptive model analysis of Morley's 30
• skew plate (see [20] ) with thickness t = 1, side length a = 10, simple supports on all sides, and unit uniform pressure is performed in this example. The plate is built of linear elastic isotropic material, with Young's modulus E = 10.92 and Poisson's ratio ν = 0.3. The most interesting feature of the solution to this problem concerns two singular points at the two obtuse corners of the plate, which strongly influence the quality of the computed results (e.g. see [13] ). The chosen FE The computation started with the analysis by using DKQ elements. The model error indicator (3.27) was further computed, see Figure 15 . It can be seen from Figure 15 that the error was increased near the sides and in the vicinity of the obtuse corners. Again, the limit of 15% model error was chosen to determine the elements of the mesh, where the RMQ should be used instead of the DKQ; all such elements are colored dark grey in (b) part of Figures 16 and 17 . Finally, the computation with both the DKQ (light grey in Figures 16(b) and 17(b) ) and the RMQ elements (dark grey in Figures 16-17 (b) ), used at different regions of the plate, was performed. It can be seen in Figure 16 that in this case the difference in results for moments between all three computational models is negligible. The difference however still shows in the results for the shear force, which are presented in Figure 18 .
Conclusions
We have presented a detailed development for plate model adaptivity procedure capable of selecting automatically the best suitable plate finite element between the two plate models, the first for thin Kirchhoff plate and the second for thick Reissner-Mindlin plate. The model adaptivity computation is carried out on the element basis, and it starts with the finite element mesh which is first passed through the standard mesh adaptivity procedure in order to achieve the acceptable discretization errors throughout the mesh. We addressed in detail the particular case of two low-order plate finite element models, represented with discrete Kirchhoff quadrilateral (DKQ) and Reissner-Mindlin quadrilateral (RMQ); but the same procedure would carry over to higher-order plate models that capture more accurately local 3D effects.
It is the key advantage of the presented approach to plate model adap- tivity to remain uncoupled with respect to the mesh adaptivity procedure employed to reduce the discretization error, and thus can be combined with any already available mesh adaptivity procedure to ensure the optimal overall accuracy. This advantage stems from the proposed special choice of the finite element interpolations for both RMQ and DKQ plate elements, which results with the same quality of the discrete approximation for bending moments.
Numerical examples illustrate clearly that the proposed procedure is capable of capturing any significant contribution of shear deformations. The case in point concerns the shear layers which typically occur for different kinds of boundary conditions. 
