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Abstract
We study a quantum process that can be considered as a quantum
analogue for the classical Markov process. We specifically construct a
version of these processes for free Fermions. For such free Fermionic
processes we calculate the entropy density. This can be done either
directly using Szego¨’s theorem for asymptotic densities of functions of
Toeplitz matrices, or through an extension of said theorem to rates of
functions, which we present in this article.
1 Introduction
Quantum channels describe the black box dynamics of small open
quantum systems, i.e. a quantum system evolving in contact with
an inaccessible environment. Technically, a channel is a completely
positive map, which maps an input density matrix into an output
density matrix. It corresponds to a one-shot random evolution of the
system. A classical channel is a stochastic matrix.
In this article, we consider the construction of a quantum process
associated to a channel, much like a stochastic matrix generates a
Markov process. Introducing in a quantum system multi-time cor-
relations that are compatible with a given channel is, however, much
more delicate than in the classical context. Such an amplification to
a process is not generally possible and, if possible, the process is not
unique. We focus on entropic properties of such processes, both for
determining extensions with minimal entropy and obtaining a measure
of randomness in the given channel.
The construction uses a generalization of matrix product states
which was introduced under the name of finitely correlated states,
1Current affiliation: Meteorologisches Institut, University of Hamburg
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see [1, 10]. While matrix product states prove to be a very useful class
of pure states on quantum spin chains [19, 17], suitable for studying
ground state properties, one needs to go beyond such states in the
context of channels due to the mixing of pure states by generic chan-
nels. In fact, even in the classical context, the class of processes we
consider includes hidden Markov processes.
In the study of the information carrying capacity of classical chan-
nels with memory, the entropy density of hidden Markov processes
also arises [23]. The entropy density of finitely correlated states is ex-
pected to play a role in the information capacity of quantum channels
with memory.
In this article, however, we consider a simpler problem and intro-
duce a construction of free Fermionic Markov processes compatible
with a free Fermionic channel. We show in particular that, instead of
through a direct calculation, the entropy density can also be obtained
as the asymptotic entropy production under the shift dynamics.
The structure of the article is as follows. In Section 2 we re-
view properties of classical Markov and hidden Markov processes. We
pay particular attention to a method to calculate the entropy den-
sity, based on a De L’Hoˆpital-like property of strongly subadditive
functions. In Section 3 we introduce the quantum version of hidden
Markov processes. In Section 4 we consider a free Fermionic version
of such processes. We then turn to the main result in Section 5. We
show that the De L’Hoˆpital-like property, which connects averages of
functions to their growth rates, can be extended to a much wider class
than the strongly subadditive functions. As the density matrices of
free Fermionic systems are basically Toeplitz matrices, this amounts
to an extension Szego¨’s theorem for averages of functions to rates.
2 The classical case
We first consider classical Markov and hidden Markov processes. Let
P be a stochastic matrix over a finite state space Ω = {1, 2, . . . , d}:
the entries of the d × d matrix P are non-negative and the row sums
are equal to 1. The entry Pω1ω2 specifies the jump probability from
state ω1 to state ω2 and hence P defines a stochastic dynamics in
discrete time. Generically P has a non-degenerate eigenvalue 1 and
so has its transpose PT. The Perron-Frobenius theorem asserts that
the absolute values of the eigenvalues are not larger than 1 and that
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the entries of the eigenvector of PT corresponding to the eigenvalue
1 can be chosen non-negative. A proper normalization provides us
therefore with a probability vector µ over Ω such that PTµ = µ. For
a generic P , µ is faithful and we have exponentially fast convergence
to the invariant measure: there exist C ≥ 0 and 0 ≤ γ < 1 such that
∥∥(PT)nν − µ∥∥
1
≤ Cγn, n ∈ N, ν probability vector. (1)
Moreover, P generates a natural stationary stochastic process by
assigning to a path (ω0, ω1, . . . , ωn) the probability〈
ω0, ω1, . . . , ωn
〉
[0,n]
= µω0Pω0 ω1Pω1 ω2 · · ·Pωn−1 ωn , ωj ∈ Ω, n = 0, 1, . . .
(2)
This is a one step Markov process: the probability for reaching the
state ωn at time n given the full history (ω0, ω1, . . . , ωn−1) is the same
as that for reaching ωn starting at time n− 1 at ωn−1.
The entropy production or rather the mean entropy of this Markov
chain is a natural way to quantify the randomness of P
h(P ) := lim
n→∞
1
n
H
(
〈 〉[0,n−1]
)
(3)
Here, H is the usual Shannon entropy of a probability vector. In fact,
in the event of multiple stationary measures for P the entropy also
depends on the chosen initial measure.
For strongly subadditive function, such as the Shannon entropy,
the following discrete version of De L’Hoˆpital’s rule can be proven[2,
15]:
lim
n→∞
1
n
H
(
〈 〉[0,n−1]
)
= lim
n→∞
(
H(〈 〉[0,n])− H(〈 〉[0,n−1])
)
. (4)
Using this equality a simple calculation shows that the entropy density
of the Markov process (2) is given by
h(P ) = 〈Htrans〉µ , (5)
where Htrans(ω) is the entropy of the conditional probabilities related
to the transition from ω to the next state:
Htrans(ω) = −
∑
σ
Pωσ logPωσ . (6)
This construction is however difficult to carry over to quantum
systems due to the prominent role of paths. The probabilistic nature
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of quantum mechanics and the non-uniqueness of the choice of basis
for the Hilbert space of the system make paths an unnatural concept
in quantum mechanics. A construction that is better suited for gener-
alization is based on positive maps. We consider stochastic matrices
with d rows and d2 columns. An observable on the discrete state space
Ω can be seen as a vector f ∈ Rd and we use the notation 1 for the
constant function 1, i.e. every entry of 1 is equal to 1.
Construction 1. Let P be a stochastic d × d matrix with invariant
measure µ and let Q be a d × d2 stochastic matrix that satisfies the
compatibility condition
Q (f ⊗ 1) = Q (1⊗ f) = P f, f ∈ Rd. (7)
Any such Q defines a stationary measure on the half-chain ×NΩ with
marginals
〈
fn
〉
= µ
(
Q
(
Q⊗ 1) · · ·
(
Q⊗ 1⊗ · · · ⊗ 1
)(
1⊗ fn
))
, fn ∈
n−1
⊗
0
R
d. (8)

The set of stochastic matrices Q obeying (7) is closed, convex and
non-empty. E.g. the Markov chain (2) is obtained by choosing
Q(f ⊗ g) = P (fg), f, g ∈ Rd, (9)
where fg is the entrywise product of f and g. For a general Q, the
measure (8) is a stationary hidden Markov process.
The mean entropy of a hidden Markov process can be computed
using a method due to Blackwell, see [9] and [6]. This computation
is based on the discrete version of De L’Hoˆpital’s rule for the mean
entropy given in Equation 4. The relation between the n and n−1 site
marginals of a hidden Markov process is given by a transfer matrix like
relation, as seen from (8). This allows to express the mean entropy as
an average of entropies of probability vectors over Ω
lim
n→∞
1
n
H
(
〈 〉n
)
=
∫
ϕ(dν)H′trans(ν). (10)
In this formula, ν is varies over the set of probability vectors over Ω
and ϕ is a measure on this set of probability vectors. The measure ϕ
is the unique stationary measure of a dynamical system on probability
vectors over Ω that is determined by Q.
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This formula bears some similarity to Eq. 5. The measure ϕ weighs
the possible past paths, much as the measure µ in Eq. 5 weighs the pos-
sible configuration at the previous time step. As the hidden Markov
process also has correlations with previous time steps, this weighting
term gets significantly more complicated. The entropy term H′trans(ν)
is an entropy function related to the transition from one state to the
next, much as the function Htrans(ν) in Eq. 6 is determined by the
transition probabilities Pωσ.
Numerical experiments suggest that among the extensions that sat-
isfy the compatibility condition (12), the Markov chain extension (9)
has the smallest entropy.
3 The quantum case
The natural quantum analogue of a stochastic matrix is a unity pre-
serving completely positive (CP) map Γ acting on the d-dimensional
complex matrices Md. Such maps send a pure state into a mixed
one and are therefore stochastic. Generically Γ has a non-degenerate
eigenvalue 1, the corresponding eigenvector of the transpose, mostly
called the dual, is a faithful density matrix ρ and exponentially fast
return to equilibrium holds: for any initial density matrix σ∥∥σ ◦ Γn − ρ∥∥
1
≤ Cγn, n ∈ N, σ density matrix. (11)
Unlike the classical case, where there is a trivial connection be-
tween stochastic matrices and Markov processes, there is no straight-
forward extension to a process. A first reason is that a general density
matrix admits many convex decompositions in pure states, a mixed
quantum state is not uniquely linked to an ensemble albeit that there
is a preferred decomposition, namely the spectral decomposition. A
second reason is that the map Γ not only mixes pure states but also
rotates them which prohibits a description in terms of paths.
This makes quantifying the randomness of a CP Γ not evident. At
least two proposals can be found in the literature: the minimal output
entropy [16] and the map entropy [24]. Here we propose an approach
in the spirit of Markov chains.
Construction 2. Let Γ : Md →Md be a unity preserving CP map
with invariant state ρ and let Λ be a unity preserving CP map from
Md ⊗Md to Md that satisfies the compatibility condition
Λ(X ⊗ 1) = Λ(1⊗X) = Γ(X), X ∈ Md. (12)
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The quantum Markov chain defined by Λ and ρ is then the finitely
correlated state ω [11] on the semi-infinite quantum spin chain ⊗N 0Md
with marginals ρn on the sites [1, 2, . . . , n] given by
ω
(
Xn
)
= Tr
(
ρnXn
)
= Tr
(
ρΛ ◦ (Λ⊗ id) ◦ · · · ◦ (Λ⊗ id⊗ · · · ⊗ id)(1⊗Xn)
) (13)
where Xn ∈⊗n1 Md.

Note that this construction contains the class of classical hidden
Markov processes.
We can now associate an entropy to a quantum Markov chain as
in the classical case
h(Λ, ρ) := s(ω) := lim
n→∞
1
n
S(ρn) (14)
where S is the usual von Neumann entropy. Generically, Γ has a non-
degenerate eigenvalue 1 so that ρ is uniquely determined by Γ and
that there is no ρ dependence in (14). Clearly a number of issues have
to be addressed: for which Γ can one find a Λ that satisfies (12)? How
does h(Γ,Λ) depend on Λ? Can one compute the mean entropy (14)?
4 A Fermionic model
Quantum states are mostly indirectly given, typically as ground or
equilibrium states for a given interaction and are hence difficult to
work with as there is for example no explicit density matrix. Also,
in general one has to deal with an enormous amount of parameters
when the number of particles grows. As the number of components
grows, typically the number of parameters grows exponentially. Free
Fermionic states [22, 20, 5] form an exception in both respects. These
states describe systems of non-interacting fermions. They are given by
an explicit recipe, reducing the calculation of higher order correlation
to a simple combinatorial combination of second order correlations.
Hence not only can they be calculated explicitly, they are also fully
described by their second order correlation, resulting in a significant
reduction in parameters.
In this section we first discuss some of the properties of free Fermionic
states. We then introduce a Markov construction similar to the one
given in Section 3.
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4.1 Free states and maps
The algebra A(H) generated by the canonical anticommutation rela-
tions (CAR) describes the observables of a system of Fermions with
one-particle space H. It is generated by the identity and the creation
and annihilation operators a∗(ϕ) and a(ϕ) that obey the relations
i) ϕ 7→ a∗(ϕ) is C-linear (15)
ii) {a(ϕ) , a(ψ)} = 0 and {a(ϕ) , a∗(ψ)} = 〈ϕ , ψ〉1. (16)
A useful set of states, called free, quasi-free, Gaussian, or determi-
nantal, is determined by a simple combinatorial rule. Given a symbol
Q ∈ B(H), the state ωQ vanishes on every monomial except for
ωQ
(
a∗(ϕ1) · · · a
∗(ϕn)a(ψn) · · · a(ψ1)
)
= det
([
〈ψk , Qϕℓ〉
])
. (17)
Positivity holds if and only if 0 ≤ Q ≤ 1. The set of symbols
Q(H) = {Q | Q linear operator on H such that 0 ≤ Q ≤ 1} (18)
is convex and weakly compact. Convexity at the level of symbols is
very different from convexity at the level of the free states. Never-
theless it can be shown that a free state is pure, i.e. extreme in the
full state space of A(H), if and only if its symbol is an orthogonal
projector, i.e. an extreme point of Q(H).
Important quantities like the entropy of free states are expressible
in terms of symbols, e.g.
S(Q) = −TrQ logQ− Tr(1−Q) log(1−Q). (19)
Let P be an orthogonal projection on H, then the restriction of the
free state ωQ on A(H) is a free state on the sub-CAR algebra A(PH)
with symbol PQP . Conversely, a pair of free states ωQi on A(Hi),
i = 1, 2 extends to a free state ωQ1⊕Q2 on A(H1 ⊕H2) by putting
ωQ1⊕Q2(X1X2) = ωQ1(X1)ωQ2(X2), Xi ∈ A(Hi). (20)
Free, identity preserving, CP maps ΛA,B : A(H) → A(K) are de-
termined by a pair of linear operators A : H→ K and B : H→ H. For
monomials of degree two
ΛA,B
(
a∗(ϕ)a(ψ)
)
= a∗(Aϕ)a(Aψ) + 〈ψ , Bϕ〉1. (21)
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For more details, see [8]. Complete positivity holds if and only if
0 ≤ B ≤ 1−A∗A. As for free states, we introduce the set
CP(H,K) =
{
(A,B)
∣∣A : H → K and B : H → H linear
operators such that 0 ≤ B ≤ 1−A∗A
}
.
(22)
We use CP(H) for CP(H,H). The set of free, CP maps extends that
of free states by putting
Q ∈ Q(H) 7→ (0, Q) ∈ CP(H,K). (23)
Another special distinguished class of maps are the free homomor-
phism from A(H) to A(K)
{(V, 0) ∈ CP(H,K) | V : H → K isometric}. (24)
The set CP(H,K) is also convex and weakly compact. Free CP maps
transform free states into free states and one checks from (17) and (21)
that
ωQ ◦ ΛA,B = ωA∗QA+B. (25)
The construction of the quantum Markov process consists of using
a completely positive map to contract the observable and then apply-
ing a single-party state that is invariant under a completely positive
map. We have the following lemma concerning the existence of such
invariant states.
Lemma 1. Let ΛA,B be a completely positive free transformation of
A(H) as in (21) and assume that dim(H) < ∞, then ΛA,B has a
unique invariant state if and only if ‖A‖ < 1. Moreover, the unique
invariant state is free with symbol Q determined by
Q = A∗QA+B. (26)
Proof. The condition ‖A‖ < 1 is equivalent to the non-existence of
non-trivial solutions to the homogeneous equation Q = A∗QA. It
has to be satisfied to have uniqueness of the solution of the invariance
condition (26) for symbols. Conversely, suppose that ‖A‖ < 1, then
there exists by the fixed point theorem for contractions a unique Q
such that
Q = A∗QA+B. (27)
This Q satisfies 0 ≤ Q ≤ 1 as we may obtain Q by iterating the map
X 7→ A∗X A+B with initial value 0. It is then easily checked that
lim
n→∞
ΛnA,B = ωQ (28)
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which guarantees both the uniqueness of the invariant state and its
free character.
4.2 Constructing a chain
We now have the necessary ingredients to introduce the free Fermionic
counterpart of Construction 2. There are natural embeddings
a(ϕ) 7→ a(ϕ⊕ 0) and a(ψ) 7→ a(0⊕ ψ) (29)
of A(H) and A(K) into A(H ⊕ K). Both factors together generate
the large algebra and they satisfy graded commutation relations as
creation operators in different factors anticommute. We can trans-
port the construction of the quantum Markov chain (12,13) and its
entropy (14) to the free Fermionic setting. The spin chain algebra
⊗NMd is replaced by a semi-infinite Fermionic chain A(⊕N H) where
A(H) is now the one site algebra.
The basic ingredient is a free CP transformation ΛA,B of A(H) and
we look for free CP maps ΛC,D from A(H⊕H) to A(H) such that
ΛC,D ◦ 1 = ΛC,D ◦ 2 = ΛA,B. (30)
Here, 1 and 2 are the natural embeddings of A(H) into the first and
second factor of A(H⊕H)
1(a(ϕ)) = a(ϕ⊕ 0) and 2(a(ϕ)) = a(0⊕ ϕ). (31)
Applying the compatibility condition (30) to monomials a(ϕ) and
a∗(ϕ)a(ψ) we see that
C =
[
A A
]
and D =
[
B X
X∗ B
]
, (32)
where X is as of yet undetermined and allows for some freedom in the
choice of D. Because of the structure of free CP maps, the compati-
bility conditions (32) are not only necessary but also sufficient and we
can rephrase the whole construction on the level of symbols. Doing
so, graded tensor products become direct sums.
Construction 3. Let (A,B) ∈ CP(H) and let Q ∈ Q(H) be such
that ωQ is invariant under ΛA,B:
Q = A∗QA+B. (33)
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Let X : H → H satisfy the compatibility condition
(C,D) ∈ CP(H⊕H,H) with C and D as in (32). (34)
The free Markov chain defined by X and Q is the symbol
Q∞ = w-lim
n→∞
PnRnP
∗
n on ⊕
N H (35)
where
Pn : H⊕
(
⊕n−1k=0H
)
→
(
⊕n−1k=0H
)
: ϕ⊕ ψn 7→ ψn (36)
R0 = Q and Rn+1 =
(
C∗ ⊕ (⊕n1)
)
Rn
(
C ⊕ (⊕n1)
)
+
(
D ⊕ (⊕n0)
)
.
(37)

There is some freedom in choosing the channel ΛC,D. The operator
X has to be chosen such that the ΛC,D is completely positive, i.e.
0 ≤ D ≤ 1 − C∗C. One may wonder if and when this is possible.
The question of existence of compatible channels is answered by the
following lemma.
Lemma 2. The compatibility condition (34) is satisfiable if and only
if
A∗A ≤ min
(
{12 1,1−B}
)
. (38)
Proof. We look for the necessary and sufficient conditions for the ex-
istence of a X : H → H such that[
B X
X∗ B
]
≥ 0 and
[
1−A∗A−B −A∗A−X
−A∗A−X∗ 1−A∗A−B
]
≥ 0. (39)
Clearly 0 ≤ B ≤ 1−A∗A as (A,B) ∈ CP(H). The remaining positivity
conditions are then the existence of S and T with
‖S‖ ≤ 1, ‖T‖ ≤ 1, X = B
1
2SB
1
2 , and
A∗A+X = (1−A∗A−B)
1
2T (1−A∗A−B)
1
2 .
(40)
Replacing S and T by their Hermitian parts, we may restrict to Her-
mitian X and so we need
[−B , B] ∩ [−1 +B , 1− 2A∗A−B] 6= ∅ (41)
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or, equivalently, that
[1 , 1 + 2B] ∩ [2B , 21− 2A∗A] 6= ∅. (42)
But this is the case if and only if
max
(
{1, 2B}
)
≤ 21− 2A∗A or A∗A ≤ min
(
{12 1,1−B}
)
. (43)
Let us look at this compatibility condition for a simple case.
Example 1. If H = C, we have
D =
[
b x
x b
]
and C =
[
a a
]
,
with a, x ∈ C and b ∈ R. From the complete positivity of Λa,b, we
know that 0 ≤ b ≤ 1− |a|2. The complete positivity conditions for C
and D limit the choice for x. From 0 ≤ D we see that
|x| ≤ b .
From D ≤ 1− C∗C on the other hand, we get that
|x+ |a|2| ≤ 1− |a|2 − b .
These two inequalities means that x has to lie in the intersection of
two circles in the complex plane, one centred at 0 with radius r1 = b
and another one centred at −|a|2 with radius r2 = 1− |a|
2 − b. These
two circles have an intersection when the distance between the centres
is smaller than the sum of the radii. Hence, the channel is extendible
if
|a|2 ≤
1
2
which corresponds to the conditions in the lemma.
Given the constituents of the Markov construction, the channel
ΛC,D and the invariant symbol Q, the symbol of the full process Q∞
can easily be determined
Proposition 1. The symbol Q∞ in (35) is an Hermitian block Toeplitz
matrix with entries(
Q∞
)
i i
= Q and
(
Q∞
)
i i+n
= (A∗)n(Q−B +X). (44)
Here i = 0, 1, 2, . . . and n = 1, 2, 3, . . .
Proof. The proof consists in a straightforward computation of the
consecutive Rn in (37) combined with the invariance equation (33).
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5 Fermionic Entropy density
In this section we compute the entropy h for the Fermionic Markov
process constructed in Section 4. We can associate an entropy to a
Fermionic Markov chain using (19)
h(X,Q) := lim
n→∞
1
n
S(PnRnP
∗
n) (45)
:= lim
n→∞
1
n
(
−TrPnRnP
∗
n log(PnRnP
∗
n)
−Tr(1− PnRnP
∗
n) log(1− PnRnP
∗
n)
)
. (46)
A first method to compute this relies directly on the expression (19)
for the entropy of a free state in terms of its symbol and on the struc-
ture of the symbols Q∞ in Proposition 1. A second way is to rewrite
the entropy as the asymptotic rate of disorder, as in the classical case,
see Section 2. This last approach was used in [6, 9] to compute the
entropy of a hidden Markov process. The first method uses the full
local restrictions of the state while the second relies on the incremental
structure of the local states given by a transfer matrix like construc-
tion, see (13) and (37).
5.1 Direct approach
The first approach to calculating the entropy density uses an extension
of Szego¨’s theorem to block Toeplitz matrices Tˆ . This theorem allows
to calculate asymptotic densities of trace functions of Toeplitz matri-
ces. A block Toeplitz matrix is a block matrix Tˆ where the blocks
along diagonals are equal
Tˆi,j = Tˆi+k,j+k ,
where Tˆi,j denotes a block elements. Using Szego¨’s theorem, we can
write densities
lim
n→∞
Tr
f(Tˆn)
n
of a matrix function f and the finite projections Tˆn = PnTˆPn in terms
of a generating function T (θ). The Fourier coefficients of this T (θ) are
the elements on the diagonals of Tˆ . We will now formulate this more
precisely.
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Let T : [−π, π[→Md be an essentially bounded measurable matrix-
valued function on the circle and denote its Fourier coefficients by
Tˆ (k) :=
1
2π
∫ π
−π
dθ T (θ) e−ikθ ∈ Md.
A function T is essentially bounded if there exist a constant M such
that |T (θ)| ≤M almost everywhere. The operator
Tˆ =


Tˆ (0) Tˆ (1) Tˆ (2) . . .
Tˆ (−1) Tˆ (0) Tˆ (1) . . .
Tˆ (−2) Tˆ (−1) Tˆ (0) . . .
...
...
...
. . .


defined on ℓ0(N) ⊗ Cd extends to a bounded linear transformation of
ℓ2(N) ⊗ Cd. Operators of this type are block Toeplitz matrices and
one has
‖Tˆ ‖ = ‖T‖∞ = ess sup
θ
‖T (θ)‖ ,
where the essential supremum of T is the infimum of all constants M
that bound |T (θ)| almost everywhere.
The Toeplitz matrices we are interested in are symbols and hence
self-adjoint. For such Toeplitz matrices, we have that Tˆ ∗ = Tˆ if and
only if the function T takes values in the Hermitian matrices.
5.1.1 Szego¨’s theorem
An extension of Szego¨’s theorem to block Toeplitz matrices character-
izes the limiting spectrum of principal submatrices PnTˆ Pn in terms
of the generating function T , see [18]. Here Pn projects on the first n
blocks in ℓ2(N)⊗ Cd. We obtain here a more general characterization
of such limiting submatrices.
Let us denote for a simply connected compact subset K of C by
H(K) the set of continuous functions f : K → C that are holomorphic
in the interior
◦
K of K. Mergelyan’s theorem [21] asserts that the
complex polynomials in the indeterminate z are dense in H(K): for
any f ∈ H(K) and ǫ > 0 there exists a polynomial pǫ such that
max
z∈K
∣∣f(z)− pǫ(z)∣∣ ≤ ǫ.
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Finally, let us denote by En the conditional expectation from B
(
ℓ2(N)
)
⊗
Md →Md which traces out the first n blocks
En(X) :=
1
n
n−1∑
j=0
Xjj ∈Md.
We get the following generalization of Szego¨’s theorem [12].
Theorem 1. Let {T1, T2, . . . , Tk} ⊂ L
∞
(
[−π, π[,Md
)
be such that
every Tj(θ) is θ-a.e. diagonalizable, let fj ∈ H
(
{z ∈ C | |z| ≤ ‖Tj‖∞}
)
for j = 1, 2, . . . , k and let Aj ∈ Md, j = 1, 2, . . . , k + 1, then
lim
n→∞
En
(
(1⊗A1) f1
(
PnTˆ1Pn
)
(1⊗A2) · · · fk
(
PnTˆkPn
)
(1⊗Ak+1)
)
=
1
2π
∫ π
−π
dθ A1 f1(T1(θ))A2 · · · fk(Tk(θ))Ak+1.
(47)
Proof. The proof relies on a continuity argument combined with a
standard counting argument. First remark that given ǫ > 0 every fj
can be approximated by a suitable complex polynomial pǫj
max
|z|≤‖Tj‖∞
∣∣fj(z) − pǫj(z)∣∣ ≤ ǫ.
Next, as ‖Tj(θ)‖ ≤ ‖Tj‖∞ a.e., we can use von Neumann’s inequal-
ity [13] to get
‖fj(Tj(θ))‖ ≤ max
|z|≤‖Tj‖∞
|fj(z)| and (48)
∥∥fj(Tj(θ))− pǫj(Tj(θ))∥∥ = ∥∥(fj − pǫj)(Tj(θ))∥∥
≤ max
|z|≤‖Tj(θ)‖
(
fj − p
ǫ
j
)
(z) ≤ max
|z|≤‖Tj‖∞
(
fj − p
ǫ
j
)
(z) ≤ ǫ. (49)
These estimates allow to replace the fj in (47) by polynomials. It then
remains to verify the statement for monomials, but this reduces to a
standard counting argument.
In the case where there is only one function f(X) = Xk and Aj =
1, the density limit can be worked out as follows:
lim
n→∞
1
n
Tr(PnTˆ Pn)
k = lim
n→∞
1
n
n∑
i1,...,ik=0
Tˆi1,i2Tˆi2,i3 . . . Tˆik,i1 (50)
= lim
n→∞
1
n
n∑
i1,...,ik=0
Tˆ (i2 − i1)Tˆ (i3 − i2) . . . Tˆ (ik − i1)
(51)
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By substituting v1 = i2 − i1 , . . . , vk−1 = ik − ik−1, this sum becomes:
lim
n→∞
1
n
n∑
v1,...,vk−1=−n
∑
i1∈Sn(v1,...,vk−1)
Tˆ (v1) . . . Tˆ (vk−1)Tˆ (−v1−. . .−vk−1) ,
where Sn(v1, . . . , vk−1) is the set of indices i such that v1+ i, v1+ v2+
i, . . . , v1 + . . . vk−1 + i ∈ [0, n]. The number of elements in this set
increases by exactly one when n goes to n+ 1, so in the limit we get
lim
n→∞
∞∑
v1,...,vk−1=−∞
Tˆ (v1) . . . Tˆ (vk−1)Tˆ (−v1 − . . .− vk−1) .
This is exactly the zeroth Fourier coefficient of T (θ)k, so we get that
the density equals
1
2π
∫ π
−pi
dθf(T (θ)) .
The general case of the theorem can be worked out in a similar manner.
To deal with entropy we don’t need the full amalgamated extension
of Theorem 1 of Szego¨’s theorem but we may restrict ourselves for an
Hermitian T to the asymptotic eigenvalue distribution of the principal
blocks PnTˆPn. Taking the trace of (47) with a single f and all Aj = 1
we recover the result [18]. We denote by inf(T ) and sup(T ) the largest
and smallest real numbers such that
inf(T ) ≤ T ≤ sup(T ) a.e. (52)
The increasingly ordered eigenvalues
(
τ1(θ), τ2(θ), . . . , τd(θ)
)
of T (θ)
are measurable functions of θ that satisfy
inf(T ) ≤ τ1(θ) ≤ · · · ≤ τd(θ) ≤ sup(T ). (53)
The eigenvalue distribution of PnTˆ Pn is the atomic probability mea-
sure
δn =
1
nd
∑
λ∈σ(PnTˆ Pn)
δλ. (54)
Theorem 2. With the assumptions of above
w∗- lim
n→∞
δn = δ∞, (55)
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where
δ∞
(
]−∞, t]
)
=
1
d
d∑
k=1
1
2π
∫
τk(θ)≤t
dθ. (56)
An equivalent way to express this result is saying that for any
continuous complex function f on [inf(T ), sup(T )]
lim
n→∞
1
nd
Tr f(PnTˆ Pn) =
1
2π
∫ π
−π
dθ
1
d
Tr f(T (θ)). (57)
This version is in some sense more natural as it doesn’t involve the
reordering of the eigenvalue functions τk used in the definition of the
distribution function of the limiting eigenvalue distribution (56).
We can apply Theorem 2 to the computation of the entropy, re-
placing the Toeplitz operator T by Q∞ in Proposition 1 and choosing
in (57)
f(λ) = −λ log(λ)− (1− λ) log(1− λ) on (0, 1). (58)
The generating function T becomes
θ 7→ Q+(Q−B +X)Aeıθ(1−Aeıθ)−1
+A∗e−ıθ(1−A∗e−ıθ)−1(Q−B +X∗).
Example 2. In case of a single particle space H = C as in the Ex-
ample 1, the entropy can be calculated from the scalar version of the
above function
θ 7→ q + (q − b+ x)aeıθ(1− aeıθ)−1 + h.c.
where x lies within the two circles determining the compatibility con-
dition, as explained in Example 1.
This scalar function is linear in x and the function f is concave in
it’s argument. Hence the minimal entropy is obtained on the border of
the compatibility region, much like in the case of the classical Markov
process and compatible hidden Markov processes described at the end
of Section 2.
5.2 Entropy rate approach
The second approach expresses the entropy as an asymptotic rate. Let
ω be a translation invariant state on a quantum spin chain ⊗ZMd and
denote by ρ(0,n−1) its reduced density matrices, i.e.
ω(X) = Tr
(
ρ(0,n−1)X
)
for X ∈ ⊗n−1k=0Md. (59)
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As we have seen before, subadditivity combined with translation in-
variance guarantee the existence of the mean entropy of ω for intervals
s(ω) = lim
n→∞
1
n
S(ρ(0,n−1)). (60)
Moreover, strong subadditivity in conjunction with translation invari-
ance also guarantees that
n 7→ S(ρ(0,n−1)) is monotonically increasing and (61)
s(ω) = lim
n→∞
1
n
S(ρ(0,n−1)) = lim
n→∞
(
S(ρ(0,n))− S(ρ(0,n−1))
)
. (62)
Both properties (61) and (62) fail for general quantum states or for
general finite local regions [15]. These results for quantum spin chains
extend to Fermionic lattices using the natural embeddings (29) and
restricting to even states [3]. The equality of both limits in (62) can
be seen as a discrete version of de l’Hoˆpital’s rule. Obviously, the
existence of the limit of the differences is a much stronger requirement
than that of the averages.
For free Fermionic states we can work at the level of symbols. E.g.,
strong subadditivity of entropy amounts to
S(Q123) + S(Q2) ≤ S(Q12) + S(Q23) (63)
where S is defined in (19) and where the symbols in the inequality are
as follows
Q123 =

Q1 T ST ∗ Q2 R
S∗ R∗ Q3

 , Q12 =
[
Q1 T
T ∗ Q2
]
, and Q23 =
[
Q2 R
R∗ Q3
]
.
(64)
For more on functions that satisfy such strong subadditivity, see [4].
Below, we extend the equality of the limit of differences with that
of averages, as in (62), to a much wider class of functions than the
strongly subadditive ones, like the entropy of a symbol (19). The ar-
gument relies on regularity of the functions and not on subadditivity
or convexity which rarely hold. Szego¨’s theorem follows as a conse-
quence.
We first show that the theorem holds for polynomials.
Lemma 3. With the notation and assumptions on an Hermitian Toeplitz
operator at the beginning of this section, for any polynomial p
lim
n→∞
(
Tr p(PnTˆ Pn)− Tr p(Pn−1Tˆ Pn−1)
)
=
1
2π
∫ π
−π
dθ Tr p(T (θ)).
(65)
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Proof. It suffices to consider p(λ) = λk for k ∈ N. We have
lim
n→∞
Tr(PnTˆ Pn)
k − Tr(Pn−1Tˆ Pn−1)
k
= lim
n→∞
n∑
i=1
Tr
(
(PnTˆ Pn)
k
)
ii
−
n−1∑
i=1
Tr
(
(Pn−1TˆPn−1)
k)
)
ii
= lim
n→∞
( n∑
i1,...,ik=1
−
n−1∑
i1,...,ik=1
)
Tr
{
(PnTˆ Pn)i1i2 · · · (PnTˆ Pn)ik−1ik(PnTˆ Pn)iki1
}
= lim
n→∞
( n∑
i1,...,ik=1
−
n−1∑
i1,...,ik=1
)
Tˆ (i2 − i1) . . . Tˆ (i1 − ik) ,
where (Q)ij denotes the block at position (i, j) inside of a block matrix
Q.
By substituting v1 = i2 − i1 , . . . , vk−1 = ik − ik−1, this sum be-
comes:
lim
n→∞
n∑
v1,...,vk−1=−n
( ∑
i1∈Sn(v1,...,vk−1)
−
∑
i1∈Sn−1(v1,...,vk−1)
)
Tˆ (v1) . . . Tˆ (vk−1)Tˆ (−v1 − . . . − vk−1) ,
where Sn(v1, . . . , vk−1) is the set of indices i such that v1+ i, v1+ v2+
i, . . . , v1 + . . . vk−1 + i ∈ [0, n]. For fixed v1, . . . , vk−1, the number of
elements in these sets increases by exactly one when n goes to n+ 1.
Hence, the difference of sums between brackets equals one and we
arrive at the expression prescribed by the lemma.
We can now use this lemma and an approximation argument to
prove the general case.
Theorem 3. With the notation and assumptions on an Hermitian
Toeplitz operator at the beginning of this section, for any function f
that is absolutely continuous on the interval [inf(T ), sup(T )]
lim
n→∞
(
Tr f(Pn+1Tˆ Pn+1)− Tr f(PnTˆ Pn)
)
=
1
2π
∫ π
−π
dθ Tr f(T (θ)).
(66)
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Proof. By the continuity of the eigenvalues of a matrix and by the
minimax principle [7] we can label the eigenvalues of PnTˆ Pn as
{τnk j | k = 1, 2, . . . , d, j = 1, 2, . . . , n} with
inf(T ) ≤ τn1 j ≤ τ
n
2 j ≤ · · · ≤ τ
n
d j ≤ sup(T ) and τ
n+1
k j ≤ τ
n
k j ≤ τ
n+1
k j+1.
(67)
See [14] for a proof of this interlacing property.
Let f : [inf(T ), sup(T )] → C be absolutely continuous with inte-
grable derivative g, then for any λ, τ ∈ [inf(T ), sup(T )]
f(λ) = f(τ) +
∫ λ
τ
dx g(x). (68)
Therefore
1
2π
∫ π
−π
dθ f(τ(θ)) =
1
2π
∫ π
−π
dθ
{
f(τ) +
∫ τ(θ)
τ
dx g(x)
}
(69)
= f(τ) +
1
2π
∫ π
−π
dθ
∫ τ(θ)
τ
dx g(x) (70)
= f(τ) +
∫ sup(T )
inf(T )
dx g(x)
1
2π
∫ π
−π
dθ η(τ, x, θ). (71)
Here, η is defined as
η(τ, x, θ) =


1 τ < x < τ(θ)
−1 τ(θ) < x < τ
0 otherwise
. (72)
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By (71) we rewrite the increment of traces of f(PnTˆPn) as
Tr f(Pn+1Tˆ Pn+1)− Tr f(PnTˆPn) (73)
=
d∑
k=1
{n+1∑
j=1
f(τn+1k j )−
n∑
j=1
f(τnk j)
}
(74)
=
1
2π
∫ π
−π
dθ
d∑
k=1
f(τk(θ))−
d∑
k=1
∫ sup(T )
inf(T )
dx g(x)
1
2π
∫ π
−π
dθ
{n+1∑
j=1
η(τn+1k j , x, τk(θ))−
n∑
j=1
η(τnk j , x, τk(θ))
}
(75)
=
1
2π
∫ π
−π
dθ Tr f(Tˆ (θ))−
d∑
k=1
∫ sup(T )
inf(T )
dx g(x)
1
2π
∫ π
−π
dθ hnk(x, θ),
(76)
with
hnk(x, θ) =
n+1∑
j=1
η(τn+1k j , x, τk(θ))−
n∑
j=1
η(τnk j , x, τk(θ)). (77)
The functions hnk are piecewise constant with values -1, 0 or 1 due to
the interlacement (67) of the τnk j. As any integrable g on [inf(T ), sup(T )]
can be arbitrarily well approximated in L1-norm by polynomials, the
theorem follows from Lemma 3.
6 Conclusion
We have studied a free Fermionic version of quantum Markov pro-
cesses. Due to the free Fermionic nature of the states we can char-
acterize all possible Markov processes that one can construct. The
density matrices of these states can be described by a Toeplitz matrix.
By studying the behaviour of the eigenvalues of subsequent Toeplitz
matrices, we have proved a new Szego¨ theorem that allows to calcu-
late the asymptotic entropy rate. This is what corresponds in the free
Fermionic case to the method proposed by Blackwell [6].
It would be interesting to look for other quantum Markov pro-
cesses for which an explicit calculation of the entropy rate is possible.
Processes with a high symmetry are obvious first choices. Hopefully,
such a calculation can lead to a quantum version of the Blackwell
dynamical system.
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