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Abstract
We consider the parametric estimation problem of intensity measure of a Poisson random
measure. We prove large deviation principles for Poisson random measures and an implicit con-
traction principle. These results are applied to provide a large deviation principle for a maximum
likelihood estimator in a parametric statistical model and to explicitly identify the rate function.
c© 1998 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we have to deal with a homogeneous Poisson random measure N on
R+E, dened on a ltered probability space (
;F; F= fFt ; t>0g;P); where E is
a Polish space. The intensity measure of N; q=E(N ), is given by
q(dt; dx)= (dx) dt
where  is a -nite positive measure on E with its Borelian -eld BE . For an account
of random measures theory, we refer the reader to Jacod and Shiryaev (1987).
In the statistical applications, we shall consider E=Rd or a closed subset of Rd.
Our problem is to estimate the Levy measure  when N is observed over a xed time
interval [0; T ]. When (Rd)<+1; it is seen that fNt :=N ([0; t]Rd); t>0g is a
compound Poisson process. In the case (Rd)=+1; an innite number of jumps can
occur in a bounded subset of Rd. Typical examples in the one dimensional case d=1,
are (i) the gamma process with (dx)=px−1 e−x dx where =(p; ) is the parameter
and (ii) the stable process with (dx)= ( (1−))−1cx−1− dx where =(c; ) is the
parameter. In these cases, the intensity ([;+1)) associated to the Poisson process
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N ([0; t] [;+1)) denoting the jumps in [0; t] of magnitude greater than , is bounded.
In Section 4, our statistical model will be based on the observation of jumps valued
in a given closed subset E of Rd, for which (E)<+1.
The parametric estimation of Poisson processes has been considered by several
authors (see Karr, 1986; Andersen et al., 1993, for a general survey). They stud-
ied the consistency, asymptotic normality and asymptotic eciency of their estimators.
Florens (1988) studied for a random stopped process, linked to the local time, the same
properties of these estimators.
The large deviation problem for consistent parameter estimates ( ~n)n of  is con-
sidered by Bahadur et al. (1980), Bahadur (1983) and Kester and Kallenberg (1986)
who obtain lower bounds of the form:
lim inf
n!+1
1
n
lnP[j ~n − j>a]>− inffK(P’;P); j’− j>ag (1.1)
in the case of i.i.d. processes (Kester and Kallenberg (1986)) and nite state Markov
chains (Bahadur, 1983) with distribution P parametrized by 2. Here, K(: ; :) de-
notes the Kullback information of two probability measures. Exponential upper bounds
for the probability of large deviations of the maximum likelihood estimator was studied
in Mogulskii (1982) and Borovkov and Mogulskii (1994). It is shown in Kester and
Kallenberg (1986) that the maximum likelihood estimator for i.i.d. processes actually
attains the lower bound (1:1).
In this paper, we investigate the exponential rate of convergence of parametric es-
timators of the Levy measure  with regard to the probabilities of large deviations.
Following the approach of Bahadur et al. (1980), we rst state a lower bound of the
form (1:1) for an asymptotic T !+1. The main goal of this paper is to provide an
upper bound and a large deviation principle (LDP) for a maximum likelihood estima-
tor (MLE). Since in general a MLE cannot be explicitly expressed in function of the
Poisson random measure N but only as an implicit solution of the likelihood equation,
we shall state an implicit contraction principle and apply it to derive from a LDP for N ,
a LDP for a MLE, and to identify the rate function. It will be seen that in general
the lower bound (1:1) is not optimal. However, in the case of exponential families, we
show the optimality of the lower bound (1:1) for the MLE.
The outline of the paper is as follows. In Section 2, we prove a large deviation
principle for the Poisson random measure N . For an asymptotic small noise, such a
result is stated in Borovkov (1967), Lynch and Sethuraman (1987), Mogulskii (1993),
de Acosta (1994) or Puhalskii (1994). For the asymptotic T !+1, Portal and Touati
(1984) have proved an upper bound of LDP for bounded random measures. Consider-
ing both the cases of bounded and unbounded Levy measure , we state a LDP for the
Poisson random measure N . Our proof is based upon the Laplace{Varadhan principle
(see Varadhan, 1966) and the projective limits approach to large deviations formalized
by Dawson and Gartner (1987) and usually applied to empirical processes (see, e.g.,
Ellis, 1988; Leonard, 1995). In Section 3, we establish an implicit contraction princi-
ple. Section 4 is concerned with the large deviation principle in a parametric statistical
model; by applying the implicit contraction principle, we derive a large deviation prin-
ciple for a maximum likelihood estimator of the Levy measure of the Poisson random
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measure. Following the approach of Borovkov and Mogulskii (1994), we explicitly
identify the rate function of the maximum likelihood estimator.
We end the introduction with some standard notations used throughout this paper.
For any Hausdor topological space ; B denotes the Borelian -eld on . For
any set  ;   denotes the closure of  ;  o the interior of  , and  c the complement
of  . Given a measurable space (
;F), we denote by M1(
;F) the set of probability
measures on (
;F).
2. Large deviations for the Poisson random measure
Let us dene for any 0<T<+1, the random measure nT on E by
nT ( )=
1
T
N ([0; T ] )
for any  2BE . We state a LDP for nT , as T !+1, in the case where  is bounded
or unbounded on (E;BE). The proof relies on the Laplace{Varadhan principle and the
projective limits approach.
Let  be the Log-Laplace transform of the Poisson law with parameter 1:
(y)= ey − 1; 8y2R:
Its restriction to R+ is a Young function and the corresponding Orlicz space is
L()=

BE −measurable: 9>0;
Z
E
(jj) d<+1

:
We refer the reader to Krasnosels’kii and Rutickii (1961) or Rao and Ren (1991) for
an account of Young functions and Orlicz space theory. It is shown that L() equipped
with the norm:
kk= inf

a>0;
Z
E

 jj
a

d61

is a Banach space. We denote the closure of the set of bounded functions in (L();
k : k) by E(). It is proved in Krasnosels’kii and Rutickii (1961, p. 84) that 2E()
i
R
E (jj) d<+1 for all >0. Therefore, one can easily check that
E() =

=BE −measurable;
Z
E
jj1jj61 d<+1
and 8>0;
Z
E
ejj1jj>1 d<+1

: (2.1)
Let us now dene the vector space W by
W=
(
B(E) if  is bounded on (E;BE);
E() if  is unbounded on (E;BE);
where B(E) is the space of all bounded, Borel measurable functions on E; which is a
Banach space when equipped with the supremum norm kfk1= supx2E jf(x)j.
120 D. Florens, H. Pham / Stochastic Processes and their Applications 76 (1998) 117{139
Let M=W0 be the algebraic dual of W. We denote h: ; :i the bilinear form which
sets in duality M and W and in the sequel, we shall identify -nite measures on E
with points in M via the map:
hm;i=
Z
E
 dm
for measures m for which the above integral is nite for all 2W. From (2:1), we
notice that WL1() and then, for all 2W;
R
E jj dnT<+1 P almost surely and
so P a.s. nT 2M+ , the set of positive elements in M. In the following, we shall
state a LDP for nT in M+ . We denote by B
cyl(M+ ) the smallest -eld on M
+

that makes measurable all the functions fm 7! hm; i ; 2Wg. It follows that nT is
a measurable map from (
;F) into (M+ ;B
cyl(M+ )). Finally, endow the space M
with the weak-topology (M;W) (see Brezis, 1983), i.e. the topology generated by
the collection
fm2M; j hm;i−aj<g
for all a2R; >0 and 2W. The relative topology induced on M+ is the topology
(M+ ;W).
The following lemma provides the Logarithmic moment generating function of the
empirical measure nT .
Lemma 2.1. The logarithmic moment generating function
() := lim
T!+1
1
T
lnE

exp

T
Z
E
 dnT

(2.2)
exists and is nite for all 2W. Moreover; it is explicitly given by
()=
Z
E
() d:
Proof. This follows from the fact that for any 2W,Z
E
j()j d6
Z
E
(j()j) d<+1
so that the process
Zt := exp

t
Z
E
 dnt − t
Z
E
() d

; t>0
is a (P; F) martingale (see Jacod and Memin, 1976). The result follows by writing that
E[ZT ] = 1.
Remark 2.1. Actually, the last proof shows that
()=
1
T
lnE

exp

T
Z
E
 dnT

=
Z
E
() d
for all T>0.
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Let us now consider the Fenchel{Legendre transform of , i.e. the function 
dened on M and valued in [0;+1] via
(m)= sup
2W
fhm;i − ()g:
We also consider the function I dened on M+ by
I(m)=
8<
:
R
E(f lnf + 1− f) d if
dm
d
=f exists;
+1 otherwise:
We extend I(:) to M by setting I(m)=+1 outside M+ .
Generalizing results of Donsker and Varadhan (1975) and Portal and Touati (1984),
we have the following identication of the rate function . The proof is standard and
is rejected in Appendix.
Lemma 2.2. The identity (:)= I(:) holds over M.
We can now state a large deviation principle of Sanov type for nT .
Theorem 2.1. The random measure nT satises a large deviation principle in (M+ ;
Bcyl(M+ )) equipped with the topology (M
+
 ;W), with the good convex rate func-
tion I(:): for all  2Bcyl(M+ ),
− inffI(m); m2 og 6 lim inf
T!+1
1
T
lnP[nT 2 ]
6 lim sup
T!+1
1
T
lnP[nT 2 ]6− inffI(m); m2  g:
Proof. The proof is based upon the projective limits approach to large deviations.
By Lemma 2.1,  is nite everywhere in W. Let us now check that  is Gateaux-
dierentiable, i.e. the function  7!( +  )= RE ( +  ) d is dierentiable in
=0 for any ;  2W. The function  7! (+  ) is dierentiable in  with
@(+  )
@
=  exp(+  ):
Since j j1j j>16ej j1j j>1, we easily check that for all jj61,@(+  )@
6e2j j1j j61 + e1+2j j1j j>1 + e1+jj1jj>1 + ejj1jj>1ej j1j j>1:
From Eq. (2.1), the right-hand side of this last inequality is in L1() when ;  2W.
Hence by Lebesgue theorem,  is Gateaux-dierentiable and its Gateaux derivative in
2W is given by〈 _();  = Z
E
 e d;
for all  2W. Consequently, application of the Dawson{Gartner theorem and more
precisely here of part (a) of Corollary 4.6.11 in Dembo and Zeitouni (1993) implies
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that the random variable nT satises a large deviation principle in (M;Bcyl(M))
with the good rate function . In view of Lemma 2.2, this rate function is actu-
ally I and so its domain D∗ := fm2M: (m)<+1g is included in M+ . There-
fore, by Lemma 4.1.5(b) of Dembo and Zeitouni (1993), the same LDP holds in
(M+ ;B
cyl(M+ )) when equipped with the topology induced by M, i.e. (M
+
 ;W).
In the case where  is a bounded measure on E, the last theorem recovers large de-
viation principles for bounded random measures in the usual weak topology of positive
nite measures.
Case of bounded Levy measure  on E. In this paragraph, we shall assume that
(E)<+1 so that  lies in M+(E), the space of all positive nite measures on (E;BE).
Since M is the algebraic dual of B(E), it is clear that M+(E)M+ . We rst check
that the domain of the rate function I of nT is included in M+(E). Indeed, let m2M+
absolutely continuous with respect to , with density f; but not in M+(E). By denition
of I, we have
I(m)=
Z
E
(f lnf − f) d+ (E)
>
Z
E
f1f>e2 d+
Z
E
(f lnf − f)1f6e2 d+ (E): (2.3)
The two last terms of the R.H.S. of Eq. (2.3) are nite since (E)<1. By noting that
the rst term of Eq. (2.3) is innite since m(E) is innite, we deduce therefore that
I(:)=+1 outside M+(E) and that I(:) is equal to I(:j) on M+(E), where I(mj)
is the Kullback{Leibler information of m; 2M+(E):
I(mj)=
8><
>:
Z
E

dm
d
ln
dm
d
+ 1− dm
d

d if dmd exists;
+1 otherwise:
From the LDP in Theorem 2.1 and Lemma 4.1.5(b) of Dembo and Zeitouni (1993),
we obtain that the same LDP holds in (M+(E);Bcyl(M+(E))) when equipped with
the topology induced by M+(E), i.e. (M+(E); B(E)). Now, let Cb(E) the collection
of bounded continuous functions on E. It is known that the weak-topology (M+(E);
Cb(E)) makes M+(E) into a Polish space when endowed with the Levy metric. Nothing
that the cylinder -eld Bcyl(M+(E)) is equal to the Borel -eld BM+(E) induced by
the weak-topology, and since the topology (M+(E); B(E)) is stronger than the weak-
topology (M+(E);Cb(E)), Theorem 2.1 recovers a LDP for nT in the Polish space
M+(E): for all F weakly closed subset of M+(E),
lim sup
T!+1
1
T
lnP[nT 2F]6− inffI(mj); m2Fg (2.4)
and for all G weakly-open subset of M+(E):
lim inf
T!+1
1
T
lnP[nT 2G]>− inffI(mj); m2Gg: (2.5)
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We shall end this paragraph by providing another expression of the rate function
I(:j) in the case where F= fFt ; t>0g is the ltration generated by the Poisson
random measure:
Ft =FNt := fN ([0; s] ); 06s6t;  2BEg; t>0; (2.6)
F=FN := 
([
t>0
FNt
)
: (2.7)
Given a time interval [0; T ], let us dene the relative entropy of a probability measure
Q on (
;F) with respect to P by
KT (Q;P)=
8><
>:
EQ
"
ln
dQ
dP

FT
#
if QP on (
;F);
+1 otherwise
and the specic entropy by
K(Q;P)= lim sup
T!+1
1
T
KT (Q;P):
We have thus the following identication of the rate function.
Proposition 2.1. Assume that  is bounded on (E;BE) and Eqs. (2.6) and (2.7) hold.
Then; for all m2M+(E) such that I(mj)<+1, we have
I(mj) = inffK(Q;P): Q 2M1(
;F)
and m is the L evy measure of N on (
;F;Q)g:
Proof. Let m2M+(E) such that I(mj)<+1. It means that
dm
d
exists and
dm
d
ln
dm
d
2L1(): (2.8)
It is easily checked that
Z
E
 
1−
r
dm
d
!2
d6I(mj)<+1:
Therefore, a probability measure Q on (
;F) and such that N admits m for Levy mea-
sure on (
;F;Q), is absolutely continuous with respect to P and satises
(see, e.g., Jacod and Shiryaev 1987, ch. III.5):
dQ
dP

FT
=exp
Z T
0
Z
E
ln
dm
d
N (dt; dx)+
Z T
0
Z
E

1− dm
d

d dt

:
It implies that
KT (Q;P) = EQ
 Z T
0
Z
E
ln
dm
d
N (dt; dx)

+ T
Z
E

1− dm
d

d
= T
Z
E
ln
dm
d
dm+ T
Z
E

1− dm
d

d;
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where the second equality follows from the fact that
R
0
R
E ln
dm
d (N (dt; dx)−m(dx) dt) is
a (Q; F) martingale under the condition (2:8). We conclude then that (1=T )KT (Q;P)=
I(mj) for all T>0 which ends the proof.
Remark 2.2. The last proof shows that the assertion in Proposition 2.1 actually holds
for KT (Q;P)=T with arbitrary T , not just for the limit K(Q;P).
Important derivatives of LDP are contraction principles. In the next section, we shall
state an implicit contraction principle, which will be used later in Section 4.
3. An implicit contraction principle
The following result provides a useful alternative form to the well-known contraction
principle (see Varadhan, 1984).
Theorem 3.1. Let E1 be a metric space and E2 be a compact metric space. Let B1 and
B2 be -elds on E1 and E2 such that BE1 B1 and BE2 B2. On a probability
space (
;F;P), let X T1 be a random variable valued in (E1;B1) and satisfying a
LDP, as T !+1, with a good rate function I1 :E1! [0;+1], and X T2 be a random
variable valued in (E2;B2). Assume that P almost surely, X T2 is solution of
H(X T1 ; x2)= 0 (3.1)
for T suciently large, where H is a continuous function from E1E2 into Rp.
Dene then for all x2 2E2, the function:
I2(x2)= inffI1(x1);H(x1; x2)= 0g:
Then, I2 is lower semicontinuous and X T2 satises an upper bound LDP with the good
rate function I2: for all closed subset F of E2,
lim sup
T!+1
1
T
lnP[X T2 2F]6−inffI2(x2); x2 2Fg: (3.2)
Moreover, if P almost surely, Eq. (3.1) has a unique solution (so X T2 (!)), then X
T
2
satises also a lower bound LDP with the good rate function I2: for all open subset
G of E2,
lim inf
T!+1
1
T
lnP[X T2 2G]>−inffI2(x2); x2 2Gg: (3.3)
Proof. Clearly, I2 is nonnegative and I2 :E2! [0;+1].
(1) Let us rst check that I2 is lower semicontinuous, i.e. that for all a>0, the
subset fI26ag is closed in E2. Let (xn2 )n such that I2(xn2 )6a and xn2! x2 as n!+1.
Thus, by denition of I2, for all >0, there exist (x
n; 
1 )n 2E1 such that H(xn; 1 ; xn2 )= 0
and
I1(x
n; 
1 )6a+ :
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Hence, the sequence (xn; 1 )n is in the set fI16a+ g which is a compact subset of E1
since I1 is a good rate function. Therefore, up to a subsequence, x
n; 
1 ! x1, as n!+1.
By continuity of H, we have H(x1; x2)= 0 and since I1 is lower semicontinuous:
I1(x1)6a+ 
which proves that I2(x2)6a. Therefore, fI26ag is closed in the compact E2 and is
thus also compact. It means that I2 is a good rate function.
(2) By denition of the function I2, we have for any subset BE2,
inffI2(x2); x2 2Bg= inffI1(x1); x1 2H−1(B)g;
where
H−1(B) := fx1 2E1; 9x2 2B;H(x1; x2)= 0g:
We show that H−1(F) is closed whenever F is closed. Let (xn1 )n 2H−1(F) such that
xn1! x1, as n!+1. Since xn1 2H−1(F), there exists xn2 2F with H(xn1 ; xn2 )= 0. Now,
if F is closed in the compact space E2, then F is also compact. Hence, xn2! x2 2F ,
as n!+1, and by continuity of H:
H(x1; x2)= 0
which proves that x1 2H−1(F) and then the closedness of H−1(B).
Since for T suciently large, X T2 is a solution of Eq. (3.1), it follows that
P[X T2 2F]6P[X T1 2H−1(F)]:
Then, the upper bound of LDP (3:2) is proved for X T2 by using the upper bound of
LDP for X T1 and the previous inequality.
(3) We are now concerned with the lower bound of LDP (3:3) when Eq. (3.1) has
a unique solution, and then for all G 2B2 such that H−1(G)2B1:
P[X T2 2G] =P[X T1 2H−1(G)]:
Note that contrarily to the usual contraction principle, the subset H−1(G) is not open
when G is open, and we cannot directly apply the lower bound of LDP for X T1 . Let
us then dene for all BE2, and all >0.
H−1 (B) := fx1 2E1; 9x2 2B; jH(x1; x2)j<g;
H
−1
 (B) := fx1 2E1; 9x2 2B; jH(x1; x2)j6g:
By continuity of H; H−1 (G) is an open subset of E1. As in step (2), we also check
by continuity of H and compacity of E2 that H
−1
 (F) is closed in E2. We need the
following lemma.
Lemma 3.1. Let B be a closed subset of E2. Then
lim
#0
P[X T1 2 H−1 (B)]=P[X T1 2H−1(B)]:
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Proof. The sets fX T1 2 H
−1
 (B)g are nonincreasing when  decreases to zero. We show
that lim#0fX T1 2 H
−1
 (B)g= fX T1 2H−1(B)g which will prove the result. Indeed, for
all >0,
X T1 2 H−1 (B) , 9x2 2B; jH(X T1 ; x2)j6:
Since B is closed in E2 compact, B is also compact and so x2! x2 2B, as ! 0.
By continuity of H, we have H(X T1 ; x2)= 0 and then X
T
1 2H−1(B).
Since E2 is a compact metric space, it suces to prove the lower bound LDP (3:3)
for any open ball of E2; G=B(x2; ), where x2 2E2 and >0. For all 0<<, we
have
lim inf
T!+1
1
T
lnP[X T2 2B(x2; )] > lim infT!+1
1
T
lnP[X T2 2 B(x2; − )]
> lim inf
T!+1
1
T
lnP[X T1 2H−1( B(x2; − ))]
= lim inf
T!+1
lim
!0
1
T
lnP[X T1 2 H−1 ( B(x2; − ))]
> lim inf
T!+1
lim
!0
1
T
lnP[X T1 2H−1 (B(x2; − ))]
>−inffI1(x1); x1 2H−1(B(x2; − ))g
= −inffI2(x2); x2 2B(x2; − )g;
where the third relation follows from Lemma 3.1, the fth relation from the lower
bound of LDP for X T1 and the fact that H
−1
 (B(x2; − ))H−1(B(x2; − )) for all
>0. By sending ! 0 in the last relation, we obtain then Eq. (3.3) thanks to the
following lemma.
Lemma 3.2.
lim
#0
[inffI2(x2); x2 2B(x2; − )g] = inffI2(x2); x2 2 B(x2; )g:
Proof. Let us denote by a() := inffI2(x2); x2 2B(x2; − )g. Then, a() is nonin-
creasing with  and is lowerbounded by
a := inffI2(x2); x2 2 B(x2; )g:
Therefore, a()! a> a, as ! 0. By denition of a(), we have that for all >0,
there exists x2(; )2B(x2; − ) such that
I2(x2(; ))6a()+ :
Now, (x2(; )) 2 B(x2; ) compact of E2 and so x2(; )! x2()2 B(x2; ), as ! 0.
Since I2 is lower semicontinuous, we deduce that:
I2(x2())6a+ 
which proves that a= a.
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Remark 3.1. As pointed out by a referee, if P almost surely, Eq. (3.1) has the unique
solution X T2 (!), we can then consider restrictions of the random variables X
T
1 and X
T
2 to
a set of full measure to deduce that there exist a probability space ( ~
; ~F; ~P) and random
variables ~X
T
1 and ~X
T
2 distributed as X
T
1 and X
T
2 , respectively, such that ~X
T
2 = h( ~X
T
1 )
everywhere on ~
 where h is a function from E1 into E2. A second step would be to
prove the continuity of h so that one can apply the usual contraction principle.
4. Large deviation principle in a parametric statistical model
4.1. The statistical model
In this paragraph, we introduce the statistical model in the parametric estimation of
the Levy measure  of N under P and we review consistency results of the maximum
likelihood estimator.
As discussed in the introduction, we shall be concerned with the observations of N
in the time interval [0; T ] and for jumps amplitude valued in a given closed subset E of
Rd on which the Levy measure  of N under P is bounded, i.e. 2M+(E). We assume
that the ltration is generated by the Poisson random measure N; Ft =FNt ; t>0, and
F=FN .
We are given a compact metric space Rp (space of parameters) and a family
f; 2g in M+(E). We consider a family P= fP; 2g in M1(
;F) such that
for all 2;N is a Poisson random measure on (
;F;P) with Levy measure . We
denote by E the expectation under P. We assume that for all 2;  is absolutely
continuous with respect to a (reference) measure 0 2M+(E):
d
d0
=f(; :)
with a strictly positive function f(; :) on E, assumed to be continuous in 2. We
denote by Q0 the probability measure on (
;F) induced by N with Levy measure 0.
We assume that this parametric model is well-specied in the sense that the true
probability P belongs to P, i.e. there exists 0 2 such that
P=P0 and so = 0 :
Moreover, we impose the following identication condition:
(I1) 0 2o and 82; f(; :)=f(0; :) ) = 0:
Since  and 0 2M+(E), we haveZ
E
(1−
p
f(; x))20(dx)<+1: (4.1)
This condition ensures that for all 2; PQ0 and the Loglikelihood function
LT () is given by (see, e.g., Jacod, 1975):
LT () := ln
dP
dQ0

FT
=
Z T
0
Z
E
lnf(; x)N (dt; dx)+
Z T
0
Z
E
(1−f(; x))0(dx) dt:
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In what follows, derivatives are all with respect to , with _f denoting the gradi-
ent vector grad f and r, the Jacobian operator. We shall assume that f is twice
continuously dierentiable with respect to  and we impose the following conditions:
(H1)
Z
E
sup
2
(1−
p
f(; x))20(dx)<+1;
(H2)
Z
E
jlnf(; x)j20 (dx)<+1; 82;
(H3)
Z
E
sup
2
jlnf(; x)j0 (dx)<+1;
(H4)
Z
E
sup
2
k _f(; x)k0(dx)<+1;
(H5)
Z
E
 
sup
2
∥∥∥∥∥
_f
f
(; x)
∥∥∥∥∥
!2
0 (dx)<+1;
(H6)
Z
E
 
sup
2
∥∥∥∥∥r
 
_f
f
!
(; x)
∥∥∥∥∥
!2
0 (dx)<+1:
Under assumptions (H1){(H6), the conditions for interchanging dierentiation and
stochastic integration are satised (see Theorem 2.2 in Hutton and Nelson, 1984),
and so the Loglikelihood function LT () is dierentiable in ; P0 a.s. Moreover, we
have the following expression for the score vector function, i.e. the derivative of the
Loglikelihood function:
_LT ()=
Z T
0
Z
E
_f(; x)
f(; x)
(N (dt; dx)− (dx) dt):
Let us now consider a maximum likelihood estimator of the parametric model, i.e.
satisfying ^T =argmax2 LT (). We recall a well-known consistency result, stated in
Aalen (1975), see also Borgan (1984) or Florens (1988).
Proposition 4.1. Under assumptions (H1){(H6) and (I1), ^T satises P0 almost
surely the likelihood equation:
_LT ()= 0 (4.2)
for T suciently large and
^T !
T!+1
0; P0 a:s:
Now, if we assume that there exists a subset  of  such that
(H02)
Z
E
jlnf(; x)j2’(dx)<+1; 82; 8’2;
(H03)
Z
E
sup
2
jlnf(; x)j’(dx)<+1; 8’2;
(H05)
Z
E
 
sup
2
∥∥∥∥∥
_f
f
(; x)
∥∥∥∥∥
!2
’(dx)<+1; 8’2;
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as well as the identication of the statistical model:
(I01) 82; 8’2; f(; :)=f(’; :) ) =’;
then, we have the following consistency result, see, e.g., Aalen (1975) and Borgan
(1984).
Proposition 4.2. Under assumptions (H1), (H02); (H03), (H4), (H05) and (I01); ^T is
a -consistent estimator, i.e. for all ’2 and for all >0:
lim
T!+1
P’[k^T −’k<] = 1:
Finally, let us mention that under some more regularity conditions, we also have an
asymptotic normality result:
p
T (^T − 0) d−!
T!+1
N(0; −1);
where the convergence in distribution is stated under P0 and
=
Z
E
_f _f0
f2
(0; x)0 (dx):
In the following, we interest on the exponential rate of convergence for the MLE ^T
by stating a large deviation principle and identifying the rate function. We rst state a
lower bound of LDP for any consistent estimator of the parametric model.
4.2. A lower bound of LDP for a consistent estimator
Adapting arguments of Bahadur et al. (1980), we state the following result.
Proposition 4.3. Assume that (H02) holds. Then, any -consistent estimator
F-adapted process f ~T ; T>0g satises a lower bound of LDP: for all open subset G
of ,
lim inf
T!+1
1
T
lnP0 [ ~T 2G]>−inffI(’j0 ); ’2G \g: (4.3)
Proof. From Eq. (4.1), we have PP0 for all 2 and the density is given by
(see, e.g., Jacod, 1975):
dP
dP0

FT
=exp
Z T
0
Z
E
ln
f(; x)
f(0; x)
N (dt; dx)+
Z T
0
Z
E

1− f(; x)
f(0; x)

0 (dx) dt

:
It follows that
UT (; 0) := ln
dP
dP0

FT
=
Z T
0
Z
E
ln
f(; x)
f(0; x)
(N (dt; dx)− (dx) dt)
+ T
Z
E

f(; x)
f(0; x)
ln
f(; x)
f(0; x)
+ 1− f(; x)
f(0; x)

0 (dx):
(4.4)
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Hence, by (H02) and the strong law of large numbers for martingales (see
Lepingle, 1978) applied to the (P; F) martingale dened by the rst term of the R.H.S.
in Eq. (4.4), we get
1
T
UT (; 0) −!
T!+1
I(j0 ) P a:s: (4.5)
Let us then dene for all T>0; >0; ’2, the FT -measurable set
CT; (’)=
 1T UT (’; 0)− I(’j0 )
6

so that from Eq. (4.5),
lim
T!+1
P’[CT; (’)]= 1: (4.6)
If G \ is empty, Eq. (4.3) is obviously satised. If not, let ’2G \ and >0 such
that the open ball of center ’ and radius ; B(’; ), belongs to G. Then, for all >0,
P0f ~T 2Gg > P0f[ ~T 2B(’; )]\CT; (’)g
= E’[e−UT (’; 0)1f[ ~T2B(’; )]\CT; g]
> e−T (I(’j0 )+)P’f[ ~T 2B(’; )]\CT; (’)g
> e−T (I(’j0 )+)fP’[k ~T −’k<]− (1−P’[CT; (’)])g:
By denition of a consistent estimator and from Eq. (4.6), we obtain then 8>0,
lim inf
T!+1
1
T
lnP0 [ ~T 2G]>−I(’j0 )− 
for all ’2G \, which gives the result by sending ! 0.
Note in particular that the MLE ^T satises the lower bound (4:3) since it is a
-consistent estimator for the parametric model (Proposition 4.2).
4.3. Large deviation principle for a maximum likelihood estimator
In this paragraph, we investigate an upper bound of LDP for the maximum likelihood
estimator ^T . We shall apply the implicit contraction principle to our estimation problem
in the case where = 0 is bounded on E, and with
E1 =M+(E), endowed with the weak-topology (M+(E);Cb(E)) and the Levy met-
ric, and B1 =BM+(E),
E2 =, endowed with the usual topology in Rp, and with its Borel -eld B2 =B,
X T1 = nT , satisfying a LDP with the good rate function I1(:)= I(:j0 ),
X T2 = ^T .
We shall make an additional assumption:
(H7) 82;
_f
f
(; :)2Cb(E) and
_f
f
is continuous in ; uniformly in E; i:e: :
82; 8>0; 9>0; k’−k< ) sup
x2E
∥∥∥∥∥
_f
f
(; x)−
_f
f
(; x)
∥∥∥∥∥<:
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Let us then dene the function H :M+(E)!Rp via:
H(m; )=
Z
E
_f(; x)
f(; x)
(m− )(dx):
A stronger identication condition that (I1) is
(I2) H(0 ; )= 0 in  ) = 0:
Moreover, the likelihood equation (4:2) can be written also as
H(nT ; )= 0: (4.7)
We now prove the continuity of H.
Lemma 4.1. Under assumptions (H4) and (H7), the function H is continuous on
M+(E).
Proof. Let (m; )2M+(E) and (mn; n)n 2M+(E) such that mn *m for the
weak-topology (M+(E);Cb(E)) and n! 0 for the usual topology on Rp, as n!+1.
From assumption (H4), we have by the dominated convergence Lebesgue theorem:Z
E
_f
f
(n; x)(dx)=
Z
E
_f(n; x)0(dx) −!
n!+1
Z
E
_f(; x)0(dx)=
Z
E
_f
f
(; x)(dx):
Assumption (H7) implies the strong convergence of
_f
f (n; :) to
_f
f (; :) in the Banach
space (Cb(E); kk1), as n!+1. Hence, by Proposition III.5(iv) of Brezis (1983),
we haveZ
E
_f
f
(n; x)mn(dx) !
n!+1
Z
E
_f
f
(; x)m(dx)
and we nally conclude that H(mn; n)!H(m; ), as n!+1.
It follows from this lemma and Theorem 3.1 that the function J0 : ! [0;+1]
dened by
J0 ()= inffI(mj0 ): m2M+(E) and H(m; )= 0g
is a good rate function. We obtain then by the implicit contraction principle a LDP
for the MLE ^T from a LDP for the random measure nT .
Theorem 4.1. Under assumptions (H1){(H7) and (I1), the MLE ^T satises an upper
bound of LDP: for all closed subset F of ,
lim sup
T!+1
1
T
lnP0 [^T 2F]6−inffJ0 (); 2Fg: (4.8)
In particular, if the strong identication (I2) holds, we have for all >0:
lim sup
T!+1
1
T
lnP0 [^T =2B(0; )]<0: (4.9)
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Moreover; if P0 almost surely ^T is the unique solution of the likelihood equation
(4:2); then ^T satises a LDP with the good rate function J0 and so: for all open
subset G of ;
lim inf
T!+1
1
T
lnP0 [^T 2G]>−inffJ0 (); 2Gg: (4.10)
Proof. We have seen in Proposition 4.1 that under assumptions (H1){(H6) and (I1),
the MLE ^T satises the likelihood equation (4:7). Moreover, H is continuous from
Lemma 4.1. Therefore the upper bound of LDP (4:8) is obtained by applying the
implicit contraction principle (3:2) and the upper bound of LDP (2:4) for nT .
Let us show that under (I2), we have
J0 ()= 0 , = 0: (4.11)
Indeed, by denition of J0 ; J0 ()= 0 means that for all n2N, there exists mn 2
M+(E), such that H(mn; )= 0 and
I(mnj0 )6
1
n
:
Hence, (mn)n 2fI(:j0 )61g which is a compact subset of M+(E) since I(:j0 ) is
a good rate function and so mn *m for the weak-topology (M+(E);Cb(E)). By
continuity of H and the lower semicontinuity of I(:j0 ), we have
H(m; )= 0 and I(mj0 ) = 0:
But from the denition of the Kullback information of two measures, I(mj0 ) = 0
implies that m= 0 and so
H(0 ; )= 0:
Under the strong identication condition (I2), this last relation implies that = 0.
Therefore Eq. (4.11) is proved and J0 ()>0 for all  6= 0. Since J0 is a good rate
function, its inmum is achieved over all closed subset of , which states Eq. (4.9).
If P0 almost surely, ^T is the unique solution of Eq. (4.7), then we can apply the
implicit contraction principle (3:3) and obtain the lower bound (4:10) of LDP for ^T
from the lower bound of LDP (2:5) for nT .
Remark 4.1. It may be worthwhile to point out that the implicit contraction principle
may be applied more generally to derive a large deviation principle for the maximum
likelihood estimator of a parametric model whenever there exists a sucient statistic for
which we have a LDP. Let us also mention that the results obtained in this paper can
also be derived for estimators other than the MLE provided that they are obtained as
solution of an equation of type (4:7) for some continuous function H. Such estimators
are called quasilikelihood estimators (see Godambe and Heyde, 1987; Sorensen, 1990).
Remark 4.2. Notice that since H(; )= 0, we obviously have
J0 ()6I(j0 ):
In the following paragraph, we provide an explicit form of the rate function J0 .
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4.4. A score function approach for the LDP of the MLE
We present here a dierent approach suggested by a referee for the problem of
LDP for a MLE. It is based on LDP for the score function. This approach is applied
by Borovkov and Mogulskii (1994) when the Loglikelihood function is the sum of
i.i.d. random functions and by Florens and Pham (1997) in the estimation of the drift
parameter of the Ornstein{Uhlenbeck process.
For all 2, we denote:
D=
(
2R:
Z
E
exp
 

_f
f
(; x)
!
0 (dx)<+1
)
:
We shall assume that
(H07) Do 6= ; 82:
Notice that assumption (H7) obviously implies (H07) since in this case D=R.
The following lemma provides the limiting logarithmic moment generating function
of _LT ()=T .
Lemma 4.2. Under assumptions (H4) and (H07), the function dened; for all 2,
as the limit:
() := lim
T!+1
1
T
lnE0 [exp( _LT ())]
exists for all 2R. Its eective domain D := f2R: ()<+1g is equal to D
and we have for all 2D:
()=
Z
E
 
exp
 

_f
f
(; x)
!
− 1
!
0 (dx)− 
Z
E
_f
f
(; x)(dx): (4.12)
Proof. For all 2D, the process
Mt := exp
(Z t
0
Z
E

_f
f
(; x)N (du; dx)−
Z t
0
Z
E
(e

_f
f (; x) − 1)0 (dx) du
)
; t>0
is a (P0 ; F) martingale (see Jacod and Memin, 1976). By writing that E0 [MT ] = 1,
we immediately obtain that for all T>0:
1
T
lnE0 [exp( _LT ())]=
Z
E
 
exp
 

_f
f
(; x)
!
− 1
!
0 (dx)− 
Z
E
_f
f
(; x)(dx):
Therefore, for all 2D,  exists, not just for the limit T !+1, but for arbitrary
T>0, and it is given by Eq. (4.12). Moreover, the convex set D is included in D
and so by (H07), Do is not empty. Now, recall that a Laplace transform is analytic in
the interior of its domain, if this interior is not empty, and that its domain is convex
(we refer to Homann-Jorgensen, 1994, for the basic properties of Laplace transforms).
It follows that the whole domain D is obtained as the largest extended convex subset
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of D to which  given in Eq. (4.12) can be extended by analytic continuation. We
conclude that D =D, which ends the proof.
Let  be the Fenchel{Legendre transform of  and denote the function R0 by
R0 :=

(0)=− inf
2R
f()g:
Now, for all 2 and 2D, consider the measure m()2M+(E) dened by its
density with respect to 0 :
dm()
d0
= exp
 

_f
f
(; x)
!
: (4.13)
By the dominated convergence Lebesgue theorem, one easily check that the function
 is continuously dierentiable in Do and
d
d
()=
Z
E
_f
f
(; x)(m()− ) (dx); 82Do:
Notice that dd()=H(m(); ).
We shall assume that for all 2, 0 is an exposed point of  , i.e.
(H8) 82; 9 2Do:
d
d
()= 0:
We denote m =m(

). We then obtain explicit forms of the rate functions R0 and
J0 in terms of the Kullback{Leibler information.
Proposition 4.4. Assume that (H4), (H07) and (H8) hold. Then; we have
R0 ()= I(m

 j0 ): (4.14)
Moreover; if (H7) holds; we have
J0 ()= I(m

 j0 ): (4.15)
Proof. By classical convex analysis consideration (see, e.g., Lemma 2.3.9(b) in Dembo
and Zeitouni, 1993), we have R0 ()=−(). Using expression (4:12) of  and
denition of  in (H8), we immediately deduce the rst asserted result (4:14).
To prove the relation (4:15), we show the following relation: 82, 8m2M+(E),
I(mj0 ) = I(mjm) + I(m j0 ) + H(m; ): (4.16)
Assume rst that m is not absolutely continuous with respect to 0 so that I(mj0 ) =
+1. Since m  0 , it implies that m is not absolutely continuous with respect to m
and I(mjm)=+1, and so Eq. (4.16) is satised.
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Assume now that m 0 and then mm . An easy calculation yields
I(mj0 ) = I(mjm) + I(m j0 ) +
Z
E
ln
dm
d0

dm
d0
− dm


d0

d0
= I(mjm) + I(m j0 ) +
Z
E

_f
f
(; x)(m− m)(dx)
= I(mjm) + I(m j0 ) +
Z
E

_f
f
(; x)(m− )(dx);
where the second equality follows from the expression (4:13) of the density m and
the third equality, which is the required relation (4:16), from the denition of  in
(H8). Since H(m ; )= 0, the relation (4:16) immediately implies the asserted result
(4:15) by denition of J0 .
Now, if we strengthen condition (H07) by assuming that 0 lies in Do, then the
Gartner{Ellis theorem implies that for all 2, _LT ()=T satises an upper bound of
large deviation with the good rate function  (see Theorem 2.3.6 (a) in Dembo and
Zeitouni, 1993). Moreover, if we assume that for all 2, 0 [x2E: _f=f(; x) 6=
0]>0, then it is easily checked that the function dd(:) is a continuous increasing
function on Do. By condition (H8), we deduce that for >0 suciently small, for all
y2R; jyj6, there exists a unique y 2Do such that dd(y )=y, which means that
y is an exposed point of . From Theorem 2.3.6(b) in Dembo and Zeitouni (1993),
this implies that for all >0 suciently small:
lim inf
T!+1
1
T
lnP0
 _LT ()T
<

>−inff(y): jyj<g:
If we assume that, P0 almost surely, the MLE ^T is the unique solution of the
likelihood equation _LT ()= 0, then by following arguments of Borovkov and Mogulskii
(1994), one can show that ^T satises a LDP with the good rate function R0 explicitly
given in Proposition 4.4.
Case of exponential families. We shall see here how calculations can be simplied
in some important cases where the likelihood function of the parametric model, or a
part of it, has the form of an exponential family. For a general overview of exponential
families, see Kuchler and Sorensen (1989).
We consider models for which
f(; x)= expf< ; g(x)>g; (4.17)
where g is a Rp-valued function on E. It is then easily checked that assumption (H8)
is satised with  = − 0 and then m = . It follows that under suitable conditions
on function g (ensuring that the dierent assumptions (Hi) are satised), ^T satises
a LDP with the good rate function  7! I(j0 ).
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This result is closely related to the one of Kester and Kallenberg (1986), who proved
a LDP for the MLE with Kullback{Leibler rate function, in the case of a sample of
i.i.d. random variables in an exponential family parametric model.
Appendix A. Proof of Lemma 2.2
The weak-topology (M;W) makes M into a locally convex Hausdor topologi-
cal space with topological dualM =W. Since the function y 7! (y) :=y ln y+1−y
is nonnegative, I>0. Like for the relative entropy of two probability measures, the
convexity of I follows from the convexity of . Let us show that I is lower semi-
continuous on M. Fix 0<<+1 and consider the set:
()=

f2L+W ;
Z
E
(f lnf + 1− f) d6

;
where L+W denotes the set of functions f BE-measurable, f>0 d a.s. and such thatR
E f d<+1, for all 2W. Since the mapping m 7!f=dm=d is a homeomor-
phism between the level set fm2M; I(m)6g equipped with the weak-topology
(M;W) and () equipped with the weak topology (L+W ;W) generated by the
collection:
f2L+W ;

Z
E
f d− a
6

for all 2W, a2R and >0, we have to check that () is a closed subset of
L+W for the topology (L
+
W
;W). Since  is a -nite measure on E, there exists a
countable family of subsets (Ai)2E such that
E=
1[
i=1
Ai and (Ai)<+1:
Fix f2L+W but not in () and consider the sequence fn 2L+W :
fn=f^ n+ (1=n):
Dene also n=(lnfn)1Sn
i=1
Ai
and note that n 2W. For all g2(), an easy cal-
culation yieldsZ
E
ng d =
Z
Sn
i=1
Ai
(g ln g+ 1− g) d+
Z
E
(en − 1) d
−
Z
Sn
i=1
Ai

g
fn
ln
g
fn
+ 1− g
fn

fn d
6 +
Z
E
(n) d:
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Since (f lnfn + 1− fn)1Sn
i=1
Ai
>− 1 for all n>−1, we have by Fatou’s lemma:
lim inf
n!+1
 Z
E
nf d−
Z
E
(n) d

= lim inf
n!+1
 Z
E
1Sn
i=1
Ai
(f lnfn + 1− fn) d

>
Z
E
(f lnf + 1− f) d
> ;
where the last inequality follows since f =2(). Then for n large enough, n 2W is
such that
sup
Z
E
ng d; g2()

6+
Z
E
(n) d<
Z
E
nf d
implying that f is not in the weak-L+W closure of (). Since this holds for any
f =2(), the set () is then weakly closed in L+W .
Then from the duality lemma (see Ekeland and Temam, 1976, or Lemma 4.5.8. of
Dembo and Zeitouni, 1993), it suces to prove that for all 2W,
()= sup
m2M
Z
E
 dm− I(m)

or equivalently,Z
E
(e − 1) d= sup
f2L+
W
Z
E
f d−
Z
E
(f lnf + 1− f) d

:
Choosing f=e 2L+W , it is easily checked that the left side of the last equality is
less than the right side. On the other hand, for any f2L+W , we haveZ
E
f d =
Z
E
1f>0f d
=
Z
E
1f>0

ln
e
f

f d+
Z
E
f lnf d
6
Z
E
1f>0

e
f
− 1

f d+
Z
E
f lnf d
6
Z
E
(e − f) d+
Z
E
f lnf d
and then,Z
E
f d−
Z
E
(f) d6
Z
E
() d;
which completes the proof.
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