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Abstract
In this paper we show that any rational matrix function having hermitian values on the
imaginary axis, and with constant signature and constant pole signature admits a minimal
symmetric factorization with possibly nonsquare factors. Our proof is based on a construction
which shows that any such function can be extended (preserving its McMillan degree) to a
function that admits J -symmetric factorization with square factors. Also, we consider other
properties of the factors in J -symmetric factorizations. Particular attention is given to the
study of the common invariant zero structure of these factors.
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1. Introduction
This paper deals with the problem of existence of minimal J -symmetric factoriza-
tions for regular rational matrix functions that take hermitian values on the imaginary
axis and have the same signature almost everywhere on this axis. Here J = J ∗ =
J−1 is a signature matrix. During the last half century various types of symmet-
ric factorizations of rational (and more general) matrix functions have attracted the
attention of a great number of authors due to their profound role in the study of
diverse problems in mathematics and theoretical engineering, including the theory of
Wiener–Hopf operators (see, e.g., [5,16–18,54]), transport theory (see, e.g., [23,38]),
theory of algebraic Riccati equations (see, e.g., [19,24,29,30,47]), linear quadratic
optimal control (see, e.g., [39,60]), stochastic filtering (see, e.g., [15,36,37]), model
reduction (see, e.g., [1,2]), H -infinity control (see, e.g., [22]), etc., (see also the ref-
erences cited in the papers and books mentioned above).
In order to describe the problem discussed in this paper more precisely, consider
an m× n matrix (λ) whose entries are rational complex functions of the complex
variable λ (i.e., quotients of poynomials in λ with complex coefficients); in short,
(λ) is a rational matrix function. Assume thatm = n and(λ) = (−λ¯)∗ for every
λ that is not a pole of , i.e., (λ) is self-adjoint on the imaginary axis. We also
assume that the signature of (λ) is constant for each λ ∈ iR which is not a pole of
(λ). For such functions it is natural to consider factorizations of the form
(λ) = W(λ)J˜W(−λ)∗, (1)
where the factor W(λ) is a rational matrix function of size m× p (i.e., not necessar-
ily of square size). Factorizations of the form (1) are referred to as J˜ -symmetric. Of
special importance is the case when the factorization (1) is minimal, which means
that δ() = 2δ(W), where δ(R) stands for the McMillan degree of the rational ma-
trix function R(λ) (which, roughly speaking, equals the total number of poles of
R(λ)). As follows from the results in [21] (see also [52]) any rational matrix function
(λ) taking hermitian values on the imaginary axis, and having constant signature J
admits a J -symmetric factorization with square factors. However, this factorization
need not be minimal. The problem of existence of a minimal J -symmetric factor-
ization (with square factors) has been studied in [52], where, in particular, necessary
conditions are found for existence of such a factorization (these conditions are ex-
pressed in terms of pole signature and zero signature introduced in [52]). One can
easily check that the function
0(λ) =
(
0 1
1 −λ−2
)
(2)
does not admit a minimal J -symmetric factorization with square factors, although
0(λ) is hermitian on iR and has constant signature J =
(
0 1
1 0
)
on iR.
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It is worthwhile to mention that generically any selfadjoint rational matrix func-
tion (λ) with constant signature and constant pole signature admits a minimal J -
symmetric factorization with square factors. This fact follows from the results of [53].
In the present paper we show, among other things, that a minimal J -symmetric
factorization with nonsquare factors of a selfadjoint rational matrix function with
constant signature and constant pole signature always exists (see Theorem 2.2). For
example, the function 0(λ) given by (2) admits the minimal factorization
0(λ) =
(
0 1 0
1 0 λ−1
)0 1 01 0 0
0 0 1
0 11 0
0 −λ−1
 . (3)
The idea of the proof of this result is based on a certain enlargement of the size of the
given function (λ) without increasing the McMillan degree, so that the extended
rational matrix function ˜(λ) does admit a minimal J˜ -symmetric factorization with
square factors (for some J˜ which is an extension of J ). We provide an explicit recipe
to construct such an extension (see Theorem 2.1). For example, for the function
0(λ) given by (2) one can take the extension to be
˜0(λ) =
0 1 01 −λ−2 −λ−1
0 λ−1 1
 .
The function ˜0(λ) admits the following minimal J˜ -symmetric factorization with
square factors:
˜0(λ) =
0 1 01 0 λ−1
0 0 1
0 1 01 0 0
0 0 1
0 1 01 0 0
0 −λ−1 1
 ,
which clearly gives rise to the factorization (3). We emphasize that constant pole signa-
ture of is a necessary condition for existence of a minimal symmetric factorization.
Furthermore, we show that if a minimal J -symmetric nonsquare factorization of
a given (λ) is at hand one can extend (λ) in a certain canonical way to a self-
adjoint rational matrix function ˜(λ) with δ() = δ(˜) and with constant signature,
such that ˜(λ) admits a minimal J˜ -symmetric factorization with square factors (see
Theorem 2.4).
Minimal factorization of rational matrix valued functions in terms of their state
space realizations was first considered in [3,4,56] (see also [9]). Minimal factorizations
of a general rational matrix function into a product of square factors do not always exist.
It is easily seen that (2) does not allow any nontrivial minimal factorization in square
factors, even without symmetry constraints on the factors. In contrast, it was shown in
[57,59] that any rational matrix function can be factorized minimally into a product of
nonsquare factors, and moreover, the procedure can be continued to produce a minimal
factorization into nonsquare factors of degree one. An alternative method was outlined
in [58]. However, our results on minimal factorizations in the symmetric framework
do not follow from a straightforward application of the methods of [57–59].
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Various problems concerning symmetric factorizations with square factors were
studied in the literature. We mention [6,8] where a computational point of view is
taken, in a state space formalism. Further, many papers and books are dealing with
the positive semidefinite case. For motivation of this problem, see, e.g., [36,47]. Note
that minimal square symmetric factorizations of a positive semidefinite rational ma-
trix function always exist (see, e.g., [48]). A full parametrization of all such minimal
square symmetric factorizations can be given in many different ways, also depending
on how the positive semidefinite rational matrix function is given (e.g., appearing
already as a product, or as a sum, or in very general form). For several different
approaches (see [10,11,13,35,41,46,48,49]). Most of the results in these sources are
developed in a state space formalism. Stability of such factorizations under pertur-
bations is studied in [51]. For the polynomial case, the problem of parametrizing
minimal square symmetric factorizations was studied in [20,25,30]. The problem
of Wiener–Hopf factorization for symmetric rational matrix functions was consid-
ered in [26,40]. For the problem of J -symmetric factorization we refer to [7,21].
In [21] the problem was treated not in the state space framework, and minimal-
ity is not the main issue there, while in [7] a state space approach is taken, and
possibly non-minimal factorizations are considered. The problem of minimal J -sym-
metric factorization is discussed in [52,53]. In this regard, we mention also [28]
where necessary and sufficient conditions are found for the existence of a complete
set of minimal square J -symmetric factorizations.
Recently there has been a growing interest in studying symmetric fatorizations
with nonsquare factors for positive semidefinite functions (λ). See, e.g., [35–37]
for motivation of this problem. In [14,15,45] such factorizations were studied using
unitary minimal factorizations of a certain unitary function constructed from the
given positive semidefinite one. The approach of [42] is to start from an additive
decomposition of (λ), and using that to obtain a minimal realization of  and
of its nonsquare factors. In [44] the starting point is a general minimal realization
of . The latter approach was extended to rational matrix functions with constant
signature and nonsquare J -symmetric factorizations in [43]. In this context one is
naturally interested in the existence problem.
Now let us introduce some notations which will be used throughout. Let (λ) be
a regular rational matrix function taking hermitian values on the imaginary axis and
with constant signature on the imaginary axis. As (λ) is regular, i.e., det(λ) does
not vanish identically, we may assume without loss of generality that (∞) = J is a
signature matrix (that is, J = J ∗ = J−1). Then one can write a minimal realization
of (λ) in the form
(λ) = J + C(λI − A)−1B. (4)
Note that the size of A equals the McMillan degree of .
A well-known consequence of the state space isomorphism theorem in systems
theory (see, e.g., [3]) implies that there exists a unique invertible matrix H such that
HA = −A∗H, HB = C∗, H ∗ = −H, (5)
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(see also [12,48,51]). Recall that a subspaceM is calledH -lagrangian ifHM =M⊥.
It is proved in [52] that(λ) admits a minimal J -symmetric factorization with square
factors if there is anA-invariantH -lagrangian subspaceM and anA× := A− BJC-
invariant H -lagrangian subspace M× so that M⊕M× = Cn. A pair of subspaces
with the latter property is called a matching pair of subspaces. Recall that there exists
an A-invariant H -lagrangian subspace if and only if  has constant pole signature.
Next, we provide more insight into the extension procedure described above. The
idea there actually is that if A and A× for (λ) do not have a matching pair of
invariant H -lagrangian subspaces we enlarge the operators B and C in (4) to certain
B˜ = (B B1) , C˜ = B˜∗H
preserving the main operator (and hence the McMillan degree) and consider the ex-
tended function
˜(λ) = J˜ + C˜(λIn − A)−1B˜, (6)
where
J˜ =
(
J 0
0 J2
)
(7)
for some invertible hermitian J2. Then we show that it is possible to find B1 and J2
so that A and A˜× = A− B˜J˜−1C˜ do have a matching pair of invariant H -lagrangian
subspaces, i.e., ˜ admits a minimal J˜ -symmetric factorization with square factors.
The result from [52] mentioned above states that a necessary condition for a
minimal factorization of type (1) (with square factors) to exist is that  has constant
pole and zero signature. The latter is equivalent to saying that both A and A× have
an invariant H -lagrangian subspace. Next, one says that a function (λ) with con-
stant signature, constant pole signature and constant zero signature has a complete set
of minimal J -symmetric factorizations if for any A-invariant H -lagrangian subspace
M and any A×-invariant H -lagrangian subspace M× we have M⊕M× = Cn.
Clearly, in this case we have for any pair of such subspaces a corresponding minimal
J -symmetric factorization with square factors. The concept of completeness of the
set of minimal J -symmetric factorizations was introduced and studied in [28].
The paper is organized as follows. The results on existence of minimal J -sym-
metric factorizations with nonsquare factors and related results mentioned above are
presented in Section 2. In Section 3 we deal with the parametrization of a certain
set of minimal nonsquare J -symmetric factors in terms of solutions of suitable al-
gebraic Riccati equations. In Section 4 we show that the solutions of these Riccati
equations can be identified as generalized Bezoutians and we use these facts to study
common zero structure of different symmetric factors of one and the same function.
The results in this section are intimately connected to those of the papers [27,30–34]
and follow closely the line of argument in [43]. Section 5 is devoted to the problem
of completeness of the set of minimal J˜ -symmetric factorizations of the extension
˜ (as introduced in Section 2) of the given (λ). In Section 6 we state some open
problems which we encountered in the course of our work on this paper.
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2. Existence of nonsquare minimal factorization and extensions
In this section we prove that any rational matrix function  having hermitian
values on the imaginary axis, with constant signature and constant pole signature and
with (∞) = J , can be extended to a rational matrix function ˜ of the same type
which admits a minimal J˜ -symmetric factorization with square factors for some J˜
of the form (7). As a simple consequence we obtain our main result on existence
of minimal J˜ -symmetric factorization of the function  with possibly nonsquare
factors.
Also, we discuss here how nonsquare J˜ -symmetric factors of the rational matrix
function  with constant signature matrix J may be extended to square J˜ -symmetric
factors of a rational matrix function ˜ with constant signature matrix J˜ which is an
extension of .
As in [43], without loss of generality we may take J˜ in the J˜ -symmetric factor-
ization
(λ) = W(λ)J˜W(−λ)∗. (8)
to be of the form
J˜ =
(
J 0
0 J2
)
, (9)
where J2 is also a signature matrix of suitable size. Our first result of this section is
as follows.
Theorem 2.1. Given a square rational matrix function (λ) having hermitian val-
ues on the imaginary axis and with constant signature and constant pole signature
there, and with (∞) = J there exists an extension
˜(λ) =
(
(λ) 12(λ)
12(λ)∗ 22(λ)
)
(10)
of  with δ() = δ(˜) such that ˜ admits a minimal square J˜ -symmetric factoriza-
tion, where J˜ is given by (9).
Proof. Firstly, we write a minimal realization
(λ) = J + C(λI − A)−1B.
Let H = −H ∗ be the unique skew hermitian matrix with
HA = −A∗H, HB = C∗. (11)
We are going to construct a realization for ˜ as follows. Put
B˜ = (B B1) , (12)
where B1 is yet undetermined. Next, define C˜ by
C˜ = −B˜∗H. (13)
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Let J˜ be given by (9) where J2 = J ∗2 is invertible and still to be determined, and
˜(λ) = J˜ + C˜(λI − A)−1B˜. (14)
Obviously, ˜ is an extension of  in the sense that (10) holds. Clearly, also δ() =
δ(˜). We compute
Z = A− B˜J˜−1C˜ (15)
and observe that
Z = A+ BJ−1B∗H + B1J−12 B∗1H = A× + B1J−12 B∗1H, (16)
where A× = A− BJ−1C. So HZ = −Z∗H.
Since the function  has constant pole signature, there exists a H -lagrangian A-
invariant subspace M. If  does not admit a minimal square J -symmetric factor-
ization, then A and A× have no pair of matching H -lagrangian invariant subspaces.
Our aim is to find B1 and J2 such that A and Z do have such a pair of matching H -
lagrangian invariant subspaces. Let M be any A-invariant H -lagrangian subspace.
Also, letZ be any matrix withHZ = −Z∗H and for which there exists aZ-invariant
H -lagrangian subspace M× with M⊕M× = Cn. (For example, Z = 0 or I will
do). Then it follows that A×H−1 − ZH−1 is a self-adjoint matrix. Hence there is an
invertible hermitian J2 and a matrix B1 such that
A×H−1 − ZH−1 = B1J−12 B∗1 .
Now take this B1 to define B˜ in (12) and J2 to define J˜ in (9), and let ˜ be defined
by means of this B1 and J˜ . Then ˜ admits a minimal square J˜ -symmetric factoriza-
tion. 
Before stating the main result of this section, we have to introduce the concept
of a pole pair for a rational matrix function. A pair of matrices (C,A) is called a
pole pair for a rational matrix function V (λ) which is analytic at infinity, if there
is a matrix B such that V (λ) = V (∞)+ C(λ− A)−1B is a minimal realization for
V (λ). Using this notion, the main result of this section reads as follows.
Theorem 2.2. Let (λ) be a rational matrix function having hermitian values on
the imaginary axis and with constant signature and constant pole signature. Let (4)
be a minimal realization for . Let H be the unique skew-hermitian matrix satisfy-
ing (11). Then for any A-invariant H -lagrangian subspace M there is a nonsquare
W(λ) with pole pair (C|M, A|M) and a signature matrix J˜ of the form (7) such that
(λ) = W(λ)J˜W(−λ)∗ (17)
is a minimal nonsquare J˜ -symmetric factorization.
Proof. This theorem is an immediate corollary of Theorem 2.1. Indeed, from The-
orem 2.1 we know that there exists a ˜ that admits a minimal square J˜ -symmetric
factorization
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˜(λ) = W˜ (λ)J˜ W˜ (−λ)∗. (18)
Put
W = (I 0) W˜ .  (19)
Remark 2.3. It is not difficult to adjust the proofs of the two theorems above to the
case of general rational matrix functions without any symmetry restrictions on the
function and on the factors. The result is that any such function admits a nonsquare
nontrivial minimal factorization, such that the left hand factor has as its pole pair a
prescribed restriction of the pole pair of the given function. Compare [57,58].
We introduce for future use C1 = C|M and A1 = A|M. Our next result is in a
sense the converse of Theorem 2.2 and shows that any nonsquare minimal symmet-
ric factorization of  can be obtained from a certain extension ˜ of  such that
δ() = δ(˜) and ˜ admits a minimal square factorization.
Theorem 2.4. Let (λ) be a rational matrix function having hermitian values on
the imaginary axis and with constant signature and (∞) = J . Suppose that we are
given a minimal nonsquare J˜ -symmetric factorization
(λ) = W(λ)J˜W(−λ)∗, (20)
where W(λ) = (W1(λ) W2(λ)), and where J˜ is given by (7). If one extends W to
W˜ in the following way
W˜ =
(
W1 W2
0 I
)
, (21)
then ˜(λ) = W˜ (λ)J˜ W˜ (−λ)∗ is a minimal square J˜ -symmetric factorization of ˜,
and δ() = δ(˜). Also, in that case  has constant pole signature.
Proof. First, let
W(λ) = (W1(λ) W2(λ)) = (I 0)+ C1(λI − A1)−1 (B11 B12) (22)
be a minimal realization of W . If we extend W as in (21), then the realization
W˜ (λ) =
(
I 0
0 I
)
+
(
C1
0
)
(λI − A1)−1
(
B11 B12
) (23)
is minimal as well.
Next, we compute (λ) = W(λ)J˜W(−λ)∗. From the fact that this factorization
is minimal, and from the minimal realization (22), we obtain that
(λ)= J + (C1 −JB∗11) (λI − [A1 −B11JB∗11 − B12J2B∗120 −A∗1
])−1
×
(
B11
C∗1J−1
)
(24)
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is a minimal realization. Similarly, we compute ˜(λ) = W˜ (λ)J˜ W˜ (−λ)∗ using (23):
˜(λ)=
(
J 0
0 J2
)
+
(
C1 −JB∗11
0 −J2B∗12
)
×
(
λI −
[
A1 −B11JB∗11 − B12J2B∗12
0 −A∗1
])−1 (
B11J B12J2
C∗1 0
)
.
(25)
From these realizations it is clear that δ() = δ(˜). Furthermore, from (24) and (25)
one computes that
A× =
(
A1 −B12J2B∗12−C∗1J−1C1 −A∗1
)
, (26)
and hence the matrix Z which appears in Theorem 2.1 is of the form
Z =
(
A1 0
−C∗1J−1C1 −A∗1
)
. (27)
Clearly, we see from the block triangular forms of A and Z that they have a matching
pair of H =
(
0 I
−I 0
)
-lagrangian invariant subspaces, being Im
(
I
0
)
and Im
(
0
I
)
.
The corresponding minimal factorization is ˜ = W˜ J˜ W˜ ∗. Hence this factorization is
minimal indeed. The fact that  has constant signature is immediate from (24). 
3. Parametrization of nonsquare J -symmetric factors
In this section  is as given in Theorem 2.2. According to that theorem, for any
A-invariant H -lagrangianM there is a nonsquare W and a J2 such that  = WJ˜W ∗
is a minimal factorization, where J˜ is given by (7). In the next theorem we describe
explicitly minimal nonsquare Jˆ -symmetric factors V for  with the same pole pair
as W , but with possibly more columns. In this regard, write W(λ) as in (22) and J˜
as in (9). We assume that Jˆ =
(
J˜ 0
0 J22
)
for some invertible hermitian J22.
Theorem 3.1. Let W be given by (22). Let
Z = A1 − B11C1. (28)
For any X = X∗ and for any X2 of the same size as B12 form the hermitian matrix
XZ∗ + ZX −XC∗1JC1X − B12J2X∗2 −X2J2B∗12 −X2J2X∗2
and let X3 and J22 = J ∗22, with J22 invertible, be matrices such that
XZ∗ + ZX −XC∗1JC1X − B12J2X∗2 −X2J2B∗12 −X2J2X∗2 = X3J22X∗3 .
(29)
Put
X1 = XC∗1J, (30)
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and let Jˆ = diag{J, J2, J22}. Then for any such X,X2, X3 and J22 the function
V (λ) = (W1(λ)+ R1(λ) W2(λ)+ R2(λ) R3(λ) ) , (31)
where
Ri(λ) = C1(λ− A1)−1Xi, i = 1, 2, 3, (32)
is a minimal nonsquare Jˆ -spectral factor of  with the same pole pair as W and
possibly more columns, and with V (∞) = ( I 0 0 ).
Conversely, if V is a minimal nonsquare Jˆ -spectral factor of  with the same
pole pair as W and possibly more columns, and with V (∞) = ( I 0 0 ), then V
is of the form (31) with Ri (i = 1, 2, 3) given by (32), where Xi(i = 1, 2, 3) satisfy
(29), and X = X∗ is a hermitian matrix satisfying X1 = XC∗1J .
Proof. The proof uses the same ideas as the proof of Theorem 2.1 in [43]. We begin
by proving the converse statement. Let V (λ) be a minimal nonsquare Jˆ -spectral
factor of  with the same pole pair as W and possibly more columns. Obviously, we
can write
V (λ) = (W1(λ)+ R1(λ) W2(λ)+ R2(λ) R3(λ) ) ,
with
Ri(λ) = C1(λ− A1)−1Xi,
for some matrices Xi . We have to show that X1 = XC∗1J for some hermitian X and
that (29) is satisfied.
To do this, compute V JˆV ∗ = . We obtain
= W1JW ∗1 +W1JR∗1 + R1JW ∗1 + R1JR∗1 +W2J2W ∗2
+W2J2R∗2 + R2J2W ∗2 + R2J2R∗2 + R3J22R∗3 .
Observing that  = W1JW ∗1 +W2J2W ∗2 we arrive at
0= W1JR∗1 + R1JW ∗1 + R1JR∗1 +W2J2R∗2 + R2J2W ∗2
+R2J2R∗2 + R3J22R∗3 .
Multiplying with W−11 from the left and W
−∗
1 from the right we obtain
−JR∗1W−∗1 −W−11 R1J = W−11 R1JR∗1W−∗1 +W−11 W2J2R∗2W−∗1
+W−11 R2J2W ∗2 W−∗1 +W−11 R2J2R∗2W−∗1
+W−11 R3J22R∗3W−∗1 .
Next we use the fact that
W1(λ)
−1C1(λ− A1)−1 = C1(λ− Z)−1
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in each of these terms. This leads us to
C1(λ− Z)−1X1J − JX∗1(λ+ Z∗)−1C∗1
= C1(λ− Z)−1X1JX∗1(λ+ Z∗)−1C∗1
+C1(λ− Z)−1B12J2X∗2(λ+ Z∗)−1C∗1
+C1(λ− Z)−1X2J2B∗12(λ+ Z∗)−1C∗1
+C1(λ− Z)−1X2J2X∗2(λ+ Z∗)−1C∗1
+C1(λ− Z)−1X3J22X∗3(λ+ Z∗)−1C∗1 .
Multiplying both sides of this equation by λ and letting λ→∞ we arrive at
C1X1J = JX∗1C∗1 .
Thus C1X1J is a hermitian matrix. Also, we see from the above equation that for
every u ∈ KerC∗1 we have C1(λ− Z)−1X1Ju = 0. As (C1, Z) is an observable pair
it follows that X1Ju = 0 for u ∈ KerC∗1 . As in [43] (see the proof of Theorem 2.1
there) it now follows that there exists a hermitian X such that XC∗1 = X1J .
Now we rewrite the left hand side of the above equation:
C1(λ− Z)−1X1J − JX∗1(λ+ Z∗)−1C∗1
= C1(λ− Z)−1XC∗1 − C1X(λ+ Z∗)−1C∗1
= C1(λ− Z)−1{XZ∗ + ZX}(λ+ Z∗)−1C∗1 .
Inserting this in place of the left hand side, and using that (C1, Z) is an observable
pair we arrive at (29).
It remains to prove the direct statement. Using the formulas (31) and (32) for V
and for the Ri’s, respectively, it is not difficult to compute V JˆV ∗ = . Obviously
this is a minimal factorization, and clearly, V and W share the same pole pair. 
4. Bezoutian and common invariant zeros
Next, we turn our attention to generalized Bezoutians and the extent to which they
describe common invariant zeros of nonsquare factors of . Recall that if W , given
by the realization (22), and V , given by (31) and with realization induced by (22) and
(32), are such that WJ˜W ∗ = V ĴV ∗, then the generalized Bezoutian corresponding
to this factorization and to the realizations above is the unique matrix T for which
V (λ)ĴV (−µ¯)∗ −W(λ)J˜W(−µ¯)∗
= (µ− λ)C1(λI − A1)−1T (µI + A∗1)−1C∗1
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(see, e.g., [31]). The next result exposes a relationship between the Bezoutian asso-
ciated with WJ˜W ∗ = V ĴV ∗ and the matrix X which solves (29).
Theorem 4.1. The generalized Bezoutian connected to the factorization WJ˜W ∗ =
V ĴV ∗ and to the realizations (22) and (32) is equal to a solution X of (29). Con-
versely, if X is any solution of (29) and V is given by (31), then X is the generalized
Bezoutian connected to the factorization WJ˜W ∗ = V JˆV ∗ and the realizations (22)
and (32).
Proof. From the expressions for V and Ĵ we compute that
V (λ)Ĵ = (J 0 0)+ C1(λI − A1)−1 (B11J +X1J B12J2 +X2J2 X3J22) ,
V (−µ¯)∗ =
I0
0
−
B∗11 +X∗1B∗12 +X∗2
X∗3
 (µI + A∗1)−1C∗1
and thus
V (λ)ĴV (−µ¯)∗ = J − JB∗11(µI + A∗1)−1C∗1 − JX∗1(µI + A∗1)−1C∗1
+C1(λI − A1)−1B11J + C1(λI − A1)−1X1J
−C1(λI − A1)−1[B11JB∗11 + B12J2B∗12](µI + A∗1)−1C∗1
−C1(λI − A1)−1[B11JX∗1 +X1JB∗11 +X1JX∗1
+B12J2X∗2](µI +A∗1)−1C∗1 −C1(λI −A1)−1[X2J2B∗12
+X2J2X∗2 + X3J22X∗3](µI + A∗1)−1C∗1 .
Furthermore, it follows that
W(λ)J˜W(−µ¯)∗ = J − JB∗11(µI + A∗1)−1C∗1 + C1(λI − A1)−1B11J
−C1(λI − A1)−1[B11JB∗11 + B12J2B∗12](µI + A∗1)−1C∗1 .
By making use of (29), Z = A1 − B11C1, Theorem 3.1 and JX∗1 = C1X we con-
clude that
V (λ)ĴV (−µ¯)∗ −W(λ)J˜W(−µ¯)∗
= −C1X(µI + A∗1)−1C∗1 + C1(λI − A1)−1XC∗1
−C1(λI − A1)−1[XA∗1 + A1X](µI + A∗1)−1C∗1
= −C1X(µI + A∗1)−1C∗1 + C1(λI − A1)−1XC∗1 − C1(λI − A1)−1
×[X(µI + A∗1)− µX + (A1 − λ)X + λX](µI + A∗1)−1C∗1
= (µ− λ)C1(λI − A1)−1X(µI + A∗1)−1C∗1 .
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Thus we have
V (λ)ĴV (−µ¯)∗ −W(λ)J˜W(−µ¯)∗
µ− λ = C1(λI − A1)
−1X(µI + A∗1)−1C∗1 .
The converse part follows easily from Theorem 3.1. 
Next, we turn our attention to common invariant zeros of W ∗ and V ∗. Recall that
the zeros of W ∗ are those of the pencilλI + A∗1 −C∗1−B∗11 I−B∗12 0
 , (33)
while those of V ∗ are associated with the pencil
λI + A∗1 −C∗1−B∗11 −X∗1 I−B∗12 −X∗2 0−X∗3 0
 . (34)
More precisely, a complex number λ0 is an eigenvalue of W ∗, respectively, V ∗, if
there is a set of vectors
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
, called a Jordan chain for the pencil
(33), respectively, (34), corresponding to the eigenvalue λ0, such that the following
holds for i = 1, . . . , k − 1λ0I + A∗1 −C∗1−B∗11 I−B∗12 0
( xi+1
yi+1
)
+
(
I 0
0 0
0 0
)(
xi
yi
)
=
( 0
0
0
)
,
λ0I + A∗1 −C∗1−B∗11 I−B∗12 0
( x0
y0
)
=
( 0
0
0
)
,
(35)
respectively,
λ0I + A∗1 −C∗1−B∗11 −X∗1 I−B∗12 −X∗2 0−X∗3 0
( xi+1yi+1
)
+

I 0
0 0
0 0
0 0
( xi
yi
)
=

0
0
0
0
 ,

λ0I + A∗1 −C∗1−B∗11 −X∗1 I−B∗12 −X∗2 0−X∗3 0
( x0y0
)
=

0
0
0
0
 .
(36)
The number k is called the length of the Jordan chain. A number λ0 is called a
common invariant zero of W ∗ and V ∗ if there is a set of vectors
{(
xi
yi
)}k−1
i=0
that is a
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common Jordan chain for the two pencils (33) and (34). The term “invariant” is
suggested by the pencil approach to zeros as introduced in [55] where they are com-
monly called invariant zeros. Note that there is a difference between the notion of com-
mon invariant zero introduced here and the notion of common zero introduced in [33].
In the standard way (see, e.g., [20]) one can define a canonical set of common Jor-
dan chains. Let ν1(λ0), . . . , νs(λ0) denote the lengths of the common Jordan chains
corresponding to λ0. Then ν(λ0) :=∑si=1 νi(λ0) is called the multiplicity of the
common invariant zero λ0. Next, ν =∑λ∈C ν(λ) is called the total number of com-
mon invariant zeros counting multiplicities of V ∗ and W ∗.
The following theorem describes the common invariant zeros and the correspond-
ing common Jordan chains.
Theorem 4.2. If
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
is a common Jordan chain for (33) and (34)
then xi ∈ KerX for i = 0, . . . , k − 1. In other words, the number of common invari-
ant zeros counting multiplicities of V ∗ and W ∗ is not greater than dim KerX.
Conversely, assume that(
J2 0
0 J22
)
> 0 (or < 0). (37)
In this case, if
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
is a Jordan chain for (33) corresponding to
the eigenvalue λ0, and xi ∈ KerX for i = 0, . . . , k − 1, then
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
is a Jordan chain for (34) corresponding to the eigenvalue λ0, and vice versa. Con-
sequently, if (37) holds then the number of common invariant zeros counting multi-
plicities of V ∗ and W ∗ is equal to dim KerX.
Proof. If
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
is a common Jordan chain for (33) and (34) cor-
responding to λ0, then X∗1xi = 0, X∗2xi = 0, X∗3xi = 0 and xi ∈ Ker
(
JC1X
X∗2
X∗3
)
. By
(29), ZXxi = A1Xxi and the fact that C1Xxi = 0 we have that
0= (XZ∗ + ZX −XC∗1JC1X − B12J2X∗2 −X2J2B∗12 −X2J2X∗2
−X3J22X∗3)xi
= (XZ∗ + ZX −X2J2B∗12)xi
= X(A∗1 − C∗1B∗11)xi + A1Xxi −X2J2B∗12xi.
Now B∗11xi = yi and B∗12xi = 0. So
0= X(A∗1 − C∗1yi)+ A1Xxi
= λ0Xxi−1 + A1Xxi
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(where x−1 = 0). Thus the vector space span{Xx0, . . . , Xxk−1} is A1-invariant and
contained in KerC1. By observability it follows that we have Xxi = 0 for i = 0, . . . ,
k − 1.
Conversely, assume J2 > 0 and J22 > 0, and let
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
be a Jor-
dan chain for (33) corresponding to the eigenvalue λ0, with xi ∈ KerX for i =
0, . . . , k − 1. We have to show that
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
is also a Jordan chain for
(34). For this it suffices to show that X∗1xi = 0, X∗2xi = 0, and X∗3xi = 0.
Consider
0= x∗i (XZ∗ + ZX −XC∗1JC1X − B12J2X∗2 −X2J2B∗12
−X2J2X∗2 −X3J22X∗3)xi . (38)
Since xi ∈ KerX, and since by (35) B∗12xi = 0, this amounts to
0 = x∗i (X2J2X∗2 +X3J22X∗3)xi .
As J2 and J22 are positive definite it follows thatX∗2x1 = 0 andX∗3xi = 0. AsX∗1xi =
C1JXxi = 0, it follows that
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
is also a Jordan chain for (34).
For the other way around, let
(
x0
y0
)
, . . . ,
(
xk−1
yk−1
)
be a Jordan chain for (34)
with xi ∈ KerX. To show that it is also a Jordan chain for (33) we need to show
that X∗1xi = 0, X∗2xi = 0 and X∗3xi = 0. The first of these identities follows from
Xxi = 0, the last of these identities is a direct consequence of (36), so it remains
to show that X∗2xi = 0. By (36) we have that B∗12xi = −X∗2xi . So (38) now be-
comes 0 = x∗i X2J2X∗2xi . Since J2 is positive definite we conclude X∗2xi = 0 as
desired. 
The result above differs from Theorem 4.1 in [43] in that here we only need
positive definiteness of J2 and J22 (or negative definiteness of both simultaneously)
in one direction.
Remark 4.3. It was already pointed out that the notion of common invariant zero in-
troduced here differs from the notion of common zero introduced in [33]. If V and W
are square then Theorem 4.2 combined with Theorem 1.3 in [31] reveals that both no-
tions of common zeros coincide in the specific symmetric case under consideration.
This matter will be pursued further elsewhere in a more general framework.
5. Completeness of square J -spectral factors
We will now discuss the completeness of the set of square J˜ -symmetric factors for
˜. We recall that a hermitian function (λ) with constant signature, constant pole
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signature and constant zero signature has a complete set of minimal J -symmetric
factorizations if for any A-invariant H -lagrangian subspace M and any A×-invari-
ant H -lagrangian subspace M× we have that M⊕M× = Cn. An important result
from [28] in this regard is the following. Let (λ) be a rational matrix function
whose values on the imaginary axis are hermitian, and having constant signature,
constant pole signature and constant zero signature. Let (λ) = J + C(λ− A)−1B
be a minimal realization of (λ), and let H be an unique skew-hermitian matrix
such that
HA = −A∗H, HB = C∗, H ∗ = −H. (39)
holds. Then the following are equivalent:
1. There is a complete set of minimal J -symmetric factorizations (18) of (λ).
2. For every A-invariant H -lagrangian subspace M and for every non-zero vector
x ∈M we have
〈H(λ− A×)−1x, x〉 ≡ 0.
3. For everyA×-invariantH -lagrangian subspaceM× and for every non-zero vector
x ∈M× we have
〈H(λ− A)−1x, x〉 ≡ 0.
Our aim is to simplify the condition 3 of this result. In the first proposition we
consider whether an appropriate choice for Z can be made.
Proposition 5.1. Suppose that M× is an H -lagrangian subspace. Then one can
find a Z with HZ = −Z∗H for which M× is the unique Z-invariant H -lagrangian
subspace.
Proof. As M× is an H -lagrangian subspace there is a basis e1, . . . , e2k such that
with respect to this basis we have H =
(
0 I
−I 0
)
. Now take k different purely
imaginary numbers λ1, . . . , λk , and construct Z as follows: for i = 1, . . . , k, Zei =
λiei and Zek+i = λiek+i + ei . In other words, if we put D = diag(λ1, . . . , λk) then
Z =
(
D I
0 D
)
with respect to the basis e1, . . . , e2k . Since D∗ = −D we have that
HZ = −Z∗H . Clearly, also M× is Z-invariant. Observe that all eigenvalues of Z
are pure imaginary, and correpsonding to each one of them there is only one Jor-
dan block, being of size two. By [50] M× is the unique Z-invariant H -lagrangian
subspace. 
The next theorem provides information about the completeness of the set of square
J˜ -symmetric factors for ˜. Combining the construction of ˜ given Theorem 2.1 with
Proposition 5.1 we obtain the following.
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Theorem 5.2. If for x ∈M× we have that
〈H(λ− A)−1x, x〉 ≡ 0,
then there is a complete set of square J˜ -symmetric factors for ˜.
6. Open problems
The first open problem we state is of a general nature: to find a characterization
of a suitably defined common zero structure for nonsquare rational matrix valued
functions in terms of appropriate Bezoutians, in the non-symmetric case.
Our second open problem is intimately connected to the results discussed in this
paper. Given is an n× n matrix A and an A-invariant subspace M. The question is
what is the smallest possible rank for Z − A where Z runs over all n× n matrices
for which there exists a Z-invariant subspace M× with M⊕M× = Cn.
The problem above can be further specialized by considering A and Z that are H -
skew adjoint, and requiring M andM× to be H -lagrangian. This problem is related
to the question what is the smallest possible size of the minimal J˜ -symmetric factors.
One easily sees that an upper limit for this is the number of Jordan blocks of size > 1
of the associate operator A×. However, determining precisely the smallest possible
size of J˜2 remains an open problem.
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