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ABSTRACT
A long (110 cMpc/h) and deep absorption trough in the Lyα forest has been observed
extending down to redshift 5.5 in the spectrum of ULAS J0148+0600. Although no
Lyα transmission is detected, Lyβ spikes are present which has led to claims that the
gas along this trough must be ionized. Using high resolution cosmological radiative
transfer simulations in large volumes, we show that in a scenario where reionization
ends late (z ∼ 5.2), our simulations can reproduce troughs as long as observed. In
this model, we find that the troughs are caused by islands of neutral hydrogen. Small
ionized holes within the neutral islands allow for the transmission of Lyβ. We have
also modelled the Lyα emitter population around the simulated troughs, and show
that there is a deficit of Lyα emitters close to the trough as is observed.
Key words: galaxies: high-redshift – quasars: absorption lines – intergalactic medium
– methods: numerical – dark ages, reionization, first stars
1 INTRODUCTION
The Lyman-α (Lyα) forest has long been recognised as a use-
ful probe of the tail end of the epoch of reionization. Gunn-
Peterson troughs observed towards redshift 6 are interpreted
as a sign the intergalactic medium (IGM) is becoming in-
creasingly neutral towards these redshifts. However, the Lyα
forest saturates for relatively low H i fractions meaning that
other methods must be used to place constraints on reion-
ization. One such observation is the large scale spatial fluc-
tuations in the opacity of the Lyα forest. These were first
noted by Fan et al. (2006), however Lidz et al. (2006) claimed
that the fluctuations could be explained by fluctuations in
the density field alone. More recently, larger sets of higher
quality observations that push to higher redshifts have been
obtained (Becker et al. 2015; Bosman et al. 2018; Eilers et al.
2018). These observations show even larger fluctuations in
the opacity of the Lyα forest at a given redshift. Further-
more, Becker et al. (2015) found a 110 cMpc/h trough in
the Lyα forest that showed complete absorption in Lyα, al-
though Lyβ transmission was observed. These observations
? E-mail: lkeating@cita.utoronto.ca
could not be explained by variations in the density field and
were claimed to be a signature of patchy hydrogen reioniza-
tion.
Several competing models were proposed to explain how
the H i fraction could vary over such large scales. Chardin
et al. (2015, 2017) proposed a contribution to the UV back-
ground (UVB) from rare, bright sources such as AGN.
Davies & Furlanetto (2016) suggested that the mean free
path of ionizing photons may be very short in underdense
regions, allowing for large scale fluctuations in the mean free
path which in turn drive fluctuations in the amplitude of the
UVB. D’Aloisio et al. (2015) suggested that the temperature
dependence of the recombination rate may allow for a differ-
ence in H i fractions between regions that ionized early and
have had time to cool compared with regions that ionized
late and are still hot.
Although each of these models can potentially explain
the distribution of Lyα forest opacities, they each require
some key assumption which has been challenged. The model
requiring rare, bright sources could lead to an early He ii
reionization inconsistent with observations (e.g., D’Aloisio
et al. 2017; Garaldi et al. 2019a). The fluctuating UVB
model requires a mean free path at z > 5 much shorter than
c© 2019 The Authors
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observed at slightly lower redshift (Worseck et al. 2014).
For the temperature fluctuations model, gas is required to
reach very high temperatures as it is ionized which appear
to be inconsistent with measurements of the IGM tempera-
ture above redshift 5 (e.g., Bolton et al. 2012; Walther et al.
2019).
There is however a way to discriminate between these
models, as pointed out by Davies et al. (2018). In the case
where the fluctuations are primarily in the gas temperature,
the most overdense regions of the IGM will have the highest
opacity as they were ionized first. In the case where the fluc-
tuations in the amplitude of the UV background dominate,
the high opacity regions will instead be the low density re-
gions that are far from sources. This was tested by Becker
et al. (2018), who used a narrowband filter on Subaru Hyper-
Suprime Cam (HSC) to search for Lyα emitters (LAEs) in
the vicinity of the long trough of ULAS J0148+0600. They
found an underdensity of LAEs around the trough, suggest-
ing that the sightline lay in a low density environment. This
is consistent with the Davies & Furlanetto (2016) model,
where a strong density dependence of the mean free path
results in a rather low amplitude of the UVB in low density
regions.
Kulkarni et al. (2019) recently showed that another way
to explain the fluctuations in the opacity of the Lyα forest
is if reionization ended later than previously thought (see
also Lidz et al. 2007; Mesinger 2010). Using radiative trans-
fer simulations of the reionization of the IGM, they found
a reionization history that was consistent with Lyα forest
constraints on the ionization state of the IGM below red-
shift 6 (McGreer et al. 2015; Bosman et al. 2018; Eilers et al.
2018) as well as constraints from the low optical depth to
Thomson scattering measured with the CMB (Planck Col-
laboration 2018). In this model, there were contributions
from fluctuations in the UVB before reionization ends, as
well as from temperature fluctuations in the IGM. However
to reproduce the sightlines with the highest effective optical
depths, it was crucial that residual islands of neutral hydro-
gen persisted down below redshift z 6 5.5.
In this work we focus on explaining how the long trough
of ULAS J0148+0600 can be explained in this late reion-
ization model. In section 2, we present results from high
resolution radiative transfer simulations that were tuned to
match the mean flux of the Lyα forest below redshift 6.
In section 3, we show that, as well as matching the distri-
bution of mean fluxes measured along individual sightlines,
these models can reproduce troughs as long as observed. In
section 4, we model the distribution of LAEs around one
of our simulated troughs and in section 5 we present a test
to distinguish between a late reionization model and a sce-
nario with a fluctuating UVB. Finally in section 6 we state
our conclusions.
2 MODELLING REIONIZATION
To model the properties of the IGM at the end of reion-
ization, we present here a carefully calibrated simulation of
hydrogen reionization. We ran mono-frequency cosmologi-
cal radiative transfer simulations in post-processing using
aton (Aubert & Teyssier 2008, 2010), using a setup similar
to Chardin et al. (2015). aton is a GPU-based code that
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Figure 1. The evolution of the mean flux (blue points) in our
simulation down to z ∼ 4 compared to observations from Bosman
et al. (2018) at high redshift and Becker et al. (2015) at lower red-
shift. For comparison, we also show the mean flux of the simula-
tion presented in Kulkarni et al. (2019) (grey points) measured in
the same way as in this work. As we construct these spectra from
sightlines construct along lightcones through the box, rather than
by interpolating between snapshots at different redshifts, there is
a small difference between the mean flux quoted here for Kulkarni
et al. (2019) and what was presented in that work.
solves the radiative transfer equation using a moment-based
method with M1 closure for the Eddington tensor (e.g., Lev-
ermore 1984; Gnedin & Abel 2001; Aubert & Teyssier 2008).
We perform this post-processing on a set of density fields ob-
tained from a hydrodynamic simulation run with Tree-PM
SPH code p-gadget3 (last described by Springel 2005). Our
simulation has a box size 160 cMpc/h and 2×20483 gas and
dark matter particles. The initial conditions were taken from
the Sherwood simulation suite (Bolton et al. 2017) and as-
sume cosmological parameters from Planck Collaboration
XVI. (2014) with Ωm = 0.308, ΩΛ = 0.692, h = 0.678,
Ωb = 0.482, σ8 = 0.829 and n = 0.961. The gas particles
have mass mgas = 6.4 × 106 M/h and the dark matter
particles have mDM = 3.4 × 107 M/h. The gravitational
softening length we assume is 3.1 ckpc/h. We run these sim-
ulations using a simplified star formation scheme, whereby
any gas particles with a density greater than 1,000 times the
mean cosmic baryon density and temperature less than 105
K are immediately converted into stars (Viel et al. 2004).
This allows us to lower the time required to run the sim-
ulation without significantly affecting the properties of the
intergalactic medium.
As we are performing the radiative transfer in post-
processing, we neglect the hydrodynamical back-reaction of
the gas to the photoheating. To compensate for this by
adding some pressure smoothing to our input density fields,
we also include photoheating by the Haardt & Madau (2012)
uniform UV background in our hydrodynamic simulation.
MNRAS 000, 1–11 (2019)
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We start the simulations at redshift 99 and run them down
to redshift 4. To allow us to update our input density field in
the radiative transfer simulations frequently, we take snap-
shots of the simulation every 40 Myr starting just below
redshift 20. We search for haloes in the simulation on the
fly using a friends-of-friends algorithm. As aton requires
the input density fields to be described on a cartesian grid,
we map the SPH particles onto a 20483 grid (with cell size
78.125 kpc/h) using the SPH kernel. To assign sources in
the simulation, we assume that each halo has an emissiv-
ity proportional to its mass (Iliev et al. 2006). We take a
minimum halo mass 109 M/h.
We calibrate the ionizing emissivity assumed in the sim-
ulation by running many simulations until the properties of
our simulated Lyα forest (described later) agree well with
the observations. We make some changes with respect to the
simulation presented in Kulkarni et al. (2019), namely using
a lower photon energy and a somewhat different emissivity
evolution. The starting point for the emissivity evolution,
which we modify as needed, is a galaxy-like component from
Puchwein et al. (2019) and an increasing AGN-like contri-
bution at lower redshifts. Although we do not model ioniza-
tion by AGN directly (we only model one class of source,
with a spectrum assumed to be galaxy-like), we find that
we need an increasing volume emissivity at lower redshifts
to match the mean flux of the Lyα forest (described fur-
ther below). During reionization, we assume that all of our
sources emit as 30,000 K blackbodies. This spectrum was
chosen to provide reasonable agreement with measurements
of the IGM temperature below redshift 6. This is equivalent
to an average photon energy of 17.1 eV and a photoioniza-
tion cross-section 3.9×10−18 cm−2. We arrive at these num-
bers assuming the optically thick limit, assuming all photons
are absorbed locally (Pawlik & Schaye 2011; Keating et al.
2018). This is likely a good approximation during reioniza-
tion but will cause us to overestimate our photoheating after
reionization has ended. For this spectrum, gas that is instan-
taneously ionized would reach a maximum temperature of
approximately 13,000 K.
At lower redshifts, in a crude attempt to mimic the ef-
fects of the heating of the IGM by He ii reionization (e.g.,
Becker et al. 2011a), we increase the photon energy in our
simulation. We begin increasing the energy at redshift 5.2
linearly, and by redshift 4 we use an average photon en-
ergy of 23.8 eV. For the intermediate redshifts we inter-
polate between the values at z = 5.2 and 4 linearly with
the cosmic expansion scale factor. Increasing the photon en-
ergy in this way is fully capturing the relevant physics, as
any heating of the gas at these redshifts will come from re-
combinations so it is likely we will not recover an appropri-
ate temperature-density relation as our voids will be under-
heated. We also change the photon energy of photons that
have already been emitted from sources, which will not con-
serve energy. We also neglect the corresponding change in
the photoionization cross-section as we harden our spectra,
as we wish to heat the gas without changing the photoion-
izing background. However, we found it was hard to recover
the observed mean flux at redshift 4 if our gas was too cold
and so decided to adopt this approximate treatment despite
the shortcomings discussed above. We use the full speed of
light in our simulations and take a timestep ∆t < ∆x/c
where c is the speed of light and ∆x is the cell size of the
grid. The chemical network only follows the photoionization,
photoheating and cooling of hydrogen. The cooling processes
we include are Hubble cooling, collisional ionization and ex-
citation cooling (Cen 1992), recombination cooling (Hui &
Gnedin 1997), Compton cooling (Haiman et al. 1996) and
free-free cooling (Osterbrock & Ferland 2006).
As we run the simulation, we extract the ionization state
and temperature of the gas on the fly along a lightcone taken
at a 30 degree angle through our grid. This allows us to ac-
count for the rapid evolution of the IGM along a line of sight,
rather than having to interpolate between individual snap-
shots of the simulation as in Kulkarni et al. (2019). We then
construct mock Lyα forest spectra along sightlines along our
output lightcone. The optical depth was computed using the
approximate fit to Voigt profiles presented in Tepper-Garc´ıa
(2006). We show the evolution of the mean flux in our simu-
lations in Figure 1 compared with observations from Becker
et al. (2015) and Bosman et al. (2018). In this work, we only
focus on analysis of the Lyα forest down to z ∼ 5.5 (the end-
point of the Becker et al. (2015) long trough). However, as
we also wish to look at the Lyβ transmission along our sim-
ulated troughs, it is important to get the mean flux of the
Lyα forest close to the observed values at lower redshifts
for adding in the contamination from the foreground Lyα
forest.
We show the cumulative distribution function (CDF)
of effective optical depths in Figure 2 compared with the
distribution from Bosman et al. (2018). Here we use the
conventional definition τeff = − log(F¯ ), where τeff is the ef-
fective optical depth and F¯ is the mean flux measured in
50 cMpc/h segments of the Lyα forest. We emphasise that
the simulations were calibrated to match the observed mean
flux, and once this was reproduced the agreement between
the observed and simulated τeff CDFs came out naturally.
Another compilation of effective optical depths is presented
in Eilers et al. (2018), however due to systematic differences
between the two datasets it is not possible to find a single
reionization history that fits both measurements at once.
We therefore limit our study here to a comparison with the
Bosman et al. (2018) compilation. To measure the τeff dis-
tributions, we create 500 realisations of the Bosman et al.
(2018) sample and draw different sightlines from our sam-
ple in the same redshift distribution. We show the 15th and
85th percentiles of the different CDFs here. As in Kulkarni
et al. (2019), in this late reionization model we find good
agreement with the observed sample, although we still fail
to reproduce the high opacity end of the distribution in the
z = 5.2 redshift bin. This will be discussed later with refer-
ence to the incidence rate of long troughs in our simulations.
We present some further results from our simulation
in Figure 3. The top left panel shows the assumed volume
emissivity in our simulation compared with what was used
in Kulkarni et al. (2019). There are several reasons why we
require a slightly different evolution to the assumed emis-
sivity in that work. First, we assume a lower photon en-
ergy than in that work to try and recover temperatures that
are closer to the Lyα forest measurements. Using this lower
photon energy requires us to have a slightly faster reioniza-
tion to recover the observed mean flux – since the gas does
not reach as high a temperature as it is ionized, we require
it to be ionized somewhat later so it has less time to cool
down. Second, since we construct the spectra along a light-
MNRAS 000, 1–11 (2019)
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Figure 2. The cumulative distribution of effective optical depths in our model (blue region), compared to the observations from Bosman
et al. (2018) (grey region). For the model, the shaded region denotes the 15th and 85th percentiles of 500 realisations of the CDFs. For
the observations, the shaded area represents the “optimistic” and “pessimistic” bounds for the data.
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Figure 3. Properties of our radiative transfer simulation (blue line) compared with the simulation presented in Kulkarni et al. (2019)
(grey dashed line). Top left: The evolution of the ionizing emissivity with redshift. Top middle: The filling fraction of ionized gas. Also
shown are estimates from dark gap statistics of the Lyα forest (McGreer et al. 2015), quasar damping wing studies (Greig et al. 2017,
2019; Davies et al. 2018) and estimates from the fraction of Lyman break galaxies that show Lyα emission (Mason et al. 2018, 2019).
Top right: The evolution of the H i photoionization rate measured in ionized regions compared with measurements from Becker & Bolton
(2013), Calverley et al. (2011) and D’Aloisio et al. (2018). Bottom left: The evolution of the mean free path for photons at 912 A˚ as well
as measurements from Worseck et al. (2014). Bottom middle: The mean temperature at mean density compared with estimates from
Walther et al. (2019), Boera et al. (2019), Becker et al. (2011b) and Bolton et al. (2012). Bottom right: The Thomson optical depth
compared with the latest Planck results (Planck Collaboration 2018).
cone through the simulation, there are slight changes to the
mean flux we recover from the simulations and therefore we
require a different emissivity evolution. Third, as mentioned
above, we also would like this simulation to match the mean
flux of the Lyα forest below redshift 5. We find that this
requires a rapid upturn of the ionizing emissivity just above
redshift 5 (which could perhaps be attributed to the onset
of an increasing contribution of AGN to the photoionizing
background and the onset He ii reionization, e.g. Haardt &
Madau 2012; Puchwein et al. 2019; Kulkarni et al. 2018). We
further only measure the mean flux in spectra made along
a lightcone taken in one direction through our simulation
volume. If this exercise was repeated for a larger sample
of sightlines, the required emissivity evolution would likely
MNRAS 000, 1–11 (2019)
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Figure 4. Left panel: Distribution of the longest trough we measure along a sample of sightlines through our simulation. The filled blue
histogram only shows troughs with a maximum redshift z 6 5.879, the high redshift endpoint of the Becker et al. (2015) trough. The
empty navy histogram shows another search for troughs where we have increased the maximum redshift by ∆z = 0.1. The vertical black
dotted line marks the length of the long trough presented in Becker et al. (2015). Middle panel: The effective optical depth integrated
over the trough length. The colour of the pixels reflects the number of points in each bin in log scale. Also shown is the 2σ limit on
the effective optical depth (τeff > 7.2), measured along the trough of ULAS J0148+0600 from Becker et al. (2015) (black arrow). Right
panel: A map showing the spatial distribution of trough lengths in our simulation.
be somewhat different. Furthermore, as already mentioned,
the different measurements of the mean flux in this redshift
range by Bosman et al. (2018) and Eilers et al. (2018) are
also not fully consistent within the quoted respective errors.
We therefore caution against over-interpreting the emissiv-
ity evolution presented here.
Although a decline in the galaxy contribution to the
UVB is predicted in models such as Haardt & Madau (2012)
and Puchwein et al. (2019), it is difficult to find a physical in-
terpretation for why the galaxy-like component should drop
as rapidly as required here. It is perhaps also concerning
that this rapid drop is required just as reionization ends in
our simulations. However, the only other way to decrease
the mean flux would be if the IGM was much colder, and
it would be equally difficult to explain why it should cool
so quickly since it needs to be reasonably warm to achieve
the observed mean flux at redshift 6. The AGN-like com-
ponent that we invoke to match the mean flux at lower
redshifts becomes dominant over the galaxies much ear-
lier than in other, more physically motivated models (e.g.,
Puchwein et al. 2019) and is in tension with the shape of
the UV background inferred from metal lines (Boksenberg
et al. 2003) and measurements of the ionizing emissivity of
galaxies (Steidel et al. 2018) at somewhat lower redshifts.
We leave a more careful investigation of the relation of the
mean flux of the Lyα forest and the ionizing emissivity to
future work, preferably using higher resolution simulations
with more careful modelling of the gas temperature, and an
improved measurement of the mean flux and the flux PDF.
The other panels of Figure 3 compare our simulation to
other properties of the IGM. In this model, the volume is
50 per cent ionized at z = 6.7 and 99.9 per cent ionized at
z = 5.2. In general, the agreement between the model and
the observed IGM properties is good. However, as discussed
above, since we not self-consistently modelling the QSO-
like component of our emissivity, our temperatures below
redshift 5 in the voids maybe be underestimated and our
photoionization rate will be overestimated. We emphasise
though that information from this redshift range is only in-
cluded as the foregrounds to our Lyβ forest modelling and
does not affect our main conclusions. The main differences
between the model presented here and Kulkarni et al. (2019)
are driven by the temperature of the gas. Our choice of a
lower photon energy here brings the temperature at mean
density in the simulations closer to the observations, how-
ever as discussed above this is at the expense of introducing a
rather sharp drop in the evolution of the emissivity at z ∼ 6.
To achieve the same mean flux, the lower temperatures re-
quire a higher photoionization rate. This also seems to be
closer to the observed values. We caution though that the
published temperature measurements rely heavily on cali-
bration with numerical simulations that assume a homoge-
neous UV background, and do not account for the effects of
inhomogeneous reionization and spatial fluctuations in the
temperature-density relation (Furlanetto & Oh 2009; Lidz
& Malloy 2014; D’Aloisio et al. 2015; Keating et al. 2018)
which is likely to bias the published measurements low.
3 LONG TROUGHS
We next measure the longest trough along 250,000 sightlines
along our extracted lightcone. We post-process the spectra
to match the observations, by rebinning onto coarser pix-
els, convolving with an appropriate instrument profile and
adding noise. We measure the length of the troughs by mea-
suring out to a maximum redshift zmax = 5.879 (the high
redshift point of the Becker et al. 2015 trough). We then
search for spikes in transmission below this redshift which we
assume are regions of the spectrum that show transmission
greater than the 1σ noise level for at least four consecutive
pixels and that have a combined significance of more than
5σ. We then define the regions in between these transmission
spikes as the troughs, and record the longest trough mea-
sured for each sightline. As shown in the left panel of Figure
4, our simulation does produce troughs in the Lyα forest as
long as the 110 cMpc/h trough of ULAS J0148+0600, how-
ever these are very rare in our simulation (approximately 1
in 10,000).
The long troughs we do find are as dark as measured by
Becker et al. (2015), who estimated that the effective optical
MNRAS 000, 1–11 (2019)
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Figure 5. Properties of a sightline containing a long (98.2 cMpc/h) trough. The left panel shows a 1D sightline and the right panel
shows 2D maps. The white dashed line on the right column corresponds to the redshift range where we measure the Lyα absorption
trough. From top to bottom: the neutral hydrogen fraction, gas density, H i photoionization rate, gas temperature, Lyα flux (left) and
Lyα effective optical depth (right) and Lyβ flux (left) and Lyβ effective optical depth (right) measured over 50 cMpc/h segments. The
grey shaded region on the left panels shows the redshift range corresponding to the FWHM of the narrowband filter used to search for
LAEs.
depth was greater than 7.2 along the absorption trough of
ULAS J0148+0600 (middle panel of Figure 4). We find that
troughs with length up to ∼ 80 cMpc/h have a relatively
high incidence rate in the simulation, but the incidence rate
falls rapidly above this point. The most natural explana-
tion for this is that reionization is still ending too early in
our simulations. As discussed above, there are 50 cMpc/h
segments of the Lyα forest that are observed to be totally
opaque at z = 5.2 which our simulation does not reproduce.
If reionization ended later, then the neutral islands would be
longer and so would the associated troughs. We demonstrate
this by moving the redshift at which we begin measuring the
troughs at to a higher redshift (∆z = 0.1). As shown in the
left panel of Figure 4, this has the effect of increasing the
length of our simulated troughs and we now find many more
longer than 110 cMpc/h. However, we note that we were not
successful in finding a model where reionization ended later
while still matching the observed mean flux.
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Figure 6. Left: Rest-frame equivalent width distribution of our simulated LAEs (blue line) compared to observations from Shibuya et al.
(2018) in Deep (D) and UltraDeep (UD) fields. Middle: The LAE luminosity function of our simulated LAEs (blue line) compared to
observations from Konno et al. (2018). In both panels, the grey line shows the intrinsic distribution and the blue line shows the distribution
after the IGM attenuation is taken into account. The solid lines are the median values of 50 realisations of the LAE population and
the shaded regions represent the 15th/85th per cent confidence intervals. Right: The spatial distribution of one realisation of our LAEs
centred around the trough shown in Figure 5. The colour of the points represents their NB816 magnitude. The dashed black lines show
circles centred around the trough with radii increasing by 10 cMpc/h for each circle.
Another point worth making is that the size of our sim-
ulation volume is still small in the context of reionization
studies (e.g., Iliev et al. 2014). We therefore do not have a
large sample of neutral islands at low redshift in our simula-
tion. This is shown in the right panel of Figure 4 – all of the
long troughs are clustered in one section of the box. This
means that the deficit of long troughs in our simulations
could be caused by an unfavourable geometry in these re-
maining neutral islands, i.e. they may just happen to not be
very extended in the direction in which we extract our light-
cone. A stronger statement about the incidence rate of long
troughs for a given ionization history will therefore require
larger volumes while still maintaining resolution comparable
to the simulation presented here. We therefore leave a more
detailed study of the incidence rate of these long troughs for
future work.
An example of a long (98.2 cMpc/h) trough is shown in
Figure 5, as well as the associated physical quantities of the
gas along the trough. We find that the region spanned by
the trough is coincident with an island of neutral hydrogen.
It is clear from this figure that the shape of the neutral
islands is directly linked to the trough length, and one could
imagine that a sightline taken at a small angle to the line
of sight shown here would produce a longer trough. As seen
in Figure 5, the UVB is also lower in the vicinity of the
neutral island, as it is only being illuminated by sources in
one direction. This means that the completely neutral gas
is surrounded by gas with an H i fraction of about 10−3,
still neutral enough to saturate the Lyα transmission. We
also find Lyβ transmission along the trough, as is observed.
This can be explained by small pockets of lightly ionized gas
within this neutral island. The photoionization rate inside
these pockets is still low, however the gas is ionized enough
to allow transmission of Lyβ, since Lyβ has an oscillator
strength ∼ 5 times lower that Lyα.
4 LYMAN-α EMITTERS
A convincing model of the long trough in ULAS J0148+0600
must also explain the observed deficit of LAEs around that
sightline. Since we construct our spectra along a planar light-
cone taken at an angle wrapped through our simulation, we
cannot make use of periodic boundary conditions to centre
a simulated trough in the middle of the lightcone. We there-
fore pick the sightline we are interested in (in this case, the
sightline shown in Figure 5) and rerun the radiative trans-
fer simulation to extract a new lightcone centred on this
sightline. This means that our analysis of the LAEs around
the trough is restricted to a single sightline. However, since
the size of our volume is close to the field of view of HSC
and also our longest troughs are co-spatial (Figure 4) an
analysis of more than one trough in the simulation would
not really remove the effects of cosmic variance. We chose
this trough because, although it is slightly shorter than the
trough of ULAS J0148+0600, it showed Lyβ emission with
similar properties to the observed long trough, which shows
only one Lyβ transmission spike in the redshift range cov-
ered by the narrowband filter used in Becker et al. (2018).
To model the LAEs around our simulated trough, we
follow the method described in detail in Weinberger et al.
(2019). We note that this method is similar to the LAE
modelling in Davies et al. (2018) and Becker et al. (2018),
although as we will describe later we also take the effect
of the local IGM opacity into account. We first assign UV
luminosities to the dark matter haloes by abundance match-
ing to the UV luminosity function at redshift 5.9 (Bouwens
et al. 2015). We assume a 50 Myr duty cycle such that only
a fraction of our galaxies are UV bright at a given time,
reflecting the bursty nature of star formation (Trenti et al.
2010). Following Dijkstra & Wyithe (2012), we then assign
a rest-frame equivalent width of Lyα emission to each halo
based on its UV luminosity using the relation
P (REW|MUV) ∝ exp
( −REW
REWc(MUV)
)
, (1)
where REW is the rest-frame equivalent width, MUV is the
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Figure 7. Left: The surface density of LAEs measured in annuli centred around the trough. The black points are the Becker et al.
(2018) blue line is the median surface density measured in our LAE realisation. The shaded regions represent the 15th/85th per cent
confidence intervals. Middle: The averaged IGM transmission measured in annuli centred around the trough, which we define as the ratio
of the observed and intrinsic LAE luminosities. Right: The surface density of LBGs with MUV < −20 (red), MUV < −20.5 (grey) and
MUV < −21 (blue) around the same sightline.
UV magnitude and REWc is defined as
REWc(MUV) = 23 + 7(MUV + 21.9) + 6(z − 4). (2)
The normalization is defined such that the population has
REWmin 6 REW 6 REWmax, where we choose REWmax =
300 A˚. The minimum REW is defined in terms of MUV as
REWmin =

−20 A˚ MUV < −21.5,
17.5 A˚ MUV > −19.0,
−20 + 6(MUV + 21.5)2 A˚ otherwise.
(3)
We note that the assignment of UV magnitude and REW
is a random process, since only a fraction of the haloes are
UV bright at a given time and the REW of each halo is
drawn from a distribution. We therefore repeated this pro-
cess 50 times, to generate 50 different realisations of LAE
populations.
We next accounted for the attenuation of Lyα emission
due to neutral gas around the haloes. The default resolution
of our radiative transfer simulations is too coarse to resolve
the circumgalactic medium (CGM) of halos, so we re-extract
a higher resolution skewer of gas density and peculiar veloc-
ity in a 10 cMpc/h radius around each halo. The resolution
of these skewers is 9.7 ckpc/h. We insert this short high
resolution sightline into the longer lower resolution sight-
line to model the attenuation of Lyα emission due to both
the CGM and IGM. Since we do not know the ionization
state of the gas in the high resolution sightline, we assume
that the gas is in ionization equilibrium calculated using the
photoionization rates from our radiative transfer simulation
plus the self-shielding prescription of Chardin et al. (2018b).
We then calculate the optical depth along each sightline.
We construct mock LAE spectra by using the UV mag-
nitude to get the flux at rest-frame 1600 A˚, and assuming
that Fλ ∝ λ−2. To model the Lyα emission, we add a gaus-
sian emission line with a REW given by the prescription
outlined above. As in Weinberger et al. (2019), we also as-
sume some velocity shift between the redshift of the host
halo and the redshift of the Lyα emission, which accounts
for the complex radiative transfer of the Lyα line out of
the halo. We take this to be a constant factor times the
circular velocity of the host halo, with the constant factor
chosen to ensure good agreement with the rest-frame equiv-
alent widths and luminosities of observed LAEs. We then
attenuate the spectrum by multiplying by the normalised
Lyα transmission we calculate along each sightline. In this
work we found that a velocity shift of 1.4vcirc was a good
choice. Using these spectra, we then measure the magnitude
of the LAEs in the i2 and NB816 bands and select LAEs
that have NB816 6 26.0 and i2−NB816 > 1.2 as in Becker
et al. (2018). We note that Becker et al. (2018) also use r2
band magnitudes as part of their selection process, but we
can not model that band here because our spectra do not
extend down to sufficiently low redshift. We calculate the lu-
minosity and rest-frame equivalent width for each LAE by
integrating over our constructed LAE spectra. As in Wein-
berger et al. (2019), the agreement between the observed
and simulated LAEs is very good, i.e. our modelled LAE
population agrees with the observed LAE luminosity func-
tion and rest-frame equivalent width distribution from the
SILVERRUSH survey (Figure 6), however we note that our
box is too small to reproduce the brightest LAEs (seen by
the rapid cutoff of our modelled luminosity function).
We next compare the spatial distribution of LAEs
around our simulated trough (right panel of Figure 6). We
show here the projected position of LAEs coloured by their
NB816 magnitude. As in Becker et al. (2018), we find a large
deficit of LAEs in the immediate vicinity of the trough. This
is to be expected, since the low density regions will be the
last to ionize. We therefore expect our remaining neutral is-
lands to trace underdense regions of the IGM. Furthermore,
since the Lyα optical depth along the trough is high, we
also expect the attenuation of Lyα emission to be stronger
in the region around the trough. In the left panel of Fig-
ure 7, we show the LAE surface density computed in annuli
centred around the trough. The results from our simulated
LAE are shown in blue (again, the shaded regions mark the
15th/85th percentiles of our 50 different LAE realisations
and the solid line is the median value). The results from
Becker et al. (2018) are shown in black. Similar to the ob-
servations, we find that the surface density of LAEs begins
to decline rapidly in the inner 30 cMpc/h around the trough.
This is predominantly due to the trough passing through an
underdense region, although we note that that this effect is
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Figure 8. Left: Map of the effective optical depth measured in a 50 cMpc/h segment centred on the peak transmission wavelength of the
narrowband filter. The red and blue circles mark out regions that have low and high effective optical depths. Middle: Smoothed average
LAE surface density map for the same field as in the right panel. Right: Surface density of LAEs for the low and high effective optical
depth regions.
complemented by a decrease in the IGM transmission frac-
tion of about 10 per cent close to the trough (middle panel
of Figure 7). Here we define the IGM transmission fraction
as TIGM = Lobs/Lint where L is the observed/intrinsic LAE
luminosity (Mesinger et al. 2015). This lower transmission
fraction is in agreement with Sadoun et al. (2017), who sug-
gest that the observed number of LAEs will be lower in
regions with a lower photoionizing background, due to the
increased filling factor of self-shielded systems in the CGM
of the host galaxies. However, it does not appear to be the
dominant effect here.
In the right panel of Figure 7, we show the surface
density of UV-selected galaxies that have MUV < −20,
−20.5 and −21. For the cut with MUV < −20, we find
that the surface density far from the trough is well matched
to the LAEs. However, the decline in surface density is
even stronger for this selection, already beginning to de-
cline at a radius 50 cMpc/h from the trough and highlight-
ing that this sightline passes through an underdense region.
The median mass of the LAEs that pass the colour cuts
used here is 4.1 × 1010 M/h. For the UV selected galax-
ies, the median masses are (1.1, 1.7, 3.1) × 1011 M/h for
MUV < (−20,−20.5,−21).
5 COMPARISON WITH OTHER WORK
As shown in Becker et al. (2018), the fluctuating UVB model
presented in Davies & Furlanetto (2016) can also reproduce
the deficit of LAEs in high τeff regions. In this case, a short
mean free path leads to large fluctuations in the UVB. This
produces regions that, while still ionized, have a H i fraction
high enough to saturate transmission of Lyα. We do not find
that this is the case in our simulations, as once the ionized
regions have percolated the mean free path becomes long
and any fluctuations in the UVB are quickly washed away.
Our late reionization model is still similar to the Davies &
Furlanetto (2016) in that it is the underdense regions that
produce the high τeff sightlines. In our case, however, this is
because reionization has not yet ended and the voids host
the residual neutral islands. In both models, the underdense
regions host the high τeff sightlines because they are far from
the regions where the space density of ionizing sources is
highest. Linking the Davies & Furlanetto (2016) model to
a late reionization scenario removes the main issues with
that explanation. First, that the mean free path needs to
become much shorter at z > 5 than observed by Worseck
et al. (2014) at redshift 5. In our model, the mean free path
does decrease sharply above redshift 5 due to the residual
islands of neutral hydrogen. Second, there is no obvious way
to predict the redshift evolution of the mean free path in the
Davies & Furlanetto (2016) model – at each redshift it must
be tuned to match constraints from the Lyα forest. We also
tune the emissivity in our model to match the observed mean
flux, however once this is fixed then the reionization history
of our preferred model can be used to make predictions for
higher redshifts. In this sense, our late reionization model
can be thought of as a dynamic version of the Davies &
Furlanetto (2016) model.
Ideally one would still like to discriminate between the
two models though, to answer if indeed the high τeff regions
are mildly ionized or completely neutral. One difference be-
tween the two scenarios is that the fluctuating UVB model
predicts that the underdense regions will always coincide
with high τeff sightlines, and the low τeff sightlines will lie
in overdense regions (Davies et al. 2018). In a late reioniza-
tion model though, the underdense regions will align with
high τeff sightlines only in the time before they have been
ionized. Once the neutral islands have vanished, the voids
should instead correspond to the lowest τeff regions, as most
of the Lyα forest transmission is dominated by the voids.
These recently ionized regions should also be very hot, sup-
pressing recombinations and further enhancing transmission
(D’Aloisio et al. 2015).
We present an example of two such sightlines in Fig-
ure 8. The left panel shows a map of τeff measured in 50
cMpc/h segments centred on the redshift corresponding to
peak transmission of the NB816 filter. The blue and red
circles mark two regions of high and low τeff . In the middle
panel, we show the mean surface density of LAEs in that
region. The surface density is taken to be inversely propor-
tional to the square of the distance to the tenth nearest
neighbour and the map has been smoothed with a gaus-
sian kernel. The red and blue circles correspond to the same
regions as in the left panel. It is clear that both of these re-
gions show a deficit of LAEs, suggesting that both of these
are underdense regions. This is shown explicitly in the right
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panel, where we compare the surface density of LAEs as a
function of radius for the two lines of sight. In the Davies
& Furlanetto (2016) model, you would instead expect that
the low τeff region should show an overdensity of LAEs. This
suggests that future observations searching for LAEs around
sightlines that show significant Lyα forest transmission may
be interesting for differentiating between these two models.
6 SUMMARY AND CONCLUSIONS
We have shown here that long Gunn-Peterson troughs ob-
served in the Lyα forest above redshift 5 can be explained by
islands of neutral hydrogen in the late reionization scenario
presented in Kulkarni et al. (2019). We have demonstrated
that this model also explains the significant deficit of LAEs
detected around these high opacity sightlines by Becker et al.
(2018). While these observations can also be explained by
a model in which the amplitude of the UVB is low in un-
derdense regions, we argue that the model presented here is
more consistent with the observed evolution of the mean free
path for ionizing photons. We further present predictions for
the distribution of LAEs around the low opacity sightlines
which should allow future observations to discriminate be-
tween these two scenarios. This however will still not be
a definitive test of neutral gas in the IGM, so other tests
should also be pursued (Malloy & Lidz 2015).
We note that the reionization model presented here still
does not reproduce the most opaque sightlines in the range
5.1 < z < 5.3 within the 15th/85th interval. Searching for
more saturated sightlines at low redshifts would be useful in
constraining whether these sightlines are rare. If they turn
out not to be outliers, this may call for a reionization history
that ends even later than shown here. This would also likely
increase the incidence rate of long (> 100 cMpc/h) troughs.
We note also that the temperature of the IGM is still a sig-
nificant uncertainty in our models, as it can have a large
effect on the mean flux (as the recombination rate and thus
the effective optical depth for a given UVB amplitude de-
pend rather strongly on temperature). More accurate mod-
els of the ionization history of the IGM would benefit from
more estimates of the temperature at high redshift, perhaps
also using methods that account for the pressure effects for
spatial fluctuations of the temperature-density relation due
to reionization (e.g., On˜orbe et al. 2019, Puchwein et al. in
prep).
As more high signal-to-noise Lyα forest sightlines are
accumulated and measurements of the mean flux and flux
PDF further improve, there will be benefit in moving from
studies of integrated quantities such as the effective optical
depth to more detailed studies of individual features. Fu-
ture work modelling the occurrence rate and distribution
of these troughs, as well as the transmission peaks between
them, should provide more detailed constraints on the lat-
ter half of reionization (Chardin et al. 2018a; Garaldi et al.
2019b). Tying these Lyα forest measurements to the galaxy
population may also yield additional information such as
the sources that contribute to reionization (Kakiichi et al.
2018), especially once JWST is operational. Studies utilis-
ing also the Lyβ forest should allow to push constraints on
the reionization history outside of the immediate vicinity of
high redshift quasars to z ∼ 6.5 and beyond.
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