Introduction
The core constituents of (future) CE organizations will be, in our view, autonomous agents that represent various facets of the design organization. These agents will come from both inside and outside an enterprise. These [1, 2] . While these goals are im-*Author to whom correspondence should be addressed portant, it is easy to see that chaos will result without a mechanism to enforce coordination among the team members for resolving conflicts.
Coordination of agents therefore becomes the central issue in CE. It is necessary to ensure that all constituents in a design organization are committed to overall organizational objectives (e.g., increase market share), while allowing agents to make their own decisions in the appropriate way.
Our experience indicates coordination in CE requires support for two types of relationships among decision makers: supervisor/subordinate and peer-to-peer. Supervisor/subordinate relationships are created by the standard hierarchical decomposition process that is required to solve any large design problem [see Figure l(a)]. A subordinate receives specifications from a supervisor, and is required to implement a subsystem within the limits defined in the specification. Peer-to-peer relationships arise when teams of decision makers must interact, without direct guidance, to achieve individual and common goals. For example, lifecycle engineering requires interaction among domain experts, each with their own preferences and expertise [see . We refer to CE that supports both types of relationships as hierarchical CE. Many decision-making problems are solved by subcontracting or delegating parts of a task. The process of subcontracting, which has already been shown to be a viable approach to subtask distribution [3] , creates a hierarchical, decison-making organization. Coordination is accomplished by allowing general contractors, who have a global [5] , Haimes [6] , Azarm and Li [7] , and Sobieski [8] . [9] . First-Link [10] emphasizes collaboration among specialists and the development of hierarchical design representations. DesignWorld [11] Although these systems attempt to address the needs for hierarchical control and preferences, they lack a uniform approach, and thus are limited in their capabilities.
As has been described, neither multilevel optimization nor agent-based systems provide a general framework for hierarchical preferences. What is needed is an approach that provides global coordination, similar to multilevel optimization, and exploits local expertise, similar to agentbased systems. In the next section, we formally define a specific design problem to solve. We then describe how our agent framework can provide a hierarchical CE environment to solve this type of design problem.
Problem Definition
In this paper, we restrict the problem domain to a common class of design problems characterized by the selection of parts (components) from catalogs. For example, given a catalog containing CPUs such as 68040 and Intel P6, the 68040 might be selected to implement the function CPU. The selected parts must also satisfy any specified constraints and be optimal in some sense. We define the problem formally below. [18] .
In the next section, we describe how agents interact to perform hierarchical CE. As will be seen, the agentpreference model plays a key role in applying local expertise and achieving overall coordination.
Agent Coordination in a
Multilevel Environment (ACME)
We now describe how an existing CE tool, ACDS [13, 14] can be extended to meet the needs of hierarchical CE. We call the resulting tool ACME, which provides support for both hierarchical and peer-to-peer problem solving. When subcontracting a task in the ACME environment, an agent specifies both the constraints and preferences for the subtask. By agreeing to obey the contractor's preferences, subcontractors collaborate in a manner consistent with global preferences. Figure 3( [8] . These methods focus not only on feasibility to direct the distributed search (see Figure 3) We will now describe the operation of ACME by means of an overview of the preference-related aspects of formulating and solving an example problem.
EXAMPLE PROBLEM
For purposes of illustration, we will describe our approach using a part selection CE problem focused on hardware-software codesign. In this application, the parts to be selected include both hardware and software components. The example presented here is a simplified version of the problem described by Hu et al. [20] . A system agent wishes to create the embedded controller shown in Figure 4 . The controller is comprised of both hardware and software, and both must be considered simultaneously. The function specification for this problem includes three software functions to be supported, and requires that a computerboard with enough RAM and CPU throughput be configured. Two attributes, cost and feasibility factor, characterize the system. Cost is a summation of hardware component costs, and feasibility factor [21] is a measure of the system's ability to guarantee that all software modules complete execution before their respective deadlines.
The system agent formulates the problem as shown in Figure 5 . Design variables xcpu and xw~~a~ are defined for the two hardware modules, as are XReadSenson xF,lter~ and XFuelCalc for the three software modules. These five variables are the independent variables for the problem. The attributes of interest, cost (a cost) and feasibility factor (aFF), are determined by two constraints, Ccost and CFF, respectively. The c~ constraint is expressed in terms of functions of independent variables, while the cFF constraint is expressed in terms of both a function of an independent variable, xcpu, and intermediate dependent variables, ilr-, and itr.u. These intermediate variables provide a lower and upper bound of the amount of processing capacity required by the software. In Figure 5 . Problem formulation. To design the embedded controller, the system agent must contract out the design work among the two organizations shown in Figure 6 . In both organizations, a supervisor is responsible for assigning tasks. The organization headed by the hardware agent is capable of configuring computer boards with CPU, RAM, and hardware input/output (I/O). The organization headed by the software agent selects the appropriate software modules, including modules for lowlevel I/O operations as well as high-level control algorithms.
ESTABLISHING A NETWORK OF DESIGN AGENTS
The system agent assigns responsibility for each independent design variable to a design agent and each constraint to a constraint agent. Assignment of variables to design agents is performed using an approach similar to the contract-net negotiation process [3] . When a design agent makes an offer for a design variable, it commits to participate in the design process in exchange for the possibility that its assignment for the design variable will be used. In general, a given variable can be assigned to multiple agents, with the agents competing during the design process, and a single agent may bid for multiple design variables. Figure 7 illustrates the assignment of variables to design agents. The system agent requests bids for the following variables: XFllter, XReadSeruon XFuelCalc, Xcpu, XRAM. The hardware agents bid for xc,,, XRAM, and the software agent bids for xF,r~e~, XReadSeruon xFuelCalc· Lower-level agents do not make bids at this point, since they can only bid on offers from their respective supervisors. The system agent accepts the bids from the two agents, and in this case, the two agents subcontract all design variables to their subordinates. Figure 8 shows the constraint agents created for the example problem. In some cases, such as the example problem, all constraint agents are created by the general contractor Figure 6 . Two groups of design agents available to implement the embedded system. (system agent), however, this is not a requirement. The set of agents connected by constraints forms the problemsolving network. Other agents, such as the system agent, only indirectly participate in problem-solving through the contracting of preferences to active participants in the network.
ESTABLISHING CONSTRAINT AGENTS

DISTRIBUTING PREFERENCES
With constraints among agents established, agents can proceed to specify preferences. First a random sample of designs, S* = (S,,..., S,), is generated and distributed to all agents. The only restriction on the elements in S* is that they must be feasible. The process for finding a feasible alternative is identical to solving for the most preferred alternative, except that any set of preferences may be used.
Next, the agents hierarchically define preferences by ranking elements in the sample, 5'* and defining attribute value functions [see Figure 9 (a)]. The system agent specifies Figure 8 . Creating constraint agents. S; ), S,, S, E S*, ranking the alternatives in the sample. A ranking of elements in S* is a partial order represented by the set of two element tuples, where the first element in each tuple, S&dquo; is at least as preferred as the second element in the tuple, S,. This ranking is based on the attributes of interest to the system agent, for which the agent also specifies attribute value functions, vk. This process allows an agent the ability to specify preferences over the attributes that are important to the agent. In the example, the system agent specifies preferences over the cost and feasibility factor attributes, aeost and aFF, the hardware agent over cost and CPU throughput, aeost and x,,, tr, and the CPU agent over CPU cost and CPU throughput, xcpu cost and xcpu tr. In addition to the constraints specified by the system agent, these preferences become part of the problem specification, and therefore, must be followed during the design process. Figure 9( [22] . Isolating this impact may require propagation of intervals through nonmonotonic functions if a wide class of problems is to be supported, and techniques based on the work of Faltings [23] and Hyvonen [24] 
