Abstract We invert Global Positioning System (GPS) velocity data to estimate fault slip rates in California using a fault-based crustal deformation model with geologic constraints. The model assumes buried elastic dislocations across the region using Uniform California Earthquake Rupture Forecast Version 3 (UCERF3) fault geometries. New GPS velocity and geologic slip-rate data were compiled by the UCERF3 deformation working group.
Introduction
The National Seismic Hazard Maps are constructed principally using three types of data that constrain the rate of activity on faults: instrumental seismicity data, paleoseismic observations on past earthquake occurrence, and geodetic constraints on fault slip rates and strain accumulation rates (Petersen et al., 2014) . Although the first and second data sets define the rate, style, and location of past earthquake activity, the third data set defines crustal deformation that may potentially lead to future earthquakes.
In the U.S. Geological Survey (USGS)/Southern California Earthquake Center Uniform California Earthquake Rupture Forecast Version 2 (UCERF2) deformation models, fault slip rates were assigned based on an expertopinion evaluation of available geologic and geodetic data and were constrained by the total plate rate. Figure 1a shows the Global Positioning System (GPS) velocity distribution of the California Crustal Motion Map v.1.0 (Shen et al., 2006) from the Working Group on California Earthquake Probabilities project. Based on the preferred UCERF2.1 deformation model (Field et al., 2009) , we predicted the velocities at the same GPS sites and plotted the residual velocities, computed as the difference between the observed GPS velocities and those predicted by the UCERF2.1 model. Residuals are large and systematic, particularly in the Transverse Ranges, Mojave Desert, the eastern California shear zone, near Parkfield, and the San Francisco Bay area, implying that UCERF2 models generally underestimate the average statewide deformation rate.
The discrepancy described above calls for the development of a systematic procedure that uses all available data to better estimate on-fault slip rates and off-fault deformation rates. A viable approach is to use a deformation model that is well constrained by both GPS and geologic data. Previous deformation models apply either block-like models (e.g., d 'Alessio et al., 2005; McCaffrey, 2005; Meade and Hagar, 2005) or non-block-like models (Johnson et al., 2007; Pollitz and Schwartz, 2008; Bird, 2009; Chuang and Johnson, 2011; Hearn et al., 2013; Zeng and Shen, 2014) and have been successful in providing insight into the broad tectonic deformation and estimates of fault slip rates. For most cases, the geodetic and geologic slip-rate estimates agree. For some faults, however, large discrepancies exist between the two different estimates, such as along the San Bernardino Mountain and Mojave segments of the San Andreas fault (McCaffrey, 2005; Meade and Hagar, 2005) . Now, under the UCERF3 project, a new compilation of geologic and geodetic data is available, providing a unique opportunity to revisit the existing models and to develop new approaches that better estimate on-fault slip rates and gridded off-fault deformation covering all of California.
This article describes the development of a fault-based crustal deformation model for California using the kinematic fault model of Zeng and Shen (2014) . Updated GPS velocities and geological slip rates for the UCERF3 project are used as model constraints. Major blocks and their boundaries are constructed by linking all the major California fault segments (or type A faults) except the Garlock fault. All other minor faults (or type B faults) distributed in the block interiors are modeled as buried dislocation sources (Savage and Burford, 1973) . Type A faults in California are faults that have slip rates greater than 5 mm=yr and sufficient paleoseismic data to constrain fault behavior (Petersen et al., 1996; Field et al., 2009) . Other significant California faults are categorized as type B faults, with measurable slip rates but inadequate paleoseismic data to constrain the recurrence intervals of large events. Geologic data that constrain slip-rate estimates at point locations on faults were compiled by Dawson and Weldon (2013) for the UCERF3 project. Geologic (Shen et al., 2006) , referenced to the North American plate. (b) Residual velocities computed as the difference between the observed GPS velocities and those predicted using the Uniform California Earthquake Rupture Forecast Version 2.1 (UCERF2.1) deformation model. The velocity scales in (a) and (b) are the same. The residual vectors imply that UCERF2 generally underestimates the average statewide deformation rate, although we do not know how much of the actual deformation is aseismic. The green lines are the modeled fault traces, and gray lines are the remaining Basin and Ranges faults.
bounds from Dawson and Weldon (2013) are also available to constrain slip rates on non-block boundary faults (type B faults). Two sets of models have been developed under the UCERF3 project: a block-like model and a fault-based model. This article focuses on the result of the fault-based deformation model for California. Our fault-based model provides direct slip-rate estimates on the UCERF3 faults. In the off-coast area and along the eastern California shear zone where geologic measurements are lacking, this study provides the necessary constraints on fault slip-rate estimates. The results also provide gridded off-fault strain rates to compare with other seismic-hazard inputs, for example, the Gutenberg-Richter a-value distribution based on seismicity, regional strain mechanisms as determined from earthquake moment tensors and focal mechanisms, and earthquake moment budget from other studies. Final slip rates from this mode have been applied to UCERF3 as the preferred model for California seismic-hazard analysis.
Method Zeng and Shen (2014) developed a kinematic fault network model that simulates ground deformation rates from a given distribution of slip rates across all the faults in a region. For a given slip-rate and creep-rate distribution on all the faults, the ground velocity vector at any point is obtained by taking a sum of multiplication of the static finite-fault Green's function with the uniform slip rate over the faults: E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 1 ; 5 5 ; 4 0 1
1 in which _ u n is the predicted surface velocities; n is the component of the horizontal velocities; r i is the location of the ith station; Δ _ u j 1 and Δ _ u j 2 are the fault-parallel and fault-normal slip rates along the jth fault segment, respectively; U 1 nj and U 2 nj are the Green's function relating those fault slip rates to velocities at the ith station; Δc k 1 and Δc k 2 are the fault-parallel and fault-normal creep rate along the kth fault segment, respectively; U 1 creep;nk and U 2 creep;nk are the Green's function relating the fault creep rates at shallow depth to velocities at the ith station; N is the total number of fault segments; and M is the total number of creeping fault segments.
Our kinematic fault model assumes that each fault segment slips at a certain rate beneath a locking depth, except for a few fault segments where shallow creep is allowed. We also impose slip vector continuity at fault nodes or intersections to regulate slip variability and to simulate block-like motion. In addition, we minimize slip rates along the fault-normal direction because fault systems in the region are dominated by strike-slip faults. This minimization is intended to balance motion along fault-normal and fault-parallel directions. In places where primary slip is found to be fault-normal, our test suggests the effect is rather insignificant at around 2% reduction in normal slip-rate estimation when data are sufficient. Together with equation (1), they form the basis for solving for slip-rate distribution using a least-squares inversion. An increase in the weighting of the continuity constraint will result in a more block-like deformation model; in contrast, loose continuity constraints result in a fault-patchonly deformation model. The degree of weighting on the continuity constraint is optimally selected from a trade-off curve between the data postfit residual chi-squares and the parameter resolution of the model, so that certain non-blocklike deformation features are allowed, such as deformation caused by permanent or transient strain build-up within the bounding blocks.
Other distributed type B faults are modeled as buried dislocations using equation (1). Locking depths in general could also be optimized based on the goodness-of-fit between model prediction and geodetic observations. Instead, for the type A faults, fault-locking depth is determined based on seismicity depth distribution along faults available in the literature (e.g., Hill et al., 1990; Hauksson, 2000) . For the rest, fault-locking depth is fixed to the values specified by the UCERF3.1 fault model. We use the Okada (1985) formulation and code to calculate surface deformation in an elastic half-space. This could be a problem at the large plate boundary scale when using a half-space model to approximate a spherical Earth (Sun et al., 2009) . However, Banerjee et al. (2005) found that the agreement between a spherical homogeneous Earth and a half-space calculation is within a few percent within an ∼5°distance, and the difference only grows quickly beyond 10°distance. Because our California model covers mostly a region of 5°× 10°, we would expect a few percent bias by the half-space approximation.
In addition to the on-fault slip rate, we calculate the off-fault strain rates. The calculation brings deeply buried dislocation sources up to the surface along the boundaries of all the major blocks and computes strain-rate tensors on a gridded zone covering California, assuming the same sliprate distribution along their surface fault segments as that along their buried dislocation sections. Given a strict blocklike model, we would expect zero off-fault strain rates. However, for a general non-block-like model, we find nontrivial strain-rate distribution left in the block interiors after all block boundary faults break to the surface. Thus our off-fault strain rates are the result of strain accumulation due to nonblock-like faulting along the block boundaries as those faults break to the surface. The release of those strains correlates with the off-fault seismicity. Other off-fault sources, such as faults that are not included in our current model and distributed permanent strains, should also contribute to the off-fault strains and be included in our future improvement. Both onfault and off-fault inversion rates may include a significant aseismic component, and further study is needed to separate it from the total inversion rates for seismic-hazard evaluation. Slip-rate parameters developed from this article are intended for alternative models for the 2014 seismic-hazard evaluation for California and its surrounding area.
Fault Model
One of the key components of UCERF3 is the fault model project led by Dawson (2013) to update the UCERF2 fault models. The update includes a few central-coast faults and improved Great Valley faults. Major changes are made to the fault representations for northern California. For southern California, the model is similar to that of the UCERF2 fault models. This new UCERF3.1 model has been used as the basis for fault-based and block deformation models. In the process of building a block model, faults are connected to form blocks. For major faults, block boundaries follow their traces almost exactly. For small faults, they are generalized into a single representation as part of bigger block boundaries. Efforts were taken to correct any distortion of the earlier block boundary geometry that resulted in GPS stations located on the wrong side of the fault, for example near the Parkfield and Carrizo Plain sections of the San Andreas fault.
For our fault-based model, we connected the type A faults (except the Garlock fault) to form several major blocks and distributed other type B faults in the interior of those blocks, with the same geometries provided by the UCERF3.1 fault model, including dip and locking depths. The Garlock fault was assumed to be a large buried crack that branched out of the San Andreas fault. We also added a few Nevada faults near the Reno-Carson area. Figure 2 shows the locations of faults in our fault-based model (red and white traces). The six major blocks include the Pacific block (blue), North American block (gray), Juan de Fuca block (cyan), San Jacinto block (red), Maacama-Hayward block (yellow), and Bartlett Springs-Green Valley block (purple). We imposed slip vector continuity conditions for the major blocks bounded by the type A faults (thick red in Fig. 2 ) in the region so the enclosed zones by those faults will behave in a more block-like fashion. In addition, we also added a southern branch to extend the San Andreas fault system into Mexico and northern branches to extend the Mendocino fault farther east and the Cascadia subduction zone north of the triple junction. These additions extend well outside the model domain to allow us to model the far-field relative motions between the North American plate and the Pacific plate due to buried dislocations.
We included shallow creep in some of the fault segments, for example, along the central California creeping segment, the Calaveras, Hayward, and Imperial Valley faults, and the Brawley seismic zone. We also allow partial locking for the northern Parkfield and southern Santa Cruz Mountain segments of the San Andreas fault zone. Creep is assumed to occur at a constant rate from the surface to 10 km depth for most creeping faults except the central California creeping section and the Brawley seismic zone. For the central California creeping section, we assume depth-dependent creep rates from the surface to 5 km depth and from 5 km to deep down in the Earth with uniform rate in each depth range, respectively. The creeping depth along the Brawley seismic zone is set to be equal to its locking depth because of its shallow seismogenic layer. The amount of creep along those creeping segments is determined from inversion of the GPS observations.
GPS Data
The GPS velocity field used for this study was constructed by Tom Herring for the UCERF3 project (Parsons et al., 2013) . This is consensus data averaged from several data processing groups. Some uncertainties in the field are as low as 0:1 mm=yr. Our test inversions found that using these very small uncertainties could overweight their corresponding observations. Therefore, we imposed a lower cutoff of 0:2 mm=yr to avoid over-weighting during the inversions. The velocity field was further edited by Rob McCaffrey based on visual inspection of the velocities on their consistency with neighbors. To avoid the edits being model dependent, data being removed were those for which the velocities are not consistent with neighbors, at the 3-4 mm=yr level differences, and are not near faults. Some USGS campaign GPS data near the Yucca Mountain region have rates that are different from the azimuth of the rates from the continuous stations in the area. The difference might be introduced by a difference in reference frame. The sites were removed. We also removed data with sigma larger than 1:0 mm=yr. Figure 3 shows a map view of the GPS velocity field. A sharp gradient in GPS velocities is shown across the entire San Andreas fault system, the eastern California shear zone, and along the Walker Lane near the California and Nevada border. The GPS velocities are similar across the Sierra Nevada/Great Valley block, suggesting near-rigid behavior of the block.
Geologic Constraints Dawson and Weldon (2013) compiled geologic slip rates for faults in the UCERF3 fault model. Instead of the expert opinion or consensus slip rates adopted by UCERF2, this compilation is intended to be a purely geologic estimate of late Quaternary slip rates at locations along faults within the UCERF3 fault model. In general, slip rates were compiled from the literature with good location information and reliable dating of offset features. This compilation does not include slip rates that (1) rely on assumptions of characteristic slip, (2) are heavily model dependent (such as using ratio assumptions to derive horizontal slip rates from amounts of vertical offset), or (3) may need revision due to revised dating at a site. In addition, rates that are somewhat suspect, because they may be derived from features offset by a small number of earthquakes that may not represent a long term average, are also excluded. A single representative slip rate or averaged slip rate is reported for any location.
For this model, we use either the preferred rates or averages of the minimum and maximum values as our geologic constraints with their corresponding uncertainties. For some sites, uncertainties are not available. We compute a linear regression between slip rates and their uncertainty estimates and assign the predicted uncertainties from this regression to the rates at those sites. We only considered sites that are located along the UCERF3.1 fault traces. Figure 4 plots the geologic sites used for the fault-based model. Ⓔ A list of all the geologic slip rates used in this study, together with their corresponding site locations, faulting style, and standard errors, is provided in the electronic supplement to this article.
Fault rake and slip-rate bounds are also provided by Dawson and Weldon (2013) for the UCERF3 fault model. This information was derived mostly from the slip-rate category assigned to faults in the USGS Quaternary Fault and Fold Database (see Data and Resources). A few rates are based on geologic knowledge for specific faults with slip rates less than 5 mm=yr. This information was optional for modelers and was provided to constrain any nonsensical results (e.g., right-lateral faults slipping in a left-lateral sense). Rakes are used as input constraints for type B faults in our least-squares inversion with 20°tolerance for reverse/ normal and strike-slip faults, and 30°for oblique faults. For type A faults, rake angles were well defined and were all fixed to pure strike-slip faulting. In addition, we increased weights on the geologic constraints of those faults until their slip rates fell within their estimated geologic bounds for either type B faults or all California faults. Although our final preferred model is the B fault bound model, we will show the all-fault bound model result to support our preferred choice.
Results and Discussion
Following the inversion method of Zeng and Shen (2014), we compute inverse solutions for the fault-based model. We use the same weighting parameters for the sliprate vector continuity constraints across fault-node points and for minimizing slip rate along fault-normal components as in Zeng and Shen (2014) . In addition to the geologic constraints on slip rates at locations where geologic estimates are available, we assign a 50 mm=yr constraint on slip rate at the extended southern end of the San Andreas fault zone to simulate the relative plate motion between the Pacific and the North American plates based on the NUVEL-1A model (DeMets et al., 1994) , a 35 mm=yr slip rate to the Mendocino fault and its west extension based on the UCERF3.1 geologic model, and a 28 mm=yr constraint on locking rate to the southern Cascadia subduction zone based also on the NUVEL-1A model. Figure 5 shows the estimated slip rates on all California type A and B faults, color-coded based on the magnitude of the estimated fault slip rates from our preferred inversion model. The range of slip rates is distributed from high-sliprate type A faults to low-slip-rate type B faults. Figure 6a compares observed GPS velocities (red) with the model predicted GPS velocities (blue) based on a combined GPS and geologic slip-rate inversion using the fault-based crustal deformation model. Figure 6b shows the residual GPS velocities. Those residuals are given by the differences between the observed velocities and those predicted by the preferred final inverse model with a mean residual of 1:6 mm=yr and a normalized chi-square error of 15.1.
Modeling Statistics and General Slip-Rate Comparison
We test a case without the geologic constraints, and its normalized chi-square error is reduced to 9.9 with a mean residual of 1:3 mm=yr. By honoring the geologic constraints as required by the UCERF3 project, we compromised the GPS fit by 23% in terms of mean residual and increased the normalized chi-square error by 50%. The normalized chi-square error also depends on the selected lower cutoff uncertainties to the GPS observation. The reported uncertainties in the velocity field are as small as 0:1 mm=yr. Our test inversions find that those small uncertainties overwhelm the corresponding observations and produce an unstable inverse solution. A lower cutoff of 0:2 mm=yr was used to avoid excessive over-weighting during the inversions. Without rerunning the inversion, a slightly higher cutoff of 0:3 mm=yr reduces our normalized chi-square error to 10.7. This higher cutoff value was tested in geodesy-and geology-based sliprate model inversions for the western United States National Seismic Hazard Maps (Petersen et al., 2013) and the UCERF3 NeoKinema model (Parsons et al., 2013) . It has resulted in significantly lower chi-square errors, for instance in the UCERF3 NeoKinema model.
Misfit distribution is spatially uneven, with notably large misfits (> 2 mm=yr) in the area near the Landers and Hector Mine earthquakes, which probably represents inadequate corrections for postseismic deformation in the region (Liu et al., 2015) . Large misfits near the Long Valley caldera are partly caused by the Long Valley volcanism, which is not included in our model. Large misfits in the populated areas of southern California and San Francisco Bay area are likely influenced by human activities, such as underground water extraction. There are still small trends in the residuals, such as in the Mojave and near Long Valley caldera, where unmodeled tectonic features contributed to the bias. The model accommodates all major features observed in the GPS velocity field, for example, the sharp gradient in GPS velocity amplitudes across the San Andreas fault system, the eastern California shear zone, and along the Walker Lane near the California and Nevada border, the near-constant velocity across the Sierra Nevada/Great Valley block, and the rotation of the velocity field north of the Mendocino triple junction. In comparison with Figure 1b , the current model, based on combined inversion of geodetic and geologic data, constitutes a significant improvement in GPS velocity residual reduction compared with the UCERF2 models based on expert opinions for many geologic fault slip rates.
The discrepancy between geologic and geodetic estimates of fault slip rates provides insight into the complex interactions in the system and the extent of incompleteness of our deformation model. Figure 7 plots the slip rates from the fault-based model inversion against the measured geologic slip rates (Dawson and Weldon, 2013) . Although the modeled slip rates are obtained from inversions with the geologic constraints, differences among the two rates reflect the difference between contemporary geodetic deformations and long-term geologic ground movements. Modeled slip rates are higher than geologic slip rates mostly on faults in the eastern California shear zone and southern Walker Lane. Modeled rates are lower than geologic slip rates mostly along the central and southern San Andreas fault zone, particularly along the Mojave and San Bernardino Mountain segments. The modeled rate is low along the western Garlock fault. Despite the differences, the modeled slip rates correlate well with the geologic estimates, with a correlation coefficient of 0.9. Statistically this shows a strong linear dependence between the model estimates and the geologic estimates, suggesting that the geodetic and geologic data are highly compatible for the region. Figure 7 also indicates that the correlation line between the geologic and modeled rates has a slope less than one, suggesting that geologic rates are systematically faster than geodetic rates, in particular along the central California creeping section through the Mojave to the San Bernardino Mountain segments of the San Andreas. Figure 8 compares modeled slip rates with the UCERF3 geologic preferred rates along the California type A faults. We use the geologic upper and lower bounds to represent ranges of the geologic slip-rate uncertainties in the horizontal bars. Vertical bars are inverted slip-rate uncertainties. A solid line indicates where the two rates are equal. Similar to Figure 7 , we find the lower inverted slip rates along the Mojave and San Bernardino Mountain segments (upper right Prieto fault is about 35 mm=yr. Given that there is significant spatial overlap between the two faults, the sum of the two slip rates along the overlapping segments exceeds the relative plate motion between the North American and the Pacific plates. A linear tapering was applied to the faults where overlap occurs to comply with the plate rates (Field et al., 2014) . Figure 8 compares the inverted rates and the geologic rates before tapering is applied to the geologic rates. After tapering, the two rates should agree well. Figure 9 compares inverted slip rates with the geologic preferred rates along all the California type B faults using a logarithmic scale. Again, horizontal bars represent upper and lower bounds of the preferred geologic slip rates. Colored symbols represent faults plotted in the same color in the lower right panel. The red and green crosses are for faults in southern California, and the solid circles are for the rest of the California faults. All the estimates for type B faults fall within the geologic bounds, which is a consequence of the additional geologic bound constraints for these faults. The difference in terms of GPS data fitting between models with and without the additional constraint is nevertheless less than 2%. However, for some of the off-coast faults (red crosses and green solid circles in Fig. 9 ) and eastern California shear zone faults (dark blue solid circles) with categorical slip-rate assignment of 0:01 mm=yr, this combined inversion spreads those rates from 0.01 to 0:1 mm=yr, as demanded by the GPS observation. For slip rates > 2 mm=yr (the red square outlining the upper right corner of the plot), the inversion finds lower rates for some of the Transverse Range faults (red crosses) and off-coast faults in southern California (green crosses), and higher rates for some of the eastern California shear zone (dark blue solid circles) and southern Walker Lane (black solid circles) faults in comparison with the geologic preferred rates on those same faults.
Our preferred inversion model is the model constrained to have slip rates within geologic bounds for all type B faults. Questions arise as to how large the GPS data residual misfits becomes if all faults, or just all type B faults, are constrained to have slip rates within geologic bounds. To further explore trade-offs between fitting geodetic and geologic data, we compute inversion with all slip rates held within the geologic bounds except for the Cerro Prieto and Imperial segments, because the best-fit GPS rates for those two faults are in better agreement with the overall plate rate budget. A variable rate was assumed for the central California creeping section. The average rate for the creeping section is within the provided geologic bounds. The bounds on the San Jacinto stepovers were set between 11.0 and 18:0 mm=yr to maintain consistency with the overall San Jacinto geologic bound model. Figure 10 shows a comparison between GPS residual velocity field based on the preferred inversion model (red; with additional slip-rate constraints within their geologic bound for all type B faults) and that based on the inversion model with slip-rate constraints within geological bounds for all faults (blue). For clarity, we enlarged the scale of the residual velocities to twice that plotted in Figure 6b . By carefully examining the spatial residual velocity distribution between the all-fault bound model (blue) and only type B fault bound model (red), we find significant increases in residual velocities in the Mojave Desert and Transverse Ranges and in regions along the Garlock fault zone for the all-fault bound model. The apparent increases in residual velocities are a direct consequence of constraining slip rates within their geologic bounds along the western Garlock and along the Mojave and San Bernardino Mountain segment of the San Andreas fault. The normalized chi-square error for the all-fault bound model is 18.40 and the mean residual is 1:7 mm=yr, a more than 20% significant increase in chi-square errors and a slight increase in the mean residual velocity compared to that of the type B fault bound model.
In addition to the above-mentioned geologic slip-rate constraints, we also imposed rake angle constraints on slip-rate vector solutions for all type B faults using the Dawson and Weldon (2013) geological rake model to avoid rake reversals. This is achieved using a non-negative least squares inversion. Figure 11 compares inverted rake angles with those from the geologic model. The thicker line is where two rakes are equal. The thin lines are 20°from the unity line. For most fault segments, the inverted rake angles are within 20°bounds of those geologic rakes.
Regional and Fault-by-Fault Slip-Rate Comparisons
In the following discussion, we will focus on fault-byfault slip-rate comparisons on some major faults between our preferred inversion model with slip rates constrained within geologic bounds for type B faults and the UCERF3.1 geologic model. The central panel of Figure 12 plots a map view of the strike-slip rates along type A faults from the preferred inversion model. The width of the fault traces is proportional to the amount of inverted slip-rate along the corresponding fault segment. Panels around the map show comparisons Figure 12 . The strike-slip rates determined from inversion with the fault-based model and geologic constraints. The width of the fault traces is proportional to the amount of inverted slip-rate along the corresponding fault segment. Each panel around the map plots the comparison between the geologic preferred slip rates (black) and the geodetic inverted slip rate (blue). The areas between the upper (green) and lower (red) geologic bounds are shaded in gray.
between the geologic preferred rates (black) and the combined geodetic and geologic inverted rate (red). Areas between the upper (green) and lower (red) geologic bounds are shaded in gray. In comparison to the UCERF3.1 geologic slip-rate data and the geologic bound data, the inverted slip rates from Santa Cruz all the way to the North Coast and offshore segments of the San Andreas fault zone agree well with the geologic estimates (Table 1 ). Inverted slip rates also agree well with the geologic preferred rates along the Maacama-Rodgers Creek-Hayward fault system (Table 2) and the Bartlett Springs-Green Valley-Calaveras fault segments (Table 3) in the north. Slip rates along the Bartlett Springs fault are 4-5 mm=yr above the preferred geologic rates. Given the large uncertainty for the geologic rates along the Bartlett Springs, those inverted rates lies well within the UCERF3.1 geologic bounds. A total of 40 mm=yr is accommodated by the northern San Andreas fault zone, MaacamaRodgers Creek-Hayward fault system, and Bartlett SpringsGreen Valley-Calaveras faults, matching well with the regional tectonic rates.
In southern California, our investigation has significantly improved agreement between inverted rates and geologic rates along the central and eastern Garlock fault (Table 4) in comparison with the previous block-model studies (e.g., McCaffrey, 2005; Meade and Hager, 2005) . This provides an alternative explanation to the viscoelastic relaxation model of Chuang and Johnson (2011) on the Garlock faulting processes, although our inverted slip rate along the western Garlock fault is also significantly lower than that of the geologic lower bound. Modeled slip rates along the Coachella Valley and Brawley segment of the San Andreas fault zone (Table 1 ) and along the San Jacinto fault (Table 5) agree with their corresponding geologic rates. We also note that the rate along the Coachella Valley and Brawley segments is nearly twice the rate along the same San Jacinto fault branch (Table 5) .
Although the two sets of slip rates agree with each other overall, the fault-based inversion model has significantly lower slip rates along the San Andreas fault zone from the Cholame segment through the Mojave to the northern San Bernardino Mountain segments in comparison with the UCERF3.1 geologic lower bound (Dawson and Weldon, 2013) . Assuming that geologic slip rates represent long-term averages of many cycles of periods of high and low seismic activity along any given fault, our fault-based model estimates suggest these sections of the San Andreas system are currently experiencing a slow tectonic loading period. Meade and Hager (2005) and McCaffrey (2005) report similar low slip rates. Such slow deformation rates could be explained by a viscoelastic deformation model that takes into account temporal deformation within earthquake cycles (e.g., Chuang and Johnson, 2011; Hearn et al., 2013; Smith-Konter et al., 2014) . Although these sections of the San Andreas fault zone are undergoing a slower period of tectonic loading, a significant increase in inverted slip rates is found on faults along the eastern California shear zone (i.e., along the Gravel Hills-Harper Lake and Camp Rock fault system, Calico-Hidalgo, and Helendale faults) to the southern Walker Lane (i.e., the Panamint Valley fault and Death Valley faults; Fig. 13 and Table 6 ) in comparison with the geologic estimates in the UCERF3 long-term geologic rate data, suggesting the region is experiencing a period of faster-than-average tectonic loading. With the Big Bend along the San Andreas fault zone as a barrier for the relative motion between the Pacific and North American plates, there is a gradual transfer in regional faulting activity from the San Andreas fault system to the eastern California shear zone and the Walker Lane (Nur et al., 1993; Sleep and Fujita, 1997) . As a consequence of two fault systems accommodating the same plate-boundary motion, there might be alternating periods of seismic activity between them (Dolan et al., 2007) . Alternatively, the lower slip rate along this portion of the San Andreas could be a result of a significant portion of the deformation occurring off the faults (Johnson, 2013; Herbert et al., 2014) . For the type B faults in northern California and the Great Valley thrust system, our inverted slip rates fit within 15% of the geologic preferred rates except for the West Napa fault (Fig. 13) . Our estimated rate for West Napa is at 1:5 0:7 mm=yr, about 50% higher than the geologic preferred rate. The occurrence of the M 6.0 West Napa earthquake (Brocher et al., 2015) in 2014 may support the higher loading rate on West Napa found in this study.
Within the western Transverse Ranges, there is a series of thrust faults: the Cucamonga, Raymond, and Santa Monica faults in the south; the Oak Ridge, Santa Susana, San Cayetano, Mission Ridge, and Big Pine faults in the north; and bounded by the Sierra Madre and San Gabriel faults to the east. Slip rates for those faults are listed in Table 6 . These faults accommodate up to 6 mm=yr of the preferred shortening motion. For most of these faults, the inverted slip rates agree reasonably well with the geologic preferred rates; the exception is the Ventura-Pitas Point fault, where inverted slip rate is nearly twice the preferred geologic rate (Fig. 13) . For the San Cayetano fault, our inverted slip rate of 4:6 mm=yr is slightly less than the preferred geologic rate of 6 mm=yr. With an east-west-trending thrust, this fault Figure 13 . Map of ratios between geodetic rate and geologic rates. The line width is proportional to the geodetic rate. is capable of producing magnitude 7 and larger earthquakes and poses significant seismic hazard to the region (Petersen and Wesnousky, 1994; Dolan and Rockwell, 2001) . The influence of the imposed overall minimization on the faultnormal slip-rate estimates over this fault was found to be insignificant within a 2% difference level. Shortening along the Big Pine, Cucamonga, Santa Susana, San Cayetano, and Mission Ridge faults also decreases from east to west, in agreement with the counterclockwise rotation in the area. Significant shortening is also found across the Puente Hills and Whittier thrust faults. Our inverted slip rate along the Puente Hills thrust fault is about 40% higher than the geologic preferred rate at 1:3 0:4 mm=yr. Compared to the strike-slip motion, dip-slip motion is merely a second-order tectonic motion in southern California. However, the contribution of dip-slip motion is very important in seismic hazard and risk. Recent earthquakes (e.g., 1971 M w 6.6 San Fernando, the 1987 M w 5.9 Whittier Narrows, and the 1994 M w 6.7 Northridge events) demonstrate that blind thrusts in the Los Angeles basin and the Transverse Range region can result in major damage to the region. Together, they pose significant seismic-hazard risk for the metropolitan population. For most other major strike-slip type B faults in southern California, our inverted slip rates agree reasonably well with the geologic rates (i.e., Elsinore, Rose Canyon, and Palos Verdes). However, our inverted slip rate of 1:6 0:4 mm=yr for the Newport-Inglewood fault is 60% higher than the geologic preferred rate. This right-lateral strike-slip fault system includes an onshore and an offshore section and is capable of producing magnitude 6-7.4 earthquakes (Petersen et al., 1996) . Our fault-based modeling study suggests higher seismic hazard in the greater Los Angeles Metropolitan area than that of the preferred geologic estimates.
For the off-coast faults in central California, modeled slip rates are within the geologic bounds but are about 20% less than the UCERF3-preferred geologic rates and near the lower bound for fault segments along the San Gregorio and Hosgri faults. For the off-shore faults in southern California, inverted slip rates are generally higher than the preferred geologic rates; for example, the rate along the San Clemente fault is twice that of the geologic preferred rates. Inverted slip rates are also 30% higher on the Red Mountain fault and more than 50% higher along the Santa Rosa Island, Santa Cruz-Catalina ridge, San Pedro basin, San Diego trough, and Coronado Bank faults compared with the geologic preferred rates. However, geologic slip rates along those offshore faults are not well constrained. Our inversion should help to constrain those slip rates and thereby improve seismic-hazard assessment along the California coast.
Off-Fault Deformation Figure 14 plots the off-fault strain-rate distribution for (a) maximum strain rate and (b) maximum shear strain rate. Our maximum strain rate is defined as the largest of the two principal strain rates, dilatation rate and shear strain rate. Our off-fault strain rates are obtained based on the same blockmodel geometry (Fig. 2) without the type B faults, given the preferred slip-rate distribution along the boundaries of blocks. The model assumes buried dislocation sources below the locking depth. By allowing those sources to rupture up to the surface along the boundaries of the six major blocks, we simulate strain-rate tensors on a gridded 0:1°× 0:1°surface covering California; we assume the same slip-rate distribution along their surface fault segments as that along their buried dislocation sources. Both maximum and shear offfault strain-rate maps show fast straining regions along the North Coast segment of the San Andreas fault zone and Cascadia subduction zone in northern California. In southern California, high off-fault strain rates are distributed across the Transverse Ranges and along the Garlock fault zone and to the south along the Coachella and Brawley fault zones, continuing farther south across the border. The Sierra Nevada block appears more rigid, with a lower strain rate at a few nanostrains per year. We convert off-fault strain rates to moment rates within each gridded cell using the Kostrov (1974) formula following Savage and Simpson (1997) , assuming a shear modulus of 3 × 10 10 Pa and a seismogenic thickness of 11 km. The total on-fault moment rate from our preferred model is about 1:88 × 10 19 N·m=yr, which is a 9% increase from the UCERF2 model. Our final off-fault strain-rate model gives a total off-fault moment rate of 0:88 × 10 19 N·m=yr, which is about 32% of the total moment rate. The total moment rate is 2:76 × 10 19 N · m=yr, which represents a 16% increase from the UCERF2 model. However, not all the increases are seismic, so the seismic/ aseismic slip-rate ratios are critical for future seismic-hazard assessments. Another way to quantify the off-fault deformation is to calculate the cumulative slip rate from the off-fault strain-rate distribution. This cumulative slip rate across the region can be estimated using E Q -T A R G E T ; t e m p : i n t r a l i n k -; d f 2 ; 5 5 ; 2 8 8 3 in which v x and v y are east and north velocity components; x 1 and x 2 are longitudes along west and east boundaries of the gridded zone (Fig. 14) as a function of latitude, respectively; and y 1 and y 2 are latitudes along south and north boundaries as a function of longitude, respectively. Variables e _ xx and e _ yy are components of horizontal strain-rate tensors. The left panel of Figure 14a is a plot of the cumulative east component off-fault-slip rate as a function of latitude, and the bottom panel is a plot of the cumulative north component offfault slip rate as a function of longitude. Apparently the cumulative east component off-fault rate fluctuates around 4 mm=yr. The cumulative north component off-fault rate peaks at 241°in longitude at 18 mm=yr across the Transverse Range and Big Bend area. Figure 15 shows comparisons of the on-fault cumulative geologic slip rates and our combined-inversion slip rates along east-west-oriented profiles located at 0.1°intervals from 32°to 42°latitude for north (Fig. 15a) and east ( Fig. 15b) component motions. Deformation model transects are calculated by finding the east and north components of slip on each model fault, using the input geometry (strike, dip, dip-direction) and output slip rates and rakes. East and north components are summed along transects, and the implied motion vectors (magnitude and direction) are calculated. The off-fault deformation is not included in the transects so as to enable comparison with the UCERF3 geologic model. The transects show total cumulative slip rate up to 50 mm=yr for both east (Fig. 15a ) and north components (Fig. 15b) , with averages around 28 and 35 mm=yr for the east and north relative motions, respectively. The dashed lines are the relative motion between the North American and Pacific plates based on the NUVEL-1A model (DeMets et al., 1994) . In comparison with the reference NUVEL-1A model, we find significant deviations in north-component motion along 33.5-36 transects. Large off-fault deformation (up to 18 mm=yr) occurs along the region (bottom panel in Fig. 14a ). The sum of on-fault and off-fault north-component deformation along these transects adds 35 5 mm=yr. Both models also deviate significantly from the NUVEL-1A model between 37.5°and 40°in east-component motion due to omitting the off-fault deformation along the northern offcoast San Andreas fault zone (Fig. 14a) and a significant oblique motion up to 10 mm=yr through northern Walker Lane between northern California and Nevada (Thatcher et al., 1999) . In general, the two rates track each other well.
Conclusion
Decades of dense GPS velocity observations are available in California and its near neighbors. Analysis of these geodetic signals provides fundamental data on present-day fault slip rates on major active faults, and these data provide critical input on earthquake occurrence that leads to better seismic-hazard assessment. We studied fault slip rates on major faults in California and in neighboring regions using a fault-based model of crustal deformation. Our model consists of six major blocks bounded by type A faults, with the type B faults distributed in the block interiors. Both GPS velocities and geologic slip-rate data are used to constrain our model. With the geologic input constraints, the fits to GPS observations were compromised with a normalized chi-square error of 15.1 and a mean velocity residual of 1:6 mm=yr, which is in the middle of other UCERF3 deformation models (Parsons et al., 2013) . In addition, our combined inversion was further constrained by the geologic bounds for all the California type B faults. The difference in terms of GPS data fitting between models with and without this additional constraint is less than 2%.
Our least-squares inversion shows that slip rates along major faults in northern California agree well with the UCERF3 geologic estimates within the geologic uncertainties; for example, along the northern San Andreas fault, the Maacama-Rodgers Creek-Hayward fault system, and the Bartlett Springs-Green Valley-Calaveras fault segments. The total slip rates across transects of those faults amount to 40 mm=yr, matching the tectonic rate for the region. Slip rates along the Bartlett Springs and Hunting Creek fault system are twice the preferred geologic rates but are still within the geologic bounds.
Slip rates determined for the central and eastern Garlock fault match closely with their geologic rates, although the rate for the western Garlock is significantly lower than the geologic estimates. For the Transverse Range faults, the inverted slip rates agree reasonably well with the geologic preferred rates except for the Ventura-Pitas Point fault, where the inverted slip rate is nearly twice the preferred geologic value. The inverted slip rates along the Puente Hills and Whittier thrust faults are significantly higher than the geologic rates, suggesting higher urban seismic hazard than previously estimated.
Along the central and southern San Andreas fault zone from the creeping section to the San Bernardino Mountain segments, our fault-based model shows a significant decrease of 7-16 mm=yr in slip-rate estimates in comparison with the UCERF3-preferred geologic rate. In particular, along the Mojave and northern San Bernardino segments, the inverted rates are 20:0-22:0 0:7 and 8:4 0:7 mm=yr in comparison with geologic rates of 32.5 and 24 mm=yr, respectively. Along the eastern California shear zone and southern Walker Lane, the inverse model indicates a cumulative increase of ∼1 mm=yr in slip rates across the region in comparison with the geologic model. This suggests a decreased seismic hazard around the southern San Andreas fault zone and an increased seismic hazard along the eastern California and southern Walker Lane regions in relation to the model used in the USGS 2008 seismic-hazard assessment (Petersen et al., 2008) .
For the central off-coast faults along the San Gregorio and Hosgri, slip rates are 20% lower than their preferred geologic rates and are close to their geologic lower bounds. For the southern off-coast faults, slip rates are much higher than their preferred geologic rates and are close to their geologic upper bounds; in some cases, for example, rates are more than 50% higher along the San Clemente, Santa Cruz-Catalina Ridge, San Diego trough, and Coronado Bank faults in comparison with their geologic preferred estimates. In general, off-coast slip rates are not well constrained. Our inversion estimates should provide critical inputs and improve the seismic-hazard assessment along the California coast.
For the off-fault strain rates, fast-straining regions are found along the offshore and North Coast San Andreas and the southern Cascadia subduction zone. Large off-fault straining zones also occur across the Transverse Ranges and Garlock fault zone. Large off-fault strain rates continue from Landers to Brawley and then extend farther south across the border. By converting from strain rate to seismic moment rate, we find a total off-fault moment rate of 0:88 × 10 19 N·m=yr. This total off-fault moment rate is about 32% of the total moment rate in the region. The total on-fault and off-fault moment rate is 2:76 × 10 19 N·m=yr, which is a 16% increase from the UCERF2 model. Our preferred combined inversion model was applied to the UCERF3 fault-slip rate model with 30% weight (Field et al., 2014 
