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Abstract. Semantic Web technologies are intertwined with decision-making 
processes. In this paper the general objectives of the semantic web tools are 
reviewed and characterized, as well as the categories of decision support tools, in 
order to establish an intersection of utility and use. We also elaborate on actual 
and foreseen possibilities for a deeper integration, considering the actual 
implementation, opportunities and constraints in the decision-making context.  
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1 Web evolution 
Web 1.0 is known as an early stage of the conceptual evolution of the World Wide 
Web, where users simply acted as publishers and consumers of content, as webpage 
information was closed to external editing. Rather than a specific technology update or 
specification, Web 2.0 core was a transformation in the way web pages were made and 
used, adding a multitude of users responsible for all information management activities. 
Traditional group decision-making presents a “top down” approach, usually 
designed to deliberately guide the interactions of groups in decision-making processes, 
while in social software users, in the public internet, generate the content and define 
both the rules and reasons for usage [9], constituting a “bottom-up” approach. 
The term Semantic Web [6], considered by many an evolution of Web 2.0 – hence 
the term Web 3.0 [18] – means a set of technologies that includes ontologies, software 
agents and rules of logic. These technologies can greatly improve the ability to connect 
and automatically organize the content of information spread across multiple pages or 
sites [17]. In this paper, we will make a brief initial review of the general objectives 
and technologies proposed with the implementation of the Semantic Web, which we 
will later combine with its actual implementation, opportunities and constraints within 
the context of decision-making. 
2 Semantic Web technology 
According to [6], the Semantic Web will enable machines to comprehend semantic 
documents and data, not human speech and writings. Moreover, the Semantic Web, in 
naming every concept using a URI (Uniform Resource Identifier), should express, 
seamlessly, new concepts that people invent. The base of Web 3.0 for exposing data to 
applications is the Extensible Markup Language (XML), which lets everyone create 
their own tags. Scripts, or programs, can make use of these tags in sophisticated ways, 
but the script writer has to know for what the page writer uses each tag. 
Meaning is expressed by Resource Description Framework (RDF), which encodes 
it in sets of triples that use URIs to name the relationship between things as well as the 
two ends of the link [6], allowing structured and semi-structured data to be mixed, 
exposed, and shared across different applications. The resulting linking structure forms 
a directed, labeled graph, which is the easiest possible mental model for RDF which is 
often used in easy-to-understand visual explanations. 
With SPARQL (a recursive acronym for SPARQL Protocol and RDF Query 
Language), a query language for RDF data, applications can access native graph-based 
RDF stores and extract data from traditional databases [16]. SPARQL intends to 
integrate disparate databases (domain-limited or specific databases – relational, XML, 
HTML, etc.) so that one query spans (seamlessly and on-the-fly) through several 
datasets to deliver targeted results [18], also referred as Linked Data. 
On the Semantic Web, vocabularies or ontologies define the concepts and 
relationships (also referred to as “terms”) used to describe and classify terms that can 
be used in a particular application, characterize possible relationships, and define 
possible constraints on using those terms. The most typical kind of ontology for the 
Web has a taxonomy and a set of inference rules, which defines classes of objects and 
relations among them [6]. Web Ontology Language (OWL) and RDF are much of the 
same things, but OWL is a stronger language with greater machine interpretability than 
RDF. OWL is built on the top of RDF but comes with a larger vocabulary and stronger 
syntax than RDF [24], being the basis for implementing inference techniques on the 
Semantic Web. 
Inference rules in ontologies can be characterized by discovering new relationships 
among terms. Although the computer doesn’t truly “understand” any of these 
relationships, it can manipulate the terms much more effectively in ways that are useful 
and meaningful to the human user [6]. Inference is also intended to improve data 
integration and handle possible data inconsistencies on the Web, by seamlessly 
analyzing data content. 
In spite of the earlier vision for a future with Web 3.0 [6], the problem is that a 
complete re-annotation of the Web is a massive undertaking. As an alternative, many 
researchers take a very different approach to the Semantic Web. Rather than calling for 
an overhaul of Web formats, and the massive effort of using Semantic Web tools (not 
to be expected), they are building software agents that can better understand web pages, 
as they exist today. Instead of waiting for additional information and for more 
“machine-understandable” web pages, the alternative is developing improved software 
agents for Information Retrieval and Natural Language Processing. 
Natural Language Processing/Programming (NLP) is a field of computer science, 
artificial intelligence, and linguistics that regards the interactions between computers 
and human (natural) languages. NLP and Information Extraction (IE) seek to deduce 
rules or a domain model out of texts. The knowledge base they hope to extract is 
frequently designed to drive an expert system or case-based reasoner [10] or 
knowledge-driven decision support systems.  
Information extraction identifies specific pieces of information (data) in a 
unstructured or semi-structured textual document (e.g. a webpage) and transforms 
unstructured information into a corpus of documents or web pages into a structured 
database  [1]. 
In artificial intelligence, an intelligent agent (IA) is an autonomous entity, which 
observes through sensors and acts upon an environment using actuators and directs its 
activity towards achieving rational goals [27]. Intelligent agents may also learn or use 
knowledge to achieve their goals, ranging from very simple or very complex (a 
thermostat is an intelligent agent, as is a human being, as is a community of human 
beings working together towards a goal, as described in [12]). Nevertheless, the 
effectiveness of such software agents can only achieve its full potential when more 
“machine-readable” Web content and automated services (including other agents) 
become available 
3 Decision-making and Semantic Web 
The Semantic Web has implications for decision-making support, namely filled and 
unfulfilled promises derived from the earlier vision of the Semantic Web and research 
opportunities. 
We can accept the categories of decision support tools as [4; 5] established, based 
on their main objectives: Personal Decision Support Systems (PDSS); Group Support 
Systems (GSS); Negotiation Support Systems (NSS); Intelligent Decision Support 
Systems (IDSS); Knowledge Management-Based DSS (KMDSS); Data Warehousing 
(DW); and Enterprise Reporting and Analysis Systems (ER)1. 
[7] stands that the Semantic Web data can be utilized in several ways to process and 
share information, namely in DSS context: (1) Information integration; (2) Information 
filtering and selection; (3) Information extension, exploration, and explanation; (4) 
Information interpretation, event detection, and prediction; (5) Information tracking 
and post-event analysis; (6) Models and model evolution; and (7) Sharing decisions.  
Table 1. Intersection of the Semantic Web and Decision Support 
  Decision support tools 







 RDF 1, 3, 7 1, 3, 7 1, 3, 7 1, 3, 7 1, 3 1, 3, 7 1, 3 
XML 1, 3, 7 1, 3, 7 1, 3, 7 1, 3, 7 1, 3 1, 3, 7 1, 3 
Ontologies 3, 5, 6 3, 5, 6 3, 5, 6 3, 5, 6 3, 5, 6 3, 5, 6 3, 5, 6 
Inf. rules 4 4  4  4 4 
Query 2, 3 2, 3 2, 3 2, 3 2, 3 2, 3 2, 3 
NLP  2 2 2, 4 2, 4 2, 4 2, 4 
Agents  2, 3, 4, 7 2, 3, 4, 7 2, 3, 4, 7 2, 3, 4 2, 3, 4 2, 3, 4 
 
The feature categories span across the different DSS and Semantic Web tools 
(presented in section 2), even though they are not always present or bear the same 
1 Which include enterprise focused DSS, namely executive information systems (EIS), business intelligence 
(BI), and more recently, corporate performance management systems (CPM). 
                                                 
importance. We can match the utility of each semantic web tool to information 
processing and sharing against each decision support tool category and the intersection 
of tools and feature categories is depicted in Table 1.  
DSS can be viewed from several different perspectives [4; 25; 29] and we can trace 
them to Web evolution, according to their intrinsic purposes, as represented in Table 2. 
It is easy to realize that PDSS are much more related with producing content than 
disseminating such content, while NSS and GSS naturally involve a multitude of users 
(even though bearing different objectives). Knowledge-driven and Data-driven DSS 
can benefit the most from Semantic Web features, as it provides enhanced content 
relationships with the possibility for greater retrieval accuracy. 
Table 2. Web stages and their adequacy regarding decision-making tools 
[25] [4; 5] Web 1.0 2.0 3.0 
Model-driven PDSS + + + + + NSS + + + + + + + 
Communications-driven GSS + + + + + + + 
Knowledge-driven IDSS + + + + + + KMDSS + + + + + + + 
Data-driven DW + + + + + + ER + + + + + + 






Regarding the creation of information, and contrarily to the traditional group decision-
making “top-down” approach usually involving small groups, Web 2.0 stands for a 
“bottom-up” approach where information is produced by mass collaboration of people 
that create, update and share knowledge on a regular basis [14], which constitutes a 
very distinct approach from PDSS. The use of folksonomies, ontologies, software 
agents and social classification of information relevance (through registered 
classifications performed by past information users, according to their perceived 
relevance) provide an opportunity for a larger spectrum of possibilities in searching and 
recovering relevant information [2]. Compared to ontologies, folksonomies offer 
greater flexibility and adaptability in organizing information and users do not need to 
agree on a detailed tag hierarchy and taxonomy, though it implies that each user can 
create a separate set of tags that would then need to be disambiguated, using specific 
ontologies to be created or a combination with existing ontologies. Folksonomies may 
also suffer from ambiguity regarding the meaning of the tags and lack of semantics, for 
example, synonyms. Moreover, a coherent categorization scheme when using 
folksonomies can become difficult to achieve, because their contributors do not operate 
under a centralized controlling vocabulary, though empirical work shows the 
emergence of stable collective consensus around the categorization of information 
driven by tagging behaviors [26]. 
According to the Technology Acceptance Model and its extensions [31], and in spite 
of the fact that people seamlessly create and disseminate information through social 
media, the intention to individually add any further annotations to contents seems 
compromised (at least until they have better tools to do so). Thus, the use of software 
agents and NLP seems appropriate to perform an automatic processing of the dynamic 
and massive amount of information encompassed in social media at least until 
technology takes full advantage of folksonomies.  
The unstructured nature of decision-making, especially its early stages [30], is very 
well suited for the ad-hoc nature of social networking. During the intelligence phase, 
in spite of the fact that Semantic Web cannot be viewed as a decision-modeling 
technology to improve decision per se, it can be seen as an enhanced possibility for 
integrating data [20] and revealing implicit information than usually would remain 
undiscovered, thereby resulting in sub-optimal decisions [21]. 
Semantic Web technologies can be exploited to the advantage of DSS, namely by 
applying Information Extraction (IE) to populate Semantic Web datasets and to perform 
the automatic detection of arguments within group discourse (and from external data), 
for later analysis by a DSS. Interconnecting users’ contributions would enrich and 
produce a much more accurate information to be used in the intelligence phase. 
Nevertheless, the creation of folksonomies lack tools that can make this a seamless work 
(or at least very simplified or intuitive), making it a time-consuming task.  
During the design phase, structured versions of a group discourse allow a better 
understanding of the expressed points of view. However, Social Media does not favor 
this latter type of structure or the generation of tags that can explicitly define used 
concepts, applied values or any types of quantitative or qualitative parameters. 
Accordingly, the use of XML/RDF to structure the produced meeting content could 
alleviate this problem. Nevertheless, the generation of tagged content, which would be 
of enhanced utility in decision-making, requires computer skills that cannot be expected 
from all participants in all decision meetings and, as in the intelligence phase, the 
creation of such structured content also constitutes a time-consuming task.  
There is a need for ontologies that are suitable for representing informal Social Web 
arguments and ontologies that map between the social world and the argumentative 
world [28]. Nevertheless, Social Media are understood as failing the criterion of 
“argumentative discussions”, as the argumentation support of general Web 2.0 tools is 
considered to be peripheral [28]. The writing style commonly used in these platforms 
has a pattern out of the ordinary that sometimes makes it incomprehensible to those 
who are not part of the conversation and/or culture/context, thus making it very hard to 
make it “machine-understandable”[8; 15]. Another problem (described in [19]) is the 
fact that a dialogue can be written in more than one language (code-mixing2). As users 
can also omit much of the speech, this means that data is possibly tangled, incomplete 
and sometimes error-prone. Even harder to grasp, are the artifices of language, which 
help to define how these interactions and respective arguments do come out. Herein 
lays the challenge to achieve its capture in order to be used by “machines”. One way of 
doing this is by using formal models that capture arguments and convert implicit 
(concealed in discussions) to explicit knowledge [22]. 
In spite of the earlier considerations and knowing that RDF triples consist of text 
encompassing relations between described entities, we can argue that Semantic Web 
tools will be able to transform the representation of a simple (unstructured) text into a 
representation that follows or is supported by one or more argumentation models. Such 
process would follow: (1) the establishment/extraction of a taxonomy of elements 
contained in the text/speech; (2) the development of a specific ontology or use of 
2 Where lexical items and grammatical features from two languages appear in a sentence.  
                                                 
existing ontologies to relate the elements included in the taxonomy; (3) the 
development of ontologies according to the intended argumentation models; (4) the 
combination of steps (2) and (3). 
The revelation of implicit attributes or argumentative properties could be achieved 
by IE/NLP techniques that could also build and associate different ontologies 
containing rules of the argumentative association derived from semantic terms (e.g. 
terms such as “in support of”, “against”, “in favor of”, etc.). These processes combine 
the ease of use of Social Media for presenting, discussing and narrowing ideas 
(Intelligence and Design phases), while using Artificial Intelligence (AI) tools (IE/NLP 
in particular) to structure the produced content3 and, thus, leading to the choice phase. 
This would be done by enabling a richer and more structured visualization of the 
speech4, namely by presenting the information according to different models of 
argumentation. 
In the choice phase, many DSS applications use ontologies and rules as a means for 
making the DSS “intelligent” by adopting the emerging Semantic Web standards for 
knowledge representation [7]. According to [13], the use of ontologies can facilitate 
collaboration, by providing a unifying multiple-criteria decision analysis/aiding 
(MCDA) decision knowledge skeleton that can be used as a common and shared 
reference for a collaborative process. In addition, the deployment of Service Oriented 
Architectures (SOA), enhanced by Semantic Web technologies for sharing and 
accessing data, can apply Semantic Web technologies in peer-to-peer networks, for 
facilitating offers in negotiation scenarios [11]. 
Semantic Web tools, namely ontologies, could also be applied to provide a follow-
up on decisions after they are taken. This could become an excellent source for decision 
reconstruction [3] and evaluation of the implemented choice. Unfortunately, the 
pervasiveness of ontologies in the Web, is not yet a reality, as their creation involves a 
top-down process, which constantly requires disciplinary experts checking the 
evolution of the ontologies [23]. 
4 Final remarks 
We concluded the greatest obstacle to actual arrival of the Semantic Web mostly relies 
on the technologies that have to come together in order to make it a seamless. 
Nevertheless, Semantic Web and decision-making possess many connection points, 
namely regarding decision-making phases, which are worthy to explore and develop 
(Table 3).  
Some argue that it is unrealistic to expect busy people and businesses to create 
enough metadata to make the Semantic Web work. The simple tagging used in Web 2.0 
applications lets users spontaneously invent their own descriptions, which may or may 
not relate to anything else. However, the solution to this problem may simply rely on 
better tools for creating metadata, like the blog and social-networking sites that have 
made building personal websites easy.  
The first step towards a real Semantic Web-based decision-making environment is 
making data accessible through queries. The second step towards Semantic Web-based 
3 Even though manual/human intervention is expected at some extent. 
4 For which visualization analytics and tools are complementary to Semantic Web tools. 
                                                 
decision-making seems to be ontology mapping, as the amount of public available 
ontologies increases steadily and as the Semantic Web grows (even some argue its 
rhythm is not fast enough). 
Table 3. Semantic Web and the decision-making process 
Decision process 







s - Data integration    
  and  
  interoperability 
- Enhanced structuring  
  and argument    
  representation of    
  collaborative discourse 
- Collaborative MCDA 
- Facilitating offers in  
  negotiation scenarios                                                                    
- Follow-up on  







- Requires  
  specialized  
  computer skills 
- Needs seamless  
  tools 
- Requires specialized  
  computer skills 
- Perception of utility 
- Needs seamless tools 
- Requires specialized  
  knowledge 
- Ontologies are  
  not web-pervasive 
- Requires  
  specialized  
  knowledge 
 
It is easy to understand that a broader or generalized Semantic Web integration in 
the decision support community is still a work in progress. 
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