This paper describes some techniques to improve the speed of the implicit enumeration method for solving zero-one integer programming problems. Among these techniques, the most powerful is the one of using a column vector which works as a tag for each inequality, indicating whether or not the inequality should be checked for the current partial solution. A new condition for underlining a variable and the concept of pseudo-underlining are also proposed. These techniques were implemented in the computer program n.Ln' (ILLinois Integer Programming code). The computational results for different types of problems are discussed.
INTRODUCTION
The implicit enumeration algorithm for zero-one integer programs (1's,l~176 has attracted wide attention because of its efficiency for a number of problems. In this paper a few techniques to improve the efficiency of the implicit enumeration algorithm are presented. These techniques were originally developed for solving a specific class of problems, encountered in the logical design of optimum digital networks, (5,2z,~) of the following characteristics: (a) many inequalities (up to a few hundred or possibly more) and fewer variables (up to a few hundred) and (b) a very sparse coefficient matrix with most of its nonzero coefficients, 1 and --1.
These techniques, however, are useful for other general problems of similar characteristics. Considering the above characteristics, the implicit enumeration algorithm was modified. The main effort was made to speed up the enumeration procedure which is roughly based on the backtracking scheme due to Glover (~2) and the checking procedure publicized by Fleischmann. (s) Several new techniques were incorporated for the speed-up and will also be discussed in this paper. In addition, a new concept called a "pseudo-underlining scheme" will be introduced. A computer program called ILLIt' (ILLinois Integer Programming code) was implemented, incorporating these techniques and this concept.
Some of the optimal network design problems with 258 variables and 717 inequalities were successfully solved in less than 8 min on the IBM 360 model 75I. Other problems taken from the literature were also solved. The results are encouraging, though ILLIP does not always give the best performance compared with other existing programs.
Attempts were also made to tailor ILLm to particular problems such as the optimal network design problems (for example, a problem of 1600 inequalities and 600 variables) and the set-covering problems and considerable increase in speed was usually observed as will be shown in Section 5.
THE BASIC ALGORITHM
In this section a basic algorithm for implicit enumeration will be outlined which includes many ideas similar to those found in the literature. (1, 8, 9, 18, 25, 27 ,~s) (For details, see Geoffrion's paper with excellent exposition(~O).)
An integer linear programming problem with bounded variables can be stated as minimize c 9 x
(1) subject to b -]-Ax >/0 where b is a column vector of m components, A is an m • n matrix, x is a column vector of the n zero-one variables, and 0 is the column vector consisting of all zeros, c is assumed to be a vector of n non-negative coefficients without loss of generality.
To facilitate computation with mLm, the objective function is converted to the inequality 2--1--c.x>~0 (2) where Z is intitially set to a known upper bound of the objective function (e.g., ~i~=z ci). Whenever an improved feasible solution x' is found, Z is updated to ex'. This inequality is automatically generated by the program and added to the original constraints.
Throughout this paper, S is used to represent a partial solution.
Geoffrion's (~~ notation for partial solutions and his definition of underlining a variable are adopted. (The minus sign of an element in S denotes the assignment of 0 to the variable corresponding to the element. Otherwise the element denotes the assignment of I.) Given a partial solution S, let us define W to be the set of indices of assigned variables of S. Let us use the following notations:
In other words, yi(S) is the current value for the ith inequality which is the sum of only the assigned variables of S. The value of Ii(S) gives the minimum value for the ith inequality no matter how the free variables of S are assigned; while ui(S) is the maximum value. The program checks each inquality to detect if any of the following "S-conditions" hold:
1. If ui(S) < 0 for some i, then there is no completion of S such that the ith inequality is satisfied. A simplified flow chart of ILLI~ is shown in Fig. 1 where n is the number of variables; m is the number of inequalities including (2) . Because of the inequality (2), the objective value of any feasible solution is always smaller than that of the incumbent and therefore it is not necessary to compare them in block 12. The following three options are incorporated in ILLIP, as AGMT-VhR (AuGMenT-VARiable). (3) While method (2) was derived under the assumption that x~ would be specified to 1 only, the third method is a generalization of (2) which allows each variable to be specified to either 0 or 1. Let the number of inequalities which satisfies (4) be L~ z for a free variable x~. Lj ~ is defined as the number of inequalities which satisfy Empirical results using these three schemes seem to demonstrate that no one of these schemes is better than the others for all problems.
The backtracking scheme of Glover ~z=) is used because of its low storage requirement. (A detailed description of backtracking is found in Refs. 12 and 10.) Cyclic checking of inequalities are proposed independently by Krolak, G by Zionts ~2s) and also by the authors.
TECHNIQUES TO INCREASE RATE OF CONVERGENCE
This section will first discuss a new condition for underlining a variable and then discuss the concept of pseudo-underlining a variable in a partial solution.
In the implicit enumeration, if l~ of many inequalities become nonnegative showing that they are not restrictive, the remaining inequalities (i.e., inequalities with l~ < 0) have a greater chance to satisfy one of the following conditions for some free variable xj :
(1) a~ ~< 0 for all i for which l~(S) < 0 (5) (2) a~j ~> 0 for all i for which ldS) < 0 (6) where S is the current partial solution. If case (1) occurs, x~ = 0 can be immediately added to the current partial solution and underlined. 7 Namely, the next partial solution is S' = {S, --_j} (7) This is because under condition (5), if a feasible completion of S is obtained by specifying x~ to 1 and other free variables to appropriate values, the completion with only x~. changed to 0 (other free variables keep the same values) is also feasible. Moreover, from the condition that ej ~ 0, the objective value for the latter completion is not worse than the former. Therefore, we can preclude all the completions with x~ = 1 from the further enumeration. This is equivalent to considering the next partial solution as (7). (5) is the same as that of the set E, defined by Balas. ~z~
P. D. Krolak, Operations Res. 17:743-749 (1969). 7 The idea behind this gimmick for condition
On the other hand, if case (2) occurs, x~ = 1 can be augmented to the partial solution S with a pseudo-underline which is denoted by "--J'. The next partial solution is thus denoted by S' -~ {S, j}. Pseudo-underline is defined as follows: if S' has no feasible completion, a pseudo-underline works as an underline, but if a feasible completion is detected, the speudo-underline is deleted and xj is considered as a variable without an underline.
A proof is given below. If the partial solution S' ~ {S,j} has no feasible completion, neither does S" = {S, --j} because under condition (6) 
, ui(S') = ui(S) = ui(S") -}-ai~ >~ ui(S"). So if 0 > ui(S'), then 0 > ui(S").
Hence, in that case, the enumeration for all completions of{S, --j} can be excluded, i.e., the pseudo-underline of j works as an underline. However, if some completions of {S,j} are feasible, some completions of {S, --j} might also be feasible and may attain better objective values, thus the completions of {S, --j} have to be enumerated and pseudo-underline cannot work as an underline. Note that if cj ~ O, the pseudo-underline of xj can be treated as an underline since {S, --j} cannot attain a feasible solution with a better objective value.
Originally, conditions (5) and (6) were checked for every free variable immediately after AGMT-VAR in ILLIP. The results showed that the number of iterations s required for each problem which we solved was slightly reduced. However, the computation time also slightly increased because the time spent in checking conditions (5) and (6) for every free variable tended to offset the time saved by the reduction of the number of iterations. Therefore, in the final version of ILLIP, condition (6) was checked only for the variable which was just augmented by AaMT-VAR because pseudo-underlining a variable is less powerful than underlining a variable and it is not worthwhile to spend time in checking (6) for every free variable.
The reduction of computation time depends on the characteristics of problems to be solved.
TECHNIQUES FOR IMPROVED COMPUTATION EFFICIENCY
In this section some techniques in ILLIP will be discussed which improve computation time to a greater extent.
Distinguishing Inequalities by S-Conditions
As it is shown in blocks 3, 4, and 5 in Fig. 1 , the S-conditions have to be checked for each inequality i. If the number of inequalities becomes 8 The number of iterations means the number of backtracks plus the number of variables augmented (i.e., the number of times that the program goes from block 19 to block 2 in Fig. 1 ).
large, a large portion of the total computational time will be spent on the checking. However, the ith inequality obviously does not need to be checked if (a) l~ is already greater than or equal to zero, or (b) u~ has not been changed since the last time when the ith inequality was checked. Therefore, a column vector t to identify (a) and (b) is introduced. Each component t~ oft assumes either the value 1 or 0 where t~ = 1 implies that the ith inequality should be checked to determine whether some S-condition holds and h = 0 implies that the ith inequality need not be checked. Before block 3 in Fig. 1 , the value of h is examined and, hence, the checking of S-conditions for many inequalities is skipped.
At the beginning of the computation when S ----O, the initial value of t is set to
After the ith inequality is checked during the computation, t~ is set to 0 because there is no need to check this inequality again until the value of u~ changes. Whenever a free variable xj is set to 1 or 0 (block 8, 15, or 16 in Fig. 1 ) and the partial solution is changed from S to S' (i.e., {S,j} or {S, --j}), t is updated by setting
The reason for the first condition is obvious. 
The justification for condition (10) and (11) is discussed in the Appendix. For many problems, most of the h's for S = O are one. However, if the matrix A is sparse, i.e., most of its coefficients are zero, the number of nonzero components of t becomes small during the computation. Therefore, for problems with sparse matrices, the computation time reduction due to the vector t is great. However, when the number of inequalities approaches the 8z81z/i-6 order of 10 a, the time spent on checking whether the value of h is 1 or 0 for each i becomes significant. For this case, a new scheme is introduced as follows.
This new scheme is called chain-checking of inequalities where the components of the vector t are used as a chain of the ordinal numbers of inequalities to be checked. The definition of t is changed to: h = 0 implies that the ith inequality need not be checked, h = k ~ 0 implies that the kth inequality should be checked immediately after checking the ith inequality.
Since we know with this new definition precisely which inequality is to be checked, next after checking the ith inequality, time is no longer wasted in examining the values of the h's for inequalities which need not be checked. The nonzero components oft work as a chain which links all inequalities to be checked. The ith inequality is said to be in the chain if h 5 a 0.
In order to quickly locate the beginning and end of the chain, two memory locations are reserved separately from those for the components of t. Let us label the contents of these locations BEG and END, respectively. Let tBm and t~ denote the two components oft whose ordinal numbers are specified by BEG and END, respectively.
When the program starts with an arbitrary partial solution, 9 So, all inequalities are examined in consecutive order. The ith inequality is in the chain if li(S0) < 0 by setting the value ofh according to the new definition oft. Then BEG and END are set, respectively, to the smallest ordinal number and the largest ordinal number of inequalities to be checked. The value of tEND is set to END (consequently, the components of t corresponding to the last two inequalities in the chain both have the value END).
The chain-checking of inequalities proceeds as follows (block 2 of Fig. 1) . First look at BEG to find the beginning of the chain. Let the current BEG be k. Then check the kth inequality. After checking the kth inequality, replace the current BEG by the value of t~ and then set t~ to 0. (This inequality is no longer in the chain unless it is added back later.) Next, after looking at BEG (which is now the ordinal number of the next inequality), the next inequality is checked. Replace the current BEG by the ti of this inequality and set the h to 0. Continue this step: look at BEG, check the inequality, replace the current BEG, and set ti to 0. The program terminates the chain-checking whenever BEG is found to be equal to END (compare BEG and END after checking the inequality but before replacing the current BEG) and goes to the subroutine AGMT-VAR (block 8).
During the above procedure, some inequalities must be added to the
The implicit enumeration method of Fig. 1 Fig. 1 ). Thus, updating of the h's is necessary. Update h as follows: when (9), (10), or (11) occur, first examine the value of h 9 tf h v ~ 0, then the ith inequality is already in the chain and need not be added again to the chain. If tr = 0, then the ith inequality is added immediately after the end of thechain by setting tE~,rD to h and then ENDtoi. Whenever the program starts the chain-checking with the second or succeeding partial solution (at block 3 from 2, 9, or 19), the above procedure is repeated.
Because of the way of updating END, the order of inequalities checked in the chain may not be ascending or descending. [For example, we may start the chain-checking with the l llst inequality (BEG = 111)followed by the 99th, the ll3th,..., and end with the 8th (END = 8)].
This chain-checking of inequalities reduced the computation time by one-half for some optimal network design problems with 600 to 700 inequalities.
Row Coefficients Pointer
Since the coefficients of all inequalities are integers, the second S-condition with u~(S) > 0 cannot be satisfied for the a~j's whose absolute values are 1 and need not be checked for such a~-'s. Therefore, it is convenient to have a column vector d which indicates the existence of coefficients whose absolute value is greater than one. In ILLIP d is defined as: of Fig. 1 ) will not be checked for the ith inequality: if d~ = J0, only thejth coefficient a~. ~ will need to be checked for the ith inequality; if d~ = • then all the nonzero a~[s need to be checked. It is found that d is especially effective when the majority of the nonzero coefficients are 1 or --1 such as the problems of optimal network design.
Storage of Inequalities Row-wise and Column-wise
In order to speed up the computation, nonzero coefficients of inequalities are stored row-wise and column-wise.
COMPUTATIONAL RESULTS AND SPECIALIZATION OF THE ALGORITHM
This section includes computational results 10 applied to such problems as the optimal network design proMems, the covering problems, and several other problems found in the literature. The programwas written in FORTRAN IV and run on IBM 360/75I. As will be observed from the results, the program works very fast for such problems as optimal network design problems which have the features mentioned in Section 1. However, for other problems, this program is not always the fastest compared with the programs of others.
In addition, we try to make use of intrinsic properties of given problems, such as the optimal network design problems and the set-covering problems, rather than adding new procedures which may be effective for all types of problems. As will be explained individually, the simple modifications result in considerable improvement. The modifications added for each class of problems are as follows: (1) new S-conditions in addition to those discussed in Section 2; (2) new A~MT-VAR algorithms based on the structure of given problems; and (3)estimation of the bound of the objective function obtainable from the current partial solution. Table I shows the computational results of the algorithm applied to optimal network design problems. Here the optimal network design problem is to find a logic network consisting of NOR gates which realizes a given switching function; for optimality, first, the number of gates is minimized and, secondly, the number of interconnections is minimized. A detailed formulation and further consideration will be found in Refs. 5, 23, and 24, together with syntheses of other types of networks. In this formulation, the percentage of nonzero coefficients in the inequalities is low (e.g., about 2% for a problem with six NOR gates) and decreases as the nmnber of gates in the network grows. Table I is the result of finding all optimal networks for each three variable switching functions.
Optimum Network Synthesis Problems
If one attempts to solve an integer program for an R gate network when the switching function to be realized actually needs more than R gates, the problem turns out to be infeasible. This infeasible case is also shown in Table I . It may be worth mentioning that an infeasible problem usually needs less computation time than a feasible problem of the same size.
a0 All computational results except those foroptimal networkdesign problems are obtained with the version of ILLn" where the chain-checking scheme is not included because the sizes of the problems are too small to observe the effect of chain-checking. The algorithm was further improved by modifying AGMT-VAR in order to take into consideration the inherent properties of a NOR gate network. {5~ Also a strict lower bound estimation of the objective function based on the network structure is incorporated. The results are shown by the rows in Table I with "specialized approach" in the remark column. It is considerably faster than the result of the general approach.
The optimal networks for the switching function that requires 8 NOR gates under fan-in and fan-out restrictions of three were found for the first time.
For these problems, Gomory's algorithm ~z4~ was also applied, but was not efficientJ a~
Set-Covering Problems
A set-covering problem discussed herein is:
where x is an n-dimensional vector of zero-one variables, A is an m • n matrix consisting of only O's and l's, and 1 is an m-dimensional vector consisting of all ones. Matrix A was randomly generated with the density of nonzero coefficients being 0.07. In all problems, m is fixed at 30. Five samples were solved for each different n and the average solution times are shown in Table II . Each problem has exactly 30 inequalities.
The general approach using the second method of A~MT-VAR of Section 2 is named AGMT-VAR 2. Then a specialized algorithm is prepared by modifying A~MT-V~ 2 in the following two respects:
1. In addition to the three S-conditions in Section 2, a new condition is implemented. Let a~ be the ith column of A and a~(S) be a, with its entries deleted in every row k such that 17~(S) >~ 0. Then if
a~(S) ~< at(S)
holds for some j =/= i and if x~ and x~. are free variables, then xr is specified to 0 and underlined. 
Ej~(S) >~ Ej,(S) >~ ...,
and define k to be the smallest number which satisfies 1~ k
Ej~(S) >1 E(S)

~=1
Then the objective value corresponding to the variables in S plus k can be used as a lower bound of objective function obtainable from S.
Adding these two modifications, the result is shown in Table II along with the result of the algorithm applied by Geoffrion a~ to similar problems in which he incorporated linear programming as an aid. Table III shows computational results for various problems 13 taken from the literature. r176 The number of the ACMT-VAR scheme (among those presented in Section 2) which gave the best performance for each problem is also shown.
Problems Taken from the Literature
Compared with other algorithms, our algorithm does not always give lz A similar approach is also found in Ref. 26 . z~ Any partial solution S for which (13) does not hold for any k can always be found to make inequalities infeasible by checking the sign of us. 23 Some of the problems solved were obtained from H. Salldn of IBM. The authors are grateful for his generous assistance. the best performance. However, as expected, it works very well for such a problem as IBM 9 which has more inequalities than variables (this characteristic is similar to the optimal network design problem).
Problem
CONCLUSION
ILLII a14 appears to work particularly well for such problems as the optimal network design problems in which there are more inequalities than variables. In general, however, a further improvement of the algorithm may be necessary to obtain the maximum possible computation speed. The implicit enumeration algorithm can be easily modified to a great extent by simply adding some new S-conditions or by modifying AGMT-VAR. Since some problem-oriented modifications used for the optimum network synthesis problems and the setcovering problems result in significant improvement, this direction bears further investigation.
Among other implicit enumeration approaches, the best computational result, to the author's knowledge, seems to be the one reported by Geoffrion. m) His method, as well as those discussed by others, (~,18,~~ makes full use of the information obtained from the solution of the linear programming problem which results by ignoring the constraints of each variable being an integer. Since Geoffrion's technique is compatible with ILLIP, incorporation of his technique into ILLIP appears promising for the improvement of efficiency.
APPENDIX
In this appendix we will prove that conditions (10) and (11) are sufficient conditions for updating the vector t while backtracking. The removal of variables from the partial solution while backtracking is interpreted as removal one by one instead of a simultaneous removal of these variables and the vector t is updated after each variable is removed. The rightmost nonunderlined variable is first removed from the partial solution and then added back immediately to the partial solution with the opposite sign. Therefore, when the rightmost non-underlined variable is removed, the vector t is updated by (10) and (11) . However, when it is added back, the vector t is updated by (8) and (9) .
Let us assume that we have obtained the partial solution S' from a partial solution S by removing the rightmost variable xyo in S. We will show that all the inequalities which must be checked with S' but not with S are included in the inequalities which satisfy either (I0) or (11) .
