We report a study of the phase behavior of multiple-occupancy crystals through simulation. We argue that in order to reproduce the equilibrium behavior of such crystals it is essential to treat the number of lattice sites as a constraining thermodynamic variable. The resulting free-energy calculations thus differ considerably from schemes used for single-occupancy lattices. Using our approach, we obtain the phase diagram and the bulk modulus for a generalized exponential model that forms cluster crystals at high densities. We compare the simulation results with existing theoretical predictions. We also identify two types of density fluctuations that can lead to two sound modes and evaluate the corresponding elastic constants.
where S is the entropy, T the absolute temperature, P the pressure, V the volume, µ the chemical potential of the constituent particles, and µ c the "cell chemical potential" conjugate to the number of unit cells. If N c is free to change, it will take on a value such that µ c = 0, hence its value is a function of N , V , and T . In simple crystals, the equilibrium concentration of point defects is usually so low that their effect on the phase behavior is negligible [2, 3] . For instance, at melting the chemical potential of a hard-sphere crystal with vacancies roughly differs by as little as 10 −3 k B T from that of a defect-free crystal for which N c = N [3] .
Interestingly, the situation is dramatically different in "cluster crystals" [4, 5, 6, 7, 8, 9] . These unusual crystalline materials can have a number of particles per lattice site much larger than one. Such solids form in systems of particles that interact via a bounded, shortranged and purely repulsive pair potential whose Fourier transform has negative regions. The effect of µ c on the phase behavior then becomes all important, which has profound consequences for the numerical study of their phase transitions. The reason is that in almost all simulations involving crystals, the average number of particles per unit cell is fixed at the outset of the simulation. After that, a change in the density ρ ≡ N/V of the system may still change P and µ but, as the ratio N/N c is fixed, µ c will in general not be zero. Hence, conventional simulations do not probe the lowest free-energy state of the crystal. At constant P and T , a small variation in Gibbs free energy G ≡ F + P V is of the form µdN + µ c dN c . If we fix the ratio n c ≡ N/N c , then both µ and µ c are constant, so we can integrate to obtain:
and hence
For a given N , V , T , and N c , we can use Monte Carlo (MC) simulations to compute F , P , and µ [10] . As all quantities on the right-hand side of Eq. 3 can be determined numerically, whilst N c is known, we can also compute µ c . This is important because the condition for phase coexistence involving cluster crystals requires equality of µ, P , and T in the coexisting phases and of µ c = 0 in all crystalline phases. This latter condition is not normally considered in the discussion of the Gibbs phase rule. However, in his original formulation, Gibbs does allow for the possible existence of other thermodynamic "fields" in addition to µ, P and T [11] .
As an application of this approach we consider the numerical determination of the phase diagram for the generalized exponential model (GEM-n) Φ(r ij ) = εe −(rij/σ) n with n = 4, where ε and σ determine respectively the energy and the length scales. For convenience, we set them to unity and consider only reduced units from this point forward. For n > 2, this system is known to form cluster solids at high densities [4, 5, 8, 12] . Its phase diagram is known qualitatively, but not quantitatively: at high T , the fluid first freezes into a multiply-occupied BCC phase that transforms into a multiply-occupied FCC phase at higher densities. By contrast, upon compression at low T , the system undergoes a "normal" freezing transition to a single-occupancy FCC crystal; clustering only sets in upon further compression of the solid. We perform discretized-space constant-NVT MC simulations [7, 13] for 2000-5000 particles in the temperature regime where multiple occupancy of the crystal lattice sites is expected. We determine the value of ρ c ≡ N c /V such that µ c = 0 for every (ρ, T ) point by starting the fixed N c simulations with a reasonable guess for N and V and iterating until the correct values of N and V are located. Via the common tangent construction, we obtain the coexistence densities from the resulting free energy curves. We note that, because the number of particles per lattice site is free to fluctuate, we cannot use the Einstein-crystal method to compute the free energy of the solid [10, 14] . Rather, we perform a thermodynamic integration from a reference state of ideal-gas particles that move in potential wells centered around the lattice sites [15] . We also note that for particles that form cluster solids, the Widom particle-insertion method provides an efficient tool to determine the chemical potential, even in the dense solid [10, 16] . One could even think of performing a kind of Gibbs-ensemble simulation where two systems exchange both particles and volume [17] . However, such a simulation would not locate the correct coexistence point, precisely because the Gibbs-ensemble method does not impose the condition µ c = 0 in all solid phases. That is why we have to follow the rather elaborate route via Eq. 3 to locate the points where the different phases coexist.
In Fig. 1 we compare the T -ρ phase diagram for the GEM-4 model with the corresponding density-functional theory (DFT) predictions of Ref. [5] . In the same figure, we also show the estimate of the freezing transition based on the results of simulated annealing MC (SAMC) [7, 8] . For the liquid-BCC transition, the liquidus line predicted by DFT is indistinguishable from the "exact" simulation results and the solid line is only slightly off. The SAMC results, although qualitatively correct, predict a liquid-BCC density gap that is too narrow. This is probably due to finite-size artefacts in Refs. [7, 8] . A crucial test of the accuracy of DFT is the prediction of the location of the BCC-FCC transition. As the densities and free energies of these two phases are very close (Fig. 1 lower  inset) , minor inaccuracies in the theory should have a noticeable effect on the prediction of the transition point. Indeed, we find that even though the DFT free-energy predictions are only off by a small amount (not shown), the location of the phase transition is shifted by roughly 10% in ρ. The P -T phase diagram is shown in the upper inset, where the various state points are accompanied by tangents to the coexistence curves obtained from the simulation free and internal energy results by use of the Clausius-Clapeyron relation [10] . Inspection of the diagram suggests a liquid-BCC-FCC triple point around T t ≈ 0.15, which is much lower than the DFT prediction of T t ≈ 0.4 [5] . The dramatic shift follows from the small difference between the slopes of the liquid-BCC and the BCC-FCC coexistence curves, leaving the location of the triple point very sensitive to any modification of the latter.
It is interesting to understand the reason for the failure of DFT to predict the location of the solid-solid transition. One of the core consequences of the DFT treatment of Ref. [5] is that the volume of the unit cell in a cluster crystal v c ≡ V /N c is independent of density, so that the average site occupation n c ∝ ρ. This feature is known to break down in low-density crystals [7] and is also found here to be slightly inaccurate at intermediate temperatures and densities. Though the linear relationship holds, the proportionality is shifted by a constant. As can be gathered from the inset of Fig. 2 , this leads to a non-zero value of (∂v c /∂ρ) T for equilibrium states, though the effect vanishes with increasing T and ρ. This suggests that the DFT approximation is asymptotically valid. At intermediate densities, this correction though small might be sufficient to explain the discrepancy between the DFT and the numerical results.
Since thermodynamic equilibrium is only obtained when µ c = 0, it would appear that once the equilibrium points are found, all references to the artificial µ c field can be disregarded. Yet, for quantities involving the second derivative of the constrained free energy, such as the bulk modulus B = V
, it cannot be neglected unless one already has the complete equilibrium free energy can be computed directly for a given state point through an approach similar to the virial calculation of P [18, 19] . For cluster crystals, however, the artificial system conditions further modify the bulk modulus as
where the partial derivatives are evaluated around an equilibrium state point. The virial contribution corresponds to a quenched system where particle rearrangements are not possible, so it is an upper bound to B ≡ B vir − B corr . The results for different state points are compared in Fig. 2 to the values obtained by direct numerical differentiation of the equilibrium free energy curves. Remarkable agreement is obtained between the two approaches. Also, far from negligible, B corr results in a B about 40% smaller than B vir , as can also be gathered from Table I . The leading term to the correction, the change in µ c with density, suggests that deletion of lattice sites weakens the system's response to compression. The changes in lattice site occupancy permitted by particle overlap thus increase the crystal compressibility compared to simple affine transformations. Generally, this still translates into an increase of B with density. Note also that the temperature dependence is rather weak. For T = 0.5−1.1, the curves in Fig. 2 appear to collapse onto a master function, which suggests that entropic effects have little impact in this regime. If sound waves have a period shorter than the time it takes for particles to redistribute between unit cells, then we can distinguish between two different sound modes in cluster solids. Density fluctuations stem either from changes to the unit cell volume v c at fixed cluster occupancy n c or from fluctuations in n c at fixed v c , as schematized in Fig. 3 . At constant T and V , the free energy density fluctuations ∆f ≡ ∆F/V are then
where the elastic constants Table I . Though these results are insufficient to paint the full physical picture, a couple of comments are in order. First, the c 11 term corresponds to the "permeation" of particles and is expected to be heavily damped, while the c 22 term is the equivalent of a longitudinal sound wave, which will propagate for long wavelengths. Second, for the temperature and density range under study the first constant and the cross term increase only very little with T and ρ, while the c 22 more than doubles. The increased density from one state point to the next is most certainly responsible for that, since higher temperatures would tend instead to facilitate lattice spacing fluctuations for a constant repulsive energy barrier. To the best of our knowledge, no theoretical predictions exist with which to further compare these results.
Starting from the formalism developed by Swope and Andersen [1] , we have presented how simulations and experiments of multiple-occupancy crystals critically depend on the chemical potential associated with the insertion of a lattice site. Taking this into account within a simulation allows for the precise determination of the equilibrium phase diagram of cluster crystals, which is much more subtle than for the traditional, singleoccupancy sort. Also, even though the chemical potential associated with lattice site insertion is strictly zero in equilibrium, its constrained derivatives are not. This has considerable impact on the calculation the bulk modulus and the two sound modes' elastic constants, for example. Departing more drastically from thermodynamics, long-lived non-equilibrium structures of cluster-crystal forming dendrimers might even be observable in rapidly quenched experimental systems, if the resulting ordered solids happen to end up in states with µ c = 0. These metastable crystals would then undergo phase transitions at different state points than those predicted by equilibrium thermodynamics. Finally, the generalization of the free energy calculation methodology presented here has a broader applicability than for multiply-occupied crystals. It would also be the appropriate way to simulate systems with variable occupancy of lattice sites, such a micellar crystals or microphase separated colloids.
We would like to thank D. Gottwald, G. Kahl, C. N. Likos 
