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Abstract
Let X and Y be n × n Hermitian matrices with eigenvalues x1  x2  · · ·  xn and y1 
y2  · · ·  yn respectively. We establish the inequality
tr(ϕ(X + Y ))  max
σ∈Sn
n∑
j=1
ϕ(xj + yσ(j)),
where Sn denotes the group of permutations and for ϕ satisfying a certain analytical condition.
We establish also the inequality
tr(ϕ(AB))  max
σ∈Sn
n∑
j=1
ϕ(aj bσ(j))
for A and B be positive definite n × n matrices with eigenvalues a1  a2  · · ·  an > 0
and b1  b2  · · ·  bn > 0 respectively and where t → ϕ(et ) satisfies the same analytical
condition. As a consequence of the first of these inequalities, a conjecture of Drury, Liu, Lu,
Puntanen and Styan concerning the sum of squares of canonical correlations is settled in the
affirmative.
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1. Introduction
The concept of majorization has been a very fruitful one in matrix analysis
[1,5–7]. The approach is to establish a majorization of the type λ(A) ≺ λ(B) and
then to apply a Schur convex function  (defined in a suitable region of Rn) to
obtain the inequality (λ(A))  (λ(B)). In a special case of this strategy, one
obtains for a convex function ϕ defined on some suitable interval of R the inequality
tr(ϕ(A))  tr(ϕ(B)). However, we have encountered situations relating to canoni-
cal correlations where something similar might be said even in case that ϕ is no
longer convex. The objective of this paper is to lay the groundwork for results of this
type.
Definition 1. Let I be an interval in R. An infinitely differentiable function ϕ :
I −→ R is said to be isoclinally metaconvex on I if whenever t1, t2 ∈ I with t1 /= t2
and ϕ′(t1) = ϕ′(t2), then ϕ ′′(t1) + ϕ ′′(t2) > 0.
This is a very weak condition. If ϕ is strictly convex or strictly concave, then it
is isoclinally metaconvex. There are functions with regions of both convexity and
concavity that are isoclinally metaconvex. The “tulip shaped” function that stimu-
lated the definition is ϕ(t) = (tanh(t/2))2 defined on the whole real line. We remark
that the positivity of the fourth derivative implies that a function is isoclinally meta-
convex. This arises from the error term in the trapezoid rule. If t1 < t2 and ϕ′(t1) =
ϕ′(t2), then
0 = ϕ′(t2) − ϕ′(t1)
=
∫ t2
t1
ϕ
′′
(t) dt
= t2 − t1
2
(ϕ
′′
(t1) + ϕ ′′(t2)) − (t2 − t1)
3
12
ϕ(4)(η)
for some η with t1 < η < t2. One deduces that
ϕ
′′
(t1) + ϕ ′′(t2) = (t2 − t1)
2
6
ϕ(4)(η).
On the other hand, the positivity of ϕ(4) is far from being a necessary condition.
2. Basic additive and multiplicative results
Let Sn denote the group of permutations of {1, 2, . . . , n}. We remark that the
following theorem follows immediately using the methods of [2].
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Theorem 2. Let X and Y be n × n Hermitian matrices with given eigenvalues x1 
x2  · · ·  xn and y1  y2  · · ·  yn respectively. Let I = [xn + yn, x1 + y1]. Let
ϕ : I −→ R be isoclinally metaconvex on I. Then
tr(ϕ(X + Y ))  max
σ∈Sn
n∑
j=1
ϕ(xj + yσ(j)).
We present the following corollary as an example.
Corollary 3. Let X and Y be n × n Hermitian matrices with given eigenvalues
0  x1, x2, . . . , xn  π/2 and 0  y1, y2, . . . , yn  π/2 respectively. Then we have
‖ sin(X − Y )‖2HS  max
σ∈Sn
n∑
j=1
sin2(xj − yσ(j)),
where ‖ ‖HS denotes the Hilbert–Schmidt norm.
Proof. Let  > 0. We consider the function ϕ(x) = sin2(x) +  sin2(x/2) defined
for −π/2  x  π/2. We claim that ϕ is isoclinally metaconvex on −π/2  x 
π/2. To see this, first we find
ϕ′(x) = 2 sin(x) cos(x) +  sin
(x
2
)
cos
(x
2
)
= (4 cos(x) + ) sin
(x
2
)
cos
(x
2
)
.
It follows that if ϕ′(t1) = ϕ′(t2) and t1 /= t2, then t1 and t2 have the same sign and
indeed we have
4 cos(2u) cos(v) =  cos(u),
where u = (t1 + t2)/2 and v = (t1 − t2)/2. We also have
ϕ
′′
(t1) + ϕ ′′(t2) = 4 cos(2u) cos(2v) +  cos(u) cos(v)
=  cos(u)
(
cos(2v)
cos(v)
+ cos(v)
)
> 0,
since −π/2 < u < π/2 and 2|v| < π/2.
Now applying Theorem 2, we see that
tr(ϕ(X − Y ))  max
σ∈Sn
n∑
j=1
ϕ(xj − yσ(j))
holds. Finally, letting  tend to zero, we obtain the desired result. 
There is also a multiplicative version of Theorem 2 which we now present. Let
0 < a < b. We will say that a function ϕ : [a, b] −→ R is IME (isoclinally
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metaconvex through the exponential) on [a, b] if the mapping t → ϕ(et ) is isocl-
inally metaconvex on [log(a), log(b)]. In other words, we have the following.
Definition 4. Let I be a subinterval of ]0,∞[. An infinitely differentiable function
ϕ : I −→ R is IME if it satisfies the property that if t1, t2 ∈ I , ψ(t1) = ψ(t2) with
t1 /= t2, then θ(t1) + θ(t2) > 0 where ψ(t) = tϕ′(t) and θ(t) = tϕ′(t) + t2ϕ ′′(t).
Let
ϕ(t) =
(
t − 1
t + 1
)2
so that
ψ(t) = 4t (t − 1)
(t + 1)3 and θ(t) = −
4t (t2 − 4t + 1)
(t + 1)4 .
We show that ϕ is IME on ]0,∞[ (Fig. 1). In this turn shows that t → (tanh(t/2))2
is isoclinally metaconvex onR. The equation tϕ(t) = 0 has only one strictly positive
root at t = 1. For ν /= 0, the equation tϕ(t) = ν has zero, one or two roots in t > 0
0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0
-0.4
-0.3
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0.0
0.1
0.2
0.3
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t1θ(    )t1(   ,        ) 
t2θ(    )(   ,        ) t2
Fig. 1. The functions θ and ψ in the special case.
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and these occur as the roots of a cubic equation. In the case that there are exactly two
such roots, we denote by s the third root of the cubic. It can be shown that s lies in
one of two ranges −∞ < s < −7 − 4√3 and −7 + 4√3 < s < 0 corresponding to
ν positive and negative. We note that in either case s2 + 14s + 1 > 0. In terms of the
parameter s, the two positive roots of tϕ(t) = ν are
t1, t2 = s
2 + 6s + 1 ± (s + 1)√s2 + 14s + 1
2(s2 − s)
and
θ(t1) + θ(t2) = (s − 1)
2(s2 + 14s + 1)
2(s + 1)4 > 0.
Theorem 5. Let A and B be nonnegative definite n × n matrices with given eigen-
values a1  a2  · · ·  an  0 and b1  b2  · · ·  bn  0 respectively. Let ϕ be
a continuous function on [anbn, a1b1] and IME on ]anbn, a1b1[. Then
tr(ϕ(AB))  max
σ∈Sn
n∑
j=1
ϕ(ajbσ(j)). (1)
The proof of this result will follow the basic strategy introduced in [2]. We recall the
following definition from that paper.
Definition 6. Two Hermitian n × n matrices A and B with distinct eigenvalues are
said to be totally noncommuting if and only if whenever U is n × n unitary such that
[A,UBU ] = 0, then U does not possess a nontrivial block decomposition.
We now have the following lemma.
Lemma 7. Let A and B be positive definite n × n matrices with distinct eigen-
values and totally noncommuting. Let T = A 12 BA 12 . Then any Hermitian matrix C
satisfying tr(CT −1) = 0 can be written in the form
C = [P,A 12 ]BA 12 + A 12 B[P,A 12 ] + A 12 [Q,B]A 12 (2)
with P and Q skew-Hermitian.
Proof. We use duality. Let X be a Hermitian matrix which satisfies
tr
(
X
(
[P,A 12 ]BA 12 + A 12 B[P,A 12 ] + A 12 [Q,B]A 12
))
= 0
as P and Q run over all skew-Hermitian matrices. Then simple-minded calculations
show that
[B,A 12 XA 12 ] = 0 and [A 12 , XA 12 B + BA 12 X] = 0.
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Writing the second of these conditions out
A
1
2 XA
1
2 B + A 12 BA 12 X = XA 12 BA 12 + BA 12 XA 12
and simplifying by the first we get [X,A 12 BA 12 ] = 0. Therefore A(XA 12 B) =
A
1
2 (A
1
2 XA
1
2 )B = A 12 BA 12 XA 12 = X(A 12 BA 12 )A 12 = (XA 12 B)A. Thus H =
XA
1
2 B commutes with A and hence with A 12 . This gives
A
1
2 XA
1
2 B = XA 12 BA 12 = A 12 BA 12 X
and hence XA 12 B = BA 12 X. This is the statement that H is Hermitian. We now get
HA
1
2 B = BA 12 XA 12 B = BA 12 H = BHA 12
and since HA 12 commutes with both A and B and using the fact that A and B are
totally noncommuting, we see that it is a scalar multiple of I . Hence we find X =
νA− 12 B−1A− 12 = νT −1. The result now follows by duality. 
Lemma 8. Let A(s) = exp(sP )A exp(−sP ), B(s) = exp(sQ)B exp(−sQ) and
T (s) = A(s) 12 B(s)A(s) 12 . Let the expansion of T (s)T −1 have the form
T (s)T −1 = I + sZ1 + 12 s
2Z2 + O(s3).
Then Z1 =
(
[P,A 12 ]BA 12 +A 12 B[P,A 12 ]+A 12 [Q,B]A 12
)
T −1 and tr(Z2 − Z21) =
0.
Proof. It is easy to determine Z1. A really complicated calculation gives
Z2 − Z21 = +A
1
2 [Q,P ]A− 12 −
[
P,A
1
2 (P − Q)A− 12
]
−
[
P,A
1
2 B
(
Q − P + A 12 PA− 12
)
B−1A−
1
2
]
+A 12
[
P − Q,B
(
Q − P + A 12 PA− 12
)
B−1
]
A−
1
2
−A 12 B
[
P − Q,A 12 PA− 12
]
B−1A−
1
2
+A 12 B[P,Q]B−1A− 12
and it follows that tr(Z2 − Z21) = 0. 
Proof of Theorem 5. It is enough to prove the result in the case that the given eigen-
values are all distinct and contained in the interior of the interval on which ϕ is given
to be IME, since the general case can then be deduced by continuity. Henceforth
we will make this assumption––in particular, we assume that A and B are positive
definite. Since the result is trivial for 1 × 1 matrices, we can assume that the desired
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result holds in all dimensions smaller than n. Now let A = diag(a1, . . . , an) and
B = diag(b1, . . . , bn). Then the function
(U, V ) → tr(ϕ(UAUVBV))
U(n) × U(n)→R
is an infinitely differentiable function defined on the compact manifold U(n) × U(n)
and it therefore attains its maximum value. We let A = UAU and B = VBV
at some point where the maximum is attained. If A and B are not totally noncom-
muting, then the matrix UV has a nontrivial block decomposition and this permits
the result to be deduced from the lower dimensional cases. Hence we may assume
that A and B are totally noncommuting. We have that tr(ϕ(AB)) = tr(ϕ(T )) where
T = A 12 BA 12 and by the Spectral Theorem we may assume without loss of generality
that T is diagonal. So let T = diag(τ1, . . . , τn), the eigenvalues τj being positive and
lying in the interior of the interval on which ϕ is given to be IME for j = 1, . . . , n.
Now let cj be real numbers such that
∑n
j=1 cj τ
−1
j = 0 and also satisfy the techni-
cal condition that the pairs (τj , cj ) are all distinct. Then C = diag(c1, . . . , cn) is a
Hermitian matrix with tr(CT −1) = 0. It now follows by Lemma 7 that there exist
skew-Hermitian matrices P and Q such that (2) holds. Then
T (s) = A(s) 12 B(s)A(s) 12 = T + sC + 1
2
s2W + O(s3)
competes for the maximum. It follows that s = 0 is a local maximum point for the
mapping s → f (s) = tr(ϕ(T (s))). The technical condition on the (cj ) in fact im-
plies that the eigenvalues tj (s) of T (s) are given by tj (s) = τj + scj + 12 s2wjj +
O(s3), but we will not assume this. In the appendix of [2] it is shown that tj is an
infinitely differentiable function of s. Let wj = t ′′j (0). Then it is easy to see that for
every k = 1, 2, . . . we have
n∑
j=1
(
τj + scj + 12 s
2wj
)k
= tr((T (s))k) =
n∑
j=1
(
τj + scj + 12 s
2wjj
)k
correct up to terms of order s2. Equating the coefficient of s2 yields
n∑
j=1
τ kj wj =
n∑
j=1
τ kj wjj
for k = 0, 1, 2, . . . are therefore also for k = −1. So,
tr(Z2) = tr(WT −1) =
n∑
j=1
τ−1j wjj =
n∑
j=1
τ−1j wj ,
and it follows from Lemma 8 that
n∑
j=1
τ−1j wj = tr(Z2) = tr(Z21) = tr(CT −1CT −1) =
n∑
j=1
τ−2j c
2
j (3)
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Now 0 = f ′(0) = ∑nj=1 ϕ′(τj )cj . Allowing cj to vary, yields the existence of a con-
stant µ such that ϕ′(τj ) = µτ−1j for j = 1, . . . , n. If, in fact, τj is constant, then T
is necessarily a multiple of the identity matrix and A and B commute, contradicting
the assumption that they are totally noncommuting.
So, we can assume that τj is not constant and we rely on the second derivative to
finish the proof. We have, correct up to terms of order s2,
f (s) = tr(ϕ(T (s))) = tr
(
ϕ
(
T + sC + 1
2
s2W
))
+ O(s3)
=
n∑
j=1
ϕ
(
τj + scj + 12 s
2wj
)
+ O(s3)
from which it follows that
f
′′
(0) =
n∑
j=1
(
c2j ϕ
′′
(τj ) + wjϕ′(τj )
)
=
n∑
j=1
(
c2j ϕ
′′
(τj ) + wjτ−1j τjϕ′(τj )
)
=
n∑
j=1
(
c2j ϕ
′′
(τj ) + wjτ−1j µ
)
=
n∑
j=1
(
c2j ϕ
′′
(τj ) + c2j τ−2j µ
)
=
n∑
j=1
(
c2j ϕ
′′
(τj ) + c2j τ−1j ϕ′(τj )
)
=
n∑
j=1
x2j θ(τj ),
where xj = cj τ−1j . It follows that
• ∑nj=1 xj = 0 implies that ∑nj=1 x2j θ(τj )  0.• Since ϕ is IME and τj is nonconstant there are distinct two values of j , say p and
q with τp /= τq and θ(τp) + θ(τq) > 0.
These two facts are contradictory. 
Corollary 9. Let A be a positive definite n × n matrix and B a nonnegative definite
n × n matrix with given eigenvalues a1  a2  · · ·  an > 0 and b1  b2  · · · 
bn  0 respectively. Then
tr((A + B)−1(A − B)(A + B)−1(A − B))  max
σ∈Sn
n∑
j=1
(
aj − bσ(j)
aj + bσ(j)
)2
.
3. Estimates for tr(ϕ(X − Y)) in case X and Y have the same eigenvalues
We now present the following Corollary of Theorem 2.
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Corollary 10. Let n be even and X and Y be n × n Hermitian matrices with the
same set of given eigenvalues x1  x2  · · ·  xn. Let ϕ : R −→ R be isoclinally
metaconvex on R, even and increasing on [0,∞[. Then
tr(ϕ(X − Y ))  2 max
ρ∈Sn/2
n/2∑
j=1
ϕ(xj − xn/2+ρ(j)).
For n even we say that (µ, ν) is a matching on In = {1, 2, . . . , n}, if µ and ν are
injections from In/2 to In with disjoint ranges. Effectively then for j = 1, 2, . . . , n/2,
the pair (µ(j), ν(j)) is matched. Corollary 10 follows immediately from Theorem 2
and the following lemma.
Lemma 11. Let n be even and x1  x2  · · ·  xn real numbers. Let ϕ : R −→ R
be a continuous even function on R, increasing on [0,∞[. Then for σ ∈ Sn we have
n∑
j=1
ϕ(xj − xσ(j)) 2 max
(µ,ν)∈Mn
n/2∑
j=1
ϕ(xµ(j) − xν(j)) (4)
= 2 max
ρ∈Sn/2
n/2∑
j=1
ϕ(xj − xn/2+ρ(j)). (5)
Proof. The equality in (5) is straightforward. Suppose that we have a matching in
which p and q are matched where 1  p < q  n/2. Then a counting argument
show that there must exist r and s that are matched with n/2 < r < s  n. Then we
certainly have
ϕ(xp − xq) + ϕ(xr − xs)  ϕ(xp − xr) + ϕ(xq − xs)
obtaining a matching that is no worse than the original (since |xp − xq | 
|xp − xr | and |xr − xs |  |xq − xs |) and increasing by 2 the number of pairs which
cross between {1, . . . , n/2} and {n/2 + 1, . . . , n}. Repeating this argument if neces-
sary eventually produces a matching that only uses pairs which cross between these
two sets.
We now concentrate on the inequality in (4). We can assume without loss of gen-
erality that all the xj are distinct. The general result is obtained from this special case
by continuity. Effectively, we need to show that
n∑
j=1
ϕ(xj − xσ(j))  max
ρ∈Tn
n∑
j=1
ϕ(xj − xρ(j)),
where Tn is the subset of Sn consisting of products of n/2 disjoint transpositions. We
prove the result by examining the cycle decomposition of σ . If σ is an even cycle,
say of length 2m, then we have, after relabelling the x’s in the cycle as aj to follow
the order of the cycle
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2
∑
j∈Z(2m)
ϕ(aj − aj+1) =


∑
j∈Z(2m)
j even
(
ϕ(aj − aj+1) + ϕ(aj+1 − aj )
)


+


∑
j∈Z(2m)
j odd
(
ϕ(aj − aj+1) + ϕ(aj+1 − aj )
)

 . (6)
Thus, one or other of the terms on the right of (6) exceeds ∑j∈Z(n) ϕ(aj − aj+1). It
is therefore possible to replace a 2m-cycle with m 2-cycles. This trick does not work
with the cycles of odd length, of which there are necessarily an even number. We
will show that each pair of odd cycles can be replaced by a single even cycle. We
need to handle fixed points (i.e. 1-cycles) differently, so there are effectively 3 cases.
• Two fixed points. Call the fixed points a1 and a2. Clearly
ϕ(a1 − a1) + ϕ(a2 − a2)  ϕ(a1 − a2) + ϕ(a2 − a1).
• One fixed point and a cycle of length 2m + 1 with m  1. We relabel the x’s in
the cycle as aj , (j ∈ Z(2m + 1)) in the order of the cycle and the fixed point as
b. Then it will be possible to insert b between ak and ak+1 if
ϕ(b − b) +
∑
j∈Z(2m+1)
ϕ(aj − aj+1)
 ϕ(ak − b) + ϕ(b − ak+1) +
∑
j∈Z(2m+1)
j /=k
ϕ(aj − aj+1),
which amounts to
ϕ(b − b) + ϕ(ak − ak+1)  ϕ(ak − b) + ϕ(b − ak+1). (7)
Now (7) certainly holds if b does not separate ak and ak+1. for example, if b <
ak < ak+1, then ϕ(b − b)  ϕ(ak − b) and ϕ(ak − ak+1)  ϕ(b − ak+1). So, we
can assume without loss of generality, that either an upcrossing ak < b < ak+1 or
a downcrossing ak+1 < b < ak occurs. Clearly, these have to alternate (if ak <
b < ak+1, then ak+2 < b < ak+1) and this contradicts the fact that the cycle has
odd length.
• Cycles of length 2 + 1 and 2m + 1 with ,m  1. We relabel the relevant x’s as
aj for j ∈ Z(2m + 1) and bk for k ∈ Z(2 + 1) as before. Now for p ∈ Z(2m +
1) and q ∈ Z(2 + 1), we investigate the possibility of replacing the pair of links
{(ap, ap+1), (bq, bq+1)} with either {(ap, bq+1), (bq, ap+1)} or {(ap, bq),
(bq+1, ap+1)}, effectively joining the two cycles to produce a single cycle of
length 2 + 2m + 2. Now it is easy to see that if {ap, ap+1} can be separated from
{bq, bq+1} on the line, then this strategy works. For example, if ap < ap+1 <
bq < bq+1, then we have
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ϕ(ap − ap+1) + ϕ(bq − bq+1)  ϕ(ap − bq) + ϕ(ap+1 − bq+1)
allowing {(ap, ap+1), (bq, bq+1)} to be replaced by {(ap, bq), (bq+1, ap+1)}. So,
the only possibility is that consecutive a’s and b’s either nest or intertwine. We
show that there must be at least one case of nesting. For, if not then intertwin-
ing is the only option. Let us suppose without loss of generality (reversing the
order of the cycles and reselecting their origin and reversing the order of the real
line if necessary) that a1 < b1 < a2 < b2. Where can b3 be? We have to have
a1 < b3 < a2, because b3 > a2 yields a separation and b3 < a1 yields a nest. If
m = 3 we already have a nest (because b3 and b1 are then consecutive). If not, we
ask where b4 can be. We see that either b4 < a1 or b4 > a2. Continuing in this
way, we see that the bk are alternately in the sets ]a1, a2[ and R \ [a1, a2]. This is
impossible by parity considerations.
So, there is at least one nest. So, among all possible nests, select one in which
the inner pair is as close together as possible. We can assume without loss of
generality that b1 < b2 is the inner pair. Now define
cj =


+ if aj > b2,
0 if b1 < aj < b2,
− if aj < b1.
So, (cj ) is a cyclical arrangement of the symbols +, 0,− of length 2m + 1
in which no symbol can be repeated. Note that if + or − is repeated, we have
a separation and if 0 is repeated we contradict the closeness assumption on the
inner pair. Parity considerations show that one or other of the substrings +0− or
−0+ must occur.
Thus, without loss of generality (reversing the order of the cycles and res-
electing their origin and reversing the order of the real line if necessary) we have
the arrangement a1 < b1 < a2 < b2 < a3. It is now clear that the sequence bk
satisfies alternately bk > a2 and bk < a2 leading to a final contradiction with
parity. 
The same ideas show that in the case n odd, then permutations that maximize
(4) have a cycle decomposition consisting of some (possibly zero) number of trans-
positions and one odd-length cycle (possibly a fixed point). Computer simulations
suggest that one cannot say more than this.
4. A counterexample
We now provide an example to show that Corollary 10 is reasonably sharp. Let
ϕ(t) = 2t2 − t4 a function which is increasing on [0, 1], even and “tulip shaped” on
[−1, 1], but not isoclinally metaconvex there. Let us take X = diag(1, p, 1 − p, 0)
where 12  p  1 and let
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U =


0 0 1√2
1√
2
0 0 1√2 − 1√2
1√
2 − 1√2 0 0
1√
2
1√
2 0 0


a unitary matrix. Further let Y = UXU , then
X − Y = 1
2


1 + p 1 − p 0 0
1 − p 3p − 1 0 0
0 0 1 − 3p −1 + p
0 0 −1 + p −1 − p


has eigenvalues ±p ± 1√2 (1 − p). We find that tr(ϕ(X − Y )) = 3 − 4p − 6p2 +
28p3 − 17p4 while 2(ϕ(1 − 0) + ϕ(p − (1 − p))) = 4 − 32p2 + 64p3 − 32p4 and
2(ϕ(1 − (1 − p)) + ϕ(p − 0)) = 8p2 − 4p4. It turns out that there is a tiny interval
between (3 + 2√6)/15 ≈ 0.5266 and (1 + 2√10)/13 ≈ 0.5634, where the first of
these quantities exceeds the other two.
Another possibility that occurred to us is that it might be possible to deduce
Corollary 10 from Theorem 5 by means of a Golden–Thompson type result. Let
ϕ :]0,∞[−→ R. Let X and Y be Hermitian matrices with the same eigenvalues.
Let Z = exp(X − Y ) and W = exp(X) exp(−Y ). When is it necessarily true that
tr(ϕ(Z))  tr(ϕ(W))? General theory gives that
λ(X − Y ) ≺ λ( ln(eXe−Y ))
even in the absence of the condition that the eigenvalues coincide. So the result is
correct in case that t → ϕ(et ) is convex. We have a counterexample in case ϕ(t) =
(t − 1)2(t + 1)−2 which we will not reproduce here.
5. Applications to canonical correlations
In [4] and [3] the relationship between the eigenvalues of a positive definite n × n
matrix A partitioned as
A =
(
A11 A12
A21 A22
)
(8)
and the canonical correlations of A were studied. The canonical correlations (κj ) are
defined as the singular values of A−
1
2
11 A12A
− 12
22 and are written in decreasing order.
Let A11 be p × p and A22 be q × q. There are effectively min(p, q) canonical cor-
relations. We have the following result in case p = q.
Theorem 12. Let p = q. Let ϕ be even, increasing on [0,∞[ and isoclinally meta-
convex on R. Then
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p∑
j=1
ϕ
(
ln
(
1 + κj
1 − κj
))
 max
ρ∈Sp
p∑
j=1
ϕ
(
ln(λj ) − ln(λp+ρ(j))
)
.
Proof. We use the strategy of [3, Proposition 11] which turns the problem around
completely. The hypotheses imply the existence of n × n Hermitian matrices X, Y
and Z = X − Y where X and Y have the same eigenvalues ln(λj ) for j = 1, . . . , n
and Z has the eigenvalues ln
(
1+κj
1−κj
)
and ln
(
1−κj
1+κj
)
for j = 1, . . . , p. An application
of Corollary 10 now yields the result. 
In the case that p /= q, we will suppose without loss of generality that p < q.
Then the same methods give
p∑
j=1
ϕ
(
ln
(
1 + κj
1 − κj
))
 1
2
max
σ∈Sn
n∑
j=1
ϕ
(
ln(λj ) − ln(λσ(j))
)
, (9)
but the right-hand side of (9) contains “extra baggage”. In the very special case
ϕ(t) = (tanh(t/2))2, we can use the calculus techniques of [4] to reduce the problem
to the case p = q yielding
p∑
j=1
κ2j  max
ρ∈Sp
p∑
j=1
(
λj − λq+ρ(j)
λj + λq+ρ(j)
)2
. (10)
We leave the details to the interested reader. The key point about (10) is that the
eigenvalues λp+1, . . . , λq do not figure in the result.
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