The stability of Cauchy equations in the space of Schwartz distributions  by Chung, Jaeyoung et al.
J. Math. Anal. Appl. 295 (2004) 107–114
www.elsevier.com/locate/jmaa
The stability of Cauchy equations
in the space of Schwartz distributions
Jaeyoung Chung,a,∗ Soon-Yeong Chung,b and Dohan Kim c
a Department of Mathematics, Kunsan National University, Kunsan 573-701, Republic of Korea
b Department of Mathematics, Sogang University, Seoul 121-742, Republic of Korea
c Department of Mathematics, Seoul National University, Seoul 151-742, Republic of Korea
Received 6 October 2003
Available online 8 May 2004
Submitted by S.R. Grace
Abstract
We reformulate the stability theorem of D.H. Hyers in the Schwartz tempered distributions and
prove that every -additive tempered distribution can be approximated by a linear function. We also
consider the superstability of the Cauchy equation f (x + y) = f (x)f (y).
 2004 Elsevier Inc. All rights reserved.
1. Introduction
In 1941 D.H. Hyers showed the following stability theorem for the Cauchy equation:
Theorem 1.1 [11,12]. Let f :E1 → E2 with E1,E2 Banach spaces be an -additive, that
is, f satisfies
∥∥f (x + y)− f (x)− f (y)∥∥  (1.1)
for all x, y ∈ E1. Then there exists a unique additive mapping g :E1 → E2 such that∥∥f (x) − g(x)∥∥ 
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 = 0.
The above stability theorem was motivated by S.M. Ulam [19] and in 1978, Th.M.
Rassias [17] firstly generalized this result to the more general perturbations instead of the
perturbation  in inequality (1.1). Since then, stability theorems of many other functional
equations have been proposed [3,4,12,13]. Among them, the following superstability of the
Cauchy equation was also proved.
Theorem 1.2 [3]. Let f :G → R satisfy the inequality∣∣f (x + y) − f (x)f (y)∣∣  (1.2)
for all x, y ∈ G, where G is a group. Then either f is a bounded function such that
‖f ‖L∞  12
(
1 + √1 + 4 )
or satisfies the equation
f (x + y) − f (x)f (y) = 0.
Functional equations have been studied in the spaces of generalized functions such as
Schwartz distributions, Gevrey distributions and Fourier hyperfunctions [1,2,7,8,15]. But
there are few results on stability for functional equations in the sense of distributions. In this
paper, following the same approach as in [4] we reformulate and prove the above stability
theorems in the space S ′ of Schwartz tempered distributions which is the dual space of
the Schwartz space S of rapidly decreasing functions. We refer to [4,5,7,9,10,18] for the
space of Schwartz tempered distribution. Note that above inequalities (1.1) and (1.2) make
no sense if f is a Schwartz tempered distribution. Making use of the pullback and tensor
product of tempered distributions we extend inequalities (1.1) and (1.2), respectively, to
the spaces of tempered distributions as follows:
‖u ◦A − u ◦ P1 − u ◦P2‖ , (1.1′)
‖u ◦A − u ⊗ u‖ . (1.2′)
Here u ◦ A, u ◦ P1, and u ◦ P2 are the pullbacks of u in S ′ by A, P1, and P2, respectively,
where A, P1, and P2 are the functions A(x,y) = x + y , P1(x, y) = x , and P2(x, y) = y ,
x, y ∈ Rn and ⊗ denotes the tensor product of tempered distributions. Also ‖v‖  means
that |〈v,ϕ〉|  ‖ϕ‖L1 for all ϕ ∈ S . For the tensor product and pullback of tempered
distributions we refer to [10, Chapters V–VI]. As a matter of fact, the pullbacks u ◦ A,
u ◦ P1, u ◦ P2, and tensor product u ⊗ u can be written in a transparent way as
〈
u ◦ A, ϕ(x, y)〉 =
〈
u,
∫
ϕ(x − y, y) dy
〉
,
〈
u ◦ P1, ϕ(x, y)
〉 =
〈
u,
∫
ϕ(x, y) dy
〉
,
〈
u ◦ P2, ϕ(x, y)
〉 =
〈
u,
∫
ϕ(x, y) dx
〉
,
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u ⊗ u, ϕ(x, y)〉 = 〈ux, 〈uy, ϕ(x, y)〉〉
for all test functions ϕ ∈ S(R2n).
As results, we prove that every solution u in S ′ of inequality (1.1′) can be written
uniquely in the form
u = c · x + h(x), c ∈ Cn, (1.1′′)
where h(x) is a bounded measurable function such that
‖h‖L∞  
and every solution u in S ′ of inequality (1.2′) is a bounded measurable function such that
‖u‖L∞  12
(
1 + √1 + 4 ). (1.2′′)
In the latter case, if we consider inequality (1.2′) in a bigger space of generalized functions
such as the dual space of the Gelfand–Shilov space S1/21/2 which will be introducing in
Section 2, the solution u is either a bounded function satisfying (1.2′′) or the exponential
function u(x) = exp(c · x), c ∈ Cn.
2. Main theorems
We employ the n-dimensional heat kernel, that is, the fundamental solution Et(x) of
the heat operator ∂t − x in Rnx × R+t given by
Et(x) =
{
(4πt)−n/2 exp
(−|x|2/4t), t > 0,
0, t  0.
Here the semigroup property
(Et ∗ Es)(x) = Et+s(x) (2.1)
of the heat kernel will be very useful later. Now let a tempered distribution u be given.
Then its Gauss transform
Gu(x, t) = (u ∗ Et)(x) =
〈
uy,Et (x − y)
〉
, x ∈ Rn, t > 0 (2.2)
is a C∞-function in Rn × (0,∞). As a matter of fact we can represent tempered distribu-
tions via some solutions of the heat equation as follows:
Proposition 2.1 [16]. Let u ∈ S ′(Rn). Then its Gauss transform Gu(x, t) is a C∞-solution
of heat equation satisfying:
(i) there exist positive constants C,M and N such that∣∣Gu(x, t)∣∣Ct−M (1 + |x|)N in Rn × (0, δ); (2.3)
(ii) Gu(x, t) → u as t → 0+ in the sense that for every ϕ ∈ S ,
〈u,ϕ〉 = lim
t→0+
∫
Gu(x, t)ϕ(x) dx.
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(2.3) can be uniquely expressed as U(x, t) = Gu(x, t) for some u ∈ S ′.
The following equivalent condition will justify the formulation (1.1′).
Proposition 2.2. Let f (x) be a continuous function in Rn satisfying∣∣f (x)∣∣ C exp(k|x|2) (2.4)
for some C > 0, k > 0. Then the following conditions are equivalent:
(i) |f (x)|  for all x ∈ Rn.
(ii) |(f ∗ E)(x, t)|  for all x ∈ Rn, t > 0.
(iii) |〈f,ϕ〉| ‖ϕ‖L1 for all ϕ ∈ S .
Proof. The implications (i) ⇒ (iii) ⇒ (ii) are obvious. Thus it remains to prove the impli-
cation (ii) ⇒ (i). Suppose that |f (a)| >  for some a ∈ Rn. Then there exists δ > 0 such
that ∣∣f (x)∣∣ 1 > 
for all x satisfying |x − a| δ.
We may assume f (x) 1 >  for all |x − a| δ. Then we have
(f ∗E)(a, t) =
∫
Rn
f (y)Et(a − y) dy
=
∫
|y−a|δ
f (y)Et(a − y) dy +
∫
|y−a|>δ
f (y)Et(a − y) dy
 1
∫
|y|δ
Et (y) dy +
∫
|y|>δ
f (y + a)Et(y) dy = 1C1,t +C2,t .
It is obvious that C1,t → 1 as t → 0+. By the growth condition (2.4), we have for all
0 < t < 1/16k:
|C2,t |
∫
|y|>δ
f (y + a)Et(y) dy  C(4πt)−n/2
∫
|y|>δ
exp
(
k|y + a|2 − |y|2/4t)dy
 C(4πt)−n/2 exp
(−δ2/8t)
∫
|y|>δ
exp
(
k|y + a|2 − 2k|y|2)dy
 C(4πt)−n/2 exp
(−δ2/8t + 2k|a|2)
∫
|y|>δ
exp
(−k|y − a|2)dy
 C(4πt)−n/2 exp
(−δ2/8t + 2k|a|2)
∫
Rn
exp
(−k|y|2)dy
 C1(4πt)−n/2 exp
(−δ2/8t + 2k|a|2).
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for all small t > 0. This completes the proof. 
Definition 2.3. Let v ∈ S ′. Then we denote by ‖v‖  if
∣∣〈v,ϕ〉∣∣ ‖ϕ‖L1 (2.5)
for all ϕ ∈ S .
Now we first consider inequality (1.1′).
Theorem 2.4. Let u in S ′ be -additive, that is, u satisfies inequality
‖u ◦A − u ◦ P1 − u ◦P2‖ . (2.6)
Then u can be written uniquely in the form
u = c · x + h(x),
where c ∈ Cn and h(x) is a bounded measurable function such that
‖h‖L∞  .
Proof. Convolving in each side of (2.6) the tensor product Et(x)Es(y) of n-dimensional
heat kernels as a function of x , y we have in view of (2.1)
[
(u ◦ A) ∗ (Et(x)Es(y))](ξ, η)
= 〈u ◦ A, Et(ξ − x)Es(η − y)〉 =
〈
ux,
∫
Et(ξ − x + y)Es(η − y) dy
〉
=
〈
ux,
∫
Et(ξ + η − x − y)Es(y) dy
〉
= 〈ux, (Et ∗ Es)(ξ + η − x)〉
= 〈ux,Et+s(ξ + η − x)〉 = Gu(ξ + η, t + s).
Similarly we have
[
(u ◦ P1) ∗
(
Et(x)Es(y)
)]
(ξ, η) = Gu(ξ, t),[
(u ◦ P2) ∗
(
Et(x)Es(y)
)]
(ξ, η) = Gu(η, s),
where Gu(ξ, t) is the Gauss transform of u.
Thus inequality (2.6) is converted to the classical stability theorem of an additive map-
ping in the half space Rn × (0,∞)
∣∣Gu(x + y, t + s) − Gu(x, t) − Gu(y, s)∣∣  (2.7)
for all x, y ∈ Rn, t, s > 0.
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the result by 2 we have∣∣∣∣12Gu(2x,2t)−Gu(x, t)
∣∣∣∣ 2
for all x ∈ Rn, t > 0. Making use of the induction argument and triangle inequality we
have ∣∣2−nGu(2nx,2nt) − Gu(x, t)∣∣ (1 − 2−n) (2.8)
for all n ∈ N, x ∈ Rn, t > 0.
Replacing x, t by 2mx , 2mt , respectively, in (2.8) and dividing the result by 2m we
can see that 2−nGu(2nx,2nt) is a Cauchy sequence which converges uniformly. Now let
A(x, t) = limn→∞ 2−nGu(2nx,2nt). Then A(x, t) is the unique mapping in Rn × (0,∞)
satisfying∣∣Gu(x, t) − A(x, t)∣∣ , (2.9)
A(x + y, t + s) − A(x, t)− A(y, s) = 0 (2.10)
for all x ∈ Rn, t, s > 0.
Given the continuity, the solution A(x, t) of Eq. (2.10) is of the form
A(x, t) = c · x + bt
for some c ∈ Cn, b ∈ C. Letting t → 0+ in (2.9), it is easy to see that
‖u − c · x‖ . (2.11)
Now inequality (2.11) implies that u − c · x belongs to (L1)′ = L∞. Thus all the solution
u in S ′ can be written uniquely in the form u = c · x + h(x), where ‖h‖L∞  . This
completes the proof. 
By the same method as in the proof of Theorem 2.4, we also obtain the stability theorem
of inequality (1.2′). Indeed, convolving the tensor product Et(x)Es(y) in (1.2′), we obtain
the classical functional inequality∣∣Gu(x + y, t + s) − Gu(x, t)Gu(y, s)∣∣  (2.12)
for all x, y ∈ Rn, t, s > 0. Now by the same approach as in the proof of Theorem 1.2 we
have either
∣∣Gu(x, t)∣∣ 1
2
(
1 + √1 + 4 ) (2.13)
for all x ∈ Rn, t > 0 or else
Gu(x + y, t + s) − Gu(x, t)Gu(y, s) = 0. (2.14)
Inequality (2.13) implies that u is a bounded function such that
‖u‖L∞  1
(
1 + √1 + 4 ). (2.15)2
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form
Gu(x, t) = exp(c · x + bt) (2.16)
for some c ∈ Cn and b ∈ C. Now taking the growth condition (2.3) into account we must
have c = ia for some a ∈ Rn and letting t → 0+ in (2.16) we have u = exp(ia · x), which
included again in (2.15). Thus we have the following result.
Theorem 2.5. Let u in S ′ be satisfy the inequality
‖u ◦A − u ⊗ u‖ . (2.17)
Then u must have a bounded function such that
‖u‖L∞  12
(
1 + √1 + 4 ). (2.18)
Remark 2.6. If we consider inequality (2.17) in a bigger space of generalized functions,
for example, the dual space (S1/21/2 )′ of the Gelfand–Shilov space [9] S1/21/2 consisting of all
C∞-functions ϕ in Rn such that
‖ϕ‖h,k = sup
x∈Rn
α∈Nn0
|∂αϕ(x)| exp(k|x|2)
h|α|α!1/2 < ∞
for some h, k > 0. For more spaces of generalized functions, we refer to [6,8–10,14,16,18].
Then the solutions u of inequality (2.17) are either bounded functions satisfying (2.18)
or the exponential function u = exp(c · x), c ∈ Cn.
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