Abstract-In this paper, we focus on the reliability and availability analysis of Web service (WS) compositions, orchestrated via the Business Process Execution Language (BPEL). Starting from the failure profiles of the services being composed, which take into account multiple possible failure modes, latent errors, and propagation effects, and from a BPEL process description, we provide an analytical technique for evaluating the composite process' reliability-availability metrics. This technique also takes into account BPEL's advanced composition features, including fault, compensation, termination, and event handling. The method is a design-time aid that can help users and third party providers reason, in the early stages of development, and in particular during WS selection, about a process' reliability and availability. A non-trivial case study in the area of travel management is used to illustrate the applicability and effectiveness of the proposed approach.
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I. INTRODUCTION AND MOTIVATIONS

S
ERVICE orientation has played an extremely important role in the evolution of Information Technology in the last decade. It provides the foundations for some of today's most significant advancements, such as Web 2.0, Cloud computing, and the Internet of Things. The service abstraction imposes that we rethink methods and techniques for developing and managing both physical (i.e. hardware infrastructure) and logical systems (i.e. software architecture). In the former case, we speak of Service Oriented Infrastructure, while in the latter we speak of Service Oriented Architecture.
The term Service Oriented Architecture (SOA) refers to an ecosystem [1] of interacting processes, physical nodes, and people that create, manage, and provide functionalities as services. According to this perspective, a business process is a complex service that combines simpler, loosely coupled, reusable Web services (WSs) using service orchestration. Service orchestrations are often implemented using workflow languages that provide mechanisms for selecting and composing services through the definition of complex control-and data-flows. The Web Services Business Process Execution Language (BPEL) is the de-facto standard workflow language [2] for SOA.
In this paper, we focus on service reliability and availability, and discuss how they can be properly addressed at design-time when composing services with the BPEL language. The ability to perform an early assessment of these qualities, instead of waiting for the implementation and runtime stages, is a key challenge for SOA architectures, and a key factor when implementing dependable software.
In SOA, WSs are owned by different providers, and used as black boxes. To support service selection, providers expose WS properties in specific Web-accessible registries. Selection is then implemented as a query to the registry that returns the services that are known to match a specific set of requirements. This approach allows us to choose among different alternatives, as long as the providers explicitly specify QoS information about their WSs (e.g., reliability, availability, and performance).
However, even if QoS information is available, how the orchestration will be carried out cannot be entirely foreseen at design time. It will depend on many different aspects, such as the availability of the involved services, how the services respond, the status of the network, unexpected error conditions, etc. Non-functional properties are a crucial concern in composite process orchestration, and architectural decisions, such as WS selection and workflow structuring, always affect the QoS of the resulting process.
We advocate that, thanks to SOA, designers can reason on BPEL process reliability and availability at a high level of abstraction. We expect well-founded methods to be available to compute whether the non-functional aspects of the WSs we include in a composition satisfy the reliability and availability requirements we have for the process.
We have investigated failures in component based systems in previous work [3] , [4] . In this work, we considered multiple failure modes, as well as the emergence, propagation, and transformation of errors in a running system's data and control flows, and how these can eventually lead to a failure. BPEL processes can be affected by many different failure modes, because they orchestrate and aggregate services that come from different providers. They mix multi-tier and heterogeneous domains, as well as different approaches and technologies, through the use of interoperable interfaces. The aim of this paper is, therefore, to provide a technique for evaluating the reliability and availability of composite services, with a complete coverage of the BPEL language. We want to understand reliability, availability, response probability, and propagation phenomena. To gain this understanding, we take into account the service parameter values and the definition of the process, with its fault, compensation, termination (FCT), and event handling. To reach this goal, we have revised and extended our previous work in light of the SOA application domain, and we have identified, and specified, both the phenomena that we want to observe, and the parameters that allow us to quantify them.
Several approaches have been developed in the past to model and evaluate the reliability and availability of composite processes (as we discuss in Section II). However, to the best of our knowledge, none of them adequately takes into account FCT and event handling, which are typical of BPEL composite processes, and none of them considers these aspects in conjunction with propagation phenomena. Furthermore, our proposed technique is lightweight and scalable. The number of computational operations grows linearly with the number of BPEL process activities. This feature will enable us in the future to use the technique to predict reliability and availability anomalies and violations, and to effectively support service providers in decision making.
II. RELATED WORK
Many different aspects of Web-based systems have been studied over the last few years, such as workload characterization, performance, availability, and reliability. Our work proposes an approach to analyze the reliability and availability of Web service compositions, orchestrated via the BPEL workflow language. We base our method on the software reliability engineering approach [5] , and propose an early design-time reliability assessment, to prevent late fault discovery. In particular, we provide an analytical evaluation that takes into account multiple possible failure modes, latent errors, and propagation effects.
Recently, with the emergence of self-adaptive architectures, several approaches have been proposed in literature to deal with self-healing business processes [6] , [7] . Although our approach is mainly focused on design-time evaluation, its extension to support run-time self adaptation is currently being investigated.
In our previous work [3] , [4] , we addressed the stochastic evaluation of reliability in component-based systems, and we considered multiple failure modes and failure propagation phenomena. Other related work is presented hereafter, classified in three main areas, described next.
Web-Based Availability and Reliability: Discrete time Markov chains (DTMC) have often been used in literature [8] - [10] as suitable models for system analysis. A hierarchical approach for e-business systems has been proposed in [8] ; [9] presented a model of an e-commerce site in which user navigation patterns were represented; in [10] Web user activity was modeled as an on-off process combined with a Markov process. An empirical analysis of Web system availability from the end-user's perspective is presented in [11] .
Related work on Web services' availability and reliability includes several papers with analytical models (e.g., [9] , [12] ), and empirical studies (e.g. [13] ). The analytical models exploit different kinds of Markov processes to define availability and reliability models for a composite Web service. The empirical analyses consider both the workloads and the reliability of Web servers, and distinguish between inter-session and intra-session Web characteristics [13] . More recently, some papers have tackled the problem of composing a service-oriented system from publicly available Web services (e.g., [14] ), taking into account different types of Web service failures.
Architecture-Based Reliability: Architecture-based software reliability analysis has been dealt with in several papers, and specific surveys on this topic can be found in [15] , [16] . These papers mainly focus on evaluating the overall system reliability by taking into account the internal failure of each component, and the probabilities of their interactions. Interesting empirical studies, and works that deal with uncertainty analysis of architecture-based software reliability, can be found in [17] , and [18] . Among the existing works in the area, the ones that mostly influenced our work are briefly summarized below. In 1980, Cheung [19] proposed the so called user-oriented reliability approach, and defined it as the probability to observe a correct output from a program, given a representative set of input data from the external environment. Here, system reliability is derived using a stochastic Markov process that describes the system as a set of interacting components, expressed as a function of the component reliability, and of utilization. In the area of self-assembly service-oriented computing, Grassi [21] proposed an approach for automatic reliability estimation that exploits the compositional aspects that are inherent in these applications, and their dependency on external sources. Error propagation among components is completely neglected in these works.
The work of [22] is one of the first papers in this area. It proposes a graph theory-based reduction approach for the evaluation of software's non-functional properties, such as its reliability and performance. Later, several other applications of this technique were proposed in different contexts (DTMC [23] , workflow [24] , [25] , etc.). [24] , [25] also dealt with WS and business processes adopting the reduction technique; however, they do not consider different failure modes and corresponding propagation aspects.
Error Propagation: In [27] , error propagation probability is defined as the probability that an error, after manifesting itself, will propagate through components, and possibly end up visible at the user interface level. This definition is limited to a single type of failure, and in [27] it is supported by a methodology and a tool capable of analyzing the sensibility of each component, with respect to failure and error propagation. Different approaches based on fault injection have been applied to estimate error propagation in software systems during the testing phase (e.g., [28] ).
III. OVERVIEW OF THE APPROACH
The aim of this work is to evaluate the overall reliability and availability parameters of a composite business process de- scribed in BPEL [2] , knowing its internal control-and dataflows, and the non-functional properties of its participating services.
As shown in Fig. 1 , these systems have two main kinds of stakeholders, each with its own interests: the end user, and the software architect. From the user's point of view, the goal is to select the service that best fits the requirements; from the architect's point of view, the goal is to implement the best possible process by composing the available services. Specifically, the differences in the users' and architect's objectives impose that the technique be flexible with respect to the parameters it will consider. This flexibility strongly depends on how and what is considered as correct, or faulty, for each WS interaction. For example, starting from the taxonomy of [29] , WS faults or errors can be managed internally by a process, and returned to the user as valid outputs, or they can be directly forwarded to the user as errors.
We propose to organize the process evaluation into three steps, as shown in Fig. 1 .
1) Design-Selection-Composition: In this step, a composite service is designed by orchestrating external WSs. External Web services are selected for composition via specific discovery tools (e.g. Universal Description Discovery and Integration registries, WS portals, or WS search engines), according to their functional and non-functional properties and to how we expect them to contribute to the properties of the composition. The process design is usually performed by a software architect, who must be aware of the semantics of the functional and non-functional parameters to be considered. Because the technique we propose provides an analytical solution, it is necessary to specify an adequate formulation of the problem, and to define appropriate metrics and parameters, as discussed in Section IV.
2) Flattening: The BPEL process includes nested subprocesses or activities, and manages faults and events through specific FCT and event handlers. To deal with this issue, the hierarchically structured BPEL process, and the non-functional properties of its services and internal activities have to be transformed into a flat workflow. Unlike the BPEL process, the flat workflow only has one termination. This step is required and is non-trivial, as we will discuss in Section V. 
3) Synthesis and Analysis:
The overall non-functional properties of the BPEL process are evaluated in terms of the properties of the individual services that are orchestrated by the workflow. Aggregation-reduction rules and sensitivity analyses are applied, as described in Section VI.
The results can be fed back to the software architect, who can then modify the original process, either using the same services or by selecting new ones. If the results are satisfactory, they can be published to a service registry and made available for further selection and composition. The analysis technique can be used both at design and run time, because it has a low complexity. 1 A way to use the technique could be to identify the WSs that have a large impact on the process' reliability metrics, using sensitivity and importance analysis, as explained in the example discussed in Section VII, or to infer the properties of one or more components given the requirements on the whole process.
IV. WS SELECTION AND COMPOSITION: THE ANALYTICAL FRAMEWORK
To evaluate the reliability and availability of a composite BPEL process, we need to take into account a detailed view of the overall software architecture. Fig. 2(a) illustrates the four main server components involved in the deployment and execution of a BPEL process, while Fig. 2(b) highlights the architecture from both the end user's and the architect's perspectives.
The Web service is the basic building block of a serviceoriented system. It is the smallest composable unit, and therefore should be designed to maximize reusability. The SOAP engine is responsible for de-serializing incoming requests, for providing them to a service instance, and for serializing outgoing responses (e.g., Apache Axis). In the case of composed WSs, the SOAP engine is usually part of a more sophisticated execution environment called the BPEL engine, a centralized environment for executing and managing composite processes. Typically, the SOAP and BPEL engines are part of an application server (e.g. Jakarta Tomcat) that provides a place to hold applications that must be accessed by different clients. Some application servers already include hypertext transfer protocol (HTTP) functionality; otherwise we also need a Web server, which is a software capable of handling HTTP messages (e.g., Apache HTTP Server).
End users are not capable of distinguishing between correct versus faulty service responses and correct versus faulty BPEL or SOAP WS responses; their view of the WS stack is composed of solely three layers: the HTTP server, the application server, and the BPEL and SOAP engine-service. On the other hand, software architects are aware of the composite service's intended logic, and know how to distinguish service responses from engine responses; therefore, they are interested in composing processes that provide adequate responses when invoked. Thus, from the architect's perspective, the full WS stack needs to be considered.
A WS system can be formally described as follows. Definition 1: A WS system is characterized by the pair where • is the WS response probability, i.e. the probability the WS system will provide a response; and • is the propagation matrix, including the probabilities that the input of is propagated to the output, where is the number of total possible (correct, latent error, or fault) inputs and outputs. We can further characterize the previous definition according to the two identified perspectives, obtaining in the case of end users ), and for architects . A similar formalization is adopted for BPEL's internal activities, thus representing an internal activity by a pair . It is important to understand these parameters in terms of the architecture of Fig. 1 .
Response probability: Response probability can be defined as According to Fig. 2(a) , a WS system can be decomposed into two parts: the WS container (HTTP Server, Application server, BPEL and SOAP engines), and the service itself. The former is in charge of forwarding the request to the latter, which in turn performs the actual processing, and returns a result. Because the container does not actually process the request, we are mainly interested in its readiness, i.e. the capability to forward messages to and from the service. The service, on the other hand, has to elaborate the request, and therefore we have to quantify its capability to operate.
Avizienis et al. [29] define availability as the readiness for correct service, and reliability as the continuity of correct service. Following this approach, we can identify and characterize the WS container's availability as its readiness to provide access to the actual service. This is why, when we calculate the WS response probability, we need to consider the cumulative distribution functions (CDF) of its inner service's i) time to failure (or reliability ), and ii) time to response . Assuming the container and the inner service time to failure are statistically independent, we can express the WS response probability as There are three reasons why a WS container can become unavailable: i) it can suffer from HTTP (Web) server failures and unavailability, ii) the Application Server may not be able to dispatch service requests, or iii) there may be errors in the BPEL-SOAP Engine. In the first two cases, the system generates and delivers an HTTP error message (e.g. 400, 404, 500, 502, 503) to the user. In the third case, a specific SOAP fault message is delivered to the user. In composed WSs, inter-component communication problems are detected by the innermost engine, i.e. the SOAP engine. That is why they are considered errors in the BPEL-SOAP engine.
The service container's availability is therefore the probability that the HTTP server, the Application server, and the BPEL-SOAP engines are working correctly:
Assuming that availability reaches a steady state after a transient, we can characterize these quantities using single values, i.e. the steady state availability .
More specifically, if , , and are the steady state availabilities of the HTTP (Web) server, the Application server, and the BPEL-SOAP engine, respectively, the container service availability is . If the WS container is available, the WS's response probability will depend on the inner service actually providing the response, i.e. its response probability is strongly related to the inner service's operation continuity or reliability. If is the inner service's lifetime, then where is the inner service failure CDF. However, we are specifically interested in the service's response probability , which only refers to the inner service of a WS, and does not take into account the WS container, thus yielding (1) To correctly characterize , we need to distinguish between the user's and the architect's perspectives. The user is interested in the behavior of the WS stack (see Fig. 2 (b)), up until the BPEL-SOAP engine. We consider a valid response to be one that is received by the BPEL-SOAP engine, be it a service response or a BPEL-SOAP fault. On the other hand, for an architect, a response is only considered valid if it arrives from the service, be it correct or faulty. Thus, if is the inner service's time-to-response random variable (rv) with CDF , we can define the user service response probability as
The inner service provides a response if it is reliable during the request processing, i.e., during the service mission time. Thus, assuming the software is not affected by aging, i.e. we only consider random failure causes that do not depend on the service's age, we have that . This way, if the inner service time-to-failure and time-to-response random variables are statistically independent, we have that , where is the probability of a BPEL-SOAP error. The reader can refer to [14] , [30] , [31] for insights into the evaluation of . From the architect's viewpoint, the inner service's response probability is
Considering the mean time-to-response
, we define , and as , and . Thus, the WS's response probability , defined by (1), is for the user's perspective, and for the architect's perspective. Propagation matrix: The second means we use to characterize our WS system is the process' propagation matrix, which is the matrix containing the probabilities that certain inputs will be propagated to certain outputs.
The main difference between an abstract workflow and a WS is that a workflow only has two possible outputs: it can be either correct, or erroneous. A WS, on the other hand, can distinguish between correct and faulty outputs, and discriminate amongst faults by returning fault messages. These faults correspond to errors that are detected during elaboration, and managed by the process through specific handlers. There are however cases in which a process can generate an error that is not detected. Thus, following the taxonomy presented in [29] , an error can also be undetected or latent. Some examples of undetected-latent service errors are QoS violations, errors related to functional correctness (e.g., wrong currency in payments, truncated names or strings, valid but wrong credit numbers or credentials, etc.), and errors in the WS stack (e.g., data corruption without consequences on the format, default parameters or responses or both, etc.). Moreover, a process can also terminate before reaching the end of the workflow by invoking specific BPEL exit activities, which we characterize as early exits.
We specify the propagation probability matrix as where specify the input and output types ( identifies the correct input, identifies the desired output, identify erroneous inputs and outputs). therefore represents the probability that a given input of type is modified by the WS processing into an output of type . This probability value could be statistically obtained by observing and classifying the WS output assuming the input is always of type , for example by adopting fault propagation analysis techniques [32] . It is thus necessary to compare the actual output to the desired one, to detect the processing flaw, and to identify and classify, if possible, the output type. This action requires a clear, unambiguous input-output type classification, i.e. it should not occur that two inputs (or two outputs) of a specific WS are undistinguishable or similar.
If is the number of latent errors, and is the number of explicit errors or faults and early exits, then is equal to (1 is for the correct input-output), and matrix can be represented as a block matrix (2) where and are the matrices that probabilistically represent the propagation of a correct-latent error input to the output.
contains the correct-latent error propagation probabilities, while expresses the fault or early exit ones. Assuming an incoming fault can be forwarded by the service as it is, is a -dimension matrix of 0s representing the probability that a faulty input is propagated to a correct or latent error output.
is the identity matrix of order , meaning that an incoming fault is propagated as it is to the output, with probability 1. The structure of the propagation matrix differs according to the perspective. From the end user's perspective the BPEL-SOAP fault is still considered to be a valid response. It is a kind of error that returns the control to the users, i.e. it can be viewed in the model as a further fault. In algebraic terms, to obtain the user propagation matrix , we need to add a row and a column to of (2). This action leads us to the matrix where is a vector of 1s, and is the -identity matrix. As discussed in [19] , the reliability of a component strictly depends on its usage. In our framework, a process or WS usage profile has to be characterized with respect to the set of failure modes. The usage profile or input vector of a process or WS is an -element stochastic vector. Its th element represents the probability that the input of carries the (correct or erred) response mode . Because the WS manages faults, it is not possible to have faults as inputs. As a result, or , where is a stochastic vector of elements, and is a vector of 0. Furthermore, (, and ), because, from the user's point of view, we need to include an input for the BPEL-SOAP fault.
Aggregated Parameters: Starting from and , we can derive the aggregated properties for a generic activity , which could be either a WS or an internal activity , as reported in Table I. Because , from , , and formulae, we have that . In case of a WS , the above metrics are valid both from the user and the architect perspectives. Corresponding formulae can be obtained by just substituting the related parameters ( , , or , , , respectively) into the formulae of Table I .
Assumptions: The overall approach relies on the following key assumptions.
i) Container and inner service time-to-failure are statistically independent. ii) Inner service time-to-response and time-to-failure are statistically independent. iii) All branching activities, i.e. any activity with inner conditions (branches and loops), can be probabilistically represented. iv) Input and output types need to be distinguishable. Given an input or output activity of type ( or ), it is true that or . The absence of this assumption would make it impossible to define the propagation matrix. v) To deal with loops, we assume that the input of the loop body is the same for all the iteration steps . The assumption is that, at each iteration, the same input will be processed, and not the output of the previous iteration. This assumption is quite realistic in composite processes, because loops often process the same input until the required results are obtained (e.g. a reservation or a payment is iterated until success), or the input is provided to the loop as aggregated data and processed one block at a time. vi) Due to the fact that the model should be finite, we fix the maximum number of events that can be handled at the same time by an event handler. Thus, at most events can be handled together by the system. Even if this is an approximation, it is important to remark that can be fixed arbitrarily large to best tune the tolerance, without any significant impact on the algorithm complexity.
V. FLATTENING BPEL PROCESSES
In this section, we detail the second step of our evaluation technique, and explain how we obtain a flat workflow starting from the original BPEL composition. This transformation is necessary for two reasons. The first reason is that it allows us to provide unambiguous semantics for BPEL activities, and to clarify the complex control-and data-flows that emerge when various compensation-, fault-, and event-handlers are attached to nested scopes. The second reason is that the flat workflow is self-contained; it includes all the information required to achieve the analysis, can be used with no further elaboration, and is suitable for an automatic tool.
The following discussion is exemplified using a travel management application as a running example.
A. A BPEL Primer
BPEL 2.0's main constructs (called activities) can be classified as basic or structured. A compact explanation is reported in Table II . It also highlights the graphical notation adopted in the rest of the article to represent BPEL processes. Basic activities implement elementary steps of a process workflow.
More specifically, , , and activities manage service interactions, while the , , ,
, and activities are self-explanatory. Structured activities represent control-flow logic structures. , , , , and are self-explanatory. The activity forces the process to wait for the delivery of a message ( construct) or a timeout expiration ( construct) to perform the activities associated with the corresponding branch. Finally, the construct introduces activities that have to be performed concurrently. The designer can use a construct to define nested activities.
BPEL also provides designers with mechanisms, called handlers, for capturing and dealing with special kinds of events, which we can classify as faults, needs for compensation, or concurrent events. Fault handlers can be used to capture and deal with runtime faults. They are defined through and constructs that are associated to a . When a fault is caught, the is terminated, and the corresponding handler is launched. If a fault is not caught by an appropriate handler, it is re-thrown to an upper level. If the handler completes successfully, the control flow returns to the activity that immediately follows the . Faults can also be thrown using the construct. Compensation handlers are used to define compensation logic, and they can only be activated for scopes that have completed successfully. They are explicitly initiated using the or activities.
Finally, event handlers consist of business logic that can be activated concurrently to the process' main logic. The activities within a handler are triggered either by the arrival of an inbound event message, or by a timed alarm. Fig. 3 shows the BPEL process of a travel management service example. Once a request is received from the user and assigned to a local variable, a query on the user DB is performed to retrieve user data. In the case of faults, the process immediately exits and returns a fault code. Otherwise, the user request is processed by invoking a three-way , in which the process concurrently elaborates the flight, hotel, and (optional) car booking. The booking status can be checked by invoking the event handler specified by the Booking . Each service involved in the processing can fail, thus each branch is isolated from the others through a specific . The fault handlers associated with the first two branches compensate the activities of the that are already complete, and forward the fault to the upper layer. The third branch defines a fault handler that masks faults so that they are not forwarded to the process, thus totally isolating the branch from the process.
When the three subprocesses finish, the makePayments service is invoked. If there are problems in the Payment, the fault handler associated with its tries to recover the fault by nesting three levels of fault handlers, and by canceling the car reservation in the case of wrong currency or insufficient credit. Finally, in the case of successful payment, the shipping service is invoked (requestShipping) within its own , to isolate it and to mask faults that should not reach the process. Details on the fault, compensation, and event handling can be found in [33] . 
B. BPEL Process to Flat Workflow
In this section, we will clarify how we flatten a BPEL process to a workflow that only uses the three basic patterns of structured programming: (sequence, branch and loop), and concurrency (fork-join). To explain the BPEL to workflow mapping, we can identify two steps. First we detail how to map single BPEL activities into corresponding workflows. Second, we describe how the whole workflow can be obtained by composing the single activity workflows. The mapping rules and the algorithms that we obtain are then applied to the running example.
1) Mapping BPEL Activities: BPEL flattening can be performed by extending and hierarchically applying the flattening rules that deal with single BPEL activities.
As shown in Table II , BPEL activities are split into two main classes: basic, and structured. Basic activities such as , , , , and do not modify the process workflow so they can be considered as internal activities that do not affect a process' reliability. On the other hand, and can trigger internal errors such as datatype mismatches, and therefore they need to be considered as faulty activities.
Similarly, and activities are used in fault handling to manage faults, and thus they can change the process workflow and its reliability; the same is true for and activities. The activity forces the process termination, thus impacting on the process workflow. This effect implies that a is a powerful BPEL construct, through which one can specify a context influencing the execution behavior of its enclosed activities. Such contexts or s can be nested hierarchically, while the root context is provided by the itself. In particular, a behavioral context includes variables, partner links, message exchanges, correlation sets, event handlers, fault handlers, a compensation handler, and a termination handler. Table III shows the flattened workflows that correspond to the BPEL 2.0 activities we have discussed. Basic activities are represented by rounded rectangles, while thick squared boxes represent subprocesses that are composed of the other activities, which in turn can also be subprocesses. As for basic activities, we mainly characterize non-faulty activities ( , ) through a simple one input to one output activity. Because they do not affect the BPEL workflow's reliability, they are usually not reported in the process workflow. Faulty activities ( , , , ), on the other hand, can generate faults due to internal errors ( , ) or to external faults triggered by WS invocations. What we do in the flattening process is to merge the WS behavior with the process' interaction, i.e, we represent the WS as embedded inside an (in case of synchronous WS interactions) or a (in case of asynchronous WS interactions). Thus, we can argue that and are intrinsically not faulty activities, but that they reflect the associated WS behavior.
The probabilities , and shown in the faulty activity workflow are related to the occurrence of a specific fault, or to the probability of a correct or latent error output. To obtain these probabilities, we need to know the user profile input probability vector, as we will see in Section VI. , , and activities are considered as explicit invocations of specific FCT handlers, and therefore are represented accordingly. The and activities are instead mapped as final activities that close the process. Structured activities are considered as specific patterns to be applied to basic activities, and the corresponding flattened out workflows are reported in Table III . More specifically, the activity is mapped into a sequence of compensation handlers that compensate the behavior of all the successfully completed scopes that are immediately enclosed inside the scope associated with the FCT-handler. Finally, a is mapped as a parallel activity with branches: the first branches describe the event handling and management of the corresponding events , while the last branch is related to the subprocess mapping.
2) Obtaining the Workflow:
Once the mapping of the BPEL elements has been completed, they are combined into the flat workflow. The algorithms shown in Fig. 4 describe the actions that need to be taken to obtain this workflow. Let us start by explaining the algorithm that deals with the whole process, which is shown in Fig. 4(a) .
Each activity of a process or subprocess is elaborated through the function, according to whether it is basic or structured.
is the scope hierarchy path, i.e., the path in the scope hierarchy of the considered activity , which allows us to determine the FCT handler workflows. In the case of basic or activities, the function of Fig. 4(b) is performed. If the structured is a , the has to be updated with the addition of the new scope; if the scope has handlers they too need to be recursively mapped using the function. If the structured is not a , or if the event handler mapping loop is completed, a loop is performed to map all the activities that are nested in the . Finally, the corresponding workflow pattern, among those reported in Table III , is applied to the activities enclosed within (as well as to the handler). This step completes the process workflow.
The of Fig. 4 (b) maps basic or activities into the corresponding workflow. It starts by checking whether the considered activity is faulty or not. Non-faulty activities that do not modify the input, i.e., with identical propagation matrices (internal activities such as and ), except , , , and , are immediately skipped. The others are forwarded and processed as faulty activities.
Thus, the workflow pattern associated with in Table III is applied, and the handlers are mapped into the corresponding workflows. Because faults occurring to activities within the same , or within the same , invoke the same fault handlers, the fault handlers are mapped into the corresponding workflow the first time they are invoked. The invocations on these fault handlers return the workflow identifiers as pointers to the corresponding workloads. In case a fault handler in the specific
has not yet been invoked, the mapping is performed by considering all the activities enclosed in the fault handler. This is why the two functions implement a mutual recursion.
We have applied these algorithms to the running example shown in Fig. 3 . Internal errors and faults are usually much less frequent than WS errors and faults; therefore, we assumed internal activities were error and fault-free. Thus, and activities are not considered as faulty, and are not taken into account in the example. This way, fault , which is related to a data mismatch and affects activities, can be neglected, as it has a very low probability of occurring. The workflow only includes the synchronous invokes, and the corresponding WS faults. By flattening the running example's BPEL, we obtain the workflow shown in Fig. 5 . Because the main process fault handlers ignore inner faults, they are represented as exit activities that bypass the compensation handlers. Furthermore, event handling is considered to be a request to check the Booking status at a certain time. Handling the faults triggered by the makePayments service is more complex, because they also have nested scopes and fault handlers. Their workflows are highlighted in Fig. 5 . Specifically, the makePayments invocation can throw 4 different faults:
, , , and the generic . The most complex one to manage is , as it may throw , , (handled by the makePayments calling ), and (handled by the process ) faults. Also, the handler is nested because it may cause a generic fault to be thrown to the upper makePayments . Finally, and have simple fault forwarding handlers that notify the fault to the end user. This example allows us to show how we transform a complex, hierarchical, nested BPEL process into a flat workflow that is ready to be evaluated.
VI. SYNTHESIS AND ANALYSIS
Once we have obtained a flat workflow, we are ready to analyze it, taking into consideration any faults and fault handlers, from both the end user's and the architect's perspectives.
A. Fault Handling
In BPEL processes, faults can be managed by ad-hoc handlers, which can therefore be used to stop fault propagation. Fault handlers can be broadly categorized into forwarders, and processors. The former simply manage the termination of the process, and send the user a message containing the details of the fault. The latter implement some specific recovery actions that can either be successful or require further fault handling. A fault handler can be viewed as a subprocess that elaborates on the main workflow's information to recover from a fault. In terms of propagation effects, this approach results in a feedback of the process input into the main workflow, after the fault has been handled.
Thus, assuming is the input probability vector of the process, i.e. the usage profile of Section IV, and that is its output probability vector, we can algebraically express the process propagation as an input-output relationship by the function (3) where are the propagation matrices of the process activities, identified by . returns an -probability vector to obtain output from input given that a response is provided, as stated in Section IV.
Because fault forwarders simply forward faults, they avoid input feedback. So, if all the fault handlers in the process are fault forwarders, the function of (3) becomes (4) where returns the system equivalent matrix . The output is therefore linear with respect to the input. Hence, it could be obtained through simple algebraic operations on the workflow, as shown in Section VI-B.
On the other hand, if there are one or more fault processors in the process, we have input feedback, meaning that the relationship between input and output is not linear. In other terms, in the case of fault forwarding, correct response or latent error flows and faults are separated. Indeed, they are forwarded by the main workflow to the output without being mixed. In the case of fault processing, some faults can be processed and recovered, so becoming correct responses or latent errors. This policy leads to fault and correct or latent error flows being mixed in the propagation.
To adequately investigate and characterize the problem, let us start by considering a generic faulty activity , and its fault management. As stated above, we can express the activity output probabilities as functions of the input . Table III shows that this characterization specifically regards faulty activities, both internal ( , ), and external (synchronous , ), where probabilities correspond to , respectively, and
. To obtain the th activity input , following the th one, we have to know the normalized output .
where , and therefore . Fig. 6(a) shows a generic fault processing workflow, in which each fault is managed by an explicit fault handler. Notice that inner faults and their handlers are collapsed into the main fault handler. Nevertheless, the proposed solution can be inductively applied to nested fault handlers, as we shall see. Our aim here is to obtain a simpler model, like the one shown in Fig. 6(b) , which is equivalent to the one shown in Fig. 6(a) . To this end, we have to identify the , and probabilities of the equivalent model, given the original model's probabilities of faulty activity output ( for the generic th output), and of all output for each of the fault handlers, i.e. for the generic th output of the th fault handler with (conventionally, , , and ). In other words, considering a generic faulty activity with propagation matrix , we want to obtain the equivalent model characterized by , so that the output of (3) is expressed as just like in the case of fault forwarding.
There is a strong difference between this relationship and the one seen in (4), i.e.
, where are associated to the fault handlers of faults , and is the matrix that describes a fictitious handler that manages a correct response, by just forwarding it. This way the aggregation-reduction rules are still valid, and can be applied.
To obtain the simplified activity model of Fig. 6(b) , we have to express its probabilities in terms of the original model probabilities and matrices. In the fault processing we assume that the output of the faulty activity, before handling , is forwarded to the fault handlers so that they can perform recovery, thus propagating and reprocessing the normalized output , as in the normal workflow. It follows that, given , the output of the whole faulty activity, including the fault processing, is . The first term represents the WS output , which is forwarded to the workflow in case of correct response through a fictitious fault handler . This way the equivalent propagation matrix can be expressed as (6) where , , and thus its dependence on .
B. Aggregation/Reduction Rules
Once the BPEL process activities have been mapped to equivalent activities, we can evaluate process parameters by applying the reduction algorithm proposed in [25] , which we have adapted for SOA and WS compositions, and specifically for dealing with FCT and event handling, taking into account the fault processing input feedback and its propagation on the main process workflow. In the following, we provide reduction rules for all the BPEL structured activity workflow patterns, considering just 2 sub-activities ( , and ) described, as specified in Section IV, by the 2-tuples , and , respectively. The formulae we obtain can be easily generalized to -sub-activity patterns by iteratively applying the rules to reduced sub-activity couples, until we obtain a single equivalent component. Both the user and the architect perspectives need to be considered to obtain the and process propagation matrices based on those representing the activities. Furthermore, from the architect's perspective, the response probability also depends on the process workflow, and requires further investigation. Indeed, the probability of a specific workflow path has to take into account propagation effects, and can therefore be expressed as a function of the WS fault probabilities, as discussed in Section VI-A. The workflow equivalent is similar to the one shown in Fig. 7 , where is the probability to continue the workflow, while is the probability to exit due to a fault, where , and therefore . Moreover, if represents the response probability of the equivalent system, it has to be expressed in terms of the related parameters (
, and in the case of two activities , and ).
To this end, considering a generic process structured activity , it is possible to express in algebraic terms by manipulating the propagation matrix thus obtaining the architect -propagation matrix . Note that is a non-stochastic matrix because the sum by row elements of rows is equal to . Hence, to obtain parameter for the whole process, given the process input , we have to evaluate its -propagation matrix , and output vector so that (7) Also, this parameter, from the architect's perspective, depends on , i.e. . Table IV shows the aggregation-reduction rules for the workflow patterns identified in Section V. These have been obtained by algebraic manipulations similar to those of [4] , [25] . Details can be found in [33] .
C. Solution Algorithm
The main synthesis algorithm for evaluating a BPEL process' response probability and propagation effects is shown in Fig. 8 . It receives the flat workflow , and the usage profile as inputs; and returns , representing the process from the required perspective, and the corresponding output . As discussed in Section V, has to include all the BPEL process' activities and fault handlers. With regards to fault handlers, they are considered by the algorithm as sequences containing the faulty activity and the fault handler activities, as depicted in Fig. 6 .
The algorithm starts by processing the input workflow, to evaluate if it is composed of just a single basic activity, or if it is structured. In the latter case, we need to consider the nested activities; the function is therefore recursively invoked on all of them. In particular, if we have sequence patterns, the output of an activity becomes the input to the next activity; otherwise, if we have a loop, fork-join or flow construct, the same input is used for all the nested workflows and activities.
When all the nested workflows have been analyzed, ApplyPattern uses the above specified formulae to compute the parameters and the output, starting from the parameters of the nested workflows. On the other hand, the outputs and parameters of basic activities are evaluated by EvaluateOut and EvaluatePars, respectively. Finally, the basic and structured algorithm branches are merged, and the results of the evaluation are returned. Regarding the algorithm's complexity, if is the number of process activities, and is the number of possible responses for an activity (correct, latent errors and faults), it is easy to demonstrate that the asymptotic complexity of the Synthesis algorithm is . In fact, EvaluateOut, EvaluatePars, and ApplyPatterns are , because they implement just simple matrix operations. Synthesis, on the other hand, implements a visit on the workflow, and has a linear complexity with respect to the number of activities in the workflow . Thus the algorithm is scalable on the number of activities.
D. Sensitivity Analysis
Sensitivity analysis techniques have proven to be important tools for understanding and identifying the critical components of a process. These techniques investigate how the uncertainty in the output of a model can be apportioned to different sources of uncertainty in the model's inputs. In our specific context, an architect is primarily interested in identifying the components or the WSs that have a high impact on the overall process reliability or availability, or both. More specifically, the architect is interested in understanding and quantifying the impact that each input (correct or erroneous) has on the process.
One of the most powerful and effective sensitivity analysis techniques is differentiation. It tells us how sensitive a given quantity, which can be expressed as a function of some specific parameters , is to these parameters. This technique is achieved by differentiating the quantity function on the considered parameter Once we have obtained the process' result parameters, we can apply sensitivity analysis to investigate specific aspects and contributions. Starting from the Birnbaum importance index [34] , and considering a generic property function , which can be one among , , , and as defined in Table I , the sensitivity of the property on the th activity can be specified as Applying pivotal decomposition, we can express the th activity sensitivity on the property as We can therefore evaluate the above formula considering, for the th component, and in case , and for .
VII. DEPENDABILITY ASSESSMENT IN ACTION
How can we use the proposed technique to obtain valid information from both the user's and the architect's perspectives? The users are mainly interested in selecting the service that implements the needed functionalities, and that best fits their reliability and availability requirements. They want to quantify these parameters, and this can be done using , as specified above. The architect's goal is to select the WSs to orchestrate based on their reliability and availability. We want to provide useful information, such as the parameters , and that, in the case of the architect, can be manipulated to investigate the impact that each component and each response has on the process. To better clarify how to use the proposed technique, we apply it to the example described in Section V.
In the workflow of Fig. 5 , we identified 3 latent errors, and 5 possible faults. Thus, we represent a generic process activity using the couple , where the propagation matrix is a 9 9 square block matrix. This way, by applying the proposed approach, we get the overall process formulae detailed in [33] .
Once we have obtained the flat workflow, it is analyzed applying the rules and formulae of Section VI. In the evaluation, we base the model parameters that characterize the response probability on real values, which are taken from literature [31] , [35] whenever possible. In some cases (e.g., requestFlightChoice and makePayments) we used real values taken from the experiments performed in [35] . Otherwise, we based these parameters on the statistics presented in [31] , which were related to generic WSs, thus characterizing all the other WSs with the same value of .
The and that we obtained from our evaluation are reported in Table V ; they only differ in the dimensions, as discussed in Section VI-B. Although the model could be considered to be quite realistic, we are conscious that, to show the effectiveness of the approach, it is better to assess the method in a real-world environment, and conduct a series of comprehensive experiments. This effort is the first objective of our future work: a full case study experimentation on a real process, in which we identify the process and its WS components, measure and benchmark its reliability and availability properties, and then apply the proposed technique to verify and validate the results.
An architect is mainly interested in investigating the process responses, using the metrics of Table I, the example values for  which are reported in Table VI . These responses highlight a low process correctness that gets worse if we also consider the input . We can also see that there is a high susceptibility to faults, not only in the case of latent errors ( from about 0.66 of error 3 to 0.708 of errors 1 and 2), but also in the case of correct inputs (0.359). To identify which WS has the highest impact on the process, we perform sensitivity analysis, as discussed in Section VI-D. We focus on the two main parameters and . Table VII shows the importance indexes we obtained.
These values tell us that the getUserInfo WS is the one with the highest impact on the process. Other important WSs are makePayments, and the ones in the concurrent workflow. Some of them have the same sensitivity because they are characterized by the same and values, as reported in [33] .
Following the algorithm of Fig. 1 , to improve and , the architect can decide to modify the workflow, select alternative WSs, or both. We assume the architect decides to select alternative WSs. Thus, following the directions provided by the sensitivity analysis, the software architect replaces the getUserInfo and makePayments WSs with two functionally-equivalent services that are characterized by higher response and lower fault propagation probabilities.
The new configuration is thus evaluated to quantify the impact the new WSs have on the process' parameters, as reported in Table VIII . Now , and ; both parameters have been improved. If the architect is satisfied, the process is deployed; otherwise, the algorithm is reiterated until a satisfactory configuration is identified.
VIII. DISCUSSION
After presenting the approach and experimenting with it, we discuss its limitations and threats to validity.
Limitations: In Section IV, we presented six basic assumptions that we make in our work. Here we will identify and evaluate the impact that these assumptions may have on our proposed methodology.
The first three assumptions have to do with how we model the business process. They state that container and inner service time-to-failures are statistically independent, that the inner service time-to-response and time-to-failure are statistically independent, and that branching activities can be probabilistically represented. These are quite typical assumptions, and they are very common in literature [3] , [4] , [20] , [21] , [24] , [25] , [35] . The probabilities of executing conditional and loop constructs can be estimated by applying program analysis techniques [36] , [37] , and by statically inspecting the BPEL source code. Moreover, our experience with real systems [11] , [13] , [17] , [18] , [35] have allowed us to assess that these assumptions are acceptable, and do not undermine the quality of our model.
The fourth assumption regards the fact that input and output types should always be distinguishable. Once again, this assumption is not about the business process itself, but about how we create the business process' model, and specifically about how to characterize and classify inputs and outputs. Indeed, we need to be able to uniquely assign each and every input and output type to a specific type category. In other words, the latent errors and faults that can be taken into account by the proposed technique should be univocally detectable from the output they produce. Therefore, it is impossible for two different latent errors or faults to produce the same output.
The fifth assumption states that a BPEL loop should adopt the same input in each iteration. For example, we can have a data structure that aggregates multiple sub-data, and then have each iteration of the loop's body be responsible for manipulating one of the sub-data. We cannot have a loop in which the outputs of an iteration become the inputs of iteration . Although this assumption is about the business process's control-and data-flows, it is actually quite realistic. Having such a loop construct would be quite common if our goal were to develop an iterative algorithm. However, this condition is usually not the case in business processes, given their high-level of abstraction. Instead, business processes mostly use loops to perform a certain task multiple times on different data, which can easily be aggregated to form a single input [38] .
Finally, the sixth assumption regarded the fact that the number of parallel activations of an event handler needed to be finite. Once again, this is an approximation we make on the model. Should the software architect find that the fixed limit is undermining the analysis, she can easily increase the limit, knowing that this will not impact the algorithm's performance.
Threats to Validity: Here we follow [39] , where four kinds of threats to validity are mentioned: construct, internal, conclusion, and external.
Regarding construct and internal validity, our goal is to define an approach for the reliability-availability analysis of Web service compositions, orchestrated via the BPEL workflow language. In this type of research, a frequent problem is the accuracy with which the model represents the system. To this end, we used a workflow model, which is the common way to reason about software qualities in Web services [25] . Some problems that are shared with all architectural approaches are, for example, the possible lack of knowledge about the real execution environment, and consequently the difficulty in defining architecture parameters [40] , [41] . Some methods have been defined in the literature, mainly based on estimations backed up by measures taken from actual software or from similar applications, and on estimations backed up by experience [26] , [40] - [42] . In our work, we used as much data as possible from real systems, to defend our underlying assumptions and the values that the factor levels can take.
Regarding conclusion and external validity, instead of using a real system, which would have been needed to support the latter, we have considered a non-trivial example. However, to make the approach as general as possible we based most of our assumptions on real data.
IX. CONCLUSIONS
We have presented a method to analyze the reliability and availability of BPEL processes that need to compose third-party services, which are characterized by multiple failure modes, latent errors, and propagation effects. The approach also fully takes into account the more advanced tools that the BPEL standard gives us to build reliable processes, such as fault, compensation, termination, and event handlers. The method can be seen as a tool that both architects and users can adopt, the former to reason about a process' reliability and availability, especially in the early development stages, and the latter as support for WS selection. We also fully developed a non-trivial case study in the area of travel management, to illustrate the applicability and effectiveness of our approach.
The proposed technique can be improved along several directions. As we observed, parallel compositions can have a variety of application-dependent semantics. We intend to explore current industrial practices to identify the composition patterns that are relevant in practice, and to provide a formal specification of their reliability attributes. Furthermore, we plan to explore the impact of embedding time dependency in the response probability function, relaxing the assumptions of Section IV. This development would help us deal with timeouts, and allow us to automatically synthesize join synchronization points that depend on the parallel branches' response times. Finally, we are currently improving the implementation of our methodology in the context of a real-world testbed, to assess its effectiveness through a more comprehensive set of experiments.
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