Multiscale approaches to modelling biological phenomena are growing rapidly. We present here some recent results on the formulation of a theoretical framework which can be developed into a fully integrative model for cancer growth. The model takes account of vascular adaptation and cell-cycle dynamics. We explore the effects of spatial inhomogeneity induced by the blood flow through the vascular network and of the possible effects of p27 on the cell cycle. We show how the model may be used to investigate the efficiency of drug-delivery protocols. r
Introduction
Cancer is reckoned to be responsible for one in every five deaths in the Western world (Alberts et al., 1994) . It is therefore a major killer in the developed countries. All the diseases under this heading are characterised by profound disturbances of the most fundamental rules of behaviour of the cell in a multicellular organism. In spite of the enormous resources dedicated to investigate this disease, many of the current treatments are not entirely effective. The systematic approach used in mathematical modelling, guiding experiments by clinicians and biologists, might help to elucidate the fundamental mechanisms underlying the progression of the disease and lead to either improved or entirely new therapeutic strategies.
While modelling tumour growth is one of the most active areas of research within the Mathematical and Theoretical Biology community, much work remains to be done in order to ARTICLE IN PRESS *Corresponding author. Department of Computer Science, University College London, Gower Street, London WC1E 6BT, UK. Tel.: +44-20-7679-3701; fax: +44-20-7387-1397 .
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produce clinically relevant and predictive models. One obstacle that must be overcome is the intrinsic multiple scale nature of tumour growth. It involves processes occurring over a variety of time and length scales: from the tissue scale (for example, vascular re-modelling) to intra-cellular processes (for example, progression through the cell cycle of both normal and cancer cells).
Most existing models focus on one scale. Whilst this may provide valuable insight into processes occurring at that scale, it does not address the fundamental problem of how phenomena at different scales are coupled. In this article, we review recent research we have carried out with the aim of eventually formulating a multiple scale model of tumour growth capable of integrating a hierarchy of processes occurring at different scales, the so-called Physiome approach.
The paper is organised as follows. In Section 2, we briefly review the current literature on mathematical models of tumour growth. Section 3 contains a summary of our cellular automaton model for tumour growth. This model, which addresses the issue of how an inhomogeneous distribution of nutrients affects growth, is highly phenomenological. In particular it assumes that all cells divide synchronously. In Section 4, we propose a mathematical model for the effects of extracellular nutrient levels (in particular oxygen) on the cell division cycle, with a view to combining this model with the one presented in Section 3. An indication of how this can be done and the kind of results one might expect is given in Section 5. There we summarise recent work on cancer chemotherapy, using a model that couples vascular adaptation, colony growth and cellcycle kinetics (Ribba et al., 2003) . Finally, in Section 6 we summarise our results and perspectives for future research.
Review of current models
Here, we briefly review some of the approaches that have been used to model tumour growth. Broadly speaking, we can divide these into two approaches: continuum models, mathematically formulated in terms of partial differential equations (PDEs), and cellular automaton (CA) models. Our aim in this section is to give a flavour of the different approaches used by researchers in this field; an exhaustive and complete review of existing models is beyond the scope of this paper. For more extensive reviews see, for example, Alber et al. (2002) , Moreira and Deutsch (2002) and Preziosi (2003) .
Continuum models
We will start by briefly reviewing the different continuum models. We give here a rough classification of the approaches that have been used to investigate different aspects of tumour growth and include references to works that we believe are representative.
Some of the earliest mathematical models of tumour growth are due to Greenspan (Greenspan, 1972a, b) . His models of avascular tumour growth were formulated as moving boundary problems, in which the solid tumour grows in suspension. The models do not allow for cellular heterogeneity within the tumour mass and the treatment of the mechanical properties of the tissue is rather basic. For extensions of Greenspan's moving boundary formulation see Adam (1987a, b) , Byrne and Chaplain (1997) and McElwain and Morris (1978) .
Significant progress was made with the introduction of multiphase models. These models extend the moving boundary approach to incorporate cellular heterogeneity and the use of more complex mechanical laws to describe the response of the tissue to external forces. Multiphase models have now been used to model avascular growth Please et al., 1998; King, 1997, 1999) , vascular growth (Breward et al., 2003) , ductal carcinoma in situ (Franks et al., 2003) and tumour encapsulation (Jackson and Byrne, 2002) .
The approaches described above draw upon methods from fluid and continuum mechanics. Models based on different approaches have been successful in describing other aspects of tumour growth. One approach involves using reaction-diffusion theory as a modelling framework. Such models have been used to describe invasion and different aspects of tumour-induced angiogenesis (Chaplain, 1996; Levine et al., 2001; Marchant et al., 2001; Orme and Chaplain, 1996) . An alternative approach which has been used to model interactions between tumour growth and the immune system is based on kinetic theory and Boltzmann-like equations (Bellomo and Preziosi, 2000) .
For a more extensive review of continuum modelling of tumour growth see Preziosi (2003) .
Cellular automaton models
Whereas continuum models describe cell populations by means of continuous fields, CA deal with the dynamics of discrete elements.
2 These elements take their state from a discrete (finite) space of states and evolve in discrete space and time. The dynamics of the elements is given in terms of local rules (either deterministic or probabilistic). Some of the models we describe below introduce modifications to the classical definition of a CA. In particular, some of them introduce diffusive substances (such as nutrients or signalling cues) which are described by means of continuum fields. These models are categorised as hybrid CAs and are the basis for the development of the multiple scale models we will discuss in Sections 3-5.
We review below four CA models that have been proposed to describe four aspects of tumour growth, namely, avascular growth, vascular growth, invasion and angiogenesis.
The model proposed by Dormann and Deutsch (2002) reproduces the layer structure observed in avascular tumour colonies cultured as spheroids (Folkman and Hochberg, 1973) . Dormann and Deutsch (2002) formulated a two-dimensional CA model, actually a lattice-gas model (see Rothman and Zalesky, 1997) , which reproduces many of the features observed experimentally. One of the key features of their model is the inclusion of a chemotactic substance released by necrotic cells. Necrotic cells accumulate in the centre of the spheroid where the nutrient is very scarce. The necrotic signal was introduced in order to reproduce the effects of cell flow towards the centre of the spheroid observed by Dorie et al. (1982 Dorie et al. ( , 1986 . This flow is necessary in order to obtain the growth saturation characteristic of multicellular spheroids.
3
In Patel et al. (2001) , a CA model of tumour growth in the presence of native vasculature was proposed 4 to analyse the role of host vascular density and tumour metabolism on tumour growth.
Tumour cells are known to survive severe hypoxic stress due to their ability to switch to anaerobic (glycolytic) metabolism as the major source of cellular energy. This, in turn, increases the environmental acidity. Several results regarding the interplay between vessel density, increased acidity, and tumour progression are obtained. Probably the most significant of them is the presence of a sharp transition between states of initial tumour confinement and efficient invasiveness when H þ production passes through a critical value. This has been observed in experiments (Gatenby and Gawlinsky, 1996) . The models formulated by Dormann and Deutsch (2002) and Patel et al. (2001) are both hybrid CA models. Turner and Sherrat (2002) studied malignant invasion using the extended Potts model (Graner and Glazier, 1992) . They investigate how malignant cell phenotypes, in particular adhesion properties, affect cancer invasiveness. Their extended Potts model is based on the minimisation of an energy function by a Monte Carlo method. Each (biological) cell occupies several sites of the lattice. The energy function includes a term for surface energy depending on cell-to-cell and cellto-extracellular matrix adhesion forces, a mechanical energy term accounting for elastic deformation and cell growth, and haptotaxis. The model can be simulated to investigate how the maximum depth of invasion changes as different parameters relating to cell-to-cell and cell-toextracellular matrix adhesion and haptotaxis are varied.
A CA model for angiogenesis based on endothelial cell migration in response to gradients of tumour angiogenic factor (TAF) (chemotaxis) and fibronectin 5 (haptotaxis) has been proposed by Anderson and Chaplain (1998) . In this model vessel tip migration is modelled by a biased random walk. The corresponding transition probabilities depend on the local concentrations of TAF and fibronectin and are derived from finite-difference discretisations of macroscopic level partial differential equations (PDEs). Additional rules are provided for branching and anastomosis. 6 The results can reproduce experimental observations on solid tumour implants in the cornea of animals (Anderson and Chaplain, 1998) .
For more extensive reviews of CA modelling of biological systems in general and tumour growth in particular see Alber et al. (2002) and Moreira and Deutsch (2002) , respectively.
Tumour growth in an inhomogeneous environment
Our first step towards a multiscale, integrative model of tumour growth is to couple cell growth to the (complex) environmental conditions. In particular, we have formulated a model to analyse the effect of blood flow and oxygen heterogeneity on tumour growth (Alarc ! on et al., 2003a) . In this section, we briefly introduce our model and summarise our main results.
Despite the highly organised structure of blood vessels in normal tissue, as compared to the chaotic organisation of vascular beds in cancer tissue (Baish et al., 1996) , the blood flow distribution in normal tissue is, for a number of reasons, strongly inhomogeneous. Firstly, blood is a complex suspension of different elements, with a complex rheology (Pries et al., 1994) . Secondly, it is not a network of rigid tubes but a structure which interacts with the flow and
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5 Fibronectin is a molecule that enhances cell adhesion to the extracellular matrix. It is a component of the extracellular matrix and is also expressed by the endothelial cells.
6 Anastomosis is the formation of a loop by fusion of two capillaries. remodels itself accordingly (Pries et al., 1998) . Additionally, haematocrit, i.e. the fraction of the total volume of blood occupied by red blood cells, is not distributed at bifurcations in the same way as blood flow (Fung, 1993) . Consequently, the distribution of oxygen in the vascular network is highly irregular. In Alarc ! on et al. (2003a) we developed a CA model which allows us to study how these phenomena affect the growth of cellular colonies and the malignant invasion of healthy tissue. Initially, we simulated blood and haematocrit (i.e. oxygen) flow through a regular network of blood vessels. We then accounted for blood rheology and adaptation of the vascular network. This enabled us to determine the haematocrit distribution within the vessels. The next step involved coupling this model with a hybrid cellular automaton model that described the dynamics of the surrounding tissue.
3.1. Blood flow simulations: structural adaptation and complex blood rheology
We now describe the main elements of our blood flow simulations. Two main effects we take into account are vascular structural adaptation and blood rheology.
Guided by experiments involving vascular beds (Pries et al., 1995) and the fact that the vascular system continually adapts to the demands of the surrounding tissue, 7 Pries and co-workers formulated an adaptation mechanism which describes how the lumen radius of a given vessel, RðtÞ; is modified by these effects (Pries et al., 1998) :
In (1) Dt is the time scale, ' Q is the flow rate, ' Q ref ; k m and k s are constants described below, H is the haematocrit, t w ¼ RDP=L is the wall shear stress acting on a vessel of length L: P is the transmural pressure, and tðPÞ the magnitude of the corresponding ''set point'' value of the wall shear stress (see Pries et al., 1998 ; Alarc ! on et al., 2003a for details). The expression for tðPÞ that we use was obtained by fitting to data from the rat mesentery (Pries et al., 1998) :
The second term on the right-hand side of Eq. (1), i.e. the difference between the logarithms of the wall shear stress and its corresponding set point value, represents the response to mechanical or haemodynamic stimuli. It is proposed (Pries et al., 1995) that vascular networks adapt themselves in order to maintain a fixed relationship (given in Eq. (2)) between transmural pressure and wall shear stress. Equally, structural adaptation of vascular beds also occurs in response to the metabolic demands of the surrounding tissue. Consequently, if the flow in some vessels drops and the tissue becomes poorly supplied with oxygen or other metabolites, then the vasculature will be stimulated to grow. This phenomenon is accounted for by the third term in the right-hand side of Eq. (1). We remark that the metabolic stimulus is always positive and increases with decreasing red blood cell flux, ' QH: The constant k m indicates how rapidly the vasculature adapts to the metabolic needs of the tissue. The constant k s represents the so-called shrinking tendency and accounts for the need for growth factors to maintain or increase the size of a given vessel.
Blood is a complex suspension of cells and molecules of a wide range of sizes. Thus, modelling blood as a Newtonian fluid is a very crude approximation. Consider blood flowing through a tube of radius R and suppose that the volume fraction occupied by the red blood cells (RBCs) (i.e. the haematocrit) is H: For a given value of H; the viscosity of the blood depends non-monotonically on R and three different flow regimes may be identified. If R is much greater than the typical size of a red blood cell, the viscosity is independent of R: As R decreases the viscosity decreases (the Fahraeus-Lindqvist effect) until the vessel radius is of the order of 15-20 mm: This behaviour of the viscosity has its origin in the behaviour of the RBCs. The shear stress (SS) profile in a vessel is inhomogeneous: the SS is larger next to the tube and diminishes as we move towards the axis. This profile leads to migration of the RBCs towards the low SS regions (i.e. towards the axis) that yields a layer of plasma next to the wall. This larger fraction of periphery plasma then produces a lower effective viscosity. The viscosity then attains a minimum and, thereafter, increases as R decreases (Pries et al., 1994) . In our simulations we follow Pries et al. (1994) and take the following expression for the viscosity as a function of R and H:
À0:06ð2RÞ
In Eqs. (3) m plasma is the viscosity of the plasma which we assume constant ðm plasma ¼ 5 cPÞ: Since m depends on H; the haematocrit distribution is an important factor when determining the hydrodynamic state of the network. The simplest way to proceed is to assume that at each bifurcation the distribution of H depends on the flow velocity in each of the daughter vessels (Fung, 1993) . Roughly speaking, a larger proportion of the haematocrit from the parent vessel is transported along the faster branch. Additionally, it has been observed in model experiments with RBC-like shaped pellets that at bifurcations where the ratio between the velocities of the branches exceeds a certain threshold, all the haematocrit enters the faster branch. Combining these results, we assume that, at a bifurcation, the haematocrit is distributed between the two daughter vessels as follows (see Fig. 1 for definitions):
i is the average flow velocity in a cross-section orthogonal to the axis of the vessel, a is a phenomenological parameter which accounts for the strength of the asymmetry of the haematocrit distribution at bifurcations, and THR is the critical ratio of the velocities of the branches above which all the haematocrit goes to the faster branch. In our simulations we have used a ¼ 0:5 and THR ¼ 2:5 that were taken from experiments reported in (Fung, 1993 to the uneven distribution of haematocrit at bifurcations. This effect is even more important when a big vessel bifurcates into a very small daughter vessel and a much bigger one, and has been observed in real vascular networks as well as in model experiments.
We have carried out numerical simulations starting with a hexagonal network where all the vessels have the same initial radii (see Fig. 2 ) and assuming Poiseuille's flow, we have used Kirchoff's law to calculate all the hydrodynamical quantities, and Eq. (4) to obtain the haematocrit distribution. The radii are then updated using Eq. (2). The process is repeated until a stationary state is reached. Typical results, presented in Fig. 3 , illustrate the highly heterogeneous distribution of haematocrit obtained across the network. Fig. 4 shows results concerning the relative importance of the different factors taken into account (complex blood rheology and vascular structural adaptation) on producing the distribution of haematocrit shown in Fig. 3 . Comparing Figs. 4(a) and (b), we see that the structural adaptation mechanism yields a more branched pattern (Fig. 4(b) ) whereas complex blood rheology (i.e. the Fahraeus-Lindqvist effect) distributes more evenly the haematocrit. Thus, we can conclude that the major contribution to the non-uniformity of the haematocrit distribution comes from the structural adaptation mechanism, although, the geometry of the vascular network is also important in determining the haematocrit distribution. . These two plots show the distribution of haematocrit (in grey scale: lighter corresponds higher haematocrit, darker to lower haematocrit) for two different cases. In (a) the structural adaptation algorithm is not acting (the vessels have constant radii ð10 mmÞ) and the viscosity is given by Eq. (3). In (b), the structural adaptation mechanism is at work but the blood viscosity is constant over the network ðm ¼ 5 cPÞ:
Cell dynamics
Having determined the haematocrit (i.e. oxygen distribution) associated with the vascular network shown in Fig. 2 , we now investigate how a colony of cells evolves in response to the associated distribution of oxygen in the tissue. The dynamics of the cell colony is modelled using a hybrid cellular automaton. Our two-dimensional model consists of an array of N Â N automaton elements, 8 which will eventually be identified with real cells. The state of each element is defined by a state vector, whose components correspond to features of interest. For now, the state vector has three components: (i) occupation status, i.e. whether an element is occupied by a normal cell, a cancer cell, an empty space or a vessel, (ii) cell status, i.e. whether the cell is in a proliferative or a quiescent state, and (iii) the local oxygen concentration. The state vector evolves according to prescribed local rules which update a given element from its own state and that of its neighbours' on the previous time step (see Alarc ! on et al., 2003a for full details). In the present case, we consider a simple square lattice, so that each cell has four (nearest) neighbours. While we view cells as discrete entities, the oxygen concentration is treated as a continuous field, as the typical length of an oxygen molecule is very small compared to the characteristic size of a cell. The time evolution of the oxygen concentration is governed by a reaction-diffusion equation, with sinks, sources and boundary conditions determined by the corresponding distribution of cells and vessels in the host tissue. Since the characteristic relaxation time of the oxygen distribution is much smaller than the time scale corresponding to the tissue, we apply the adiabatic approximation, whereby the oxygen distribution is in equilibrium with the cell colony.
The rules of the automaton are inspired by generic features of tumour growth, such as the ability of cancer cells to elude the control (or feedback) mechanisms which maintain stasis in normal tissues. They can also alter their local environment, providing themselves with better conditions for growth and, eventually, for invasion of the host organism (King, 1996) . This phenomenon is implemented in our simulations by allowing the cancer cells to survive under lower levels of oxygen than normal cells. In practice, cancer cells exhibit a remarkable ability to endure very low levels of oxygen. A well-known, but not exclusive, characteristic of cancer cells is their ability under hypoxic conditions to enter a quiescent state, in which they suspend all activity, including any cell division that is not essential for survival (Royds et al., 1998) . They can remain in this latent state for a certain period of time, before starving to death. In addition, these cells may express growth factors that stimulate angiogenesis. Finally, we incorporate into our model competition between cancer and normal cells for the existing resources (nutrients, metabolites, etc.), as proposed by Gatenby (1996) . Normal tissue is a non-competitive cell community, since, under conditions such as overcrowding or starvation, feedback mechanisms act to maintain tissue stasis. However, when members of this community become cancerous, a new population, with its own dynamics, is formed. For further progression of the transformed population to occur, the tumour cells must compete for space and resources with the normal cells. For details of the actual rules of our automaton we refer the reader to Alarc supply of oxygen from the supporting vasculature 9 on the ability of the tumour cells to dominate the normal tissue. The initial conditions for growth are given in Fig. 5 . For brevity, this is only the case we will discuss here. Whereas for the homogeneous environment we observe an isotropic pattern of growth (Figs. 6(e) and (d)), for the heterogeneous environment we observe a highly irregular growth pattern, since the colony grows preferentially into regions where the oxygen concentration is higher (see Fig. 7 ). Figs. 6(c) and (f) show how the number of cancer cells evolves over time for the inhomogeneous and homogeneous environments, respectively. We note that in the inhomogeneous case the colony saturates at a maximal size whereas in the homogeneous case the colony grows until all the available space is occupied. This behaviour can be explained as follows. If a cell divides and the new cell is situated in a poorly oxygenated region, this cell dies within a few iterations of our automaton. Consequently, all viable cells are located in welloxygenated regions of the domain (Fig. 7(a) ). While the regions in which the cells are accumulating are rich in oxygen, the amount of oxygen being supplied is finite and can only sustain a certain number of cells. The combination of these two effects leads to the stationary patterns observed in Figs. 6(a) and (b) . On the contrary, in a homogeneous environment there are now no poorly oxygenated regions, so the colony is free to grow isotropically, until it occupies all the space available. Hence, our model predicts that environmental inhomogeneity restricts dramatically the ability of malignant colonies to grow and invade healthy tissue. This is because non-uniform oxygen perfusion leads to the existence of very poorly oxygenated regions which the cancer cells fail to populate: any cells that reach these regions starve after a few iterations. 9 We have used two distributions of haematocrit across the vasculature. For the heterogeneous case we have used the haematocrit distribution shown in Fig. 3 . For the homogeneous case, we have simply distributed the same total amount of haematocrit homogeneously throughout the network.
Our model has several shortcomings. First, intracellular processes such as cell division and apoptosis are included on a purely phenomenological basis. In Section 4, we introduce a model that allows for more accurate description of the biochemical mechanisms involved. Equally, we have not included any feedback between cell growth and vascular adaptation: the vasculature remains static whereas the colony develops. In Section 5, we explain how it may be possible to modify our model to allow for feedback from the cell dynamics to the structural adaptation mechanism.
Cell-cycle dynamics: effects of hypoxia
In the CA model described in Section 3, cell division is incorporated in a purely phenomenological way: at each time step, if the oxygen concentration is high enough, cells divide. Otherwise the cell either dies (normal cells) or becomes quiescent (cancer cells). In practice, cell division is governed by a well orchestrated sequence of events that takes place inside the cell: the cell cycle. The rate of progression through the cell cycle depends on, among other factors, the availability of nutrients, in particular oxygen (Alberts et al., 1994) . Our aim in this section is to
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Fig. 6. Series of images showing the evolution of the spatial distribution of cells for growth in inhomogeneous (panels a and b), and homogeneous environments (panels d and e). In panels (a), (b), (d)
, and (e) white spaces are occupied by cancer cells, whereas black spaces are either empty or occupied by vessels. Panels (c) and (f) show the time evolution of the number of (cancer) cells for the heterogeneous and homogeneous cases, respectively. Squares represent the total number of cancer cells (proliferating + quiescent). Diamonds correspond to the quiescent population. In both cases, normal cells are taken over after a few iterations and therefore do not appear in these figures. summarise a mathematical model we have proposed to describe the effect of extracellular oxygen on the cell cycle (Alarc ! on et al., 2003b). In so doing, we take a further step towards constructing a multiscale model by linking the intracellular biochemical processes (in this case, the cell cycle) to the extracellular distribution of nutrient.
The cell cycle is usually divided into four phases: G 1 ; S, G 2 ; and M. In G 1 ðG ¼ gapÞ; the cell is not committed to division and the chromosomes do not replicate. Replication of nuclear DNA occurs during the S phase. Completion of mitosis occurs in the final phase, M. The interval between DNA replication and division is the so-called G 2 phase. Both G 1 and G 2 allow the cell additional time for growth. The cell also passes through two irreversible transitions. The first transition occurs at the end of G 1 and is called ''Start'' (see Fig. 8 for a schematic representation) . During G 1 the cell monitors its environment and size. When the external conditions and the size of the cell are suitable, the cell commits itself to DNA synthesis and division. This transition is irreversible: once the cell enters the S phase and DNA replication commences, division has to be completed. The second transition, ''Finish'', occurs when DNA replication is completed. Once the cell has checked that DNA and chromatide alignment have occurred, the Finish transition is triggered and the cell finally divides into two daughter cells.
Modelling the cell cycle is immensely complex so we try to obtain some insight by considering the simpler case of the yeast cell. It is important to keep this in mind when interpreting our results. The events occurring during the cell cycle are controlled by a series of molecular signals. The central components of this network are two families of proteins: the cyclin-dependent kinases (CDKs) and the cyclins (Funk, 1999) . The CDKs induce downstream processes by phosphorylating selected proteins. However, to do this, they must be activated by binding to the cyclins. Cyclins are so-called because they undergo a cycle of synthesis and degradation parallel to the cell division cycle. While the CDK network is very complex, here we consider only its essential features (Tyson and Novak, 2001 ). During G 1 ; CDK activity is low because the relevant cyclin partners are missing: their production is inhibited and they are rapidly degraded. At ''Start'' cyclin synthesis is promoted, and hence the CDKs are activated. CDK activity remains high during S, G 2 ; and M, since it is necessary for DNA replication and other processes occurring during the final stages of the cycle. At ''Finish'', Cdh1 is activated. When active, these two proteins present the target proteins (CDKs) to the proteolytic machinery of the cell for degradation. Together, they label cyclins for destruction at the end of the cycle, allowing the control system to return to G 1 : In turn, the cyclin-CDK complexes inhibit Cdh1 (see Tyson and Novak, 2001 for a more detailed discussion).
It is well known that the dynamics of the cell cycle can be affected by environmental conditions, such as the level of extracellular oxygen, with low oxygen concentration (hypoxia) altering progression through the cell division cycle (Gardner et al., 2001) . The response of the G 1 =S transition to hypoxia is mediated by the protein p27, an element of the CDK network whose production is upregulated under hypoxia (Funk, 1999; Gardner et al., 2001 ). p27 mediates hypoxia-induced arrest of the G 1 =S transition by inhibiting Cyc-CDK complex formation and, thereby, inhibiting DNA synthesis (Fig. 9) .
The regulation of the cell cycle in normal and cancer cells exhibits remarkable differences (Funk, 1999) . One of the most important differences is how the two cell populations respond to hypoxia: whereas most normal cells undergo apoptosis when the hypoxic stress is too intense or persists for too long, cancer cells appear to have a much higher resistance to hypoxia than their normal counterparts. This resistance is (in part) due to their ability to enter into a quiescent state under severe or prolonged hypoxic stress (Royds et al., 1998) . Of course, if the levels of oxygen become extremely low or hypoxia lasts for a very long time, the cancer cells eventually die. We will be using two terms, hypoxia-induced arrest and hypoxia-induced quiescence, that must be properly defined. Hypoxia-induced arrest refers to a situation in which the transition through G 1 =S is delayed by the low level of oxygen. However, eventually the cell will go through it. Hypoxia-induced quiescence, on the contrary, implies a dramatic change in the dynamics: the transition through the G 1 =S transition is not simply delayed but the system actually loses the ability to undergo that transition. Hence, whereas arrest leads to an increase in the length of the cell cycle, quiescence implies complete disruption to the cell cycle. Mathematically, this difference is related to whether a bifurcation in the cell-cycle control system exists (Alarc ! on et al., 2003b). One might find odd the fact that stopping proliferation gives an advantage to the cancer cells over the normal cells. The solution to this apparent paradox is the following. Normal cells, when submitted to a long period of hypoxia (i.e. prolonged arrest), undergo hypoxia-induced apoptosis. On the contrary, quiescent cancer cells do not undergo hypoxia-induced apoptosis 10 (Royds et al., 1998) . When normal cells die by starvation, more oxygen becomes available. This increasing in the oxygen concentration is detected by quiescent cancer cells, which then return to their normal progression through the cell cycle. This is the mechanism cancer cells use to obtain an advantage over normal cells.
Although the role played by p27 in normal and cancer cells is the same, its rates of expression differ so that the concentration of p27 is, generally, smaller in cancer cells than in normal cells (Bai et al., 2001; Funk, 1999; Philipp-Staheli et al., 2001 ). It has also been observed that normal cells in the presence of growth factors exhibit reduced levels of p27 (Leshem and Halevy, 2002; Saito et al., 2001) . In spite of these differences, mutations in the chromosome encoding for p27 are scarcely found in human cancer (Funk, 1999) . Hence, it is likely that the different behaviour of p27 in normal and cancer cells is produced by different mechanisms controlling the rates of expression of p27. Fig. 9 . Schematic representation of the mechanism for hypoxia-induced arrest of G 1 =S phase: (a) represents the original mechanism proposed by Gardner et al. (2001) and (b) corresponds to our simplified version for modelling purposes. In scenario (a), RBP (which stands for the phosphorylated form of the retinoblastoma (RB) protein) production is activated by the complexes CycE-Cdk2 and CycA-Cdk2. A high concentration of RBP is essential for DNA synthesis since it activates the E2F transcription factor, which regulates many of the genes involved in the initiation of the S phase, basically through activation of the Cyc-CDK complexes. Hypoxia activates the production of p27, which, in turn, inhibits the activity of the Cyc-CDK complexes, thus delaying the initiation of the S phase. We consider a simplified version for modelling purposes (b), in which only one type of Cyc-CDK complex is considered and RBP is assumed to directly activate this complex. Tyson and Novak (2001) claim that regulation of the cell cycle is due to the creation and destruction of stable steady states of the molecular regulatory system of the cell division process. In Alarc ! on et al. (2003b) we extended the model proposed by Tyson and Novak (2001) to account for the impact of hypoxia on G 1 =S transition (Gardner et al., 2001) . Our model can be written in dimensionless form as dx dt
ARTICLE IN PRESS
where x ¼ ½Cdh1; y ¼ ½Cyc; m is the mass of the cell, z ¼ ½p27; u is the concentration of nonphosphorylated retinoblastoma protein and P is the oxygen tension. In Eq. (8), the production rate for the p27 protein, wðmÞ; depends on the type of cell we are considering:
wðmÞ ¼ c 1 for a cancer cell;
The justification for our definitions of wðmÞ come from experimental observations which show that stimulating growth downregulates p27 in normal cells (Leshem and Halevy, 2002; Saito et al., 2001 ), but such stimulation has no effect on cancer cells (Dhillon and Mudryj, 2002; Park et al., 2001) . A detailed analytical and numerical study of the model equations (5)- (9) is presented in Alarc ! on et al. (2003b) . Here, we simply state three key results:
* Reducing the oxygen tension prolongs the duration of G 1 in the normal cell-cycle model. Furthermore, a reduction in the oxygen tension by a factor 1/40-1/50 increases the duration of G 1 by 20-25%. This means that in a large population of (identical) cells, approximately 20-25% more cells will be in G 1 phase. A similar increase was observed in experiments by Gardner et al. (2001) . * For our cancer cell-cycle model, the period of division increases as the oxygen tension decreases (see Fig. 10 ). However, this increase does not continue indefinitely: for very low oxygen tensions the model predicts that hypoxia causes the cell cycle to stop, as indicated by the vertical asymptote we find in the division period (see Alarc ! on et al., 2003b) . This is consistent with the observed transition of cancer cells to quiescence under hypoxia (Folkman and Hochberg, 1973 Thus, our models reproduce this important difference between the behaviour of normal and cancer cells under hypoxia. * The predicted proliferation rate of our cancer cell-cycle model is higher than that of the normal cell-cycle model. This is a characteristic feature of most types of cancer (Alberts et al., 1994) . The results plotted in the first row corresponds to the evolution of the size of cancer colony in time (where each iteration corresponds to 15 h; which is an estimation of the duplication time of our cancer cells), the second row, to the stationary distribution of oxygen (pO 2 in dimensionless units), and the third row, to the stationary cell distribution. In the middle set of figures, the vertical axis is the oxygen concentration. In the bottom panel of each column white spaces are occupied by cancer cells, whereas black spaces are either empty or occupied by vessels.
Application: lymphoma chemotherapy efficiency
In this section, we review an application of this modelling approach to determine the efficiency of the chemotherapy regime usually given to patients with non-Hodgkin's lymphoma (full details can be found in Ribba et al., 2003) . This example serves a two-fold purpose: to show how our model can be used to model cancer therapy and assess its efficiency, and also as an example of how to incorporate cell-cycle dynamics and the interaction between cell dynamics and vascular adaptation.
Non-Hodgkin's lymphomas (NHL), which appear on lymph nodes, exhibit a remarkable ability to metastasise, thus posing a difficult problem to clinicians. NHL patients are currently treated with CHOP chemotherapy, which is a combination of drugs of which Doxorubicin is the most active (Lepage et al., 1993) . CHOP is usually administered over a total of 6-8 cycles separated by 21 day intervals (Couderc et al., 2000) . Our aim is to analyse the efficiency of CHOP chemotherapy in terms of this dosing interval.
The basic theoretical framework used in Ribba et al. (2003) to investigate this problem is a modified version of the model presented in Section 3. First, we have included a blood-borne drug (Doxorubicin) which is transported to the tumour by the circulation and then diffuses into the tissue. The local concentration of (extracellular) drug is found by solving the appropriate boundary value problem. Drug activity is modelled by means of the appropriate pharmacokinetics, describing how the concentration of drug in plasma decays with time, and pharmacodynamics, providing the survival probability of a cell for a given (local) drug concentration. Concerning Doxorubicin pharmakokinetics, we use the so-called one-compartment model, i.e.
where C b is the concentration of drug in plasma, V d is volume distribution of the drug and k is the decay rate of drug, which is related to Doxorubicin half-life time, t 1=2 ; by k ¼ ln 2=t 1=2 : 11 The model we are using for Doxorubicin pharmacodynamics prescribes a survival probability, y; given by (see Hardman et al., 2001) :
where C is the (local) drug concentration and a; b; and k d are positive constants.
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Also included is a simple cell-cycle model in which the duration of each phase of the cell cycle is fixed according to various NHL-kinetic studies (Brons et al., 1992; Erlanson et al., 1995; Stokke et al., 1998) . An age is then assigned to each cell which is increased at each iteration and in this way the cells progress through the different stages of the cell-cycle (an ODE-based model like the one explained in Section 4 was not considered, although it could be included to improve the (Hardman et al., 2001 ). a and b are non-dimensional. model). Normal progression through the cell cycle may be disrupted by lack of nutrient, leading to quiescence or cell death, or cells may be killed by the drug.
Another important modification is that in this case the colony of cells can influence vascular morphology. Normal vasculature is known to be well organised and endowed with smooth muscle cells and pericytes. This allows the vessels to adapt their structure (Pries et al., 1998) . Due to neovascularisation, cancer vessels are immature and therefore lack such structure. Consequently, they are not able to undergo structural adaptation. Furthermore cancer cells can destabilise established, mature vasculature, rendering it immature (Yancopoulos et al., 2000) . Therefore, in the model of Ribba et al. whenever a vessel is engulfed by lymphoma cells it is assumed that it loses its ability for adaptation and its radius is fixed at random. Vessels not surrounded by lymphoma cells remain under the action of the structural adaptation mechanism Eq. (1). The status of all vessels (mature and immature) is updated at each time step.
The results of the simulations carried out in Ribba et al. (2003) indicate that the present clinical treatment is inefficient: NHL displayed significant population regrowth following each drug application. In some cases, by the end of the drug cycle the cell colony will manage to recover to a population exceeding that prior to drug administration. These results imply that the usual 21 day interval between cycles is too long for efficiently treating NHL. However, to improve efficiency, it is not enough to simply reduce the dosing interval; the interval must be reduced to a point at which additional drug cycles are applied before the unstable stage (i.e. the stage at which the tumour starts growing again) (Ribba et al., 2003) .
The heterogeneity of blood flow appears to be a key contributing factor to these model observations. Simulations show that regrowth of the colony after Doxorubicin injection can be divided into two stages: a rapid and regular growth (first stage regrowth) until aggregation of cells leads to a large proportion of vessels becoming immature and thus structurally unstable. This structural instability leads to an extremely heterogeneous blood flow profile, causing consecutive regions to become hypoxic, and stimulating significant oscillations in lymphoma population size (second stage regrowth) (Ribba et al., 2003) .
Conclusions
We have shown how, by answering specific, biologically meaningful questions, we are progressing towards a theoretical framework which encompasses an integrative approach to tumour growth. We are using the hybrid cellular automaton as a basic theoretical framework to combine models that couple scales ranging from the tissue scale (e.g. vascular structural adaptation) through to the intracellular scale (e.g. cell cycle). This has enabled us to tackle questions such as the effect on tumour growth of blood flow heterogeneity (Alarc ! on et al., 2003a) and the efficiency of current chemotherapy protocols for the treatment of non-Hodgkin's lymphomas (Ribba et al., 2003) .
To our knowledge, this is the first attempt at a whole organ model for cancer. In our modelling framework, intercellular processes are represented by ordinary differential equations, extracellular processes by partial differential equations and cell processes by rules in a cellular automaton. Presently, the model is highly phenomenological and simple, with many processes not included. However, the over-arching framework presented here allows these aspects to be improved.
A major problem facing any vertical integration model is that if one simply takes a detailed model at one level and feeds it into the next vertical level, the number of equations increases exponentially and one simply replaces a biological system which one cannot understand by a computational model which one cannot understand and which is only an approximation. Therefore, at each horizontal level it is vital that, after understanding the detail, one devises caricature models which abstract the key phenomena. An example of this is the cell-cycle model in which we concentrated on a simple version of the very detailed models developed by Tyson and Novak, and through it were able to incorporate the effects of p27. This ''module'' can now be slotted into the overall vertical model framework. Of course, it is vital also to ensure that the vertical model, with these caricaturized horizontal levels, does not lead to spurious results as a consequence of these simplications, so the model must be tested for robustness. There is still a long way to go.
In cancer modelling we are at a much more primitive stage than in other Physiome projects (such as the heart). Therefore, the model we present here is somewhat generic and to validate it requires us to apply it to a particular cancer for which detailed data exists (such as colon cancer). We are presently beginning such a study.
As an example of possible future applications of our model, we present in Fig. 10 some results concerning the effect of varying the vessel density. 13 Comparing Fig. 10(a) and (b), we note that an increase in the stationary size of the colony is obtained when the vascular density (i.e. the number of vessels per mm 2 ) diminishes. Furthermore, the formation of cords (accumulations of cells around the vessels) is observed. As the vascular density diminishes, so does the haematocrit heterogeneity across the network. The subsequent homogenisation of the oxygen distribution yields the observed increase in the population. Cords form because, as the vasculature is sparser, there are regions which the oxygen cannot reach. However, if we diminish further the vascular density ( Fig. 10(c) ), we observe that the stationary population falls below the value of the case with higher vascular density ( Fig. 10(a) ). Moreover, in this case the haematocrit is homogeneously distributed. This result might be important for issues such as transport of blood-borne drugs: finding a balance between vascular density and blood flow heterogeneity could lead to an optimal drug supply.
To summarise, we have established a modelling framework with which we can eventually develop a realistic, multiple scale model of tumour growth. At present, our models are still largely phenomenological. However, filling these gaps is just one aspect of the work that must be done. As more detail is incorporated their computational implementation and analysis become more difficult. Developing appropriate numerical and analytical techniques will play a key role in efficiently implementing, understanding and exploiting these models.
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