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Abstract
We introduce a framework for the statistical analysis of functional data in a set-
ting where these objects cannot be fully observed, but only indirect and noisy mea-
surements are available, namely an inverse problem setting. The proposed method-
ology can be applied either to the analysis of indirectly observed functional data
or to the associated covariance operators, representing second-order information,
and thus lying on a non-Euclidean space. To deal with the ill-posedness of the in-
verse problem, we exploit the spatial structure of the sample data by introducing
a flexible regularizing term embedded in the model. Thanks to its efficiency, the
proposed model is applied to MEG data, leading to a novel statistical approach to
the investigation of functional connectivity.
1 Introduction
An inverse problem is the process of recovering missing information from indirect and
noisy observations. Not surprisingly, inverse problems play a central role in numerous
fields such as, to name a few, geophysics (Zhdanov, 2002), computer vision (Hartley
and Zisserman, 2003), medical imaging (Arridge, 1999; Lustig et al., 2008) and machine
learning (Vito et al., 2005).
Solving a linear inverse problem means finding an unknown x, for instance a function
or a surface, from a noisy observation y, which is a solution to the model
y “ Kx` ε, (1)
where y and ε belong to an either finite or infinite dimensional Banach space. The map
K is assumed to be known and is usually referred to as the forward operator. The term
ε represents observational error.
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Problem 1 is a well-studied problem within applied mathematics. Its main difficulties
arise from the fact that, in practical situations, an inverse of the forward operator does
not exist, or if it does, it amplifies the noise term. For this reason such a problem is
called ill-posed. Consequently, the problem of estimating x in (1) is generally tackled
by minimizing a functional which is the sum of a data (fidelity) term and a regulariz-
ing term encoding prior information on the function to be recovered. Alternatively, a
Bayesian approach could be adopted (Stuart, 2010). Problem 1 could be regarded as
a generalization of the smoothing problem, more common in the statistical literature,
where the aim is reconstructing an underlying smooth function from noisy evaluations
(see e.g. Ramsay, 2002; Wood et al., 2008; Ettinger et al., 2016).
In this work, we look at the inverse problem from a Functional Data Analysis (FDA)
(Ramsay and Silverman, 2005) prospective. Therefore, we establish a framework for
performing statistical analysis on indirectly observed data samples x1, . . . , xn, consisting
of random functions or surfaces, where each function represents one sample element. The
indirect observations are assumed to be generated by the model
yi “ Kixi ` εi, i “ 1, . . . , n, (2)
with K1, . . . ,Kn a collection of sample specific known forward operators.
However, in many statistical applications, it is of interest to perform statistics on the
second order information associated to the functional samples. This is, for instance, the
case in a number of areas of neuroimaging, particularly those investigating functional
connectivity. Thus, despite Problem 2 being itself of interest, it can also be seen as
a simple case of a more complex framework upon which we can build a model for the
second order information associated to the functional observations.
Specifically, we consider the problem of performing statistical analysis on the indi-
rectly observed samples C1, . . . , Cn, that are covariance operators, expressing the second
order properties of the underlying functional data. The indirect observations are covari-
ance operators generated by the model
Si “ Ki ˝ Ci ˝Ki˚ ` Ei, i “ 1, . . . , n, (3)
where Ki˚ denotes the adjoint operator and the term Ei models observational error. The
term Ki ˝ Ci ˝ Ki˚ represents the covariance operator of KiXpiq, with Xpiq an underlying
random function whose covariance operator is Ci.
Problem 2 has been classically dealt with by reconstructing each observation inde-
pendently, or in other words, the underlying statistical model of the data is ignored, and
such a problem is formulated as n separate Problem 1s. However, such an approach
can be sub-optimal in particular in a large noise setting, as when estimating one signal,
the information from all the other sampled signals is systematically ignored. Problem 3
introduces the additional difficulty that tCiu and tSiu live on non-Euclidean spaces. It is
moreover not obvious how to introduce a regularization term on the covariance operators
tCiu reflecting, for instance, smoothness assumptions on the underlying functional data.
We tackle the inverse problems introduced here by generalizing the concept of func-
tional Principal Component Analysis (fPCA) to indirectly observed functional samples
and covariance operators.
2
1.1 Motivating application - functional connectivity
In recent years, statistical analysis of covariance matrices has gained a predominant role
in medical imaging and in particular in functional neuroimaging. In fact, covariance
matrices are the natural objects to represent the brain’s functional connectivity, which
can be defined as a measure of covariation, in time, of the cerebral activity among brain
regions. While many techniques have been proposed to describe functional connectivity,
almost all can be described in terms of a function of a covariance or related matrix.
Figure 1: On the top left, head model of a subject and superimposition of the 248 MEG
sensors positioned around the head, called ‘sensors space’. On the top right, brain model
of the same subject represented by a triangular mesh of 8K nodes, which represents the
‘brain space’. On the bottom left, an example of a synthetic signal detected by the MEG
sensors. The dots represent the sensors, the color map represents the signal detected by
the sensors. On the bottom right, intensity of the reconstructed signal on the triangular
mesh of the cerebral cortex.
Covariance matrices representing functional connectivity can be computed from the
signals arising from functional imaging modalities. The choice of a specific functional
imaging modality is generally driven by the preference to have high spatial resolution
signals, and thus high spatial resolution covariance matrices, versus high temporal resolu-
tion, and thus the possibility to study the temporal dynamic of the covariance matrices.
Functional Magnetic Resonance falls in the first category, while Electroencephalogram
(EEG) and Magnetoencephalography (MEG) in the second. However, high temporal
resolution does generally come at the price of indirect measurements. In fact, as shown
in Figure 1 for the case of MEG data, the signals are in practice detected on the sensors
space. It is however of interest to produce results on the associated signals on the cerebral
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Figure 2: Covariance matrices of the signal detected by the MEG sensors from three
different subjects of the Human Connection Project. The size of the matrices is 248ˆ248.
The dark blue bands represent missing data, which are due to the exclusion of some
channels after a quality check of the signal.
cortex, which we will refer to as brain space. The signals on the brain space are functional
data whose domain is the geometric representation of the brain and are associated with
the neuronal activity on the cerebral cortex. We borrow here the notion of brain space
and sensors space from Johnstone and Silverman (1990) and we use it throughout the
paper for convenience, however its important to highlight that the formulation of the
problem is much more general than the setting of this specific application.
The signals on the brain space are related to the signals on the sensors space by a
forward operator, derived from the physical modeling of the electrical/magnetic prop-
agation, from the cerebral cortex to the sensors. This is generally referred to as the
forward problem. For methods like MEG, the forward operator is defined through the
solution to a partial differential equation of diffusion type. Such a mapping induces a
strong degree of smoothing and consequently the corresponding inverse problem, i.e. the
reconstruction of a signal on the brain space from observations in the sensor space, is
strongly ill-posed. In fact, signals with fairly different intensities on the brain space, due
to the diffusion effect, result in signals with similar intensities in the sensors space. In
Figure 1, we show an example of a signal on the brain space and the associated signal
on the sensors space.
From a practical prospective, it is crucial to understand how the different parts of the
brain interact, which is sometimes known as functional connectivity. A possible way to
understand these interactions is by analyzing the covariance function associated to the
signals generated from the cerebral activity of an individual on the brain space. More
recently, the interest has shifted from this static approach to a dynamic approach. In
particular, for a single individual, it is of interest to understand how these covariance
functions vary in time. This is a particularly active field, known as dynamic functional
connectivity (Hutchison et al., 2013). Another element of interest is understanding how
these covariance functions vary among individuals. We believe that FDA should have a
central role in addressing these questions, and tackle the problem as it is, without having
to compromise on its complexity.
The remainder of this paper is organized as follows. In Section 2 we give a formal
description of the problem. We introduce the models associated to Problem 2 and 3 in
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Section 3 and 4 respectively. In Section 5, we perform simulations to access the validity
of the estimation framework. In Section 6 we apply the proposed models to the MEG
data and we finally give some concluding remarks in Section 7.
2 Mathematical description of the problem
The statistical analysis of data samples that are random functions or surfaces has been
well explored in the FDA literature, however, most of those works focus on the setting
of fully observed functions. An exception to this is the sparse FDA literature (see e.g.
Yao et al., 2005), where instead the functional samples are assumed to be observable
only through irregular and noisy evaluations. The work presented here could be seen
as a generalization of the sparse FDA setting. We frame the problem in the context of
inverse problems and make explicit the links with the inverse problem literature. Often, it
will be possible to draw analogies between specific sub-cases of the methodology proposed
here and that proposed in the sparse FDA literature.
We now introduce the problem using our driving application as an example. To this
purpose, let M a be a closed smooth two-dimensional manifold embedded in R3, which
in our application represents the geometry of the cerebral cortex. An example of such a
surface is shown on the top right of Figure 1. We denote with L2pMq the space of square
integrable functions on M. Define X to be a random function with values in a Hilbert
functional space F Ă L2pMq with mean µ “ ErXs, finite second moment, and assume the
square integrability of its covariance function CXpv, v1q “ ErpXpvq´µpvqqpXpv1q´µpv1qqs.
The associated covariance operator CX is defined as CXg “
ş
MCXpv, v1qgpvqdv, for all
g P L2pMq. Mercer’s Lemma (Riesz and Sz.-Nagy, 1955) guarantees the existence of
a non-increasing sequence tγru of eigenvalues of CX and an orthonormal sequence of
corresponding eigenfunctions tψru, such that
CXpv, v1q “
8ÿ
r“1
γrψrpvqψrpv1q, @v, v1 PM. (4)
As a direct consequence, X can be expanded as X “ µ ` ř8r“1 ζrψr, where the
random variables tζru are uncorrelated and are given by ζr “
ş
MtXpvq ´ µpvquψrpvqdv.
The collection tψru defines the strongest modes of variation of the random function
X and these are called Principal Component (PC) functions. The associated random
variables tζru are called PC scores. Moreover, the defined PC functions are the best
finite basis approximation. In fact, for any fixed M P N, the first M PC functions of X
satisfy
pψiqMi“1 “ arg minptφmuMm“1:xφm,φly“δmlq
E
ż
M
"
X ´ µ´
Mÿ
m“1
xX ´ µ, φmyφm
*2
, (5)
where δml is the Kronecker delta; i.e. δml “ 1 for m “ l and 0 otherwise.
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2.1 Principal components of indirectly observed functions
Suppose now that the signals on the sensors space are detected through s sensors. Let
tKiu be a collection of pˆs real matrices, representing the subject specific forward oper-
ators relating the signal at p pre-defined points tvj : j “ 1, . . . , pu on the cortical surface
M with the signal captured by the s sensors. Moreover, define the evaluation operator
Ψ : F Ñ Rp to be a vector-valued functional that evaluates a function f P F at the p
pre-specified points tvju Ă M, returning the p dimensional vector pfpv1q, . . . , fpvpqqT .
The operators Ψ and tKiu are known. However, in the described problem the random
function X can be observed only through indirect measurements tyi P Rs : i “ 1, . . . , nu
generated from the model#
xi “ µ`ř8r“1 ζi,rψr
yi “ KiΨxi ` εi, i “ 1, . . . , n
(6)
where txiu are n independent realizations of X, and thus expandible in terms of the PC
functions tψru and the coefficients tζi,ru given by ζi,r “
ş
Mtxipvq ´ µpvquψrpvqdv. The
terms tεiu represent observational errors drawn independently from an s-dimensional
normal random vector, with mean the zero vector and variance σ2Ip, where Ip denotes
the p-dimensional identity matrix.
Model 6 represents an implementation of the idealized Problem 2. In Figure 3 we
give an illustration of the introduced setting. Note that it would not be necessary to
define the evaluation operator if the forward operators were defined to be functionals
tKi : F Ñ Rpu, relating directly the functional objects on the brain space to the real
vectors on the sensors space. It is however the case that the operators tKiu are computed
in a matrix form by third part software (see Section 6 for details) for a pre-specified set
of points tvju ĂM and it thus convenient to take this into account in the model though
the introduction of an evaluation operator Ψ.
Here, we consider the problem of estimating the PC functions tψru, or equivalently
the eigenfunctions of the covariance operator CX , from the observations tyiu. As already
mentioned, in neuroimaging studies, this is often an important task as CX describes the
static functional connectivity of the brain.
The problem of estimating the PC functions tψru is generally tackled in two steps.
In the first step, estimates txˆiu of the functions txiu are individually computed from the
vectors tyiu. In the second step, the covariance function CX is estimated from txˆiu by
use of classical estimators, and the associated PCs computed by spectral decomposition
of the estimated covariance operator. Being s ! p and due to the ill-posedeness of the
inverse problem, reconstructing txiu from tyiu is not straightforward. This is a well
known problem in the inverse problem literature and it is generally tackled through
estimators of the type
xˆi “ arg inf
fPF
}yi ´KiΨf}2 ` λPpfq, i “ 1, . . . , n, (7)
where } ¨ } denotes the Euclidean norm and P : F Ñ R` is a penalty functional, e.g.
Ppfq “ }f}2F , the norm of the functional space F .
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Figure 3: Illustration of the setting introduced with Model 6.
The functional P encodes prior information on the function to be estimated, while
the data fidelity term ensures that the resulting estimated function xˆi is such that KiΨxˆi
is a good approximation to the signal yi actually detected. The parameter λ is chosen
to optimally weight the two terms, and many data-driven options are available for this
purpose, as for instance, cross-validation or the L-curve method (see, e.g., Vogel, 2002).
Typical choices for P are Sobolev (semi-) norms, which encode smoothness, or the total
variation norm, which allows discontinuity but penalizes for excessively oscillating func-
tions. Also, more complex penalty terms could be considered, for instance, by adding
terms that encourage the reconstruction to be sparse.
The inverse problem in (7), forKi “ Ip, a pˆp identity matrix, reduces to a smoothing
problem, for functions on a non-Euclidean domain. Such models are more common in the
statistical literature. For instance, smoothing methods that can handle functional data
whose domain is a subset of the two-dimensional Euclidean space, dealing with complex
boundaries have been proposed in Ramsay (2002); Wood et al. (2008); Sangalli et al.
(2013). An extension to functions whose domain is a non-Euclidean manifold has been
proposed in Ettinger et al. (2016).
However, a two step estimation for the PC functions tψru can be sub-optimal. The
main reason is that in the first step the estimations are made individually for each signal
xi, and information from the other sampled signals is systematically ignored. In Section 3
we propose a model for the direct estimation of the PC functions tψru from the the data
tyiu.
In the case of direct but noisy observations of a signal, previous works on statistical
estimation of the covariance function, and associated eigenfunctions, have been made,
for instance, in Bunea and Xiao (2015) for regularly sampled functions and in Yao et al.
(2005) and Huang et al. (2008) for sparsely sampled functions. Further theoretical prop-
erties of the approach in Yao et al. (2005) are studied in Hall et al. (2006). Their approach
consists on estimating the smooth covariance function by local least square regression.
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Due to the fact that covariance matrices do empirically show a spiked structure along
the diagonal, in Yao et al. (2005), two different smoothing steps are applied: one on the
diagonal and one on the direction orthogonal to the diagonal. However, this second step
implicitly exploits the ordering structure of 1D functional data along rows and columns
of the 2D matrix representing the discretized and noisy version of the underlying covari-
ance function. In higher dimensions this structure is inevitably lost. A generalization to
functions whose domain is a manifold is proposed in Lila et al. (2016) and appropriate
spatial coherence is introduced by penalizing directly the eigenfunctions of the covariance
operator to be estimated. In the indirect observations setting, Tian et al. (2012) propose
a separable model in time and space for source localization. However, the estimation of
PC functions of functional data, from indirect and noisy samples has not been covered
yet. Such a model is introduced in Section 3 and plays an important role in the definition
of the PC model for covariance operators, whose setting is introduced in the next section.
2.2 Principal components of indirectly observed covariance functions
Suppose now we are given a set of n covariance functions tCi : i “ 1, . . . , nu, represent-
ing the associated covariance operators tCi : i “ 1, . . . , nu on the brain space. In our
driving application, each covariance function Ci : MˆMÑ R describes the functional
connectivity of the ith individual or the functional connectivity of the same individual
at the ith time-point. Here we consider the problem of defining and estimating a set of
PC covariance functions from tCiu, which is a set of covariance functions that enable
the description of tCiu through the ‘linear combinations’ of few components. Such a
reduced order description is of interest, for example, in understanding how functional
connectivity varies among individuals or over time.
We define a model for the PC covariance functions of tCiu from the set of indirectly
observed covariance matrices, computed from the signal on the sensors space, and thus
given by tSi P Rsˆs, i “ 1, . . . , nu with
Si “ KiCiKTi ` ETi Ei, i “ 1, . . . , n, (8)
where Ci “ pCipvj , vlqqjl and tvj : j “ 1, . . . , pu are the sampling points associated to the
operator Ψ. The forward operators tKiu act on both sides of the covariance functions
tCiu, due to the linear transformation KiΨ applied to the signals on the brain space
before being detected on the sensors space. The term ETi Ei is an error term, where Ei is
a sˆ s matrix such that each entry is an independent sample of a Gaussian distribution
with mean zero and standard deviation σ. Model (8) could be regarded as an implemen-
tation of the idealized Problem 3, where the covariance operators are represented by the
associated covariance functions. An illustration of the setting introduced can be found
in Figure 4.
Generally, PCs are defined and computed by seeking linear subspaces that maximize
the variance of the data projected on it, or that analogously minimizes the distance
of the projected data from the observed data. However, in the case of PCs on the
space of covariance functions, a linear subspace, or part of it, is likely to fall outside the
8
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Figure 4: Illustration of the setting introduced with Model 8.
non-Euclidean cone of positive semi-definite operators. In literature, this non-Euclidean
structure is accounted for by introducing a proper distance in the space of covariance
matrices (Dryden et al., 2009) or covariance operators (Pigoli et al., 2014). In particular,
Dryden et al. (2009) introduce a PC model for directly observed covariance matrices,
i.e Ki “ Ip. Such a model cannot deal with indirectly observed covariance matrices, we
thus propose a novel approach for this problem in Section 4.
3 Principal components of indirectly observed functions
The aim of this section is to define a model for the estimation of the PC functions tψru
from the observations tyiu, defined in (6).
3.1 Model
Let now z “ pz1, . . . , znqT be a n-dimensional real column vector and H2pMq be the
Sobolev space of functions in L2pMq with first and second distributional derivatives
in L2pMq. We propose to estimate fˆ P H2pMq, the first PC function of X, and the
associated PC scores vector z, by solving the equation
pzˆ, fˆq “ arg min
zPRn,fPH2pMq
nÿ
i“1
}yi ´ ziKiΨf}2 ` λzT z
ż
M
∆2Mf, (9)
where the Laplace-Beltrami operator ∆, integrated over the manifold M, enables a
smoothing regularizing effect on the PC function fˆ , while the data fit term encourages
KiΨf to capture the strongest mode of variation of yi. The parameter λ controls the
trade-off between the data fit term of the objective function and the regularizing term.
The second PC function can be estimated by classical deflation methods, i.e. by working
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on the residuals tyi ´ ziKiΨfˆu, and so on for the subsequent PCs. The proposed model
can be interpreted as a regularized least square estimation of the first PC function ψ1 in
(6), with the terms tziu playing the role of estimates of the variables tζi,1u.
In the simplified case of a single forward operator K “ K1 “ . . . “ Kn, the mini-
mization problem (9) can be reformulated in a more classical form. In fact, fixing f in
(9) and minimizing z gives
zi “ y
T
i KΨf
}KΨf}2 ` λ şM∆2Mf , i “ 1, . . . , n, (10)
which can then be used to show that the minimization problem (9) is equivalent to
maximizing
pΨfqTKTYTYKpΨfq
}KΨf}2 ` λ şM∆2Mf , (11)
with Y a nˆs real matrix, where the ith row of Y is the observation yTi . This reformula-
tion gives further insights on the interpretation of fˆ in (9). In fact, fˆ is such that KΨfˆ
maximizes 1nY
TY, i.e. the point-wise estimate of the covariance matrix in the sensors
space. The term zT z in (9), places the regularization term λ
ş
M∆
2
Mf in the denominator
of the equivalent formulation (11). Thus, fˆ is regularized by the choice of norm in the
denominator of (11), in a similar fashion to the classic functional principal component
formulation of Silverman (1996). Ignoring the spatial regularization, the point-wise eval-
uation of the PC function Ψf in (11) can be interpreted as the first PC vector computed
from the dataset of backprojected data rKT1 y1, . . . ,KTn ynsT , similarly to what proposed
in Dobriban et al. (2017) in the context of optimal prediction.
3.2 Algorithm
Here we propose a minimization approach for the objective function in (9), which we
approach by alternating the minimization of z and f in an iterative algorithm. In (9),
a normalization constraint must be considered to make the representation unique, as in
fact multiplying z by a constant and dividing f by the same constant does not change
the objective function. We optimize in z under the constraint }z}2 “ 1, which leads to a
normalized version of the estimator (10)
zi “ y
T
i KiΨfbřn
i“1 yTi KiΨf
, i “ 1, . . . , n. (12)
For a given z, solving (9) with respect to f will turn out to be equivalent to solving
an inverse problem. Specifically, consider now a triangulated surface MT , union of the
finite set of triangles T , giving an approximated representation of the manifold M. We
then consider the linear finite element space V consisting in a set of globally continuous
functions over MT that are affine where restricted to any triangle τ in T , i.e.
V “ tv P C0pMT q : v|τ is affine for each τ P T u.
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This space is spanned by the nodal basis φ1, . . . , φκ associated to the nodes ξ1, . . . , ξκ,
corresponding to the vertices of the triangulation MT . Such basis functions are La-
grangian, meaning that φipξjq “ 1 if i “ j and φipξjq “ 0 otherwise. Setting c “
pfpξ1q, . . . , fpξκqqT and φ “ pφ1, . . . , φκqT , every function f P V has the form
fpvq “
κÿ
k“1
fpξkqφkpvq “ cTφpvq (13)
for all v PMT . To easy the notation, we assume that the p points tvju associated with
the evaluator function Ψ coincide with the nodes of the triangular mesh ξ1, . . . , ξκ, and
thus we have that the coefficients c are such that c “ Ψf for any f P V . Consequently,
we are assuming the forward operators tKiu to be κˆ s matrices, relating the κ points
on the ith subject cortical surface, in one-to-one correspondence to ξ1, . . . , ξκ, to the
s-dimensional signal detected on the sensors of the ith subject.
Let now M and A be the mass and stiffness κˆ κ matrices defined in the Appendix.
Than, the solution of (9), in the discrete space V , is given by the following proposition.
Proposition 1. The Surface Finite Element solution fˆh P V of model (9), for a given
unitary norm vector z, is fˆh “ cˆTφ where cˆ is the solution of
cˆ “ p
nÿ
i“1
z2iK
T
i Ki ` λAM´1Aq´1
nÿ
i“1
ziK
T
i yi. (14)
Equation (14) has the form of a penalized regression, where the penalty operator
resulting from the discretization procedure is AM´1A.
Algorithm 1 Inverse fPCA Algorithm
1: Initialization:
(a) Computation of M and A
(b) Initialize z, the scores vector associated to the first PC function
2: PC function’s estimation:
Compute c such thatˆ nÿ
i“1
z2iK
T
i Ki ` λAM´1A
˙
c “
nÿ
i“1
ziK
T
i yi
fh Ð cTφ
3: Scores estimation:
zi Ð y
T
i KiΨfhbřn
i“1 yTi KiΨfh
, i “ 1, . . . , n
4: Repeat Steps 2–3 until convergence
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The sparsity of the linear system (14), namely the amount of zero values entries,
depends on the sparsity of its components. The matrices M and A are very sparse,
however M´1 it is not, in general. In the numerical analysis of Partial Differential
Equations literature, the matrix M´1 is generally replaced with the sparse matrix M˜´1,
where M˜ is the diagonal matrix such that M˜jj “ řlMjl. The penalty operator AM˜´1A
approximates very well the behavior of AM´1A.
Moreover, in the case of single subjects longitudinal studies, we have a single forward
operator K “ K1 “ . . . “ Kn common to all the observed signals, and consequently
equation (14) can be rewritten as the sparse overdetermined system„
K?
λM˜´1{2A

c “
„
Y T z
0

, (15)
to be interpreted in a least-square sense. A sparse QR solver can be finally applied to
efficiently solve the linear system (15).
In Algorithm 1 we summarize the main algorithmic steps to compute the PC functions
and associated PC scores for indirectly observed functions.
3.3 Eigenfunctions of indirectly observed covariance operators
Suppose now we are in the case of a single forward operator K “ K1 “ . . . “ Kn.
Combining Steps 2–3 of Algorithm 1, and moving the normalization step from zi to fh,
we obtain the iterations
pKTK ` λAM´1Aqc “ KT
nÿ
i“1
pyiyTi qKΨfh
fh Ð cTφ; fh Ñ fh}fh} .
The obtained algorithm depends on the data only through
řn
i“1pyiyTi q that up to a
constant is the covariance matrix computed on the sensors space. The proposed algorithm
can thus be applied to situations where the observations tyiu are not available, but we
are given only the associated sˆ s covariance matrix S on the sensors space, computed
from tyiu.
4 Principal components of indirectly observed covariance
functions
In this section we introduce a PC model for covariance operators, on the brain space,
given a sample of covariance matrices, computed from indirectly measured signals on the
sensors space. To this purpose, Algorithm 1 offers a valid first approach to deal with
the problem. In fact, as explained in Section 3.3, this could be applied independently
to each covariance matrix Si, on the sensors space, to have a low rank reconstruction of
the associated covariance function Ci through its eigenfunctions on the brain space. The
12
vectorized matrix form of the reconstructed covariances could then be used to compute
the main modes of variation of the covariance functions in the brain space. However, in
the application considered in this work, the covariance functions, in a matrix form, are
represented by 24K ˆ 24K matrices, and due to their size not more than few of such
objects can be allocated on the memory of a workstation to compute the associated PCs.
This motivates the approach pursued in this section, where instead of independently
reconstructing the latent covariance functions, we formulate a model that allows to op-
timally represent the latent covariance functions by means of a set of PC covariance
functions and PC covariance scores. However, PCs are defined for linear spaces and are
not suitable to represent the non-Euclidean cone of positive semi-definite matrices. We
account for the non-Euclidean structure by introducing a proper distance in the space of
covariance matrices. To this purpose, in Section 4.1 we first briefly review the distances,
on the space of covariance matrices and covariance operators, that have been proposed
in the literature.
4.1 Metrics for the non-Euclidean space of covariance matrices
In Arsigny et al. (2006), the log-Euclidean distance of two positive-definite matrices S1
and S2 is defined as dlogpS1, S2q “ } logpS1q´logpS2q}F , where }¨}F is the Frobenius norm
and logp¨q the matrix logarithm, i.e. logpSq “ V logpDqV T with S “ V DV T its spectral
decomposition and logpDq denoting the diagonal matrix whose entries are the logarithms
of the entries of D. Pennec et al. (2006) introduce an affine invariant Riemannian met-
ric for positive definite matrices defined as dRiempS1, S2q “ } logpS´1{21 S2S´1{21 q}F , where
S´1{2 “ V D´1{2V T . A further option is the Cholesky distance dcholpS1, S2q “ }cholpS1q´
cholpS2q}F , where cholpSq denotes either the upper or lower triangular Cholesky decom-
position of a positive-definite matrix S. The Cholesky distances cannot be generalized
to the case of positive semi-definite matrices due to the presence of 0-valued eigenvalues,
nor to the case of covariance operators, due to the infinite sequence of eigenvalues tending
to zero (Pigoli et al., 2014; Dryden et al., 2009).
The Cholesky distance could be regarded as a particular case of the class of distances
dpS1, S2q “ }L1 ´L2}F derived from a symmetric decomposition of the type Sk “ LTkLk
with k “ 1, 2. Another example of these decompositions is the square root decomposition
L
1{2
k “ VkD
1{2
k V
T
k . However, there is an infinite number of choices for such symmetric
decompositions, as in fact for any R P Opsq, an element of the orthogonal group, S “
pRLqTRL “ LTL. Different choices of R lead to different metrics. Motivated by this
argument, Dryden et al. (2009) introduce the non-Euclidean size-and-shape metric, which
for two covariance matrices S1 and S2, is defined as
dSpS1, S2q2 “ inf
RPOpsq
}L1 ´RL2}2F , (16)
with Lk denoting a generic decomposition of Sk such that Sk “ LTkLk for k “ 1, 2,
as for instance the Cholesky decomposition or the matrix square root decomposition.
The minimizing Rˆ P Opsq in (16), sometimes also referred as the Procrustes solution for
13
matching L1 to L2, is given by
Rˆ “WUT , (17)
where U and W are the left and right eigenvector matrices of the singular value decom-
position of LT1 L2 “WΛUT .
Intuitively, the distance introduced removes the effect of any specific orthogonal re-
parametrization from the element L2 of the decomposition. Equivalently, the shape
metric decomposition could be interpreted as the operation of seeking a representing
data matrix L2 such that the resulting associated empirical covariance matrix L
T
2 L2 is
equal to the observed covariance matrix S2. There are however an infinite number of
matrices RL2, with R P Opsq, whose covariance equals S2. The Procrustes distance
chooses the re-parametrization Rˆ P Opsq that minimizes the Frobenius distance of the
representing data matrices L1 and RL2. Finally, note that in Dryden et al. (2009) the
symmetric decomposition is equivalently defined as Sk “ LkLTk , instead of Sk “ LTkLk.
Here we opt for the latter choice as L1 can be interpreted as a classical data-matrix and
it is thus clear that each column represents a set of observations in a specific spatial
location.
4.2 Model
Consider now n sample covariance matrices S1, . . . , Sn, each of size s ˆ s, representing
n different connectivity maps on the sensors space. Three of such covariance matrices,
associated to three different individuals, are shown in Figure 2. Recall moreover that
we denote with M the brain surface template and with tKi P Rpˆsu the set of subject
specific forward operators, relating the signal at the p pre-specified points tvju on the
cortical surface M with the signal detected on the s sensors.
The aim of this section is to introduce a model for the first PC covariance function
of the covariance functions tCiu, on the brain space, associated to the actually observed
covariance matrices tSiu, on the sensors space. The matrices tSiu are related to the
covariance functions tCiu through formula (8) that we recall here being
Si “ KiCiKTi ` ETi Ei, i “ 1, . . . , n,
with Ci “ pCipvj , vlqqjl and tvju the sampling points associated to the operator Ψ. The
first PC covariance function should represent the main mode of variation of the covariance
functions tCiu.
The first step in defining such a model is introducing a proper metric in the space of
covariance matrices on the sensors space. Here, we opt for the size-and-shape distance
defined in Section 4.1. So let Li be such that L
T
i Li “ Si for all i “ 1 . . . , n. In the
practical implementation, we compute the matrices tLiu from the square-root decompo-
sitions of tSiu. The size-and-shape distance on the space of covariance matrices, induces
a concept of Fre´chet sample mean Σˆ “ ΠˆT Πˆ defined as
Πˆ “ arg inf
Π
nÿ
i“1
inf
RiPOppq
}RiLi ´Π}2,
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the solution of which can be found using the Generalized Procrustes Algorithm (Dryden
and Mardia, 2016). Furthermore, the samples tSiu can be represented in terms of the
elements
Vi “ RˆiLi ´ Πˆ,
with tViu elements in the unconstrained space of sˆs real matrices and Rˆ given by (17).
From a geometric prospective tViu can be regarded as the coordinates, in the tangent
space centered on Σˆ “ ΠˆT Πˆ, associated to tSiu. On the elements of the tangent space,
the (Euclidean) Frobenius distance is used as an approximation to the non-Euclidean
size-and-shape metric on the space of covariance matrices.
Introduce now fˆ P H2pMq and tzˆi P Rs : i “ 1, . . . , nu, given by the following model:
ptzˆiu, fˆq “ arg min
tziuĂRs,fPH2pMq
nÿ
i“1
}Vi ´ zipKiΨfqT }2F ` λ
nÿ
i“1
}zi}2
ż
M
∆2Mf. (18)
We define the first PC covariance function to be the function F : MˆMÑ R such that
F pv, v1q “ fˆpvqfˆpv1q, with v, v1 PM, which can be also denoted with F “ fˆ b fˆ .
The empirical term of the equation (18) seeks for an approximation of the tangent
space element Vi with a rank-one matrix zipKiΨfqT . Thus, recalling the definition of the
Procustes size-and-shape metric, fˆ and uˆ represent (up to tangent space approximation)
a minimizer of ÿ
i
dSpS˜i, }zi}2KiFKTi q2 ` λ
nÿ
i“1
}zi}2
ż
M
∆2Mf, (19)
with
Fjl “ F pvj , vlq “ fpvjqfpvlq,
where tS˜iu denote the demeaned (in the size-and-shape distance) covariance matrices tSiu
and tvju denotes the sampling points associated to the operator Ψ. Comparing formula
(19) with (8), leads to the interpretation of F as the first PC covariance function of tCiu,
where each underlying covariance function Ci is approximated by }zi}2F , i.e. the product
of a subject specific constant }zi}2 and a component F common to all the observations.
This is a well known property of the first PC, and could be regarded as a generalized
version of the property (5) to PC of covariance functions. The coefficient }zi}2 defines
the ith element of the first PC covariance scores vector. Finally, the regularizing term in
(18) introduces spatial coherence on the estimated fˆpvq and thus on the estimated first
PC covariance function F “ fˆpvqfˆpv1q, with v, v1 PM.
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Algorithm 2 Inverse Covariance fPCA Algorithm
1: Tangent space covariance representations
(a) Compute the representations V1, . . . , Vn from S1, . . . , Sn as
Πˆ “ arg inf
Π
nÿ
i“1
inf
RiPOppq
}RiLi ´Π}2,
Vi Ð RˆiLi ´ Πˆ, i “ 1, . . . , n.
2: Initialization:
(a) Computation of M and A
(b) Initialize tziuni“1, the scores of the first PC
3: PC function’s estimation from model (18):
Compute c such thatˆ nÿ
i“1
}zi}2KTi Ki ` λAM´1A
˙
c “
nÿ
i“1
KTi V
T
i zi
fh Ð cTφ
4: Scores estimation from model (18):
zi Ð ViKiΨfh, i “ 1, . . . , n
zi Ð ziařn
i“1 }zi}2
, i “ 1, . . . , n
5: Repeat Step 3-4 until convergence
4.3 Algorithm
Analogously to model (9), the resolution of equation (19) is approached in an iterative
fashion. We set
řn
i“1 }zi}2 “ 1 in the estimation procedure. This leads to the estimates
of tziu, given f , that are
zi “ z˜iařn
i“1 }z˜i}2
, i “ 1, . . . , n,
with
z˜i “ ViKiΨfh, i “ 1, . . . , n.
In the discrete space V introduced in Section 3.2, the estimate of f given tziu is instead
given by the following proposition.
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Proposition 2. The Surface Finite Element solution fˆh P V of model (18), given the
vectors tziu, is fˆh “ cˆTφ where cˆ is the solution of
cˆ “
ˆ nÿ
i“1
}zi}2KTi Ki ` λAM´1A
˙´1 nÿ
i“1
KTi V
T
i zi. (20)
Algorithm 2 contains a summary of the estimation procedure of the PC covariance
functions and associated scores.
The choice to define the first PC covariance function to be a rank one (i.e. separable)
covariance function F “ fˆbfˆ is mainly driven by the following reasons. Firstly, rank-one
covariance functions are easier to be interpreted due to their limited degrees of freedom.
Secondly, on a rank one covariance function F “ fˆ b fˆ spatial coherence can be imposed
by regularizing f , as in fact done for the model (18), and this is fundamental in a setting
of indirectly observed covariance functions. Finally, due to their size, might not be
possible to store the entire covariance functions on the brain space, instead Model 18
allows an efficient approximation of such covariance functions in terms of their rank-one
components.
5 Simulations
In this section, we perform simulations to assess the performances of the proposed algo-
rithms. To reproduce as closely as possible the application setting, the cortical surfaces
and the forward operators are taken from the MEG application described in Section 6.
The details on the extraction and computation of such objects are left to the same section.
For the same reason, the signals on the brain space considered here are vector-valued
functions, specifically functions from the brain space M to R3, as is the case in the MEG
application. The proposed methodology can be trivially extended to successfully deal
with this case, as shown in the following simulations.
5.1 PC components of indirectly observed functions
We consider MT to be a triangular mesh, with 8K nodes, representing the cortical
surface geometry of a subject, as shown on the left panel of Figure 1. Each of the
8K nodes will represent the discrete set of locations tvju associated to the sampling
operator Ψ. The locations of the nodes tvju on the brain space, the location of the 241
detectors on the sensors space and a model of the subject’s head, enable the computation
of a forward operator K describing the relation between the signal generated on the
locations tvju, on the brain space, and the signal detected on the 241 sensors in the
sensors space. In practice, the signal on each node vj is described by a three dimensional
vector, characterized by an intensity and a direction, while the signal detected on the
sensors space is a scalar signal. Thus, the forward operator is a 241ˆ 24K matrix.
Now, we produce synthetic data following the generative model (6). Specifically, on
MT , we construct the three L2 orthonormal vector-valued functions tψr “ pψr,1, ψr,2, ψr,3q :
r “ 1, 2, 3u, with ψr : MT Ñ R3. These represent the PC functions to be estimated.
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Figure 5: From top to bottom the components and the energy maps of the PC functions
ψ1, ψ2 and ψ3.
Figure 6: From left to right, the energy map of a generated function xi, the associated
signal yi on the sensors space with respectively no additional error, Gaussian error of
standard deviation σ “ 5 and Gaussian error of standard deviation σ “ 10.
In Figure 5 we show the three components of tψru and the associated energy maps
t}ψr}2 : r “ 1, 2, 3u, with } ¨ } denoting the Euclidean norm in R3. We then generate
n “ 50 smooth vector-valued functions txiu on MT by
xi “ zi1ψ1 ` zi2ψ2 ` zi3ψ3 i “ 1, . . . , n,
where tzi1u, tzi2u, tzi3u are i.i.d realizations of the three independent random variables
tzr „ Np0, σ2r q : r “ 1, 2, 3u, with σ1 “ 6, σ2 “ 3 and σ3 “ 1.
The functions txiu are sampled at the 8K nodes, and the forward operator is applied
to the sampled values, producing a collection of vectors tyiu each of dimension 241, the
number of active sensors. Moreover, on each entry of the vectors tyiu, we add Gaussian
noise with mean zero and standard deviation σ, for different choices of σ, to reproduce
different signals to noise ratio regimes.
In the following, we compare the proposed PC function model in Section 3 to an
alternative approach. In fact, as already mentioned, the individual functions txiu could
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be estimated from tyiu by use of classical inverse problem estimators. Here, we adopt
the estimates txˆiu defined as
xˆi “ arg min
f“pf1,f2,f3q:
f1,f2,f3PH2pMq
nÿ
i“1
}yi ´KΨf}2 ` λ
ż
M
}∆Mf}2, i “ 1, . . . , n, (21)
where each xˆi is defined in such a way it balances a fitting term and a regularization
term, which due to the fact that f is vector-valued, with a slight abuse of notation, is
defined to be
∆Mf “
»–∆M 0 00 ∆M 0
0 0 ∆M
fifl»–f1f2
f3
fifl ,
with tfl : l “ 1, 2, 3u denoting the components of f . The same penalty operator is also
adopted to generalize to vector-valued functions the PC models introduced in Sections
3-4. The constant λ is chosen by K-fold cross-validation, with K “ 2. Once we obtain
the estimates txˆiu we can compute the estimated PC functions tψru be applying classical
multivariate PC analysis on the reconstructed objects xˆi.
The estimates are compared to the proposed PC function model, as described in
Algorithm 1, with 15 iterations. The smoothing coefficient λ here is also chosen by K-
fold cross-validation, with K “ 2. To evaluate the performances of the two approaches,
we generate 100 datasets as previously detailed. The quality of the estimated rth PC
function is then measured with
ř3
l“1 }∇Mpψr,l´ψˆr,lq}2. The operator ∇M is the gradient
operator on the manifold M and could be regarded as a generalization to manifolds of
the gradient operator as defined for a 2-dimensional Euclidean domain. The results are
summarized in the boxplots in Figure 7, for two different signal to noise ratios, where
the Gaussian noise has standard deviation σ “ 5 and σ “ 10. In Figure 6 we show an
example of a signal on the brain space corrupted with the specified noise levels.
The boxplots highlight the fact that the proposed approach provides better estimates
of the PC functions in particular in a low signal to noise ratio regime, i.e. the estimation
of the third PC function. More surprisingly is the stability of the estimates of the
proposed algorithm across the generated datasets, as opposed to the naive approach,
which returns multiple particularly unsatisfactory reconstructions. An example of such
reconstructions is shown in Figure 8.
5.2 PC components of indirectly observed covariance functions
In this section, we consider MT to be a 8K nodes triangular mesh, this time representing
a template geometry of the cortical surface, which is shown in Figure 9. This contains
only the geometric features common to all subjects. Moreover, each subject’s cortical
surface is also represented by a 8K nodes triangular surface, which is used, together with
the locations of the 241 detectors on the sensors space, and the head model, to compute
a forward operator Ki for the ith subject. The 8K nodes of each subject’s triangular
mesh are in correspondence with the 8K nodes of the template mesh MT . This allows
the model to be defined on the template MT .
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Figure 7: On the left, a summary of the results in a medium signal-to-noise ratio regime.
On the right, a summary of the results in a low signal-to-noise ratio regime. Each boxplot
compares the reconstruction errors obtained by applying the two steps naive method with
those obtained by applying Algorithm 1.
Original
Naive
Inverse
fPCA
Figure 8: On the first row the energy maps of the true three PC components to be
estimated, on the second row the estimations given by the two steps naive method, and
on the third row the reconstructions obtained by applying Algorithm 1.
As in the previous Section, we construct three functions, L2 orthonormal in MT
tψr “ pψr,1, ψr,2, ψr,3q : r “ 1, 2, 3u. The energy maps of tψru are shown in Figure 10.
We generate synthetic data from model (8) as follows:
Ci “
3ÿ
r“1
z2irψr bψr “
3ÿ
r“1
z2ir
»–ψr,1 b ψr,1 ψr,1 b ψr,2 ψr,1 b ψr,3ψr,2 b ψr,1 ψr,2 b ψr,2 ψr,2 b ψr,3
ψr,3 b ψr,1 ψr,3 b ψr,2 ψr,3 b ψr,3
fifl ,
20
Figure 9: The template triangular mesh MT composed of 8K nodes.
where zi1, zi2, zi3 are i.i.d realizations of the three independent random variables tzr „
Np0, σ2r q : r “ 1, 2, 3u, with σ1 “ 6, σ2 “ 5 and σ3 “ 4. The matrix-valued form of
the covariance functions arises from the fact that the observed functions on the brain
space are vector-valued. Subsequently, we construct the point-wise evaluations matrices
Ci P R24Kˆ24K , from which the correspondent covariance matrices on the sensors space
are defined as
Si “ KiCiKTi ` ETi Ei, i “ 1, . . . , n.
The term ETi Ei is an error term, where Ei is a s ˆ s matrix with each entry that
Original
Inverse 
Covariance
fPCA
Figure 10: On the top row, the energy maps of ψ1, ψ2 and ψ3. On the bottom row the
energy maps of the estimates ψˆ1, ψˆ2 and ψˆ3 obtained by applying Algorithm 2.
is an independent sample from a Gaussian distribution with mean zero and standard
deviation 5. We then apply Algorithm 2 with, 15 iterations, feeding in input tSiu. The
results are shown in Figure 10, in terms of energy maps of the reconstructed functions
tψˆru. These are a close approximation of the underlying functions tψru. The fidelity
measure
ř3
l“1 }∇Mpψr,l´ ψˆr,lq}2 of such estimates is 1.6ˆ10´3, 1.4ˆ10´3 and 1ˆ10´2,
for ψ1, ψ2 and ψ3 respectively, which is comparable in term of order of magnitude to
the results obtained in the case of PCs of indirectly observed functions. Across the
generation of multiple datasets, results are stable, with the exception of few situations
where the cross-validation approach suggests a penalization coefficient λ that under-
smoothes the solution, due to very similar associated signals on the sensors space of the
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under-smoothed solution and the real solution. However, the cross-validation is only a
possible approach to the choice of the penalization constant, and many other options
have been proposed in the inverse problems literature, (see, e.g., Vogel, 2002).
6 Application
In this section, we apply the developed models to the publicly available HCP Young
Adult dataset (Essen et al., 2012). This dataset comprises multi-modal neuroimaging
data such as structural scans, resting-state and task-based functional MRI scans, and
resting-state and task-based MEG scans from a large number of healthy volunteers. In
the following, we briefly review the pre-processing pipeline, applied to such data by the
HCP, to ultimately facilitate their use.
6.1 Pre-processing
For each individual a high-resolution 3D structural MRI scan has been acquired. This
returns a 3D image describing the structure of the gray and white matter in the brain.
Gray matter consists mostly of neuronal cell bodies, and it is the source of most of our
neuronal activity. White matter is made of axons connecting the different parts of the
gray matter. If we exclude the sub-cortical structures, gray matter is mostly distributed
at the outer surface of the cerebral hemispheres. This is also known as the cerebral
cortex.
By segmentation of the 3D structural MRI, it is possible to separate gray matter
from white matter, in order to extract the cerebral cortex structure. Subsequently a mid-
thickness surface, interpolating the mid-points of the cerebral cortex, can be estimated,
resulting in a 2D surface embedded in a 3D space that represents the geometry of the
cerebral cortex. In practice, such a surface, sometimes referred to as cortical surface,
is a triangulated surface. Moreover, from the 3D structural MRI, a surface describing
the individuals’ head can be extracted. The latter plays a role in the derivation of the
model for the electrical/magnetic propagation of the signal from the cerebral cortex to
the sensors. An example of the cortical surface of a single subject, is shown on the right
panel in Figure 1, instead the associated head surface and MEG sensors positions are
shown on the left panel of the same figure.
Moreover, a surface based registration algorithm has been applied to register each of
the extracted cortical surfaces to a triangulated template cortical surface, which is shown
in Figure 9. Post registration, the triangulated template cortical surface is sub-sampled
to a 8K nodes surface. Moreover, the nodes on the cortical surface of each subject
are also sub-sampled to a set of 8K nodes in correspondence to the 8K nodes of the
template. For each subject, a 248ˆ 24K matrix, representing the forward operator, has
been computed with FieldTrip (Oostenveld et al., 2011) from its head surface, cortical
surface and sensors position. Such matrix relates the vector-valued signals in R3, on the
nodes of the triangulation of the cerebral cortex, to the one detected from the sensors,
consisting of 248 magnetometer channels.
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With the aim of studying the functional connectivity of the brain, for each subject,
three 6 minutes resting state MEG scans have been performed, of which one session is
used in our analysis. During the 6 minutes, data are collected from the sensors at 600K
uniformly distributed time-points. Using FieldTrip, classical pre-processing is applied
to the detected signals, such as low quality channels and low quality segments removal.
Details of this procedure can be found in the HCP MEG acquisition protocol. Moreover,
band pass filtering is applied, limiting the spectrum of the signal to the r12.5, 29sHz, also
known as the low beta waves.
6.2 Analysis
Here we apply the models proposed in this paper to the HCP data. The first part of
the analysis focuses on the study of the dynamic functional connectivity of a specific
subject. For this purpose, we subdivide the 6 minutes session in 20 intervals. Each of
these intervals is used to compute a covariance matrix in the sensors space, resulting in 20
covariance matrices S1, . . . , S20. The aim is understanding the main modes of variation
of the functional connectivity of the subject on its brain space. Thus, Algorithm 2 is
applied to S1, . . . , S20 to find the PC covariance functions, with 20 iterations and K-
fold cross-validation, with K “ 2. The energy maps of the estimated ψˆ1, ψˆ2 and ψˆ3
resulting from the analysis are shown in Figure 11. These are associated to the first three
PC covariance functions ψˆ1 b ψˆ1, ψˆ2 b ψˆ2 and ψˆ3 b ψˆ3, which are in fact difficult to
visualize and interpret, so instead it is useful to focus on the energy maps of ψˆ1, ψˆ2 and
ψˆ3. In fact, high intensity areas, in yellow, give a good representation of which areas
present high variability, in time, for the way their points are functionally connected to
each other. These are points where care should be taken in establishing static functional
connectivity assessments.
Figure 11: Energy maps of the estimated ψˆ1, ψˆ2 and ψˆ3 obtained by applying Algo-
rithm 2 to the covariance matrices computed from the MEG resting state data of a single
subject on 20 consecutive time intervals.
The second part of the analysis focuses on applying the proposed methodology to a
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multi subject setting. Specifically, 40 different subjects are considered. For each subject,
the 6 minutes scan is used to compute a covariance matrix associated to the subject,
resulting in 40 covariance matrices S1, . . . , S40. The template geometry in Figure 9 is
used as a model of the brain space. Algorithm 2 is then applied to S1, . . . , S40 to find
the PC covariance functions on the template brain, associated to S1, . . . , S40. We run
the algorithm for 20 iterations, and choose the regularizing parameter by K-fold cross-
validation, with K “ 2. The energy maps of the estimated functions ψˆ1, ψˆ2 and ψˆ3,
associated to the first three PC covariance functions ψˆ1b ψˆ1, ψˆ2b ψˆ2 and ψˆ3b ψˆ3, are
shown in Figure 12. High intensity areas, in yellow, indicate which areas present high
variability, between subjects, for the way their points are functionally connected to each
other. This opens up the possibility to understand population level variation in func-
tional connectivity, and indeed, whether, just as we need different forward operators for
individuals (due to anatomical differences), we should also be considering both popula-
tion and subject specific connectivity maps when analysing networks such as the default
network. It is also of interest to note that the main modes of population variations in
functional connectivity are similar in the first mode but different in subsequent modes
with respect to the individual subject temporal functional connectivity variation.
Figure 12: Energy maps of the estimated ψˆ1, ψˆ2 and ψˆ3 obtained by applying Algo-
rithm 2 to the covariance matrices computed from the MEG resting state data of 40
different subjects.
7 Discussion
In this work we introduce a general framework for the statistical analysis of functional
data in an inverse problem context. In particular, two different settings are considered.
In the first one, we introduce a model for indirectly observed functional data in an un-
constrained space, which outperforms the naive approach of solving the inverse problem
individually for each sample. Moreover this plays an important role in the second setting,
where we consider the case of samples that are indirectly observed covariance functions,
and thus constrained to be positive-definite. We deal with the non-linearity introduced
by such constraint by equipping the space with a proper distance and working with
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the tangent space representation of the objects, yet incorporating spatial information
in their estimation. The proposed methodology is finally applied to the study of brain
connectivity from the signals arising from MEG scans.
The models proposed here can be extended in many interesting directions. From an
applied prospective, it is of interest to apply the proposed methodology to different set-
tings, not necessarily involving neuroimaging, where studying second order information
has been so far prohibitive. From a modeling point of view, it is of interest to take a step
further the integration of the inverse problems literature with the statistical approach
we adopt in this paper. For instance, penalization terms that have been shown to be
successful in the inverse problems literature, e.g. total variation penalization, could be
introduced in our models.
Code
All the code and simulation materials are available at http://www.statslab.cam.ac.
uk/~jada2/InvCov_code.tar.gz.
Appendices
A Discrete solutions
Proof of Proposition 1. We want to find a minimizer fˆ P H2pMq, given z with }z} “ 1,
of the objective function in (9):
nÿ
i“1
}yi ´ ziKiΨf}2 ` λzT z
ż
M
∆2Mf
9pΨfqT p
nÿ
i“1
z2iK
T
i KiqΨf ´ 2pΨfqT p
nÿ
i“1
ziK
T
i yiq ` λ
ż
M
∆2Mf. (22)
An equivalent formulation of a minimizer fˆ P H2pMq of such objective function is given
by satisfying the equation
pΨϕqT p
nÿ
i“1
z2iK
T
i KiqΨfˆ ` λ
ż
M
∆Mϕ∆Mfˆ “ pΨϕqT p
nÿ
i“1
ziK
T
i yiq (23)
for every ϕ P H2pMq (see Braess, 2007, Chapter 2). Moreover, such minimizer is unique
if Apϕ, fq “ pΨϕqT p
nř
i“1
z2iK
T
i KiqΨf`λ
ş
M∆Mϕ∆Mf is definite positive. Given that for
a closed manifold M, şM∆2Mf “ 0 iff f is a constant function (Dziuk and Elliott, 2013),
such condition is equivalent to assume that kerp
nř
i“1
z2iK
T
i Kiq, the kernel of
nř
i“1
z2iK
T
i Ki,
does not contain the subspace of p-dimensional constant vectors.
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Moreover, we can rewrite equation (23) by introducing the auxiliary function h P
L2pMq as $&% pΨϕqT p
nř
i“1
z2iK
T
i KiqΨfˆ ` λ
ş
M∆Mϕh “ pΨϕqT p
nř
i“1
ziK
T
i yiqş
M∆Mfˆv ´
ş
Mhv “ 0
(24)
for all pϕ, vq P H2pMq ˆ L2pMq. Now, asking h, v to be such that h, v P H1pMq, the
Sobolev space of functions in L2pMq with first distributional derivatives in L2pMq, by
integration by parts we can rewrite (24) as the problem of finding pfˆ , gq P pH1pMq X
C0pMqq ˆH1pMq$&% pΨϕqT p
nř
i“1
z2iK
T
i KiqΨfˆ ` λ
ş
M∇Mϕ ¨∇Mh “ pΨϕqT p
nř
i“1
ziK
T
i yiqş
M∇Mfˆ ¨∇Mv ´
ş
Mhv “ 0
(25)
for all ph, vq P pH1pMq XC0pMqq ˆH1pMq. The operator ∇M is the gradient operator
on the manifold M. The gradient operator ∇M is such that p∇Mvqppq, for v a smooth
real function on M and p PM, takes value on the tangent space on p. We denote with
¨ the scalar product in the tangent space.
Now that equation (25) has been written in terms of first order derivatives only, we
discretize the equation by looking for a solution in the discrete space V Ă H1pMq, i.e.
finding fˆ , g P V$&% pΨϕqT p
nř
i“1
z2iK
T
i KiqΨfˆ ` λ
ş
M∇Mϕ ¨∇Mh “ pΨϕqT p
nř
i“1
ziK
T
i yiqş
M∇Mfˆ ¨∇Mv ´
ş
Mhv “ 0
(26)
for all h, v P V .
Define now the κˆ κ matrices pMqjl “
ş
MT φjφl and pAqjl “
ş
MT ∇MT φj ¨∇MT φl.
Note that requiring (26) to hold for all h, v P V is equivalent to require that (26) holds
for all h, v that are basis elements of V , thus exploiting the basis expansion formula (13)
we can characterize (26) with the solution of the linear system»– nř
i“1
z2iK
T
i Ki λA
A ´M
fifl„cˆ
qˆ

“
»– nř
i“1
ziK
T
i yi
0
fifl , (27)
where cˆ and qˆ are the basis coefficients of f P V and g P V , respectively. Solving (27) in
cˆ leads to
p
nÿ
i“1
z2iK
T
i Ki ` λAM´1Aqcˆ “
nÿ
i“1
ziK
T
i yi. (28)
26
Proof of Proposition 2. We want to find a minimizer fˆ P H2pMq, given tziu with řni“1 }zi}2 “
1, of the objective function in (9):
nÿ
i“1
}Vi ´ zipKiΨfqT }2 ` λ
nÿ
i“1
}zi}2
ż
M
∆2Mf
9pΨfqT p
nÿ
i“1
}zi}2KTi KiqΨf ´ 2pΨfqT
nÿ
i“1
KTi V
T
i zi. (29)
Comparing (29) with (22) its is evident that by following the same steps of the Proof
of Proposition 1 we obtain the desired result, which is
cˆ “
ˆ nÿ
i“1
}zi}2KTi Ki ` λAM´1A
˙´1 nÿ
i“1
KTi V
T
i zi.
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