We consider an energy harvesting for cooperative wireless sensor networks with a nonlinear power consumption model. The information transmission from the source node to the destination node is assumed to occur via several clusters of decode-andforward relay nodes. We assume that all the source and relay nodes have the ability to harvest energy from the environment and use that harvested energy to transmit and forward the information to the next hop. Under such assumption, the objective of our design is to improve the total throughput of the end-to-end link over a number of transmission blocks subject to constraints on energy causality, battery overflow, and time duration for energy harvesting. The optimization problem is found to be a nonconvex maximin fractional program, which is difficult to solve in general. We present an efficient iterative algorithm to solve the optimization problem. Specifically, by introducing novel transformations, we apply an approximate convex technique to obtain a convex problem at each iteration. We then propose an iterative power allocation algorithm which converges to a locally optimal solution at a Karush-Kuhn-Tucker point. Numerical results are provided to evaluate the proposed scheme.
Introduction
Wireless sensor network (WSN) is basically made up of a large number of various sensor nodes that typically spread over a large geographical area. WSN is used to collect information on surrounding context and environment and employed over a wide range of applications, such as smart buildings, transportation and logistics, health cares, and smart grids [1, 2] . Recently, WSN is considered as one of the key enablers for the Internet of Things (IoT) [3] . Accordingly, design of a WSN has become a promising and an important area of research. In particular, energy consumption is a challenging issue in the design of a WSN, since each sensor node is often equipped with small battery and it is hard to replace due to cost consideration. Therefore, the lifetime of a WSN is quite limited, especially when sensor nodes keep operating in the active mode.
One approach to improving the energy efficiency as well as the coverage and reliability of a WSN is to use cooperative multihop relays. Using multihop relays in a WSN, a source node communicates with a destination node with the help of a number of relay nodes. In particular, the transmission distance per hop is reduced, which directly enhances the channel gain and communication reliability. There have been a lot of prior works in this field [4] [5] [6] . Obviously, the link reliability improves as the number of hops between the source and destination nodes increases. However, with larger number of hops, less time interval is available for data transmission in each hop for a given time duration, leading to a reduction in the spectral efficiency [7] [8] [9] [10] .
On the other hand, energy harvesting has attracted a lot of attention, since it can prolong the lifetime of wireless networks under energy constraints [11, 12] . The energy harvesting refers to a process by which energy is derived from surrounding environment (e.g., wind, wave, solar, and thermal energy), captured, and stored for later use [13, 14] . The harvested energy can be extracted even from a radio frequency (RF) signal [15] . If energy harvesting is employed in a WSN, it has the potential to provide unlimited energy to sensors and enable self-sustaining green communications [16] . In [17] , for instance, an optimal scheduling was proposed in a network of multiple relays, and joint energy harvesting and beamforming schemes were considered. A wireless energy harvesting protocol for an underlay cognitive relay network was proposed in [18] , where the secondary transmitter and the relay harvest energy from the RF signal transmitted by multiple primary transmitters. Under a deterministic energy harvesting model, a sum rate maximization problem was investigated in [19] for an orthogonal relay channel with energy harvesting at the source and relay nodes. A closely related system model is studied in [14] , where the authors proposed a wireless energy harvesting model for a cognitive WSN in the presence of cluster-based decode-and-forward relays and maximized the throughput of the end-to-end link in a single transmission block. However, energy consumption for circuits was not taken into account and optimal scheduling issue was not investigated.
In this paper, we propose the use of energy harvesting for a cooperative WSN with nonlinear power consumption model. Specifically, we use a nonaffine power consumption model and consider that each node spends a part of the total power in circuits [20] . The source sensor node communicates with the destination sensor node via a number of relay nodes. We assume that the transmitters, that is, the source and relay nodes, have no available power supply and they need to harvest energy form the surrounding environment to transmit data. Differently from [14] , we consider a more general model in that the throughput is optimized across multiple transmission blocks rather than in a single transmission block. The objective of our design is to maximize the total throughput of the network over transmission blocks by incorporating optimal power allocation and time scheduling for energy harvesting. However, the resulting problem is neither convex nor concave, and therefore the optimal solution is generally hard to obtain. In order to tackle this issue, we first transform the original problem into an equivalent problem by introducing a new variable, which is still nonconvex but in more tractable form. Consequently, we apply an approximate convex technique to nonconvex parts, which leads to a convex problem. We then propose an iterative algorithm which solves approximate convex program at each iteration, update the invoked variables, and move to the next iteration. Moreover, we show that the iterative solution found by the proposed algorithm converges to a locally optimal solution that satisfies a Karush-Kuhn-Tucker (KKT) point of the problem.
The rest of this paper is organized as follows. Section 2 describes a cooperative WSN based on multihop transmission. The optimization problem formulation is formulated in Section 3, and the optimal solution of the problem is presented in Section 4. In Section 5, numerical results are provided to demonstrate the proposed scheme. Finally, conclusions are drawn in Section 6. 
System Model
As illustrated in Figure 1 , we consider a cooperative WSN that consists of one source node 0 , one destination node , and − 1 clusters of relay nodes. The th cluster is assumed to be composed of relay nodes, 1 , 2 , . . . , , = 1, 2, . . . , − 1. Assuming that there is no direct link between the source and destination nodes, the source node 0 transmits data to the destination node with the help of the − 1 best relay nodes, which are chosen in each cluster of relay nodes. For the selection of a relay in each cluster, we consider a partial relay selection scheme in [14] . We define a time slot to be a period of time for each transmission block. Accordingly, the selected relay node * in the th cluster at the th time slot (The time slot index is explicitly specified here, since the optimization in Section 3 will be performed across consecutive time slots, i.e., transmission blocks.) is found as * ≜ * = arg max
where ℎ ( ) denotes the channel coefficient between * −1 and and * 0 ≡ 0 and * ≡ . In addition, we further assume that each node is equipped with a single antenna and has a half-duplex radio, which implies that each hop in between 0 and should happen in separate time intervals. Let ℎ ( ), = 1, 2, . . . , denote the channel coefficient of the link * ( −1) → * . We assume that the transmission of each node takes place over a time interval consisting of transmission blocks. As illustrated in Figure 2 , each node harvests energy for a fraction ( ) (0 ≤ ( ) ≤ 1) in the th time slot. The remaining (1 − ( )) fraction of the time slot is subdivided into phases of the same length (1 − ( ))/ for the -hop relaying. In the first phase, 0 broadcasts data signal to all the relay nodes in the first cluster and each relay node decodes the data. In the second phase, the selected relay * 1 forwards the decoded data to the relay nodes in the second cluster.
Information transmission Information transmission
Time slot (i) The process is repeated times so that the data are delivered to the destination . We assume that all the relay nodes can correctly decode the signal from a relay in the preceding cluster. Energy harvested at each node from the surrounding environment can be expressed as [13, 14] 
where ( ) = is a function of the surrounding energy that is available during the harvesting period. Note that the energy harvesting rate depends on the environment surrounding the node. For simplicity, we assume that every relay node in the same cluster harvests the same amount of energy. Unlike the conventional power consumption model, we consider a nonideal power consumption model at each node as [20] 
where max is the maximum power consumption, cir is the power consumed in the transmitter circuits, ( ) (0 ≤ ( ) ≤ max ) is the power consumed for data transmission, and (0 ≤ ≤ 1) is a parameter of nonlinearity. In the th transmission block, the instantaneous signal-to-noise ratio (SNR) Γ ( ) at S can be computed as
where we assume that the thermal noise at each node has zero mean and unit variance.
Problem Formulation
The main objective is to maximize the total throughput over transmission blocks. In particular, we assume that the harvested energy and the channel state information are available noncausally. Based on the relay selection strategy in (1), the ergodic capacity of the th hop can be expressed as
As a consequence, the ergodic capacity ( ) of the end-to-end link from the source to the destination is found as
As in Figure 2 , the time duration (1 − ( )) is used to transmit data from 0 to and the transmission time for each hop is fixed to (1 − ( )) / , leading to the effective communication time of (1 − ( )) / in each slot. Then, the throughput of the end-to-end link over transmission blocks can be computed as
where p −1 ≜ [ −1 (1), −1 (2), . . . , −1 ( )] , = 1, 2, . . . , , and ≜ [ (1), (2), . . . , ( )] . Given that p −1 is fixed, the optimal value ⋆ in (7) can be found from the following optimization problem:
subject to 0 ≤ ( ) ≤ 1, = 1, 2, . . . , .
In problem (8), p −1 is fixed and it is easy to verify that (8) is a concave function of ( ). Thus, the optimal value ( ) ⋆ can be found through a one-dimension numerical search. The transmitted power must satisfy energy causality constraints as [12] 
At the beginning of the th slot, the th node except for the destination will harvest energy with rate . Let ( ) be the energy available at the battery of the th node. The total energy of the ( − 1)th node at the beginning of the th slot will be equal to the remaining energy from the ( − 1)th transmission block, that is, −1 ( − 1) − ((1 − ( − 1)) / ) −1 ( − 1), plus the energy that this node harvests during ( ) , that is, −1 ( ) . Accordingly, the amount of energy at the th node at the ( − 1)th slot and the updated value at the th slot have the following relationship:
where max denotes the maximum capacity of the battery at the th node. On the other hand, the total energy at each node must avoid battery overflow as [12] 
. . , , = 1, 2, . . . , − 1.
By incorporating (7)- (11), an optimization problem can be formulated:
The optimization problem in (12a), (12b), (12c), (12d), and (12e) is a nonconvex program in which the objective function is jointly determined by p −1 and . A simple algorithm to solve such a nonconvex program can be described as follows.
Suppose that a set of initial values of (p −1 , ) satisfy the constraints (12b)-(12e). As mentioned in (8), (p −1 , ) is concave in for a fixed p −1 . Furthermore, (12a), (12b), (12c), (12d), and (12e) are convex in p −1 for a fixed . Thus, to find a locally optimal solution p ⋆ −1 for a given value of , we use the KKT necessary condition for optimality [21] . Finally, these steps are repeated until the algorithm converges. However, such a method often exhibits a slow convergence. In the following section, we will propose an iterative method that arrives at a saddle point of (12a), (12b), (12c), (12d), and (12e).
Proposed Algorithm for Solving the Optimization Problem
The proposed iterative method in this paper is basically based on the approximate convex optimization problem [22] . The main idea is to transform (12a), (12b), (12c), (12d), and (12e) into a convex optimization problem. In particular, we apply convex approximation to the nonconvex parts and find an optimal solution locally. To start with, (12a), (12b), (12c), (12d), and (12e) can be reformulated as
where Γ * denotes the SNR for the best relay selected at the th hop in the th time slot. The equivalence between (13a), (13b), 
The equivalence of (13a), (13b), (14a), (14b), (14c), (14d), (14e), (14f), and (14g) can easily be confirmed by justifying that all the constraints in (14b)-(14d) hold with equality at the optimum [22] . Even after the above transformations, (14a), (14b), (14c), (14d), (14e), (14f), and (14g) are still nonconvex and difficult to solve due to nonconvex constraints in (14b)-(14d). We now apply a convex approximation technique that can convert (14a), (14b), (14c), (14d), (14e), (14f), and (14g) into an equivalent convex one.
Transformation of (14b). Without loss of optimality, (14b) can be rewritten as
We recall that /(1− ( )) is a convex function on the defined domain (0 ≤ ( ) ≤ 1, ≥ 1) [21] . If we upper bound the negative of /(1− ( )) around the point ( ( ) , ( ) ( ) ), we get (Hereafter, the notation ( ) is used to represent the value of at the th iteration of the iterative algorithm.)
Clearly, (16) is a completely linearized constraint.
Transformation of (14c). We observe that −1 ( ) is concave in (0 ≤ ≤ 1). According to [23] , we recall the following inequality:
In fact, ( ) ( −1 ) is the first-order approximation of −1 ( ) around the point −1 ( ).
Transformation of (14d). The constraint (14d) is equivalent to
which is nonconvex constraint due to the nonconvexity of ( −1 ( ), ( )) ≜ −1 ( ) ( ). Fortunately, by using the results in [23, 24] , we obtain the following inequality:
where ( ) is a given positive constant. Since ( ) ( ( ), −1 ( ), ( ) ) is a convex function of ( ( ), −1 ( )) and is an upper bound of ( −1 ( ), ( )), we recall the following property. The equality of (19) is obtained by setting ( ) = ( )/ −1 ( ) and then ∇ ( ), −1 ( ) ( ( ), −1 ( )) = ∇ ( ), −1 ( ) ( ) ( ( ), −1 ( ), ( ) ). As a result, the approximation yields a nondecreasing sequence of the objective value in (14a), (14b), (14c), (14d), (14e), (14f), and (14g) as the iteration continues.
With the above approximations, at the ( + 1)th iteration, we solve the following convex program: 
− ∑
We outline the proposed iterative algorithm in Algorithm 1, which works as follows. After solving (20a), (20b), (20c), (20d), and (20e) by using numerical solver such as SeDuMi [25] , we update ( ( ), −1 ( ), , ) for the next iteration. The iteration continues until the solution converges or the number of iterations reaches the maximum value, max .
Generation of Initial Points. To guarantee that Algorithm 1 can start at the first iteration, we generate the initial points as follows. First, we generate (0) −1 to satisfy (14g) and randomly generate ( ) (0) in range [0, 1]. Second, (0) can be computed by setting (20b) to equality. Third, (0) can be calculated as (0) = ( ) (0) / −1 ( ) (0) , where −1 ( ) (0) is obtained by setting (20c) to equality.
Convergence. Let O( ( ) ) be the objective value at the th iteration in Algorithm 1. We should note that the optimal solutions at the th iteration in line 2 of Algorithm 1 are also feasible for the considered problem at the ( + 1)th iteration due to the safe approximations in (20b), (20c), and (20d) [26] . This implies that the proposed method yields a nondecreasing objective value; that is, O( ( ) ) ≤ O( ( +1) ) and at the same time the objective value is bounded above due to the power constraint. Furthermore, following the same arguments presented in [26] , it can be shown that the proposed method converges to a locally optimal solution that satisfies a KKT point of (14a), (14b), (14c), (14d), (14e), (14f), and (14g).
Numerical Results
In this section, we evaluate the throughput of the proposed scheme by simulation. The channel coefficient ℎ ( ) is generated as ℎ ( ) = −4h with being the distance between the ( − 1)th hop and the th hop and entries of ℎ follow circularly symmetric complex Gaussian random variables with zero mean and unit variance. The distance from the source to destination is denoted as 0 . For simplicity, we further assume that each cluster of relays consists of 3 relays and the distance between two adjacent hops is equal; that is, = , ∀ . Energy harvesting rate at all the nodes is assumed to be equal; that is, = , ∀ . In addition, we choose cir = 0.5, max = 50, max −1 = 100, ∀ , and max = 500. To solve convex programs, we use the modeling package YALMIP [27] with SeDuMi [25] being the internal solver. The average throughput is computed by averaging over 10,000 independent simulation trials.
First, we investigate the convergence behavior of the proposed algorithm for the simulation settings given in the caption. In particular, we plot the convergence rate for different number of hops in Figure 3 (a) and for different number of transmission blocks in Figure 3 (b). As seen in Figure 3 , Algorithm 1 convergences within several iterations in all cases. Figure 4 shows the average total throughput versus the number of hops, . We can see that the performance first improves as increases but it turns over at a certain point. This is because the channel gains will be enhanced when increases but the fraction time spent for transmit data is also reduced. Another interesting observation is that the performance of the system improves and the optimal number of hops decreases when the energy harvesting rate is higher. The reason is that increasing energy harvesting rate leads to reduction in the time fraction spent for energy harvesting. Figure 5 depicts the average total throughput versus the number of transmission blocks, . It is shown that the system performance improves significantly as the number of transmission blocks and the energy harvesting rate increase. It should be noted that the value of energy harvesting rate depends on several factors, such as surrounding environment and conversion efficiency of the device.
Conclusion
In this paper, we have investigated optimal energy harvesting strategy that maximizes the total throughput of multihop transmissions in a cooperative WSN. The optimization problem has been found to be a nonconvex program which is constrained by the power allocation and transmission scheduling for energy harvesting. We develop an iterative algorithm which jointly allocates the transmit power and the energy harvesting time. Moreover, the proposed algorithm is guaranteed to converge to a saddle point of the nonconvex problem. Numerical results have been presented to verify the performance of the proposed approach.
