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1. Introduction
How large can be the spectral radius μ(G) of a graph G of order n without a path or cycle of order
k? Such questions come easily into mind when one studies the problems of extremal graph theory.
Thus, recall the general Turán type problem:
What is the maximum number of edges in a graph G of order n if G does not contain subgraphs of
particular kind.
In [3], Brualdi and Solheid raised an analogous spectral problem:
What ismaxμ(G) if the graph G belongs to a speciﬁed class of graphs.
Blending these two questions, we obtain a Brualdi–Solheid–Turán type problem:
What ismaxμ(G) if G is a graph of order n and G does not contain subgraphs of particular kind.
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Examples of suchproblems arenumerous since to every Turán typeproblemcorresponds aBrualdi–
Solheid–Turán type problem. In fact,many fundamental types of graphs, like e.g. planar or k-chromatic,
are characterized by forbidden graphs, so the study of Brualdi–Solheid–Turán type problems is an
important topic in spectral graph theory.
In this paper we focus on themaximum spectral radius of graphs of order nwithout paths or cycles
of speciﬁed length.
Write Ck and Pk for the cycle and path of order k, and let
fl (n) = max {μ(G) : |G| = n, Cl  G} ,
gl (n) = max {μ(G) : |G| = n, Cl  G and Cl+1  G}
hl (n) = max {μ(G) : |G| = n, Pl  G} .
Perhaps it is more natural to deﬁne gl(n) as max{μ(G) : |G| = n, and Cp  G for p l}. However,
this more relaxed definition seems to determine precisely the same function gl(n), as suggested in
Conjecture 15 in the concluding section of this paper.
The value of fl(n) for odd l
For odd l the function fl(n) was essentially determined in [13]: if l is odd and n > 321l, then
fl (n) =
√⌊
n2/4
⌋
.
The smallest ratio n/l forwhich the equation is still valid is not known. Note that the complete bipartite
graph with color classes of size n/2 and n/2 has no odd cycles and its spectral radius is precisely√
n2/4. Thus, for odd lwe have fl(n) ∼ n/2. As we shall see below, this is in sharp contrast with the
value of fl(n) for even l.
Bounds on f4(n)
The value of f4(n) was essentially determined in [12]:
Let G be a graph of order nwith μ(G) = μ. If C4  G, then
μ2 − μ n − 1. (1)
Equality holds if and only if every two vertices of G have exactly one common neighbor, i.e., when G is
the friendship graph.
An easy calculation implies that
f4 (n) = 1/2 +
√
n − 3/4 + O (1/n),
where for odd n the O(1/n) term is zero. Finding the precise value of f4(n) for even n is an open
problem.
Bounds on fl(n) for even l > 4
The inequality (1) can be generalized for arbitrary even cycles in the following way: if C2k+2  G,
then
μ2 − (k − 1) μ k (n − 1).
This inequality and a matching lower bound imply that
(k − 1) /2 + √kn + o (n) f2k+2 (n) k/2 +
√
kn + o (n). (2)
The exact value of f2k+2(n) is not known for k 2, and ﬁnding this value seems a challenge. Neverthe-
less, the precision of (2) is somewhat surprising, given that the asymptotics of the maximum number
of edges in C2k+2-free graphs of order n is not known for k 2.
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Bounds on gl(n)
Let us consider now the function gl(n). To begin with, Favaron, Mahéo, and Saclé [8] showed that if
a graph G of order n contains neither C3 nor C4, then μ(G)
√
n − 1. Since the star of order n has no
cycles and its spectral radius is
√
n − 1, we deduce that
g3 (n) =
√
n − 1.
Wedonot know the exact value of gl(n) for l > 3. Nevertheless, an example, togetherwith the inequal-
ity g2k+1(n) f2k+2(n) and relation (2), gives
(k − 1) /2 + √kn + o (n) g2k+1 (n) k/2 +
√
kn + o (n);
thus, g2k+1(n) is known within an additive term not exceeding 1/2.
Luckily, for even l we can give almost exact asymptotics of gl(n):
g2k (n) = (k − 1) /2 +
√
kn + O
(
n−1/2
)
.
Bounds on hl(n)
Finally, for hl(n) we have precise results when n is sufﬁciently large:
h2k (n) = (k − 1) /2 +
√
kn − (3k2 + 2k − 1) /4,
h2k+1 (n) = (k − 1) /2 +
√
kn − (3k2 + 2k − 1) /4 + 1/n + O (n−3/2).
In addition, for every l 4, we know the unique graph for which hl(n) is attained when n is suf-
ﬁciently large. Specifically, h2k+1(n) is known exactly but cannot be given by a simple closed
expression.
The main results of the paper are stated in the next section: ﬁrst lower bounds, and then upper
bounds on f2l(n), gl(n) and hl(n). The proofs of these results are given in Section 3. At the end of the
paper we state two conjectures, outlining possible solutions of related problems.
2. Main results
First we recall some notation, which in general follows [2]; thus, if G is a graph, we write:
– V(G) for the vertex set of G;
– |G| for the number of vertices of G;
– E(G) for the edge set of G and e(G) for |E(G)|;
– δ(G) for the minimum degree of G;
– G − u for the graph obtained by removing the vertex u ∈ V(G);
– Γ (u) for the set of neighbors of a vertex u and d(u) for |Γ (u)| ;
– eG(X) for the number of edges induced by a set X ⊂ V(G) ;
– eG(X , Y) for the number of edges joining vertices in X to vertices in Y , where X and Y are disjoint
subsets of V(G).
We write Kp and Kp for the complete and the edgeless graph of order p.
2.1. Lower bounds on f2l(n), gl(n) and hl(n)
The lower bounds on f2l(n), gl(n) andhl(n) are givenby two families of graphs,which for sufﬁciently
large n give the exact values of hl(n), and perhaps also of f2l(n) and gl(n); for a precise statement see
Conjecture 15 in the concluding remarks.
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Suppose that 1 k < n and let:
– Sn,k be the graph obtained by joining every vertex of a complete graph of order k to every vertex
of an independent set of order n − k, that is to say Sn,k is the join of Kk and Kn−k;
– S
+
n,k be the graph obtained by adding one edge within the independent set of Sn,k .
Clearly, Sn,k and S
+
n,k are graphs of order n and
e
(
Sn,k
) = kn − (k2 + k)/ 2, e (S+n,k) = kn − (k2 + k)/ 2 + 1.
To calculate μ(Sn,k), let μ = μ(Sn,k) and apply a theorem of Finck and Grohmann [7] (see also [4,
Theorem 2.8]) getting
μ2 − (k − 1) μ − k (n − k) = 0.
Thus, we have
μ
(
Sn,k
) = (k − 1) /2 + √kn − (3k2 + 2k − 1) /4. (3)
A slightly more involved approach gives μ
(
S
+
n,k
)
as follows.
Proposition 1. μ
(
S
+
n,k
)
is the largest root of the equation
x3 − kx2 −
(
kn − k2 − k + 1
)
x + k (n − k − 2) = 0,
and satisﬁes the inequalities
1
n − k + √kn/2 < μ
(
S
+
n,k
)
− μ (Sn,k) < 1
n − k − 2√(n − k) /k . (4)
After some simple algebra, inequalities (3) and (4) give
μ
(
S
+
n,k
)
= (k − 1) /2 +
√
kn − (3k2 + 2k − 1) /4 + 1/n + O (n−3/2).
Note that Pl+1  Sn,k and Cl  Sn,k for l 2k + 1. Likewise, Pl+1  Sn,k and Cl  Sn,k for l 2k + 2.
Therefore, we obtain the following bounds
h2k (n)μ
(
Sn,k
) = (k − 1) /2 + √kn − (3k2 + 2k − 1) /4, (5)
h2k+1 (n)μ
(
S
+
n,k
)
= (k − 1) /2 +
√
kn − (3k2 + 2k − 1) /4 + 1/n + O (n−3/2), (6)
g2k (n)μ
(
Sn,k
) = (k − 1) /2 + √kn − (3k2 + 2k − 1) /4, (7)
g2k+1 (n)μ
(
S
+
n,k
)
= (k − 1) /2 +
√
kn − (3k2 + 2k − 1) /4 + 1/n + O (n−3/2), (8)
f2k+2 (n)μ
(
S
+
n,k
)
= (k − 1) /2 +
√
kn − (3k2 + 2k − 1) /4 + 1/n + O (n−3/2). (9)
2.2. Upper bounds on fl(n), gl(n) and hl(n)
Theorem 2. Let k 1, n 24k and G be a graph of order n.
(a) If μ(G)μ(Sn,k), then G contains a P2k+2 unless G = Sn,k.
(b) If μ(G)μ
(
S
+
n,k
)
, then G contains a P2k+3 unless G = S+n,k.
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Theorem 2 implies that for every k 1 and n 24k , we have
h2k (n) = μ (Sn,k) = (k − 1) /2 + √kn − (3k2 + 2k − 1) /4,
h2k+1 (n) = μ
(
S
+
n,k
)
= (k − 1) /2 +
√
kn − (3k2 + 2k − 1) /4 + 1/n + O (n−3/2).
Theorem 3. Let k 1 and G be a graph of order n. If
μ(G) > k/2 +
√
kn + (k2 − 4k) /4, (10)
then C2l+2 ⊂ G for every l = 1, . . . , k.
Theorem 3, together with (8) and (9), implies that
(k − 1) /2 + √kn + o (n) g2k+1 (n) f2k+2 (n) k/2 +
√
kn + o (n).
Finally, to determine the asymptotics of g2k(n) we need the following theorem.
Theorem 4. Let k 1 and G be a graph of order n. If
μ(G) > (k − 1) /2 +
√
kn + (k + 1)2 /4,
then C2k+1 ⊂ G or C2k+2 ⊂ G.
Theorem 4, together with (7), implies that for every k 1,
g2k (n) = (k − 1) /2 +
√
kn + Θ
(
n−1/2
)
.
3. Proofs
In this section we prove Theorems 2, 3 and 4. Unfortunately, the proofs are involved and require a
number of known facts and some preliminary work.
3.1. Some known facts
We start with an upper bound on μ(G) that is particularly efﬁcient for our problems.
Fact 5 [11]. If G is a graph with n vertices,m edges and δ(G) = δ, then
μ(G) (δ − 1) /2 +
√
2m − δn + (δ + 1)2 /4. (11)
Note that for connected graphs inequality (11) has been proved independently by Hong et al. [9]. A
particular instance of (11) is the following upper bound (see [15]): for every graph G with m edges,
μ(G)−1/2 +
√
2m + 1/4√2m. (12)
Next we turn to two classical results in extremal graph theory.
Fact 6 [5, Theorem 2.6]. Let l 2 and G be a graph of order n. If e(G) > (l/2)n, then G contains a Pl+2.
Considerablework has been done to improve the above result under stronger assumptions, see, e.g.
[1,6,10]. In particular, we shall use the following two facts, taken from [1].
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Fact 7. Let k 1, n > 3k and G be a connected graph of order n. If
e (G) e
(
Sn,k
) = kn − (k2 + k)/ 2, (13)
then G contains a P2k+2, unless there is equality in (13) and G = Sn,k .
Fact 8. Let k 1, n > 3k and G be a connected graph of order n. If
e (G) e
(
S
+
n,k
)
= kn −
(
k2 + k
)/
2 + 1, (14)
then G contains a P2k+3, unless there is equality in (14) and G = S+n,k.
Recently in [14], Fact 6 has been extended as follows:
Fact 9. Suppose that k 1 and let the vertices of a graph G be partitioned into two sets U andW .
(A) If
2eG (U) + eG (U,W) > (2k − 2) |U| + k |W| , (15)
then there exists a path of order 2k or 2k + 1 with both ends in U.
(B) If
2eG (U) + eG (U,W) > (2k − 1) |U| + k |W| , (16)
then there exists a path of order 2k + 1 with both ends in U.
3.2. Preliminary lemmas supporting the proof of Theorem 2
The proof of Theorems 2 is based on Lemmas 10 through 14 below.
Lemma 10. Let G be a graph of order n with minimum degree δ(G) = δ andμ(G) = μ. If (x1, . . . , xn) is
a unit eigenvector to μ, then
min {x1, . . . , xn}
√
δ
μ2 + δn − δ2 .
Proof. Set σ = min{x1, . . . , xn}. If σ = 0, the assertion holds trivially, so let assume that σ > 0. This
implies also that δ > 0. Selecting u ∈ V(G) to satisfy dG(u) = δ, we have
μ2σ 2 μ2x2u =
⎛
⎝ ∑
i∈Γ (u)
xi
⎞
⎠2  δ ∑
i∈Γ (u)
x2i  δ
⎛
⎝1 − ∑
i∈V(G)\Γ (u)
x2i
⎞
⎠
 δ
(
1 − (n − δ) σ 2
)
= δ −
(
δn − δ2
)
σ 2,
implying that (μ2 + δn − δ2)σ 2  δ. The desired inequality follows. 
Lemma 11. Let G be a graph of order n and let (x1, . . . , xn) be a unit eigenvector to μ(G). If u is a vertex
satisfying xu = min{x1, . . . , xn}, then
μ (G − u)μ(G) 1 − 2x
2
u
1 − x2u
.
Proof. Setting for short μ = μ(G), we have
μxu =
∑
v∈Γ (u)
xv and μ = 2
∑
vw∈E(G)
xvxw.
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Since Rayleigh’s principle implies that
2
∑
vw∈E(G−u)
xvxw μ (G − u)
∑
v∈V(G)\{u}
x2v = μ (G − u)
(
1 − x2u
)
,
we see that
μ = 2 ∑
vw∈E(G−u)
xvxw + 2xu
∑
v∈Γ (u)
xv = 2
∑
vw∈E(G−u)
xvxw + 2x2uμ
μ (G − u)
(
1 − x2u
)
+ 2x2uμ,
and so,
μ (G − u)μ1 − 2x
2
u
1 − x2u
,
as required. 
Lemma 12. Let G be a graph of order n, let μ(G) = μ and (x1, . . . , xn) be a unit eigenvector to μ. If u is
a vertex satisfying xu = min{x1, . . . , xn}, then
μ (G − u)μ
(
1 − 1
μ2/δ + n − δ − 1
)
.
Proof. Lemma 11 implies that
μ (G − u)μ1 − 2x
2
u
1 − x2u
= μ
(
1 − x
2
u
1 − x2u
)
.
On the other hand, by Lemma 10 we have
x2u 
δ
μ2 + δn − δ2
and so
μ (G − u) μ
(
1 − δ
μ2 + δn − δ2 − δ
)
= μ
(
1 − 1
μ2/δ + n − δ − 1
)
completing the proof. 
Lemma 13. Let the numbers a, k, n, s satisfy
k 2, s 1, and n − s 4k3 + 4 |a| (k − 1).
Let the sequence x0, . . . , xs satisfy
x0  (k − 1) /2 +
√
kn − a
and
xi+1  xi
(
1 − 1
x2i / (k − 1) + n − i − k
)
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for 0 i < s. Then, for every i = 1, . . . , s, we have
xi  (k − 1) /2 +
√
k (n − i) − a + 1/2.
Proof. Clearly it is enough to prove the assertion for i = 1 since it will follow by induction for all
i = 1, . . . , s. Assume for a contradiction that
x1  (k − 1) /2 +
√
k (n − 1) − a + 1/2
and for short set
b = (k − 1) /2 + √kn − a.
Since the function
x
(
1 − 1
x2/ (k − 1) + n − k
)
is increasing in x, we have
(k − 1) /2 +
√
k (n − 1) − a + 1/2  x1
 x0
(
1 − 1
x20/ (k − 1) + n − k
)
 b
(
1 − 1
μ2/ (k − 1) + n − k
)
and so,
1
b2/ (k − 1) + n − k 
b −
(
(k − 1) /2 + √k (n − 1) − a + 1/2
)
b
= kn − a − (k (n − 1) − a + 1/2)
b
(√
kn − a + √k (n − 1) − a + 1/2
)
= k − 1/2
b
(√
kn − a + √k (n − 1) − a + 1/2
)
>
k − 1/2
2b
√
kn − a .
Hence, by the AM–GM inequality,√
kn − a
k − 1/2 >
1
2
(
b
k − 1 +
n − k
b
)

√
n − k
k − 1 .
Squaring both sides of this inequality, we obtain
n − k < (k − 1) kn − a
(k − 1/2)2 =
(
k2 − k
)
n
k2 − k + 1/4 −
a (k − 1)
(k − 1/2)2
= n − n
4
(
k2 − k + 1/4) −
a (k − 1)
(k − 1/2)2
and so,
n < 4
(
k2 − k + 1/4
)
k − 4a (k − 1) < 4k3 − 4a (k − 1),
a contradiction completing the proof. 
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Lemma 14. Let the numbers c  0, k 2, n 24k , and let G be a graph of order n. If δ(G) k − 1 and
μ(G) (k − 1) /2 +
√
kn − k2 + c,
then there exists a graph H satisfying one of the following conditions:
(i) μ(H) >
√
(2k + 1)|H|;
(ii) |H|√n, δ(H) k and
μ (H) > (k − 1) /2 +
√
k |H| − k2 + c + 1/2.
Proof. Using the following procedure, deﬁne a sequence of graphs G0, . . . , Gk , satisfying |Gi| = n − i
for i = 0, . . . , k:
begin
set G0 = G;
set r = 0;
while μ(H)
√
(2k + 1)|Gr | and δ(Gr) k − 1 do
begin
select a unit eigenvector (x1, . . . , xn−r) to μ(Gr);
select a vertex ur ∈ V(Gr) such that xur = min{x1, . . . , xn−r};
set Gr+1 = Gr − ur;
add 1 to r;
end;
end.
Let s = min
{
r, n −
⌊√
n
⌋}
. Note that for every 1 i < s, in view of δ(Gi) k − 1, Corollary 12
implies that
μ (Gi+1)μ (Gi)
(
1 − 1
μ2 (Gi) / (k − 1) + n − i − k
)
.
We shall prove that for every i = 1, . . . , s,
μ (Gi) (k − 1) /2 +
√
k (n − i) − k2 + c + 1/2. (17)
Indeed, let xi = μ(Gi) for i = 0, . . . , s − 1. Set a = k2 − c and note that
|Gi|
⌊√
n
⌋
 22k  5k3 + |c| k 4k3 +
∣∣∣k2 − c∣∣∣ k 4k3 + |a| k.
With this selection of a, k, s, n, x0, . . . , xs, Lemma 13 implies inequality (17).
Furthermore, for every 1 i < s, inequality (17) implies that
μ2 (Gi) > k (n − i − k)
and so, we ﬁnd that
μ (Gi+1) μ (Gi)
(
1 − 1
μ2 (Gi) / (k − 1) + n − i − k
)
> μ (Gi)
(
1 − 1
k (n − i − k) / (k − 1) + n − i − k
)
= μ (Gi)
(
1 − k − 1
(2k − 1) (n − i − k)
)
.
On the other hand, Bernoulli’s inequality gives(
1 − α 1
i + 1
)

iα
(i + 1)α ,
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whenever 0 < α < 1 and i > 0. In particular, we see that(
1 − k − 1
(2k − 1) (n − i − k)
)
 (n − i + 1 − k)(k−1)/(2k−1) (n − i − k)−(k−1)/(2k−1) ,
and so, if 0 i < s, then
μ (Gi+1) (n − i + 1 − k)−(k−1)/(2k−1) μ (Gi) (n − i − k)−(k−1)/(2k−1) .
Taking the ﬁrst and last terms of this chain of inequalities, and setting H = Gs, p = |H|, we ﬁnd that
μ (H) (p − k)−(k−1)/(2k−1) μ (G) (n − k)−(k−1)/(2k−1)
>
√
k (n − k)1/(4k−2)
and so,
μ (H) 
√
k (n − k)1/(4k−2) p(k−1)/(2k−1)
=
√
kp (n − k)1/(4k−2) p−1/(4k−2).
If p =
⌊√
n
⌋
, we see that p 2
√
n − k, and so,
μ (H) 
√
kp (n − k)1/(4k−2) p−1/(4k−2)

√
kp (n − k)1/(8k−4) 2−1/(4k−2) >
√
(2k + 1) p;
thus H satisﬁes condition (i), completing the proof if p =
⌊√
n
⌋
.
Otherwise we have p >
√
n and δ(H) k. In view of (17), H satisﬁes condition (ii), completing the
proof of Lemma 14. 
Proof of Theorem 2 for k = 1. For technical purposes we prove the case k = 1 of Theorem 2
separately. More precisely, we shall prove that if G is a graph of order n, then:
(i) if n > 5 and μ(G)
√
n − 1, then G contains a P4, unless G = Sn,1.
(ii) if n 10 and μ(G)μ
(
S
+
n,1
)
, then G contains a P5, unless G = S+n,1.
Proof of part (i). First we prove that every connected graph G of order at least 4 satisfying μ(G) >√
n − 1 contains a P4. Indeed, this is obvious if G contains a C4. If C4  G, the result of Favaron, Mahéo,
and Saclé mentioned in the Introduction implies that G contains a triangle, say with vertices u, v,w.
Since G is connected, there is an edge between the sets {u, v,w} and V(G)\{u, v,w}, so we get a P4.
Suppose that G is connected,μ(G) = √n − 1, and G contains no P4. Then G contains no cycles and
so it must be a star Sn,1.
Supposenow thatn > 5 andG is not connected. Take a componentHwithμ(H)=μ(G)√n − 1>√|H| − 1. According to the argument for connected graphs, H must be of order 3 or 2. Thus, we have
2
√
n − 1, a contradiction.
Proof of part (ii). First we shall prove that every connected graph G of order at least 5 contains a P5
unless G has no cycles or G = S+n,1. Indeed, every cycle longer then 4 contains P5, so we can assume
that G contains no such cycles.
If G contains a C4, say with vertices u, v,w, t, there is an edge between the sets {u, v,w, t} and
V(G)\{u, v,w, t}, so we get a P5. Thus, we can assume that G contains no C4.
Suppose that G contains a triangle, saywith vertices u, v,w. If two of the vertices {u, v,w} are joined
to vertices from V(G)\{u, v,w}, we get a P5. Hence only one of the vertices {u, v,w} is joined to vertices
belonging to V(G)\{u, v,w}; let this be the vertex u. Since all vertices V(G)\{u, v,w} are joined by
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some path to u, to avoid a P5, all vertices V(G)\{u, v,w} must be joined to u by an edge and the set
V(G)\{u, v,w} must be independent. Therefore G = S+n,1.
Since a graph Gwith no cycles satisﬁesμ(G)
√
n − 1 < μ(S+n,1), part (ii) is proved for connected
graphs of order at least 5.
Let now G be disconnected and n 10. Take a component H with μ(H) = μ(G)μ
(
S
+
n,1
)
>
μ
(
S
+
|H|,1
)
. According to the argument for connected graphs, if H contains no P5, we have |H| 4.
But this is impossible since μ(H) = μ(G) > √n − 1 3.
Proof of Theorem 2 for k 2. Clearly we can assume that G is connected. For short setm = e(G).
Proof of part (a). If δ(G) k, inequality (11) implies that
μ(G)  (δ − 1) /2 +
√
2m − δn + (δ + 1)2 /4
 (k − 1) /2 +
√
2m − kn + (k + 1)2 /4.
Hence, in view of
μ(G)μ
(
Sn,k
) = (k − 1) /2 + √kn − k2 + (k − 1)2 /4,
we obtain
2m 2kn −
(
k2 + k
)
= 2e (Sn,k).
Now Fact 7 implies that G contains a P2k+2 unless G = P2k+2. This completes the proof of part (a) if
δ  k.
Assume now that δ(G) k − 1. Applying Lemma 14 with c = (k − 1)2/4, we ﬁnd a graph H such
that either (i) μ(H) >
√
(2k + 1)|H| or (ii) |H| > √n, δ(H) k and
μ (H) > (k − 1) /2 +
√
k |H| − k2 + (k − 1)2 /4.
If (i) holds, then in view of (12), we see that
2e (H)μ2 (H) > (2k + 1) |H|
and so, by Fact 6, G contains a P2k+3, completing the proof of part (a) in this case.
If (ii) holds, then we have
μ (H) > (k − 1) /2 +
√
k |H| − k2 + (k − 1)2 /4
and having from (11)
μ (H) (k − 1) /2 +
√
2e (H) − k |H| + (k − 1)2 /4,
we ﬁnd that
2e (H) > 2kp −
(
k2 + k
)
= 2e (Sn,k).
Fact 7 implies that G contains a P2k+2, completing the proof of part (a).
Proof of part (b). The proof goes like in Part (a), but needs more care. If
m kn −
(
k2 + k
)
/2 + 1,
the assertion follows from Fact 8, so we shall assume that
2m 2kn −
(
k2 + k
)
.
If δ(G) k, inequality (11) gives
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μ(G)  (δ − 1) /2 +
√
2m − δn + (δ + 1)2 /4
 (k − 1) /2 +
√
2m − kn + (k + 1)2 /4
= μ (Sn,k) < μ (S+n,k),
a contradiction. Thus we have δ(G) k − 1.
Applying Lemma 14 with c = (k − 1)2/4, we ﬁnd a graph H such that either (i) μ(H) >√
(2k + 1)|H| or (ii) |H| > √n, δ(H) k and
μ (H) > (k − 1) /2 +
√
k |H| − k2 + (k − 1)2 /4 + 1/2.
If (i) holds, then in view of (12), we see that
2e (H)μ2 (H) > (2k + 1) p
and so, by Fact 6, G contains a P2k+2.
If (ii) holds, then
μ (H) > (k − 1) /2 +
√
k |H| − k2 + (k − 1)2 /4 + 1/2
= (k − 1) /2 +
√
k |H| − (3k2 + 2k − 3) /4.
We shall show that
(k − 1) /2 +
√
k |H| − (3k2 + 2k − 3) /4 > μ (S+p,k).
Indeed, assume for a contradiction that this inequality fails and set for short p = |H|. In view of (4),
we see that
μ
(
S
+
p,k
)
< μ
(
Sp,k
)+ 1
p − k − 2√(p − k) /k
= (k − 1) /2 +
√
kp − (3k2 + 2k − 1) /4 + 1
p − k − 2√(p − k) /k .
Therefore,√
kp − (3k2 + 2k − 3) /4 − √kp − (3k2 + 2k − 1) /4 < 1
p − k − 2√(p − k) /k
and so,
1
p − k − 2√(p − k) /k >
1/2√
kp − (3k2 + 2k − 3) /4 + √kp − (3k2 + 2k − 1) /4
>
1
4
√
kp
.
Since p
⌈√
n
⌉
 22k , the above inequality is a contradiction.
The proof of Theorem 2 is completed. 
Proof of Theorem 3. Since the expression
k/2 +
√
kn + (k2 − 4k) /4
is increasing in k, it is enough to prove the existence only of C2k+2. Assume for a contradiction that
C2k+2  G.
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Select u ∈ V ; let
U = ΓG (u),W = V\ (ΓG (u) ∪ {u})
and set H = G − u. Since G contains no C2k+2, H contains no path of order 2k + 1 whose ends belong
to U. By part (B) of Fact 9, we have
2eH (U) + eH (U,W)  (2k − 1) |A| + k |B| = (2k − 1) dG (h) + k (n − dG (h) − 1)
= (2k − 1) dG (h) + k (n − 1).
Hence, we see that∑
v∈U
dG (v) = dG (u) +
∑
v∈U
dH (v) = dG (u) + 2eG (U) + eG (U,W)
 dG (u) + (k − 1) dG (h) + k (n − 1)
= kdG (u) + k (n − 1).
Letting A be the adjacency matrix of G, note that the u’th row sum of the matrix
A′ = A2 − kA
is equal to∑
v∈Γ (u)
dG (v) − kdG (u),
consequently, the maximum row sum rmax of C satisﬁes
rmax  k (n − 1).
Letting x be an eigenvector of A to μ, we see that the value
λ = μ2 − kμ
is an eigenvalue of A′ with eigenvector x. Therefore,
μ2 − kμ = λ k (n − 1),
and so,
μ k/2 +
√
kn + (k2 − 4k) /4.
This contradiction with (10) completes the proof of Theorem 3. 
Proof of Theorem 4. The proof of Theorem 4 is identical to the proof of Theorem 3, except that part
(A) of Fact 9 is used instead of part (B). 
4. Two conjectures
The following conjecture, if true, will give the exact values of the functions f2l(n) and gl(n) for all
l > 2 and n sufﬁciently large.
Conjecture 15. Let k 2 and G be a graph of sufﬁciently large order n.
(a) if μ(G)μ(Sn,k), then G contains C2k+1 or C2k+2 unless G = Sn,k;
(b) if μ(G)μ
(
S
+
n,k
)
, then G contains C2k+2 unless G = S+n,k.
Weﬁnishwith a conjecture that goes beyond cycles and paths. It is motivated by the famous Erd"os-
Sós conjecture about the maximum number of edges in a graph of order n that does not contain some
tree of order k.
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Conjecture 16. Let k 2 and G be a graph of sufﬁciently large order n.
(a) if μ(G)μ(Sn,k), then G contains all trees of order 2k + 2 unless G = Sn,k;
(b) if μ(G)μ
(
S
+
n,k
)
, then G contains all trees of order 2k + 3 unless G = S+n,k.
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