Abstract. We consider the Schrödinger operator L α on the half-line with a periodic background potential and the Wigner-von Neumann potential of Coulomb type:
Introduction
It is well-known that the Schrödinger operator on the half-line with a summable potential has purely absolutely continuous spectrum on R + [28] . It is also known [12] that if the potential is square summable, then the absolutely continuous spectrum still covers the positive half-line, see also the work [17] . In this case however there is no guarantee that the positive singular spectrum is empty. Moreover, there are explicit examples of potentials [25, 27] , which produce dense point spectrum on R + . In a sense, the simplest example of the potential producing positive eigenvalues is the so-called Wigner-von Neumann potential and the boundary condition ψ(0) cos α − ψ ′ (0) sin α = 0, acting in L 2 (R + ) on the domain
may have an eigenvalue at the point ω 2 [30] , while the rest of R + is covered by the purely absolutely continuous spectrum [2] . Due to the subordinacy theory [13] , this can be seen from the behavior of generalized eigenvectors (i.e., the solutions of the spectral equation l 0 ψ = λψ): for λ ∈ R + \{ω 2 } there is a base of them with asymptotics e ±i √ λx + o(1) as x → +∞. For λ = ω 2 the base is different: x the boundary condition or adds a summable (or even compactly supported) perturbation to the potential. If the notion of resonances makes sense for the operator (i.e., if the kernel of the resolvent admits the analytic continuation through the continuous spectrum), this eigenvalue may become a resonance under such perturbation. The set of summable functions which one could utilize as perturbations of the potential preserving the eigenvalue at the point ω 2 was studied in [10] . On the other hand, the phenomenon of the change of the type of asymptotics of generalized eigenvectors at a point of the absolutely continuous spectrum is stable under summable perturbations of the potential and does not depend on the boundary condition. It is therefore meaningful to consider objects which are a more or less stable in this sense: one can study the Weyl-Titchmarsh function m or the spectral density ρ ′ (the derivative of the spectral function of the operator), which are related by the equality ρ ′ (λ) = 1 π Im m(λ + i0) for a.a. λ ∈ R.
The behavior of the Weyl function near resonance points has been studied by Hinton-KlausShaw [15, 18] and Behncke [2, 3, 4] for Schrödinger and Dirac operators with potentials of, in particular, Wigner-von Neumann type.
In the present paper we consider the differential Schrödinger operator L α with the potential that is the sum of the following three parts: a periodic background q, a potential of Wigner-von Neumann type c sin(2ωx+δ) x+1
and a summable part q 1 . The operator is defined by the differential expression and the boundary condition ψ(0) cos α − ψ ′ (0) sin α = 0, α ∈ [0; π). It acts in L 2 (R + ) on a suitable domain. We assume that the function q has the period a and is summable over this period: q ∈ L 1 (0; a). The parameters c and δ are real constants. The operator L α is then self-adjoint in L 2 (R + ).
The geometry of the spectrum in the case of periodic background differs from the case q(x) ≡ 0. It is well-known (see, e.g., [22] ) that the absolutely continuous spectrum of the operator given by the expression l on the whole real line coincides with the spectrum of the corresponding periodic operator on the whole real line, (2) L per = − d 2 dx 2 + q(x), i.e., has a band-gap structure:
where λ 0 < µ 0 ≤ µ 1 < λ 1 ≤ λ 2 < µ 2 ≤ µ 3 < λ 3 ≤ λ 4 < ... It is clear that the absolutely continuous spectrum of L α coincides set-wise with σ(L per ), although σ(L per ) has multiplicity two, whereas σ(L α ) is simple; note that L α is considered on the half-line. In every band there exist two resonance points ν j,+ and ν j,− . The type of asymptotics of generalized eigenvectors at these points is different from that in other points of the absolutely continuous spectrum. Subordinate solution appears and thus each of the resonance points can be an eigenvalue of the operator L α as long as this solution satisfies the boundary condition and belongs to L 2 (R + ). The exact locations of the points ν j,± are determined by the "quantization conditions" [22] k(ν j,+ ) = π j + 1 − aω π , k(ν j,− ) = π j + aω π , j ≥ 0, where k(λ) is the quasi-momentum of the periodic operator L per and {·} is the standard fractional part function. The above-mentioned condition ω / ∈ πZ 2a
guarantees that resonance points firstly do not coincide with the band boundaries and secondly that they do not glue up together.
The main goal of the present paper is to analyze the interplay between the periodic structure and the "singular" Wigner-von Neumann perturbation. The main result is Theorem 2 of Section 5, which essentially tells us that the spectral density of the operator L α has power-like zeroes at each of the resonance points. Let ψ + (x, λ) and ψ − (x, λ) be the Bloch solutions of the periodic equation −ψ ′′ (x) + q(x)ψ(x) = λψ(x). Let ϕ α (x, λ) be the solution of the Cauchy problem
, and ρ ′ α (λ) be the spectral density of the operator L α . Let the index j ≥ 0. If α is such that the solution ϕ α (x, ν j,+ ) of (3) is not a subordinate one, then there exist two non-zero limits
Analogously, if α is such that ϕ α (x, ν j,− ) is not subordinate, then there exist two non-zero limits
Note that the condition of non-subordinacy of ϕ α is indeed satisfied in the generic case. Consider one of the critical points ν cr . There is a unique α ∈ [0; π) for which ϕ α is subordinate, denote it by α cr . Denote also β :=
where the choice of sign coincides with the one in ν cr = ν j,± . It follows from [22] and the analysis below that ϕ αcr (x,
) as x → +∞ where ψ + , ψ − are the Bloch solutions of the periodic equation −ψ ′′ (x) + q(x)ψ(x) = λψ(x) and c + , c − are some constants. Therefore ν cr is an eigenvalue of L αcr iff β > 1 2 . At the same time, for β > 1 2 and α = α cr the order of the zero of ρ ′ α (λ) at the point ν cr is greater than one. This fact is in exact correspondence with the result of Aronszajn-Donoghue [1] , by which if the point ν is an eigenvalue of the operator L αcr , then the integral R dρα(λ) (λ−ν) 2 is finite for every α = α cr .
It should be mentioned, that this result in the particular case of zero background periodic potential q follows from the work of Hinton-Klaus-Shaw [15] . They considered the differential Schrödinger operator on the half-line with the potential, which is an infinite sum of terms of Wigner-von Neumann type plus a rapidly decreasing term analogous to our q 1 but decaying faster. They studied the behavior of the Weyl-Titchmarsh function near the critical points in the case α = α cr and β < 1 2 , i.e., when the solution ϕ α is subordinate but is not an eigenfunction (the so-called half-bound state). The corresponding result for the case α = α cr and any β > 0 was a by-product of their analysis. Nevertheless, the most essential part of the problem in their work is similar to the one in our case. However, our approach is different from that of papers [15, 18] , see the detailed discussion in Section 6.
Our goal was to elaborate a more general approach (reduction to a model problem), which would enable us to apply it without any significant changes to different operators.
Zeroes of the spectral density of the Schrödinger operator divide the absolutely continuous spectrum of the operator into independent parts. This phenomenon is called a pseudogap and has a clear physical meaning. Eigenvalues embedded into the continuous spectrum have been observed in experiment [9] . Operators with Wigner-von Neumann potentials attracted attention of many other authors, e.g., [7, 8, 24, 15, 18, 4, 3, 2, 21, 20, 22, 26] .
The paper is organized as follows. In Section 2, we state the Weyl-Titchmarsh type formula for the operator L α which was proved in [23] and serves as our main tool in the work with the spectral density. In Section 3, we write the spectral equation for the operator L α in an equivalent form of a discrete linear system and restate the Weyl-Titchmarsh type formula in terms of the asymptotic behavior of solutions of that system. In Section 4, we study this discrete system (which can be regarded as a model problem). This can be viewed as an independent task. In Section 5, we use the results of the preceding analysis to find the asymptotics of the spectral density of the operator L α near the critical points. In Section 6, we make final comments characterizing our method in comparison to the one utilized in the work [15] and give a discussion of a few examples of its applicability.
Preliminaries
Spectral properties of second-order differential Schrödinger operators are related to the asymptotic behavior of their generalized eigenvectors [13] . One of illustrations of this relation is the Weyl-Titchmarsh type formula for the spectral density in terms of asymptotic coefficients of the solution to the spectral equation that satisfies the boundary condition. The spectral equation lψ = λψ can be considered as a perturbation of the periodic equation
Let us denote by ∂ := {λ j , µ j , j ≥ 0} the "generalized boundary" of the spectrum of the periodic operator L per (it can be not exactly the boundary of the set σ(L per ), because the endpoints of the neighboring bands can coincide). We will use the following result (Weyl-Titchmarsh type formula).
and the following equality holds:
This result is a generalization of the classical Weyl-Titchmarsh (or Kodaira) formula [29, 19] . A variant of this formula for the Schrödinger operator with Wigner-von Neumann potential without the periodic background (q(x) ≡ 0) follows from the results of [24, 6] . In the case of discrete Schrödinger operator with Wigner-von Neumann potential an analogous formula is also known, see [11, 16] .
Discretization
In this section we pass over from the spectral equation lψ = λψ to a specially constructed discrete linear system essentially equivalent to lψ = λψ and rewrite the Weyl-Titchmarsh type formula expressing the spectral density in terms of solutions of this system.
Step 1. Variation of parameters and discretization: perturbation of the monodromy matrix. First we perform a transformation of the spectral equation to the differential system in order to "get rid" of the periodic background potential (in fact, this simply is a variation of parameters). Consider λ ∈ σ(L per )\∂ and equation lψ = λψ. Define new vector-valued function η(x) by the following equality:
By a straightforward substitution one has:
where
Denote by Φ(x 0 , x, λ) the fundamental matrix for the system (6) (i.e., the matrix solution of (6) satisfying Ψ(x 0 , x 0 , λ) ≡ I). Denote also by M n (λ) the monodromy matrix corresponding to the shift by the period a of the background potential, M n (λ) := Φ(a(n − 1), an, λ).
Instead of the solution η(x) of the differential system (6) consider the following sequence {w n } ∞ n=1 of vectors from C 2 : w n := η(a(n − 1)), which obviously solves the discrete linear system w n+1 = M n (λ)w n . In what follows, we deal with this system transforming it to a simpler form. Using the standard perturbation methods (see for example [22] ) we can determine the matrix M n (λ) up to a summable (in n) term.
We have passed from the continuous variable x to the discrete variable n. Later, in Section 4 we will return to continuous variables considering a new one, y. There is no strict necessity in such a trick. One could think that the discretization determined by the period a of the background potential q helps to get rid of this potential. However, this is not completely true: this role is taken by the above variation of parameters transformation. One could do simpler: the coefficient matrix of the differential system (6) is the sum of two terms. The first term has a factor 1 x+1 multiplied by an infinite sum of the exponential terms coming from the Fourier decomposition of the periodic parts of Bloch solutions. Each of these terms can "resonate" (become constant in x) for certain values of λ. This happens exactly at the resonance points ν j,± . The second term is a summable matrix-valued function. Non-resonating exponential terms can be eliminated using the uniform HarrisLutz transformation in a fashion of [23] . This approach would lead to a simple differential model system equivalent to the equation lψ = λψ. However, we use the approach of the discretization, which brings some extra technical difficulties and complicates the notation. The reason is that we obtain as a result a discrete model system, which can serve wider needs. In particular, it is possible to consider the discrete Schrödinger operator with the discrete Wigner-von Neumann potential which has two critical points on the interval [−2; 2] (covered by the absolutely coninuous spectrum of this operator) and to prove that its spectral density has zeroes of the power type at the critical points. See Discussion for the exact formulation of this result. We plan to prove it in a forthcoming paper.
Let us introduce the following notation for uniformly summable sequences. Let R n (λ) be 2 × 2 matrices for n ∈ N and λ ∈ S (where S is an arbitrary set). We write {R n (λ)} ∞ n=1 ∈ l 1 (S), if there exists a sequence of positive numbers {r n } ∞ n=1 ∈ l 1 such that for every λ ∈ S and n ∈ N, R n (λ) < r n . We start with a simple asymptotic formula for the monodromy matrix:
where {R
(1)
Note that it follows that for every n ∈ N the matrix R
Proof. We give only a sketch of the proof, because it is rather standard. Fundamental matrix for (6) satisfies the integral equation (7) Φ(
To study M n (λ) put x 0 = a(n − 1) and consider Volterra integral operator V n (λ) in Banach space C([0; a], M 2,2 ) (of 2 × 2 matrix functions, with any matrix norm) defined by the rule
Using Neumann series and direct estimate of the norm we can show the existence of (I − V n ) −1 and the following estimate for its norm:
Returning to (7) we can write the matrix equality
and so putting x = a we have:
.
The remainder R (2)
n (·) is continuous in σ(L per )\∂ for every n and satisfies the uniform estimate
Fix the compact set K ⊂ σ(L per )\∂. One can always choose Bloch solutions so that their Wronskian is analytic functions and does not vanish on σ(L per ). From the properties of Bloch solutions it follows that there exists c 1 (K) such that for every λ ∈ K and x,
A straightforward estimate yields:
and thus {R
L(t, λ)dt. Fix the parameter t in the denominator, putting it equal to an (this gives precisely the expression for the integral in the assertion of the lemma). The difference is: (9) an a(n−1)
which admits an estimate by
. The total error term R (1) n is the sum of R (2) n and the expression (9), and therefore it possesses the required properties. This completes the proof.
Step 2. Fourier decomposition of Bloch solutions. Rewrite the expression from the second term of the formula for M n (λ) given by Lemma 1,
using Fourier decompositions for periodic parts of Bloch solutions. Let {b
These Fourier coefficients and their derivatives with respect to λ are locally uniformly bounded in σ(L per )\∂ and obey the locally uniform (on the same set) estimate O(1/l 2 ) as l → ∞. This fact is rather standard, see, e.g., [23] for the details. Since ψ + and ψ − are complex conjugate on σ(L per )\∂, one has:
Substituting identities (11) into the expression (10) and changing the order of summation and integration (which is possible due to the properties of Fourier coefficients mentioned above), one obtains the following result.
Expression (10) equals to β
, and the monodromy matrix can be written in the form
Here we have introduced the following notations:
and (14) β
Step 3. Elimination of non-resonant terms by Harris-Lutz method. For every fixed λ ∈ σ(L per )\∂ the entries of the matrix β
are linear combinations of four exponential terms: e 2iaωn , e −2iaωn , e 2i(k(λ)+aω)n and e 2i(k(λ)−aω)n . The first two of them do not depend on λ and since ω / ∈ πZ 2a they do oscillate. The third and fourth terms do depend on λ. They oscillate, if k(λ) + aω / ∈ πZ and k(λ) − aω / ∈ πZ, respectively, otherwise they are constant (we call resonance this matching of the quasi-momentum k(λ) and the frequency ω). Oscillating exponential terms can be dropped with the help of HarrisLutz transformation and do not affect the asymptotical type of solutions of the system w n+1 = M n (λ)w n . Therefore (see the rigorous proof of this fact below) if λ is not one of the resonance points ν j,± , which are defined by conditions
then every solution of the system w n+1 = M n (λ)w n has a limit as n → ∞. Note that due to the condition ω / ∈ πZ 2a
, for every j ≥ 0 resonance points ν j,+ = ν j,− do not coincide with the endpoints of the j-th spectral band.
Pick a spectral band and one of the two critical points in this band, e.g., ν j,+ for some index j. To simplify the notation, we write ν cr := ν j,+ . Consider an open neighborhood U cr of the point ν cr such that it contains neither the critical point ν j,− nor the endpoints of the band µ j and λ j . In what follows we assume that ν cr and U cr are fixed and we drop the indices j, + in most cases. To remove the oscillating terms from the system we need the following elementary lemma belonging to the domain of the mathematical folklore.
Lemma 2. For every real ξ /
∈ 2πZ and n ∈ N,
Proof.
Since
, this argument completes the proof.
By a Harris-Lutz transformation uniform in U cr it is possible to eliminate non-resonating exponential terms and to stabilize coefficients at resonating terms (i.e., make them independent of λ). Doing this we can provide for the uniform summability of the remainder. We formulate this argument in the following lemma. 
as n → ∞ uniformly in U cr and
with some {R
n (·) is continuous in U cr for every n.
Proof. We follow the scheme of [5] and need to take care of the uniformity only. The explicit formula for Q (1) n is
Lemma 2 yields immediately the estimates
Functions β 0 and β − are continuous and the denominators sin aω and sin(k(λ) − aω) are separated from zero in U cr . On the other hand, the denominator sin(k(λ) + aω) has the only zero at the point ν cr , which is simple and thus is compensated by the zero of the numerator. Therefore the estimate Q
holds and is uniform in U cr . Using the obvious property
, one obtains:
Multiplying by exp(Q
n (λ)) from the right; by exp(−Q
n+1 (λ)) form the left, expanding exponents and absorbing the terms of the order 1/n 2 in the remainder, we have:
, where the estimate O 1 n 2 is uniform in U cr . It is clear that R
n (λ) is continuous in U cr for every n. This completes the proof.
Step 4. Reduction to the model problem. After the Harris-Lutz transformation
with w n := exp(−Q (1) n (λ))w n the system w n+1 = M n (λ)w n is reduced to the system
n (λ) w n .
At the critical point it takes the following form:
It is convenient to diagonalize the constant matrix in the second term. One has:
arg β + (νcr) −ie
Consider the following sequence {v n } ∞ n=1 instead of { w n } ∞ n=1 :
Due to (15) the system w n+1 = M n (λ)w n is equivalent to:
where the sequence {R
n (·) are continuous in U cr and
Replace the parameter λ on the set U cr by the new small parameter
where ⌊·⌋ is the standard floor function. The set of values taken by ε is U := {2(k(λ) − k(ν cr )), λ ∈ U cr }. By the property of the quasi-momentum (that k(λ) ∈ [πj; π(j + 1)] in j-th spectral band) and the condition ω / ∈ πZ 2a
, which guarantees that the critical point is in the interior of the spectral band, we have U ⊂ (−2π; 2π). Denote R n (ε) = R (4) n (λ) for λ corresponding to ε according to (18) . System (17) then reads:
The aim of this section is to rewrite the Weyl-Titchmarsh type formula in terms of the solutions of the system (19) . Proposition 1 deals with the solution ϕ α of the spectral equation for the operator L α . Combining all the transformations described above and denoting the result by Ξ : ψ(x) → {v n } ∞ n=1 , one ends up with the following model image of the initial solution ϕ α :
. This is obviously a solution of the system (19) and it is continuous in U for every n.
Lemma 4. For every ε ∈ U\{0} there exists a limit lim n→∞ v α,n (ε) = 0, which is continuous in ε ∈ U\{0} as a vector-valued function of ε. The spectral density of L α equals
Proof. A straightforward substitution of the transformation Ξ yields this result. Indeed, asymptotics of the solution ϕ and of its derivative (4) together with the boundedness of
imply that there exists the limit
Furthermore, since exp −Q
n (λ) → I as n → ∞, there exists the limit
, and substitution of this to the WeylTitchmarsh type formula (5) completes the proof.
The summary of this section is that the study of the spectral density of L α is reduceable to the study of the system (19) and, more precisely, to the study of the behavior of lim n→∞ v α,n (ε) for small ε.
In the general case (ν cr = ν j,± ) denote the coefficients β, which may be different at different resonance points, as β j,± . Explicit calculations give:
Remark 1. Coefficients β j,± are not necessarily non-zero, because they are proportional to the Fourier coefficients of p + (·, ν j,± ), which might be zero. E.g., consider the case of zero periodic potential, q(x) ≡ 0. In this case one can choose the period a arbitrarily and the result is independent of the choice (except for the case ω ∈ πZ a ). For any fixed a, the half-line is divided into spectral bands with coinciding endpoints, . This coincides with the classical results on the Wigner-von Neumann potential [30] . Our result concerning zeroes of the spectral density in this case is in accordance with the result of Hinton-Klaus-Shaw [15] .
Model problem
In this section our aim is to study the dependence on ε, which can be arbitrarily small, of the limits of solutions to the system (19). As we have shown in the previous section, this is equivalent to the study of the behavior of the spectral density of L α near critical points.
Let us make few comments on the structure of the coefficient matrix of the model system.
One can write it as follows: I + is the reflection matrix. The presence of the latter plays a very important role. With σ 3 , the system is elliptic for ε ∈ U\{0} and hyperbolic for ε = 0 (we call the system elliptic, if it has a base of solutions of the same order of magnitude and hyperbolic in the opposite case). Without σ 3 , there is no change of type of the system at the point ε = 0, the system is always elliptic. If σ 3 is absent, one can factor out the diagonal term of the first two summands 1 + β cos(εn) n and the coefficient matrix reduces to I + β sin(εn) n
with some other uniformly summable sequence {R n (ε)} ∞ n=1 . The matrix in the second term here is constant and diagonalizable. Its spectrum is purely imaginary, and the Levinson theorem immediately gives the answer (=asymptotics of solutions), which is uniform in ε ∈ U including the point ε = 0. We could say that the problem is "scalarized" in this case. The situation is different in our case, since the difference between the two eigenvalues is not pure imaginary:
. This leads to serious troubles in the analysis and exhibits a new phenomenon.
One may expect that for sufficiently small values of ε the magnitude of solutions is determined mostly by diagonal elements 1 ± β cos(εn) n . We want to transform the system in a way such that for every ε ∈ U (including ε = 0) the limit of every solution as n → ∞ exists (for the system (19) this is not true: if ε = 0, then one of the solutions grows as n β ).
To this end, we make the following substitution: v n = exp β n 1 cos(εr) r dr u n . This leads to the system u n+1 = B n (ε)u n with (22) B n (ε) := exp −β n+1 n cos(εr) r dr I + β n cos(εn) sin(εn) sin(εn) − cos(εn) + R n (ε) .
The existence of the limit of any solution of the system u n+1 = B n (ε)u n is equivalent to the convergence of the infinite product ∞ n=1 B n (ε) (in fact for ε = 0 this follows from Lemma 4). Moreover, most of the statements that we make about the asymptotic behavior of solutions of the system u n+1 = B n (ε)u n can be formulated in terms of products of matrices B n (ε). In what follows we will choose the way of formulation depending on the convenience of its use. We are going to work with particular solutions determined by fixing their initial values, this is a discrete analogue of the Cauchy problem. To this end, we introduce the following notation: for given ε ∈ U and the vector of initial data f ∈ C 2 define the vector sequence {u n (ε, f )} ∞ n=1 by the recurrence relation
Note that due to the decomposition of the exponential term the matrix B n (ε) can be written as
with a sequence { R n (ε)} ∞ n=1 ∈ l 1 (U). One can rewrite the system u n+1 = B n (ε)u n as
The behavior of the solutions can be observed in a scale of the variable y = n|ε| ("slow variable"). If one puts z(y, ε, f ) := u ⌊ times in the vertical scale, therefore it concentrates near the origin of the variable y and its L 1 norm is preserved. So we may expect that the remainder term will be absorbed into a new boundary condition of the limit problem. Expression on the left hand side of (25) (26) . It even suffices to know only R n (0) to determine this initial value, under the condition of continuity of R n (ε) for every n. Thus the picture of the whole phenomenon can be described as follows: there exist two scales: "fast", discrete, n ∈ N, and "slow", continuous, y ∈ R + . The system first moves along the first ("fast") scale with ε = 0. The limit of the solution as n → ∞ for ε = 0 serves as initial value for the differential equation in the second ("slow") scale. Our aim in this section is to prove the following result which gives the exact formulation of the above considerations. We prefer to write an integral equation in the slow variable instead of the differential one, because the first has a unique solution while with the second one can have troubles due to the different behavior of the solutions near the origin in different cases depending on the value of β. Theorem 1. Assume that functions R n (·) are continuous in U for every n ∈ N, the matrices B n (ε) are invertible for every n ∈ N, ε ∈ U and the sequence {R n (ε)} ∞ n=1 ∈ l 1 (U). Then for every y > 0 and f ∈ C 2 there exist two limits
, which satisfy the following integral equations:
Moreover, the following four limits exist and are equal:
Additionally, the linear map Θ : f → lim n→∞ u n (0, f ) has rank one. u n (ε, f ) are the limits of the same expression taken in the different order and that they do not coincide. Our aim is to prove that the second limit of these two exists. It will follow then that the spectral density of L α can have zeros at critical points. In fact we can rewrite the second expression as lim
Here the convergence of the first limit is uniform in ε (unlike the convergence of lim n→∞ u n (ε, f ) ), and this makes it possible to change the order of limits as in (28).
Proof. We divide the proof of Theorem 1 into four steps.
Step I. A priori estimate and uniform convergence of the tail for the matrix product. We start with few technical results concerning the system u n+1 = B n (ε)u n . These include uniform boundedness of its solutions (in both variables, n and ε) and the uniform with respect to ε convergence in the slow variable y.
Lemma 5. Let B n (ε) be given by (22) and {R n (ε)} ∞ n=1 ∈ l 1 (U). Then for every ε ∈ U the product
converges. If matrices B n (ε) are invertible for every n ∈ N and ε ∈ U, then for every non-zero ε the product is invertible, while for zero ε it is of rank one.
Proof. This follows from the discrete Levinson theorem [5] . Using the expansion (29) exp −β n+1 n cos r r dr = 1 − β n n+1 n cos(εr)dr + O 1 n 2 as n → ∞,
we rewrite each matrix of the sequence B n (ε) in the following form (at places, we drop the argument ε in order to simplify the notation, hoping that this will not lead to any confusion):
n , where {R Asymptotics of solutions of the equation u n+1 = B n (ε)u n given above demonstrate the change of the system type. For non-zero ε the system is elliptic (i.e., its solutions have the same rate of growth), while for ε = 0 the system is hyperbolic (i.e., there exists a base of solutions, which have uncomparable magnitudes; this yields the existence of a subordinate solution).
The following lemma states the uniform convergence of the product of matrices B n (ε) in the slow scale.
Proof. The sequence V
(1) n given by (31) has the following property:
for every n ∈ N and ε ∈ U\{0}.
This easily seen using the equality (32), elementary estimates sin ε ε ≤ 1, cos ε−1 ε ≤ 1 and Lemma 2. It enables to define the sequence
n . Following the ideas of [14, 5] , we want to consider the Harris-Lutz transformation: B
(1) 
n (ε) → 0 as y → +∞ uniformly in ε ∈ U\{0}. A rather rough argument repeating the scalar estimates yields:
hence the assertion of the lemma holds, if B n is replaced by B
n . Then, coming back to the product of matrices B n (ε):
Due to the estimate (33), Q (2) ⌊ y |ε| ⌋ (ε) → 0 as y → +∞ uniformly in ε ∈ U\{0}. Therefore the convergence to the identity matrix in (36) is uniform. This completes the proof.
The next lemma completes
Step I and proves the uniform boundedness of all partial products of matrices B n (ε). This lemma is rather non-trivial and plays an important role in the rest of the proof. It is only due to the choice of the scaling factor in v n = exp β n 1 cos(εr) r dr u n that these products are uniformly bounded.
Then there exists a constant c 3 such that for every ε ∈ U and every n ≤ ∞
Proof. Using the decomposition of the exponent (29) again one can rewrite the sequence B n in the following form:
n (ε) with some {R
We are going to perform the variation of parameters in the discrete equation
considering it as a perturbation of the equation
This leads to the following:
Using the Gronwall's lemma and a simple estimate
one gets the following bound for the solution.
In other terms,
Furthermore, the identity (38) leads to the following estimate:
n (ε) ≤ 5β 2 |ε| for every n ∈ N and ε ∈ U, which can be easily obtained with the help of the equality (32) and explicit bounds
(where c 2 is defined by (34)), then
including the case of ε = 0, n = ∞. The estimate (41) grows to infinity with n, therefore the tail of the matrix product ought to be considered separately. If ε = 0 and n > c 2 |ε| , one obtains from the equality
n + R (6) n , see (35):
Estimating the exponent in the same way as in the previous lemma one gets:
Since both expressions (42) and (43) are bounded uniformly with respect to ε,
uniformly with respect to ε. Assertion of the lemma follows.
Step II. Rewriting the system u n+1 = B n (ε)u n in the form of a Volterra integral equation in the slow scale. Consider the equation (39), 
which is equivalent to the system u n+1 = B n (ε)u n . On this step we rewrite it in an integral operator form. Fix an ε ∈ U\{0}. Put again n = y |ε| and divide the sum in (39) into two sums, which contain terms R (7) and V (3) , respectively. Then write the second sum of the two as an integral in a new variable τ putting k = ⌊τ ⌋. Doing this we get for y ≥ |ε|, since a piece-wise constant function appears in the second sum:
Scaling the variable of the integration τ = t |ε|
we write this as a Volterra integral equation:
Here we denote by z, g and K the following piecewise-constant (on intervals of length ε) functions: 
For all the other values of y (and t, if it is present) define these functions to be equal zero. After we have done this, we can successfully use standard operator methods. Before doing that let us observe the point-wise convergence of the kernel K and the "free term" g of the integral equation (45). It is easy to see from the definition Additionally, for every y > 0
This follows from the uniform bound given by Lemma 7 and from the property {R holds. Letû be a solution of the system
|λ l | = ∞, then both sides of the following equality exist and the equality holds:
In the case of our system u n+1 = B n (ε)u n , one can successfully apply this argument,
n (0).
Step III. Convergence in the slow scale. Now we establish the convergence as ε → ±0 of the solution u(ε) in the slow scale. We remind that in our notation u ⌊ y |ε| ⌋ (ε) = z(y, ε). Lemma 8. For every y > 0 and f ∈ C 2 there exist two limits
which satisfy the following integral equations:
Proof. For every y 0 > 0 and ε = 0 define the operator K y 0 (ε) in the Banach space L ∞ ((0; y 0 ), C 2 ) by the rule
Denote K(y, t, ±0) := lim for y and t such that 2ε < y < y 0 and ε < t < y − ε, where O(ε) is uniform with respect to these y and t. We remind that
The mapping (y; t) → exp −2β y t cos sds s is uniformly continuous on the compact set y 1 (∆) ≤ y ≤ y 0 , 0 ≤ t ≤ y (notice that it has a discontinuity at the point y = t = 0), the function t → Secondly, as mentioned in Remark 4, for every y > 0 one has:
We face an obstacle here: this convergence is only point-wise and is not in the norm of L ∞ ((0; y 0 ), C 2 ). The same is true for the convergence of z(y, ε), which we are going to prove. There is no sense in directly applying the inverse of the operator I − K y 0 (ε). The proper object to consider is the difference z(y, ε) − g(y, ε), which converges in L ∞ ((0; y 0 ), C 2 ). To see this let us rewrite the equation (45) in the following form:
(since K y 0 (ε) is a Volterra integral operator, (I − K y 0 (ε)) −1 exists). It suffices to prove that
. By a direct estimate we have:
The right-hand side tends to zero as ε → +0 due to the point-wise convergence and the uniform boundedness of g(t, ε) by Lebesgue dominated convergence theorem. From (53) we obtain:
From the point-wise convergence of g(y, ε) it follows that for every y > 0
Consider the integral equation (45) again. Taking the limit as ε → +0 turns it into the equation for h + , (49). This is possible due to the uniform boundedness of the solution z and of the kernel K by Lebesgue dominated convergence theorem. This completes the proof.
Remark 5. The assertion of the last lemma includes the case when lim n→∞ u n (0, f ) = 0.
In this case h ± (y, f ) ≡ 0. This happens only for one particular direction of the vector f ∈ C 2 , because the rank of Θ is one.
Step IV. Convergence as y → +∞ and changing the order of limits. It remains to show that every solution of integral equations (49) has a limit at infinity and to see that it is possible to change the order of limits in lim 
Zeroes of the spectral density
In this section, we prove the main result of the paper by applying Theorem 1.
, and ρ ′ α (λ) be the spectral density of the operator L α . Let the index j be greater or equal to zero. If the solution ϕ α (y, ν j,+ ) of (3) is not a subordinate one, then there exist two non-zero limits Proof. We use the notation of Section 3: ν cr , β instead of ν j,± , β j,± . This will yield both claims of the theorem. By (20) , the solution ϕ α (y, λ) is related to the solution {v α,n (ε)} ∞ n=1 of (19) . In turn, the latter is related by the scaling v n = exp β n 1 cos(εr) r dr u n to the solution {u n (ε, v α,1 (ε))} ∞ n=1 of the system u n+1 = B n (ε)u n . We now apply Theorem to the sequence 1 to {u n (ε, v α,1 (ε))} (21) and the property of the quasi-momentum that its derivative is positive inside spectral bands.
Discussion
As mentioned in Introduction, our result is to be compared to the one of Hinton-KlausShaw [15] . The difference in the classes of operators considered may seem significant: in [15] there is no periodic background and the non-summable part of the potential is an infinite sum of Wigner-von Neumann type terms. Nevertheless, both problems can be written after a few suitable transformations in virtually the same form, see system (6) in our case and the formula prior to (2.2) in [15] . We are also able to consider finite or even
