We consider the application of the Schreier-Sims algorithm and its variations to matrix groups defined over finite fields. We propose a new algorithm for the selection of the base points and demonstrate that it both improves the performance of the algorithm for a large range of examples and significantly extends the range of application. In particular, the random Schreier-Sims algorithm, with this enhancement, performs extremely well for almost simple groups.
Introduction
Sims (1970 and 1971) introduced a concept, the base and strong generating set, as a method of effectively representing the elements of a permutation group. It has proved of fundamental computational importance. He also described an algorithm, now known as the Schreier-Sims, for its construction.
Let G be a group which acts faithfully on the set Ω and let the stabiliser in G of the points β 1 , β 2 , . . . , β i ∈ Ω be denoted by G β1,β2,...,βi . A base for G is a sequence of points B = [β 1 , β 2 , . . . , β k ] such that G β1,β2,...,β k = 1. This determines a chain of stabilisers
where G (i) = G β1,β2,...,βi−1 . A strong generating set corresponding to B is a subset S of G such that G (i) = S ∩ G (i) , for i = 1, . . . , k. We use the abbreviation BSGS for base and strong generating set.
A central component of the BSGS construction is the computation of the basic orbits -namely, the orbit of the base point β i under G (i) for i = 1, . . . , k. The performance and range of application of the technique depends greatly on the sizes of these basic orbits.
Sims presented a deterministic algorithm to construct the required generating sets, using an application of Schreier's Lemma. A random algorithm, known as the random Schreier-Sims, introduced by Leon (1980) , finds generating sets for the stabilisers by considering random elements of the group, rather than using the Schreier generators. It is usually significantly faster than the original and provides smaller strong generating sets. In practice, it terminates when some stopping condition becomes true. This condition should be chosen to maximise the probability of finding a complete BSGS without considering many unnecessary random elements. Usually, we stop when a predetermined number, N , of consecutive random elements have all been found to be redundant as strong generators. If the random elements are uniformly distributed, the probability that we do not have a complete BSGS is now less than 2 −N . If the order of the group is known in advance, we can terminate when the product of basic indices reaches this value. Butler (1976) first developed and applied the Schreier-Sims algorithm to matrix groups defined over a finite field. Suppose that G is a subgroup of GL(d, q) for some prime power q. Then G acts faithfully on V , the d-dimensional vector space over GF (q), with action on the right. We can now try to compute a BSGS for G, viewed as a permutation group on the vectors, where we take the base points to be standard basis vectors for V .
The central problem with this approach is that the basic orbits computed can be very large, since the number of vectors in V grows exponentially with d. It is not uncommon for the size of the first basic orbit to be the order of the group. Butler (1976 and 1979) considers the action of G on the one-dimensional subspaces of V . The use of these subspaces may reduce the size of the basic orbits by a factor of up to q − 1. Since the action of G on the subspaces need not be faithful, each subspace in the base is followed by a non-zero vector contained in it. This idea significantly extended the range of application of the variations of the Schreier-Sims algorithm, and they have become one important component of the machinery for computing with matrix groups. Implementations of these are available in the computational algebra systems GAP (Schönert et al., 1994) and Magma (Bosma & Cannon, 1994) . In practice, matrix group algorithms in Magma do not rely on a permutation representation for the matrix group but instead use, as a central component, the (permutation group) concept of a chain of subgroups or stabilisers; for details see, for example, Butler & Cannon (1982) .
In this paper we present a new algorithm for selecting base points for matrix groups. In summary, we select as base points some common eigenvectors for a collection of elements of the group and then add them to the base in a specific order. We developed a new implementation of the random Schreier-Sims algorithm to determine the effectiveness of our algorithm. Our investigations show that it extends significantly the range of application of the random Schreier-Sims algorithm. We are able to compute BSGS for a range of matrix groups where the existing implementations fail. In many other cases we can compute a BSGS in a significantly shorter period of time. We have frequently reduced the time taken by a factor in excess of 100. The improvement arises primarily because of the reduction in the sizes of the orbits. We expect that our base point selection method will be equally useful for other variations of the Schreier-Sims algorithm.
We studied various aspects of the random Schreier-Sims algorithm and record some of our observations. We rejected using a set consisting of vectors or subspaces as a base point since the storage requirements of the resulting basic orbit will always be at least as large as those of the orbit of any one of its elements. Since the storage required for and the time taken to echelonise a subspace is determined by its dimension, subspaces of dimensions larger than about four are not practically useful as base points. The existing one-dimensional space technique was highly effective for all soluble groups considered.
Random elements are used in two different ways in our work: we first use some to compute the base points, and we later use them instead of Schreier generators. We use the product replacement algorithm to generate random elements of a group. In this algorithm, a certain amount of preprocessing is first carried out, where we evaluate random words in the generators and store the results. When this preprocessing is complete, a new random element can be obtained at the cost of one matrix multiplication: namely, we multiply two of these stored words to obtain a new element, and also replace one of them by the product. The algorithm is studied in detail by Celler, Leedham-Green, Murray, Niemeyer & O'Brien (1996) . The cost of the algorithm and the distribution of the elements generated is determined by the preprocessing step. We observed that the amount of preprocessing had little impact on the performance of the random SchreierSims algorithm in the cases reported. However, it is important to terminate only when about 30 consecutive elements are found to be redundant. Of course, here we are primarily interested in whether the generated elements lie in a particular subgroup.
In addition to its intrinsic interest, our work was motivated by another aim. Aschbacher (1984) classified the subgroups of GL(d, q) into nine categories. As a first step, the "recognition project" seeks to develop algorithms to recognise the Aschbacher category of a matrix group, described by a collection of generating matrices. Recent work on aspects of the project includes the recognition algorithm for special linear groups of Neumann & Praeger (1992) and the algorithm for imprimitivity testing of Holt, Leedham-Green, O'Brien & Rees (1996) .
Some of the algorithms developed do not deal efficiently with matrix groups of small degree. Let G be a subgroup of GL(d, q) and let Z be its subgroup of scalar matrices; then G is almost simple if there is a non-abelian simple group T such that T ≤ G/Z ≤ Aut T , the automorphism group of T . The almost simple groups comprise the last of the nine categories. Since its membership is diverse, we expect that the recognition of groups in this category will pose significant challenges. However, Liebeck (1985) proved that the maximal non-classical subgroups of GL(d, q) have order at most q 3d , which is small by comparison with that of GL(d, q). In a 1993 private communication, Praeger asked us whether the random Schreier-Sims algorithm performs particularly well for groups in the almost simple category. The evidence of Section 3 suggests that our improved version performs extremely well for some such groups. These observations suggest that variations of the Schreier-Sims algorithm will remain important in the structural investigation of matrix groups.
In other recent work, Cooperman, Finkelstein, York & Tselman (1994) have constructed a permutation representation of degree 9 606 125 for the sporadic simple group, Ly, acting on a conjugacy class of its subgroups of order 3. They propose to generalise this technique.
A good description of the Schreier-Sims algorithm (and related concepts) can be found in Bosma & Cannon (1992) . We present our base point selection strategy in Section 2 and report on its performance in Section 3.
Selecting base points
We focus on the application of the Schreier-Sims algorithm to matrix groups defined over finite fields and present the new strategy to select base points which we expect a priori to have "small" orbits under the action of a subgroup in the stabiliser chain of a matrix group G.
In general, we can only assume that we know a generating set for G. Let A be a generator of G and let g(x) be a factor of the characteristic polynomial of A which is irreducible over GF (q). We call v ∈ V an eigenvector if v. g(A) = 0. The subspace of all such eigenvectors is the eigenspace of A corresponding to g(x). Note that we do not require that g(x) be linear. If g(x) has degree m, the size of the corresponding orbit is bounded by q m − 1. Hence we choose as base points eigenvectors corresponding to a factor which has as small a degree as possible. Now suppose that g(x) = x m − λ, for some λ ∈ GF (q). Then the orbit v A contains at most m(q − 1) points, since v A m = λv and λ q−1 = 1. We found that it is also useful to choose as base points eigenvectors corresponding to a factor which has as few non-zero terms as possible.
An eigenvector of one generator need not have a small orbit under the action of a member of the stabiliser chain. However, we can improve the probability of finding a small orbit by using a base point which is an eigenvector of more than one generator. First we calculate the set of eigenspaces of the generators and add to it all of the nontrivial intersections of these spaces. We order the elements of this set by considering the polynomial factors corresponding to each subspace and giving precedence to those spaces whose factors have the lowest degree and the smallest number of non-zero terms. We now choose one vector from each space in this order until we have found a base. When we select a vector as a base point, we always precede it in the base by the corresponding one-dimensional subspace, as suggested by Butler (1976) .
It is also possible to consider the action of the group on complete subspaces, rather than selecting a vector from each. Occasionally, this can result in a reduction in orbit size sufficient to compensate for the increased time taken to calculate images.
One problem with this strategy is that the generating set for G usually contains very few elements; for example, every sporadic simple group can be generated by two elements. We can greatly improve our chances of finding a small orbit by also calculating eigenvectors of a number of random elements of the group. This not only improves our chances of finding a "good" eigenvector, but also allows us to choose base points which are simultaneously eigenvectors of a number of different group elements.
These techniques increase the range of application of the algorithm. However, in a few of the examples considered, we found that the base points chosen have larger orbits than the standard basis vectors. This happened particularly when the matrices in the group are sparse and the chosen eigenvector is not. In an attempt to address this problem, we used sparseness as one of the criteria for ordering the intersections, where we define the sparseness of a row-space to be the number of zeros in the row-reduced matrix of basis vectors divided by the dimension of the space.
Our base point algorithm is summarised below. The eigenspaces and intersections are sorted according to five criteria. Only the first of these has theoretical justification; the inclusion and order of the remaining criteria is largely based on experimentation. The final criterion, which has relatively little impact, is included because the dimension is critical when using complete intersections. 5 Repeatedly take one vector from each subspace in turn until we obtain a base.
In seeking to order the collection of subspaces, we first order the eigenspaces according to the first two criteria, and then choose the best from the relevant factors as the corresponding factor for an intersection. Now we can sort all of the subspaces according to the five criteria.
Of course, it is possible that all of the computed characteristic polynomials are irreducible and the resulting intersection is the complete space. If this occurs, our method will choose a base consisting of standard basis vectors: it defaults to Butler's strategy.
Implementation and Performance
As part of this investigation, we developed a new implementation of the random Schreier-Sims algorithm for matrix groups defined over prime fields. The base selection algorithm is implemented in the Magma language and is linked to the main program, written in traditional C. The program provides the user with a high-level of control. For example, the base points can be computed using the Magma procedure, selected by the default strategy, or supplied by the user; and they can be vectors or subspaces of arbitrary dimension. The program is available on request from the authors, and our strategy is now part of the default used by the Schreier-Sims algorithm in Magma.
We used this implementation to test our base point strategy on various groups. We chose certain sporadic simple groups, almost simple groups, and soluble groups. We considered about 100 examples in total and found that our algorithm reduced the size of the largest orbit in about 60% of the cases. On only two occasions was this orbit larger than that constructed by the default.
In Table 1 we present the results of our tests for a range of examples which represent the various outcomes. Where possible, we describe the groups using the notation of the Atlas (Conway et al., 1985) . The group labelled by S(3.O N ) is a subgroup of 3.O N . The group denoted GL(d, q) − i p m is a wreath product of the ith member of the library of soluble subgroups of GL(d, q), constructed by Short (1992) , with a p-subgroup of the symmetric group of degree p m . It is conceivable that the initial generating set influences the performance of the algorithm. In practice, "standard" generating sets for matrix groups are far from random. We have chosen commonly available generating sets for the sporadic and classical groups -those supplied as part of the data libraries or by functions in GAP or Magma. For each symmetric group, the permutation module over a prime field for its action on pairs of elements was first constructed, using as input the default generating set for the group supplied by Magma; this module was then split up using the Lux and Ringe implementation of the MeatAxe (see Ringe, 1992) , and the resulting generating sets for the irreducible modules used. In Table 1 we identify the representation chosen for investigation only up to degree and field.
We provide results for two different methods. The default uses Butler's method of alternating one-dimensional subspaces and vectors in the base, where the subspaces are generated by standard basis vectors. Our implementation initially uses the same base points, but if an orbit exceeds a user-supplied size -taken to be 10 000 in our testsit is discarded and subsequent base points are computed using the algorithm described in Section 2. Clearly, in a few cases -for example, Sp(6, 7) and 2.Suz.2 -this size was not optimal and it may be sensible to set a larger bound. We computed the action of 2.HS.2 on a 4-dimensional subspace. The total number of generators and random elements considered in selecting base points is usually 20; however, we considered 40 for the symmetric group examples. All of the CPU times reported are in seconds and the tests were carried out on a Sparc Station 10/51, with 128 MB of RAM. We list the size of the largest basic orbit for each example, since this is the most significant factor in determining the effectiveness of the random Schreier-Sims algorithm. The basic orbits are searched using a linear-probe hash algorithm (see Knuth, 1973) , with hash tables of default size 1 000 000. When an orbit exceeds this length, the program aborts; this is indicated by the ∞ symbol.
Our implementation can use either of the stopping conditions mentioned in Section 1. For all examples reported in Table 1 , the algorithm terminated after 30 consecutive random elements were found to be redundant. The choice of N = 30 allowed us to find a complete BSGS in all of the examples given. Since we do not use uniformly random elements, smaller values of N are often insufficient.
