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Research	 ﾠinto	 ﾠthe	 ﾠnature	 ﾠand	 ﾠstructure	 ﾠof	 ﾠcopular	 ﾠconstructions	 ﾠhas	 ﾠprovided	 ﾠa	 ﾠlot	 ﾠof	 ﾠ
interesting	 ﾠinsight	 ﾠinto	 ﾠthe	 ﾠarchitecture	 ﾠof	 ﾠthe	 ﾠgrammar	 ﾠand	 ﾠthe	 ﾠinteraction	 ﾠbetween	 ﾠ
syntax,	 ﾠmorphology	 ﾠand	 ﾠsemantics.	 ﾠFor	 ﾠexample,	 ﾠwork	 ﾠby	 ﾠAndrea	 ﾠMoro	 ﾠ(2000)	 ﾠon	 ﾠ
symmetry	 ﾠwithin	 ﾠthe	 ﾠverb	 ﾠphrase,	 ﾠor	 ﾠMarcel	 ﾠden	 ﾠDikken’s	 ﾠ(2006)	 ﾠproposals	 ﾠon	 ﾠphase	 ﾠ
extension,	 ﾠhave	 ﾠspurred	 ﾠnew	 ﾠapproaches	 ﾠto	 ﾠhow	 ﾠbasic	 ﾠsyntactic	 ﾠcomputations	 ﾠare	 ﾠcarried	 ﾠ
out.	 ﾠThe	 ﾠbook	 ﾠunder	 ﾠreview	 ﾠhere,	 ﾠ“Copular	 ﾠClauses	 ﾠin	 ﾠEnglish	 ﾠand	 ﾠPolish.	 ﾠStructure	 ﾠ
Derivation	 ﾠand	 ﾠInterpretation”	 ﾠby	 ﾠAnna	 ﾠBondaruk,	 ﾠis	 ﾠan	 ﾠinteresting	 ﾠcontribution	 ﾠto	 ﾠthis	 ﾠ
already	 ﾠvibrant	 ﾠfield	 ﾠof	 ﾠresearch.	 ﾠHer	 ﾠwork	 ﾠhas	 ﾠtwo	 ﾠaims:	 ﾠto	 ﾠprovide	 ﾠa	 ﾠclear	 ﾠand	 ﾠstate-ﾭ‐of-ﾭ‐
the-ﾭ‐art	 ﾠoverview	 ﾠof	 ﾠexisting	 ﾠproposals	 ﾠon	 ﾠa	 ﾠwhole	 ﾠvariety	 ﾠof	 ﾠcopular	 ﾠconstructions,	 ﾠand	 ﾠto	 ﾠ
offer	 ﾠan	 ﾠanalysis	 ﾠof	 ﾠthree	 ﾠmajor	 ﾠclasses	 ﾠof	 ﾠsuch	 ﾠconstructions	 ﾠin	 ﾠPolish.	 ﾠIn	 ﾠorder	 ﾠto	 ﾠachieve	 ﾠ
this	 ﾠgoal,	 ﾠthe	 ﾠbook	 ﾠis	 ﾠdivided	 ﾠinto	 ﾠtwo	 ﾠsections.	 ﾠPart	 ﾠI	 ﾠdiscusses	 ﾠcopular	 ﾠclauses	 ﾠin	 ﾠEnglish,	 ﾠ
whereas	 ﾠPart	 ﾠII	 ﾠcritically	 ﾠanalyzes	 ﾠexisting	 ﾠproposals	 ﾠon	 ﾠcopular	 ﾠconstructions	 ﾠin	 ﾠPolish	 ﾠand	 ﾠ
puts	 ﾠforward	 ﾠa	 ﾠnovel	 ﾠanalysis	 ﾠfor	 ﾠthese	 ﾠstructures.	 ﾠThis	 ﾠis	 ﾠa	 ﾠsimple	 ﾠlinear	 ﾠdivision	 ﾠof	 ﾠlabor	 ﾠ
that	 ﾠhas	 ﾠthe	 ﾠadvantage	 ﾠof	 ﾠproviding	 ﾠthe	 ﾠreader	 ﾠwith	 ﾠan	 ﾠoverview	 ﾠof	 ﾠresearch	 ﾠthat	 ﾠis	 ﾠricher	 ﾠ
than	 ﾠwhat	 ﾠthe	 ﾠauthor	 ﾠneeds	 ﾠin	 ﾠher	 ﾠanalysis	 ﾠof	 ﾠPolish.	 ﾠThe	 ﾠdownside	 ﾠto	 ﾠthis	 ﾠapproach	 ﾠis	 ﾠthat	 ﾠ
it	 ﾠalso	 ﾠgives	 ﾠthe	 ﾠimpression	 ﾠthat	 ﾠwork	 ﾠon	 ﾠthese	 ﾠtwo	 ﾠlanguages	 ﾠremains	 ﾠto	 ﾠsome	 ﾠdegree	 ﾠ
disjoint.	 ﾠFortunately,	 ﾠthe	 ﾠauthor	 ﾠmakes	 ﾠan	 ﾠeffort	 ﾠto	 ﾠintegrate	 ﾠsome	 ﾠof	 ﾠthe	 ﾠwork	 ﾠon	 ﾠnon-ﾭ‐
Slavic	 ﾠcopulas	 ﾠinto	 ﾠthe	 ﾠdiscussion	 ﾠof	 ﾠher	 ﾠown	 ﾠproposals.	 ﾠThe	 ﾠdiscussion	 ﾠconcentrates	 ﾠon	 ﾠ
research	 ﾠcarried	 ﾠout	 ﾠin	 ﾠthe	 ﾠpast	 ﾠtwenty	 ﾠyears	 ﾠwithin	 ﾠthe	 ﾠgenerative	 ﾠframework	 ﾠof	 ﾠthe	 ﾠ
Minimalist	 ﾠProgram	 ﾠ(Chomsky	 ﾠ1995).	 ﾠThe	 ﾠauthor’s	 ﾠown	 ﾠproposals	 ﾠare	 ﾠalso	 ﾠcouched	 ﾠwithin	 ﾠ
this	 ﾠapproach.	 ﾠThe	 ﾠaim	 ﾠappears	 ﾠto	 ﾠbe	 ﾠto	 ﾠaccommodate	 ﾠSlavic	 ﾠdata	 ﾠto	 ﾠthe	 ﾠbroad	 ﾠprinciples	 ﾠ
assumed	 ﾠwithin	 ﾠMP.	 ﾠ	 ﾠ
	 ﾠ
	 ﾠ
The	 ﾠbook	 ﾠis	 ﾠ371	 ﾠpages	 ﾠlong,	 ﾠand	 ﾠincludes	 ﾠan	 ﾠindex	 ﾠand	 ﾠreferences.	 ﾠThe	 ﾠfirst	 ﾠthree	 ﾠ
chapters,	 ﾠroughly	 ﾠone	 ﾠthird	 ﾠof	 ﾠthe	 ﾠbook,	 ﾠare	 ﾠdevoted	 ﾠto	 ﾠEnglish.	 ﾠThe	 ﾠdiscussion	 ﾠis	 ﾠvery	 ﾠ
detailed	 ﾠproviding	 ﾠan	 ﾠexhaustive	 ﾠtaxonomy	 ﾠof	 ﾠcopular	 ﾠconstructions.	 ﾠThe	 ﾠimpression	 ﾠis	 ﾠthat	 ﾠ
the	 ﾠgoal	 ﾠof	 ﾠthis	 ﾠsection	 ﾠis	 ﾠto	 ﾠgive	 ﾠthe	 ﾠreader	 ﾠa	 ﾠsense	 ﾠof	 ﾠthe	 ﾠrichness	 ﾠof	 ﾠ‘flavors’	 ﾠthat	 ﾠcopular	 ﾠ
construction	 ﾠcome	 ﾠin	 ﾠwhen	 ﾠanalyzed	 ﾠsemantically	 ﾠand	 ﾠsyntactically.	 ﾠIn	 ﾠChapter	 ﾠI,	 ﾠwe	 ﾠare	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
1	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 ﾠmine.	 ﾠ	 ﾠintroduced	 ﾠto	 ﾠthe	 ﾠtaxonomy	 ﾠof	 ﾠcopular	 ﾠconstructions	 ﾠin	 ﾠEnglish	 ﾠbased	 ﾠon	 ﾠHiggins	 ﾠ(1979)	 ﾠ
and	 ﾠto	 ﾠproposals	 ﾠin	 ﾠMikkelsen	 ﾠ(2004,	 ﾠ2005),	 ﾠwhose	 ﾠwork	 ﾠwill	 ﾠresonate	 ﾠthroughout	 ﾠthe	 ﾠrest	 ﾠ
of	 ﾠthe	 ﾠbook.	 ﾠChapter	 ﾠII	 ﾠgives	 ﾠan	 ﾠoverview	 ﾠof	 ﾠthe	 ﾠpredicational	 ﾠand	 ﾠspecificational	 ﾠclauses	 ﾠin	 ﾠ
English,	 ﾠand	 ﾠChapter	 ﾠIII	 ﾠintroduces	 ﾠus	 ﾠto	 ﾠequatives	 ﾠin	 ﾠEnglish.	 ﾠEach	 ﾠchapter	 ﾠfollows	 ﾠa	 ﾠ
template	 ﾠwhere	 ﾠthe	 ﾠproperties	 ﾠof	 ﾠthe	 ﾠconstructions	 ﾠare	 ﾠintroduced,	 ﾠfollowed	 ﾠby	 ﾠa	 ﾠcritical	 ﾠ
overview	 ﾠof	 ﾠexisting	 ﾠrecent	 ﾠapproaches.	 ﾠIn	 ﾠthat	 ﾠsense,	 ﾠthe	 ﾠdiscussion	 ﾠis	 ﾠnot	 ﾠso	 ﾠmuch	 ﾠdriven	 ﾠ
by	 ﾠany	 ﾠgiven	 ﾠproposal	 ﾠor	 ﾠtheory,	 ﾠother	 ﾠthan	 ﾠbroad	 ﾠminimalism,	 ﾠrather	 ﾠit	 ﾠis	 ﾠdriven	 ﾠby	 ﾠ
taxonomy.	 ﾠSuch	 ﾠan	 ﾠapproach	 ﾠmakes	 ﾠthe	 ﾠfirst	 ﾠsection	 ﾠa	 ﾠuseful	 ﾠreference	 ﾠtool	 ﾠfor	 ﾠany	 ﾠlinguist	 ﾠ
interested	 ﾠin	 ﾠthese	 ﾠconstructions,	 ﾠbut	 ﾠreaders	 ﾠshould	 ﾠnot	 ﾠexpect	 ﾠto	 ﾠfind	 ﾠadvocacy	 ﾠfor	 ﾠany	 ﾠ
specific	 ﾠframework.	 ﾠInstead,	 ﾠthey	 ﾠwill	 ﾠfind	 ﾠa	 ﾠcritical	 ﾠoverview	 ﾠand	 ﾠcomparison	 ﾠof	 ﾠsome	 ﾠof	 ﾠ
the	 ﾠexisting	 ﾠproposals.	 ﾠWork	 ﾠby	 ﾠMikkelsen	 ﾠ(2005,	 ﾠ2011)	 ﾠand	 ﾠRoy	 ﾠ(2006)	 ﾠplays	 ﾠan	 ﾠ
important	 ﾠrole	 ﾠin	 ﾠthe	 ﾠdiscussion.	 ﾠProposals	 ﾠmade	 ﾠby	 ﾠthe	 ﾠlatter	 ﾠare	 ﾠcrucial	 ﾠfor	 ﾠthe	 ﾠauthor	 ﾠin	 ﾠ
that	 ﾠthey	 ﾠintroduce	 ﾠa	 ﾠsubdivision	 ﾠof	 ﾠpredicational	 ﾠclauses	 ﾠinto	 ﾠcharacterizing	 ﾠand	 ﾠdefining	 ﾠ
ones	 ﾠthat	 ﾠis	 ﾠlater	 ﾠused	 ﾠin	 ﾠthe	 ﾠanalysis	 ﾠof	 ﾠPolish.	 ﾠ	 ﾠ
Polish	 ﾠcopular	 ﾠclauses	 ﾠis	 ﾠwhat	 ﾠthe	 ﾠsecond	 ﾠpart	 ﾠof	 ﾠthe	 ﾠbook	 ﾠconcentrates	 ﾠon.	 ﾠChapter	 ﾠIV	 ﾠ
starts	 ﾠoff	 ﾠwith	 ﾠa	 ﾠtypology	 ﾠof	 ﾠPolish	 ﾠcopular	 ﾠconstructions.	 ﾠThe	 ﾠdivision	 ﾠis	 ﾠpartly	 ﾠdriven	 ﾠby	 ﾠ
the	 ﾠobservation	 ﾠthat	 ﾠPolish	 ﾠhas	 ﾠtwo	 ﾠcopulas:	 ﾠthe	 ﾠverb	 ﾠ‘być’	 ﾠ(to	 ﾠbe)	 ﾠand	 ﾠthe	 ﾠpronominal	 ﾠ‘to’	 ﾠ
(it),	 ﾠand	 ﾠboth	 ﾠcan	 ﾠoccur	 ﾠsimultaneously.	 ﾠChapter	 ﾠV	 ﾠdiscusses	 ﾠthe	 ﾠpossible	 ﾠtypes	 ﾠof	 ﾠcopular	 ﾠ
clauses	 ﾠthat	 ﾠcontain	 ﾠjust	 ﾠthe	 ﾠverbal	 ﾠcopula	 ﾠ‘to	 ﾠbe’;	 ﾠthe	 ﾠdiscussion	 ﾠhere	 ﾠcenters	 ﾠaround	 ﾠthe	 ﾠ
difference	 ﾠbetween	 ﾠcopular	 ﾠconstructions	 ﾠwith	 ﾠbe+DP	 ﾠ(instrumental)	 ﾠvs	 ﾠbe+DP	 ﾠ
(nominative).	 ﾠThe	 ﾠauthor	 ﾠincorporates	 ﾠinto	 ﾠher	 ﾠproposal	 ﾠRoy’s	 ﾠ(2006)	 ﾠobservation	 ﾠthat	 ﾠ
copular	 ﾠclauses	 ﾠcan	 ﾠbe	 ﾠeither	 ﾠcharacterizing	 ﾠor	 ﾠdefining.	 ﾠBondaruk	 ﾠargues	 ﾠthat	 ﾠthe	 ﾠstatus	 ﾠof	 ﾠ
PredP	 ﾠdetermines	 ﾠthe	 ﾠpredicate	 ﾠDP’s	 ﾠcase	 ﾠso	 ﾠthat	 ﾠclauses	 ﾠwith	 ﾠinstrumental	 ﾠDP’s	 ﾠare	 ﾠ
characterizing,	 ﾠwhereas	 ﾠthe	 ﾠones	 ﾠwith	 ﾠnominative	 ﾠDP’s	 ﾠare	 ﾠdefining.	 ﾠChapter	 ﾠVI	 ﾠtackles	 ﾠ
predicational	 ﾠclauses	 ﾠwith	 ﾠboth	 ﾠcopular	 ﾠelements	 ﾠpresent.	 ﾠBondaruk	 ﾠargues	 ﾠthat	 ﾠthe	 ﾠ
pronominal	 ﾠcopula	 ﾠheads	 ﾠa	 ﾠPredicate	 ﾠPhrase,	 ﾠwhereas	 ﾠthe	 ﾠverbal	 ﾠone	 ﾠis	 ﾠin	 ﾠv.	 ﾠThis	 ﾠis	 ﾠa	 ﾠ
modification	 ﾠof	 ﾠCitko	 ﾠ(2008),	 ﾠwho	 ﾠalso	 ﾠargued	 ﾠthat	 ﾠboth	 ﾠcopulas	 ﾠhave	 ﾠverb	 ﾠhosting	 ﾠheads.	 ﾠA	 ﾠ
large	 ﾠpart	 ﾠof	 ﾠthis	 ﾠChapter	 ﾠis	 ﾠdevoted	 ﾠto	 ﾠthe	 ﾠdifference	 ﾠbetween	 ﾠagreement	 ﾠand	 ﾠcase	 ﾠ
mechanisms	 ﾠin	 ﾠcopular	 ﾠconstructions	 ﾠand	 ﾠdouble	 ﾠobject	 ﾠconstructions	 ﾠwhere,	 ﾠfollowing	 ﾠ
Citko	 ﾠ(2011),	 ﾠthe	 ﾠauthor	 ﾠassumes	 ﾠthat	 ﾠtwo	 ﾠverbal	 ﾠheads	 ﾠvalue	 ﾠeach	 ﾠobject	 ﾠindependently.	 ﾠ
Chapter	 ﾠVII	 ﾠdiscusses	 ﾠinverse	 ﾠcopular	 ﾠconstructions	 ﾠin	 ﾠPolish.	 ﾠThe	 ﾠauthor	 ﾠargues	 ﾠagainst	 ﾠ
Tajsner	 ﾠ(2008)	 ﾠwho,	 ﾠbased	 ﾠon	 ﾠBailyn’s	 ﾠGeneralized	 ﾠInversion,	 ﾠproposes	 ﾠthat	 ﾠthe	 ﾠsubject	 ﾠin	 ﾠ
inverse	 ﾠcopular	 ﾠconstructions	 ﾠremains	 ﾠin-ﾭ‐situ,	 ﾠand	 ﾠinstead	 ﾠoffers	 ﾠan	 ﾠaccount	 ﾠbased	 ﾠon	 ﾠ
Slioussar	 ﾠ(2007),	 ﾠwhere	 ﾠshe	 ﾠassumes	 ﾠthat	 ﾠthe	 ﾠsubject	 ﾠin	 ﾠinverse	 ﾠcopular	 ﾠconstructions	 ﾠis	 ﾠin	 ﾠ
Spec-ﾭ‐T	 ﾠand	 ﾠthe	 ﾠpredicate	 ﾠhas	 ﾠundergone	 ﾠA’-ﾭ‐movement	 ﾠto	 ﾠSpec-ﾭ‐CP,	 ﾠor	 ﾠSpec-ﾭ‐Topic.	 ﾠThe	 ﾠfinal	 ﾠ
Chapter	 ﾠis	 ﾠdevoted	 ﾠto	 ﾠequatives	 ﾠin	 ﾠPolish,	 ﾠwhich,	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠauthor,	 ﾠexhibit	 ﾠa	 ﾠ
symmetrical	 ﾠstructure	 ﾠsimilar	 ﾠto	 ﾠwhat	 ﾠhas	 ﾠbeen	 ﾠargued	 ﾠfor	 ﾠin	 ﾠMoro	 ﾠ(1997,	 ﾠ2000)	 ﾠfor	 ﾠ
English,	 ﾠand	 ﾠfor	 ﾠRussian	 ﾠby	 ﾠPereltsvaig	 ﾠ(2007).	 ﾠThe	 ﾠsymmetry	 ﾠis	 ﾠbroken	 ﾠvia	 ﾠmovement	 ﾠdriven	 ﾠby	 ﾠthe	 ﾠneed	 ﾠto	 ﾠlabel	 ﾠthe	 ﾠsmall	 ﾠclause	 ﾠ(Moro	 ﾠ2006).	 ﾠThis	 ﾠallows	 ﾠone	 ﾠargument	 ﾠto	 ﾠbe	 ﾠ
closer	 ﾠto	 ﾠT	 ﾠthan	 ﾠthe	 ﾠother,	 ﾠand	 ﾠthus	 ﾠblocks	 ﾠthe	 ﾠpossibility	 ﾠof	 ﾠmultiple	 ﾠagree.	 ﾠThe	 ﾠbook	 ﾠends	 ﾠ
with	 ﾠa	 ﾠsection	 ﾠproviding	 ﾠsummary	 ﾠand	 ﾠconclusions.	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
The	 ﾠvery	 ﾠbeginning	 ﾠof	 ﾠthe	 ﾠbook	 ﾠstarts	 ﾠoff	 ﾠwith	 ﾠa	 ﾠdiscussion	 ﾠof	 ﾠEnglish	 ﾠcopular	 ﾠclauses	 ﾠ
involving	 ﾠHiggins’	 ﾠ(1979)	 ﾠtaxonomy	 ﾠof	 ﾠthe	 ﾠtypes	 ﾠof	 ﾠstructures	 ﾠbased	 ﾠon	 ﾠthe	 ﾠreferential	 ﾠ
properties	 ﾠof	 ﾠDP’s	 ﾠand	 ﾠthe	 ﾠsyntactic	 ﾠdifference	 ﾠbetween	 ﾠpredicational,	 ﾠspecificational,	 ﾠ
equative	 ﾠand	 ﾠidentificational	 ﾠclauses.	 ﾠExamples	 ﾠof	 ﾠthe	 ﾠfour	 ﾠtypes	 ﾠused	 ﾠin	 ﾠthe	 ﾠbook	 ﾠare	 ﾠgiven	 ﾠ
below,	 ﾠfollowing	 ﾠHiggins	 ﾠ(1979).	 ﾠ
	 ﾠ	 ﾠ	 ﾠ
1.	 ﾠAs	 ﾠfor	 ﾠthe	 ﾠtallest	 ﾠgirl	 ﾠin	 ﾠthe	 ﾠclass,	 ﾠ
a.	 ﾠShe	 ﾠis	 ﾠSwedish	 ﾠ(Predicational	 ﾠ-ﾭ‐	 ﾠascribing	 ﾠa	 ﾠproperty	 ﾠto	 ﾠthe	 ﾠsubject)	 ﾠ
b.	 ﾠThat/it	 ﾠis	 ﾠRosa	 ﾠ(Specificational	 ﾠ-ﾭ‐	 ﾠserves	 ﾠto	 ﾠspecify	 ﾠa	 ﾠvalue	 ﾠfor	 ﾠa	 ﾠvariable)	 ﾠ
c.	 ﾠPointing	 ﾠto	 ﾠher:	 ﾠShe	 ﾠis	 ﾠRosa	 ﾠ(Equative	 ﾠ-ﾭ‐	 ﾠsignals	 ﾠidentity)	 ﾠ	 ﾠ
d.	 ﾠThis	 ﾠis	 ﾠRosa	 ﾠ(Identificational	 ﾠ-ﾭ‐	 ﾠteaches	 ﾠthe	 ﾠname	 ﾠof	 ﾠplaces/people)	 ﾠ
	 ﾠ
The	 ﾠaim	 ﾠof	 ﾠthe	 ﾠchapter	 ﾠis	 ﾠto	 ﾠreduce	 ﾠthat	 ﾠtaxonomy	 ﾠto	 ﾠas	 ﾠfew	 ﾠrepresentations	 ﾠas	 ﾠpossible.	 ﾠ
The	 ﾠidea	 ﾠis	 ﾠto	 ﾠgroup	 ﾠthese	 ﾠexpressions	 ﾠbased	 ﾠon	 ﾠtheir	 ﾠcommon	 ﾠproperties	 ﾠexhibited	 ﾠin	 ﾠ
processes	 ﾠlike	 ﾠtag	 ﾠquestion	 ﾠformation,	 ﾠor	 ﾠthe	 ﾠassignment	 ﾠof	 ﾠinformation	 ﾠstructure.	 ﾠ	 ﾠFor	 ﾠ
example,	 ﾠthe	 ﾠauthor	 ﾠargues	 ﾠthat	 ﾠspecificational	 ﾠclauses	 ﾠare	 ﾠinverted	 ﾠPredicational	 ﾠclauses.	 ﾠ
Adopting	 ﾠthe	 ﾠproposals	 ﾠin	 ﾠMoro	 ﾠ(2000),	 ﾠshe	 ﾠargues	 ﾠfor	 ﾠa	 ﾠsmall	 ﾠclause	 ﾠanalysis	 ﾠof	 ﾠthese	 ﾠ
structures.	 ﾠDifferences	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠare	 ﾠreduced	 ﾠto	 ﾠthe	 ﾠsemantic	 ﾠtype	 ﾠof	 ﾠthe	 ﾠsubject.	 ﾠ
Predicational	 ﾠclauses	 ﾠuse	 ﾠreferential	 ﾠsubjects,	 ﾠwhereas	 ﾠspecificational	 ﾠrequire	 ﾠnon-ﾭ‐
referential	 ﾠones.	 ﾠThe	 ﾠideas	 ﾠpresented	 ﾠhere	 ﾠare	 ﾠa	 ﾠrehash	 ﾠof	 ﾠMikkelsen	 ﾠ(2005,	 ﾠ2011).	 ﾠNon-ﾭ‐
referential	 ﾠsubjects	 ﾠof	 ﾠthe	 ﾠtype	 ﾠ<e,t>	 ﾠare	 ﾠusually	 ﾠincompatible	 ﾠwith	 ﾠindefinite	 ﾠDP’s.	 ﾠ
However,	 ﾠas	 ﾠthe	 ﾠauthor	 ﾠnotes,	 ﾠthere	 ﾠis	 ﾠattested	 ﾠpresence	 ﾠof	 ﾠindefinite	 ﾠsubjects	 ﾠin	 ﾠ
specificational	 ﾠclauses,	 ﾠas	 ﾠwell	 ﾠas	 ﾠcases	 ﾠwhere	 ﾠa	 ﾠdefinite	 ﾠsubject	 ﾠis	 ﾠruled	 ﾠout.	 ﾠThat	 ﾠkind	 ﾠof	 ﾠ
variation	 ﾠin	 ﾠthe	 ﾠavailability	 ﾠof	 ﾠsemantic	 ﾠtypes	 ﾠof	 ﾠthe	 ﾠsubject	 ﾠis	 ﾠproblematic	 ﾠfor	 ﾠthe	 ﾠapproach	 ﾠ
in	 ﾠMikkelsen	 ﾠ(2005)	 ﾠwhich	 ﾠBondaruk	 ﾠtries	 ﾠto	 ﾠdefend.	 ﾠThe	 ﾠissue	 ﾠis	 ﾠraised	 ﾠbut	 ﾠnever	 ﾠreally	 ﾠ
addressed,	 ﾠleaving	 ﾠthe	 ﾠreader	 ﾠwith	 ﾠthe	 ﾠimpression	 ﾠthat	 ﾠthe	 ﾠauthor	 ﾠis	 ﾠcontent	 ﾠwith	 ﾠjust	 ﾠ
reporting	 ﾠdifferent	 ﾠapproaches.	 ﾠThe	 ﾠimpression	 ﾠlingers	 ﾠwhilst	 ﾠreading	 ﾠthe	 ﾠrest	 ﾠof	 ﾠthe	 ﾠ
discussion	 ﾠconcerning	 ﾠEnglish.	 ﾠFor	 ﾠexample,	 ﾠthe	 ﾠdebate	 ﾠwhether	 ﾠpredicate	 ﾠraising	 ﾠis	 ﾠA	 ﾠor	 ﾠA’	 ﾠ
is	 ﾠreported	 ﾠin	 ﾠdetail,	 ﾠhowever,	 ﾠthe	 ﾠissue	 ﾠseems	 ﾠto	 ﾠbe	 ﾠfar	 ﾠfrom	 ﾠsettled.	 ﾠBondaruk	 ﾠseems	 ﾠto	 ﾠbe	 ﾠ
satisfied	 ﾠwith	 ﾠassuming	 ﾠMikkelsen’s	 ﾠapproach,	 ﾠwhere	 ﾠthe	 ﾠdifference	 ﾠbetween	 ﾠpredicational	 ﾠ
and	 ﾠspecificational	 ﾠclauses	 ﾠboils	 ﾠdown	 ﾠto	 ﾠthe	 ﾠfeature	 ﾠcomposition	 ﾠof	 ﾠTense.	 ﾠPredicational	 ﾠ
clauses	 ﾠinvolve	 ﾠmovement	 ﾠof	 ﾠa	 ﾠreferential	 ﾠDP	 ﾠto	 ﾠSpec-ﾭ‐T	 ﾠfor	 ﾠthe	 ﾠusual	 ﾠreasons.	 ﾠ
Specificational	 ﾠclauses	 ﾠdiffer	 ﾠfrom	 ﾠpredicational	 ﾠin	 ﾠthat	 ﾠT	 ﾠalso	 ﾠhas	 ﾠan	 ﾠun-ﾭ‐interpretable	 ﾠTopic	 ﾠ
feature	 ﾠthat	 ﾠhas	 ﾠto	 ﾠbe	 ﾠchecked	 ﾠby	 ﾠa	 ﾠnon-ﾭ‐referential	 ﾠpost-ﾭ‐verbal	 ﾠDP.	 ﾠThat	 ﾠDP	 ﾠmoves	 ﾠeven	 ﾠthough	 ﾠit	 ﾠis	 ﾠc-ﾭ‐commanded	 ﾠby	 ﾠthe	 ﾠhigher	 ﾠDP.	 ﾠIt	 ﾠcan	 ﾠmove	 ﾠto	 ﾠT	 ﾠbecause	 ﾠit	 ﾠcan	 ﾠcheck	 ﾠmore	 ﾠ
features,	 ﾠnamely	 ﾠa	 ﾠTopic	 ﾠfeature,	 ﾠthan	 ﾠthe	 ﾠhigher	 ﾠDP.	 ﾠThe	 ﾠauthor	 ﾠfinds	 ﾠthis	 ﾠanalysis	 ﾠto	 ﾠbe	 ﾠ
elegant	 ﾠin	 ﾠthe	 ﾠspirit	 ﾠof	 ﾠthe	 ﾠminimalist	 ﾠprogram.	 ﾠThis	 ﾠreviewer	 ﾠmust	 ﾠadmit	 ﾠthat	 ﾠhe	 ﾠis	 ﾠnot	 ﾠas	 ﾠ
convinced.	 ﾠThe	 ﾠfirst	 ﾠobstacle	 ﾠis	 ﾠthe	 ﾠissue	 ﾠof	 ﾠintervention	 ﾠeffects,	 ﾠwhich	 ﾠMikkelsen	 ﾠtries	 ﾠto	 ﾠ
resolve	 ﾠby	 ﾠassuming	 ﾠa	 ﾠprinciple	 ﾠwhere	 ﾠlocality	 ﾠof	 ﾠmovement	 ﾠcan	 ﾠbe	 ﾠoverridden	 ﾠby	 ﾠfeature-ﾭ‐
checking	 ﾠefficiency.	 ﾠBasically,	 ﾠif	 ﾠsomething	 ﾠbelow	 ﾠan	 ﾠeligible	 ﾠgoal	 ﾠcan	 ﾠcheck	 ﾠmore	 ﾠfeatures	 ﾠ
on	 ﾠthe	 ﾠattracting	 ﾠhead,	 ﾠthen	 ﾠit	 ﾠcan	 ﾠviolate	 ﾠRelativized	 ﾠMinimality.	 ﾠThis	 ﾠin	 ﾠitself	 ﾠis	 ﾠ
problematic	 ﾠsince	 ﾠwe	 ﾠshould	 ﾠbe	 ﾠable	 ﾠto	 ﾠalleviate	 ﾠany	 ﾠRelativized	 ﾠMinimality	 ﾠeffect	 ﾠwith	 ﾠ
information	 ﾠstructure.	 ﾠMore	 ﾠimportantly,	 ﾠthis	 ﾠreviewer	 ﾠis	 ﾠnot	 ﾠa	 ﾠfan	 ﾠof	 ﾠincorporating	 ﾠ
information	 ﾠstructure	 ﾠinto	 ﾠa	 ﾠfeature	 ﾠchecking	 ﾠsystem.	 ﾠThe	 ﾠend	 ﾠresult	 ﾠseems	 ﾠto	 ﾠbe	 ﾠinevitably	 ﾠ
a	 ﾠdescriptive	 ﾠmodel	 ﾠwhere	 ﾠfeatures	 ﾠare	 ﾠused	 ﾠas	 ﾠdescriptions	 ﾠof	 ﾠstructures	 ﾠand	 ﾠ
representations.	 ﾠThus,	 ﾠa	 ﾠtopic	 ﾠfeature	 ﾠcan	 ﾠappear	 ﾠon	 ﾠany	 ﾠhead	 ﾠof	 ﾠa	 ﾠphrase	 ﾠto	 ﾠthe	 ﾠSpecifier	 ﾠof	 ﾠ
which	 ﾠwe	 ﾠmove	 ﾠa	 ﾠTopic-ﾭ‐endowed	 ﾠXP.	 ﾠHowever,	 ﾠif	 ﾠwe	 ﾠlook	 ﾠat	 ﾠtopicalization,	 ﾠalmost	 ﾠany	 ﾠXP	 ﾠ
can	 ﾠbe	 ﾠTopic.	 ﾠThis	 ﾠgets	 ﾠthe	 ﾠfacts	 ﾠright,	 ﾠbut	 ﾠit	 ﾠalso	 ﾠmakes	 ﾠthe	 ﾠstory	 ﾠunfalsifiable.	 ﾠAfter	 ﾠall,	 ﾠ
topic	 ﾠfeatures	 ﾠonly	 ﾠsurface	 ﾠwhere	 ﾠthere	 ﾠis	 ﾠtopic.2	 ﾠ	 ﾠ	 ﾠ	 ﾠ
Chapter	 ﾠIII	 ﾠdiscusses	 ﾠequatives	 ﾠin	 ﾠEnglish.	 ﾠThese	 ﾠdiffer	 ﾠfrom	 ﾠPredicational	 ﾠand	 ﾠ
specificational	 ﾠclauses	 ﾠin	 ﾠthat	 ﾠboth	 ﾠDP's	 ﾠare	 ﾠreferential.	 ﾠBondaruk	 ﾠprovides	 ﾠan	 ﾠoverview	 ﾠof	 ﾠ	 ﾠ
arguments	 ﾠfor	 ﾠand	 ﾠagainst	 ﾠa	 ﾠsymmetrical	 ﾠstructure	 ﾠof	 ﾠequatives	 ﾠas	 ﾠproposed	 ﾠfor	 ﾠexample	 ﾠin	 ﾠ
Moro	 ﾠ(2000).	 ﾠThe	 ﾠanalysis	 ﾠis	 ﾠcontrasted	 ﾠwith	 ﾠproposals	 ﾠwhich	 ﾠshare	 ﾠthe	 ﾠintuition	 ﾠthat	 ﾠthere	 ﾠ
is	 ﾠa	 ﾠdedicated	 ﾠfunctional	 ﾠhead	 ﾠlicensing	 ﾠequative	 ﾠstructures	 ﾠ(as	 ﾠin	 ﾠHedberg	 ﾠand	 ﾠPotter	 ﾠ2010	 ﾠ
and	 ﾠReeve	 ﾠ2010).	 ﾠBoth	 ﾠthe	 ﾠsymmetrical	 ﾠapproach	 ﾠand	 ﾠthe	 ﾠdedicated	 ﾠfunctional	 ﾠhead	 ﾠ
approach	 ﾠare	 ﾠrejected	 ﾠon	 ﾠthe	 ﾠgrounds	 ﾠthat	 ﾠthere	 ﾠis	 ﾠno	 ﾠempirical	 ﾠevidence	 ﾠfor	 ﾠthem	 ﾠin	 ﾠ
English,	 ﾠand	 ﾠthus,	 ﾠfrom	 ﾠa	 ﾠMinimalist	 ﾠperspective,	 ﾠthey	 ﾠshould	 ﾠbe	 ﾠabandoned.	 ﾠThe	 ﾠproblem	 ﾠ
with	 ﾠthis	 ﾠargument	 ﾠis	 ﾠthat,	 ﾠwhen	 ﾠdiscussing	 ﾠPolish	 ﾠin	 ﾠlater	 ﾠchapters,	 ﾠthe	 ﾠauthor	 ﾠadopts	 ﾠa	 ﾠ
new	 ﾠfunctional	 ﾠhead	 ﾠfor	 ﾠpredicational	 ﾠand	 ﾠspecificational	 ﾠclauses	 ﾠ(Pred)	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠ
defective	 ﾠor	 ﾠfull,	 ﾠwhereas	 ﾠfor	 ﾠequatives	 ﾠshe	 ﾠargues	 ﾠfor	 ﾠa	 ﾠsymmetrical	 ﾠstructure	 ﾠalong	 ﾠthe	 ﾠ
lines	 ﾠof	 ﾠMoro	 ﾠ(2000).	 ﾠAssuming	 ﾠthat	 ﾠminimalist	 ﾠtheories	 ﾠaim	 ﾠto	 ﾠachieve	 ﾠexplanatory	 ﾠ
adequacy	 ﾠand	 ﾠthere	 ﾠis	 ﾠUG	 ﾠin	 ﾠsome	 ﾠform	 ﾠor	 ﾠanother,	 ﾠthen	 ﾠevidence	 ﾠfrom	 ﾠPolish	 ﾠshould	 ﾠbe	 ﾠ
sufficient	 ﾠgrounds	 ﾠto	 ﾠpropose	 ﾠa	 ﾠsimilar	 ﾠstructure	 ﾠin	 ﾠEnglish,	 ﾠunless	 ﾠthere	 ﾠare	 ﾠclear	 ﾠfacts	 ﾠto	 ﾠ
argue	 ﾠagainst	 ﾠsuch	 ﾠa	 ﾠunification.	 ﾠHowever,	 ﾠthat	 ﾠdoes	 ﾠnot	 ﾠseem	 ﾠto	 ﾠbe	 ﾠthe	 ﾠcase.	 ﾠBondaruk	 ﾠ
stresses	 ﾠthat	 ﾠshe	 ﾠrejects	 ﾠsome	 ﾠproposals	 ﾠfor	 ﾠEnglish	 ﾠnot	 ﾠbecause	 ﾠthey	 ﾠare	 ﾠinconsistent	 ﾠwith	 ﾠ
the	 ﾠdata,	 ﾠbut	 ﾠrather	 ﾠbecause	 ﾠby	 ﾠjust	 ﾠlooking	 ﾠat	 ﾠEnglish	 ﾠit	 ﾠis	 ﾠnot	 ﾠpossible	 ﾠto	 ﾠeliminate	 ﾠsimpler	 ﾠ
analyses	 ﾠ(if	 ﾠwe	 ﾠcall	 ﾠtype	 ﾠshifting	 ﾠof	 ﾠthe	 ﾠpredicate	 ﾠsimpler,	 ﾠwhich	 ﾠis	 ﾠanother	 ﾠmatter).	 ﾠThis	 ﾠ
might	 ﾠbe	 ﾠa	 ﾠfine	 ﾠpoint,	 ﾠbut	 ﾠan	 ﾠimportant	 ﾠone.	 ﾠIf	 ﾠwe	 ﾠtake	 ﾠthe	 ﾠminimalist	 ﾠprogram	 ﾠat	 ﾠits	 ﾠface	 ﾠ
value,	 ﾠthen	 ﾠderivations	 ﾠin	 ﾠone	 ﾠlanguage	 ﾠshould	 ﾠapply	 ﾠto	 ﾠevery	 ﾠother	 ﾠlanguage,	 ﾠunless	 ﾠa	 ﾠchild	 ﾠ
acquiring	 ﾠa	 ﾠlanguage	 ﾠhas	 ﾠclear	 ﾠtriggers	 ﾠto	 ﾠadopt	 ﾠsomething	 ﾠdifferent.	 ﾠIn	 ﾠother	 ﾠwords,	 ﾠwe	 ﾠ
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 ﾠ	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 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	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 ﾠ	 ﾠ	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 ﾠ	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 ﾠ	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 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	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 ﾠ	 ﾠ	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2	 ﾠIt	 ﾠis	 ﾠalso	 ﾠunlikely	 ﾠthat	 ﾠTopic	 ﾠis	 ﾠa	 ﾠproperty	 ﾠof	 ﾠlexical	 ﾠheads.	 ﾠmight	 ﾠas	 ﾠwell	 ﾠargue	 ﾠthat	 ﾠthe	 ﾠinitial	 ﾠhypothesis	 ﾠis	 ﾠthat	 ﾠcopular	 ﾠconstructions	 ﾠare	 ﾠsymmetrical	 ﾠ
as	 ﾠin	 ﾠPolish	 ﾠequatives.	 ﾠThis	 ﾠhypothesis	 ﾠis	 ﾠfalsified	 ﾠfor	 ﾠsome	 ﾠstructures,	 ﾠfor	 ﾠexample	 ﾠ
predicational	 ﾠclauses	 ﾠin	 ﾠPolish.	 ﾠHowever,	 ﾠit	 ﾠis	 ﾠmaintained	 ﾠfor	 ﾠEnglish	 ﾠas	 ﾠwell	 ﾠas	 ﾠPolish	 ﾠ
equatives.	 ﾠThis	 ﾠwould	 ﾠmean	 ﾠthat	 ﾠclaims	 ﾠfor	 ﾠa	 ﾠsymmetrical	 ﾠstructure	 ﾠof	 ﾠequatives	 ﾠin	 ﾠPolish	 ﾠ
represent	 ﾠan	 ﾠargument	 ﾠfor	 ﾠadopting	 ﾠit	 ﾠfor	 ﾠEnglish	 ﾠequatives,	 ﾠand	 ﾠmaybe	 ﾠeven	 ﾠfor	 ﾠ
predicational	 ﾠclauses.	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
Polish	 ﾠdata	 ﾠis	 ﾠintroduced	 ﾠin	 ﾠChapter	 ﾠIV	 ﾠby	 ﾠgiving	 ﾠus	 ﾠan	 ﾠoverview	 ﾠof	 ﾠthe	 ﾠtypes	 ﾠof	 ﾠcopular	 ﾠ
clauses	 ﾠpresent	 ﾠin	 ﾠthe	 ﾠlanguage.	 ﾠIt	 ﾠis	 ﾠan	 ﾠinteresting	 ﾠand	 ﾠwelcome	 ﾠsurvey.	 ﾠPolish	 ﾠnot	 ﾠonly	 ﾠ
exhibits	 ﾠa	 ﾠsimilar	 ﾠto	 ﾠEnglish	 ﾠtypology	 ﾠof	 ﾠcopular	 ﾠconstructions,	 ﾠit	 ﾠhas	 ﾠan	 ﾠadditional	 ﾠ
dimension	 ﾠin	 ﾠthat	 ﾠit	 ﾠhas	 ﾠtwo	 ﾠcopulas	 ﾠthat	 ﾠcan	 ﾠco-ﾭ‐occur	 ﾠwith	 ﾠeach	 ﾠother.	 ﾠThe	 ﾠchoice	 ﾠof	 ﾠcopula	 ﾠ
plays	 ﾠa	 ﾠrole	 ﾠin	 ﾠwhat	 ﾠtype	 ﾠof	 ﾠclause	 ﾠis	 ﾠavailable.	 ﾠFurthermore,	 ﾠthere	 ﾠis	 ﾠvariation	 ﾠas	 ﾠto	 ﾠcase	 ﾠ
marking	 ﾠof	 ﾠthe	 ﾠpredicational	 ﾠDP’s.	 ﾠThe	 ﾠverbal	 ﾠcopula	 ﾠ‘to	 ﾠbe’	 ﾠcan	 ﾠlicense	 ﾠa	 ﾠDP	 ﾠin	 ﾠthe	 ﾠ
instrumental,	 ﾠor	 ﾠnominative;	 ﾠit	 ﾠalso	 ﾠtakes	 ﾠAP’s.	 ﾠIn	 ﾠaddition	 ﾠto	 ﾠverbal	 ﾠcopulas,	 ﾠthere	 ﾠis	 ﾠa	 ﾠ
pronominal	 ﾠ‘it’	 ﾠcopula	 ﾠthat	 ﾠbehaves	 ﾠin	 ﾠisolation	 ﾠlike	 ﾠa	 ﾠlinker	 ﾠof	 ﾠidentical	 ﾠcategories.	 ﾠIt	 ﾠcan	 ﾠ
join	 ﾠtwo	 ﾠnominative	 ﾠDP’s,	 ﾠtwo	 ﾠAP’s	 ﾠor	 ﾠtwo	 ﾠPP’s.	 ﾠWhen	 ﾠboth	 ﾠpronominal	 ﾠand	 ﾠverbal	 ﾠcopulas	 ﾠ
are	 ﾠpresent,	 ﾠthen	 ﾠboth	 ﾠDP’s	 ﾠhave	 ﾠto	 ﾠbe	 ﾠnominative	 ﾠ(Citko	 ﾠ2008).	 ﾠBondaruk	 ﾠreports	 ﾠthat	 ﾠ
there	 ﾠis	 ﾠagreement	 ﾠthat	 ﾠpredicational	 ﾠclauses	 ﾠcan	 ﾠoccur	 ﾠwith	 ﾠthe	 ﾠ‘to	 ﾠbe’	 ﾠcopula,	 ﾠbut	 ﾠit	 ﾠis	 ﾠless	 ﾠ
obvious	 ﾠif	 ﾠthere	 ﾠare	 ﾠpredicational	 ﾠclauses	 ﾠwhen	 ﾠboth	 ﾠcopulas	 ﾠare	 ﾠpresent	 ﾠ(‘it’	 ﾠplus	 ﾠ‘to	 ﾠbe’).	 ﾠIt	 ﾠ
appears	 ﾠthat	 ﾠsome	 ﾠauthors	 ﾠargue	 ﾠ(Błaszczak	 ﾠ&	 ﾠGeist	 ﾠ2001)	 ﾠthat	 ﾠwhen	 ﾠboth	 ﾠcopulas	 ﾠare	 ﾠ
present	 ﾠthe	 ﾠmeaning	 ﾠis	 ﾠspecificational	 ﾠor	 ﾠidentificational.	 ﾠSetting	 ﾠaside	 ﾠthe	 ﾠissue	 ﾠof	 ﾠtwo	 ﾠ
copulas,	 ﾠthere	 ﾠis	 ﾠan	 ﾠadditional	 ﾠdimension	 ﾠof	 ﾠvariation	 ﾠin	 ﾠthat	 ﾠpredicational	 ﾠreadings	 ﾠare	 ﾠ
available	 ﾠwith	 ﾠthe	 ﾠ‘to	 ﾠbe’	 ﾠcopula	 ﾠlicensing	 ﾠboth	 ﾠnominative	 ﾠand	 ﾠinstrumental	 ﾠcase,	 ﾠas	 ﾠwell	 ﾠas	 ﾠ
copula	 ﾠplus	 ﾠAP	 ﾠconstructions.	 ﾠThe	 ﾠdivision	 ﾠis	 ﾠdifferent	 ﾠin	 ﾠequatives,	 ﾠwhich	 ﾠsurface	 ﾠwith	 ﾠall	 ﾠ
three	 ﾠcombinations	 ﾠof	 ﾠcopula	 ﾠprovided	 ﾠthe	 ﾠDP	 ﾠis	 ﾠin	 ﾠnominative.	 ﾠFinally,	 ﾠBondaruk	 ﾠclaims	 ﾠ
that	 ﾠthe	 ﾠthird	 ﾠtype	 ﾠof	 ﾠclauses,	 ﾠnamely	 ﾠspecificational	 ﾠones,	 ﾠrequire	 ﾠthe	 ﾠpresence	 ﾠof	 ﾠboth	 ﾠ
copulas,	 ﾠbut	 ﾠgives	 ﾠexamples	 ﾠwhere	 ﾠthe	 ﾠ’to	 ﾠbe’	 ﾠcopula	 ﾠis	 ﾠdropped	 ﾠ(although	 ﾠthe	 ﾠauthor	 ﾠdoes	 ﾠ
provide	 ﾠsome	 ﾠarguments	 ﾠwhy	 ﾠspecificational	 ﾠclauses	 ﾠare	 ﾠnot	 ﾠpossible	 ﾠwithout	 ﾠthe	 ﾠ‘it’	 ﾠcopula	 ﾠ
being	 ﾠunderlyingly	 ﾠpresent).	 ﾠAs	 ﾠthe	 ﾠreader	 ﾠcan	 ﾠsee,	 ﾠthe	 ﾠdiscussion	 ﾠinvolves	 ﾠa	 ﾠlot	 ﾠof	 ﾠdetail	 ﾠ
and	 ﾠthe	 ﾠpicture	 ﾠis	 ﾠfar	 ﾠfrom	 ﾠclear.	 ﾠThe	 ﾠdistribution	 ﾠof	 ﾠcopulas	 ﾠis	 ﾠmost	 ﾠclear	 ﾠin	 ﾠidentifcational	 ﾠ
sentences,	 ﾠwhich	 ﾠappear	 ﾠto	 ﾠrequire	 ﾠjust	 ﾠthe	 ﾠpronominal	 ﾠor	 ﾠverbal	 ﾠcopula,	 ﾠbut	 ﾠnot	 ﾠboth.	 ﾠThe	 ﾠ
author’s	 ﾠmeticulous	 ﾠlisting	 ﾠof	 ﾠdifferent	 ﾠforms	 ﾠis	 ﾠuseful,	 ﾠbut	 ﾠonly	 ﾠup	 ﾠto	 ﾠa	 ﾠpoint.	 ﾠWhat	 ﾠappears	 ﾠ
to	 ﾠbe	 ﾠlacking	 ﾠis	 ﾠa	 ﾠclear	 ﾠindication	 ﾠof	 ﾠwhat	 ﾠrole	 ﾠBondaruk’s	 ﾠtaxonomy	 ﾠwill	 ﾠplay	 ﾠin	 ﾠher	 ﾠ
theoretical	 ﾠproposals.	 ﾠThis	 ﾠalso	 ﾠapplies	 ﾠto	 ﾠher	 ﾠdiscussion	 ﾠof	 ﾠthe	 ﾠso-ﾭ‐called	 ﾠsyntactic	 ﾠtests	 ﾠ
showing	 ﾠthat	 ﾠgiven	 ﾠtypes	 ﾠof	 ﾠcopular	 ﾠconstructions	 ﾠbehave	 ﾠlike	 ﾠa	 ﾠspecific	 ﾠclass	 ﾠin	 ﾠrelation	 ﾠto	 ﾠ
processes	 ﾠlike	 ﾠextraction,	 ﾠinversion,	 ﾠtag	 ﾠquestion	 ﾠformation,	 ﾠor	 ﾠleft	 ﾠdislocation.	 ﾠThese	 ﾠfacts	 ﾠ
are	 ﾠinteresting,	 ﾠbut	 ﾠthis	 ﾠreviewer	 ﾠfeels	 ﾠthat	 ﾠthe	 ﾠdiscussion	 ﾠwould	 ﾠbe	 ﾠmore	 ﾠengaging	 ﾠif	 ﾠthe	 ﾠ
syntactic	 ﾠbehavior	 ﾠof	 ﾠvarious	 ﾠclasses	 ﾠof	 ﾠclauses	 ﾠwas	 ﾠclearly	 ﾠtied	 ﾠin	 ﾠwith	 ﾠthe	 ﾠtypes	 ﾠof	 ﾠderivations	 ﾠthat	 ﾠare	 ﾠargued	 ﾠfor	 ﾠin	 ﾠlater	 ﾠchapters.	 ﾠ	 ﾠ
In	 ﾠChapter	 ﾠV,	 ﾠthe	 ﾠauthor	 ﾠbegins	 ﾠto	 ﾠoutline	 ﾠher	 ﾠproposals.	 ﾠThe	 ﾠdiscussion	 ﾠleads	 ﾠus	 ﾠto	 ﾠtwo	 ﾠ
types	 ﾠof	 ﾠpredicational	 ﾠclauses	 ﾠwith	 ﾠthe	 ﾠverbal	 ﾠcopula	 ﾠ‘to	 ﾠbe’	 ﾠpresent.	 ﾠ	 ﾠ
	 ﾠ
2.	 ﾠ	 ﾠ 	 ﾠ(Ja)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠjestem	 ﾠPolakiem	 ﾠ
	 ﾠ I(nom)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠam	 ﾠPolish	 ﾠ(instr)	 ﾠ
	 ﾠ 'I	 ﾠam	 ﾠPolish'	 ﾠ
	 ﾠ
3.	 ﾠ (Ja)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠjestem	 ﾠPolak	 ﾠ
	 ﾠ I	 ﾠ(nom)	 ﾠ	 ﾠam	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠPolish	 ﾠ(nom)	 ﾠ
	 ﾠ 'I	 ﾠam	 ﾠPolish'	 ﾠ
	 ﾠ
Following	 ﾠRoy	 ﾠ(2006)	 ﾠBondaruk	 ﾠsuggest	 ﾠthat	 ﾠ(2)	 ﾠis	 ﾠa	 ﾠcharacterizing	 ﾠclause,	 ﾠwhereas	 ﾠ(3)	 ﾠ
is	 ﾠa	 ﾠdefining	 ﾠclause.	 ﾠShe	 ﾠproposes	 ﾠa	 ﾠderivation	 ﾠwhere	 ﾠboth	 ﾠDPs	 ﾠare	 ﾠgenerated	 ﾠin	 ﾠa	 ﾠ
PredicationalPhrase	 ﾠ(following	 ﾠCitko	 ﾠ2008).	 ﾠPredP	 ﾠcan	 ﾠbe	 ﾠdefective,	 ﾠwhich	 ﾠmeans	 ﾠthe	 ﾠhead	 ﾠ
does	 ﾠnot	 ﾠhave	 ﾠany	 ﾠfeatures,	 ﾠor	 ﾠit	 ﾠcan	 ﾠhave	 ﾠa	 ﾠfull	 ﾠset	 ﾠof	 ﾠagreement	 ﾠfeatures	 ﾠand	 ﾠlicense	 ﾠ
instrumental	 ﾠcase.	 ﾠThus,	 ﾠ(2)	 ﾠcontains	 ﾠa	 ﾠfull	 ﾠPredP,	 ﾠwhereas	 ﾠ(3)	 ﾠinvolves	 ﾠa	 ﾠdefective	 ﾠnull	 ﾠ
PredP.	 ﾠThe	 ﾠuse	 ﾠof	 ﾠnull	 ﾠfunctional	 ﾠheads	 ﾠis	 ﾠtroublesome.	 ﾠIf	 ﾠthey	 ﾠhave	 ﾠno	 ﾠfeatures,	 ﾠthen	 ﾠwhat	 ﾠ
is	 ﾠa	 ﾠPred	 ﾠhead?	 ﾠJust	 ﾠPF	 ﾠmaterial?	 ﾠThere	 ﾠis	 ﾠalso	 ﾠno	 ﾠconnection	 ﾠbetween	 ﾠ
defectiveness/fullness	 ﾠof	 ﾠPred	 ﾠand	 ﾠthe	 ﾠfinal	 ﾠinterpretation	 ﾠof	 ﾠthe	 ﾠclause	 ﾠas	 ﾠdefining	 ﾠor	 ﾠ
characterizing.	 ﾠThe	 ﾠmechanics	 ﾠof	 ﾠthe	 ﾠderivation	 ﾠitself	 ﾠare	 ﾠsomewhat	 ﾠcomplex.	 ﾠExample	 ﾠ(2)	 ﾠ
involves	 ﾠthe	 ﾠsubject	 ﾠDP	 ﾠ‘Ja’	 ﾠreceiving	 ﾠcase	 ﾠfrom	 ﾠT	 ﾠafter	 ﾠraising	 ﾠto	 ﾠits	 ﾠSpec.	 ﾠThe	 ﾠmechanism	 ﾠis	 ﾠ
via	 ﾠAgree,	 ﾠwhere	 ﾠT	 ﾠhas	 ﾠunvalued	 ﾠagreement	 ﾠfeatures,	 ﾠit	 ﾠprobes	 ﾠits	 ﾠc-ﾭ‐command	 ﾠdomain,	 ﾠ
finds	 ﾠthe	 ﾠnominative	 ﾠDP	 ﾠand,	 ﾠafter	 ﾠvaluing	 ﾠits	 ﾠagreement	 ﾠfeatures,	 ﾠattracts	 ﾠthe	 ﾠDP	 ﾠto	 ﾠSpec-ﾭ‐T	 ﾠ
to	 ﾠsatisfy	 ﾠEPP.	 ﾠThe	 ﾠlower	 ﾠDP	 ﾠ‘Polakiem’	 ﾠis	 ﾠprobed	 ﾠby	 ﾠPred	 ﾠwhich	 ﾠhas	 ﾠunvalued	 ﾠagreement	 ﾠ
features	 ﾠand	 ﾠvalued	 ﾠcase	 ﾠfeatures;	 ﾠPred	 ﾠvalues	 ﾠits	 ﾠagreement	 ﾠfeatures	 ﾠwith	 ﾠthe	 ﾠDP	 ﾠand	 ﾠ
assigns	 ﾠInstrumental	 ﾠcase	 ﾠ(the	 ﾠDP	 ﾠhas	 ﾠunvalued	 ﾠcase	 ﾠfeatures).	 ﾠThe	 ﾠcopula	 ﾠ‘to	 ﾠbe’	 ﾠis	 ﾠa	 ﾠv	 ﾠ
head	 ﾠsandwiched	 ﾠbetween	 ﾠT	 ﾠand	 ﾠPredP.	 ﾠIt	 ﾠdoes	 ﾠnot	 ﾠseem	 ﾠto	 ﾠplay	 ﾠany	 ﾠrole,	 ﾠeven	 ﾠin	 ﾠEPP	 ﾠ
movement.	 ﾠHaving	 ﾠan	 ﾠinert	 ﾠphasal	 ﾠverbal	 ﾠhead	 ﾠis	 ﾠpeculiar	 ﾠconsidering	 ﾠthat	 ﾠthe	 ﾠauthor	 ﾠ
assumes	 ﾠa	 ﾠminimalist,	 ﾠpresumably	 ﾠphase-ﾭ‐based,	 ﾠmodel.	 ﾠ	 ﾠ	 ﾠ
The	 ﾠderivation	 ﾠof	 ﾠ(3)	 ﾠis	 ﾠmore	 ﾠcomplex	 ﾠsince	 ﾠPred	 ﾠis	 ﾠdefective.	 ﾠCase	 ﾠof	 ﾠboth	 ﾠDP’s	 ﾠis	 ﾠ
established	 ﾠvia	 ﾠAgreement.	 ﾠThe	 ﾠDP	 ﾠis	 ﾠin	 ﾠSpec-ﾭ‐PredP	 ﾠand	 ﾠhas	 ﾠunvalued	 ﾠcase	 ﾠfeatures.	 ﾠIt	 ﾠ
probes	 ﾠits	 ﾠc-ﾭ‐command	 ﾠdomain	 ﾠand	 ﾠfinds	 ﾠthe	 ﾠDP	 ﾠcomplement	 ﾠof	 ﾠPredP.	 ﾠAgreement	 ﾠbetween	 ﾠ
two	 ﾠDP’s	 ﾠwith	 ﾠunvalued	 ﾠcase	 ﾠis	 ﾠargued	 ﾠby	 ﾠthe	 ﾠauthor	 ﾠto	 ﾠresult	 ﾠin	 ﾠsynchronization	 ﾠof	 ﾠ
unvalued	 ﾠcase	 ﾠon	 ﾠboth	 ﾠDPs,	 ﾠwhere	 ﾠnow	 ﾠboth	 ﾠDP’s	 ﾠhave	 ﾠunvalued	 ﾠcase	 ﾠrealized	 ﾠas	 ﾠ
nominative.	 ﾠT	 ﾠagain	 ﾠhas	 ﾠunvalued	 ﾠagreement	 ﾠfeatures,	 ﾠit	 ﾠprobes	 ﾠits	 ﾠc-ﾭ‐command	 ﾠdomain	 ﾠand	 ﾠ
finds	 ﾠthe	 ﾠDP	 ﾠin	 ﾠSpec-ﾭ‐PredP.	 ﾠWhat	 ﾠfollows	 ﾠis	 ﾠfeature	 ﾠvaluation	 ﾠbetween	 ﾠT	 ﾠand	 ﾠDP	 ﾠin	 ﾠSpec-ﾭ‐
PredP.	 ﾠOnce	 ﾠthat	 ﾠhappens,	 ﾠthe	 ﾠlower	 ﾠpredicate	 ﾠDP	 ﾠreceives	 ﾠnominative	 ﾠcase	 ﾠby	 ﾠvirtue	 ﾠof	 ﾠcase	 ﾠagreement	 ﾠbetween	 ﾠthe	 ﾠsubject	 ﾠand	 ﾠpredicate	 ﾠDP.	 ﾠFinally,	 ﾠthe	 ﾠsubject	 ﾠDP	 ﾠraises	 ﾠto	 ﾠ
Spec-ﾭ‐T.	 ﾠThe	 ﾠanalysis	 ﾠadopts	 ﾠa	 ﾠfeature-ﾭ‐sharing	 ﾠalgorithm	 ﾠfrom	 ﾠFrampton	 ﾠand	 ﾠGutmann	 ﾠ
(2000).	 ﾠHowever,	 ﾠinstead	 ﾠof	 ﾠmultiple	 ﾠagree,	 ﾠwe	 ﾠhave	 ﾠT	 ﾠprobing	 ﾠone	 ﾠgoal	 ﾠthat	 ﾠagrees	 ﾠwith	 ﾠ
another	 ﾠDP	 ﾠand,	 ﾠfor	 ﾠpurposes	 ﾠof	 ﾠcase,	 ﾠthey	 ﾠbehave	 ﾠas	 ﾠone	 ﾠas	 ﾠif	 ﾠthey	 ﾠwere	 ﾠdaisy	 ﾠchained.	 ﾠA	 ﾠ
similar	 ﾠanalysis	 ﾠis	 ﾠadopted	 ﾠfor	 ﾠAP	 ﾠcomplements	 ﾠof	 ﾠPredP,	 ﾠwhich	 ﾠare	 ﾠalways	 ﾠmarked	 ﾠas	 ﾠ
nominative	 ﾠbecause	 ﾠthey	 ﾠagreed	 ﾠwith	 ﾠthe	 ﾠSubject	 ﾠDP.	 ﾠ
	 ﾠ
	 ﾠ	 ﾠThe	 ﾠdefective/non-ﾭ‐defective	 ﾠstatus	 ﾠof	 ﾠPred	 ﾠis	 ﾠaimed	 ﾠat	 ﾠcapturing	 ﾠthe	 ﾠdifference	 ﾠin	 ﾠcase	 ﾠ
marking	 ﾠon	 ﾠthe	 ﾠpredicate	 ﾠDP	 ﾠin	 ﾠ(2)	 ﾠand	 ﾠ(3).	 ﾠThe	 ﾠproposed	 ﾠmechanism	 ﾠdoes	 ﾠnot	 ﾠseem	 ﾠto	 ﾠbe	 ﾠ
capturing	 ﾠanything	 ﾠelse.	 ﾠFor	 ﾠexample,	 ﾠBondaruk	 ﾠargues	 ﾠthat,	 ﾠunlike	 ﾠin	 ﾠRussian,	 ﾠ(2)	 ﾠand	 ﾠ(3)	 ﾠ
do	 ﾠnot	 ﾠdiffer	 ﾠas	 ﾠfar	 ﾠas	 ﾠextraction	 ﾠof	 ﾠeither	 ﾠthe	 ﾠsubject	 ﾠor	 ﾠpredicate	 ﾠDP	 ﾠvia	 ﾠwh-ﾭ‐movement.	 ﾠ
This	 ﾠreviewer	 ﾠis	 ﾠnot	 ﾠso	 ﾠsure	 ﾠabout	 ﾠthis	 ﾠclaim.	 ﾠThe	 ﾠexamples	 ﾠgiven	 ﾠinvolve	 ﾠshort	 ﾠwh-ﾭ‐
movement,	 ﾠwhich	 ﾠin	 ﾠa	 ﾠscrambling	 ﾠlanguage	 ﾠis	 ﾠnot	 ﾠvery	 ﾠtelling.	 ﾠIt	 ﾠappears	 ﾠto	 ﾠthis	 ﾠreviewer	 ﾠ
that	 ﾠlong	 ﾠdistance	 ﾠextraction	 ﾠfavors	 ﾠthe	 ﾠinstrumental	 ﾠwh,	 ﾠlike	 ﾠin	 ﾠRussian.	 ﾠHowever,	 ﾠthe	 ﾠ
proposed	 ﾠanalysis	 ﾠdoes	 ﾠnot	 ﾠpredict	 ﾠthis.3	 ﾠThe	 ﾠcomplexity	 ﾠof	 ﾠthe	 ﾠproposal	 ﾠleaves	 ﾠone	 ﾠ
wondering	 ﾠif	 ﾠit	 ﾠwere	 ﾠnot	 ﾠmore	 ﾠeconomical	 ﾠto	 ﾠassume	 ﾠthat	 ﾠthere	 ﾠare	 ﾠtwo	 ﾠcopulas	 ﾠ‘to	 ﾠbe’	 ﾠin	 ﾠ
Polish,	 ﾠwhere	 ﾠthe	 ﾠcharacterizing	 ﾠone	 ﾠassigns	 ﾠnominative	 ﾠto	 ﾠits	 ﾠobject,	 ﾠwhile	 ﾠthe	 ﾠdefining	 ﾠ
one	 ﾠassigns	 ﾠinstrumental	 ﾠcase.	 ﾠThere	 ﾠis	 ﾠno	 ﾠneed	 ﾠfor	 ﾠa	 ﾠPred	 ﾠphrase,	 ﾠor	 ﾠan	 ﾠelaborate	 ﾠ
mechanism	 ﾠof	 ﾠcase	 ﾠagreement	 ﾠbetween	 ﾠDP’s.	 ﾠThis	 ﾠcriticism	 ﾠof	 ﾠunwarranted	 ﾠcomplexity	 ﾠ
applies	 ﾠto	 ﾠsome	 ﾠdegree	 ﾠto	 ﾠthe	 ﾠother	 ﾠapproaches	 ﾠthat	 ﾠBondaruk	 ﾠreviews	 ﾠand	 ﾠrejects.	 ﾠThe	 ﾠ
book	 ﾠdiscusses	 ﾠdifferent	 ﾠother	 ﾠproposals	 ﾠincluding	 ﾠPereltsvaig	 ﾠ(2007)	 ﾠand	 ﾠRoy	 ﾠ(2006),	 ﾠall	 ﾠ
developed	 ﾠfor	 ﾠRussian.	 ﾠThe	 ﾠrecurring	 ﾠpostulate	 ﾠhere	 ﾠis	 ﾠthat	 ﾠthere	 ﾠexists	 ﾠa	 ﾠstructural	 ﾠ
difference	 ﾠbetween	 ﾠthe	 ﾠRussian	 ﾠequivalents	 ﾠof	 ﾠ(2)	 ﾠand	 ﾠ(3).	 ﾠThat	 ﾠmight	 ﾠbe	 ﾠthe	 ﾠcase,	 ﾠsince	 ﾠwe	 ﾠ
do	 ﾠhave	 ﾠextraction	 ﾠasymmetries	 ﾠin	 ﾠRussian,	 ﾠand	 ﾠthis	 ﾠphenomenon	 ﾠcould	 ﾠprovide	 ﾠ
justification	 ﾠfor	 ﾠpostulating	 ﾠdifferent	 ﾠstructures.	 ﾠHowever,	 ﾠthe	 ﾠcorrelation	 ﾠbetween	 ﾠ
extraction	 ﾠproperties	 ﾠand	 ﾠphrasal	 ﾠstructure	 ﾠdoes	 ﾠnot	 ﾠcome	 ﾠthrough	 ﾠin	 ﾠthe	 ﾠdiscussion.	 ﾠ
Bondaruk	 ﾠappears	 ﾠto	 ﾠbe	 ﾠinterested	 ﾠprimarily	 ﾠin	 ﾠcase	 ﾠassignment	 ﾠstrategies.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
In	 ﾠChapter	 ﾠVI,	 ﾠthe	 ﾠauthor	 ﾠdiscusses	 ﾠcopular	 ﾠconstructions	 ﾠwhere	 ﾠboth	 ﾠthe	 ﾠpronominal	 ﾠ
copula	 ﾠ‘to’	 ﾠand	 ﾠthe	 ﾠverbal	 ﾠcopula	 ﾠ‘być’	 ﾠare	 ﾠpresent.	 ﾠBondaruk	 ﾠmodifies	 ﾠCitko	 ﾠ(2008)	 ﾠin	 ﾠthat	 ﾠ
she	 ﾠplaces	 ﾠthe	 ﾠpronominal	 ﾠclitic	 ﾠnot	 ﾠin	 ﾠT	 ﾠbut	 ﾠin	 ﾠPred,	 ﾠpositioning	 ﾠit	 ﾠbelow	 ﾠthe	 ﾠverbal	 ﾠone	 ﾠin	 ﾠ
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
3	 ﾠCompare	 ﾠshort	 ﾠdistance	 ﾠextraction	 ﾠof instrumental vs. nominative (page	 ﾠ168)	 ﾠand	 ﾠ
long	 ﾠdistance	 ﾠextraction:	 ﾠ
i.	 ﾠ	 ﾠ Kto	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ/	 ﾠKim	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠty	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠjesteś	 ﾠt	 ﾠ
	 ﾠ who(nom)/who	 ﾠ(instr)	 ﾠ	 ﾠ	 ﾠyou	 ﾠ	 ﾠare	 ﾠ
	 ﾠ 'Who	 ﾠare	 ﾠyou'	 ﾠ
ii	 ﾠ	 ﾠ *Kto	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ/?kim	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠJan	 ﾠpowiedział	 ﾠże	 ﾠ	 ﾠty	 ﾠjesteś	 ﾠt	 ﾠ
	 ﾠ who(nom)/who(instr)	 ﾠJan	 ﾠsaid	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠthat	 ﾠyou	 ﾠare	 ﾠ
	 ﾠ 'Who	 ﾠdid	 ﾠJan	 ﾠsay	 ﾠyou	 ﾠare'	 ﾠv.	 ﾠA	 ﾠPred	 ﾠheaded	 ﾠby	 ﾠ‘to’	 ﾠis	 ﾠdefective,	 ﾠhence	 ﾠthe	 ﾠcomplement	 ﾠDP	 ﾠis	 ﾠalways	 ﾠnominative.	 ﾠ
Bondaruk’s	 ﾠapproach	 ﾠis	 ﾠinteresting	 ﾠin	 ﾠthat	 ﾠit	 ﾠcaptures	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠ‘to’	 ﾠis	 ﾠnot	 ﾠtense	 ﾠmarked,	 ﾠ
thus	 ﾠbeing	 ﾠin	 ﾠT	 ﾠwould	 ﾠbe	 ﾠstrange,	 ﾠas	 ﾠopposed	 ﾠto	 ﾠthe	 ﾠverbal	 ﾠcopula,	 ﾠwhich	 ﾠis	 ﾠtense	 ﾠmarked.	 ﾠ
Examples	 ﾠwith	 ﾠboth	 ﾠcopulas	 ﾠas	 ﾠin	 ﾠ(4)	 ﾠbelow	 ﾠare	 ﾠdefining,	 ﾠand	 ﾠthe	 ﾠcorrelation	 ﾠbegs	 ﾠthe	 ﾠ
question	 ﾠhow	 ﾠwould	 ﾠthat	 ﾠbe	 ﾠrelated	 ﾠto	 ﾠa	 ﾠdefective	 ﾠPred.	 ﾠ
	 ﾠ
4.	 ﾠ	 ﾠ Marek	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠto	 ﾠbył	 ﾠmuzyk	 ﾠ
	 ﾠ Mark(nom)	 ﾠ	 ﾠit	 ﾠ	 ﾠwas	 ﾠmusician	 ﾠ(nom)	 ﾠ	 ﾠ
	 ﾠ 'Mark	 ﾠwas	 ﾠa	 ﾠmusician'	 ﾠ
	 ﾠ	 ﾠ
I	 ﾠthink	 ﾠthat	 ﾠthe	 ﾠauthor	 ﾠhas	 ﾠmissed	 ﾠhere	 ﾠan	 ﾠopportunity	 ﾠto	 ﾠpush	 ﾠher	 ﾠanalysis	 ﾠand	 ﾠaccount	 ﾠ
for	 ﾠthe	 ﾠsimilarities	 ﾠbetween	 ﾠdouble	 ﾠcopula	 ﾠconstructions	 ﾠand	 ﾠverbal	 ﾠcopula	 ﾠones	 ﾠwith	 ﾠa	 ﾠ
nominative	 ﾠpredicate	 ﾠDP.	 ﾠThis	 ﾠis	 ﾠunfortunate,	 ﾠsince	 ﾠthe	 ﾠproposal	 ﾠis	 ﾠextremely	 ﾠpromising	 ﾠas	 ﾠ
far	 ﾠas	 ﾠthe	 ﾠability	 ﾠto	 ﾠcapture	 ﾠsuch	 ﾠcorrelations	 ﾠbetween	 ﾠthe	 ﾠtwo	 ﾠstructures	 ﾠgoes,	 ﾠas	 ﾠwell	 ﾠas	 ﾠ
their	 ﾠdifferences.	 ﾠA	 ﾠgood	 ﾠexample	 ﾠis	 ﾠher	 ﾠanalysis	 ﾠof	 ﾠthe	 ﾠinteresting	 ﾠproperty	 ﾠthat	 ﾠthe	 ﾠverbal	 ﾠ
copula	 ﾠconstruction	 ﾠwith	 ﾠa	 ﾠnominative	 ﾠpredicate	 ﾠDP	 ﾠcan	 ﾠtake	 ﾠ1st	 ﾠand	 ﾠ2nd	 ﾠand	 ﾠ3rd	 ﾠperson	 ﾠ
pronoun	 ﾠsubjects,	 ﾠbut	 ﾠthe	 ﾠdouble	 ﾠcopular	 ﾠconstruction	 ﾠcan	 ﾠonly	 ﾠtake	 ﾠ3rd	 ﾠperson	 ﾠsubjects.	 ﾠ
Bondaruk	 ﾠattributes	 ﾠthis	 ﾠdifference	 ﾠin	 ﾠdistribution	 ﾠto	 ﾠthe	 ﾠPerson	 ﾠCase	 ﾠConstraint	 ﾠeffects	 ﾠ
(Bonet	 ﾠ1991,	 ﾠBejar	 ﾠ&	 ﾠRezac	 ﾠ2003).	 ﾠPCC	 ﾠstates	 ﾠthat	 ﾠa	 ﾠDirect	 ﾠand	 ﾠIndirect	 ﾠobject	 ﾠcombination	 ﾠ
cannot	 ﾠinvolve	 ﾠtwo	 ﾠweak	 ﾠelements	 ﾠwhere	 ﾠthe	 ﾠDirect	 ﾠobject	 ﾠis	 ﾠ1st	 ﾠor	 ﾠ2nd	 ﾠperson.	 ﾠ	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
5.	 ﾠI	 ﾠshowed	 ﾠthem	 ﾠit/*you/*me.	 ﾠ	 ﾠ
	 ﾠ
Polish	 ﾠdoes	 ﾠnot	 ﾠobserve	 ﾠthe	 ﾠPCC	 ﾠin	 ﾠdouble	 ﾠobject	 ﾠconstructions	 ﾠ(Citko	 ﾠ2011).	 ﾠHowever,	 ﾠ
the	 ﾠrestriction	 ﾠon	 ﾠsubjects	 ﾠin	 ﾠdouble	 ﾠcopular	 ﾠconstructions	 ﾠappears	 ﾠto	 ﾠbe	 ﾠa	 ﾠreflex	 ﾠof	 ﾠthe	 ﾠ
PCC.	 ﾠThe	 ﾠidea	 ﾠpursued	 ﾠin	 ﾠthe	 ﾠbook	 ﾠis	 ﾠthat	 ﾠdouble	 ﾠobject	 ﾠconstructions	 ﾠhave	 ﾠa	 ﾠricher	 ﾠ
structure	 ﾠthan	 ﾠin	 ﾠEnglish,	 ﾠas	 ﾠargued	 ﾠby	 ﾠCitko	 ﾠ(2011).	 ﾠAlthough	 ﾠPolish	 ﾠdouble	 ﾠobject	 ﾠ
constructions	 ﾠdiffer	 ﾠfrom	 ﾠEnglish,	 ﾠcase	 ﾠevaluation	 ﾠin	 ﾠPolish	 ﾠdouble	 ﾠcopular	 ﾠconstructions	 ﾠ
remains	 ﾠsimilar	 ﾠenough	 ﾠto	 ﾠthe	 ﾠone	 ﾠfor	 ﾠdouble	 ﾠobject	 ﾠconstructions	 ﾠin	 ﾠEnglish,	 ﾠso	 ﾠthat	 ﾠin	 ﾠ
both	 ﾠcases	 ﾠPCC	 ﾠis	 ﾠtriggered.	 ﾠThis	 ﾠinvolves	 ﾠmultiple	 ﾠprobing	 ﾠby	 ﾠT	 ﾠinto	 ﾠthe	 ﾠverbal	 ﾠdomain.	 ﾠ
Such	 ﾠprobing	 ﾠis	 ﾠargued	 ﾠto	 ﾠtrigger	 ﾠPCC.	 ﾠ	 ﾠ
	 ﾠ
The	 ﾠthing	 ﾠabout	 ﾠcopular	 ﾠconstructions	 ﾠis	 ﾠthat	 ﾠthey	 ﾠoften	 ﾠexhibit	 ﾠinversion.	 ﾠUndoubtedly,	 ﾠ
the	 ﾠrelationship	 ﾠbetween	 ﾠinverted	 ﾠand	 ﾠnon-ﾭ‐inverted	 ﾠstructures,	 ﾠas	 ﾠwell	 ﾠas	 ﾠthe	 ﾠdifferences	 ﾠ
between	 ﾠinverted	 ﾠconstructions,	 ﾠcan	 ﾠgive	 ﾠus	 ﾠinvaluable	 ﾠinsight	 ﾠinto	 ﾠthe	 ﾠgrammar.	 ﾠThus	 ﾠit	 ﾠis	 ﾠ
no	 ﾠsurprise	 ﾠthat	 ﾠBondaruk	 ﾠdevotes	 ﾠa	 ﾠwhole	 ﾠchapter	 ﾠto	 ﾠinverted	 ﾠconstructions.	 ﾠThe	 ﾠtwo	 ﾠ
types	 ﾠshe	 ﾠconcentrates	 ﾠon	 ﾠare	 ﾠgiven	 ﾠbelow.	 ﾠThe	 ﾠ(b)	 ﾠexamples	 ﾠare	 ﾠinverted	 ﾠversions	 ﾠof	 ﾠthe	 ﾠ
(a)	 ﾠexamples (Bondaruk page 272).	 ﾠ	 ﾠ	 ﾠ
6	 ﾠ a.	 ﾠ Ewa	 ﾠjest	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠmoją	 ﾠprzyjaciólką	 ﾠ
	 ﾠ 	 ﾠ Ewa	 ﾠ(nom)	 ﾠ	 ﾠis	 ﾠmy	 ﾠfriend(intsr)	 ﾠ
	 ﾠ
	 ﾠ b.	 ﾠ Moją	 ﾠprzyjaciółką	 ﾠjest	 ﾠEwa	 ﾠ	 ﾠ
	 ﾠ 	 ﾠ my	 ﾠ	 ﾠ	 ﾠ	 ﾠfriend	 ﾠ(instr)	 ﾠis	 ﾠEwa	 ﾠ(nom)	 ﾠ
	 ﾠ 	 ﾠ 'Eve	 ﾠis	 ﾠmy	 ﾠfriend'	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ
7	 ﾠ a.	 ﾠ 	 ﾠ Ewa	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠto	 ﾠjest	 ﾠmoja	 ﾠprzyjaciółka	 ﾠ
	 ﾠ 	 ﾠ Eve(nom)	 ﾠit	 ﾠis	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠmy	 ﾠfriend	 ﾠ(nom)	 ﾠ
	 ﾠ 	 ﾠ 'Eve	 ﾠis	 ﾠmy	 ﾠfriend'	 ﾠ
	 ﾠ
	 ﾠ b.	 ﾠ Moja	 ﾠprzyjaciółka	 ﾠto	 ﾠjest	 ﾠEwa	 ﾠ
	 ﾠ 	 ﾠ My	 ﾠfrind	 ﾠ(nom)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠit	 ﾠis	 ﾠ	 ﾠ	 ﾠ	 ﾠEwa	 ﾠ(nom)	 ﾠ
	 ﾠ 	 ﾠ 'Eve	 ﾠis	 ﾠmy	 ﾠfriend'	 ﾠ
	 ﾠ
	 ﾠThe	 ﾠfirst	 ﾠdistinction	 ﾠBondaruk	 ﾠdraws	 ﾠis	 ﾠthat	 ﾠinverted	 ﾠclauses	 ﾠwith	 ﾠjust	 ﾠthe	 ﾠverbal	 ﾠ
copula	 ﾠ(6b)	 ﾠare	 ﾠpredicational,	 ﾠas	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠones	 ﾠwith	 ﾠboth	 ﾠcopulas	 ﾠ(7b),	 ﾠwhich	 ﾠare	 ﾠ
specificational.	 ﾠThe	 ﾠdistinction	 ﾠis	 ﾠsupported	 ﾠby	 ﾠthe	 ﾠdifferences	 ﾠin	 ﾠinformation	 ﾠstructure.	 ﾠ
Bonadruk	 ﾠargues	 ﾠthat	 ﾠ(7b)	 ﾠalways	 ﾠhas	 ﾠthe	 ﾠpost-ﾭ‐copular	 ﾠDP	 ﾠin	 ﾠfocus,	 ﾠwhereas	 ﾠ(6b)	 ﾠis	 ﾠmore	 ﾠ
flexible	 ﾠand	 ﾠallows	 ﾠeither	 ﾠDP	 ﾠto	 ﾠbe	 ﾠfocused.	 ﾠBecause	 ﾠthe	 ﾠpronominal	 ﾠcopula	 ﾠis	 ﾠ
homophonous	 ﾠwith	 ﾠ'it'	 ﾠclefts	 ﾠin	 ﾠPolish,	 ﾠthe	 ﾠanalogy	 ﾠwith	 ﾠcleft	 ﾠconstructions	 ﾠsprings	 ﾠto	 ﾠmind,	 ﾠ
for	 ﾠexample	 ﾠwork	 ﾠin	 ﾠDeclerk	 ﾠ(1988).	 ﾠHowever,	 ﾠthere	 ﾠis	 ﾠno	 ﾠmention	 ﾠof	 ﾠclefts	 ﾠin	 ﾠthe	 ﾠ
discussion.	 ﾠThe	 ﾠreviewer	 ﾠagrees	 ﾠthat	 ﾠthere	 ﾠis	 ﾠdefinitely	 ﾠa	 ﾠtendency	 ﾠfor	 ﾠ(7b)	 ﾠto	 ﾠhave	 ﾠfocus	 ﾠon	 ﾠ
the	 ﾠlast	 ﾠDP,	 ﾠbut	 ﾠthere	 ﾠare	 ﾠcounterexamples	 ﾠto	 ﾠthe	 ﾠclaim	 ﾠthat	 ﾠthe	 ﾠfinal	 ﾠDP	 ﾠhas	 ﾠto	 ﾠbe	 ﾠfocused	 ﾠ
in	 ﾠ(7b).	 ﾠIn	 ﾠthe	 ﾠexample	 ﾠbelow,	 ﾠthe	 ﾠDP	 ﾠis	 ﾠfinal,	 ﾠbut	 ﾠit	 ﾠis	 ﾠa	 ﾠtopic	 ﾠsince	 ﾠit	 ﾠconstitutes	 ﾠGiven	 ﾠ
information,	 ﾠthat	 ﾠis	 ﾠdiscourse	 ﾠavailable	 ﾠinformation	 ﾠby	 ﾠvirtue	 ﾠof	 ﾠbeing	 ﾠpresent	 ﾠin	 ﾠthe	 ﾠ
preceding	 ﾠstructure.	 ﾠ	 ﾠ
	 ﾠ
8.	 ﾠ	 ﾠ Mimo	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠże	 ﾠnikt	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠnie	 ﾠlubi	 ﾠEwy,	 ﾠjestem	 ﾠpewien	 ﾠże	 ﾠmoja	 ﾠprzyjaciółka	 ﾠto	 ﾠjest	 ﾠEwa	 ﾠ	 ﾠ	 ﾠ
Although	 ﾠthat	 ﾠno	 ﾠone	 ﾠnot	 ﾠlike	 ﾠEve	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠam	 ﾠ	 ﾠ	 ﾠ	 ﾠcertain	 ﾠ	 ﾠ	 ﾠthat	 ﾠmy	 ﾠfriend	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠit	 ﾠis	 ﾠ	 ﾠ	 ﾠEve	 ﾠ
	 ﾠ 'Although	 ﾠno	 ﾠone	 ﾠlikes	 ﾠEve,	 ﾠI	 ﾠam	 ﾠcertain	 ﾠthat	 ﾠEve	 ﾠis	 ﾠmy	 ﾠfriend'	 ﾠ
	 ﾠ
There	 ﾠare	 ﾠother	 ﾠexamples	 ﾠlike	 ﾠ(8).	 ﾠIt	 ﾠremains	 ﾠbeyond	 ﾠthe	 ﾠscope	 ﾠof	 ﾠthis	 ﾠreview	 ﾠto	 ﾠdiscuss	 ﾠ
the	 ﾠnature	 ﾠof	 ﾠsuch	 ﾠconstructions;	 ﾠit	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠthere	 ﾠis	 ﾠsome	 ﾠlevel	 ﾠof	 ﾠcontrastive	 ﾠ
topicality	 ﾠhere.	 ﾠUnfortunately,	 ﾠthe	 ﾠauthor	 ﾠdoes	 ﾠnot	 ﾠdiscuss	 ﾠtypes	 ﾠof	 ﾠfocus	 ﾠor	 ﾠtopic,	 ﾠwhich	 ﾠis	 ﾠa	 ﾠ
missed	 ﾠopportunity,	 ﾠand	 ﾠshe	 ﾠequates	 ﾠinformation	 ﾠstructure	 ﾠmapping	 ﾠwith	 ﾠa	 ﾠsemi-ﾭ‐
cartographic	 ﾠapproach,	 ﾠwhere	 ﾠinformation	 ﾠstructure	 ﾠis	 ﾠin	 ﾠthe	 ﾠdomain	 ﾠof	 ﾠthe	 ﾠLeft	 ﾠPeriphery	 ﾠ(Rizzi	 ﾠ1997),	 ﾠand	 ﾠpossibly	 ﾠTP.	 ﾠIt	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠa	 ﾠrelativistic	 ﾠapproach	 ﾠin	 ﾠthe	 ﾠspirit	 ﾠof	 ﾠ
Tajsner	 ﾠ(2008),	 ﾠwhere	 ﾠTopic	 ﾠand	 ﾠFocus	 ﾠare	 ﾠcomputed	 ﾠrelative	 ﾠto	 ﾠeach	 ﾠother	 ﾠ(see	 ﾠWagner	 ﾠ
2006,	 ﾠKučerová	 ﾠ2012)	 ﾠis	 ﾠmore	 ﾠpromising.	 ﾠBondaruk’s	 ﾠcriticism	 ﾠof	 ﾠthe	 ﾠspecific	 ﾠideas	 ﾠin	 ﾠ
Tajsner	 ﾠhas	 ﾠits	 ﾠbasis.	 ﾠPolish	 ﾠdoes	 ﾠnot	 ﾠhave	 ﾠa	 ﾠunique	 ﾠdedicated	 ﾠpost-ﾭ‐verbal	 ﾠpresentational	 ﾠ
focus	 ﾠposition	 ﾠlike	 ﾠRomance	 ﾠlanguages	 ﾠdo	 ﾠ(Gallego	 ﾠ2013).	 ﾠHowever,	 ﾠthere	 ﾠis	 ﾠnothing	 ﾠin	 ﾠthe	 ﾠ
system	 ﾠpreventing	 ﾠus	 ﾠfrom	 ﾠsaying	 ﾠthat	 ﾠfocus	 ﾠand	 ﾠtopic	 ﾠare	 ﾠcomputed	 ﾠrelative	 ﾠto	 ﾠeach	 ﾠother	 ﾠ
in	 ﾠtwo	 ﾠdistinct	 ﾠconfigurations.	 ﾠPolish	 ﾠallows	 ﾠboth	 ﾠcomputations:	 ﾠone	 ﾠwhich	 ﾠis	 ﾠtypical	 ﾠfor	 ﾠ
English,	 ﾠwhere	 ﾠfocus	 ﾠis	 ﾠon	 ﾠthe	 ﾠpre-ﾭ‐verbal	 ﾠsubject,	 ﾠand	 ﾠthe	 ﾠother	 ﾠtypical	 ﾠfor	 ﾠSpanish,	 ﾠwhere	 ﾠ
post-ﾭ‐verbal	 ﾠsubjects	 ﾠare	 ﾠfocused.	 ﾠ	 ﾠBondaruk's	 ﾠsemi-ﾭ‐cartographic	 ﾠsolution	 ﾠis	 ﾠnot	 ﾠso	 ﾠ
convincing,	 ﾠprecisely	 ﾠbecause	 ﾠof	 ﾠthe	 ﾠfacts	 ﾠshe	 ﾠcites	 ﾠindicating	 ﾠthat	 ﾠfocus	 ﾠcan	 ﾠprecede,	 ﾠor,	 ﾠ
follow	 ﾠtopic.	 ﾠThis	 ﾠdual	 ﾠconfiguration	 ﾠis	 ﾠdifficult	 ﾠto	 ﾠcapture	 ﾠ	 ﾠif	 ﾠTopic	 ﾠis	 ﾠin	 ﾠSpec-ﾭ‐C,	 ﾠfor	 ﾠthere	 ﾠis	 ﾠ
no	 ﾠfocus	 ﾠposition	 ﾠabove	 ﾠit.	 ﾠTo	 ﾠthe	 ﾠauthor’s	 ﾠcredit,	 ﾠit	 ﾠhas	 ﾠto	 ﾠbe	 ﾠnoted	 ﾠthat	 ﾠshe	 ﾠultimately	 ﾠ
rejects	 ﾠa	 ﾠdedicated	 ﾠTopic	 ﾠhead,	 ﾠand	 ﾠassumes	 ﾠthat	 ﾠa	 ﾠposition	 ﾠabove	 ﾠfocus	 ﾠis	 ﾠsufficient	 ﾠto	 ﾠ
receive	 ﾠa	 ﾠtopic	 ﾠinterpretation.	 ﾠUnfortunately,	 ﾠthis	 ﾠposition	 ﾠis	 ﾠhigh	 ﾠup	 ﾠin	 ﾠCP,	 ﾠmaking	 ﾠit	 ﾠlook	 ﾠ
like	 ﾠa	 ﾠrehash	 ﾠof	 ﾠRizzi	 ﾠ(1997).	 ﾠ
	 ﾠ
Bondaruk	 ﾠdiscusses	 ﾠinteresting	 ﾠreconstruction	 ﾠphenomena	 ﾠthat	 ﾠserve	 ﾠas	 ﾠconfirmation	 ﾠ
of	 ﾠthe	 ﾠA-ﾭ‐bar	 ﾠstatus	 ﾠof	 ﾠthe	 ﾠinverted	 ﾠDP.	 ﾠHer	 ﾠproposal	 ﾠis	 ﾠthat	 ﾠ(6b)	 ﾠis	 ﾠderived	 ﾠfrom	 ﾠ(6a)	 ﾠby	 ﾠ
raising	 ﾠthe	 ﾠpredicate	 ﾠDP	 ﾠto	 ﾠSpec-ﾭ‐CP,	 ﾠthe	 ﾠsubject	 ﾠDP	 ﾠmoves	 ﾠto	 ﾠSpec-ﾭ‐TP,	 ﾠfollowed	 ﾠby	 ﾠthe	 ﾠvP	 ﾠ
complex,	 ﾠwhich	 ﾠalso	 ﾠmoves	 ﾠto	 ﾠSpec-ﾭ‐TP.	 ﾠExample	 ﾠ(7b)	 ﾠis	 ﾠderived	 ﾠfrom	 ﾠ(7a)	 ﾠvia	 ﾠmovement	 ﾠof	 ﾠ
the	 ﾠpredicate	 ﾠDP	 ﾠto	 ﾠSpec-ﾭ‐CP,	 ﾠraising	 ﾠof	 ﾠthe	 ﾠsubject	 ﾠDP	 ﾠto	 ﾠSpec-ﾭ‐TP,	 ﾠand	 ﾠraising	 ﾠthe	 ﾠT-ﾭ‐bar	 ﾠ
projection	 ﾠto	 ﾠSpec-ﾭ‐TP.4	 ﾠThe	 ﾠderivations	 ﾠare	 ﾠgiven	 ﾠbelow.	 ﾠReconstruction	 ﾠof	 ﾠthe	 ﾠpredicate	 ﾠDP	 ﾠ
is	 ﾠallowed	 ﾠand	 ﾠeven	 ﾠexpected	 ﾠsince	 ﾠit	 ﾠundergoes	 ﾠA-ﾭ‐bar	 ﾠmovement	 ﾠto	 ﾠSpec-ﾭ‐CP.	 ﾠ	 ﾠ	 ﾠ
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 ﾠThis violates Anti-locality as pointed out to me by Steven Franks p.c.  
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 ﾠ 	 ﾠ 	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
 
 
10	 ﾠ=	 ﾠ7b	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
	 ﾠ
DP1	 ﾠ Pred	 ﾠ
DP2	 ﾠ
v	 ﾠ
T	 ﾠ
DP2	 ﾠ
T'	 ﾠ
C	 ﾠ
DP1	 ﾠ
Pred'	 ﾠ
PredP	 ﾠ
vP	 ﾠ
T'	 ﾠ
TP	 ﾠ
TP	 ﾠ
C'	 ﾠ
	 ﾠ
CP	 ﾠ
	 ﾠ
moja	 ﾠprzyjaciółka	 ﾠ to	 ﾠ
Ewa	 ﾠ
jest	 ﾠ
DP1	 ﾠ Pred	 ﾠ
DP2	 ﾠ
v	 ﾠ
T	 ﾠ
DP2	 ﾠ
C	 ﾠ
DP1	 ﾠ
Pred'	 ﾠ
PredP	 ﾠ
vP	 ﾠ
T'	 ﾠ
TP	 ﾠ
TP	 ﾠ
C'	 ﾠ
	 ﾠ
CP	 ﾠ
	 ﾠ
moją	 ﾠprzyjaciółką 
Ewa	 ﾠ
jest	 ﾠ
vP	 ﾠ	 ﾠ The	 ﾠabove	 ﾠdiagrams	 ﾠare	 ﾠbased	 ﾠon	 ﾠBondaruk's	 ﾠderivations	 ﾠon	 ﾠpages	 ﾠ304-ﾭ‐305.5	 ﾠThey	 ﾠ
capture	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠthe	 ﾠA-ﾭ‐bar	 ﾠmoved	 ﾠDP	 ﾠcan	 ﾠreconstruct.	 ﾠBondaruk	 ﾠexamines	 ﾠbinding	 ﾠ
reconstruction	 ﾠdata	 ﾠthat	 ﾠseems	 ﾠto	 ﾠconfirm	 ﾠthis.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
11.	 ﾠa.	 ﾠ [Każde	 ﾠpaństwo	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠw	 ﾠEuropie	 ﾠzachodniej]i	 ﾠbyło	 ﾠwrogiem	 ﾠswojegoi	 ﾠsąsiada	 ﾠ
every	 ﾠ	 ﾠ	 ﾠcountry	 ﾠ(nom)	 ﾠin	 ﾠEurope	 ﾠ	 ﾠwestern	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠwas	 ﾠ	 ﾠenemy(instr)	 ﾠself	 ﾠneighbor	 ﾠ
	 ﾠ 	 ﾠ 'Every	 ﾠcountry	 ﾠin	 ﾠWestern	 ﾠEurope	 ﾠwas	 ﾠthe	 ﾠenemy	 ﾠof	 ﾠits	 ﾠneighbor'	 ﾠ
	 ﾠ
	 ﾠ b.	 ﾠ Wrogiem	 ﾠswojegoi	 ﾠsąsiada	 ﾠbyło	 ﾠ[każde	 ﾠpaństwo	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠw	 ﾠEuropie	 ﾠzachodniej]i	 ﾠ
	 ﾠ 	 ﾠ enemy(instr)	 ﾠself	 ﾠneighbor	 ﾠ	 ﾠwas	 ﾠevery	 ﾠ	 ﾠ	 ﾠcountry	 ﾠ(nom)	 ﾠin	 ﾠEurope	 ﾠ	 ﾠwestern	 ﾠ
	 ﾠ 	 ﾠ 'Every	 ﾠcountry	 ﾠin	 ﾠWestern	 ﾠEurope	 ﾠwas	 ﾠthe	 ﾠenemy	 ﾠof	 ﾠits	 ﾠneighbor'	 ﾠ
	 ﾠ
The	 ﾠsame	 ﾠpattern	 ﾠholds	 ﾠfor	 ﾠclauses	 ﾠwith	 ﾠboth	 ﾠcopulas	 ﾠpresent.	 ﾠThere	 ﾠis	 ﾠa	 ﾠdrawback,	 ﾠ
however.	 ﾠExample	 ﾠ(12a)	 ﾠshows	 ﾠthat	 ﾠthe	 ﾠstring	 ﾠ'enemy	 ﾠself	 ﾠneighbor'	 ﾠdoes	 ﾠnot	 ﾠneed	 ﾠ
reconstruction	 ﾠto	 ﾠreceive	 ﾠan	 ﾠinterpretation.	 ﾠExample	 ﾠlike	 ﾠ(12a)	 ﾠsuggest	 ﾠthat	 ﾠthe	 ﾠ
grammaticality	 ﾠof	 ﾠ(11)	 ﾠneed	 ﾠnot	 ﾠbe	 ﾠa	 ﾠreflex	 ﾠof	 ﾠreconstruction.	 ﾠ	 ﾠIn	 ﾠaddition,	 ﾠexample	 ﾠ(12b)	 ﾠ
shows	 ﾠthat	 ﾠno	 ﾠantecedent	 ﾠis	 ﾠnecessary	 ﾠfor	 ﾠthe	 ﾠanaphor	 ﾠ'swój'.	 ﾠExamples	 ﾠlike	 ﾠ(12b)	 ﾠbelow	 ﾠ
where	 ﾠthe	 ﾠreflexive	 ﾠhas	 ﾠno	 ﾠantecedent	 ﾠremind	 ﾠus	 ﾠthat	 ﾠBinding	 ﾠdata	 ﾠin	 ﾠPolish	 ﾠhas	 ﾠto	 ﾠbe	 ﾠ
treated	 ﾠcarefully.	 ﾠ	 ﾠ	 ﾠ
	 ﾠ
12.	 ﾠ	 ﾠ a.	 ﾠ	 ﾠ Znany	 ﾠ	 ﾠwróg	 ﾠswojego	 ﾠsąsiada	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠposzedł	 ﾠdo	 ﾠkina	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ known	 ﾠenemy	 ﾠ(nom)	 ﾠof	 ﾠself	 ﾠneighbor	 ﾠ	 ﾠ	 ﾠwent	 ﾠto	 ﾠ	 ﾠ	 ﾠ	 ﾠcinema	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 'A	 ﾠknown	 ﾠenemy	 ﾠof	 ﾠhis	 ﾠown	 ﾠneighbor	 ﾠwent	 ﾠto	 ﾠthe	 ﾠcinema'	 ﾠ
	 ﾠ 	 ﾠ b.	 ﾠ Swojego	 ﾠsąsiada	 ﾠjest	 ﾠdobrze	 ﾠmieć	 ﾠblisko	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ Self	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠneighbor	 ﾠis	 ﾠ	 ﾠ	 ﾠgood	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠhave	 ﾠ	 ﾠnear	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 'It	 ﾠis	 ﾠgood	 ﾠto	 ﾠhave	 ﾠones	 ﾠneighbor	 ﾠclose'	 ﾠ
	 ﾠ
Another	 ﾠinteresting	 ﾠproperty	 ﾠof	 ﾠinverted	 ﾠstructures	 ﾠis	 ﾠthe	 ﾠway	 ﾠthe	 ﾠDP’s	 ﾠagree	 ﾠwith	 ﾠthe	 ﾠ
copula.	 ﾠAgreement	 ﾠpatterns	 ﾠsensitive	 ﾠto	 ﾠgender	 ﾠindicate	 ﾠthat	 ﾠin	 ﾠinverted	 ﾠstructures	 ﾠ
agreement	 ﾠwith	 ﾠthe	 ﾠverb	 ﾠis	 ﾠcarried	 ﾠout	 ﾠwith	 ﾠthe	 ﾠpost-ﾭ‐copular	 ﾠelement.	 ﾠ
	 ﾠ
13.	 ﾠ	 ﾠ a.	 ﾠ Suchocka	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠbyła	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠzłym	 ﾠpremierem	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ Suchocka	 ﾠ(nom.	 ﾠfem)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠwas	 ﾠ(	 ﾠfem)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠbad	 ﾠPM	 ﾠ(instr.	 ﾠmasc)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 'Suchocka	 ﾠwas	 ﾠa	 ﾠbad	 ﾠPrime	 ﾠMinister'	 ﾠ
 
	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ
5	 ﾠI	 ﾠomit	 ﾠthe	 ﾠnecessary	 ﾠfor	 ﾠthis	 ﾠanalysis	 ﾠPF	 ﾠdriven	 ﾠmovement	 ﾠaimed	 ﾠat	 ﾠgetting	 ﾠthe	 ﾠ
right	 ﾠword	 ﾠorder.	 ﾠIt	 ﾠinvolves	 ﾠraising	 ﾠthe	 ﾠPred	 ﾠhead	 ﾠ'to'	 ﾠabove	 ﾠthe	 ﾠv	 ﾠhead	 ﾠ'jest'	 ﾠ
(Bondaruk	 ﾠpage	 ﾠ234).	 ﾠ	 ﾠ 
    b.	 ﾠ Złym	 ﾠpremierem	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠbyła	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠSuchocka	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ Bad	 ﾠPM	 ﾠ(instr.	 ﾠmasc)	 ﾠ	 ﾠwas	 ﾠ(fem)	 ﾠ	 ﾠSuchocka	 ﾠ(nom.	 ﾠfem)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 'Suchocka	 ﾠwas	 ﾠa	 ﾠbad	 ﾠPrime	 ﾠMinister'	 ﾠ
	 ﾠ
	 ﾠ 	 ﾠ In	 ﾠthe	 ﾠabove	 ﾠexample	 ﾠwe	 ﾠcan	 ﾠsee	 ﾠthat	 ﾠthe	 ﾠcanonical	 ﾠstructure	 ﾠin	 ﾠ(13a)	 ﾠexhibits	 ﾠ
agreement	 ﾠwith	 ﾠthe	 ﾠpre-ﾭ‐verbal	 ﾠDP,	 ﾠwhereas	 ﾠin	 ﾠinverted	 ﾠstructures	 ﾠ(13b)	 ﾠit	 ﾠis	 ﾠthe	 ﾠpost-ﾭ‐
verbal	 ﾠDP	 ﾠthat	 ﾠundergoes	 ﾠgender	 ﾠagreement.	 ﾠThis	 ﾠconstitutes	 ﾠconvincing	 ﾠevidence	 ﾠthat	 ﾠ
inverted	 ﾠstructures	 ﾠneed	 ﾠto	 ﾠbe	 ﾠderived	 ﾠfrom	 ﾠcanonical	 ﾠones,	 ﾠand	 ﾠthat	 ﾠthe	 ﾠDP	 ﾠ'Suchocka'	 ﾠis	 ﾠ
the	 ﾠsubject	 ﾠsince	 ﾠit	 ﾠis	 ﾠsubjects	 ﾠthat	 ﾠagree	 ﾠin	 ﾠphi	 ﾠfeatures.	 ﾠ	 ﾠUnfortunately,	 ﾠas	 ﾠBondaruk	 ﾠnotes	 ﾠ
on	 ﾠpage	 ﾠ(287),	 ﾠthe	 ﾠpattern	 ﾠof	 ﾠagreement	 ﾠwhere	 ﾠthe	 ﾠsubject	 ﾠalways	 ﾠagrees	 ﾠin	 ﾠphi	 ﾠfeatures	 ﾠ
does	 ﾠnot	 ﾠhold	 ﾠfor	 ﾠconstructions	 ﾠwhere	 ﾠboth	 ﾠthe	 ﾠverbal	 ﾠand	 ﾠpronominal	 ﾠcopula	 ﾠis	 ﾠpresent,	 ﾠ
and	 ﾠboth	 ﾠDP's	 ﾠhave	 ﾠto	 ﾠbe	 ﾠmarked	 ﾠas	 ﾠnominative.	 ﾠIn	 ﾠthe	 ﾠexample	 ﾠbelow	 ﾠ	 ﾠ(14a)	 ﾠshows	 ﾠthe	 ﾠ
canonical	 ﾠstructure	 ﾠthat	 ﾠis	 ﾠpredicational	 ﾠin	 ﾠinterpretation,	 ﾠand	 ﾠexample	 ﾠ(14b)	 ﾠshows	 ﾠthe	 ﾠ
derived	 ﾠinverted	 ﾠone	 ﾠthat	 ﾠis	 ﾠspecificational	 ﾠin	 ﾠnature.	 ﾠUnlike	 ﾠin	 ﾠ(13b),	 ﾠin	 ﾠ(14b)	 ﾠthe	 ﾠinverted	 ﾠ
DP	 ﾠdoes	 ﾠnot	 ﾠagree	 ﾠwith	 ﾠthe	 ﾠcopula.	 ﾠ	 ﾠ
	 ﾠ
	 ﾠ	 ﾠ14.	 ﾠ a.	 ﾠ Suchocka	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠto	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠbył	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠzły	 ﾠpremier	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ Suchocka	 ﾠ(nom.	 ﾠfem)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠit	 ﾠ	 ﾠwas	 ﾠ(masc)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠbad	 ﾠPM	 ﾠ(nom.	 ﾠmasc)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 'Suchocka	 ﾠwas	 ﾠa	 ﾠbad	 ﾠPrime	 ﾠMinister'	 ﾠ
 
    b.	 ﾠ Zły	 ﾠpremier	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠto	 ﾠbyła	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠSuchocka	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ Bad	 ﾠPM	 ﾠ(nom.	 ﾠmasc)	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠit	 ﾠ	 ﾠwas	 ﾠ(fem)	 ﾠ	 ﾠSuchocka	 ﾠ(nom.	 ﾠfem)	 ﾠ
	 ﾠ 	 ﾠ 	 ﾠ 'Suchocka	 ﾠwas	 ﾠa	 ﾠbad	 ﾠPrime	 ﾠMinister' 
	 ﾠ    
Surprisingly,	 ﾠin	 ﾠstructures	 ﾠexemplified	 ﾠby	 ﾠ(14)	 ﾠabove,	 ﾠit	 ﾠis	 ﾠalways	 ﾠthe	 ﾠpost-ﾭ‐copular	 ﾠ
element	 ﾠthat	 ﾠundergoes	 ﾠgender	 ﾠagreement	 ﾠwith	 ﾠthe	 ﾠcopula.	 ﾠBondaruk	 ﾠpoints	 ﾠthis	 ﾠout,	 ﾠbut	 ﾠ
does	 ﾠnot	 ﾠoffer	 ﾠan	 ﾠanalysis,	 ﾠthus	 ﾠmissing	 ﾠan	 ﾠopportunity	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠthese	 ﾠinteresting	 ﾠ
phenomena.	 ﾠIt	 ﾠwould	 ﾠbe	 ﾠworth	 ﾠexamining	 ﾠwhether	 ﾠthe	 ﾠpresence	 ﾠof	 ﾠnominative	 ﾠcase	 ﾠon	 ﾠthe	 ﾠ
post-ﾭ‐verbal	 ﾠDP	 ﾠplays	 ﾠa	 ﾠrole	 ﾠin	 ﾠpost	 ﾠcopular	 ﾠgender	 ﾠagreement	 ﾠin	 ﾠ(14)	 ﾠindependently	 ﾠof	 ﾠ
subjecthood.	 ﾠIt	 ﾠhas	 ﾠto	 ﾠbe	 ﾠnoted	 ﾠthat	 ﾠin	 ﾠ(13)	 ﾠboth	 ﾠDP's	 ﾠare	 ﾠdifferentiated	 ﾠby	 ﾠcase,	 ﾠin	 ﾠ(14)	 ﾠthey	 ﾠ
are	 ﾠnot	 ﾠsince	 ﾠboth	 ﾠare	 ﾠnominative.	 ﾠAnother	 ﾠavenue	 ﾠis	 ﾠto	 ﾠexamine	 ﾠthe	 ﾠpossibility	 ﾠthat	 ﾠthe	 ﾠ
presence	 ﾠof	 ﾠboth	 ﾠcopulas	 ﾠblocks	 ﾠinversion	 ﾠwhich	 ﾠwould	 ﾠmake	 ﾠ(14b)	 ﾠ	 ﾠnot	 ﾠrelated	 ﾠto	 ﾠ(14a)	 ﾠ
via	 ﾠinversion.	 ﾠ	 ﾠ
	 ﾠ
Last	 ﾠbut	 ﾠnot	 ﾠleast,	 ﾠT-ﾭ‐bar	 ﾠmovement	 ﾠin	 ﾠ(7b)	 ﾠis	 ﾠcontroversial.	 ﾠBondaruk	 ﾠis	 ﾠaware	 ﾠof	 ﾠthis	 ﾠ
and	 ﾠmakes	 ﾠreference	 ﾠto	 ﾠAdger	 ﾠand	 ﾠRamchand’s	 ﾠ(2003)	 ﾠanalysis	 ﾠof	 ﾠScottish	 ﾠGaelic	 ﾠto	 ﾠ
support	 ﾠher	 ﾠown	 ﾠproposal.	 ﾠIn	 ﾠfootnote	 ﾠ6,	 ﾠAdger	 ﾠand	 ﾠRamchand	 ﾠsay	 ﾠthat:	 ﾠ‘...note	 ﾠthat	 ﾠwithin	 ﾠa	 ﾠbare	 ﾠphrase	 ﾠstructure-ﾭ‐type	 ﾠtheory	 ﾠ(Chomsky	 ﾠ1995),	 ﾠPred'	 ﾠis	 ﾠa	 ﾠsyntactic	 ﾠobject	 ﾠjust	 ﾠlike	 ﾠ
any	 ﾠother	 ﾠand	 ﾠso	 ﾠmay	 ﾠmove	 ﾠand	 ﾠtarget	 ﾠa	 ﾠposition	 ﾠwhere	 ﾠit	 ﾠcan	 ﾠsatisfy	 ﾠthe	 ﾠEPP	 ﾠrequirements	 ﾠ
of	 ﾠT.’	 ﾠUnfortunately,	 ﾠsuch	 ﾠan	 ﾠapproach	 ﾠis	 ﾠa	 ﾠmisunderstanding	 ﾠof	 ﾠbare	 ﾠphrase	 ﾠstructure.	 ﾠIt	 ﾠ
would	 ﾠmake	 ﾠX-ﾭ‐bar	 ﾠstructure	 ﾠand	 ﾠbare	 ﾠphrase	 ﾠstructure	 ﾠtranslational	 ﾠvariants.	 ﾠIn	 ﾠbare	 ﾠ
phrase	 ﾠstructure,	 ﾠthere	 ﾠis	 ﾠno	 ﾠspecialized	 ﾠphrase	 ﾠstructure	 ﾠalgorithm,	 ﾠjust	 ﾠthe	 ﾠforming	 ﾠof	 ﾠ
sets.	 ﾠSet	 ﾠformation	 ﾠputs	 ﾠtwo	 ﾠelements	 ﾠtogether.	 ﾠIn	 ﾠthe	 ﾠprocess	 ﾠthere	 ﾠare	 ﾠonly	 ﾠtwo	 ﾠthings	 ﾠto	 ﾠ
keep	 ﾠtrack	 ﾠof:	 ﾠwhen	 ﾠthe	 ﾠprocess	 ﾠstarts	 ﾠ-ﾭ‐	 ﾠthat	 ﾠis	 ﾠwhy	 ﾠheads	 ﾠare	 ﾠimportant,	 ﾠand	 ﾠwhen	 ﾠthe	 ﾠ
process	 ﾠends	 ﾠ-ﾭ‐	 ﾠthat	 ﾠis	 ﾠwhy	 ﾠmaximal	 ﾠprojections	 ﾠand	 ﾠtheir	 ﾠlabels	 ﾠare	 ﾠimportant.	 ﾠIntermediate	 ﾠ
phrases	 ﾠdo	 ﾠnot	 ﾠexist	 ﾠin	 ﾠthe	 ﾠfinal	 ﾠrepresentation	 ﾠof	 ﾠan	 ﾠXP,	 ﾠalthough	 ﾠthey	 ﾠare	 ﾠa	 ﾠpart	 ﾠof	 ﾠits	 ﾠ
computation.	 ﾠThe	 ﾠsystem	 ﾠis	 ﾠderivational,	 ﾠwith	 ﾠdiscrete	 ﾠstages	 ﾠof	 ﾠcomputation,	 ﾠbut	 ﾠthere	 ﾠis	 ﾠ
no	 ﾠ‘memory’	 ﾠof	 ﾠprojection,	 ﾠjust	 ﾠheads	 ﾠand	 ﾠfull	 ﾠphrases.	 ﾠIn	 ﾠsuch	 ﾠa	 ﾠderivational	 ﾠsystem,	 ﾠan	 ﾠ
intermediate	 ﾠphrase	 ﾠcannot	 ﾠbe	 ﾠprobed	 ﾠbefore	 ﾠthe	 ﾠfinal	 ﾠXP	 ﾠis	 ﾠcompleted,	 ﾠsince	 ﾠthere	 ﾠis	 ﾠno	 ﾠ
probe	 ﾠat	 ﾠthat	 ﾠpoint	 ﾠ(it	 ﾠis	 ﾠinserted	 ﾠafter	 ﾠan	 ﾠXP	 ﾠis	 ﾠcomplete).	 ﾠTake	 ﾠfor	 ﾠexample	 ﾠa	 ﾠderivation	 ﾠ
where	 ﾠan	 ﾠXP	 ﾠmerges	 ﾠwith	 ﾠYP	 ﾠgiving	 ﾠ{XP,	 ﾠYP}.	 ﾠAssume	 ﾠthe	 ﾠresult	 ﾠis	 ﾠXP={XP,	 ﾠYP}.	 ﾠ	 ﾠIf	 ﾠ
intermediate	 ﾠcategories	 ﾠwere	 ﾠto	 ﾠexist	 ﾠin	 ﾠbare	 ﾠphrase,	 ﾠthey	 ﾠwould	 ﾠhave	 ﾠthe	 ﾠstatus	 ﾠof	 ﾠ
maximal	 ﾠprojections,	 ﾠand	 ﾠa	 ﾠsubsequent	 ﾠprobe	 ﾠP	 ﾠseeking	 ﾠan	 ﾠXP	 ﾠwould	 ﾠnot	 ﾠbe	 ﾠable	 ﾠto	 ﾠ
distinguish	 ﾠthe	 ﾠintermediate	 ﾠcategory	 ﾠtarget	 ﾠfrom	 ﾠthe	 ﾠfinal	 ﾠphrase:	 ﾠdoes	 ﾠP	 ﾠAgree	 ﾠwith	 ﾠ
XP={XP,	 ﾠYP},	 ﾠor	 ﾠthe	 ﾠXP	 ﾠinside	 ﾠXP	 ﾠthat	 ﾠis	 ﾠmerged	 ﾠwith	 ﾠYP?	 ﾠMovement	 ﾠcould	 ﾠnot	 ﾠtake	 ﾠplace.	 ﾠ	 ﾠIt	 ﾠ
is	 ﾠimportant	 ﾠto	 ﾠhighlight	 ﾠthis	 ﾠissue	 ﾠbecause	 ﾠspecial	 ﾠlabeling	 ﾠalgorithms,	 ﾠsomething	 ﾠ
Bondaruk	 ﾠmakes	 ﾠuse	 ﾠof	 ﾠin	 ﾠher	 ﾠfinal	 ﾠchapter	 ﾠon	 ﾠequatives,	 ﾠhave	 ﾠno	 ﾠplace	 ﾠwithin	 ﾠa	 ﾠsystem	 ﾠ
where	 ﾠprojection	 ﾠlevels	 ﾠare	 ﾠpre-ﾭ‐determined,	 ﾠas	 ﾠthey	 ﾠare	 ﾠfor	 ﾠexample	 ﾠin	 ﾠX-ﾭ‐bar	 ﾠstructure.	 ﾠIn	 ﾠ
X-ﾭ‐bar	 ﾠlike	 ﾠsystems,	 ﾠlabels	 ﾠare	 ﾠestablished	 ﾠby	 ﾠheads	 ﾠthat	 ﾠproject	 ﾠbar	 ﾠlevels.	 ﾠHowever,	 ﾠ
Bondaruk	 ﾠwants	 ﾠto	 ﾠmaintain	 ﾠvestiges	 ﾠof	 ﾠX-ﾭ‐bar	 ﾠstructure	 ﾠand,	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime,	 ﾠutilize	 ﾠthe	 ﾠ
discussion	 ﾠin	 ﾠChomsky	 ﾠ(2013)	 ﾠwhich	 ﾠexploits	 ﾠa	 ﾠpotential	 ﾠproblem	 ﾠof	 ﾠhow	 ﾠto	 ﾠlabel	 ﾠthe	 ﾠ
outcome	 ﾠof	 ﾠan	 ﾠXP	 ﾠmerging	 ﾠwith	 ﾠanother	 ﾠYP.	 ﾠBut	 ﾠChomsky’s	 ﾠdiscussion	 ﾠonly	 ﾠmakes	 ﾠsense	 ﾠif	 ﾠ
we	 ﾠdo	 ﾠnot	 ﾠhave	 ﾠintermediate	 ﾠphrases	 ﾠlike	 ﾠX-ﾭ‐bar.	 ﾠIn	 ﾠX-ﾭ‐bar	 ﾠsystems	 ﾠit	 ﾠis	 ﾠimpossible	 ﾠto	 ﾠmerge	 ﾠ
with	 ﾠa	 ﾠmaximal	 ﾠprojection,	 ﾠunless	 ﾠyou	 ﾠare	 ﾠan	 ﾠadjunct,	 ﾠand	 ﾠeven	 ﾠthere,	 ﾠlabels	 ﾠare	 ﾠpre-ﾭ‐
determined	 ﾠand	 ﾠso	 ﾠis	 ﾠlinearization.	 ﾠ	 ﾠ
	 ﾠ
As	 ﾠalready	 ﾠmentioned,	 ﾠthe	 ﾠissue	 ﾠis	 ﾠimportant	 ﾠfor	 ﾠthe	 ﾠanalysis	 ﾠof	 ﾠequatives,	 ﾠwhere	 ﾠ
Bondaruk	 ﾠadopts	 ﾠproposals	 ﾠfrom	 ﾠMoro	 ﾠ(2000)	 ﾠand	 ﾠargues	 ﾠthat	 ﾠthere	 ﾠis	 ﾠa	 ﾠsymmetrical	 ﾠ
merger	 ﾠof	 ﾠtwo	 ﾠDP’s	 ﾠand	 ﾠone	 ﾠof	 ﾠthem	 ﾠhas	 ﾠto	 ﾠraise	 ﾠin	 ﾠorder	 ﾠfor	 ﾠthe	 ﾠstructure	 ﾠto	 ﾠbe	 ﾠlabeled.	 ﾠIn	 ﾠa	 ﾠ
system	 ﾠwhere	 ﾠintermediate	 ﾠprojections	 ﾠexist,	 ﾠthis	 ﾠwould	 ﾠnot	 ﾠbe	 ﾠan	 ﾠissue	 ﾠto	 ﾠexploit.	 ﾠOne	 ﾠDP	 ﾠ
would	 ﾠbe	 ﾠin	 ﾠSpecifier	 ﾠof	 ﾠanother	 ﾠDP,	 ﾠor	 ﾠadjoined	 ﾠto	 ﾠit.	 ﾠNo	 ﾠother	 ﾠoptions	 ﾠexist	 ﾠin	 ﾠX-ﾭ‐bar.	 ﾠThere	 ﾠ
could	 ﾠnever	 ﾠbe	 ﾠa	 ﾠset	 ﾠ{DP1,	 ﾠDP2}	 ﾠreanalyzed	 ﾠas	 ﾠDP1.	 ﾠHowever,	 ﾠit	 ﾠis	 ﾠprecisely	 ﾠthis	 ﾠinability	 ﾠto	 ﾠ
label	 ﾠa	 ﾠsymmetrical	 ﾠset	 ﾠlike	 ﾠ{DP1,	 ﾠDP2}	 ﾠthat	 ﾠconstitutes	 ﾠthe	 ﾠcornerstone	 ﾠof	 ﾠthe	 ﾠauthor's	 ﾠ
analysis	 ﾠof	 ﾠPolish	 ﾠequatives.	 ﾠ	 ﾠThat	 ﾠis	 ﾠwhy	 ﾠBondaruk	 ﾠshould	 ﾠnot	 ﾠmake	 ﾠuse	 ﾠof	 ﾠintermediate	 ﾠ
projections;	 ﾠdoing	 ﾠso	 ﾠleads	 ﾠto	 ﾠcontradictions.	 ﾠTo	 ﾠsee	 ﾠthis	 ﾠcontradiction,	 ﾠlet	 ﾠus	 ﾠexamine	 ﾠthe	 ﾠstructures	 ﾠunderlying	 ﾠequatives	 ﾠthat	 ﾠBondaruk	 ﾠargues	 ﾠfor.	 ﾠ	 ﾠEquatives	 ﾠinvolve	 ﾠtwo	 ﾠ
nominative	 ﾠDP’s	 ﾠthat	 ﾠare	 ﾠlater	 ﾠseparated	 ﾠby	 ﾠone,	 ﾠor	 ﾠboth,	 ﾠcopulas	 ﾠ(pronominal	 ﾠ‘it’	 ﾠand	 ﾠ
verbal	 ﾠ‘to	 ﾠbe’).	 ﾠThis	 ﾠseparation	 ﾠis	 ﾠachieved	 ﾠvia	 ﾠmovement	 ﾠof	 ﾠone	 ﾠof	 ﾠthe	 ﾠDP's	 ﾠout	 ﾠof	 ﾠthe	 ﾠ
symmetrical	 ﾠstructure	 ﾠand	 ﾠsubsequent	 ﾠraising	 ﾠto	 ﾠT.	 ﾠFollowing	 ﾠPereltsvaig	 ﾠ(2007)	 ﾠand	 ﾠMoro	 ﾠ
(2000),	 ﾠBondaruk	 ﾠassumes	 ﾠthat	 ﾠthe	 ﾠtwo	 ﾠDP’s	 ﾠform	 ﾠa	 ﾠbare	 ﾠsmall	 ﾠclause	 ﾠ(BSC),	 ﾠand	 ﾠone	 ﾠof	 ﾠthe	 ﾠ
DP's	 ﾠhas	 ﾠto	 ﾠraise.	 ﾠBondaruk	 ﾠfollows	 ﾠMoro	 ﾠ(2000)	 ﾠin	 ﾠallowing	 ﾠa	 ﾠstructure	 ﾠBSC=	 ﾠ{DP1,	 ﾠDP2}	 ﾠ
to	 ﾠbe	 ﾠun-ﾭ‐labeled	 ﾠand	 ﾠun-ﾭ‐linearized.	 ﾠThis	 ﾠimplies	 ﾠBSC	 ﾠneeds	 ﾠto	 ﾠbecome	 ﾠasymmetrical	 ﾠin	 ﾠ
order	 ﾠto	 ﾠconverge.	 ﾠThe	 ﾠsymmetry	 ﾠis	 ﾠbroken	 ﾠwhen	 ﾠone	 ﾠDP	 ﾠmoves.	 ﾠTo	 ﾠbe	 ﾠprecise,	 ﾠBSC	 ﾠ
ultimately	 ﾠreceives	 ﾠa	 ﾠlabel	 ﾠwhen	 ﾠone	 ﾠof	 ﾠthe	 ﾠDP’s	 ﾠre-ﾭ‐merges	 ﾠwith	 ﾠit,	 ﾠthus	 ﾠforming	 ﾠ{DP1,	 ﾠ{DP1,	 ﾠ
DP2}}.	 ﾠIn	 ﾠthe	 ﾠcase	 ﾠof	 ﾠequatives,	 ﾠwhere	 ﾠboth	 ﾠDP's	 ﾠare	 ﾠpronouns,	 ﾠeither	 ﾠDP1	 ﾠor	 ﾠDP2	 ﾠcan	 ﾠmove.	 ﾠ
Otherwise,	 ﾠit	 ﾠis	 ﾠalways	 ﾠthe	 ﾠpronoun	 ﾠDP	 ﾠthat	 ﾠmoves	 ﾠ(it	 ﾠis	 ﾠfar	 ﾠfrom	 ﾠclear	 ﾠwhether	 ﾠwe	 ﾠcan	 ﾠhave	 ﾠ
equatives	 ﾠwith	 ﾠboth	 ﾠDP’s	 ﾠbeing	 ﾠnon-ﾭ‐pronominal).	 ﾠ	 ﾠMovement	 ﾠout	 ﾠof	 ﾠBSC	 ﾠis	 ﾠdriven	 ﾠpurely	 ﾠby	 ﾠ
the	 ﾠneed	 ﾠto	 ﾠlabel	 ﾠand	 ﾠlinearize.	 ﾠIt	 ﾠis	 ﾠnot	 ﾠthe	 ﾠresult	 ﾠof	 ﾠT	 ﾠbeing	 ﾠa	 ﾠprobe,	 ﾠhence	 ﾠno	 ﾠmultiple	 ﾠ
probing	 ﾠand	 ﾠno	 ﾠPCC.	 ﾠThe	 ﾠresult	 ﾠis	 ﾠa	 ﾠset	 ﾠDP1	 ﾠ={DP1,	 ﾠBSC},	 ﾠwhere	 ﾠBSC=	 ﾠ{DP1,	 ﾠDP2}.	 ﾠAt	 ﾠthis	 ﾠ
point,	 ﾠT	 ﾠcan	 ﾠprobe	 ﾠthe	 ﾠclosest	 ﾠDP.	 ﾠUnfortunately,	 ﾠthe	 ﾠderivation	 ﾠagain	 ﾠmakes	 ﾠuse	 ﾠof	 ﾠ
movement	 ﾠof	 ﾠintermediate	 ﾠlevels	 ﾠof	 ﾠprojecting	 ﾠphrases,	 ﾠalthough	 ﾠunlike	 ﾠwith	 ﾠT-ﾭ‐bar	 ﾠraising,	 ﾠ
the	 ﾠauthor	 ﾠdoes	 ﾠnot	 ﾠexplicitly	 ﾠsay	 ﾠso.	 ﾠTo	 ﾠbe	 ﾠprecise,	 ﾠBondaruk	 ﾠassumes	 ﾠit	 ﾠis	 ﾠnot	 ﾠthe	 ﾠmaximal	 ﾠ
projection	 ﾠDP1	 ﾠ=	 ﾠ{DP1,	 ﾠBSC}	 ﾠthat	 ﾠis	 ﾠprobed,	 ﾠbut	 ﾠthe	 ﾠinitial	 ﾠDP1	 ﾠmerged	 ﾠwith	 ﾠBSC.	 ﾠBut	 ﾠthat	 ﾠ
should	 ﾠbe	 ﾠonly	 ﾠpossible	 ﾠif	 ﾠthe	 ﾠmoved	 ﾠelement	 ﾠDP1	 ﾠdid	 ﾠnot	 ﾠproject.	 ﾠWhen	 ﾠthe	 ﾠmoved	 ﾠDP1	 ﾠ
projects,	 ﾠas	 ﾠit	 ﾠhas	 ﾠto	 ﾠsince	 ﾠthat	 ﾠis	 ﾠwhy	 ﾠit	 ﾠmoved,	 ﾠthe	 ﾠclosest	 ﾠDP1	 ﾠfor	 ﾠT	 ﾠas	 ﾠa	 ﾠprobe	 ﾠis	 ﾠthe	 ﾠDP1	 ﾠ
resulting	 ﾠfrom	 ﾠthe	 ﾠmerger	 ﾠof	 ﾠ{DP1,	 ﾠBSC}	 ﾠ=	 ﾠDP1,	 ﾠand	 ﾠnot	 ﾠthe	 ﾠDP1	 ﾠmerged	 ﾠwith	 ﾠBSC.	 ﾠ	 ﾠIn	 ﾠorder	 ﾠ
to	 ﾠillustrate	 ﾠthe	 ﾠpoint,	 ﾠlet	 ﾠus	 ﾠexamine	 ﾠthe	 ﾠderivation	 ﾠof	 ﾠa	 ﾠsimple	 ﾠequative	 ﾠprovided	 ﾠby	 ﾠthe	 ﾠ
author	 ﾠon	 ﾠpage	 ﾠ326. As	 ﾠbefore,	 ﾠPF	 ﾠtype	 ﾠmovement	 ﾠof	 ﾠthe	 ﾠpronominal	 ﾠcopula	 ﾠ‘to’	 ﾠis	 ﾠnot	 ﾠ
indicated in	 ﾠthe	 ﾠstructure. The	 ﾠauthor	 ﾠon	 ﾠpage	 ﾠ234	 ﾠargues	 ﾠthat	 ﾠ'to'	 ﾠis	 ﾠgenerated	 ﾠbelow	 ﾠthe	 ﾠ
verbal	 ﾠcopula	 ﾠbut	 ﾠcan	 ﾠoptionally	 ﾠraise	 ﾠat	 ﾠPF	 ﾠlike	 ﾠa	 ﾠclitic.	 ﾠ
	 ﾠ
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This	 ﾠis	 ﾠa	 ﾠproblem.	 ﾠTo	 ﾠbe	 ﾠfair,	 ﾠBondaruk	 ﾠadmits	 ﾠthat	 ﾠher	 ﾠanalysis	 ﾠof	 ﾠequatives	 ﾠis	 ﾠtentative.	 ﾠ
For	 ﾠexample,	 ﾠanother	 ﾠunresolved	 ﾠissue	 ﾠis	 ﾠwhat	 ﾠassigns	 ﾠcase	 ﾠto	 ﾠthe	 ﾠnon-ﾭ‐raised	 ﾠDP2	 ﾠthat	 ﾠ
remains	 ﾠin	 ﾠBSC.	 ﾠBoth	 ﾠhave	 ﾠto	 ﾠbe	 ﾠnominative,	 ﾠwhich	 ﾠwould	 ﾠsuggest	 ﾠthat	 ﾠthe	 ﾠapplication	 ﾠof	 ﾠ
the	 ﾠpreviously	 ﾠadopted	 ﾠmechanism	 ﾠfor	 ﾠpredicational	 ﾠdefining	 ﾠclauses	 ﾠis	 ﾠat	 ﾠplay.	 ﾠ	 ﾠThe	 ﾠmoved	 ﾠ
DP1	 ﾠagrees	 ﾠand	 ﾠsynchronizes	 ﾠin	 ﾠcase	 ﾠwith	 ﾠthe	 ﾠlower	 ﾠDP2.	 ﾠThis	 ﾠis	 ﾠonly	 ﾠpossible	 ﾠif	 ﾠPred	 ﾠin	 ﾠ
equatives	 ﾠis	 ﾠdefective,	 ﾠotherwise	 ﾠit	 ﾠwould	 ﾠassign	 ﾠinstrumental	 ﾠcase	 ﾠto	 ﾠDP1.	 ﾠHowever,	 ﾠit	 ﾠis	 ﾠ
far	 ﾠfrom	 ﾠclear	 ﾠwhy	 ﾠa	 ﾠdefective	 ﾠPred	 ﾠis	 ﾠpresent	 ﾠin	 ﾠboth	 ﾠconstructions,	 ﾠaside	 ﾠfrom	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠ
it	 ﾠcaptures	 ﾠnominative	 ﾠcase	 ﾠassignment.	 ﾠOne	 ﾠcan	 ﾠonly	 ﾠhope	 ﾠthat	 ﾠBondaruk	 ﾠcontinues	 ﾠher	 ﾠ
research	 ﾠand	 ﾠdevelops	 ﾠfurther	 ﾠher	 ﾠideas	 ﾠon	 ﾠequatives	 ﾠand	 ﾠthe	 ﾠdefective	 ﾠnature	 ﾠof	 ﾠPred.	 ﾠ
	 ﾠ
The	 ﾠbook	 ﾠis	 ﾠan	 ﾠimportant	 ﾠcontribution	 ﾠto	 ﾠthe	 ﾠdiscussion	 ﾠof	 ﾠcopular	 ﾠconstructions	 ﾠin	 ﾠ
Slavic.	 ﾠIt	 ﾠprovides	 ﾠa	 ﾠlot	 ﾠof	 ﾠnovel	 ﾠdata,	 ﾠand	 ﾠan	 ﾠinsightful	 ﾠanalysis.	 ﾠIt	 ﾠdoes	 ﾠhave	 ﾠsome	 ﾠ
drawbacks,	 ﾠbut	 ﾠthey	 ﾠhighlight	 ﾠthe	 ﾠweakness	 ﾠof	 ﾠexisting	 ﾠtheories,	 ﾠas	 ﾠmuch	 ﾠas	 ﾠthe	 ﾠcomplexity	 ﾠ
of	 ﾠmaterial	 ﾠthat	 ﾠwe	 ﾠare	 ﾠdealing	 ﾠwith.	 ﾠBondaruk’s	 ﾠwork,	 ﾠeven	 ﾠwhen	 ﾠit	 ﾠraises	 ﾠdoubts,	 ﾠallows	 ﾠ
us	 ﾠto	 ﾠformulate	 ﾠnew	 ﾠand	 ﾠinteresting	 ﾠquestions	 ﾠabout	 ﾠthe	 ﾠnature	 ﾠof	 ﾠthese	 ﾠconstructions	 ﾠin	 ﾠ
Polish.	 ﾠThere	 ﾠis	 ﾠa	 ﾠfeeling	 ﾠthat	 ﾠthis	 ﾠis	 ﾠthe	 ﾠbeginning	 ﾠof	 ﾠa	 ﾠresearch	 ﾠprogram	 ﾠand	 ﾠnot	 ﾠits	 ﾠ
culmination.	 ﾠResearch	 ﾠof	 ﾠthe	 ﾠtype	 ﾠthis	 ﾠbook	 ﾠrepresents	 ﾠinvites	 ﾠnew	 ﾠquestions	 ﾠand	 ﾠdebates	 ﾠ
about	 ﾠthe	 ﾠstructure	 ﾠof	 ﾠthe	 ﾠverbal	 ﾠdomain.	 ﾠFor	 ﾠexample,	 ﾠit	 ﾠwould	 ﾠbe	 ﾠinteresting	 ﾠto	 ﾠexplore	 ﾠ
the	 ﾠideas	 ﾠinvolving	 ﾠphase	 ﾠextension	 ﾠ(Den	 ﾠDikken	 ﾠ2007)	 ﾠand	 ﾠhead	 ﾠmovement	 ﾠin	 ﾠstructures	 ﾠ
discussed	 ﾠin	 ﾠthis	 ﾠbook.	 ﾠThe	 ﾠidea	 ﾠwould	 ﾠbe	 ﾠto	 ﾠuse	 ﾠPolish	 ﾠand	 ﾠother	 ﾠSlavic	 ﾠlanguage	 ﾠdata	 ﾠto	 ﾠ
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This	 ﾠDP	 ﾠshould	 ﾠmove	 ﾠ
This	 ﾠDP	 ﾠshould	 ﾠnot	 ﾠmove	 ﾠsince	 ﾠit	 ﾠ
should	 ﾠbe	 ﾠinvisible	 ﾠafter	 ﾠprojecting	 ﾠtell	 ﾠus	 ﾠsomething	 ﾠabout	 ﾠthe	 ﾠnature	 ﾠof	 ﾠthese	 ﾠprocesses	 ﾠand	 ﾠprovide	 ﾠinsight	 ﾠinto	 ﾠEnglish	 ﾠand	 ﾠ
other	 ﾠlanguages.	 ﾠThis	 ﾠreviewer	 ﾠhopes	 ﾠthat	 ﾠthis	 ﾠwill	 ﾠbe	 ﾠthe	 ﾠcase.	 ﾠThis	 ﾠbook	 ﾠis	 ﾠa	 ﾠgood	 ﾠstarting	 ﾠ
point	 ﾠfor	 ﾠsuch	 ﾠan	 ﾠexciting	 ﾠresearch	 ﾠprogram.	 ﾠ
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