As an alternative to the use of traditional parallel hole collimators, SPECT imaging can be performed using rotating slat collimators. While maintaining the spatial resolution, a gain in image quality could be expected from the higher photon collection efficiency of this type of collimator. However, the use of iterative methods to do fully three dimensional (3D) reconstruction is computationally much more expensive and furthermore involves slow convergence compared to a classical SPECT reconstruction. It has been proposed to do 3D reconstruction by splitting the system matrix in two separate matrices, forcing the reconstruction to first estimate the sinograms from the rotating slat SPECT data before estimating the image. While alleviating the computational load by one order of magnitude, this split matrix approach would result in fast computation of the projections in an iterative algorithm, but does not solve the problem of slow convergence. There is thus a need for an algorithm which speeds up convergence while maintaining image quality for rotating slat collimated SPECT cameras. Therefore we developed a reconstruction algorithm based on the split matrix approach which allows both a fast calculation of the forward and backward projection and a fast convergence. In this work, an algorithm of the Maximum Likelihood Expectation Maximization (MLEM) type, obtained from a split system matrix MLEM reconstruction, is proposed as a reconstruction method for rotating slat collimated SPECT data. Here, we compare this new algorithm to the conventional split system matrix MLEM method and to a gold standard fully 3D MLEM reconstruction algorithm on the basis of computational load, convergence and contrast-to-noise. Furthermore, Ordered Subsets Expectation Maximization (OSEM) implementations of these three algorithms are compared. Calculation of computational load and convergence for the different algorithms shows a speedup for the new method of 38 and 426 compared to the split matrix MLEM approach and the fully 3D MLEM respectively and a speedup of 18 and 21 compared to the split matrix OSEM and the fully 3D OSEM respectively. A contrast to noise study based on simulated data shows that our new approach has comparable accuracy as the fully 3D reconstruction method. The algorithm developed in this study allows iterative image reconstruction of rotating slat collimated SPECT data with equal image quality in a comparable amount of computation time as a classical SPECT reconstruction.
Introduction
In SPECT imaging, image quality is limited by the intrinsic spatial resolution versus sensitivity trade-off resulting from the geometric properties of Parallel Hole Collimators (PHC) (Wieczorek and Goedicke 2006) . While maintaining the same Field Of View (FOV), rotating slat collimators (RSC) provide a better spatial resolution versus sensitivity compromise (Wieczorek and Goedicke 2006, Vandenberghe et al 2006) . For equal spatial resolution, this results in a 5 times higher sensitivity for a strip detector (Gagnon et al 2001) and a 30-40 times higher photon collection efficiency for a conventional SPECT detector (Webb et al 1993) . On the other hand, since photons originate from planes perpendicular to the detector surface, the information that each photon provides about the activity distribution will be lower in the case of a RSC. Furthermore, while a PHC provides direct parallel projection images of a 2D activity distribution (2D Radon transform), a stationary RSC does not yield directly interpretable images since it measures plane integrals which result in 1D projections (3D Radon transform). A point source in a 2D plane parallel to the detector would project to an impulse in our 1D detector and consequently, we loose information on one of both coordinates in the original 2D plane. In order to recover information on the second coordinate, the detector has to be spun around its own axis, similar to the gantry rotation a SPECT camera needs to make to recover the second coordinate (depth) in a transverse slice of a 3D object. In combination with image reconstruction similar to SPECT reconstruction, planar images can be recovered with the RSC. This extra reconstruction step introduces extra noise compared to a parallel hole collimator since during acquisition, noise from a whole plane -instead of just a line -is superimposed in a detection bin and will accumulate in every point of the plane seen by the detection bin during image reconstruction. This noise accumulation compromises the geometric sensitivity gain to a certain extent, dependent on the image reconstruction method used, the object size and position in the FOV and thus results in a lower effective sensitivity for the RSC. For planar imaging, Lodge has shown (Lodge et al 1995) that RSCs in combination with filtered backprojection offer better image quality for high-contrast lesions in small objects. Also for planar imaging, it has been shown more recently that RSCs outperform parallel hole collimators even for low contrast lesions in large objects when system modeling is used in an iterative reconstruction (Van Holen et al 2008) . Considering a 9 mm lesion in a 20 cm background, equal contrast-to-noise was found in a 6 times shorter scantime for the RSC. For tomography, the collection of plane integrals of a 3D activity distribution by spinning the detector around its own axis at each regular SPECT angle can be seen as the 3D Radon transform when ignoring the effects of attenuation, depth dependent blurring and position dependent sensitivity. For image reconstruction, a 3D algorithm which inverts the plane integral data resulting from the 3D Radon transform is mandatory. A Filtered Back-Projection (FBP) implementation of this 3D Radon inversion has been previously developed by Lodge (Lodge et al 1996) and by Zeng (Zeng et al 2003) , an iterative approach has been proposed by Wang (Wang et al 2004) . The 3D iterative approach offers better image quality, since it models the Poisson statistics of the data while it can also incorporate the effects of depth dependent blur and position dependent sensitivity into the system matrix. A drawback of the iterative approach is that it requires N 5 operations for reconstructing an N 3 image from an N 3 plane integral dataset compared to only N 4 operations for conventional SPECT. This makes this approach less attractive for use in clinical practice. Furthermore, due to the non-sparsity of the system matrix (a lot of voxels contribute to 1 projection bin), the fully 3D approach suffers from slow convergence unless a lot of subsets are used (Wang et al 2004) . A computationally less demanding alternative (requiring 2 × N 4 operations) to the 3D Radon inversion is a 2-step algorithm which first reconstructs the plane integral data to conventional sinograms before reconstructing the 3D object from these sinograms using a classical SPECT reconstruction. This method can be used both for analytical reconstruction and iterative reconstruction. However, for iterative algorithms it is more convenient to just split the system matrix (Van Holen et al 2007 , Zeng 2006 . This approach which is computationally much more attractive however still suffers from slow convergence. Aiming at an improved convergence rate, we propose a new technique for reconstructing plane integral data based on the integration of two Maximum Likelihood Expectation Maximization (MLEM) iterative reconstruction algorithms. The newly developed method is of the same type as the split matrix approach but differs from it in the sense that the image estimate is calculated from a sinogram estimate, obtained previously in the same iteration. In this work, a simulation study will compare the newly developed Integrated Split Matrix reconstruction algorithm (ISM-MLEM) to a standard Split Matrix (SM-MLEM) and to a Fully 3D algorithm (F3D-MLEM) on the basis of convergence speed, computational load and contrast-to-noise. Furthermore, since convergence can also be improved by the use of subsets, Ordered Subsets Expectation Maximization (OSEM) implementations of the above three algorithms will be compared. Because of its ability to accurately model the imaging process, the fully 3D method will serve as the gold standard throughout this paper.
Methods

Image reconstruction
We use three different image reconstruction algorithms based on the Maximum Likelihood Expectation Maximization (MLEM) algorithm, namely the F3D-MLEM, the SM-MLEM and the ISM-MLEM algorithm. In all reconstructions, 90 SPECT-and 90 spin-angles are used to reconstruct a 96 × 96 × 96 volume of 3.6 mm 3 voxels. From these three MLEM algorithms, three OSEM implementations are derived. In the F3D-OSEM and SM-OSEM, we will be able to use more subsets since the convergence is slower. The exact number of desired subsets in both SPECT and spin angles will be derived from the convergence properties of each algorithm. First we will discuss how the system matrices were generated and verify whether they are valid. Next, each of the three reconstruction algorithms will be explained in more detail.
System matrices
System matrices A, B and AB System matrix A models the step to go from sinogram to plane integral data while system matrix B models the step to go from image to sinogram. During the first step, we do not have information on the depth of a given voxel in the FOV. Since both resolution and sensitivity are dependent on the depth, we do not include any model in system matrix A and modeling is included only in system matrix B. For practical use in an iterative reconstruction, we do not store the complete system matrix B but we calculate the system response by separately including a model for resolution and a model for sensitivity after rotating the 3D volume according to the appropriate SPECT angle using the Gaussian rotator proposed by Wallis (Wallis and Miller 1997) . Resolution modeling is performed in system matrix B by convolving each parallel projection image of the sinogram with a 2D Gaussian kernel, modeled as a 2 times 1D convolution with the depth dependent kernels of figure 1(b) with Full Width at Half Maximum (FWHM) equal to (Vandenberghe et al 2006) :
with g the gap between the septa, d the distance to the collimator and h the height of the collimator septa. Figure 1 (c) represents the sensitivity in a plane, parallel to the slats of figure 1(a). To apply this sensitivity behavior in B, one needs to know the orientation of the slats. Unfortunately, this information is is only available in plane integral data and it is thus not possible to model the complete sensitivity behavior in B.
As a consequence, we apply the mean sensitivity at a certain depth, which is equal to averaging the weights of figure 1(c) over y. This far field approximation assumes there is no sensitivity variation in a plane parallel to the detector while in y-direction, there is a slight variation of the sensitivity (∼ cos 3 (arctan(
))) as can be read from figure 1(c). Performing the second step in cascade with the first step results in system matrix AB. This combined system matrix is a model to go from 3D image to plane integral data, using sinograms as an intermediate result.
System matrix C In the F3D-MLEM, system matrix C is used. This system matrix models the step to go from 3D image directly to plane integral data and vice versa without intermediate sinograms. After rotating the 3D volume according to the appropriate SPECT and spin angle using the Gaussian rotator, we first model the depth dependent blur by convolving the image with a normalized 1D Gaussian with depth dependent FWHM ( figure 1(b) ). The convolution is performed in x-direction after the appropriate rotation. Next, the sensitivity is modeled by multiplication of each voxel by the appropriate sensitivity weight (figure 1(c)) which is dependent on the depth and the position y along the slats.
Validation The accuracy of the system matrices is checked by comparing forward projections g C and g AB of 3 point sources with respectivily system matrix C and system matrix AB to a high count (30 million) Monte Carlo simulation using GATE (Jan et al 2004) . The three point sources were 3.6 mm 3 (one voxel) large and are respectivily placed at voxels (24, 24, 24) , (48,48,48) and (71,71,71) 
in a 96
3 voxel grid covering the 345.6 mm 3 FOV of our camera. Figure 3 (a) shows the camera that was modeled in GATE. Each head consists of the same collimator and detector as in (Van Holen et al 2008) . The detector consists of a 192×192 solid state pixel array where each individual pixel measures 1.8 mm by 1.8 mm resulting in a 34.56 cm by 34.56 cm detector. The collimator slats are matched to the detector pixels (in one direction) and the collimator resolution is 5 mm at 10 cm distance to the collimator. The collimator/detector pair is rotated around the central axis of the camera in 90 discrete steps of 4
• . At each of these SPECT-angles (figure 3(a)), we rotate the collimator/detector pair around its own axis, again in steps of 4
• . This results in 90
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Position along projection (mm) Figure 2 . Profiles through the different plane integral datasets at SPECT angle 88
• and spin angle 88
• . The left peak originates from a voxel further away while the right peak originates from a point closer to the detector. discrete spin angles. The Root Mean Square Error (RMSE) was calculated on the non zero elements of forward projections g C and g AB as:
where g j represents either g C or g AB , j represents the non zero projection element, J the total number of non zero elements and g GAT E the simulated plane integral dataset. For visual interpretation, line profiles are plotted through the three different datasets at SPECT angle 88
• . System matrix C shows a better agreement with GATE with a Root Mean Square Error (RMSE) of 7.0% compared to an RMSE of 17.7% for system matrix AB. The plot of figure 2 shows a good agreement of both system matrix projections and the high count GATE simulation. The variation in intensity of the different point projection arises from the 1/r sensitivity behavior of the RS collimator in combination with the depth dependent resolution.
Reconstruction algorithms
Fully 3D MLEM and OSEM The direct or fully 3D reconstruction uses a system model C to go immediately from image space to plane integral space and vice versa:
wheref t k is the estimate at iteration t of the image at voxel k. g j are the observed plane integral data at bin j and C jk is the system matrix element that expresses the probability of having a detection in plane integral projection element j emerging from activity in voxel k. As explained in section 2.1.1, apart from the distance dependent resolution degradation, also the position dependent sensitivity (Vandenberghe et al 2006) was completely modeled in system matrix C. The OSEM variant of this algorithm would be:f
with t the sub-iteration number and S u the u-th subset of the data. One full iteration t is performed after U number of sub-iterations , with U the total number of subsets.
SM-MLEM and SM-OSEM In the SM-MLEM algorithm, matrix C is replaced by system matrix AB, leading to:
the following iterative process is followed by this algorithm: in a first step, an initial image estimate is forwerd projected with system matrix B to a sinogram estimate. Next, this sinogram estimate is forward projected using A and compared with the measured plane integral data. The resulting plane integral update is projected backward using A and immediately projected backward with B to image space where it serves as an update image. After updating and normalizing the original image estimate, the next iteration can start.
In the first part of the system matrix (B), which transforms image space to sinogram space, we model the depth dependent sensitivity as the mean sensitivity in a plane parallel to the detector. Furthermore, depth dependent resolution is also modeled in B.
System matrix A involves a mapping from sinogram to plane integral space. At this point, we do not include any sensitivity modeling.
In the SM-OSEM algorithm every next sub-iteration is calculated as:
with u the subiteration number and S u the u-th subset of the measured data and R u is the u-th subset of the sinogram data.
ISM-MLEM Assume an iterative MLEM reconstruction that reconstructs sinogram data from plane integral data:
and whereŝ i t is the estimate at iteration t of the sinogram data at bin i, g j are the observed plane integral data at projection bin j and A ij is the system matrix that models the step to go from sinogram data to plane integral data. Next, assume a regular SPECT MLEM reconstruction that reconstructs an image from sinogram data as shown in step B:f
wheref k t is the object estimate at iteration t of voxel k and s i would be the measured sinogram data at bin i. For integration of both algorithms we have to make two changes in the above equations, one in equation 7 and one in equation 9. In equation 7, we replaceĝ t j by:
by combination of equations 8 and 10. In equation 9 we replace s i by the outcome of equation 7, namelyŝ i t+1 . This then results in the integrated method which estimates the image from sinograms by using a current sinogram estimate as data input:
Both A and B are exactly the same matrices used in the previous SM-algorithm. The main difference with the previous algorithm is that we first derive an estimate of the sinogram from which we then derive the image estimate. For one iteration loop, this results in a two separate optimization problems where system matrix A and B are completely detached. Since both the algorithms of equation 7 and 9 converge as fast as a conventional SPECT reconstruction, also our ISM method where system matrix A and B remain separated, will converge fast. On the contrary, in the SM-MLEM only one update in image space is performed and system matrix A and B are multiplied, resulting in a non-sparse system matrix and thus slow convergence (Wang et al 2004) . The OSEM variant of the ISM algorithm is:
Comparison
The comparison of the three described reconstruction methods is based on convergence speed, computational load and contrast-to-noise.
Convergence
Noiseless data are generated with system matrix C since it models the acquisition process very closely. A voxelized (3.6 mm 3 voxels) version of an image quality phantom (Standard Jaszczak Phantom T M ), shown in figure 3 is used for the forward projection and consists of a warm cylinder (diameter: 186 mm, height 216 mm), containing 4 hot spheres (diameters: 9.9 mm, 12.4 mm, 15.4 mm, 19.8 mm) and two cold spheres (diameters: 24.8 mm and 31.3 mm). The activity concentration ratio in the hot spheres is 8:1. The cold spot activity is zero. The noiseless data are reconstructed using 3000 iterations for the F3D-MLEM and the SM-MLEM and 1000 iterations for the ISM-MLEM. Plots of contrast recovery versus iteration number are drawn for the largest cold and largest hot lesion to show the convergence of the three reconstruction algorithms. The Contrast Recovery Coefficient (CRC) was defined as: (14) with C being the real contrast in the phantom, in our case C = 8 for the hot spots and C = 0 for the cold spots. µ l and µ b are the mean lesion and background activity. The CRC, averaged over all 6 lesions, is calculated at 3000 iterations for the F3D-MLEM. This CRC value is then used to find the corresponding number of iterations for both the SM-MLEM and ISM-MLEM reconstructed images. This results in the Iteration number for Equal Contrast (IEC). The number of subsets used for OSEM is calculated from the number of subIterations for Equal Contrast (sIEC). For all three OSEM implementations we fix the number of full iterations T at which convergence is desired. Taking the ratio of the sIEC and T yields the number of subsets to be used.
The gain in number of iterations for equal convergence or convergence speedup, referred to as time gain 1 (TGain1), is calculated as: 
For speed measurements of the reconstruction algorithms used in this study, we calculated the Total reconstruction Time (TT) as:
From TGain1 and TGain2 we calculate the Total Time Gain (TTG):
Contrast to noise
The noisy data are generated using GATE Monte Carlo simulations. Figure 3 shows the three headed SPECT system that was modeled in GATE and consists of three cameras of figure 1(a). In figure 3 (a) the SPECT rotation is illustrated while figure 3(b) shows the additional spin rotation. The image (a) (b) Figure 3 . The geometry of the camera and the image quality phantom modeled in GATE. (a) illustrates the SPECT rotation while in (b) the spin rotation is shown.
quality phantom (Standard Jaszczak Phantom T M ) is simulated with background activity concentration of 0.55 Bq/mm 3 , hot sphere activity concentration of 4.4 Bq/mm 3 and cold spot activity of zero. No scatter or attenuation are modeled. The total activity in the phantom was 37.6 MBq and simulation time is set to 8 minutes. Contrast recovery is defined as in section 2.2.1. The noise coefficient (%) is calculated as
where σ p and µ p respectively represent the standard deviation and mean of a pixel p in a background region containing a number of pixels P .
Results
Convergence
The CRC versus iteration number is plotted for the largest cold lesion and the largest hot lesion in figure 4(a) and (b). From these plots, it can be read that the F3D-MLEM and the SM-MLEM converge approximately at the same speed while the ISM-MLEM converges much faster. The convergence rate of the OSEM algorithms is equal to the convergence rate of the respective MLEM algorithms if we replace the iterations by sub-iterations, independent of the number of subsets used. This is true if we at least allow a finite number of full iterations t before convergence is reached and thus if the number f subsets is chosen appropriately.
The CRC at 3000 iterations, averaged over all lesions, was 71% for the F3D-MLEM while the IEC for SM-MLEM and for ISM-MLEM respectively are 2750 and 67. In order to determine the number of subsets for the OSEM algorithms, we arbitrarily fix the total number of iterations T in which convergence has to be reached to 12. From this, the number of subsets for F3D-OSEM is 3000 T = 250. Rounding this to 270, we use 18 subsets in the SPECT angles and 15 subsets in the spin angles. Analogously, we find 15 subsets in the SPECT angles and 15 subsets in the spin angles for SM-OSEM and 6 subsets for ISM-OSEM, which we will take in the SPECT angles. The ISM-MLEM thus converges 44.8 times faster compared to the F3D-MLEM while SM-MLEM converges only 1.1 times faster. These results indicate that the extra update in sinogram space for ISM-MLEM aids fast convergence. For the OSEM variants with the above numbers of subsets used, the same convergence properties hold. Table 1 summarizes these results.
In figure 5 , noiseless image sections of the three reconstruction methods are shown at 3000 iterations for the F3D-MLEM, at 2750 for the SM-MLEM and at 67 iterations for the ISM-MLEM. From these images and from the profiles drawn in figure 5(d) , equal convergence can be seen. The CRC, averaged over all 6 lesions in the image is 71% for all images. Table 1 . The number of (sub-)iterations for equal contrast ((s)IEC) and the time gain due to faster convergence rate (TGain1) for the three MLEM and three OSEM reconstruction algorithms.
Computational load
The computation time required for one iteration is 849 s, 84 s and 89 s for respectivily the F3D-MLEM, SM-MLEM and ISM-MLEM (Table 2 ). This means that by using a split matrix approach, the gain in computation time is about a factor of 10. The overhead of the extra update step in the ISM-MLEM is only 6%. A decrease in memory usage for the split matrix approach of about 21 is found. This is because the F3D-MLEM is highly optimized for computational load The memory gain factor mainly arises from the fact that before spin rotation, all SPECT angles are grouped in one large array in order to only calculate the rotation once for all SPECT angles. Since OSEM uses a lot less SPECT angles per sub-iteration, also memory consumption goes down. The optimization with respect to simultaneous spin rotation of all SPECT angles is not implemented in the SM and ISM methods since here, no significant speed gain can be obtained. This reduction in MU is therefore not seen in these algorithms. On the other hand, the time required for one sub-iteration for F3D-OSEM, SM-OSEM and ISM-OSEM respectively is 11.1 s,10.3 s and 23.4 s. Due to larger number of subset that can be used in the F3D-OSEM and the SM-OSEM, computation times per sub-iteration are much shorter compared to the ISM-OSEM with limited number of subsets. However, when using such a large number of subsets for F3D-OSEM and SM-MLEM, the speedup is not linear anymore. This is due to the overhead of steps different than forward and backward projection, which now are the speed bottleneck. Results are summarized in Table 2 . The computational load expressed in terms of time per iteration (TPI) and memory usage (MU) for all different reconstruction algorithms. The time gain with respect to computational load (TGain2) and with respect to convergence (TGain1) are also expressed with the F3D-EM as a reference. Next, the total time gain and the total reconstruction time are listed.
Contrast to noise
Figure 6(a) and (b) respectivily show the contrast-to-noise plot for the largest cold lesion and the largest hot lesion. As can be read from these curves, image quality is very similar for the three different reconstruction methods. This is confirmed by the images shown in figure 7. These images are taken at an equal noise level of 30% and correspond with 700 iterations for both F3D-MLEM and SM-MLEM and 40 iterations for ISM-MLEM. The profiles of figure 7(d) show there is almost no difference to be found between the different images. Although not shown, the image quality of the OSEM algorithms is maintained and thus compares with the image quality of the MLEM algorithms.
Discussion
Reconstructing plane integral data based on a split matrix approach is an attractive alternative to fully 3D reconstruction. This has been proven by comparing convergence speed and computational load. We investigated a new reconstruction method with the goal of speeding up the slow convergence, inherent to iterative plane integral reconstruction. The convergence of these algorithms was investigated and we found about 45 times faster convergence compared to a fully 3D and a split matrix approach for both MLEM and OSEM. For our ISM-MLEM, computation time per iteration was reduced with about a factor of 10 compared to F3D-MLEM, resulting finally in a total time gain of 38 and 426 compared to respectively SM-MLEM and F3D-MLEM. For OSEM, convergence is reached in the same number of sub-iterations. Because a larger number of subsets can be used, the calculation time per sub-iteration will be less in the case of F3D-OSEM and SM-MLEM. This compromises our large speed gains found with plain MLEM. Nevertheless, the shorter calculation time of these algorithms can not fully compensate for the slower convergence. In this work, a final speedup of 18 and 21 was found for our ISM-OSEM compared to respectively SM-OSEM and F3D-OSEM. These speedup factors were found for the number of full iterations T fixed to 12. However, convergence could be further optimized by decreasing this number. The newly developed algorithm enables us to reconstruct a rotating slat collimated SPECT acquisition within half an hour where we previously would have needed 9 hours for a fully 3D OSEM reconstruction or about 8 hours when using a split matrix OSEM approach.
To investigate whether our new method produces images with image quality similar to that of the gold standard F3D-MLEM, a contrast-to-noise study was performed. This study showed there was almost no difference in image quality to be found. The only difference we found was at low contrast levels. Here the ISM-EM tends to be slightly more noisy. However, in practice, an MLEM or OSEM algorithm is never stopped at these points of low convergence. From around 20% noise, the curves again are in accordance.
We believe that variations on our ISM-EM algorithms could be used to further optimise the convergence/IQ balance, but this lies beyond the scope of this article. For instance, one could make an algorithm with only one update in sinogram space every two or three iterations.
Conclusion
When using plain MLEM, our newly developed method offers a 426 times faster reconstruction than a fully 3D method. However, subsets can be used to speedup the F3D method. Even when using OSEM, our method still offers a speed increase of a factor of 21 and enables iterative image reconstruction for rotating slat collimated SPECT within a reasonable period of time without affecting image quality.
