Abstract: Measurement and verification are one of the prime stages in the entire course of geometrical products in new generation of geometrical product specifications (GPS) standard. Like other kinds of form tolerances, flatness error is one of the important characteristics affecting the functionality and quality of machined components; sufficient efforts have long been made to determine the flatness error close to the true value based on the minimum zone method (MZM) and still needs continual improvement. This paper presents real coded genetic algorithms referred as Efficient Genetic Algorithms (EGA) for flatness error based on minimum zone method having good precision, repeatability and fast convergence rate. This paper also presents evaluation procedure for measurement uncertainty in flatness error based on new generation geometrical product specifications (GPS). Uncertainty in flatness error has been determined and evaluation procedure is provided to prove the conformance or non-conformance by taking into account the uncertainty in measurement. The contributing factors in measurement uncertainties have been identified and then quantified. The flatness error and evaluation theory in this paper are in the framework of new generation GPS standard. Two practical examples have been presented to show the effectiveness of EGA and shed some light on the uncertainty evaluation theory based on new generation GPS standard.
INTRODUCTION
New generation of geometrical product specifications (GPS) incorporates the whole geometrical products from researches across development, design, manufacturing, and measurement/verification to its delivery, exploitation and maintenance [1] . Like other geometrical characteristics, flatness has long been remained as an important icon in engineering design and manufacturing which directly affects the quality and functionality of the machined components. A number of researches have been conducted and still needs continual improvement to measure the flatness error as close as possible to the accurate value. The flatness measurement is performed to gauge the quality of machined components with reference to established standards and specifications. In order to produce technically and economically efficient components, manufacturers are making efforts to correct the imperfections in the production process, and to accurately and precisely measure the forms errors.
To cope with the increasing demand of manufacturing automation, fast measuring instruments have been developed. These instruments include. Coordinate measuring machines (CMM), interferometers, roundness testers etc. These equipments are supported by computer which controls the mechanical movements and calculates tolerance evaluation of the measured data. To measure the critical parameters of the components geometrical features, data taken with CMM or any other three dimensional measuring equipment must be processed by proper algorithms to evaluate the geometrical features such as flatness, based on minimum zone method [2] .
New generation of GPS [2] defines two types of reference planes known as least square reference plane and minimum zone reference plane, corresponding to these reference planes, there are two approaches for flatness error estimation formally known as least square method (LSM) and minimum zone method (MZM). Least square method [3] is widely encouraged due to computational ease, but LSM results in overestimation of the result leading to the rejection of qualified components. Numerous algorithms have been developed for the flatness error. These algorithms are compromised of computational ease, computation time and accuracy.
Minimum zone method is exploited for the sake of accuracy. Flatness error determination based on minimum zone method is not a linear problem and cannot be approached by exploiting simple linear mathematical techniques. In order to solve highly non-linear problems for flatness error, different optimization techniques have been utilized, like Particle swarm Optimization (PSO) [4] , genetic algorithm [5 -10] , computational geometry based approaches [11 -13] etc.
In order to achieve more accurate and precise results, new generation GPS takes into account the uncertainties in measurement to prove the conformance and non-conformance of the measured part.
New generation GPS standard has introduced three types of uncertainties, namely measurement uncertainty, correlation uncertainty and specification uncertainty. The designer is accountable for quantification of correlation and specification uncertainty and the metrologist is accountable for the quantification of measurement uncertainty [1] .
To implement new generation GPS standard effectively and to have reliable results in measurement, three standards ISO 14253-1 [14] , ISO 14253-2 [15] and ISO 14253-3 [16] play leading roles in the quality and reliability of measurement results. ISO 14253-1 outlines the decision rules for proving conformance or non-conformance with specifications after taking into account the uncertainty in measurement results and is the legal contract between manufacturer and end user. ISO 14253-2 provides guidelines to quantification of uncertainty in measurement, calibration of measurement equipments and product verification. ISO 14253-3 provides the guidelines for achieving agreement on measurement uncertainty.
The difference between the true and measured value is the measurement error. The true value cannot be measured perfectly; however, an attempt can be made to approach the true value. In order to have reliable results and to solve this problem, uncertainty in measurement should overcome the measurement errors; however, traditional methods exploited in the past do not guarantee the reliability of the results and are not in conformity with the new generation GPS standard.
In order to fill this gap, genetic algorithms referred as efficient genetic algorithms for flatness error according to ISO 12781-1 [2] using minimum zone method has been developed and measurement uncertainty has been determined on the basis of new generation geometrical product specification. Conformance and non-conformance have been determined according to ISO 14253-1 [14] , sources of measurement uncertainties have been identified and quantified according to ISO14253-2 [15] and solution is sought by referring to ISO 14253-3 [16] . The entire process from flatness definition to analysis is in the framework of new generation GPS standard.
The paper provided the mathematical model of flatness error based on minimum zone method (MZM), the proposed genetic algorithms, measurement uncertainty determination, experimental work, discussions and results and finally conclusions are drawn.
MATHEMATICAL MODEL FOR FLATNESS ERROR
Flatness can be defined as the state of a surface having all features in one plane and flatness tolerance based on minimum zone method can be defined by two parallel planes in such a way that all the extracted points must lie inside the two parallel planes with a smallest possible distance [2] .
Consider a set of n data points, p i (x i ,y i ,z i ) where extracted from a plane part, as per definition of flatness [2] ; assume one of the parallel planes is:
The distance d i from the data points p i (x i ,y i ,z i ) to the parallel plane is:
Let f be the minimum separation between the two planes, then:
The problem is highly non-linear as the minimum separation f depends upon parameters (a,b). In Eq. 3; f is the flatness error, also known as cost function in optimization terminology and is subjected to the constraints [17] .
(4) PROPOSED GENETIC ALGORITHMS
The mathematical model presented in the above section is a highly non-linear optimization problem. In order to take over such non-linear complex optimization problems, genetic algorithms [18, 19] play a vital role by providing solution to such problems.
The objective is to determine the minimum value of cost function i.e. minimum separation of the two planes to satisfy the minimum zone method [2] . The algorithms parameters include, initial population size, maximum number of generations ( max gen ) selection, crossover, elitism, and mutation.
To develop algorithms for flatness error evaluation, an array of population is triggered of some random values. Let v be the population size and w as the number of variables, then the normalized random values r of matrix p norm is generated.
(5)
The population size v is set to 40 in the proposed EGA. The number of variables, w=2 ('a' and 'b' from Eq. 2). The generated p norm consists of random values between 0 and 1 and these values are required to be in the range of the constraints of the variables of Eq. 4 [20] , this process is known as un-normalization.
(6)
where, p max and p min are the upper and lower bounds of the constraints (from Eq. 4), respectively. p=(p ij ) vxw is the unnormalized matrix of p norm and is the initial population of (a,b) The flatness error f is determined by using experimental data and initial population P by using Eq. 3.
In the proposed algorithms, selection rate is kept at 50% i.e. half of the flatness values and their corresponding plane coefficients determined above are selected using Roulette wheel method [21] and rest of the half are discarded.
Roulette wheel method has one inherited problem that sometime it does not select the best value of f from the pool and therefore smooth convergence do not occurs in next generations. In order to solve this problem, Elitism [22] is implemented which copies the best values of f along with their corresponding coefficients from the previous generation and replaces them with the worst values in the current generation, leading to the smooth convergence.
Parents are generated from the 50% values using Roulette wheel method [21] . After parent's generation (pairing), mating has been performed using blended crossover [21] with 50% crossover rate. If p 1 and p 2 are parent chromosomes, the offspring's chromosomes are expressed as:
where determined as follows:
In Eq. 8, random number u is generated for each gene with a uniform distribution in the interval. The parameter ε is set as basic GA local parameter; value 0.5 is selected as a value for GA local parameter. After crossover new
offspring's are added to the population.
After crossover, mutation is performed. Non-uniform mutation has the capability to fine local tuning and is exploited where a high accuracy is desired. Non-uniform mutation has been utilized in the proposed algorithm [23] . The non-uniform mutation is governed by Eqs. 9 and 10 [23] . For a given parent, if the element p m is selected for mutation randomly, the resulting mutated offspring is , where is selected from the two possible choices according to Eq. 9.
(9)
In Eq. 9, first part of the equation is applicable if random digit generated is 0 and second part is applicable if random digit generated is 1, p max and p min are upper and lower bounds for p m (from Eq. 4); p m is selected for mutation randomly. The function Δ(t,y) returns a value in the range (0, y). Let t be the current generation, max gen as the maximum number of generation, β the random value between [0,1], q as the degree of non-uniformity then:
The degree of non-uniformity q has been kept equal to 1 [21] and by increasing the value of q the average rate of decreasing of the step size becomes smaller [24] .
After non-uniform mutation, chromosomes are replaced with mutated chromosomes with 10% mutation rate; the flatness error (cost function, Eq. 3) is determined and then ranked in ascending order based on cost function f (Eq. 3). The first evaluation generation is completed and algorithms advances for the next generation to find the best solution. The program terminates as the maximum number of generation is achieved. Maximum number of generation (max gen ) is set to 50 in the proposed algorithms.
MEASUREMENT UNCERTAINTY DETERMINATION
To calculate the uncertainty in the flatness error based on new generation GPS standard, model function is required. The propagation and correlation coefficients must be determined. The law of propagation of uncertainty is [1] .
(11)
In Eq. 11, shows the variance of measurement result, the square root of is the standard uncertainty;
u(x i ,x j ) shows the covariance between 'x i ' and 'x j '; partial derivatives, are called influence coefficients; u 2 (x i ) shows the variance of the input data and square root of the variance of u 2 (x i ) is the estimate of the standard deviation about the mean value and calculated as:
In Eq. 12, σ i is the standard deviation of the samples based on n measurements (i=1,2,3,...,n) of individual contributing component. According to ISO 14253-2 [15] , if calculated standard deviation is based on few number of readings, the standard deviation may be incorrect and may be too small. For this purpose, a safety factor h, is multiplied with standard deviation. The safety factor h varies according to the sample size [15] , so Eq. 12 can be modified as:
Suppose the two peak values (maximum and minimum) are P 1 (x 1 ,y 1 ,z 1 ) & P 2 (x 2 ,y 2 ,z 2 ), then from Eq. 3, the minimum
separation is:
Applying Eq. 11 on Eq. 14, the variance of measurement result is:
In Eq. 15, u f is the standard uncertainty in the flatness error, u(a,b) is the covariance and is obviously considered that correlation exists between 'a' and 'b'.
The influence coefficients are calculated by taking the derivatives of Eq. 14 as shown in Eq. 16, influence coefficients and covariance or second moment are calculated according to [25] . 
According to ISO 14253-1 [14] the conformance, non-conformance and uncertainty zone (gray zone) can be achieved by adding expanded standard uncertainty to design flatness value i.e. f d ±U where f d is the designed flatness value.
According to ISO 14253-2 [15] , uncertainty in measurement usually results from measurement environment, instrument inherited errors etc. and required to be identified and then quantified. The normal uncertainty budgeting for the measurement taken based on new generation GPS standard is,
In Eq. 18, are the individual sources of uncertainties arising from various sources such as environmental factors like temperature, inherited instrument limitations like repeatability, etc. and u is the overall uncertainty in each measured
point. Eq. 18 holds good for uncorrelated components of uncertainties as there is no correlation between the individual sources. The expanded measurement uncertainty (U) of measured point can be calculated as:
In Eqs. 17 and 19, k is the coverage factor and k = 2 correspond to 95% confidence interval [1] .
EXPERIMENTAL WORK
Roundness tester was exploited in the experimental work. The roundness tester was first adjusted according to the technical requirements.
The plane part was placed on the table top of the roundness tester and contour of plane part was measured in 'x' and 'y' directions (axis) to get values in 'z' direction (axis). 'x' direction data are taken by moving the horizontal arm (Raxis direction of roundness tester) while for the 'y' direction, the plane part moved manually. The resolution of roundness tester was adjusted to 0.0001mm. The contour of the plane part surface was measured by extracting sufficient number of data points closely representing the whole real surface of the plane part.
Two plane parts were inspected for flatness error and evaluation, each part of surface was checked five times at different positions. The first part of data set is referred to as data set-1 (from data sample 1 to 5) and the second part of data set is referred to as data set-2 (from data sample 6 to 10). The data set-1 and data set-2 are shown in Appendix.
RESULTS AND DISCUSSIONS
To verify the authenticity of the EGA algorithms, flatness error results were compared to other methods [6, 8] . Based on EGA, flatness error results were 0.00713mm and 0.02894mm for data points of [6, 8] respectively, and results of EGA are in complete agreement with [6, 8] , this shows the authenticity of the EGA algorithms.
Along with accuracy, EGA has marked level of repeatability. Data from [6] was loaded in the proposed EGA five times to check the repeatability of the codes (EGA algorithm); the flatness error results were 0.007141mm, 0.007144mm, 0.007144mm, 0.007150mm, and 0.007137mm. When considering the last two digits, the flatness error results are found to be not valid according to the accuracy of the data set (as the resolution adjusted in the roundness tester to 0.0001mm) but the results indicate the marked degree of precision and repeatability of EGA.
A first plane part for flatness inspection with 0.01mm value of flatness (f d ) is design, data set-1 belongs to the first plane part. Second plane part for flatness inspection with 0.02mm value of flatness (f d ) is design, data set-2 belongs to the second plane part. Both plane part data were loaded in EGA, flatness error and their corresponding plane coefficients were determined as shown in Tables 1 and 2 for data set-1 and data set-2, respectively. The optimization graph for data set-1 and data set-2 is shown in Figs. (1, 2) respectively, showing smooth convergence in less than twenty generations.
By applying the series of uncertainty equations from Eq. 11 through Eq. 17, the expanded standard uncertainty in flatness error evaluation for data set-1 are, U=±0.0027mm and for data set-2 are U=±0.0048mm having coverage factor k =2 corresponding to confidence interval of 95% [1] .
U 0  k u 0 Fig. (1) . Optimization process of five data samples of data set-1. Fig. (2) . Optimization process of five data samples of data set-2.
By applying ISO14253-1 [14] , i.e. adding value of U to design value; three zones are created, namely conformance zone, non-conformance zone and uncertainty zone (gray zone). After adding the uncertainty values in the f d , the average flatness error values fall in uncertainty zone for data set-1 and in conformance zone for data set-2 as shown in Fig. (3) , respectively.
According to ISO14253-2 [15] , measurement uncertainty results from different external sources like measurement environment, humidity etc. and internal sources like repeatability of measuring instrument, drift etc. As roundness tester was used in the measurement for extracting the contour of the plane part surface, the potential contributor of measurement uncertainty includes: Fig. (3) . Flatness error result [mm] assessment of data set-1 (a) and data set-2 (b).
Repeatability and Resolution (u r )
The repeatability study has been conducted and uncertainty components (u r1 ) calculated as (assuming normal distribution) 0.02μm. The roundness tester adjusted to 0.1μm resolution (d r ). Considering rectangular distribution, the uncertainty due to resolution (u r2 ) is:
According to ISO14253-2 [15] , the greatest contribution factor will be selected between both contributing factors, so measurement uncertainty for u r is u r2 =u r =0.03µm
Axis Error (u x )
Axis error covers the straightness error of the two axes in X and Y planes, according to the manufacturer the error (d e ) in both axes of roundness tester is 1μm in full range, considering rectangular distribution, the uncertainties due to axis error are:
Temperature (u t )
Temperature is the major environmental source of error in any measurement [26] . According to new generation GPS, the temperature requirement for measurement is 20±2C˚. The experimental work was performed in a highly controlled condition and by taking the thermal coefficient of materials and variation in temperature, the length change due to temperature is 0.38μm. Considering uniform distribution:
Drift in Roundness Tester (u d )
The drift study conducted against the time which requires completing one set of measurement for flatness error and the drift in the system, u d found is 0.03μm.
As the all components above are uncorrelated, the uncertainty in each measurement point is calculated according to Eq. 18 which is 0.4µm, the expanded uncertainty budget according to Eq. 19 is 0.8μm. According to the above results and analysis, results of flatness error are in complete agreement with other methods [6, 8] , the difference of five calculations are 0.5μm for first data set and 0.7μm for second data set as shown in Tables 1  and 2 , respectively. This difference is mainly caused by random error in each data set and different measurement positions. The convergence rate is higher than other methods; the solution converges in less than twenty generations as shown in Figs. (1, 2) . The codes have been marked repeatability. By adding the uncertainty with the design values (f d ); three zones are created, conformance zone, uncertainty zone (gray zone) and non-conformance zone. Table 1 shows that average flatness error is 0.0084mm; this value is larger than conformance and fall in gray zone as shown in Fig. (3a) . If the values fall in gray zone, the customer cannot accept the work piece and supplier cannot reject the work piece leading to a conflict between the supplier and customer. In order to cope with such potential conflict, ISO 14253-3 [16] provides guidelines over uncertainty values. Table 2 shows that average flatness error is 0.0081mm; this value falls in conformance zone and according to ISO 14253-1 [14] , the components are acceptable if the values fall in conformance zone and rejected if the values fall in non-conformance zone.
The above two scenarios show that uncertainty has a sufficient influence on measurement results. In data set-1 the flatness error is 0.0084mm. Although the part is acceptable without considering uncertainty but uncertainty has squeezed the conformance zone and the result has been dragged into the uncertainty zone, thereby making the measurement results controversial.
CONCLUSION
Measurement and uncertainty are one of the prime steps in new generation GPS system.The paper proposed a new method for evaluating flatness error with customized algorithms named as Efficient Genetic Algorithms (EGA). The experimental results of the proposed EGA algorithms indicate several advantages in precision, repeatability and fast convergence over other algorithms. High precision and repeatability lead to the reduction of uncertainties due to algorithms. Elitism is implemented to EGA algorithms which avoid the loss of best solution by roulette wheel selection method ensuring current best state of flatness error. The constraints are incorporated in initial population leading to fast
mature convergence in less than twenty generations. The EGA algorithms are independent of number of data points and converge in same time and number of generations. The proposed algorithms not only give the result of flatness error according to new generation of GPS standard but also directions of the plane.
Uncertainties in measurement are one of the prime part in new generation GPS standard. New generation of GPS standard takes into account the measurement uncertainty to prove conformance and non-conformance of the flatness error. By circumventing measurement uncertainty in any measurement process may lead to the acceptance of rejected or controversial components. The first part (data set-1) analysis indicates that even if the measurement result is below the design value but by considering uncertainty the conformance zone can be shrunk due to uncertainty and the part cannot be accepted. This indicates that uncertainty has sufficient influence on measurement result. This is also concluded that measurement and uncertainty evaluation performed using new generation GPS ensure the authenticity and reliability of the result.
The EGA may be extended to the estimation of other form and location tolerances with slight modifications. 
