Abstract. In this paper we investigate the finite sample performance of four kernel-based estimators that are currently available for additive nonparametric regression models -the classic backfitting estimator (CBE), the smooth backfitting estimator (SBE), the marginal integration estimator (MIE) and two versions of a two-stage estimator (2SE1, 2SE2), the first proposed by Kim, Linton and Hengartner (1999) and the second which we propose in this paper. The bandwidths are selected for each estimator by minimizing their respective asymptotic approximation of the mean average squared errors (AMASE). In our simulations, we are particularly concerned with the performance of these estimators under this unified data-driven bandwidth selection method, since in this case both the asymptotic and the finite sample properties of all estimators are currently unavailable. The comparison is based on the estimators' average squared error. Our Monte Carlo results seem to suggest that the CBE is the best performing kernel-based procedure.
Introduction
Given a random vector (Y, X), Y ∈ and X ∈ d , the conditional expectation E(Y |X = x) = m(x), where x = (x 1 , ..., x d ), can be estimated nonparametrically under certain regularity conditions. Stone (1980) showed that the best rate obtainable in the estimation of m(x) is n s/(2s+d) where s is the degree of smoothness of the function m. The fact that the optimal rate depends inversely on d is known as the curse of dimensionality in nonparametric regression estimation. However, as shown by Stone (1985) , if m(x) has an additive structure, i.e.,
with E(m δ (·)) = 0, each of the component functions m δ (·) can be estimated at an optimal rate n s/(2s+1) which does not depend on d. This circumvention of the curse of dimensionality, as well as the ease of interpreting the impacts of different regressors on the regressand has led to the popularity of additive nonparametric regression models in both theoretical and applied literatures. proposed by Linton (1997) and Kim et al. (1999) ; and the Smooth Backfitting estimator (SBE), recently proposed by Mammen et al. (1999) . All these estimators share, among other things, the use of kernel-based nonparametric estimation methods, such as Nadaraya-Watson or local polynomial fitting in intermediate stages, 2 but they differ in how the additive structure constraint is utilized to produce final estimators of the component functions.
The CBE has been the most studied of these procedures. Using local polynomial as the intermediate smoother, CBE converges to the true regression function at an optimal rate of n s/(2s+1) (see Opsomer and Ruppert, 1997 for the bivariate model and Opsomer, 2000 for the multivariate model) but it is not oracle efficient, i.e., the estimator of each component function does not have the same asymptotic bias as when all 1 See, inter alia, Hastie and Tibshirani (1990) and Pagan and Ullah (1999) . 2 Alternative nonparametric smoothing methods, e.g., spline or wavelet method, could potentially be used, but such methods have not received the attention given to kernel based methods. See Wahba (1990) and Horowitz and Mammen (2005) .
other components are known. Compared to CBE, the MIE is computationally more expensive but it reaches the oracle efficiency bounds (see Linton and Nielsen, 1995 for d = 2 and Linton and Härdle, 1996 for d > 2).
In addition, MIE is more robust against model misspecification, according to a simulation study in Sperlich et al. (1999) . However, the MIE becomes less efficient as the correlation among regressors increases, due to the fact that it needs to estimate the model at many out-of-sample points. The 2SE proposed by Kim et al. (1999) reduces asymptotic variance by combining the MIE with a one step backfitting. They also suggest the use of an internalized Nadaraya-Watson smoother in the MIE to avoid estimating the model at out-of-sample points. The 2SE is more efficient than MIE when an oversmoothing bandwidth is applied to the second stage estimation. More recently, Mammen et al. (1999) proposed a smooth backfitting procedure that is motivated by the projection interpretation of kernel estimators suggested by Mammen et al. (2001) .
Its implementation relies on iterative calculation of a system of first order equations from a suitably defined distance minimization criterion. The SBE does not have the drawbacks of CBE, MIE or 2SEs. It reaches both the optimal convergence rate and the oracle efficiency bound. In addition, the asymptotic expressions of SBE for one component function do not rely on other components, which completely circumvents the problem caused by the correlation among regressors. A simulation study in Nielsen and Sperlich (2005) shows that SBE is computationally quite efficient even for a high dimensional model, e.g., d = 100.
For empirical researchers, how these different procedures perform in finite samples is of essential interest.
First, the slower convergence rate of nonparametric estimators compared to parametric estimators suggests that their finite sample properties may be quite different from what is suggested by the asymptotic theory.
Second, unfortunately all asymptotic properties obtained for these estimators rely on bandwidths being nonstochastic. In practice, however, bandwidths are chosen by data driven methods, such as cross validation, and various plug-in methods (see for example Silverman, 1986 and Opsomer and Ruppert, 1998) . Therefore, a carefully designed Monte Carlo simulation based on data driven bandwidth selection methods would be valuable to reveal the relative estimation accuracy of these procedures in various scenarios.
There is a small number of simulation studies dealing with additive nonparametric regression (see Sperlich et al., 1999 and . The current literature generally makes comparisons based on bandwidth selection methods that favor one of the competing estimators. A variety of bandwidth selection methods have been proposed for different estimators. These include the direct plug-in method proposed by Opsomer and Ruppert (1998) for the CBE with local polynomial smoothing; rule of thumb bandwidths suggested by Linton and Nielsen (1995) for the MIE, and by Kim et al. (1999) for the 2SE; cross-validation methods proposed by Nielsen and Sperlich (2005) , penalized least square methods and plug-in methods proposed by Mammen and Park (2005) for the SBE. Here, to accurately asses the relative performance of the estimators, a unified plug-in method is proposed for bandwidth selection in the simulation, which is inspired by the DPI method of Opsomer and Ruppert (1998) and involves a common criterion function for bandwidth selection. To the best of our knowledge, this is the first simulation study for all four of the available estimators with a unified bandwidth selection method. We are also particularly interested in the impact of different degrees of regressor dependency on the estimation of m δ . Robustness against model misspecification is not an objective of our simulation, i.e. in all experiments we conducted here the underlying models are always assumed to be additive.
3 Ultimately, our objective is to provide applied researchers with information that allows for a more accurate comparison of these competing estimation alternatives in a finite sample setting.
Besides this introduction the paper has five more sections. Section 2 describes in a unified notation the estimators under study and their properties. Section 3 provides asymptotic conditional bias and variance for the SBE, MIE and 2SE estimators, a plug-in formula to select bandwidths and a description of how the bandwidth selection method is implemented. Section 4 presents the data generation processes used in the simulation and Section 5 discusses the results and makes some recommendations. Section 6 provides a brief conclusion with some directives for future research.
Estimators under Study
For computational convenience, notation and exposition, a bivariate model is used in this paper, but the conclusions extend to higher dimensions. Let (Y, X, Z) be a random vector with joint density f (y, x, z) such
Here α and σ 2 are unknown parameters and m 1 (·) and m 2 (·) are real valued functions with regularity properties that will be made explicit later in this section. Suppose a random sample of size n,
is available. Our primary interest is on the estimation of m(x, z) = α + m 1 (x) + m 2 (z). Let y = (y 1 , ..., y n ) , and define similarly x and z. In addition, let m 1 ( x) = (m 1 (x 1 ), ...m 1 (x n )) , and similarly define m 2 ( z).
Since a local linear smoother will be used in defining the estimators under study we first introduce some
is an univariate kernel function and h j , j = 1, 2 are the bandwidths used for the estimation of m 1 and m 2 , respectively. The local linear smoothing matrix with respect to x and z are defined as
where
where e = (1, 0),
R Z (z) = ( 1 n , z − 1 n z) and 1 n is a one vector of size n.
Given a bivariate nonparametric estimatorm(x, z) for m(x, z), one can in general define estimators for m 1 (·), m 2 (·) and α as solutions for the following minimization problem:
where P (·, ·) is a joint measure, while H 1 and H 2 are function classes whose members satisfy identification conditions such as m 1 (x)dP (x, z) = 0 and m 2 (z)dP (x, z) = 0. Note that given E(m 1 (X)) = E(m 2 (Z)) = 0, a suitable estimator for α isȳ = 1 n n i=1 y i . For the rest of our discussion we will simply assume α is known sinceȳ converges to α with rate √ n.
Classic Backfitting Estimator (CBE)
In the minimization problem defined in (4) if we take the measure P (x, z) to be the joint probability measure of X and Z, i.e., dP (x, z) = f XZ (x, z)dxdz, with f XZ (x, z) being the joint density of X and Z, the solution to the minimization problem should satisfy following equations,
where f X (·) and f Z (·) are marginal densities of X and Z, respectively. Replacing the conditional expectations appearing in (5) and (6) with appropriate local linear projections, the CBE can be expressed as the solution
with S *
where I n is an identity matrix.
Marginal Integration Estimator(MIE)
In the minimization problem defined in (4), if we let dP (x, z) = f X (x)f Z (z)dxdz instead, the solutions to the minimization problem satisfy
The MIE is essentially an empirical version of (8) and (9) with f Z (z) and f X (x) replaced by empirical frequencies. More precisely, the MIE is defined by first obtaining an estimatorm(x, z), in this case a bivariate local linear estimator defined aŝ
where γ
is similarly defined with
are kernel density estimates with bandwidth g 1 and g 2 associated with X and Z, respectively.
Since the internalized Nadaraya-Watson smoother does not produce an equivalent kernel vector that sums to one, the 2SE1 may not be accurate even in the simplest case where y is a constant vector. To achieve better finite sample performance, we propose an alternative two-stage estimation procedure, 2SE2
as follows:
4 See Jones et al. (1994) and Kim et al. (1999) for details.
• First, pilot estimators for m 1 (x i ) and m 2 (z i ), i = 1, · · · , n are obtained by
• Second, final 2SE2 is obtained with a one step backfitting procedure,
where m
We expect that 2SE2 will outperform 2SE1 in general, and particularly so when α is of relatively large scale.
Smooth Backfitting Estimator (SBE)
The local linear SBE is motivated by the following minimization problem
subject to the identification conditions
Note that the minimization is with respect to α, m 1 (x), m 2 (z) and their first derivatives m
2 (z).
Again the α can simply be estimated byȳ, so the first order conditions of the above minimization with respect to m 1 (x) and m
1 (x) are given by
is a local linear projection of ( y − 1 nȳ ) onto the subset of n where x takes values and
Similar first order conditions as in (19) can be defined for m 2 (z) and m 
j (·) for j = 1, 2, the smooth backfitting estimator is obtained by iterative calculation of (19) and its analogue with respect to Z, until m SB j (·), j = 1, 2 converge under a suitably chosen criterion. In implementing the algorithm, the integral in the updating equation (19) can be approximated with a weighted average of the integrand evaluated over a grid in the support of Z (or X).
Asymptotic Approximations and Bandwidth Selection
The plug-in bandwidth selection methods we consider for all estimators depend on obtaining suitable asymptotic approximations for the conditional mean average squared errors (MASE). By definition, for a generic
Since conditional on the regressors MASE can be written as the averaged squared conditional bias and averaged conditional variance of the the estimator, we need expressions for the bias and variance so we can obtain data dependent expressions for h 1 and h 2 that minimize an asymptotic approximation for MASE (AMASE). To this end we make the following general assumptions that are necessary to obtain the conditional bias and variance of the estimators under study:
dψ < ∞ and there exists a constant c such that
Assumption 2 The second derivative of the functions
, all exist and are continuous over their compact supports given by S X , S Z and S X × S Z . We assume further that there exist generic constants 0 < b f < B f that are respectively lower and upper bounds on f X , f Z and f XZ .
Assumption 3 There exist nonstochastic bandwidths g 1 , h 1 and g 2 , h 2 associated with regression directions m 1 (·) and m 2 (·), respectively. These bandwidths are such that
3.1 Classic Backfitting Estimator (CBE) show that when procedure. However, in the special case of independent regressors, it is possible to obtain an analytical solution for the optimal bandwidths. Expressions for the optimal h 1 and h 2 , in the sense that they minimize the AMASE, for CBE are given by:
and h
2 (z i ))) 2 with m inadequate for producing feasible CBE. In practice, the unknown quantities θ 11 , θ 22 , f X , and f Z must be estimated to render the expressions in (21) useful; b) their relatively simple analytical form derives from assuming independence of the regressors. A simulation study in Opsomer and Ruppert (1998) suggests that these bandwidths are quite robust to increasing correlation between regressors. Therefore, we adopt this method in implementing bandwidth selection in our simulations.
Smooth Backfitting Estimator (SBE)
The following theorem is a trivial extension of the results in Nielsen and Sperlich (2005) 
Mutatis mutandis, similar expressions for m 
where θ 11 , θ 22 are the same as defined in (21) and
The plug-in estimators for bandwidths that minimize the AMASE, denoted by h Use the residuals to calculateσ 2 ;
2. Projectm 0 1 ( x) onto the subset of n where x takes values using a local cubic kernel smoother to get estimates for m This procedure is a revised version of the plug-in method in Mammen and Park (2005) where an iterative SBE fitting is used for the optimal bandwidth searching. Our procedure is computationally simpler as it requires only one SBE fitting which should be the most time consuming part in the search procedure. The relative performance of these two alternative procedures for bandwidth selection has not been investigated. can be written as
These expressions are identical to h and the plug-in bandwidth for univariate local linear regression of Ruppert et al. (1995) . The only difference here is that the unknown quantities are estimated using SBE. Based on the good performance of this bandwidth for CBE in the presence of dependence among regressors, we conjecture that it should work reasonably well for SBE.
Marginal Integration Estimator (MIE)
Linton and Nielsen (1995) show that when
are asymptotically normal. However, the AMASE for the MIE, even under regression independence, does not produce closed analytical expressions for optimal bandwidths similar to those for CBE and SBE. The AMASE for the MIE and the optimal bandwidths that minimize AMASE are presented in the following theorem whose proof is straightforward from the results in Linton and Nielsen (1995) and is omitted.
Theorem 2 Let (x, z) ∈ S X × S Z and assume that X and Z are independent. Assume that Assumptions 1-3 are holding and that nh 1 h 1 (x) for x ∈ S X are given by,
and
Mutatis mutandis identical expressions for m
we have,
(ii) The conditional MASE for the MIE is given by,
(iii) The bandwidths that minimize the conditional AMASE, disregarding the term o p (·), denoted by h
As in the case of CBE these optimal bandwidths depend on unknown quantities in (29) and (30) and their dependence on the regressand produce the same nonlinearities and difficulties that were alluded to when discussing CBE.
Two Stage Estimator (2SE1 & 2SE2)
In this section we obtain the conditional MASE for the 2SEs. The next two theorems provide a simplified version of the conditional bias, variance and MASE for 2SE1 and 2SE2, respectively. The more general results and their proofs are given in Theorem C.1 and ?? in Appendix C. The proofs depend on Lemma 1 that establishes uniform convergence of certain bounded functions of X and Z. These results are then used to construct conditional MASE and to obtain optimal bandwidths for the two stage estimators. As in the case of CBE, SBE and MIE estimation, certain requirements on the speed of convergence to zero of the bandwidths are necessary.
Theorem 3 Suppose that Assumptions 1-3 hold, ng
. If X and Z are independent, and under the assumption that the bandwidths used in the first stage -g 1 , g 2 -are identical to those -h 1 , h 2 -used in the second stage of the estimation, we have that
and the conditional variance is given by
Mutatis mutandis, similar expressions for m 2S1 2 (z) are obtained.
(ii) The conditional bias and variance for m 2S1 (x, z) are given by,
(iii) The conditional MASE for the 2SE1 is given by
1 (
Theorem 4 Suppose that Assumptions 1-3 hold, that ng
If X and Z are independent, and under the assumption that the bandwidths used in the first stage -g 1 , g 2 -are identical to those -h 1 , h 2 -used in the second stage of the estimation, we have that
Mutatis mutandis, similar expressions for m 2S2 2 (z) are obtained.
(ii) The conditional bias and variance for m 2S2 (x, z) are given by,
(iii) The conditional MASE for 2SE2 is given by
A number of remarks are in order regarding Theorems 3 and 4. 2. When X and Z are independent, both CBE and SBE with local linear smoother produce conditional bias and variance given by
Hence, for both m Given the AMASE results from Theorem 3 and 4 the optimal bandwidths that minimize the conditional AMASE for 2SE1 and 2SE2 must satisfy the following two sets of equations
Data Driven Bandwidth Selection
The choice of data driven bandwidth for the Monte Carlo experiments was based on two considerations. First, we want to have a bandwidth selection rule that interferes minimally with the performance of the estimators.
By this, we mean a bandwidth estimator that transfers minimal noise from the estimation of f X , f Z , θ dδ ,
to the estimation of m 1 and m 2 . This provides an ideal setting to compare the performance of the estimators, as any differences can be attributed to the structure of the estimators themselves and not to the estimation of the unknowns in the expressions for the optimal bandwidths. Second, we want to compare the performance of the estimators when using bandwidth selection rules proposed in the previous section and those already proposed in the literature.
True Bandwidths
Elimination of the noise that is generated by the estimation of the parameters in the expression for optimal bandwidths -(21) for CBE, (25) for SBE, (29) 
These expectations can be difficult to compute depending on the nature of m d . In our study, all integrals were calculated numerically using the Gauss-Legendre quadrature method.
Estimated Bandwidths
The estimated bandwidths for the CBE were obtained using the procedure proposed by Opsomer and Ruppert (1998) to estimate θ 11 , θ 22 and σ 2 . We assumed that f X and f Z are uniform densities over a compact support and the terms n
and max i (z i ) − min i (z i ), respectively, where max i (x i ) and min i (x i ) are the maximum and minimum sample values in x.
Since the SBE share the same analytical solutions of optimal bandwidth with the CBE, the same bandwidths are used for SBE as those for CBE.
Two different estimated bandwidths are considered for MIE. The first were proposed by Linton and Nielsen (1995) and take the form,
5 Note that the true optimal bandwidths are different across samples since MASE is evaluated at sample points. (29) and (30).
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Once again, we assumed that f X and f Z are uniform densities over a compact support and estimated their inverses by max i (x i ) − min i (x i ) and max i (z i ) − min i (z i ). ψ dδ were estimated using the same procedure for the estimation of θ dδ with the necessary sign change inside the summations.
We also consider two different estimated bandwidths for 2SE1. The first is the simple rule of thumb proposed in Kim et al. (1999) in which h 1 and h 2 are selected as follows,
These estimated bandwidths produce an estimator that we label 2SE1 K in the tables describing the simulation results. The second bandwidth selection procedure we consider for the 2SE1 is based on the numerical solution of equations (33) and (34) .
To this end the unknown quantities φ dδ must be estimated together with f X , f Z and σ 2 . The estimation of φ dδ depends on the estimation of two parts -m
The first term is estimated as in the case of CBE, the second term can be interpreted as E(γ 1 (v)
which is estimated by n
, whereγ 1 comes from a preliminary CBE andf is estimated by a kernel density estimator with a Silverman's rule-of-thumb bandwidth. σ 2 is estimated as in the case for CBE .
Finally, the estimated bandwidths used to produce the 2SE2 are the result of the numerical solution for equations (35) and (36) . As in the case for 2SE1 the unknowns that appear in above mentioned equations, i.e., χ dδ must be estimated together with f X , f Z and σ 2 . We follow the same estimation procedure described above for 2SE1 with the exception thatγ d is substituted bym d .
The Data Generating Process -DGP
The data used in this study is generated from a fully specified bivariate additive model. First, the independent
are generated from a bivariate normal distribution with joint density given by
where c = 0, 0.25, 0.75, gives the desired correlation between the random variables. We allow for different correlation values because one of our objectives is to evaluate how regressor dependency impacts the performance of the estimators. One of the assumptions required to obtain expressions for the conditional mean and variance of the estimators under study is that f XZ have compact support. To satisfy this assumption we discard every generated data point that is outside [0, 1] and resample until all generated pseudorandom numbers are within this interval. The regression error i is generated independently as a standard normal, and the regressands {y i } n i=1 are obtained in accordance with three models Model 1 :
Model 2 :
Model 3 :
where m 1 (x) = 1 − 6x + 36x 2 − 53x 3 + 22x 5 , m 2 (x) = sin(5πx) and m 3 (x) = exp(3x). The fact that these functions have very different curvatures makes the use of a common bandwidth inadequate. Figure 1 provides graphs of the three models over the relevant range of X and Z.
We generate samples of size n = 200, 350, 500 and for all sample sizes we generated 500 replications.
Samples of relatively small size are used for two reasons. First, the small sample sizes reduce the computational burden in the Monte Carlo. Second, we wanted to evaluate the estimators performance under fairly undesirable conditions.
Estimation Results
A Gaussian kernel is used to construct the estimators. Computer codes for the estimation were written in GAUSS 5.0 and estimation was done on a PC running on a 3.1 Ghz Intel Penthium IV processor. Table 1 in Appendix B provides the computational time (in seconds) for all estimators considered for an experiment using Model 1. 7 The columns listed under h CB , h SB , h M I , h 2S represent the elapsed time to calculate the estimated bandwidths described in section 3.5.2, and the columns underm(x, z) represent the elapsed time to calculate the estimators once bandwidths are available. The time to compute the bandwidths for MIE, 2SE1 and 2SE2 is larger than that necessary to obtain bandwidths for CBE and SBE. This comes as no surprise as the former require the numerical solution of a nonlinear set of equations, whereas the latter are based on a closed form expression. However, the extra computational burden is very moderate, and in no case greater than 1.5 seconds.
Computational time does vary significantly across estimators. The MIE is by far the most demanding with regards to computing time of all estimators under study, due to the fact that it evaluates the model at n 2 points, while the others require evaluation at only n points. Since the MIE underperformed compared to all other estimators in a preliminary full set of simulations, particularly in models where the correlation among independent variables are high (c = 0.75), we did not include MIE in the reported tables. Once bandwidths are selected, the 2SE1 and 2SE2 are faster to implement than all other estimators. Although both CBE and SBE are based on iterative procedures, in our simulation convergence occurs in just a few steps, even in the case that X and Z are highly correlated. The SBE takes more time to compute than the CBE due to the extra integral term in updating equation (19) . Finally, we observe the expected significant increase in computational time for all estimators as the sample size n increases.
The analysis of the experimental results focuses on the average squared error (ASE) of the estimators, their average bias (AB), average variance, and on the estimation of the bandwidths across all replications. and define the ASE r and the AB r form r 1 (x i ) in the r th replication as,
and similarly form
The numbers reported in Appendix B are average squared errors and bias across all replications. Since some preliminary finite sample experimental evidence on the performance of these estimators are already available Tables 2 and 3 provide ASE across experiments using true and estimated bandwidths respectively for all estimators, for the different sample sizes and for various correlation levels. Some general regularities are promptly identified. As expected, increases in sample size reduce ASE for all estimators and across all correlation levels with true and estimated bandwidths.
The effects of increased correlation on the ASE of the estimators are quite different. For the classic backfitting estimator ASE is similar across correlation levels for each sample size, but they do differ across models. In some cases the results even show mild decrease in ASE as correlation increases. These regularities are true when true and estimated bandwidths are used. Results are quite different for SBE, MIE and 2SEs.
All estimators seem to be impacted by increased correlation, with ASE increasing as c grows. This is true when true or estimated bandwidths are used. It is apparent, however that ASE is not significantly affected by mild correlation among the regressors. The increase is significant, however, when the correlation moves from low levels 0.25 to 0.75. For SBE and 2SEs, the impact of increases in c on their ASE do vary across models. In model 1, the increases in c only mildly increases the ASE of SBE, 2SE1 and 2SE2. However, the same increase in c causes much more trouble for SBE and 2SEs. This seems to suggest that it is the combination of correlation and unbalanced scale across component functions that causes the increases in ASE for SBE and 2SEs. Increases in sample size do not seem to reduce the disparity in ASE across models.
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One should also observe that, as expected, across all experiments and estimators the reported ASEs increase from Table 2 to Table 3 , confirming that in finite samples the noise introduced by estimated bandwidths impacts the performance of the estimators. Also as expected, increased sample size dampens this impact.
The most noticeable result from Tables 2 and 3 is that, as measured by ASE, the CBE is superior to all estimators across all correlation levels, sample sizes and models. The second best is the 2SE2 we propose, followed in order by SBE, and 2SE1 estimation. The SBE is fairly accurate in model 1 but surprisingly loses accuracy in model 2 and 3. We suspect the the reason is that approximation of the integral is less accurate in model 2 and 3 since the range of m 2 (·) is much wider in the later two cases. An increase of the number of grid points on which the integral is approximated should be able to improve the overall performance of SBE, but the computation time will certainly increase. From Table 3 we observe that our proposed Tables 2 and 3 with Tables 4 and 5 we can conclude that the variance of the estimators decreases with sample size across all experiments for all estimators. All estimated bandwidths for models 1 and 2 undersmooth if compared to the true bandwidths reported in Tables 6.1 and 6 .2. For model 3 bandwidths oversmooth if compared to the true bandwidths reported in Table 6 .3. How much under or over smoothing occurs depends largely on the degree of curvature of the m d that compose the models. When there is more curvature, as in the case of models 1 and 3 the degree of under and oversmoothing seems to increase, indicating that increased curvature makes for more difficult bandwidth estimation.
Conclusion
Additive nonparametric regression models have gained increased popularity by their ease of interpretation and the fact that these models allow for the circumvention of the curse of dimensionality. Classic backfitting, smooth backfitting, marginal integration and two stage estimators have recently emerged as viable 10 Note that for any estimator considered the variance for the r th replication can be obtained by ASE r − AB r .
alternatives for the estimation of additive nonparametric regression models. Little is known about the finite and asymptotic properties of all estimators when bandwidths are selected by data driven procedures.
Applied researchers are not only uninformed about the estimators' properties but are also unaware of their relative performance. In this paper we provided experimental evidence on the finite sample properties of these estimators and on their relative performances. We also propose a modification of the two-stage estimator first introduced by Kim et al. (1999) 
b) Let G 2 be a compact subset of 2 and
Proof. a) We prove the case where j = 0. Similar arguments can be used for j = 1, 2. Let B(x 0 , r) = {x ∈ : |x − x 0 | < r} for r ∈ + . G 1 compact implies that there exists
Therefore for all x, x ∈ G 1 |x − x | < 2r. Let g 1 > 0 be a sequence such that g 1 → 0 as n → ∞ where n ∈ {1, 2, 3 · · · }. For any n, by the Heine-Borel theorem there exists a finite collection of sets {B (x k , g
and use Bernstein's inequality to obtain
, 
implies that there exists θ 0 ∈ G 2 such that G 2 ⊆ B(θ 0 , r). Therefore for all θ, θ ∈ G 2 ||θ − θ || < 2r. Let g 1 , g 2 > 0 be a sequence such that g 1 , g 2 → 0 as n → ∞ where n ∈ {1, 2, 3 · · · }. For any n, by the Heine-Borel theorem there exists a finite collection of sets
To show that
and using Bernstein's inequality, we have
Hence, for the desired result the righthand side of the inequality must approach zero as n → ∞. For this it suffices to have
Theorem C.1. Suppose that Assumptions 1-3 hold, ng
Put γ 1 (x) = α + m 1 (x) and γ 2 (z) = α + m 2 (z). Then, the conditional bias of m 2S1 1 (x) for x ∈ S X is given by,
Mutatis mutandis similar expressions are obtained for m 2 . The conditional bias and variance of m
By construction,
where γ 2 ( z) = (γ 2 (z 1 ), · · · , γ 2 (z n )). Under our assumptions and using the results of Fan (1992) for local linear estimation,
We now look at the second term in (42) . Note that the i
, then the last term in (42) can be written as
and 
f XZ (u, v)dudv, and
Given that there exists 0 < B dm2 such that |m
2 (z)| < B dm2 for all z ∈ S Z compact, we have that by using the Mean Value Theorem
for a bound B Z on |z k −z i |. Hence, it follows from Assumption 2 that there exists 0 < B 1 , B f Z , B f X such that
Therefore, we have
2 (z i ) and note that by the triangle inequality we have
2 (z i )(z k − z i ) + 
f XZ (x k ,z k ) (f XZ (x k , z k )−f XZ (x k , z k ))dx k dz k , then given that ψK(ψ)dψ = 0 we can write F 1n (z i ) = −F 11n (z i ) − F 12n (z i ). We now write
Given that ψK(ψ)dψ = 0, and by Lebesgue's dominated convergence theorem, we have F 12n (z i ) = o(g uniformly in S Z .
Let F 21n (z i ) = g
f XZ (x k ,z k ) (f XZ (x k , z k ) − f XZ (x k , z k ))dx k dz k , then given that ψ 2 K(ψ)dψ = µ 2 we can write F 2n (z i ) = µ 2 − F 21n (z i ) − F 22n (z i ). We now write
Given that ψ 2 K(ψ)dψ = µ 2 , and by Lebesgue's dominated convergence theorem, we have F 22n (z i ) = O(g 
2 (z i ) ≡ E(L 2n (z i )) − a n (z i ) = o(g 
which is similar in structure to inequality (45). Hence, using the same arguments we have thatL 3n (z i ) = 
.
Hence, E(m 
From Fan (1992) we have V 1n (x)
converges in probability to a finite matrix we focus on R X (x)W X (x)B n W X (x)R X (x) n 2 g 2 h 1 ≡ m 11 m 12 m 21 m 22 where, where 
