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Abstract Aluminum‐lithium  alloys  have  been  studied  extensively  in  the  last  century for  their  low  densities  and  increased  stiffness  over  conventional  high  strength aluminum  alloys.    Combined  with  cryogenic  strength  and  toughness  properties exceeding  those  at  room  temperatures,  Al‐Li  alloys  are  an  appealing  choice  in astronautics.   However, along with  these beneficial properties comes a propensity for  limited ductility contributing  to an unconventional  fracture mechanism known as  delamination,  a  secondary  fracture  along  a  grain  boundary  interface  similar  to the  separation  within  a  laminated  composite.    In  this  study,  mechanical experimentation was  coupled with  computer  simulation  to  investigate  the  causes and effects of delaminations occurring along grain boundaries perpendicular to the direction of a Mode I primary crack.  Fracture toughness samples were tested with concurrent  in situ Digital Image Correlation to obtain a means for validation of the two finite element models.   The models were devised to capture the bulk response of  the  sample  immediately  prior  to  and  after  the  delamination  event.    A  crystal plasticity framework with rate‐independent kinematic hardening was then used to determine  the  local  behavior  of  the  crystallographic  orientations  prone  to delamination. 
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1 Introduction 
In many aspects of engineering, material selection plays a pivotal role in the development  of  robust  and  efficient  designs,  especially  in  the  aeronautics  and astronautics  fields.    In  the  search  for  superior  alloys,  the  addition  of  lithium  to aluminum  has  been  under  investigation,  due  to  its  high  solubility,  since  the development  of  Sceleron  in  the  early  1920’s  [1].    Through  these  studies,  several improvements  in  key  parameters  have  been made  in  comparison  to  conventional alloys.   For instance, each additional weight percent of  lithium reduces the density by  3%  and  increases  the  elastic modulus  by  6%  [2].   With  up  to  75%  of  aircraft components  comprised of  aluminum alloys,  the  opportunities  for  cost  savings  are enormous.    In  a  joint  Lockheed/National  Aeronautical  and  Space  Administration (NASA) study, a direct substitution of conventional aluminum alloys with advanced alloys  could  result  in  up  to  10%  in  structural weight  savings.    Accounting  for  the increased strength of the alloy, a redesign of the aircraft could increase the savings up to 16% [3].   Numerous inquiries have more recently been made that examine the effects of chemical composition and heat treatment on the properties of Al‐Li alloys. With the proper treatments, it is possible to obtain properties comparable and exceeding common aluminum alloys.   The results of these studies have helped to tailor alloys for specific needs [4, 5, 6]. Recently, NASA has chosen Al‐Li alloys for a crucial role in the next generation launch vehicles: the Ares I and Ares V rockets designed for crew and  cargo  transportation,  respectively,  to  the moon and beyond  [7].    Al‐Li will  be 
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used in the friction‐stir welded hydrogen and oxygen cryogenic fuel tanks, depicted in Figure 1.1 and 1.2 as the unpainted upper stage in the Ares I and core stage in the Ares  V.    The  transition  from  Al‐Cu  alloy  2219  saved  approximately  3600  kg  [8].  Given  the costs associated with  transporting cargo out  to orbit and  the size of  the rockets ‐ the Ares I upper stage fuel tanks will be approximately 18.25 m long and 5.5 m in diameter, while the Ares V core stage fuel tanks will be about 60 m long and 10 m in diameter ‐ a great amount can be saved by utilizing a lighter material. 
With the  increased tensile strength of  the aluminum‐lithium alloys comes a propensity  for  limited  ductility,  which  has  been  attributed  to  intense  localized deformation  within  grains  and  grain  boundary  segregation  of  precipitates  and chemistry  [4,  5,  9,  10].  In  addition,  like  many  rolled  plate  products,  the crystallographic  orientation  (texture)  becomes  anisotropic  and  the  grain  aspect ratio  is an order of magnitude or more  longer  in  the rolling  (L  ‐  longitudinal) and transverse (T) directions than the normal (N) direction.   The combination of these properties  results  in  grain  boundaries  that  are  susceptible  to  separation,  or delamination,  in  the  presence  of  a  propagating  primary  crack.    Although  similar failure  processes  with  the  same  nomenclature  occur  in  laminated  composites, delamination within polycrystalline metals is a distinct phenomenon.    
  3 
 
 
Figure 1.1 ­ Ares I schematic [7] 
  4 
 
Figure 1.2 ­ Ares V schematic [7] 
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 Depending  on  the  orientation  of  the  material  relative  to  the  direction  of loading,  the effects  from delaminations have been  found  to be either beneficial  or detrimental  [11,  12].    This  leads  to  problems  in  structural  design  considering fracture,  as  common  practice  does  not  consider  delaminating  cracks.    Due  to  the “pancake”  shaped  grains  in most  Al‐Li  alloys,  three  particular  orientations  are  of predominant  interest:  the  crack  arrestor,  crack  divider,  and  crack  splitting delaminations,  as  shown  in  Figure 1.3.    Both  the  crack  arrestor  and  crack divider delaminate  perpendicular  to  the  primary  crack,  whereas  the  crack  splitting orientation delaminates on the same plane as the primary crack.   For convenience, the  common  naming  convention  for  samples  of  these  orientations  is  the  loading direction followed by the direction of primary crack growth.  Hence, an L‐N sample is  loaded  in  the  longitudinal  direction  and  the  primary  crack  should  grow  in  the normal direction, designating a crack arrestor sample. 
 
Figure 1.3 ­ Delamination naming convention   To  understand  the mechanisms  driving  delaminations  along  the weakened grain boundaries, the general microstructure of Al‐Li alloys was investigated.   Like all polycrystals, the location, size, density, and types of precipitates within the body 
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greatly  affect  the  strength  and  ductility  of  the  alloy.    Depending  on  the  alloying elements,  a wide  spectrum of phases  is  exhibited within  the matrix  and along  the grain  boundaries.    The  most  commonly  occurring  phases,  and  hence  most influencing on the bulk properties, are: 
• δ  (AlLi),  a  stable  phase  that  commonly  precipitates  along  high  grain  angle boundaries [13]; 
• δ’ (Al3Li), metastable spherical precipitates occurring within the matrix [9]; 
• T1 (Al2CuLi), a lath‐like precipitate that nucleates on {111} planes within the matrix and may align itself along grain boundaries [6]; 
• θ' (Al2Cu), also plate‐like, but precipitates on {001} matrix planes and along grain boundaries [6]; 
• β’  (Al3Zr),  a metastable and  coherent precipitate  in  the matrix  that  inhibits recrystallization [4]; 
• S (Al2CuMg), a  lath shaped phase typically found within the matrix of alloys containing excess Mg and Cu [9].   Within the multitude of modern Al‐Li alloys developed for experimental and commercial uses, two primary tertiary base systems exist: Al‐Li‐Cu and Al‐Li‐Mg.  In alloys with Cu and trace amounts of Mg, T1 and θ’ phases widely precipitate.  Once a substantial amount of Mg is added, S phase precipitates replace θ’ and T1  is largely suppressed  in  competition  for  the  excess Cu  [4,  11].    Regardless  of  the  additional alloying elements, the primary strengthening precipitates found in Al‐Li alloys are δ’ [4,  6,  9]  which  nucleate  during  the  quenching  process  of  heat  treatment  [10].  Concurrently,  δ  phase  particles  grow  [14]  in  regions  of  high  dislocation  density 
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created  during  quenching  and  a  possible  pre‐stretch  stage.    Consequently,  this commonly occurs on high angle grain boundaries where dislocations are hindered from  traveling  on  to  the  next  grain.    This  competition  for  lithium  develops  δ’ precipitate free zones (PFZs) around the grain boundaries, leaving nothing to inhibit further dislocation motion in this region [12].   Due  to  its  coherent nature  (a  similar  crystallographic  structure  and  atomic arrangement with  the matrix) a δ’ phase has a  small matrix misfit  (‐0.18%).   As a result, the surrounding residual strains are low and the matrix is instead primarily strengthened  by  the  long‐range  order  of  precipitates  [14].    However,  the strengthening  effects  are  reduced when  the  particles  are  sheared  by  dislocations building  a  tendency  for  slip  localization  on  the  same matrix  slip  plane  [9].    This localized  slip  and  associated work  softening  on  the micro‐scale within  the  grains creates  an  overall  serrated  flow  and  potential  negative  strain  rate  or  Portevin‐Le Chatelier  (PLC) effect within  the body on  the macro‐scale  [10].   The  localized  slip also generates stress concentrations at the grain boundary until either the boundary shears  allowing  for  dislocations  to  propagate  into  neighboring  grains,  or  voids nucleate around precipitates and coalesce at the boundary leading to intergranular failure. The  growth  of  S  phase  particles  in  Mg‐  and  Cu‐rich  alloys  has  shown  to greatly increase toughness properties through the creation of impenetrable barriers to dislocation motion.   These obstacles reduce the coplanar tendencies  inherent of the  δ’ phase  [4].   While  both  S  and T1  phase  particles may  be  of  similar  size  and shape,  the nature of  the S  phase provides  for a better barrier.    It has been  shown 
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that  the  propensity  of  T1  to  form  on  {111}  Al  habit  planes  greatly  reduces  its efficiency for hindering dislocations due to the small thickness of the T1 platelet.  As opposed to δ’ and T1, the S phase is open packed and hence does not have a potential close packed plane that could become aligned with the slip planes of the matrix [9].  The  S  phase  pins  dislocations  that  have  crossed  sub‐grain  boundaries,  dispersing slip  to promote  cross  slip  in aged  tempers and a more homogeneous deformation within the grain [10]. In  addition  to  the  δ’  particles  concentrating  deformation  at  the  grain boundaries,  Al‐Li  alloys  have  been  subject  to  a  vast  amount  of  precipitates  and tramp elements segregated to the grain boundaries.  Fe‐Cu and Mg‐Cu rich particles were  found  in  high  concentrations  near  the  grain  boundaries  in  several investigations [10, 11, 15].  In alloys with high concentrations of lithium, additional 
T2  (Al6CuLi)  precipitates  were  found  preferentially  formed  at  grain  boundaries.  Suresh et al. found that in advanced stages of aging, the T‐type precipitates along the grain boundaries dominated the failure process promoting transgranular failure and a corresponding decrease in toughness [6].   Additional grain boundary embrittlement  is attributed to the segregation of excess  Li  and  tramp  elements  such  as  Na,  K,  and  H  [10,  16].    Contrary  to conventional  aluminum  alloys,  the  toughness  of  Al‐Li  alloys  may  increase  at cryogenic  temperatures  [16,  17].    During  cyclic  tensile  incremental  step  tests, McDonald found that Al‐Li 2099 developed larger and more frequent delaminations at  room  temperature  than  at  cryogenic  temperatures  regardless  of  the  location within the plate from which the sample was obtained [15].  At room temperatures, 
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some of the metallic impurities found near the boundaries of the grains can exist in liquid  form  acting  as  stress  concentrations  (voids),  and  also  decreasing  the  area required  to be  fractured.   At  cryogenic  and  lower  temperatures  (below 77 K),  the metallic phases solidify, increasing the tensile elongation until fracture and inherent toughness [16]. While the mechanisms listed above can drastically lower the crack nucleation resistance of Al‐Li  alloys,  the  very  same mechanisms  strengthen  the  alloys during the crack growth regime of fracture.   In a comparative fatigue study between Al‐Li alloy  2091  and  a  conventional  aerospace  alloy,  Farcy  et  al.  discovered  that  2091 nucleated more microcracks after fewer cycles.  While both alloys exhibited similar microcrack  growth  rates,  2091  showed a much better  resistance  to  the  growth of long cracks [18].   Suresh et al.  found that this effect was amplified with increasing amounts of lithium.  While the coplanar slip of δ’ phases results in an early fracture, they also  induce crack deflection and bifurcation  in  fatigue  [6].   Depending on  the orientation  of  the  body,  delaminations  have  been  shown  to  dramatically  increase the toughness in some orientations over others. Extensive  research  by  Kalyanam  et.  al.  on  the  divider  orientation  in  2099‐T87 plate has revealed that the presence of a delamination alleviates the stress field in  its  vicinity  (Figure  1.4)  [19].    Consequently,  the  through‐thickness  stress  is lowered,  creating  a  plane  stress  state  instead  of  the  expected  plane  strain.    The attenuated stress field mitigates the driving force of the macrocrack; thus increasing the  fracture  toughness  compared  to  the  case without  delamination.    Ahead of  the delamination, the shear stresses have been found to increase [19].  Ultimately it was 
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concluded that once a delamination nucleates, driving forces to promote the growth of  delaminations  are  inherent  in  the  crack  geometry.    Following  the  general approach  taken  by  Kalyanam  et  al.,  this  study  investigates  the  effect  of  crack arresting delaminations in 2195 Al‐Li alloys. 
 
Figure 1.4 ­ Crack dividing delamination [20]   Initial  testing  with  compact  tension  (C(T))  and  middle  tension  (M(T)) specimens  reveals  extremes  in  behavior  of  crack‐arresting  delaminations.    Two modes of delamination were observed that may be influenced by geometry, loading rate,  texture,  or  chemistry.    Under  a  large  crack  opening  displacement  and  slow deformation rate, the crack in a C(T) sample was observed to propagate in a stair‐stepping  pattern,  alternating  between  intergranular  growth  and  delaminations along  grain  boundaries  (Figure  1.5a).    Under  a  large  displacement  and  high deformation  rate,  the  crack  in  an  M(T)  specimen  delaminated,  in  quite  dramatic fashion, through the majority of the specimen without stair stepping (Figure 1.5b).  These observations motivate a detailed investigation of the stress state around the 
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crack tip to determine the effect of an arresting delamination, which is the focus of this work. 
a) 
 
b) 
 
Figure 1.5 ­ Delaminations at varying strain rates    
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2 Experimental Investigation 
To  initiate  this  investigation,  two  types  of  standard  fracture  toughness experiments  were  employed  with  compact  tension  (C(T))  and  middle  tension (M(T))  specimens.    Digital  Imaging  Correlation  (DIC)  techniques  were  applied concurrently  to  obtain  in­situ  full  field  surface  strain  measurements  utilized  for validation of computer simulations  in Chapter 3.   Lastly,  the post  fracture samples were  examined  under  optical  microscopy  and  electron  back‐scattered  diffraction (EBSD)  scans  to  study  the  crystallographic  orientation  near  the  regions  of delamination.   
NASA  Marshall  Space  Flight  Center  (MSFC)  supplied  the  2195  aluminum lithium plate utilized  in  this  study.    Since  this  alloy was developed  specifically  for cryogenic  applications  in  space  shuttles  and  not  widely  used,  standardization organizations  such  as  the  American  Society  for  Metals  (ASM)  have  not  outlined distinct  material  specifications  [21].    Instead,  there  exists  a  set  of  limited requirements  including  chemical  composition,  mechanical  properties,  corrosion resistance, and defects [22].   A multi‐stage heating‐rate controlled aging treatment has  been  recently  developed  to  minimize  variation  between  lots  [17].    As  the cryogenic  fracture  toughness  is  strongly  correlated  with  the  size,  location,  and density of T1 phase precipitates [23](the primary strengthening precipitate in Al‐Li 2195 [24]), the new aging treatment aimed to reduce precipitation along grain and sub‐grain  boundaries while  promoting  growth within  the matrix.   With  adequate control  of  T1  particles,  2195  plates  have  been  shown  to  have  the  potential  for 
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superior  fracture  toughness  at  cryogenic  temperatures  than  at  room  temperature [17].   This allows  for  the  following experiments  to be  tested at  room temperature with  conservative  results.    The  bulk  material  was  solution  heat‐treated,  cold‐worked, and artificially aged close to peak aged corresponding to a T8 temper.  The chemical  composition  ranges  are  shown  in  Table  2.1.    The  two  primary  alloying components  are  Cu  and  Li  with  weight  percentages  of  approximately  4.0%  and 1.0%, respectively.   The addition of Mg allows  for  the growth of  the preferential S phase precipitate over the θ’ phase [24]. 
Table 2.1 ­ Chemical Composition Requirements of 2195­T8 plate [22] Comp  Cu  Li  Mg  Ag  Zr  Zn  Mn  Si  Fe  Ti  Other  Al Minimum wt%  3.7  0.8  0.25  0.25  0.08  0.25  0.25  0.12  0.15  0.10  0.15  Balance Maximum wt%  4.3  1.2  0.8  0.6  0.16  ‐  ‐  ‐  ‐  ‐  ‐  ‐  
2.1 Mechanical Testing Six  samples  of  each  specimen  type  were  machined  from  a  40.0  mm  thick rolled plate as shown in Figure 2.1.  Each M(T) specimen was fabricated in the crack arrestor  orientation  with  the  load  applied  in  the  L‐direction  and  primary  crack growth  in  the N‐direction  (L‐N).   The C(T)  specimens were divided evenly  among the three orientations: L‐N, L‐T, and N‐L.   Since plate chemistry and texture varies through‐thickness  [25,  26],  the  L‐T  oriented  C(T)  samples  were  machined  at  t/2 within the plate for consistency between samples.   The N‐L oriented samples were machined with the notch positioned in the t/2 plane while the L‐N oriented samples notch  started  just  beyond  t/2.    The  specifications  for  both  sample  types  are  also 
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illustrated  in  Figure  2.1.    The  electric  discharge  machined  (EDM)  notches  in  the M(T) samples were found to have an average thickness of about 0.3 mm. 
 
 
 
Figure 2.1 – Sample orientations within the plate and detailed dimension specifications for 
the compact tension and middle tension samples in mm [33]. 
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Several  worldwide  organizations  publish  standards  detailing  the  fracture toughness  testing procedure  including  the British  Standards  Institution  (BSI)  [27] and  the  American  Society  for  Testing  and  Materials  (ASTM)  [28,  29].    These standards  include  specifications  that  define  appropriate  specimen  dimensions, outline the standard testing procedure, and resolve the desired fracture toughness data.  Similarly, several methods exist for characterization of the fracture toughness including: the stress intensity factor, the crack opening displacement (COD), and the J‐integral.   While  the  stress  intensity  factor  is  only  valid  during  elastic  conditions with limited plasticity near the crack tip, both the COD and J‐integral are capable of handling  scenarios with more  plastic  deformation.    Stress  intensity  values  for  the three modes of opening cracks (KI, KII, KIII) describe  the stress  field surrounding a crack  tip  by  accounting  for  the  load  and  geometry  of  the  sample.    Failure  occurs once  the  critical  value  (KIc,  KIIc,  KIIIc)  is  surpassed.    COD measures  the  amount  of blunting developed at the crack tip resulting from local plastic deformation.  Failure commences  once  a  critical  displacement,  corresponding  to  an  energy  absorption capacitance,  is  overcome.  The  J‐Integral  behaves  similar  to  the  stress  intensity defining  the  amplitude  of  the  HRR  (Hutchinson‐Rice‐Rosengren)  singularity  [30, 31].   The  stress  intensity approach was chosen  for  this  investigation.   The Mode  I stress intensity factor for the samples may be calculated using: 
    [2.1] 
where P is the applied load, B is the specimen thickness, W is the specimen width, a is the crack size, and f (a/W) is a dimensionless geometric function specified as: 
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    [2.2] 
for a C(T) sample and   
    [2.3] 
for a M(T) sample [32]. 
To employ current fracture mechanics theory, accuracy concerns dictate that a  sharp  crack  must  exist  in  the  body.    Such  a  crack  is  achieved  by  nucleating  a through  thickness  fatigue  crack  of  sufficient  length,  as  specified  by  the  adopted standard.    In  this  investigation,  ASTM  standard  E1290  [28]  was  followed  for  the C(T)  samples,  while  a  procedure  recommended  by  Doug  Wells  [33]  from  NASA MSFC was employed for the M(T) samples. 
The same experimental set‐up was used to grow the fatigue cracks for both the C(T) and M(T) samples.   All specimens were  loaded using a closed‐loop servo‐hydraulic 100kN two‐post  Instron  load  frame.   System control, along with all data acquisition,  for  each  test  was  managed  with  a  32‐bit  closed‐loop  computer controlled  system  utilizing  the  LabVIEW  software  system.    Each  sample was  pre‐cracked with a stress ratio of R=0.1, a haversine waveform, and a frequency of 2 Hz.  The  primary  difference  between  fatigue  pre‐cracking  the  C(T)  and M(T)  samples 
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was in the applied load.   Discussion will begin with the basic results from the C(T) samples followed by that of the M(T) samples.   
2.1.1 C(T) Samples In accordance with ASTM E1290, the compact tension samples must be pre‐cracked at a force no greater than Pf defined: 
    [2.4] 
where B is the specimen thickness, bo is the original uncracked ligament length (bo = 
W – ao), σy is the yield strength, W is the specimen width, and ao is the original crack size  as  shown  in  Figure  2.2  [28].    The  final  crack  length  (af)  should  exceed  the original crack length by 5%, or 0.89 mm for these samples.  The final crack lengths for each specimen are shown in Table 2.2 along with the number of applied fatigue cycles.  
 
Figure 2.2 ­ C(T) sample nomenclature  
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Table 2.2 ­ Final C(T) sample pre­crack lengths 
ID  Orientation  Side 1 (mm)  Side 2 (mm)  Cycles CT‐LN‐A  Arrestor  1.27  none  125,000 CT‐LN‐B  Arrestor  0.25  1.63  125,000 CT‐NL‐A  Delaminating  1.60  1.60  75,000 CT‐NL‐B  Delaminating  3.43  2.16  75,000 CT‐LT‐A  Divider  0.66  0.99  140,000 CT‐LT‐B  Divider  0.81  1.07  150,000  
a) 
 
b) 
 
 
Figure 2.3 ­ Initial fatigue cracks for a) sample CT­LN­B and b) sample CT­NL­B. 
As shown in Figure 2.3, the samples with L‐N and N‐L orientations exhibited very  different  fracture  paths  attributing  to  the  differences  in  crack  growth  times.  The  L‐N  crack  meandered  along  a  torturous  transgranular  path  common  to polycrystalline  metals.    Conversely,  the  N‐L  samples  cracked  straight  across  the grain boundary  interface weakened by  the mechanisms outlined  in Chapter 1 and 
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led  to a shorter pre‐crack growth  time.   Further variation  in  the number of  cycles and the crack lengths may be associated with the spread in general fatigue damage development; depending on the crystallographic orientations and precipitate layout near  the  crack  tip,  a  range  of  results may  be  obtained.   While  both  N‐L  oriented samples  achieved  the  recommended  length  on  both  sides  of  the  sample,  only  one side reached the desired length on the remaining samples. 
After  the  C(T)  samples were  precracked,  the  specimens were  prepared  for the fracture toughness and DIC experiments.  Each test was preformed with an MTS (Materials Testing Systems) COD gage.     A 200 N load was applied prior to the test ensuring  contact  between  the  load  pin  and  sample  to  minimize  any  response fluctuations during the initial loading.  A double ramp test was employed with a 20 second  loading step  in COD control and a 3  second unloading step  in  load control ending  at  200  N.    These  loading  times  were  chosen  to  accommodate  the  DIC measurements,  due  to  the  limited  memory  on  the  camera  (a  maximum  of  350 images could be stored at a time) and frame rate of data acquisition (15 frames per second).  Each sample was tested incrementally until failure.  The two N‐L oriented C(T)  samples  were  tested  first  to  gain  a  sense  of  their  relative  strength.    As previously observed, the N‐L samples have a lower fracture toughness than the L‐T and  L‐N  samples.    Knowing  the  load  leading  to  fracture  for  the  N‐L  samples guarantees multiple trials before failure on the samples of more interest.  As each of the  N‐L  samples  fractured  on  the  first  trial,  an  L‐T  sample  was  tested  before continuing on to the sample of primary interest, sample CT‐LN‐A. 
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Table 2.3 ­ Maximum COD, Load and K1 at delamination for tested C(T) samples 
ID  Orientation  Maximum COD (mm)  Maximum Load (kN)  K1 (MPa√m) CT‐LN‐A  Arrestor  0.449  9.06  47.5 CT‐NL‐A  Delaminating  0.461  5.68  30.2 CT‐NL‐B  Delaminating  0.361  5.18  32.9 CT‐LT‐A  Divider  0.423  9.34  49.7   The maximum COD values obtained from the final trial for each of the tested samples are shown in Table 2.3.  The K1 values at the first sign of instability for each of the tested specimens may also be found in Table 2.3.  As predicted based off of the pre‐crack information and past literature [11], the N‐L oriented samples had much lower fracture toughness values.  As the L‐N sample delaminated before any growth of the primary crack, the toughness value measured was not a true K1c value.  The L‐T test was also halted before any noticeable growth of the primary crack.  The lack of instability in the load vs. COD curve suggests that the sample failed to delaminate as  well.    The  load  versus  COD  curves  for  the  trials  of  each  sample  are  shown  in Figure  2.4  with  the  final  failure  curve  for  each  sample  shown  in  Figure  2.5.    As displayed  in  Figure  2.5,  the  trials  were  relatively  consistent  for  sample  CT‐LT‐A, while  sample CT‐LN‐A exhibited a  slight deviation  in  response  for  each  trial.   The reasoning behind this will be explored in Section 2.3. 
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   a)  b) 
   c)  d) 
Figure 2.4 ­ Load vs. displacement curves for samples a) CT­NL­A, b) CT­NL­B, 
c) CT­LT­A, and d) CT­LN­A. 
 
Figure 2.5 ­ Failure load vs. displacement curves for each tested C(T) sample. 
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All  drops  in  load  in  Figure  2.5  corresponded  to  the  initiation  of  visual delaminations  on  the  surface  of  the  samples.    Samples  CT‐LN‐A  and  CT‐LT‐A, behaved similarily until approximately 0.38 mm applied COD.  At this point,  CT‐LN‐A exhibited a decrease in load carrying capabilities ending with delamination while CT‐LT‐A remained linear suggesting that the sample did not delaminate.  Kalyanam 
et al. postulated that the L‐T oriented sample first delaminates at t/2; therefore the specimen  would  need  to  be  sectioned  to  verify  delaminations  [19].    The  N‐L oriented  samples  exhibited  a  lower  stiffness  and  appeared  to  delaminate  much sooner, around 0.3 mm COD, than the L‐T and L‐N samples. 
2.1.2 M(T) Samples A very  similar  experimental procedure was  followed  for  the M(T)  samples. To  suppress  any  sources  of  bending  due  to  misalignment  of  the  loading  pins, rotational grips were used.   These attachments  removed any  rotational  constraint imposed by traditional grips, which allowed the sample to self‐align as the loading proceded.   For these tests, the fatigue pre‐cracking load was chosen to correspond with a specific K1 value, 9.9 MPa√m [9 ksi√in] as suggested by NASA MSFC [33].   A final crack length extension of approximately 1.27 mm [0.05 in] (Δa = W/30) beyond each  side  of  the  EDM  notch  was  chosen.    Using  Eqn.  2.1  with  the  dimensionless geometric function specific for a M(T) sample, several values were calculated.  First, the  load  necessary  (Preq)  to  reach  a  KI  value  of  9.9  MPa√m  at  the  final  crack extension  length (a1 = ao + 2Δa) was obtained.   Preq was  then used to check  the KI value before  the onset of  the  fatigue  crack  (a2 =  ao).    If  this KI  value exceeded 6.6 MPa√m  [6  ksi√in],  the  crack  would  initiate  and  propagate  as  expected  in  a 
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reasonable number of cycles.  If this KI value was below 6.6 MPa√m, an initial cyclic load greater than Preq would be temporarily utilized to initiate crack growth.   After pre‐crack initiation, the load would be reduced back to Preq [33].   
The  final  crack  lengths  for  each  specimen  are  shown  in  Table  2.4  while Figure 2.6 shows the typical meandering crack path for a sample.  Compared to the C(T)  samples,  the  pre‐cracks  are  closer  to  having  a  constant  length  through  the thickness of the sample and have a smaller spread.  The small variation in number of cycles can be accounted  for by the random distribution of T1 phase particulates at the grain boundaries and other traditional fatigue fracture mechanisms. 
Table 2.4 ­ Pre­crack lengths for M(T) samples 
ID  Side 1 (mm)  Side 2 (mm)  Cycles   Left  Right  Left  Right   MT‐LN‐A  1.041  1.151  1.100  1.257  145,000 MT‐LN‐B  1.427  1.443  1.207  1.448  150,000 MT‐LN‐C  1.140  1.135  1.290  1.478  130,000 MT‐LN‐D  1.283  0.957  1.080  0.927  126,000 MT‐LN‐E  1.110  1.041  1.110  1.212  120,000 MT‐LN‐F  1.077  0.935  1.250  1.204  140,000  
 
Figure 2.6 ­ Pre­cracked M(T) sample    
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Upon  completion  of  precracking,  the  M(T)  samples  were  prepared  for fracture toughness and DIC tests.  A 2 kN preload was applied prior to each trial to minimize the compliance of the load frame‐grip‐sample system.  Each test was run with  double  ramps  in  position  (cross‐head  displacement)  control  during  loading and  load  control during unloading.  Similar  to  the C(T)  samples,  the M(T)  samples were  incrementally  loaded  to  failure.    Unlike  the  C(T)  samples,  the  testing  times were not constant across the samples.  Specifically, two samples (MT‐LN‐A and MT‐LN‐C)  were  loaded  relatively  quickly,  20  seconds  in  loading  and  3  seconds  in unloading,  for each of  the test  trials.   Two other samples (MT‐LN‐B and MT‐LN‐D) were  tested  much  slower,  400  or  more  seconds  in  loading  and  90  seconds  in unloading,  near  constant  strain  rates  for  all  test  trials.  Table  2.5  summarizes  the final applied displacements, loads, and K1 values for each tested sample. 
Table 2.5 ­ Maximum displacement, load and K1 values for the tested M(T) samples 
ID  Maximum Displacement (mm)  Maximum Load (kN)  K1c (MPa√m) MT‐LN‐A  3.25  76.72  73.71 MT‐LN‐B  3.36  74.35  70.85 MT‐LN‐C  3.50  76.53  73.13 MT‐LN‐D  3.70  78.23  74.93   The load versus displacment plots for each test trial are displayed in Figure 2.7 revealing the strain rate insensitivty of 2195‐T8 over the range tested.   Sample MT‐LN‐D was  loaded close  to 0.005 mm/sec while MT‐LN‐A was  loaded as  fast as 0.175  mm/sec,  yet  they  exhibited  similar  load  histories.    As  seen  in  the  data, samples MT‐LN‐C and MT‐LN‐D were overloaded creating delaminations larger than 20 mm long, while both MT‐LN‐A and MT‐LN‐B were loaded to the onset of failure 
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creating delamination with lengths less than 5 mm.  Figure 2.8 presents the fracture trials for each sample tested, showing the consistency of the tests. 
a) 
 
b) 
 
c) 
 
d) 
 
 
Figure 2.7 ­ Load vs. displacement curves for samples a) MT­LN­A, b) MT­LN­B, c) MT­LN­C, and 
d) MT­LN­D. 
 
Figure 2.8 ­ Failure load vs. displacement curves for each tested M(T) sample. 
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In addition to  the  four samples  that were  incrementally  tested, sample MT‐LN‐F  was  unintentionally  loaded  to  dynamic  failure.    This  sample  was  loaded quicker  than  any  of  the  data  acquisition  systems  in  place  preventing  any measurements of the actual loading rate.  The specimen immediately delaminated in a vertical path spanning the length of the gage section as shown in Figure 2.9.  Only after  reaching  the  grip  section,  did  the  sample  fail  transgranularly.    One  segment fractured through the entire sample sending a projectile a meter away from the load frame.   This test clearly shows the severity of the delamination problem under the most extreme conditions. 
 
Figure 2.9 ­ Dynamically loaded M(T) sample MT­LN­F  
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2.2 Digital Image Correlation In  the past century, much progress has been made to accurately measure a full field of data since Lord Kelvin’s discovery in 1856 that led to the inception of the strain gage [34].   Several of the early full field data methods were based on optical effects.    Moiré  interferometry  allowed  for  the  accurate  calculation  of  in‐plane displacement  gradients  through  the  creation  of  fringes.    These  patterns  were created  by  the  interaction  of  light  between  a model  grid  affixed  to  the  deformed sample  and  a  master  grid  [34].    Tollenaar  published  the  first  article  on  the geometrical interpretation of the moiré effect in 1945 [35], but it wasn’t until 1960 that  Morse  et  al.  published  the  first  strain  analysis  using  this  method  [36].    In photoelasticity,  polarized  light was  impinged on a  loaded birefringent  sample and created either an isochromatic fringe pattern, which revealed ultimate shear stress, or  an  isoclinic  fringe  pattern, which  gave  the  directions  of  principal  stress  on  the body [37, 38].   Another method included the use of a special thin coating that was applied  directly  to  the  surface  of  the  specimen  [39,  40].    Two  primary  types  of coating  were  used.    One  coating  used  was  birefringent  and  created  photoelastic fringe  patterns  on  a  transparent  material  corresponding  to  the  stresses  in  the coating.  The  other  coating  was  a  brittle  type  that  would  crack  once  a  threshold stress  had  been  reached  within  the  coating  allowing  for  comparison  between regions of stress concentrations [34].   
In  recent  times,  these methods  have  been  applied  to  determine  stress  and displacement  fields  near  a  crack  tip  [41,  42].  While  moiré  interferometry  and photoelasticity can be used to model complex shapes, they are vastly limited in their 
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material applications.   Since coating methods are also strongly  limited by material and environmental effects, a need for alternative methods was evident.   Due to the recent  advancement  in  computer  technology,  novel  digital  methods  have  arisen.  One particular method took advantage of increasing surface roughness on a smooth sample that resulted from plastic flow.  With a laser, a speckle pattern was created on  the deformed sample, which has been correlated  to  the development of plastic zones  and  strains  around  notches  [43,  44].    Another method,  called  digital  image correlation  (DIC),  also utilized speckle patterns  to evaluate  the displacements and displacement gradients of a deformed body [45, 46].   For this method,  the speckle pattern was  applied  directly  to  the  sample  prior  to  any  deformation.    A  charged‐coupled device (CCD) camera was used to capture the deformation during the test.  A comparison was then made between the previous and current images to calculate the displacement  field.   With  the DIC method,  techniques have been developed  to obtain common crack field parameters including K1 and J‐integral values [47, 48]. 
  For  this  investigation,  the  DIC  method  was  employed  to  acquire  the displacement  field  around  the  crack  tips  of  the  C(T)  and  M(T)  specimens.    The primary objective was to measure the strain field at the moment of delamination to provide  a  complementary  insight  for  subsequent  simulations.    Prior  to  testing, careful preparation of  the samples was essential  for successful correlations due to the nature of the image analysis process.  In DIC, all images are divided into subsets, or a small square sample of pixels, to ease comparison between a series of images.  Each  pixel  in  the  subset  stores  data  corresponding  to  the  light  intensity  reflected from  a  point  on  the  body  [49];  so,  it  is  important  in  a  2‐D  analysis  to  have  a  flat 
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surface that is in plane with the camera.  This eliminates any possibility of changes in  the apparent  intensity  from  interaction between pits and/or high points on  the surface and the light sources.   Similarly, changes in the light  intensity due to focus effects  from the camera may  introduce artificial noise  into  the correlation.   Before testing, it is crucial to determine that any out of plane deformation due to plasticity of  the sample will not  cause  the recorded  images  to become out of  focus near  the plastic zone. 
To  eliminate  any  surface  roughness  as  a  result  of  machining,  the  C(T) samples were polished with  the aid of a Buehler Ecomet 3 8” polishing wheel and silicon carbide grinding papers.  The samples were incrementally polished with grit sizes of 320, 400, 600, 800, and 1200.   A  final 0.3 µm alumina and distilled water slurry was used to obtain a mirror finish on the specimen surface.   In contrast, the M(T) specimens could only be polished by hand, due to their geometry.  Specifically, the grip section of the sample is thicker than the gage section; thus, the wheel could not polish  the region of  interest.   These samples were also polished  incrementally up  to 1200 grit paper, but not with  the alumina slurry.   After polishing, a  random black  speckle  pattern  was  applied  to  the  surface  using  a  Paasche  airbrush  and  a mixture of black enamel paint and paint thinner.  Like the surface quality, the quality of the speckle pattern may influence the DIC analysis.  For instance, a reflection off of polished aluminum may appear as an abrupt change in intensity between frames that could affect  the perceived  local displacements.   A sample speckle pattern that was applied to a M(T) sample is shown in Figure 2.10 at two levels of magnification. 
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Figure 2.10 ­ Sample speckle pattern used on the specimens. 
 
Figure 2.11 ­ DIC test set­up 
Figure  2.11  shows  a  schematic  of  test  set‐up  for  the  mechanical  and  DIC testing  of  the  samples.    Two  fiber  optic  light  sources  were  used  to  provide  a consistent illumination on the sample that was not affected by any ambient motion.  Before  each  test,  the  camera was  leveled  on  the  tripod,  aligned with  the  sample, focused, and lit to provide high quality digital images during testing.  8‐bit grayscale images  with  a  1280x960  pixel  resolution  were  recorded.    Two  frame  rates  were applied to record images during the tests.   For all of the C(T) samples and the two 
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quickly loaded M(T) samples, MT‐LN‐A and MT‐LN‐C, the images were recorded at 15 frames per second.  For the two slowly loaded M(T) samples, MT‐LN‐B and MT‐LN‐D, images were recorded every two seconds. Upon  completion  of  the  tests,  the  images were  analyzed  using  commercial software, Vic‐2D by Correlated Solutions [50].  A subset region of 35x35 pixels was utilized  for  the  majority  of  the  correlations.    Subsets  were  overlapped  such  that their  centers were  separated  by  5  pixels.    Slight  variations  in  the  subset  size  and spacing  between  subsets  resulted  in  only  minimal  differences  in  the  resolved displacement  field.    Linear  deformations  of  the  subset  were  allowed  during  the correlation.    This  method  allows  for  both  rigid  body  translation  and  rotation  in addition  to  linear  shape  changes  of  the  subset.    This  is  important  for  the  C(T) samples which  experience  bending  and  undergo  small  rigid  body  rotations.    Both global  and  pixel  thresholds  were  used  to  minimize  any  propagation  of  errors produced by a small region with poor correlation. 
DIC results for the final trial of sample CT‐LN‐A loaded to a COD value of 0.45 mm are shown in Figure 2.12.  During deformation, images were recorded similar to the speckle pattern shown.  Vic‐2D was used to calculate the in‐plane displacement field and strains (ux, uy, εxx, εyy, εxy) within a window of interest around the pre‐crack tip.  To provide one comparative value that accounts for the multiple components of strain  around  the  crack  tip,  the  effective  strain was  separately  calculated  using  a constant volume assumption.  As a consequence of volume conservation, hydrostatic strain  is assumed to be zero allowing  for  the calculation of  the out of plane strain from the strain components provided by Vic‐2D: 
  32 
    [2.5] 
The effective strain is then defined: 
    [2.6] 
where the out of plane shear strains (εxz, εyz) are assumed to be zero [51].   
The axial  (y‐direction / L‐direction  for  the L‐N sample) and effective strain fields are shown in Figure 2.12 for four points during the final loading of sample CT‐LN‐A.    The  dip  in  the  load‐displacement  curve  corresponds  to  the  point  of  initial delamination  in  the  specimen,  and  the  test  was  halted  shortly  afterward.    The maximum load achieved in the test was 9.06 kN, which corresponds to a KI value of 47.5  MPa√m.    Images  1  through  3  correspond  to  the  points  shown  in  the  load‐displacement  curve.    The  unloaded  strain  fields  illustrate  the  residual  strain  after the  completion  of  the  test.    The  line  on  the  left  side  of  each  DIC  result  image  at approximately  30°  corresponds  to  the  fatigue  pre‐crack.    The  build‐up  of  plastic strain above and below the tip of the fatigue pre‐crack is clearly seen in both strain fields.  In addition, evidence of the delamination site was visible in both strain fields prior  to  the actual delamination event, as early as  the  first DIC  image at 1.25 COD and 3.5 kN. 
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Figure 2.12 ­ DIC results for C(T) sample CT­LN­A 
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Results  for  the  final  trial  of  sample  MT‐LN‐A  loaded  to  an  applied displacement of 3.25 mm are shown in Figure 2.13.  Deformation images were taken focusing on one half of the EDM notch for this trial.   Throughout the investigation, several  different  levels  of  magnification  were  studied,  including  results  from imaging  the  entire  EDM  notch.    Similar  to  the  C(T)  results,  strain  fields corresponding to the points on the load‐displacement curve and the final unloaded state  are displayed.    This  test was halted  just  after  the onset  of  delamination  at  a load of 76.72 kN, or a KI value of 73.71 MPa√m.  The line of uncorrelated data on the left side of the DIC images was due to both the EDM notch and opening of the fatigue pre‐crack.  Also similar to the C(T) sample, implication of the delamination location is  shown by  the  first  set  of  strain  images  at  a  load  less  than half  the  final.    In  the unloaded images, a triangular zone of residual strain is observed. 
Wave‐like  behavior  was  observed  in  the  DIC  results  throughout  all  of  the experiments.   In each case, the waves started with a low frequency and sped up as the  applied  load  and  internal  strain  increased.    The  waves  typically  appeared  to start outside of the field of vision in the lower left and proceed to wrap around the pre‐cracks  ending  above  the  crack.    Variances  were  made  in  the  experimental procedure to determine any possible sources of the observed phenomena.   For the C(T) samples, sample CT‐LN‐A was loaded to 0.35 mm applied COD at two different levels of magnification; however, the waves persisted in a consistent manner. 
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Figure 2.13 ­ DIC results for M(T) sample MT­LN­A 
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Many  other  testing  variations  were  considered  with  the  M(T)  samples,  as compared  to  the  C(T)  samples.   While  sample MT‐LN‐C was  tested  at  the  highest level of zoom, MT‐LN‐A was tested at approximately half zoom and with the same loading times and similar strain rates.  To rule out any aliasing affects, samples MT‐LN‐B and MT‐LN‐D were  loaded and  imaged at much slower rates  than any of  the other samples.  Sample MT‐LN‐D was tested at a level of magnification between MT‐LN‐A and MT‐LN‐C and then loaded to 2.5 mm applied displacement, a level known to  be  free  of  delaminations,  three  times  viewing  above  the  pre‐crack,  at  the  pre‐crack,  and below  the pre‐crack.   DIC  analysis was performed on all  three  trials  to determine  if  removing  the  cracked  area  from  the  region  of  interest  during  the correlation would remove the waves, but they were still observed in each case.  The trials  viewing  and  analyzing  only  above  and  below  the  pre‐crack were  consistent with the action of the waves in the case including the crack.   Sample MT‐LN‐B was tested  while  viewing  both  ends  of  the  EDM  notch  and  resulted  in  mirror  waves moving  around  both  ends  in  similar manners.    It  has  been  determined  that  these waves are not a result of rigid body rotation, magnification, speckle pattern, frame rate, or loading rate but may be attributed to a negative strain rate sensitivity that has been  found  in Al‐Li  alloys  [10],  the Portevin‐Le Châtelier  (PLC)  effect  [52],  or out‐of‐plane deformation caused by bending or plasticity near the crack‐tip.   Since waves  were  observed  to  show  signs  of  reversal  upon  unloading,  rather  than accumulating  strain,  suggests  that  it  is most  likely  an  out‐of‐plane  bending  effect rather than a plastic event. 
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2.3 Optical Microscopy Due to the out of plane deformation related with the volume conservation of plasticity, the plastic zone may be visually inspected on the samples.  Delaminations were  observed  to  initiate  within  the  plastic  zone  for  all  samples  and  propagate simultaneously in both directions along the grain boundaries as seen in Figure 2.14 a.  In the M(T) samples, the plastic zone exhibits a triangular shape with sides at 45° from the primary crack plane as highlighted in Figure 2.14 b and c.  As observed in Figure 2.15, a similar triangular region was foreshadowed by the DIC results in the unloaded strain fields before a delamination was visually detected.  In this particular trial, the M(T) sample was loaded to an applied crosshead displacement of 2.75 mm, which resulted in a maximum load of 64.74 kN.  Delamination did not occur within the sample until an applied displacement of 3.25 mm and maximum load of 76.72 kN. 
 
Figure 2.14 ­ A delamination of an M(T) sample a) is shown on the actual sample with the 
triangular plastic zone highlighted on b) the actual sample and c) an idealized schematic. 
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Figure 2.15 ­ DIC results of an M(T) sample from a trial prior to the onset of delamination. 
In  practice,  delaminations  were  assumed  to  be  straight  and  through  the thickness.    To  observe  any  variance  that  may  exist,  the  sample  CT‐LN‐A  was sectioned in half using a Buehler ISOMET low‐speed diamond‐coated wafering saw.  Each  surface was  polished  to  a  0.3 µm  finish,  similar  to  the  DIC  preparation.    To highlight  the  grain  structure,  the  polished  surfaces  were  then  chemically  etched with Keller’s Reagent [53] (190 ml distilled water, 5 ml nitric acid, 3 ml hydrochloric acid,  2  ml  hydrofluoric  acid).    As  noted  in  Table  2.2,  the  backside  of  the  sample considered did not pre‐crack and delaminated behind the notch tip as displayed in Figure 2.16.  Therefore, it was expected to see some variation in the position of the delamination through the thickness. In Figure 2.16, image A is the surface recorded during the DIC analysis, while D is the back surface.  Images B and C reveal interior surfaces  corresponding  to  halves  A  and  D,  respectively.    These  images  differ  in 
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location  by  one  kerf,  0.58  mm,  and  a  minimal  thickness  lost  from  sample preparation.   However,  the differences  between  the  fractures  on  the  two  surfaces are very noticeable.  While the primary crack is at an angle of 23.8° above the pre‐crack in B, the angle drops to 16.7°  in C.   In image B, there exists a secondary pre‐crack 52.7° down from the pre‐crack that leads to stair‐stepping crack propagation on the order of the delamination in image A.  In image C, on the other hand, the same secondary pre‐crack becomes a small hairline fracture while the delamination off of the primary crack runs far down a grain boundary.  Obviously, this sample was not properly  fatigue  pre‐cracked  and  the  KI  results  obtained  for  this  sample  are questionable.  While the visual results are intriguing, they reveal that the sample did not properly satisfy the fracture toughness criterion.  As a result of the lack of valid data,  the C(T)  samples were  left out of  the  remainder of  the  investigation,  leaving the primary focus with the results obtained from the M(T) samples. 
 
Figure 2.16 ­ Serial sectioning of sample CT­LN­A showing the variance through the thickness. 
  40 
 
Figure 2.17 ­ Delamination regions for the C(T) and M(T) samples. 
To garner any  further  information as  to  the cause of  the delaminations,  the microstructure  was  characterized.    Mechanical  testing  resulted  in  delaminations occurring  at  2t/5  in  the plate  for  the C(T)  samples  and  at  t/3  in  the plate  for  the M(T)  samples  as  shown  in  Figure  2.17.    Plate  texture  and  composition  has  been found to be close to symmetric about t/2 in similar plates [15, 54], so only one half of  the  plate was  considered.    Samples were  sectioned  representative  of  the  three primary planes (L‐T, L‐N, N‐L) at both locations within the plate.  The samples were polished  in  a  manner  similar  to  the  C(T)  samples  for  DIC  preparation  before Barker’s reagent [53] (200 ml distilled water and 4ml fluoroboric acid) was used to electrolytically anodize the samples.  An oxide layer is formed on the surface of the sample  from  the  anodizing  process,  creating  a  polarizing  effect  based  off  of  the surface  irregularities  within  the  film  [55].    Grains  with  different  crystallographic orientations appeared as different colors as shown in Figure 2.18.  As displayed, the microstructure consists of a “pancake” structure of elongated grains with an average cross  section  1.0  x  0.04 mm  (in  the  T  and N‐directions,  respectively)  and  lengths greater than 2.0 mm (in the L‐direction).  Similar grain sizes have been reported in Al‐Li  allows  2090  by  Rao  [11]  and  2099  by McDonald  [15].   While  an  elongated 
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grain structure  is  common after  the rolling process,  the high aspect  ratios  in Al‐Li alloys  have  also  been  attributed  to  zirconium  additions  of  less  than  0.2%.   When added,  zirconium  forms  the  cubic  β’  phase  that  helps  to  stabilize  the  subgrain structure and inhibit recrystallization [5, 9].  
 
Figure 2.18 ­ Tri­planar images revealing the micrographs near the region of delamination at 
t/3 for the M(T) samples and at 2t/5 for the C(T) samples.  
2.4 Electron Back‐Scattered Diffraction Electron Back‐Scattered Diffraction  (EBSD)  allows  for  collection of  discrete crystallographic  orientation  information  about  a  material  with  sub‐micron resolution.  Past  studies  using  similar measurement  techniques  have  revealed  the prevalent orientations within Al‐Li alloys.  In the late 80’s, Yoder observed in 2090‐T8541  that  the  texture  at  t/2  comprised of  three  components:  a  ‘Brass’  type with Miller indices {110} <112>, a ‘S’ type with indices {123} <634>, and a ‘Copper’ type 
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with  indices  {112}<111>  [56].    Hirsh  also  noted  the  existence  of  some  minor components  including  a  ‘Goss’  type  with  Miller  indices  {011}<100>  and  a  N‐direction  rotated  ‘Cube’  (also  called  ‘Shear’)  with  indices  {001}<110>  [57].  The common  orientations  for  an  Al‐Li  alloy  are  summarized  in  Table  2.6  with  their variants along with the representative colors for the orientation plots. 
Table 2.6 ­ Common crystal orientations in Al­Li alloys 
Orientation  Color  Euler Angles  Miller Indices 
Brass1 (Bs1)    (35.0, 45.0, 0.0)  (0 1 1)[2 ‐1 1] 
Brass2 (Bs2)    (55.0, 90, 45.0)  (1 1 0)[1 ‐1 2] 
Copper1 (Cu1)    (39.2, 65.9, 26.6)  (1 2 1)[1 ‐1 1] 
Copper2 (Cu2)    (90.0, 35.0, 45.0)  (1 1 2)[‐1 ‐1 1] 
Cube    (0.0, 0.0, 0.0)  (0 0 1)[1 0 0] 
Goss    (0.0, 45.0, 0.0)  (0 1 1)[1 0 0] 
Rotated Cube1    (0.0, 18.0, 0.0)  (0 9 28)[1 0 0] 
Rotated Cube2    (0.0, 72.0, 0.0)  (0 28 9)[1 0 0] 
Shear    (45, 0.0, 0.0)  (0 0 1)[1 ‐1 0] 
S1    (56.8, 77.4, 26.6)  (2 4 1)[1 ‐1 2] 
S2    (56.8, 29.2, 63.4)  (2 1 4)[‐1 ‐2 1] 
S3    (27.0, 64.1, 14.0)  (1 4 2)[2 ‐1 1] 
S4    (123.2, 29.2, 26.6)  (1 2 4)[‐2 ‐1 1]   EBSD was used  in  this  study,  thanks  to  the work performed by Wes Tayon and Roy Crooks, to gain knowledge about the crystallographic orientations present near  the areas of delamination  for  two of  the M(T) samples, and  to determine  if a common  pairing  of  orientation  has  a  greater  propensity  to  delaminate.  Despite fracturing  at  similar  loads,  the  final  fracture  delaminations  of  the  two  samples 
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varied  greatly  in  length.  Sample  MT‐LN‐B  bore  four  relatively  equally  sized delaminations, while  sample MT‐LN‐D  resulted  in  alternating  relatively  short  and long  delaminations  as  shown  in  Figure  2.19.    Following  the  technique  for  sample preparation  developed  by  Tayon  et  al.  [58],  a  high  quality  set  of  data  with  95% correctly indexed patterns was regularly obtained.   
 
Figure 2.19 ­ Relative sizes of delaminations for M(T) samples MT­LN­B and MT­LN­D 
A 3 mm long region on the L‐N plane near the site of delamination was initially scanned to gain a sense of grain orientation distributions as shown in Figure 2.20.  The  measured  orientations  are  colored  by  their  closest  ideal  texture  orientation from Table 2.7 with a maximum of 20° misorientation.  This is a large range as cubic crystals  have  a  maximum  misorientation  of  62°  [15].    The  primary  orientations observed  were  “S”  and  “Brass”  accounting  for  34.4%  and  25.3%  of  the  texture, respectively.  The entire distribution may be found in Table 2.7. 
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Figure 2.20 ­ Preliminary EBSD scan to determine distribution of grain orientations near 
region of delaminations.  
Table 2.7 ­ Grain distribution in characteristic delamination region. 
Comp  Bs1  Bs2  Cu1  Cu2  Cube  Goss 
Rot 
Cube1 
Rot 
Cube2 
Shear  S1  S2  S3  S4 
%  10.0  15.3  3.3  4.8  5.6  5.5  4.4  4.0  0.1  12.1  8.7  6.0  7.6   Sample MT‐LN‐D was sectioned to accommodate the SEM machine and then studied along the two delaminations as shown in Figure 2.21.  While the texture of the majority of the shorter delamination (~2‐3 mm long) was measured, the longer delamination (>20 mm long) was measured at three key locations: at the beginning of the delamination, at a trans‐granular jog around 2/3 of the length from the origin, and  at  the  blunted  tip  of  the  delamination.    Similar  to  the  previous  scan,  both regions  around  the  delaminations  were  comprised  of  primarily  ‘S’  and  ‘Brass’ variants.    It  is  of  interest  to note  that  the  small  delamination did not occur  at  the very  tip of  the  fatigue pre‐crack between  the  ‘Goss’  and  ‘Cube’  grains present, but rather ~50 µm away between two ‘S’ variants, as shown by the arrow in Figure 2.21.  This may  suggest  that  there  existed  a  preferential  orientation pair  that was more 
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susceptible to the stress state in the vicinity. During the EBSD study by Tayon et al. on 2090, it was found that the crack divider delaminations had a tendency to form between two “Brass” variants [59].  The longer delamination was also found to have formed between two long, straight grain boundaries of either two ‘S’ variants or a ‘S’ and  ‘Brass’  pair.    There  also  existed  an  excess  of  shear  bands  along  the delaminations.    Tayon  et  al.  similarly  observed  a  concentration  of  kernel  average misorientation, KAM (a calculation of local lattice distortions), in grains bordering a crack divider delamination [59].   
 
Figure 2.21 ­ EBSD scan on one side of M(T) sample MT­LN­D 
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Figure 2.22 ­ EBSD scan along all four delaminations of M(T) sample MT­LN­B 
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Sample MT‐LN‐B was  sectioned  in  a  similar manner and was  then  scanned along all four delaminations as shown in Figure 2.22.  Each delamination measured about 3‐4 mm and was scanned at three locations: at the onset of delamination near the fatigue pre‐crack tip, at the middle of the delamination, and at the delamination tip.   Similar to sample MT‐LN‐D, all of the delaminations occurred on long, straight grain  boundaries  of  either  2  different  ‘S’  variants  or  an  ‘S’  –  ‘Brass’  pair.    Further evidence  for  the  ‘S’  and  ‘Brass’  grains  having  a  preferential  crystallographic orientation is shown in the top delamination of the second region.  The delamination started between a rotated ‘Cube’ and ‘S’ variant, but almost immediately moved over to a ‘Brass’ – ‘S’ pair. 
2.5 Experimental Summary Through  the  use  of multiple  standard  fracture  toughness  experiments,  the response  of  2195  subjected  to  crack  arresting  delaminations  was  investigated.  Along with mechanical testing, the samples were observed before and after fracture with the aid of white‐light microscopy and electron backscatter diffraction (EBSD) scans.   The grain aspect ratio was found to be highly anisotropic, common to Al‐Li alloys, with pancake‐shaped grains having approximate dimensions >2.0 x 1.0 x 0.04 mm  in  the  L  x  T  x  N  directions  respectively.    During  testing,  delaminations were observed to occur in each crack arrestor sample before any noticeable growth of the primary crack.  As such, a true KIc value was unobtainable.  Instead, a relative gauge of the sample toughness and resistance to delamination was measured. 
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With the use of digital  image correlation (DIC),  the future delamination site was made  visible  during  trials  with  small  loads  and  before  the  onset  of  fracture.  While  an  unknown  wave  presence  was  observed  during  each  test,  the  unloaded strain  field  (even  before  a  delamination  occurred)  displayed  the  same  triangular plastic zone that resulted from extensive out of plane deformation.   
The delamination event was found to be insensitive over the range of loading rates  tested  on  the M(T)  samples:  from  0.0013 mm/sec  to  0.16 mm/sec  plus  the dynamically  loaded  sample  at  a  rate  greater  than  10  mm/sec.    In  each  case,  the delamination was preferentially  found on a  long, straight grain boundary of either ‘S’ –  ‘S’ or  ‘S’ –  ‘Brass’ crystallographic orientation pairs,  rather  than automatically occurring at  the grain pair  at  the end of  the  fatigue pre‐crack.    ‘Shear’ orientation bands  commonly developed  in  grains  to  either  side  of  the delamination.    In  cases where  the  delamination  did  not  start  at  one  of  the  preferential  pairs,  it  quickly propagated transgranularly towards one. 
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3 Mathematical Modeling of Bulk Behavior 
The  experiments  employed  thus  far  were  used  to  facilitate  the  general inquiries of this investigation.  For example, the load necessary for delamination and the  corresponding  stress  intensity  value  were  measured  in  the  M(T)  samples.  Additionally,  the  strain  fields  near  the  pre‐crack  tip  on  the  surface  of  the  sample were obtained from DIC.  To compliment these results, finite element analysis (FEA) is utilized  to develop an understanding of  the  stress  state  in  the  remainder of  the M(T)  sample,  including  the  through‐thickness  stress  variations near both  the pre‐crack  and  delamination  tips.    An  appropriate  mesh  was  first  devised  around  the crack tip.   Two models were then developed to represent the geometry of the M(T) samples the instant just prior to and after the delamination event.  
3.1 Development and Validation of a Finite Element Model An iterative approach was taken to adequately model the state of stress near a blunted  crack,  such  as  that  found  in  the  M(T)  samples.    A  second  study  was preformed  to  capture  the  through‐thickness  stress  variations  present  around  the crack  tip.    Finally,  the  results  from  the  proposed mesh were  compared  to  known stress  solutions  around  an  ideal,  infinitesimally  sharp  crack  and  an  approximate field in the vicinity of a blunted crack. 
3.1.1 Modeling Strategy Several  techniques  have  been  developed  over  the  years  within  FEA  to address  the  unique  problem  that  cracks  introduce.    Modifications  of  standard triangle  and  quadrilateral  elements  have  been  used  to  help  capture  the  stress 
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singularity that exists near a finite crack tip, such as those shown in Figure 3.1.  The first method used a 6‐node triangle element with a simple modification to two of the side nodes.  Through strategic placement of these nodes to the quarter points within the  isoparametric  formulation  of  the  element,  the  interpolation  of  the  strain  (and hence  the  stress)  can be  controlled and  shown  to vary  inversely with √x, where x was the displacement parallel to the side of the triangle [60].  As such, the expected theoretical stress dependence (1/√r) was preserved along the sides of the elements in the path of the crack.  The same was true for the triangle formed after the nodes on  one  side  of  a  quadrilateral  have  been  collapsed  such  that  they  have  the  same coordinates and displacements [60], though this introduces element quality issues.   
 
Figure 3.1 ­ Depiction of modified elements for use near a crack tip. 
While the modified elements were used to determine the stress field under a static state,  the  inclusion of cohesive zone elements allowed for modeling of crack propagation  through  the model.   Two primary approaches have been refined over the  years  [61,  62].    Camacho  and  Ortiz  devised  an  explicit  method  with  a contact/friction  algorithm,  which  was  used  to  propagate  multiple  cracks  along 
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arbitrary paths through a continuum damage model [61].  Xu and Needleman, on the other hand, implemented an implicit model with a predetermined crack location.  A cohesive boundary was added between existing elements in the model that related tractions and displacements and allowed for the creation of new surfaces [62]. 
Although  the  modified  elements  and  inclusion  of  cohesive  zone  elements worked well for infinitesimally sharp cracks, alternate techniques were required to capture  the  stress  field  around  the blunted  cracks observed  in  the  tested  fracture toughness  samples.    Due  to  the  stress  singularity  and  lack  of  a  finite  theoretical solution near a crack,  care must be  taken when developing  the model.   Therefore, proper element type, size, and shape were key to the success of the model.  Through two  iterative  studies,  a  mesh  was  developed  around  the  crack  tip  with  standard quadrilateral elements that minimized the error within the mesh while maintaining a computationally efficient model. 
The dimensions of the EDM notch and fatigue pre‐crack were procured from sample MT‐LN‐A,  post  fracture,  as  shown  in  Figure  3.2.    The  notch  and  pre‐crack were  both  approximated  in  the  model  as  thin,  straight,  uniform  notches  with  a rounded tip.  Unlike the serial sectioned sample CT‐LN‐A, the length of the pre‐crack of MT‐LN‐A was similar on either side of  the sample and modeled with a constant length  through  the sample.   The width,  length, and height of  the model were  then made  large  to  simulate  a  crack  within  an  infinite  body,  a  scenario  with  existing analytical solutions [32, 63, 64]. 
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Figure 3.2 ­ EDM, pre­crack, and delamination measurements in mm. 
3.1.2 Pre‐crack Mesh Iterative Study An  iterative  approach  was  taken  to  create  an  adequately  refined  mesh around  the  blunted  crack  tip  using  C3D8  elements  in  PATRAN  and  analyzed with ABAQUS  [65,  66].    A  coarse mesh was  applied  to  the  remainder  of  the model  for computational efficiency.  To save on computation time, half symmetry of the crack was utilized as displayed in Figure 3.3.   The dimensions of the model are shown in Figure 3.4.  The bottom surface of the model was constrained at the nodes in the x‐, y‐,  and  z‐directions  to  prevent  rigid  body  motion.    A  uniform  displacement  was applied in the y‐direction on the nodes across the top surface.  Since linear elements were used, a constant displacement at each of the nodes corresponds to a constant displacement  along  the  sides  of  each  element  and  thus  a  constant  displacement along the entire surface.   This displacement was calibrated so that the elements in the  vicinity  of  the  pre‐crack  tip  were  brought  to  yield.    A  schematic  of  the 
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constraints and loads may be seen in Figure 3.5.  The properties of Al‐Li 2195 used in the linear elastic material model were based off of tests provided by MSFC [33] as shown in Table 3.1. 
 
Figure 3.3 ­ M(T) validation model mesh 
 
Figure 3.4 ­ M(T) validation model dimensions 
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Figure 3.5 ­ Diagram of model constraints and loading 
Table 3.1 ­ Al­Li 2195 material properties 
σy (MPa)  E (GPa)  ν 488.2  77.6  0.328  Since  the 1/√r  stress dependence around  the  crack‐tip was not  intrinsic  to the  choice  of  elements,  as  in  the  case  of  the  modified  triangular  elements,  a convergence  study  was  carried  out.    Three  different  crack‐tip  meshes  were  then developed:  a  coarse  mesh  with  a  full‐circle  of  elements  around  the  pre‐crack,  a course mesh with a half‐circle just around the pre‐crack tip, and a second half‐circle mesh with finer elements as shown in Figure 3.6.   The number of elements, nodes and degrees of freedom (DOF) for each mesh may be found in Table 3.2.  Outside of the elements in the vicinity of the fatigue pre‐crack and EDM notch, all versions of the  mesh  were  similar.    In  addition  to  any  benefits  received  from  refinement, redistribution of elements reduced the number of poorly‐shaped elements, defined as  having  an  interior  angle  less  than  45°  or  greater  than  135°,  from  3.8%  of  the 
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elements in the full circle mesh to 0.35% and 0.14% in the coarse and fine half‐circle meshes, respectively.   
a) 
 
b) 
 
c) 
 
Figure 3.6 – Crack­tip (0.1 mm wide) meshes a) full­circle, b) coarse half­circle, and c) fine 
half­circle 
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Table 3.2 ­ Mesh details 
Mesh  Elements  Nodes  DOF 
Full circle  9216  11070  33210 
Coarse Half­circle  18128  21258  63774 
Fine Half­circle  33488  38718  116154  A  common  method  for  error  estimation  within  the  FEM  uses  the discrepancies  with  calculation  of  stresses  at  the  nodes.   While  the  displacements found  at  the  nodes  exhibit  continuity  between  elements,  the  stresses  and  strains (and other flux quantities) do not due to their dependence on the derivatives of the shape  functions  of  individual  elements.    To  account  for  this  inconsistency  in  the stress gradient of  the mesh, several smoothing operations have been developed to improve continuity  [60].   Through comparison of  the original unaveraged element stress  and  that  obtained  from  such  an  averaging  operation,  an  estimate  of  the quality of the mesh can be made.   
In ABAQUS,  the  stresses  are  extrapolated  out  from  the Gauss  points  to  the nodes. Extrapolated data is then averaged among all of the contributing elements at a particular node as long as it satisfies the specified threshold: 
    [3.1] 
as  shown  in  Figure  3.7,  the  integration  points  are  represented  by  the  ‘x’  and  the nodes by the circles.  For this analysis, the threshold was continuously set to 75%; if the  variation within  a  particular  node was  less  than  75%  of  the  global  variation, 
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then  the  extrapolated  data  would  be  averaged,  otherwise  multiple  values  are provided for the node [66]. 
 
Figure 3.7 ­ ABAQUS stress smoothing 
  The error‐estimator is determined as an elemental average of the difference between the raw stress data found from the derivative of the shape function and the smooth  field  that  is  calculated  at  the  nodes  and  then  interpolated  through  the element  [60].    While  the  units  of  the  error‐estimator  give  a  misleading representation  of  solution  error  within  an  element,  it  is  rather  a  means  for determining the ability of the current mesh to capture the gradients of the solution, an objective means of checking the quality of a mesh.   A mesh with a uniform, low value error‐estimator  implies  that  the current mesh  is capable of representing the variations of the key parameters. The  von  Mises  stress  form  of  the  error‐estimator  was  chosen  for  this investigation as it incorporates all six components of a symmetric stress tensor and is defined over a patch of m elements: 
    [3.2] 
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where ||e|| is the global energy error norm or error estimator, σe is the unaveraged von Mises stress, and σe*  is  the von Mises stress after a smoothing operation [60].  The von Mises stress contours are displayed for the coarse full‐circle mesh in Figure 3.8 before and after smoothing.   The error estimator contours are shown  for each mesh around the pre‐crack tip in Figure 3.9. 
 
Figure 3.8 ­ Unaveraged von Mises stress contours for the coarse full­circle mesh a) smoothed 
and b) unaveraged. For the remainder of the investigation, the coarse half‐circle crack tip mesh (Figure  3.6‐b)  with  30  elements  around  the  tip  was  chosen.    The  choice  was  a balance between the computational efficiency of  the mesh and the accuracy of  the mesh.   While  the  fine half‐circle mesh with 50 elements around the crack tip gave the  most  accurate  result  (i.e.  the  lowest  error  estimator  field  for  the  region immediately adjacent to the tip),  it came at a cost of  twice the computational  time and a higher memory demand.  The primary concern of the mesh was to determine the stress field close to the crack tip rather than the first few elements around it, and both half‐circle meshes have adequate refinement a few elements out. 
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Figure 3.9 ­ Mises error estimator for a) coarse full­circle mesh b) half­circle mesh and c) fine 
half­circle mesh. 
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3.1.3 Thickness Iterative Study After an adequate mesh had been developed around the crack tip, a second study was performed to capture the through‐thickness effects of  the body.   On the surface of the model,  the body was closer to a state of plane stress due to the free surface.  Conversely, the center of the body was near a state of plane strain from the constraints of the surrounding material.   To capture the thickness effects resulting from these two states and the transition between them, four different models were developed.   Two full thickness models were constructed with elements of constant width; one with 8 elements (Figure 3.10‐a), and the other with 50 elements through the thickness (Figure 3.10‐b).  Two half‐thickness models were created with a plane of symmetry at t/2 and elements biased towards the surface; one with 20 elements (Figure 3.10‐c), and the other with 50 elements through the thickness (Figure 3.10‐d).  
 
Figure 3.10 – The four iterations of the through­thickness models 
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Each model was constrained and loaded as outlined in Section 3.1.2.  A plot of the computational time required for the analysis of each of the models is shown in Figure 3.11.   The time was normalized with respect to the model with that ran the fastest, the 8‐element constant thickness model.  To check the validity of each mesh capturing the appropriate states of stress through the thickness,  the normal stress (σzz)  was  compared  at  θ=0  and  at  a  distance  of  0.02 mm  from  the  pre‐crack  tip.  Figure  3.12  displays  the  normal  stress  plotted  through  half  the model.    From  the plot, it is seen that even with elements 0.3% as thick as the total sample in the 50‐element biased mesh, none of the models were able to capture the true plane stress state on the surface.   
 
Figure 3.11 – Relative computational time versus number of thru thickness elements 
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Figure 3.12 – σzz stress through half of the thickness of the model With the most refined model still containing a large normal stress in the first few elements, it is computationally inefficient to attempt to recover the plane stress state.  After one element into the model, the biased meshes have very similar stress profiles  with  the  20‐element  mesh  bearing  1/6  of  the  computational  cost.    With increasing refinement comes diminishing gains, thus, a refinement similar to the 20‐element biased mesh was chosen for the models of the true sample geometry.  This issue  is  inherent  of  the  FEM  regardless  of  the  refinement  near  a  free  surface.    At surface nodes, the stress values are based off of the derivative of the shape function rather  than  constrained  by  the  stress  free  boundary  condition.    Hence  from  this point  forward,  when  referring  to  the  stresses  found  at  the  surface  of  the  model, values  are  taken  from nodes  one  element  into  the model  and  away  from  the  free surface. 
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3.1.4 Comparison with Literature To validate the stress solution near the pre‐crack tip, the model results were compared  to known analytical  solutions.    Irwin and Westergaard were among  the first  to  derive  solutions  for  the  stresses  in  a  body  with  certain  cracked configurations [32].  Through the introduction of a complex stress function into the Airy  stress  function, Westergaard  arrived  at  a  solution  capable  of  solving  limited Mode  I  crack problems.    The Westergaard  approach has  since been used  towards the solution of a wider range of crack problems [32].   With the introduction of the stress  intensity,  the  stress  solution  at  an  infinitesimal  element  close  to  a  Mode  I opening crack is defined: 
    [3.3‐a] 
    [3.3‐b] 
    [3.3‐c] 
    [3.3‐d]     [3.3‐e]     [3.3‐f]     [3.3‐g] 
for an isotropic, simply connected body where r and θ are defined as seen in Figure 3.13 [32].  KI describes the intensity of the field and accounts for the geometry of the body and the corresponding loading.   
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Figure 3.13 ­ Infinitesimal stress element definition 
In order  for  this  solution  to be  appropriate  for  a particular  case,  all  plastic deformation  must  be  small  relative  to  the  crack  and  any  other  characteristic dimension of the body.  Satisfaction of this criterion is known as small scale yielding (SSY).    Conversely,  the  Hutchinson‐Rice‐Rosengren  (HRR)  elastic‐plastic  solution was developed to determine the stress state within the inelastic region near a crack tip  [30, 31].    In  this region, plastic strain dominates  the deformation and the 1/√r singularity breaks down and the stress behavior is better characterized by a power law.  Like SSY, there are limits to the applicability of the HHR solution; in particular, it is restricted to the region that can be characterized by the J‐integral [15, 32].  For simplicity, the model in this study was loaded to a state in which SSY was applicable and only linear elastic fracture mechanics were needed. Characterization  of  stress  intensities  and  concentrations  have  been developed  for  a  broad  spectrum  of  geometries  and  gathered  in  handbooks  by Peterson,  and  others  [64,  67].    The  solution  (based  off  of  work  by  Newman  and 
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Nishitani [67]) for a through‐thickness oval hole with sharp cracks on either end of the  major  axis  in  an  infinite  medium  (as  displayed  in  Figure  3.14)  was  used  to determine  the  dimensionless  geometry  factor  for  use  in  the  calculation  of  the associated  theoretical  stress  intensity  (Eq.  2.1).    The  applied  stress  for  the calculation was  gathered  from  the  average σyy  stress  along  the  top  surface  of  the model.  The σxx and σyy solutions for the simulation are compared with linear elastic theory along the x‐axis in front of the pre‐crack tip as shown in Figure 3.15.  The τxy solutions along the y‐axis above the crack tip are shown in Figure 3.16.   From Eqns. 2.5.3 a‐b, the theoretical σxx and σyy stresses have identical stress profiles along the θ = 0 line.  However, theory does not account for the free surface at the tip of a blunted crack.  As such, both σxx and τxy stress components approached zero  in  the  model  at  the  crack  tip.    Another  contrast  between  theory  and  the simulation values was apparent  in the first  few elements of the σyy stress solution.  Where the theoretical solution approached infinity as r approached zero (as seen in Eqn. 3.3‐b), the simulation had a finite value.  Similar to the thickness study, further refinement at the crack tip would be required to better approximate the singularity, but  after  the  first  three  elements,  the  theory  and  simulation  results  are  in agreement. 
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Figure 3.14 ­ Depiction of geometry used in theoretical linear elastic solution [67] 
 
Figure 3.15 ­ σxx and σyy solutions from linear elastic theory and the model at the surface and 
t/2 along the x­axis. 
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Figure 3.16 – τxy solutions from linear elastic theory and the model at the surface and t/2 
along the y­axis. 
In  addition  to  standard  linear  elastic  solutions,  the  stress  fields  around  the crack‐tip were compared to the analytical solution calculated by Cook and Gordon for a blunted crack tip.  Cook and Gordon were interested in the crack propagation properties of brittle laminated composites, which fracture in a similar manner to the Al‐Li  system  under  investigation.    For  the  composites  to  successfully  resist  crack growth, it was postulated that the adhesive strength at the interfaces was to be less than the cohesive strength of the solid layers [63].  A similar conclusion was found by  Hamel  regarding  delaminations  in  Al‐Li  2195,  the  boundary  strength  between grains was much less than the strength of primary crack growth in a crack divider orientation [68].  For their stress field calculation, Cook and Gordon assumed a thin oval crack, with an aspect ratio of about 20,000, within an infinite and homogenous body loaded by a uniaxial tensile stress applied at infinity [63].  The stress contours 
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calculated  by  Cook  and  Gordon  are  compared with  the  results  obtained  from  the simulations in Figure 3.17 – 3.19.   The trends found within the simulations closely resemble  the  results  from  literature  as  shown.  Both  solutions  were  calculated utilizing  linear  elastic  behavior,  thus  the  fields  differ  by  a  constant  scaling  factor.  After  the  iterative mesh  studies  and  comparisons with  results  from  literature,  the mesh around the pre‐crack tip was deemed adequate for use with the M(T) sample geometry. 
   a)  b) 
Figure 3.17 ­ σxx stress contours from a) simulation and b) Cook and Gordon [63] 
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   a)  b) 
Figure 3.18 – σyy stress contours from a) simulation and b) Cook and Gordon [63] 
   a)  b) 
Figure 3.19 ­ τxy stress contours from a) simulation and b) Cook and Gordon [63] 
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3.2 Pre‐Crack Model The geometry of the M(T) sample, as shown in Figure 2.1, was modeled using PATRAN [65].  Similar to the validation models, the EDM notch and pre‐crack were assumed  to  be  straight  and  through  the  thickness  of  the  sample.    The  first model was created to understand the state of stress in an isotropic, homogenous body with the  same  geometry  as  the  sample  prior  to  any  delaminations.    The  same  mesh developed in the previous section for the crack field (Figure 3.6‐b) was used along with  a  coarser mesh  throughout  the  remainder  of  the  sample  as  shown  in  Figure 3.20‐a.  A biased thickness gradient of 15 elements refined at the surface was used for the gage section of the model.  Elements of constant thickness were used for the remainder of the grip section as shown in Figure 3.20‐b.  Any error introduced from the large gradient in element thickness at the grip section was far enough away from the region of interest that the crack tip field was not affected. 
For  computational  efficiency,  only  1/8  of  the  sample  was  modeled  with appropriate boundary conditions along the planes of symmetry.  As shown in Figure 3.20‐c, the model was constrained on the back surface in the z‐direction, on the left face  in  the x‐direction,  and on  the bottom  face  in  the y‐direction.   The model was loaded along  the  top surface of  the pinhole, as  in  the experiment.   A displacement was  applied  such  that  the  von Mises  stress  in  the model  far  from  the  crack  was equivalent  to  the  nominal  stress  in  the  experimental  sample  prior  to  failure.    An elastic plastic material model was used with the hardening based off of the uniaxial tension tests provided by MSFC [33] and shown  in Figure 3.21.   As seen,  the alloy exhibited small amounts of hardening with only 40 MPa of increased stress over 4% 
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of plastic strain.  An isotropic hardening model was employed within ABAQUS using data points from the stress‐strain curve. 
 
Figure 3.20 ­ Pre­crack model a) crack tip refinement b) element thickness gradient c) 
boundary conditions 
 
Figure 3.21 ­ True stress – plastic strain curve based off of tests performed at MSFC [33]. 
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  The stress results around the pre‐crack tip near the surface and at the center plane are illustrated in Figure 3.22.   All three normal stress components showed a strong  contrast  between  the  two  locations.    In  particular,  the σxx  stress  had  large compressive  and  tensile  regions  above  the  crack  tip  at  the  surface  that  are  non‐existent at t/2.  To satisfy compatibility, the body contracted in front of the crack tip to account for the large plastic deformation in the y‐direction.  The elastic material above the pre‐crack was pulled in tension as the body contracted.   While the large compressive  zone  approached  350 MPa,  the  tensile  region  peaked  near  400 MPa, 80% of the yield strength.  However, these large stresses vanished 0.25 mm into the model, or 2.5% of the thickness of the specimen. These two zones were confined to the  free  surface  where  the  body  experienced  a  large  amount  of  out  of  plane deformation,  as  seen  in  both  the  experimental  samples  in  Section  2.3  and  the simulation  displacement  results  in  Figure  3.23.    Both  the  x‐  and  z‐direction contractions  were  greatest  near  the  surface  of  the  model,  with  the  z‐direction deformation contained primarily within the first quarter of the model thickness. Conversely,  while  the  trends  in  the  σyy  stress  were  consistent  at  both locations of the sample, the magnitude more than doubled at the center plane with values exceeding 1000 MPa.  As expected, each normal stress component was lower at the free surface, with σzz approaching zero.  The higher values at the center of the model  were  attributed  to  the  increased  level  of  constraint  and  corresponding increase in the level of triaxiality.  The shear stress, on the other hand, did not show much  variation.  Unlike  the  normal  stress  components,  τxy  decreases  slightly  in magnitude  at  the  center  plane.    Whereas  the  three  normal  stress  components 
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typically displayed a maximum  in  front of  the pre‐crack  tip,  a  sharp  spike  existed above the crack tip in the shear stress field and approached zero on either side.   
 
Figure 3.22 ­ Stress contours surrounding the pre­crack tip at the surface and at t/2 in the 
model. 
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Figure 3.23 ­ Through thickness crack field displacements 
The variations in the stress components through the thickness of the model are shown via cuts taken in front of the crack tip on the x‐z and y‐z planes shown in Figure 3.24 – 3.26. The uniaxial tensile yield limit (488 MPa) was surpassed in each of the normal stresses, but not by the shear stress.   The strong variations between the two planes  in Figure 3.22 are clearly shown to be minor surface effects.   After 1/10  of  the  thickness,  the  normal  stress  components  developed  a  set  trend  that gradually  increased  with  a  maximum  at  t/2.    Conversely,  the  shear  stress component remains relatively constant throughout the thickness. 
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Figure 3.24 – σxx stress contours near crack tip 
 
Figure 3.25 – σyy stress contours near crack tip 
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Figure 3.26 – σzz stress contours near crack tip 
 
Figure 3.27 – σxy stress contours near crack tip 
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The large axial stress (σyy), which was found to be between 1.5 and 3 times greater  than  the  other  stress  components,  was  expected  from  the  classic  Mode  I opening  crack  geometry  of  the  sample.    For  an  isotropic  material,  this  stress component  would  dominate  the  bulk  behavior  and  continue  to  propagate  the existing  crack  in  the  same  general  direction,  perpendicular  to  the  applied  load.  However,  in  the  context  of  this  investigation,  delaminations  developed perpendicular to the pre‐crack prior to growth of the primary crack.  As mentioned in Chapter 1, Al‐Li alloys have weak grain boundary strengths due to excessive grain boundary  stress  concentrations  from  coplanar  slip,  grain  and  sub‐grain  boundary precipitates, and variations in chemical composition.  The strong anisotropic aspect ratio  of  the  grains  further  weakens  the  grain  boundaries.    Therefore,  the  stress components  acting  along  these  weakened  interfaces  are  expected  to  strongly influence  the  fracture behavior.    Since  the precise  inclusion of  crystal plasticity  to account for the grain interactions in the simulation is out of the scope of this study, alternate means are necessary to represent the weakened boundaries.   
To determine  the chances  for a crack‐arresting delamination, a comparison was made between  the potential  for a sample  to  fail  in a Mode  I  fracture versus a Mode  II  fracture.    The  dominant  stress  for  each  mode  was  normalized  with  the respective material strength to calculate a potential.   For a Mode I failure, the axial stress (σyy) drives the crack propagation and was normalized by the yield strength.  Through  the  use  of  bi‐crystal  finite  element  simulations  with  cohesive  elements, Hamel  determined  that  a  grain  boundary  strength  approximately  three  times weaker  than  the  primary  crack  strength was  required  to  nucleate  and  propagate 
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delaminations  in  the  crack  divider  orientation  of  Al‐Li  2195  [68].    In  a  Mode  II failure, the shear stress (τxy) drives crack growth and was normalized by the grain boundary strength equal to 1/3 of the uniaxial tensile yield strength. 
Figure  3.28  and  3.29  show  the  trends  of  the  potentials  at  the  center  plane and through the thickness of the model.  The Mode I potential for failure resulted in a larger value than the Mode II potential at the center plane, but was much smaller near the surface and on a global scale through the thickness of the model.  Thus, the specimen was  primarily  in  a Mode  II  opening  crack mode  at  the  surface  and  in  a mixed‐mode  through  the  remainder  of  the  thickness,  allowing  for  adequate potential of either type of failure.  As defined, the Mode II potential does not account for the stress normal to the grain boundaries (σxx), which would also have positively contributed  to  the  driving  force  for  delamination.    However,  due  to  the  unknown interplay between the stress components, the normal stress was not included.  The potential  for delamination  in a multiaxial  setting was  further  investigated  through the use of a damage parameter in Section 3.4. 
 
Figure 3.28 ­ Mode 1 Crack Potential 
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Figure 3.29 ­ Mode 2 Crack Potential  
3.3 Delamination Model The second model was developed to understand the state of stress just after the point of delamination.   One main difference  in  the  creation of  the  two models was  the  issue  of  sample  history.    As  these  models  are  presented  to  emulate  the stress  state  immediately  prior  to  and  following  the  delamination  seen  in  the experiment, the accumulated plastic strain in the pre‐crack model should be evident in  the  delamination model.    To  closely  model  the  stress  development  during  the delamination  event  and  include  the  plastic  wake  of  the  crack  growth,  cohesive elements (as described in Section 3.1.1) would need to be implemented.   Since the inclusion of these elements was out of the scope of this study, a different approach was  taken  to  address  the  issue.    The  two  models  were  instead  designed  as  two independent  snapshots  before  and  after  the  delamination  event.    To  study  the driving  forces  for  further  delamination,  an  accurate  representation  of  the  stress state  around  the  delamination  tip  was most  important,  as  opposed  to  the  region close to the fatigue pre‐crack.  The modeling of deformation history linking the two 
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snapshots  was  thus  avoided  in  its  entirety.    Instead,  subsequent  comparison between simulation and DIC results will provide an assessment as to the suitability of the approach adopted herein. 
 
Figure 3.30 ­ Delamination model crack tip mesh 
The base geometry from the pre‐crack model was utilized with the addition of  a delamination added at  the end of  the  fatigue  crack as measured  from sample MT‐LN‐A.   Therefore,  similar assumptions were made  for  this model: an  isotropic, homogenous  body with  a  straight,  through‐thickness  EDM  notch  and  fatigue  pre‐crack.    Comparable  to  the  other  cracks,  the  delamination  was  approximated  as straight  with  no  variation  throughout  the  thickness  of  the  sample.    The  general meshing scheme that was developed in Section 3.1 was again utilized for this model.  As  depicted  in  Figure  3.30,  a  half  circle mesh  of  radially  graded  elements  refined with 32 elements around the tip of the delamination was created.  The remainder of 
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the model was meshed identically to the prior model.   The model was constrained and loaded in an identical manner (Figure 3.20‐c) with the same isotropic hardening material model. 
 
Figure 3.31 ­ Strain comparison between DIC and simulation in units of percent strain. As  noted  above,  the  strain  trends  from  the  finite  element  solution  were compared  to  the  full  field  results  obtained  during  the  DIC  experiments.    The unloaded  residual  strains  from  sample MT‐LN‐A  post  fracture  and  the  simulation after  a  similar  loading  and  unloading  sequence  are  shown  in  Figure  3.31.  Comparisons were made between εyy, εxx, and εxy.  As shown, the simulation results closely  followed  those  found during DIC;  each  field  displayed  the  same  triangular region of intense plastic deformation confirmed in the visual results in Section 2.3.  In addition to the triangular region, each of the strain fields has a second region of increased stress emanating at approximately 45° from the delamination tips toward the exterior side of  the sample with a zone of decreased deformation between the two  ‘wings’.    The  differences  between  the  two methods may  be  attributed  to DIC only accounting for the surface of the sample, whereas the FE model calculated each 
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strain component.  In addition, the simulation did not directly account for the grain anisotropy.   With how close  the simulation comes  to  the experimental  results,  the assumption  ignoring  the  plastic  history  from  the  pre‐crack  model  was  deemed adequate. 
The stress results around the delamination tip are presented in Figure 3.32.  The  three normal stresses and shear stress of principal  interest, τxy, are plotted at the  surface  and  center  plane.    Similar  variances  between  the  stress  field  near  the surface and at the center plane that were seen in the pre‐crack model were apparent with the delamination model.  While σxx and σzz showed strong variations between the  two  locations,  σyy  and  τxy  were  more  similar.    Reminiscent  of  the  pre‐crack model,  the  transverse  stress  (σxx)  exhibited  regions  of  compressive  and  tensile stresses with maximums that approached half of the yield strength on either side of the  delamination  tip  at  the  surface.    Near  the  center  of  the  sample,  the  regions switched sides as the area above the delamination tip changed from close to stress free to about ‐50 MPa.  Just barely above the delamination, the stress was shown to have approached zero in both locations. 
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Figure 3.32 ­ Stress results around the delamination tip 
The axial stress (σyy) retained similar trends at the surface and at the center.  With the EDM notch and fatigue pre‐crack to the left of the delamination, the outer material was  forced  to withstand  the  applied  loads.   Therefore,  a  large  amount of 
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tensile stress existed to the right of the delamination with a maximum near the tip on the center plane.  The regions of tension on only the outer portions of the model placed the sample in a slight bending mode.   This created compressive stresses on the  internal  side  of  the  delamination  concentrated  at  the  tip.    Similar  to  the transverse stress field, the region directly above the delamination was left relatively stress free.  The thickness stress field (σzz) was no different at the center plane: two distinct  compressive  and  tensile  zones  on  either  side  of  the  delamination  with  a stress free region above the delamination tip.  Unlike the axial and transverse fields, the compressive and tensile regions were of comparable size and magnitude.   The shear stress (τxy) field was concentrated directly above the delamination tip at both locations, as  in the pre‐crack model.   Conversely, the sides of the delamination are left close to shear stress free. 
The  through  thickness stress  field variations are shown  in Figure 3.33‐3.36 via cuts taken on the y‐z plane through the center of the delamination and on the x‐z plane a  few elements above the tip.   The two perspective views correspond to the side internal to the delamination (just above the fatigue pre‐crack) and the external side  (closer  to  the  edge  of  the  sample).    In  sharp  contrast  to  the  pre‐crack mode, there  was  very  little  triaxiality  ahead  of  (above)  the  crack  tip.    Recently,  Kweon confirmed  the  damaging  potential  of  positive  triaxiality  through  the  use  of experiments and crystal plasticity simulations of samples with a wide spectrum of triaxiality  [69].    In  hydrostatic  stress  dominated deformations,  grains  close  to  the center were found to fail first as the stress free surfaces developed a gradient in the hydrostatic stress through the body: low near the surface and higher at the center.  
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When shear dominated the deformation, grains near the surface were found to fail first.  Under pure shear, there is more freedom for surface grains to expand whereas volume  preservation  is  observed  in  the  center;  some  grains  expand while  others contract [69]. 
Even without a  large  triaxiality ahead of  the crack,  each of  the  stress  fields contributed to the driving force of a delaminating crack rather than a continuation of  the  crack perpendicular  to  the  loading direction and  creating  a  “stair‐stepping” path.    A  stress  component  which  would  impose  significant  amounts  of  crack blunting,  impeding  continued  fracture  along  the  grain  boundaries  in  favor  of  a transgranular path, was not observed.    In a standard fracture,  the maximum shear stress lies at 45° to the primary crack, resulting in a sawtooth crack path along the principal  shear  bands  but with  an  overall  propagation  direction  perpendicular  to the  applied  load.    However,  in  Figure  3.36,  it  is  shown  that  the  maximum  shear exists  at  90°,  since  the  two  remaining  shear  components  are  negligible.    As  the exterior side of the delamination is pulled up in tension, the interior region is pulled down  in  compression.    This  large  axial  stress  gradient  across  the  tip  of  the delamination would amplify the τxy shear effect. A similar gradient  is visible  in the thickness  stress  component,  albeit  on  a much  smaller  scale.    The  opposing  stress regions on either side of the delamination impose a τxz shear, which also acts upon the weak grain boundary of the delaminating plane. 
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Figure 3.33 – σxx through thickness variation for the delamination model 
 
Figure 3.34 – σyy through thickness variation for the delamination model 
  87 
 
Figure 3.35 – σzz through thickness variation for the delamination model 
 
Figure 3.36 −  σxy through thickness variation for the delamination model 
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3.4 Damage Parameter To characterize the potential for delamination accounting for both the normal and  shear  stresses acting on  the grain boundaries,  a modified  form of  the Findley parameter was developed in this investigation.  The generalized parameter was then applied to both the pre‐crack and delamination models to find regions of heightened damage.  Both the crack arrestor and crack divider orientations were examined with the pre‐crack model, while only  the crack arrestor orientation was examined with the delamination model. 
3.4.1 Damage Parameter Development In  1954,  Findley  proposed  a  coupling  of  stresses  in  the  development  of fatigue  damage  to  account  for  the  propensity  of  samples  to  fail  sooner  in  tension over  torsion  [70].    This  may  be  simply  explained  through  the  Mohr’s  circle  of  a ductile, isotropic body subjected to both loading conditions as shown in Figure 3.37.  For  this  ductile  body,  failure  occurs when  the maximum  shear  strength  has  been surpassed.    During  cyclic  loading,  the  maximum  fatigue  damage  for  the  torsion sample  is  only  subjected  to  shear,  whereas  the  tension  sample,  undergoes  an additional  normal  stress  component.    While  shear  forces  are  necessary  to  drive dislocations  and  develop  fatigue  damage,  positive  normal  forces  catalyze  the process by opening any existing microcracks reducing contact frictional forces that resist the shear [71].  Thus, it is expected that the tension sample would fail sooner in fatigue.   
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Figure 3.37 ­ Mohr's circle for torsion and tension 
Similar  differences  in  the  observed  local  stress  occur  between  the  grains within  a  polycrystalline  body  under  a  particular  load.    Depending  on  the crystallographic  orientation  of  a  grain,  the  local  state  of  stress may  vary  strongly from the nominal stress.  For fatigue applications, Findley approximated the damage developed by these components of stress as: 
    [3.4] 
where τc is the cyclic shear stress, σn,max is the maximum normal stress on the plane of  critical  shear  stress,  and  β  and  α  are  experimentally  determined  material constants [72].  
In  1987,  Fatemi  and  Socie  proved  that  the  coupling  between  shear  and normal  stress  was  dependent,  in  contrast  to  Findley’s  independent  form  [73].    A sample  that was  tested under  static,  uniaxial  tension  conditions would generate  a normal  component  of  stress,  but  not  a  cyclic  shear  stress.    Based  on  Findley’s definition  of  the  damage  parameter,  the  normal  stress  from  the  static  test would 
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accumulate fatigue damage.  Since shear is necessary for fatigue failures, Fatemi and Socie proposed a dimensionless form of the Findley parameter:  
    [3.5] 
where Δγ p  is  the  in‐plane shear strain, σn,max  is  the maximum stress normal to the shear plane, σy is the yield strength of the material, and k is a dimensionless scaling parameter [73].   Further modification to the Fatemi‐Socie parameter by K. Findley added grain  size effects  and  factors  to account  for  the  fatigue  stress  ratio  (R) and applied strain ranges [74]. 
  During fatigue, shear stress is the primary source of dislocation motion and the cause of damage, but this may not be the case for other failures.  Thus a generic form of the Fatemi‐Socie parameter is adopted: 
    [3.6] 
During  development,  the  original  Fatemi‐Socie  parameter  was  made  general  and meant to apply to an  initially unknown plane of maximum shear corresponding to where a body was most likely to fail.  However, for Al‐Li 2195, the most likely plane of potential failure is already known: the grain boundaries that are aligned with the N‐plane normal as shaded in Figure 3.38. 
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Figure 3.38 ­ Grain boundary interface   It is important to distinguish which component of stress acts as the primary source for damage and the associated secondary mechanism.  As the weakest plane is already known, the normal and shear stresses acting on this plane are considered.  Utilizing a crystal plasticity framework similar in development to the Taylor model with  the  addition  of  anisotropic  elasticity  and  a  rate‐independent  kinematic hardening model, McDonald  investigated  the  interactions between grain pairs  in a crack‐tip strain field with either a global crack arrestor or crack divider orientation.  While  the  crack  divider  orientation  was  found  to  contain  a  strong  normal  force between grain boundaries on the N‐plane normal, the crack arrestor orientation had a combination of both shear and normal stresses [15].  Upon the initiation of a crack divider  delamination,  Kalyanam  also  found  that  the  large  normal  stress was  self‐generating and capable of continuing  the propagation of delamination cracks  [19].  As seen in Section 3.3 with the delamination model, the stress field on either side of the  delamination  tip  is  insufficient  to  promote  fracture  in  the  primary  direction normal to the applied load (Figure 3.32).  After delamination, the stress field around 
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the tip changes from a mixed mode (Section 3.2) to a Mode II stress state (Section 3.3).   
  With  the  plane  of  failure  and  primary  mechanisms  known  for  both orientations, the Fatemi‐Socie parameter may be modified to: 
      [3.7] 
for the crack divider, when the normal stress is most damaging, and to: 
      [3.8] 
for the crack arrestor, when the shear stress is most damaging, and where σNN, τLN, and τTN are the corresponding components of stress; k  is the scaling parameter for the  particular  orientation;  E  and  G  are  the  Young’s  and  the  shear  modulus, respectively;  and σys  and σy  are  the  shear  and  tensile  yield  strength,  respectively.  For these versions of the Fatemi‐Socie parameter, only the positive normal stresses that  are  able  to  separate  the  grain  boundaries  and  accumulate  damage  [71]  are included, while  the  shear magnitude on  the N‐plane  is utilized over  a  cyclic  shear strain.  The values of the damage parameter should be viewed in a similar sense to strain.    A  damage  parameter  of  0.01  or  1%  is  well  past  yield  and  in  the  plastic regime.  
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3.4.2 Pre‐crack Model Results As  the  finite  element  models  were  created  to  simulate  isotropic  bodies, specific grain alignments within the geometry may be arbitrarily assigned.  The pre‐crack model, in particular, is generic enough that any of the three common specimen orientations defined  in Chapter  1  are  applicable.    For  this  investigation,  the  crack arrestor  damage  potential  results  are  of  primary  interest, while  the  crack  divider damage  results were  obtained  to  check  the  validity  of  the  damage  paramter with literature  results.    In  the  crack  arrestor  case,  the  normal  direction  of  the  plate  is aligned with the primary crack direction.  From Section 2.3, each grain was found to have an approximate  thickness of 1 mm (in  the T‐direction)  and  roughly 5 grains exist through the full thickness of the 5 mm thick samples.  On the other hand, when a crack divider orientation is considered, the N‐direction of the rolling plate is in the thickness direction of the sample.  In this orientation, the grains were found to have an average thickness of 50 µm.  Thus, over a hundred grains may exist through the thickness  of  the  sample.    This  variance  greatly  affects  the  way  the  stress concentrations influence the behavior of the bulk samples.  The damage parameters, as  defined  in Eqs.  3.7  and 3.8  for  the  two orientations,  are  both plotted  in  Figure 3.39 near the surface and at the center of the sample.  
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Figure 3.39 ­ Damage parameter trends for both crack arrestor and divider cases near the 
surface and at the center In  the  crack  arrestor  orientation,  the  damage  parameter  had  very  similar trends  at  both  locations:  a maximum  around  90°  to  the  crack  front with  a  sharp gradient at 135° and 60°.   With an exception of the small increase around 30°, this pattern was identical to that of the τxy stress contour seen in Figure 3.22, the shear component acting along the weak elongated grain boundary.  At both locations, the high region of damage was close to a 200 µm spread in the N‐direction around the tip.    This  intense  region  contained  more  than  5  grain  pairs  with  a  N‐direction normal  and  created  the  opportunity  for  grain  pair  dependence  for  the  site  of delamination nucleation.  This choice was exhibited in the experimental samples as seen in Section 2.4.   While several of the delaminations did occur at the end of the pre‐crack, at least one nucleated a few grains away.   
  95 
When  the  crack  divider  orientation  was  observed,  the  damage  parameter followed the trend seen in the σzz stress of Figure 3.22 with out the negative region above the pre‐crack at the center of the sample.   While the surface was essentially damage  free,  the center experienced a maximum directly  in  front of  the  tip with a much slower decay than in the crack arrestor case.  In addition to a maximum with roughly 2/3 the magnitude of that developed for the arrestor orientation, the region of  high  damage  covered  less  than  a  100 µm  span  in  the  T‐direction,  or  less  than 1/10 of the average grain length in the T‐direction. 
The  through‐thickness  damage  parameter  variations  for  the  crack  arrestor and  divider  cases  are  depicted  in  Figure  3.40  and  3.41,  respectively.    A  plotting scheme similar to the pre‐crack model stress results was used:  cuts were taken just above  (or  in  front, depending on  the bulk orientation)  the pre‐crack  tip on  the XZ and YZ‐planes.   This corresponds  to  the L‐T and N‐T planes  for  the crack arrestor and the L‐N and T‐N planes for the crack divider orientation.  The variance between the surface and center plane damage trends (in the L‐T plane) for the crack arrestor case is shown to exist solely in the first few elements near the surface.  Beyond the vicinity of the surface, damage is relatively constant above the crack tip and damage free in front of the crack.   As predicted in the crack mode potential plots  in Figure 3.28  and  3.29,  a  Mode  II  crack  not  only  has  a  chance  of  occurrence,  but  also dominates the damage field. 
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Figure 3.40 ­ Through thickness damage parameter for the crack arrestor In  turn,  the  crack  divider  damage  parameter  steadily  grows  through  the thickness  with  a  maximum  at  the  center  plane.    Similar  to  the  results  found  by McDonald for sets of randomly paired grains loaded in a crack divider manner, grain pair misorientations are weakly correlated with critical damage values [15].  Rather, the  geometry  of  the  sample  dictates  the  location  of  the  failure.    This  supports evidence obtained from sectioned samples that appeared to delaminate at t/2 first [20].    The  delamination  alleviates  the  level  of  triaxiality  by  creating  a  new  free surface and  lowering constraint, effectively  turning  the  thick sample  into  two  thin bodies in parallel [19].   The region of greatest constraint is then moved to t/4 and 3t/4, the locations where the next set of delaminations were found to form [20] as seen in Figure 1.4. 
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Figure 3.41 ­ Through thickness damage parameter for the crack divider  
3.4.3 Delamination Model Results By the geometry of the delamination model, only the crack arrestor damage parameter was applicable.  In this orientation, the N‐direction of the plate is aligned with the primary crack direction and the delamination is oriented on the N‐T plane.  The damage parameter, as defined in Eqn. 3.8,  is displayed in Figure 3.42 near the surface  and  at  the  center  plane.    Reminiscent  of  the  shear  stress  field  from  the delamination model  (Figure 3.32), damage  is  strongly concentrated directly above the  delamination  tip.    Consistent with  the  pre‐crack model,  the  through  thickness damage was  relatively  constant  and  predominately  above  the  delamination  tip  as seen in Figure 3.43.   
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With grains approximately 50 µm thick and the measured delamination 5 µm wide, the region of concentrated damage ahead of the delamination was 60 µm near the surface and  finer at  the center.   The strong centralized damage does not  leave much room for deviation from the current grain boundary path.  As seen in the SEM scans  performed  on  samples  MT‐LN‐B  and  MT‐LN‐D  (Figure  2.21  and  2.24),  the delaminations  seldom  traveled  further  than one grain at  a  time  in  the N‐direction during  growth.    This  strong  propensity  to  continue  delamination  growth  over primary  crack  growth  may  attribute  to  the  difficulty  in  obtaining  a  straight  pre‐crack in the C(T) samples.   
 
Figure 3.42 ­ Damage parameter trends for the crack arrestor orientation near the surface 
and at the center 
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Figure 3.43 ­ Through thickness damage parameter for the crack arrestor 
3.5 Conclusions A finite element model has been developed to accurately capture the state of stress  around  a  blunted  crack  tip  and  then  applied  to  the  geometry  of  the  M(T) fracture toughness samples.  Two additional finite element models were created to explore the stress state within the samples before and after delamination.  A Fatemi‐Socie‐based  damage  parameter,  which  coupled  both  the  shear  and  normal components along the grain boundaries, was utilized to account for the anisotropy of  the  material  within  an  isotropic  model  and  characterize  the  proclivity  for delamination.  The principal findings of these models are summarized below: 
• Accounting  for  the  difference  between  the  driving  force  necessary  to nucleate and propagate a delamination along the weakened grain boundaries and  the  force  required  to  grow  the  primary  crack,  a  typical  Mode  I 
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dominating  crack  geometry  is  replaced  with  a  mixed  mode  state.    The behavior  at  the  surface  is  driven  by  the  shear  component  of  stress  and  a Mode II crack, while an equal opportunity of both modes of failure exists at the center plane. 
• Modeling  results  including  the  crack  arresting  delamination  correlate  well with  the  deformation  and  strain  measurements  obtained  from  the  DIC results.    Similar  triangular  shaped  regions  of  intense  plastic  deformation (emanating from the tips of the delamination at 45° and coming to a peak at the  level  of  the  primary  crack)  observed  through  visual  inspection  of  the samples  are  apparent  through  both  methods.    The  agreement  between experiment  and  simulation  supports  the  (practical)  application  of  a model with a pre‐defined delamination crack to the study of a crack arrest. 
• Upon  delamination,  the  failure  process  is  dominated  by  a  self‐generated shear  imposed,  in  part,  by  an  inherent  bending  mode.    Under  monotonic loading,  there  lacks  an  influential  arresting  force  capable  of  returning  the crack path to the primary direction perpendicular to the applied load. 
• Through  the use of  the modified damage parameter,  regions  susceptible  to delamination  were  correctly  identified  in  both  crack  arrestor  and  crack divider oriented pre‐cracked M(T) samples.  While the delamination driving force  is  approximately  constant  through  the  thickness  of  a  crack  arrestor sample, it is concentrated at the center for a crack divider sample.   As such, delamination is more orientation dependent in the crack arrestor orientation than the crack divider, which is more geometry driven. 
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4 Mathematical Model of Local Behavior 
A  crystal  plasticity  framework  with  independent  kinematic  hardening developed  by  McDonald  [15]  was  used  to  study  the  effects  of  crystallographic orientation  on  the  probability  of  delamination.    The  orientations  found  with  the EBSD  results  were  checked  to  ascertain  if  specific  orientations  were  more susceptible  to  the  strains  found within  the  finite  element  simulations.    Two  basic models were used in this investigation.   The first model looked at each orientation individually, while  the  second coupled  two orientations as a bi‐crystal  to  simulate the interaction between two grains. 
4.1 Model Basics The  basics  of  the  model  lay  within  a  crystal  plasticity  framework  that formulated  the  deformation  within  a  grain  due  to  slip.    In  essence,  the  plastic velocity  gradient  was  described  by  the  plastic  strain‐rate  contributions  provided from each of the active slip systems within the crystal.  For completeness, this model includes  large  strain  elastic  anisotropic  behavior.    In  crystal  structures  exhibiting cubic symmetry, such as the face‐centered‐cubic (FCC) structure of aluminum, three parameters characterized the elastic anisotropy.  The shear modulus, bulk modulus, and  anisotropy  parameter  were  chosen  for  this  investigation  to  address  the anisotropy.    A  mechanistic  approach  was  taken  to  address  hardening  within  the model.    For  the  FCC  system of  interest,  the  12 primary  slip  systems were  treated independently  due  to  the  lack  of  a  physically  based model  to  address  slip  system coupling.  The resistance within each slip system was taken to be rate‐independent 
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and  divided  into  multiple  distinct  linear  regions  with  corresponding  varying hardening slopes.   Each region was representative of a change  in strain hardening due to changes in mechanism or dislocation motion controlled by a particular set of obstacles. 
In the first model, each grain within an aggregate was taken separately and has a uniform deformation applied throughout, trivially ensuring compatibility, in a similar manner to the Taylor model.   This may be seen schematically in Figure 4.1.  It  has  been  shown  that  this  uniform  strain  method  may  be  treated  as  an  upper bound  for  the  stress  response  of  the  system  [15].    In  cases where  nominal  stress boundary  conditions were  supplied,  equilibrium was  satisfied  in  a  global  average sense. 
 
Figure 4.1 ­ Uniform deformation boundary conditions For the application of the bi‐crystal model, two grains were oriented side‐by‐side sharing the N‐direction normal grain boundary as shown in Figure 3.38.  While equilibrium was enforced at the grain boundary, the velocity gradient was allowed to deviate between the two grains on that face.  In other words, some components of 
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deformation  were  developed  independently  in  each  grain  so  as  to  maintain equilibrium.  The remaining faces were bounded in a similar fashion to the uniform deformation model, which allowed for the determination of the stresses on the grain boundary  interface.    A more  detailed  explanation  of  the material  model,  uniform deformation model, and bi‐crystal model may be  found  in McDonald’s dissertation [15]. 
4.2 Model Set‐up For  the  models  to  be  applied  in  this  investigation,  several  pieces  of information  were  needed:  crystallographic  orientations  specific  to  Al‐Li  2195,  an appropriate  representation  of  the  material’s  response,  and  a  characteristic deformation tensor close to a region of potential delamination.  The texture from the initial EBSD scan (Figure 2.20) of 87 grains near the region of delamination is shown in Figure 4.2 via pole figures through the [100], [110] and [111] axes and also in a Rodriquez space representation in Figure 4.3.  Rodriguez space is finite and directly corresponds  to a  crystallographic orientation without any  further  transformations or  projections.    The  origin  correlates  to  a  grain  with  a  Cube  orientation ({001}<100>)  and  the  distance  along  each  axis  represents  an  associated  rotation increasing  in  magnitude  the  further  from  the  origin.    As  such,  Rodriguez  space retains  the  cubic  symmetry  of  an  FCC  crystal,  making  it  an  ideal  choice  for representing  the  response  of  a wide  spectrum  of  orientations.    In  Figure  4.3,  the strength of the texture is shown, closely resembling that found by McDonald at t/3 in a 63.5 mm thick plate of Al‐Li 2099‐T861 and a classic rolling texture [15].  
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     a)  b)  c) 
Figure 4.2 ­ Pole figures for EBSD representative scan: a) [100], b) [110], and c) [111].  
 
Figure 4.3 ­ Strength of texture plotted in Rodriguez space.   The  material  response  was  represented  through  the  determination  of  the yielding  point,  hardening  slopes  and  thresholds,  and  the  calculation  of  the  bulk modulus: 
    [4. 1] 
and shear modulus: 
    [4. 2] 
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from the elastic modulus (E) and Poisson’s ratio (ν).  The anisotropic parameter was set to zero, which allowed for isotropic elasticity.  With large strain values applied in this  investigation,  the  effects  of  elasticity  were marginal.    Appropriate  hardening values  were  determined  to  reproduce  a  consistent  stress‐strain  curve  with  that obtained from MSFC through the use of the uniform deformation model.  A loading scheme  representative  of  a  uniaxial  tension  test  (loaded  in  the  L‐direction  of  the material) to a final plastic strain of 4% was used on the 87 orientations mentioned above.    Therefore,  the  remaining  5  components  of  the  symmetric  deformation tensor  were  given  stress  free  boundary  conditions.    The  average  axial  stress response from each step was compared to the actual tensile response as shown in Figure 4.4.  While the model yields approximately 1% later than the actual material response, the hardening is quite similar with values off by a few MPa.  Considering that the regions of interest in this investigation are subjected to an intense amount of plastic deformation, this shortcoming was determined to be insignificant. 
 
Figure 4.4 ­ Reproduction of stress strain   The strain  tensors  from the pre‐crack and delamination models, detailed  in Chapter 3, were obtained from near the surface and at the center plane and used as 
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the  boundary  conditions  in  the  crystal  plasticity models.    The  strains were  taken from locations within the region of concentrated damage for the crack arrestor case: above the pre‐crack and delamination tips in the respective models.  These tensors correspond  to  the  response  from an approximate nominal  strain of 3% applied  to the  sample.    The  strain  tensors  from  the  pre‐crack  and  delamination  model  are displayed in Table 4.1.  In all four cases, the L‐N component of shear dominated the deformation as expected from the simulation results in Chapter 3.   
Table 4.1 ­ Strain tensors for the pre­crack and delamination model. 
  Pre­crack  Delamination   L  T  N  L  T  N L  0.0265  0.0031  ‐0.1164  0.0164  0.074  ‐0.4912 T  0.0031  ‐0.0102  ‐0.0702  0.074  0.0265  ‐0.2397 Surfa
ce
 
N  ‐0.1164  ‐0.0702  ‐0.0159  ‐0.4912  ‐0.2397  ‐0.0435 
  Pre­crack  Delamination   L  T  N  L  T  N L  ‐0.0025  ‐1.758 e‐4  ‐0.0336  0.0093  0  ‐0.4129 T  ‐1.758 e‐4  ‐0.0037  ‐8.27 e‐5  0  ‐0.0003  0.0001 Cent
er
 
N  ‐0.0336  ‐8.27 e‐5  0.0092  ‐0.4129  0.0001  ‐0.0089   The strain tensor gathered at the center of the pre‐crack model resembled that found within  the HRR  field above  the  crack  tip  [15]:  a  large LN/NL component of shear with a marginal contribution from the normal stresses and negligible amounts of  the  remaining  shears.    The  strain  tensor  collected  from  the  center  of  the delamination model followed a similar trend.   The strain tensors from the surfaces of the two models also bore a strong resemblance with one another.  However, the normal strains were much smaller relative to the primary shear component  in the 
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delamination model.  While the normal strains reached values as high as 27% of the shear strain in the pre‐crack model, they failed to reach 10% of the shear at either location  within  the  delamination  model.    Essentially,  a  Mode  II  crack  had  been developed at the tip of the delamination tip.  Hence, grain orientations susceptible to shear  were  expected  to  experience  the  most  damage.    An  additional  TN/NT component of shear was found on the surface of each model and at an appreciable percentage  of  the  LN  shear:  60%  in  the  pre‐crack  model  and  49%  in  the delamination model. 
4.3 Uniform Deformation Model Results The uniform deformation model was first applied to obtain an upper bound on  the  stress  associated  with  the  prescribed  strains  and  inherent  potential  for delamination.    To  facilitate  the  discussion,  the  results  were  plotted  in  both  the Rodriguez  space  coordinates,  as  explained  in  Section  4.2,  and  in  cumulative probability  plots.    While  the  Rodriguez  space  plots  gave  a  broad  view  on  the possible  orientation  responses  and  may  be  used  to  observe  any  corresponding trends,  the  cumulative  probability  plots  displayed  the  likelihood  of  a  particular response.    Each  Rodriguez  space  plot  was  created  using  a  wide  spectrum  of orientations, rather than only the ones found in the EBSD scans.  Each point on the plot represented the response of the orientation with the corresponding Rodriguez space vector.   This  avoided any misrepresentations  in values  caused by averaging the results of a few grains over the range of potential orientations.  In contrast, the probability plots displayed only the results from the 87 grains in the EBSD scan, the range of possible material responses. 
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4.3.1 Pre‐crack Model The  stress  results  obtained  from  the  finite  element  model  and  uniform deformation model at both the surface and center plane are shown in Table 4.2.  The values  from  the  finite  element  solution  were  obtained  from  the  centroid  of  the element from which the strains were gathered.  The uniform deformation values are representative of the nominal response of the 87 grains, an average over all of the possible  orientations.    With  the  exception  of  the  respective  under  and  over estimates of  the axial  stress  (σLL)  at  the  surface and center,  the nominal  response very  closely  resembles  that  from  the  (isotropic)  finite  element  model.    As  the damage at  the grain boundary  is  (likely)  independent of  this  component of  stress, the difference is negligible.  At the surface, the shear stress components acting along the  weakened  boundary  (LN,  NL)  overshadow  the  contributions  of  the  other components.  Conversely, a combination of shear and normal stress was found at the center.    A  similar  plane  strain  response was  found  for  an  HRR  field  near  a  crack within an infinite body [15]. 
Table 4.2 ­ Stress tensors for the pre­crack model 
  FEM (MPa)  Uniform Deform (MPa)   L  T  N  L  T  N L  169  7.13  ‐315  112  8.19  ‐315 T  7.13  15.2  ‐130  8.19  ‐28.6  ‐163 Surfa
ce
 
N  ‐315  ‐130  138  ‐315  ‐163  43.1 
  FEM (MPa)  Uniform Deform (MPa)   L  T  N  L  T  N L  170  2.93  ‐322  259  ‐20.3  ‐340 T  2.93  171  ‐14.9  ‐20.3  119  ‐2.44 Cent
er
 
N  ‐322  ‐14.9  389  ‐340  ‐2.44  387 
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While  the  nominal  response  was  helpful  to  determine  the  validity  of  the uniform deformation model, the true benefit lies in the range of data obtained based off of the apparent texture.  Figure 4.5 shows the probability for the spread of each component  of  stress  at  the  surface.    The  circle  on  each  curve  corresponds  to  the values obtained from the finite element model.   Although the finite element results varied  from  the  nominal  response,  they  fit  well  within  the  bounds  of  each  stress component.  This variation of extrema was found to be as large as 500 MPa for any given  component  of  stress,  but  the  majority  of  the  orientation  responses  were within a 100 MPa window.  The σTT, σLT, and σNN components straddled zero stress with similar probabilities on either end.  The σLL stress component was found to be larger,  but  was  irrelevant  because  it  was  non‐contributing  to  the  damage accumulation for delamination.  The shears, σLN and σTN, were found to be the largest on average as foreshadowed by the larger strain tensor components. 
 
Figure 4.5 ­ Pre­crack cumulative probability plots for each component of stress at the 
surface.  The circle on each curve represents the stress state from the FEM model. 
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  For  comparison  between  the  two  through‐thickness  locations  in  the  body, only the components attributing to the delamination were of importance: the stress normal  to  the  weakened  grain  boundary  and  the  resolved  shear  stress  on  that boundary defined: 
    [4. 3] The  orientation  dependence  of  these  two  components,  as  well  as  the  damage parameter detailed in Section 3.4 and defined in Eqn. 3.8, is shown in Figure 4.6 for the surface and center of the pre‐crack model.  Similar to the texture plot of Figure 4.3,  Rodriguez  space  was  used  to  show  the  strength  of  the  response  for  a  wide spectrum of orientations.  Cumulative probability plots based off of the EBSD grains are also shown in Figure 4.6.   
Although  the  range  and  probability  of  occurrence was  very  similar  for  the resolved  shear  stress  at  the  two  locations,  the  dependence  on  orientation  is  very different.  Both locations showed an increased susceptibility for ‘Cube’ orientations (located at  the center of Rodriguez space) and rotations about  the N‐direction.    In the  study  by  McDonald,  it  was  determined  experimentally  that  a  resolved  shear stress greater  than 300 MPa corresponded to a short  lifetime before delamination (<1000  cycles)  during  fully  reversed  cyclic  loading  of  1%  strain  [15].    In  this investigation, the sample was loaded to a nominal strain level of approximately 3%, which  resulted  in  91%  of  the  grains  at  the  center  and  75%  of  the  grains  at  the surface that surpassed this threshold.  With the level of loading three times greater than that studied by McDonald, the high level of shear strain was not surprising.   
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Figure 4.6 ­ Rodriguez space representation and cumulative probability of stress components 
attributing to delamination damage accumulation and the associated damage parameter at 
the surface and center of the pre­crack model. 
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The  normal  direction,  on  the  other  hand,  had  a  very  strong  difference  in response  at  the  surface  and  center  in  terms  of  both  probability  and  orientation dependence.    Since  the  probability  at  the  surface  was  centered  near  zero,  only approximately 60% of  the orientations developed damage  from the normal stress. The probability  curve  for  the  center  case had a very  similar distribution as  at  the surface,  albeit  translated  300  MPa.    Both  locations  appeared  to  have  random orientation  dependence,  with  regions  of  large  tensile  stress  (indicative  of  harder grains  to  a  load  in  the N‐direction) next  to  regions of  small  tensile  stress  or  even compressive stress (potentially softer grains for an N‐direction loading). 
The  general  orientation  trends  for  the  damage  parameter  closely  followed those  of  the  shear  stress,  with  a  heightened  degree  of  damage  near  the  ‘Cube’ orientations and rotations about  the N‐direction.   While  the normal  stress did not appear  to  have  influenced  the  orientation  dependence  as much,  the  effect  on  the level  of  accumulated  damage  and  probability  was  clearly  shown.    Similar  to  the results  from Section 3.4 (Figure 3.39),  the  increased constraint and corresponding increased  normal  stress  at  the  center  resulted  in  a  consistently  larger  damage parameter for each grain orientation. 
4.3.2 Delamination Model The  finite  element  stress  results  for  the  delamination model  are  shown  in Table 4.3 compared with the nominal stress results  from the uniform deformation model.    Similar  to  the  pre‐crack  model,  each  component  was  relatively  close between  the  two  models  with  the  LL  component  at  both  locations  and  NN 
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component  at  the  surface  having  the  greatest  deviation.    Nonetheless,  the  finite element results still  lay well within the range of crystal plasticity values.   For both locations, the LN/NL shear components dominate the field and were of comparable magnitude.    Hence,  loading  of  the  crack  in  Mode  II  is  dominant  and  the  damage should be similar at both locations. 
Table 4.3 ­ Stress tensors for the delamination model 
  FEM (MPa)  Uniform Deform (MPa)   L  T  N  L  T  N L  51.5  ‐3.25  ‐319  ‐36.8  ‐87.3  ‐340 T  ‐3.25  ‐12.3  ‐165  ‐87.3  36.6  ‐132 Surfa
ce
 
N  ‐319  ‐165  23.02  ‐340  ‐132  ‐95.6 
  FEM (MPa)  Uniform Deform (MPa)   L  T  N  L  T  N L  85.8  0.899  ‐359  33.7  ‐16.9  ‐370 T  0.899  34.2  ‐17.4  ‐16.9  31.8  18.7 Cent
er
 
N  ‐359  ‐17.4  ‐8.09  ‐370  18.7  ‐4.07    From the strain tensors of the delamination model, a large amount of plastic deformation was expected.  Since all of the values on the Rodriguez space plots were plotted with  respect  to  the  original  crystallographic  orientation  for  the  particular point, different results could be observed if the results were plotted relative to the final orientations.  The initial and final texture at the surface and center are shown in Figure 4.7.  A noticeable amount of texture evolution, an alignment of orientations in a preferential manner due to extensive deformation, was shown at both locations.  The  strong  sensitivity  and  scatter  found  within  the  Rodriguez  plots  may  be attributed to this effect. 
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Figure 4.7 ­ Initial and final textures at the surface and center of the delamination model.   The Rodriguez space representation and cumulative probability plots of the resolved  shear  stress,  normal  stress,  and  damage  parameter  for  the  delamination model are shown  in Figure 4.8 at  the surface and center plane.   Due  to  the strong similarity  between  the  trends  within  the  strain  tensors  of  the  pre‐crack  and delamination models at both locations, the orientation dependence trends found in the  resolved  shear  stress  mirrored  those  from  the  pre‐crack  model:  ‘Cube’ orientations  and  rotations  about  the  N‐direction  showed  the  largest  values.    Any orientation dependence was more random for the normal stress, also similar to the pre‐crack  model.    For  the  majority  of  orientations,  the  normal  stress  component failed to make an effective contribution towards damage on either the surface or at the center.  While the extrema for both locations spanned over a 500 MPa range, less than 10% of the orientations surpassed 100 MPa.  Since the normal stress was taken to  be  only  approximately  half  as  damaging  as  the  resolved  shear  for  the  crack arrestor orientation, the damage parameter was primarily a product of the shear. 
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Figure 4.8 ­ Rodriguez space representation and cumulative probability of stress components 
attributing to delamination damage accumulation and the associated damage parameter at 
the surface and center of the pre­crack model. 
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  With  the  small  contribution  from  the  normal  stress,  the  crystallographic orientation  trends  for  the  damage  parameter  were  reminiscent  of  the  pre‐crack damage  plots  in  Rodriguez  space.    However,  whereas  there  was  a  noticeable difference in the range and probability between the two through‐thickness locations for  the  pre‐crack  model,  the  damage  probability  is  nearly  identical  for  the delamination model.  This result followed that found in the finite element solution in Section 3.4, the two locations exhibited the same trends with similar magnitudes. 
4.4 Bi‐Crystal Model Results The bi‐crystal model was  then utilized  to obtain a  range of grain boundary stresses based off of the set of 87 grains.  The grains were paired in the same order as  that  found  in  the  EBSD  scan,  yielding  86  grain  pairs/grain  boundary  results.  Whereas  the  uniform  deformation  model  results  were  representable  in  both Rodriguez  space  and  cumulative  probability  plots,  only  the  probability  was  used with  the  bi‐crystal  model.    With  each  grain  pair  composed  of  two  unique orientations,  there  lacked  an  orientation dependent  response  to  plot.    In  order  to create  such  data,  one  grain must  be  held  constant  as  the  other  varied  though  the gamut of possibilities. 
The  results  for  both  the  pre‐crack  and  delamination  model  are  shown  in Figure 4.9.   The only stress components shown are those pertaining to the damage parameter, the resolved shear stress defined in Eqn. 4.3 and the normal stress.  For ease  of  comparison,  the  results  from  the  uniform  deformation  model  are  also displayed.  Similar to the results found by McDonald, the stresses from the bi‐crystal 
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model  were  consistently  lower  on  average  than  those  found  with  the  uniform deformation  model  [15].    This  was  attributed  to  the  relaxed  boundary  condition along  the  grain  boundary  interface,  which  maintained  equal  stresses  in  the  two grains at the interface.   
 
Figure 4.9 ­ Bi­crystal simulation results for both the pre­crack and delamination model 
compared to the results from the uniform deformation simulation. 
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The trends observed in the bi‐crystal model closely followed those found in the  uniform  deformation  model.    While  the  surface  of  the  pre‐crack  model developed less damage than the center plane, it was on a comparable level to both locations  on  the  delamination  model.    This  followed  the  results  found  in  the isotropic body finite element results within Section 3.4 in this text.   With access to the  orientations  of  the  grains  along  several  delaminations,  it  was  of  interest  to determine how the calculated damage compared to the rest of the distribution. 
Sample  MT‐LN‐D  was  chosen  to  determine  if  there  might  have  been  a correlation between the length of the two delaminations and the damage potential.  The  orientations  were  acquired  approximately  100 µm  from  the  pre‐crack  tip  to avoid  any  intense  local  deformation  and  ensure  accurate  representations  of  the grains.    The  details  of  each  grain  recorded    ‐  including:  the  actual  orientation  in Euler  angles,  the  closest  ideal  orientation  commonly  found  in  Al‐Li  alloys  also  in Euler angles, and the misorientation (in degrees) from ideal – are displayed in Table 4.4.    Top  and  bottom  locations  refer  to  the  position  of  the  grain  relative  to  the respective delamination as  seen  in Figure 4.10.   Two  locations were evaluated  for the bottom grain of  the  long delamination because  the  fracture  switched between variants of S about 500 µm from the pre‐crack tip. 
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Table 4.4 ­ Details of measured delamination grains 
  Location  Actual Euler Angles 
Closest Ideal 
Texture 
Degrees From 
Ideal Top  (283  22  38)  S (56.8  77.4  26.6)  10.15 Bottom – 1  (56  80  296)  S (56.8  77.4  26.6)  4.62 
Lo
n
g 
D
el
am
. 
Bottom – 2  (30  56  103)  S (27  64.1  14)  7.22 Top  (131  83  307)  Brass (35  45  0)  11.66 Bottom  (233  151  105)  S (56.8  29.2  63.4)  8.33 
Sh
or
t 
D
el
am
. 
        
 
Figure 4.10 ­ Grain pair locations for sample MT­LN­D   The three grain pairs were then analyzed with the bi‐crystal model and the pre‐crack  simulation  surface  strain  tensor.   The  results  for  the damage parameter for the selected grains are shown in Figure 4.11 compared with the results from the 
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set  of  86  grain  pairs  under  the  same  conditions.    Grain  pairs  A  (from  the  short delamination) and B (the initial pair on the long delamination), had damage values in the bottom 15 percentile.  The larger delamination then proceeded to grain pair C, a pair with a damage parameter  in  the  top 80% of grains.   While  it was uncertain whether  or  not  this  accounted  for  the  larger  delamination  length,  the  simulation results suggest that this orientation pair is susceptible to delamination. 
 
Figure 4.11 ­ Damage parameter for the selected grains plotted with the general results from 
the pre­crack surface trial.   Several explanations existed for the initial low damage parameter values for grain  pairs  A  and  B.    First,  it  was  uncertain  whether  or  not  the  delamination originated  at  the  center  of  the  sample  or  at  the  surface.    Evidence  from  both  the finite element simulation and crystal plasticity models implied that the sample had a larger  inclination  to  delaminate  at  the  center.    In  which  case,  the  delamination propagated  to  the  surface  through a different mechanism  than  the Mode  II  failure proposed which may have led to the lower damage values.   In addition, the crystal 
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plasticity  framework  did  not  include  the  precise  effects  of  pre‐existing  stress concentrations  from precipitates and other effects at  the grain boundaries.   While these  grains  may  have  had  additional  concentrations  near  the  pre‐crack  that initiated  delamination,  the  lower  damage  parameter  partially  inhibited  growth.  This would  provide  an  inclination  to  seek  a more  favorable  orientation,  as  in  the case of the larger delamination. 
4.5 Conclusions In  order  to  accurately  capture  the  effects  of  local  crystallographic orientations  on  the  behavior  near  a  crack  tip,  two  models  based  on  a  crystal plasticity  framework with  rate  independent  kinematic  hardening were  used.    The first model provided an upper bound on the range of stresses for grains susceptible to delamination, while the second model provided a distribution for the interaction between  grains.    The  primary  results  from  the  application  of  the  finite  element solutions to these models are as follows: 
• The results of the finite element models, despite having been developed with an isotropic material model, closely followed the nominal response from the crystal plasticity results.   
• Regardless  of  position  within  the  sample,  the  shear  stress  component dominated  the  orientation  dependence  of  the  accumulated  damage.    ‘Cube’ orientations and rotations about the N‐direction were found to have been the most prone to failure both before and after the delamination event. 
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• The most damaging case was found to exist at the center of the sample prior to  delamination,  which  was  in  agreement  with  the  results  from  the  finite element solutions.   The large contributions of TN shear at the surface failed to  greatly  impact  the  results.    Once  the  grain  was  saturated,  further deformation failed to influence the stress response. 
• While  the  initial  delamination  grain  pairs  at  the  surface  of  the  sample exhibited  low  damage  parameters,  an  initial  transgranular  path  revealed  a preference for a pair with a larger value. 
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5 Conclusions and Recommendations 
The  motivation  behind  this  investigation  was  to  develop  a  further understanding  of  the  mechanisms  involved  during  crack  arresting  delaminations within Al‐Li alloy 2195.  Experiments were conducted and analyzed to characterize the  general  fracture  behavior  of  the material  at  both  the macro  and micro‐scale.  Several finite element models were created to determine the state of stress present and driving the failure process.  Local grain models built around a crystal plasticity framework were then adopted to ascertain the behavior of the material within the calculated  stress  field  conductive  to  delamination.    The  primary  results  of  this inquiry  and  recommendations  for  subsequent  developments  are  detailed  in  the following sections. 
5.1 Conclusions Through  the  combined  use  of  experimental  and  simulation  results,  an effective method for identification of regions prone to crack arresting delamination was  developed.    A  damage  parameter,  derived  from  the  Fatemi‐Socie  parameter, was  created  through  the  coupling  of  stress  components  responsible  for delamination along the weak, elongated grain boundaries typically found within Al‐Li  alloys.  This  parameter  was  then  applied  to  two  finite  element  models representing  a  sample  prior  to  and  post  delamination.   While  the  results  for  the former  model  were  verifiable  with  comparison  to  classical  results,  no  such  data existed  for  a  crack  arresting  delamination.  Despite  the  utilization  of  the delamination  model  without  having  accounted  for  the  deformation  history  (and 
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corresponding work hardening)  associated with  the nucleation  and  growth of  the crack, a successful validation was made by drawing comparison between simulation and  the  unloaded  experimental  results  after  a  significant  amount  of  plastic deformation.  With the damage parameter applied to the models, the transformation from a Mode I crack geometry to a shear induced Mode II failure (delamination) was confirmed.   In addition,  it was found that the damage remained relatively constant through the thickness of the sample with a slight increase at the center plane. 
Each delamination studied was found to have developed along straight, long grain  boundaries  of  either  ‘S’  –  ‘S’  or  ‘S’  –  ‘Brass’  grain  pairs,  similar  to  studies conducted on Al‐Li 2090 [58].   With the use of  the  local behavior crystal plasticity model,  the  response  probability  was  calculated  for  the  orientations  common  to 2195 subjected to the strain field common to delamination.  In several cases, it was observed that the delamination did not nucleate along a susceptible crystallographic orientation  pair  ‐  one  that was  found  to  generate  a  large  damage  parameter  and hence, offer less resistance to the growth of a delamination ‐ but quickly propagated transgranularly towards one. 
5.2 Recommendations for future work To  gain  a  better  understanding  of  the  choice  of  delaminating  grains,  it  is recommended  to  conduct  an  ex  situ  EBSD  follow‐up  investigation with  additional fracture  toughness  samples.    As  the  size  constrains  for  the  stage  of  a  scanning electron  microscope  prohibit  the  current  M(T)  samples  to  be  utilized,  a  new specimen  must  be  developed.    For  simplicity,  a  modified  version  of  the  current 
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geometry  would  make  a  good  choice.    Samples  may  be  machined  such  that  the region, and corresponding set of potential crystallographic orientations, susceptible to  delamination  varied  across  samples  to  compare  any  differences  observed between  the  textures.    In  addition,  the  samples  must  be  made  with  a  uniform thickness across the grip and gage sections to facilitate polishing. After completion of the fatigue cracking, an EBSD scan may be conducted to determine the crystallographic orientations on either side of the pre‐crack tip.  With these orientations, an initial prediction of the grains potential to delaminate may be made utilizing the crystal plasticity framework developed by McDonald and used in the  current  study.    A  series  of  interrupted  incremental  tensile  tests may  then  be performed.  Between each trial, the sample should be scanned once again to follow the development of KAM, the local lattice distortion, and hence a potential for higher strain energy and dislocation density.    It may be possible  to potentially  follow the delamination pair  prior  to  fracture.   However,  extreme  care must  be  taken  to not damage  the  initially  prepared  surface  finish  during  testing.    Any  removal  of  the surface material,  and  hence  any measurement  of  local  deformation  in  a  previous step, due to subsequent polishing necessary for accurate EBSD results may skew the results. In order to gain a better understanding of the original delamination location for the crack arrestor orientation, a serial study similar to that performed on sample CT‐LN‐A may be performed on an M(T) sample.  This sample may be sectioned using a  low‐speed wafering  saw  or  incrementally  polished with  silicon  carbide  through the  thickness.    With  EBSD  scans  made  at  regular  intervals,  it  can  be  determined 
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whether  the delamination  followed  a particular  grain boundary  for  its  entirety  or chose to fracture transgranularly to a more preferential pair.  The grains around the delamination may be additionally analyzed within the crystal plasticity framework models.    Though  comparison with  the  surrounding  grains  that  remained  intact,  it may  be  determined  whether  or  not  fracture  occurred  along  more  theoretically damaging grain pairs.   For improved results with the finite element models, cohesive zone elements may be incorporated along the potential delamination path to follow the change in stress state from a Mode I crack to a Mode II crack as the delamination grows.  This would allow for the accumulation of plasticity near the pre‐crack tip that the current delamination model ignored.  As it was shown that the damage is relatively constant through  the  thickness,  this may  be  accomplished with  a  simpler  two‐dimensional mesh  with  appropriate  boundary  conditions  applied.    It  may  be  worthwhile  to develop a model  including  the grain orientations observed through EBSD with  the McDonald model utilized as a user subroutine. 
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