Abstract. Many economic models are completed by finding a parameter vector θ that optimizes a function f (θ ), a task that can only be accomplished by iterating from a starting vector θ 0 . Use of a generic iterative optimizer to carry out this task can waste enormous amounts of computation when applied to a class of problems defined here as finite mixture models. The finite mixture class is large and important in economics and eliminating wasted computations requires only limited changes to standard code. Further, the approach described here greatly increases gains from parallel execution and opens possibilities for re-writing objective functions to make further efficiency gains.
Introduction
A basic computational task in economics is to optimize an objective f (θ) by choosing the value of a P × 1 vector θ,
When closed-form solutions to (1) are not available, the objective must be optimized using an iterative algorithm. Since at least Goldfeld et al. (1966) the most common strategy to solve (1) has been to:
• write a computer procedure that takes as input the vector θ then evaluates and returns f (θ ); * Documented code that implements the algorithm described is available from the author for objectives written in C and other languages. It runs in both serial and parallel mode using the MPI library.
• write a program that calls an optimization package,V ( f (·), θ 0 ), that starts one of several iterative algorithms at some value θ 0 and returns as output a vector θ ≈ θ * .
An all-purpose or generic optimizer such asV ( f (·), θ 0 ) typically offers a menu of algorithms designed to handle different types of objectives, for example, smooth, continuous, or discontinuous objectives and constrained or unconstrained parameter vectors. Given the choice of algorithm, f (·) is treated as a black-box and generic optimization is applicable in virtually any context. This versatility comes at a cost when there are internal features of f (·) that, if exploited, would reduce the computations required to repeatedly evaluate f (θ ).
This paper studies a particular class of optimization problems referred to as finite mixture models. A single evaluation of f (θ) in a finite mixture model requires solving several costly sub-problems. In addition, some parameters are dedicated to a particular sub-problem, but the solutions are combined or mixed so that the contribution of parameters to f (θ ) is not separable. These are the hallmarks of a canonical economic analysis: estimation of parameters of a heterogeneous agent economy using generalized method of moments. Special cases of this general problem include calibrated dynamic equilibrium economies with heterogeneous agents (Rios-Rull, 1999) and micro-econometric estimation with (finite support) unobserved heterogeneity (Heckman-Singer, 1984) . A pioneering finite mixture model combining equilibrium, heterogeneity, and consistent estimation appears in Eckstein and Wolpin (1990) .
The main point of this paper is that optimizing an objective in the finite mixture class using a generic optimizer results in many redundant calculations. Undoubtedly, economists have realized this fairly obvious point and modified their code accordingly, but no reference has been found in the literature. One reason may be that without proper notation the exact amount of redundancy is not so obvious because of the combinatoric nature of optimizing the objective in a finite mixture model. With proper notation, the point is made with some algebra, and the gains from eliminating the redundancy are shown to reduce computational costs by 1000% for a modest-sized model and by even more for large-scale models with many types and parameters. Further, many of these redundant calculations are avoided by making limited once-and-for-all changes to a generic optimizer, rather than re-programming each objective. In particular, the genericV ( f, θ 0 ) that makes direct calls to f (θ) is replaced by an optimizerṼ (f , θ 0 , σ ) that communicates with f (θ) through a user-written interfacef (c, b). The argument σ provides information on the internal structure of f (θ) and the argument c specifies the sub-task to be carried out.
The second point of this paper is thatṼ executes in parallel more efficiently than a generic optimizer without requiring the user to write parallel code. This is important, because parallel execution is a major source of increased computing
