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(iii) 
Abstract 
This thesis is devoted to the indirect or design problem for 
the steady, irrotational, isentropic, two-dimensional motion of an 
inviscid compressible fluid. The shape of the boundary is determined 
as part of the complete solution to the problem, assuming that the 
velocity on the boundary surface lS prescribed. To obtain the solution 
numerically , we make use of the Galerkin Method together with suitable 
conformal transformations which effect some important simplifications in 
constructing a trial function. 
In the first chapter we glve a brief survey of prevlous work 
done on cascades uSlng either the direct method, the indirect method or 
the hodograph method. In chapter II, variational and related methods 
are discussed in detail. We propose the use of a Galerkin Method 
uSlng a trial function which does not satisfy the boundary condition. 
Then we briefly present numerical solutions obtained through the 
application of the Galerkin Method to a channel flow. Chanter III 
sets out the conformal transformation used to map the rather complicated 
potential plane for cascades to a square in which the solution to the 
problem can be written down ln a comparatively simple form. The Galerkin 
Method explained in chapter IllS then applied to cascades in general 
and some mathematical details are glven. Chapter IV glves numerical 
results obtained from the application of the technique so far developed 
to the case of a cascade with no cir~ulation. 
We then consider the case of cascade flow kith circulation, l.e. 
a cascade which turns the flow. This introduces extra complications ln 
the analytical process, as will be discussed in chapter V. Finally, 
general ob ervations concerning our technique and the various results, 
together ~ith suggestions of some possjble fur~her studies are given in 
the concluding chapter. 
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change in ¢ around the closed curve C 
local velocity, velocity field 
velocity components 
local speed of sound 
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functions 
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matrix elements when Galerkin Method is used 
matrix elements in Hendry's approach 
differential operators 
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variables introduced by Sylvester and Fitch, both are 
functions of q 
number of trial functions used in expression 'for q 
number of ~- functions used in expression for q 
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ratio of specific heats of the fluid 
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CHAPTER 1 
INTRODUCTION 
The theoretical analysis of two-dimensional compressible potential 
flow is complicated by the intrinsic non-linearity of the equations, and 
many different techniques have been developed for obraining numerical 
solutions. Potential flow is described by introducing a potential 
function ¢ and a stream function tlJ, 1n terms of which the local 
velocity v = (u,v) and the density pare glven by 
-v = (a<p a<pJ ax ' ay 
(1.1) 
pv = (al/J al/J J ay , - ax 
Thus, there are six basic variables, the physical coordinates 
x,y the velocity components u,v, and the potential functions ¢,tlJ. 
This division has led to three main approaches to solving the problem 
which are classified as follows. 
1) The direct method. Here ¢ and tlJ are treated as the 
dependent variables which are determined as functions of x and y, 
the physical coordinates. Since x, yare independent variables, it 1S 
natural to prescribe the boundary values of (¢,tlJ) as functions of 
(x,y) on some boundary in the physical plane. Thus, the physical shape 
of the boundary is given, and the flow must be computed. 
2) The indirect method (or potential plane approach). The 
essential character of this method is that the local velocity components 
(u,v) are treated as the dependent variables, with the potential functions 
(~,~) as the independent ones. The velocity distribution on the 
boundary is prescribed as a function of ~, but the physical shape 
of the boundary must be computed along with the details of the flow. 
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For this reason, the method is useful as a design tool. However, the 
potential plane approach can also be used to solve some direct problems, 
by prescribing the flow direction as a function of ¢, but this is 
less common. 
3) The hodograph method. This entails transformation to the 
hodograph plane, where either (x,y) or (~,~) are the dependent 
variables, and the velocity components (u,v) are the independent ones. 
Use of the hodograph plane has many advantages for compressible flow. 
In particular, the equations which determine the stream and potential 
functions are linear in this representation and therefore easy to solve. 
However, it is extremely difficult to prescribe the boundary conditions, 
either in the form uf the shape of the boundary or the boundary velocity 
distribution; in addition, complications arise when it becomes necessary 
to transform the solution back to the physical plane. 
Many papers have been written concerning all three of the above 
approaches. Most techniques seem to be successful when the peak velocity 
remains subsonic, although the treatment of stagnation points is a 
difficulty, particularly with the indirect approach. However, greater 
care always seems to be needed when the flow or part of it becomes 
supersonic. The area of current activity involves transonic or mixed 
flows where both subsonic and supersonic areas coexist. We shall discuss 
each of the above main headings in more details below, particularly as it 
applies to the "cascade" problem. 
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1. 1 DIRECT METHOD 
Various techniques have been proposed to solve the equation for 
~ for two - dimensional compressible flow, which has the form 
~xx + ~yy (1. 2) 
In addition to the differ&ntial equation, the physical shape of the 
boundary is prescribed on which some boundary condition is specified. 
The equation is non-linear and hence its solution for the flow around 
an airfoil must involve numerical methods. We are particularly 
interested, in this thesis, 1n the problem of flow through a cascade of 
aerofoils, by which we mean an infinite set of similar aerofoils at the 
same incidence, and spaced at equal distance from each other. Then we 
have, in addition to the prescribed boundary condition, the property that 
the flow repeats itself periodically because the cascade 1S periodic. 
(For more detail, see section 3.2). For the purpose of setting up 
var10us approximate methods for the cascade problem, it is convenient 
to introduce the concept of solidity, which is the ratio of c~ord to 
the blade spacing in t he cascade. Hhen this ratio is comparable to 
unity, the cascade is of high solidity; conversely low solidity 
corresponds to widely spaced blades. 
For the flow around a cascade of high solidity, for example a 
turbine hub, and some guide vane cascades, Stanitz and Prian (Gost elow 
1973) gave solutions based on the chann e l flow approach, i.e. the flow 
is analysed approximately by the use of the techniques for channel flows. 
A rounding off process was needed to close the blades at the leading and 
trailing edges. Therefore , accurate results are not possible in the 
vicinity of stagnation points. 
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D.A. Frith (Frith 1973 a,b) sUfgested mappinf the region external 
to the airfoils to a regular reglon, the interior of a unit circle. 
This simplifies the applications of the boundary conditions as well as 
the establishment of uniform inlet and outlet conditions. The periodic 
boundary conditions are automatically satisfied. He then used the 
technique of finite differences (Isaacson and Keller 1966), choosing a 
suitably spaced grid within the circle, obtaining a solution as a 
perturbation stream function which, added to the stream function for 
incompressible flow, gives the solution to the compressible case. This 
method can be used for high subsonic inlet Mach number which glves rlse 
to supersonlc patches on the airfoils; numerical accuracy is good because 
of the comparatively small magnitude of the perturbation stream function. 
For cascades of low solidity, for e~ample some fan blades, the 
solution can be approached by linearizing the above potential equation 
either in the physical (x,y) plane or in the hodograph plane. Evidence 
suggests that for a thin profile this method provides dependable results. 
Solutions have been given by Stanitz and Prian (Stanitz and Prian 1951) 
following the assumption that all boundary gradients and perturbations on 
the inlet velocity vector are small. 
For general flow around cascades intermediate between the above 
two extremes, for example most compressor fan and turbine cascades, Poggi 
(Poggi 1932) obtained a serles solution for the velocity potential 
function ~ consisting of the leading term being the known incompressible 
flow together with a series of terms in powers of the free stream inlet 
Mach number, the ratio of the local velocity to the speed of sound. 
Price (Price 1966), on the other hand, obtained the solution ln terms of 
the series for the stream function ~, the leading term being the 
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incompressible solution ~O. His approach appears to gIve reasonable 
approximation for local Mach numbers as high as 1.1 provided that the 
prominent feature controlling the pressure distribution is the 
transverse pressure gradient due to streamline curvature rather than 
one dimensional area variations. 
Imbach (Imbach 1964) used an iterative method. The source 
distribution correspondin~ to the right-hand side of equation (1.2) 
is firstly obtained from the incompressible flow solution. Then, the 
velocity components (u' ,v') In x and y directions due to this 
source distribution are computed. A line source must be placed around 
the boundaries such that it exactly cancels all normal velocities. The 
velocity components (u' ,v') are then treated as perturbations on the 
original velocities and hence a new flow is established. This new flow 
, 
is then treated on the same basis and the procedure is repeated until 
convergence is obtained. Unfortunately the iterative methods converge 
slowly as the sonIC condition is approached. 
Smith and Frost (1969-1970) developed a Matrix method for the general 
case where a Poisson-type differential equation was solved using finite 
difference techniques with a ten-point star (Isaacson and Keller 1966). 
A band matrix solution was chosen so as to ensure efficiency and 
stability, and the inlet Mach number was increased in gradual steps to 
the desired value. 
The Streamline Curvature technique was proposed by Katsanis 
(Katsanis 1969). It is based on finite 
differences, using as a grid the intersections between the streamlines 
and the "quasi-orthogonals", which are simply lines passing from one 
channel wall to the other in an arbitrary (usually pitch~ise) direction. 
The equations of motion are used i n a form which relates the streamline 
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velocity gradient directly to the radius of curvature of the streamline, 
hence the name of the technique. The least satisfactory feature of 
this method is its inability to give accurate potential flow solution 
in the vicinity of the blade edges, although it appears to be an efficient 
operation otherwise and is capable of dealing with velocities above the 
sonic condition -. 
1.2 INDIRECT METHOD 
In the potential plane the equations of motion take the form 
_I_~+ ae 0 - = 2 acp a1jJ p q 
(1.3) 
.e..~_ ae 0 - = q a1jJ acp 
the derivation of which will be discussed in more detail ln section 2.2. 
Stanitz (Stanitz 1951) combined the equations to yield 
2 2 (" q] a log p + a log q a log p log p + a log -acp2 acp2 acp acp acp 
(1.4) 
2 
2 d logg d log P 2 (3 log +p + g 0 d~) • dl~ P 2 = 8\[J 
He then solved it by either relaxation, matrix or Green's function 
techniques. The Green's function solution of the Stanitz method has 
been further developed by Payne (Payne 1964) and is extensively used. 
Sylvester and Fitch (Sylvester and ~ttc~lg74L ~tt~pted to 
calculate the flm-r on a blade to niade surface of revolution Ly- iutroducifl_g 
new dependent varia.bles F and G, in terP1S of Hhich the equations (1.3) becone 
7 
aF ae 0 aw a<P = 
(1.5) 
aG 
+ 
ae 0 aq; aw= 
(see section 5.2 for details.) They then used finite differences on 
a rectangular grid ln a new plane mapped from the potential plane . They 
. 
had difficulties with the leading and trailing edges of the airfoils. 
Nevertheless, we have made use of their functions F and G in this 
thesis. 
In recent years, variational methods have become popular in solving 
differential equations numerically. These methods have b EBn appl ied in 
Strang and Fix (Strang and Fix 1973) and Whiteman (Whiteman 1973) where 
the trial functions are piecewise continuous and non-zero over only a 
small part of the region of interest (that is the Finite Element Method). 
On the other hand, the trial functions can be chosen to be non-zero 
over the whole region of interest, in which case it is termed a Global 
Variational Method (GVM) . The conventional method is to use the trial 
functions which explicitly satisfy the boundary conditions. However, 
work has been done to relax such constraints on the trial functions. Then, 
the variational method reproduces the conditions on the boundary as well 
as obtaining the solution to the equation in the reglon of interest. 
The attempt along this line can be found in Arthurs' work (Arthurs 
1970) on Complimentary Principles and in Hendry an~ Rennell (Hendry and 
Hennell1975). In Davies and Hendry (Davies and Hendry 1976), the method 
is applied to the problem of indirect design of a compressible fluid 
channel. In Hendry's recent work, the method is presented in a more 
general form, so that any differential operator and any boundary condition s 
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can be handled, at least in principle. Attempts to obtain a solution 
in terms of a trial function which is defined directly in the (~,~)-
plane were also made by Davies and Hendry, but without much success. 
In this thesis, the Ritz-Galerkin Method is applied to the non-
linear cascade problem using trial functions which do not explicitly 
satisfy the boundary conditions. In prin ciple, we ought to consider 
two stagnation points, one associat ed with the leading, and the other 
with the trailing edges of the airfoils. However, we maintain, on 
physical grounds, that the behaviour at the leading edge is of much 
greater importance than at the trailing edge, and we therefore consider 
it a safe enough approximation to ignore the trailing edge stagnation 
point. Consequently, some rounding or truncating process will have to be 
used at the trailing edge. 
1.3 THE HODOGRAPH METHOD 
The use of the hodograph transformation in the theory of plane 
compressible fluid flow was initiated by Chaplygin in 1904. In this 
plane the equations of motion are transformed to the linear hodograph 
equations (Yoshihara 1972), given by 
ax lY - 0 
av - au -
(1.6) 
where a 1S the stagnation speed of sound. 
Because of the linearity, g neral solutions of (1.6) can be 
obtained by linear superposition. Such a solution will represent a 
9 
meaningful solution only if it is at the same time the solution of 
the equations in the physical plane. This 1S assured by inverting the 
transformation, a procedure which turns out to be so complicated that it 
off-sets the advantages to be obtained from linearity. 
The earliest application, to our knowledge, of the hodograph 
method to the problem of flow around a body was glven by Von Karman and 
Tsien (Von Karman 1941, Ts~en 1939). However, for flow around a body, 
the hodograph plane is a multiply sheeted Riemann surface, and this 
introduces the problem of how to analytically continue the compressible 
flow solution around the various singularities. The exact solution of 
transonic flow related to the non-circulatory incompressible flow around 
a circular cylinder was given by Goldstein, Lighthill and Craggs (Goldstein, 
Lighthill and Craggs 1948), and by Cherry (Cherry 1947). The work was 
later extended to the circulatory flow case by Lighthill (Lighthill 1948) 
and by Cherry (Cherry 1949a2 
A different, more general form of the theory was glven by 
Lighthill (Lighthill 1947b) ,in which the transformation from an incompressibl e 
to a compressible flow solution is defined as an operator, for which any 
incompressible flow given in the physical plane is admiss~ble as an or1g1n. 
However this approach is restricted from the physical point of view because 
it is valid only for strictly subsonic flow. Lighthill then proposes 
that the solutions can be extended to the transonic flow if the series 
expansion of a certain type (a generalized Laurent expansion) for the 
analytic potential function 1n the hodograph of the original flow 1S 
available. Since only a limited number of incompressible flows are known 
as yet from which one might be able to obtain such information, this places 
an essential restriction on the class of admissible problems that can make 
use of thjs method. 
More recently, significant progress has been made on super 
critical flow over airfoils by Nieuwland and Boerstoel and by 
Garabedian and Korn (Yoshihara 1972). The solutions as obtained by 
10 
them are analytic and general flow feature can be obtained in a precise 
fashion. However, the complexity of these solutions caused ln particular 
by the highly-oscillatory hypergeometric functions used, and the slowness 
of convergence of the series, makes the task of a detailed numerical 
evaluation of the solution an extremely difficult one. 
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CHAPTER II 
VARIATIONAL AND RELATED METHODS FOR THE INDIRECT PROBLEM 
2.1 INTRODUCTION 
In this chapter we reproduce the equations of motion which determine 
the fluid speed q and the flow direction e 1n the potential plane, 
assuming that the steady compressible flow motion is irrotational, inviscid 
and isentropic. The problem is stated in two dimensions as a first 
approximation to the three dimensional case, as found in turbomachinery, 
for example. 
The principles of the Global Variational Method are elaborated in 
section 2.3 in a form which is applicable to a linear operator. However, 
the equations of section 2.2 are non-linear, and to apply a linear method 
to this system Hendry made use of linear (or Picard) iteration, and set 
up a scheme termed the Iterative-Variational Method (Hendry 1976a), which 
1S also discussed in section 2.3. 
In section 2.4 we show that the Iterative-Variational Method 1S 
closely related to the Galerkin Method (Marchuk 1975) and propose a new 
procedure which takes advantage of this fact. Finally we discuss briefly 
the application of the technique to the flow through a channel in section 2.5. 
2.2 THE FUNDAMENTAL EQUATIONS 
We are confining our attention, in this thesis, to the study of the 
steady motion of an inviscid fluid, that is the motion 1n which the 
transformation of work into heat by viscosity can be disregarded. The 
flow will be fully defined once the velocity field v, pressure p, 
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density p, and temperature T are known as functions of the space 
coordinates so as to satisfy a sufficient set of boundary and initial 
conditions. In a macroscop1C sense the fluid may be regarded as a 
continuum which is described in the form of the equation of continuity; 
div(pv) = 0 (2.1) 
Now, if we assume that the motion 1S such that there is no heat 
conduction from or to the outside and in the fluid itself, we have an 
isentropic flow, and the entropy is constant. Furthermore, if the total 
energy of the fluid is constant the motion is irrotational, that is 
v x V = 0 
Introducing the fluid speed q (in units of the stagnation 
speea-6 r -sound) and the direction e in - f ne physical pl a n e , by 
u = q cos e 
v = q Sln e 
(2.2) 
we can define the stream flillction and the potential function, ~ and ~ , 
as 
9~ = pqdn (2.3) 
d¢ = qds (2.4) 
where dn and ds are the diffe r en t ia l dis t anc es norma l to and a long t he 
streamline, r esp ec tive l y , r e l at ed t o the phys ica l coor dinat es by 
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density p, and temperature T are known as functions of the space 
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dx = ds cos e 
dy = ds sln e 
Under these definitions, therefore, the continuity condition (2.1) for the 
steady flow and the irrotational condition become, respectively 
1 a ae 
-2- a¢ (.pq) + alJ) - 0 
p q 
(2.5) 
(2.6) 
Again, assuming the fluid motion is such that viscosity and heat 
conduction can be neglected, which means that changes of state at a fluid 
particle are adiabatic, then the pressure is a function of the fluid 
density only. For the cases we will be dealing with, the pressure-density 
relationship can be written in the form 
p = kpY 
where y is the ratio of the specific heats of the fluid (y ~ 1.4 for 
air) . 
Hence dp =; ykp y-l dp 
and the square of the local velocity of sound is 
2 dn y ..... l 
c =;..:::.L = ,kp \ dp 
with 
Making use of Bernoulli's equation, 
f~ 1 2 P + r = constant 
and inserting equation (2.7), we have 
1 2 
+~ = 0 
being the density at the stagnation point. 
Integrating the above equation gives 
yk y-l y-l 1 2 0 
y-l (p -Ps ) +"1l = 
which, after rearranging, glves 
1 
{
I 2}y-l 
P = 1 - 2(y-l)q 
14 
(2.8) 
(2.9) 
where q 1S expressed in units of the stagnation spe ed of sound and p 
in the units of stagnation density_ 
Eliminating 8 from the equations (2.5) and (2.6), we obtain a 
non-linear second order partial diffe r ential equation for q; 
IS 
where 
(2.11) 
and 
p 
= q (2. 12) 
with q prescribed on the boundary aR of the reg10n of interest R. 
2.3 ITERATIVE VARIATIONAL METHOD 
We present here Hendry's approach (Hendry 1976a) in which a 
Global Variational Method, not requiring the boundary conditions to be met 
by the trial functions, is used together with Linear (or Picard) Iteration. 
The variational principles involved can be found in Arthurs' work (Arthurs 
1970); they are also discussed and application given in Hildebrand 
(Hildebrand 1962). Hendry extends them to the present non-linear problem 
(equation (2.10)), by the use of linear iteration. 
Consider, first, the equation 
Lq = f (2.13) 
over some reg10n R where L 1S a linear differential operator acting on 
q. It has been shown that if 
1S the adjoint equation and a suitable inner produc t < ) ) is defined over 
the region R, by which the Hermitian conjugate operator 1S 
defined in terms of the inner product as 
16 
< p, Lq > + = < L p,q > (2.14) 
then the functional 
F (p, q) = < p, Lq > - < p, f > - < f, q > (2.15) 
. 
1S stationary about the sol~tion of the original equation (2.13). 
This GVM or Raylieh-Ritz method is a general procedure for 
obtaining approximate solutions of the problems expressed in variational 
form. The procedure consists essentially of assuming that the desired 
stationary function for a given problem can be approximated by a linear 
combination of a suitably chosen set of functions, as 
q(x) = 
N 
L a.h.(x) 
. 1 1 1 rv 1= 
where Nand a. are constants to be determined. 
1 
(2.16) 
Usually the trial 
functions h. are to be chosen so that the above expression satisfies 
1 
the specified boundary conditions. However, we will relax this con s t raint 
and make use of trial functions which do not explicitly satisfy the boundary 
conditions. 
Suppose therefore that the flow 1S subject to the boundary cond i tion 
of the form 
Mq = g (2.17) 
on the boundary aR of R M being a linear operator . It has been 
shown that the functiona l 
17 
F (p , q) = ( p, Lq) - ( p, f) - ( f, q) + B {( p, Mq ) B - ( p, g ) B - ( g, q ) B} 
(2.18) 
1S stationary about the solution of the equation (2.13) subject to (2.17) 
and the adjoint equations 
1n R 
(2.19) 
on aR 
where ( , ) B signifies an 1nner product defined on aR and the operator 
M+ f 1S de i{}.ed as 
+ ( M p, q ) B = ( p, Mq ) B 
B 1S an arbitrary parameter which is to be suitably chosen for the problem. 
Intuitively, though, it is a measure of how much the variational method 
should feel the effect of the boundary condition. Hendry's results 
obtained from the channel flow indicated that the value of B is not of 
critical importance, however the results obtained for cascades (which will 
be presented in chapters 4 and 5) indicate that it does play an important 
role in the convergence to a reasonable solution of the problem. 
Introducing a complete set 
condition, we write 
q = t 
{h.} which do not satisfy the boundary 
1 
N 
L 
i=l 
N 
L 
i=l 
a.h. 
1 1 
b.h. 
1 1 
(2.20) 
(2.21) 
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On substituting these express10ns into the functional (2.18) and finding 
the stationary value of F(Pt,qt) with respect to b. , 
1 
we obtain a 
set of linear equations for the coefficients a. which can be written 
1 
in a matrix notation as 
Ma = c (2.22) 
where M 1S a matrix with 'elements 
M.. = ( h., Lh. ) + S( h., Mh. ) B 
lJ 1 J 1 J 
and c 1S a vector with 
whilst 
a = 
Now, the idea indicated above is extended to the non-linear problem, 
l.e. when L is a non-linear operator, as follows. For the flow through 
a channel, the equation is 
(2. 23£1,1 
over the reg10n R, which 1S the area internal to the channel. q 1S 
prescribed on the boundary aR consisting of the two walls of the channel, 
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together with the values at upstream and downstream infinity. We write 
this as 
on aR (2.23b) 
So that we can apply the variational principle to the equation (2.23a),we 
need the differential operator L to be linear. This is achieved by 
assuming, at each stage of the calculation, that fleq) and f 2 (q) are 
known functions of ~ and ~. The method chosen by Hendry 1S standard 
linear iteration, in which the equations (2.23) are written as 
L(n)q(n+l) 
= 0 1n R 
n = 0,1,2, ... . (2.24) 
M(n)q(n+l) 
= 0 on aR 
where L (n) M (n) , are the operators with q set equal to (n) q , the 
(approximate) value of q determined upon the previous iteration. Thus 
(2.25) 
1n the equation (2.24). The variational method can then be applied to the 
linear system (2.24). A starting value (0) q 
commence this scheme. 
The function being evaluated, (n+ 1) q , 
must be suitably chosen to 
consists of two parts. 
So that (n+l) q will satisfy the condition prescribed upstream and 
downstr am, the first part of (n+l) q , which we call the core function 
Fc' is some simple function ,hich serves this purpose. The second part 
1S then a suitable linear combination of a complete set {hi (~. , 1jJ)} of func t ions 
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which are zero upstream and downstream. Thus, the function takes the 
form 
q(n+l) = F 
c 
N 
+ L 
i=l 
a. (n+l)h. (q"IjJ) 
J. 1 
(2.26) 
Inserting the above expressIon of (n+l) q into the functional 
(2.18) as before, we obtain a set of linear equations for (n+ 1) a. 
1 
follows 
where 
M (n) C .) N I,J" 
(n) C) ~N 1 = 
~N 
(n+1) 
= 
= 
M (n) (n+l) N ~N = c (n) ",N n = 0,1,2, ... 
= < h.,L(n)h. ) + s< h. ,M(n)h. ) B 1 = J J 1 J 
j = 
s< hi,qB - M(n)F ) - < h. L (n) F ) 1 = c B l' C 
( (n+ 1) a l ' a2 
(n+l) (n+ 1) ) 
, ... , ~ J 
[~n) J-1~~n) n = 0,1,2, ... 
1,2, ... ,N 
1,2 •.•• ,N 
1,2, ... ,N 
as 
(2.27) 
(2.28) 
(2.29) 
(2.30) 
N being the number of trial functions used which, once the convergence 
In n is reached, we keep increasing until the convergence In N IS 
reached in turn. 
Thus, Hendry's approach is to solve the variational problem 
corresponding to the system (2.24), with the linear operator given by 
(n+l) (2.25), and to iterate (2.30) simultaneously, obtaining ~N ,and 
hence qN(n+l), from the initial value ~N(O) , until convergence In 
both nand N is achieved. 
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2.4 THE GALERKIN METHOD 
We now propose to replace Hendry's rather indirect approach by the 
Ga1erkin Method (Marchuk 1975), which will give a set of linear 
equations for the coefficients of the expansIon (2.16) directly. We 
want to solve the equation 
.Lq = f 1n R (2.31) 
subject to 
Mq = qB on aR (2.32) 
where Land M are not necessarily linear operators, and aR 1S, as 
before, the boundary of the region R The method consists of requIrIng 
the expressions in (2.31) and (2.32) to be orthogonal to N linearly 
independent functions k. , 
J 
Explicitly, we requIre 
< k. ,Lq ) = J 
and < kj ,Mq ) B = 
(j = 1,2, ... , N) , over the regIon R. 
< k., f ) 
J 
J = 1,2, ... ,N 
< kj,qB)B 
where < ,) 1S some Inner product defined on the regIon Rand < , ) B 
1S that defined on the boundary '~ aR . We shall be using the same 
as h. (i,j = 1,2, ... ,N)o Rather than solving equations (2 Q 3l ) and 1 
(2.32) simultaneously, we add" them with a parameter .3 and then solve 
I 
a weaker set of equations 
k. 
J 
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J = 1,2, ... ,N (2.33a) 
the function f being, in fact, zero. 
At this stage, it is of certain interest to note the connection 
between our approach and Hendry's (section 2.3). If we write in (2.24) 
(n+l) q 
N 
_. q (n) + I d. (n+l)h. 
i=l 1 1 
where d. (n+l) are the coefficients to be determined, then uSlng (2.26), 
1 
we have 
" 
By substituting this into (2.27) we find that we have to solve for 
d. (n+l) from a set of linear equations expressed in matrix form as 
1 
with M (n) N and 
(n) 
~N 
n = O,1,2, ... ,N 
exactly the same as glven before in (2.28) and 
(2.29). Rearranging a little, the above equations become 
where 
M (n)d (n+l) 
N ,." MN(n)~N(n) + ~N(n) 
(n) 
r 
r(n) = L(n) (~(n)) 
N 
(2.33b) 
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Obviously, Hendry's method converges as r (n) tends to o , and 
equation (2.33b) is an algorithm for finding a sequence of q(n) 's which 
gIve this convergence. 
Now, our approach to solving the equation 
J = 1,2, ... ,N (2.34 ) 
IS to use Newton's Method (Ortega and Rheinbolt 1970 chapter 7 p.183ff). 
That is, we express rea) in a Taylor expansion in powers of the 
'" '" 
differentials da and then retain only the first term in the expansIon. 
This gives 
N ar 
rea) + L '" 
'" '" . 1 aa. 1= 1 
where 
If we write 
N 
L 
i=l 
da. = 
1 
r (a') 
'" rv 
da = a' a 
rv 
(n+l) 
a. h. (CP,l}J) 
1 1 
(2.35) 
we can then set up an iteration on n, starting from some initial 
values for a. 
1 
( 0) (i = 1,2, ... ,N) , 
which, In matrix notation, gIves 
using the algorithm 
N ar(n) 
L 
. 1 aa. 1= ' 1 
da. (n) = 0 
1 
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ACn)da Cn ) 
- - r Cn) (2 0 36) 
'V 
'" 
A. ~n) Ca Cn)) ar. Ca Cn)) where 1 = --1J '" aa. J 
and r. Ca Cn)) = r. Cn) 
1 '" 1 
= < h.,LCn).qCn) ) + S< h.,MCn)qCn) q) 
1 1 - B B (2.37) 
with LCn ) and MCn) as defined in C2.24) and C2.25). Note that the 
matrix ACn) 1n our scheme is different from MCn) used in Hendry's 
approach. In fact, our f cheme gives much more rapid convergence. 
The inner products are glven by 
< h. ,h . ) = IJR h.h.d¢dlJJ C2 .38) 1 J 1 J 
and ( h.,h. )B = faR h.h.ds (2.39 ) 1 J 1 J 
The boundary 1nner product is a line integral on the boundary aR of 
R which is, in our case, the two walls of the channel. 
A .. = 1J 
ar. 
1 
aa. 
J 
Hence we have 
C2.4Q) 
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where 6~ 1S the difference in the stream function between the opposite 
walls of the channel. The region R is the semi-infinite strip extending 
to infinity along the ¢ aX1S in both directions, with the streamlines 
~ = 0 and ~ = 6~ as the two walls. An iterative procedure has thus 
been set up consisting of iterating equation (2.24) and solving equation 
(2.36) to find d (n) a , 
N 
and consequently 
from an initial starting value of (0) a • 
(n+ 1) 
a (and therefore 
The converged solution 
(n+l)) q , 
(in n) 1S also the variational solution to the Linear problem obtained 
by setting q to the converged solution 1n L. After convergence in n 
1S achieved, the number N of functions used 1n the expansion for 
is increased, and the whole iteration process repeated until the convergence 
( 
with respect to the non-linear iteration and the number of functions in 
the trial function is reached simultaneously. The algorithm for the 
overall procedure explained above is given in Table 1. __ 
2.5 A CHANNEL FLOW 
For the case of fluid motion through a channel, the problem is to 
solve the non-linear equation (2.23) with the velocity q given on the 
channel boundaries aR. Taking the streamline where the stream function 
takes the value of zero at the lower wall, and 6~ to be the difference 
in the stream function between the two walls, we have 
(2.41) 
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TABLE I 
START 
17 
(i) N starting value 
. 
n = 0 ~N 
(n) 
= 0 . 
'" 
... 
;. 
"" 
..... 
(ii) Calculate AN (n) and :N 
(n) 
u 
j j (iii) Solve for dC;;N Cn) l 
~N 
(n+l) 
= ~N Cn) + d~ Cn) 
, 
1 I 
Ci v) Has Cn+ 1) converged ? NO (n) (n+ 1) a ~N = ~ ",N 
-
I 
YES ~ I 
(v) Calculate 8 , x , y 
I 
~ 
(vi) Has the solution converged J = J + 1 
NO (0) 
w.r.t.N ? v n = 0 Set ~ . ~ 
YES 
FINISH 
27 
ar. 
A .. 1 = aa.-1J 
J 
r to/ h [f3hj ah j J a [ aq ah"]} d aq f 2 d1J/ dc1>d IjJ = -+ fl acp + ~ f4hj -+ ac1> ac1> a1jJ 
_00 0 
- Joo_oo ~hJ. dh i {f t (q-q ) f }] dA, L d1jJ 2 B 4 B ~ 
where f3 
afl 
= 
aq 
f4 
af2 
= 
aq 
If' 
(n) N Cn) and qN = F + I a. h. Cc1>,1jJ) as ln (2.26) c 1 1 , i=l 
Here, we have chosen functions k. = 
1 
ah. 
1 
f2 ~ Ci = 1,2, ... ,N) 
(2.42) 
(2.43) 
for the boundary integrals, and set S = - 1. This simple choice is 
possible for channel flow, because of the insensitivity to S already 
noticed by Hendry. Tfte. actual value p =< -1 was used by Davies and 
/I 
Ife.ndry ill unpublished vTOrk involving their variational iteration" 
sche~e, based on tne tKeory of self~adjoint linear operators. 
We simplify the proceedure by introducing a new set of 
coordinates ( ~ ,n) by 
~ = tanh Ac1> 
2 (2 . 44) 
n = ~'¥ IjJ - 1 
which takes the potential pl ane into a square plane 
- 1 < ~,n < 1 
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where A IS a scaling parameter. Accordingly, the lesidual r. becomes 
1 
ah. 
~r r h.Lq 1 r [(q-qB) £2 aljJ~J 1 dT)d~ (2.45) r. = - - d~ 1 (1_~2) A 2 
-1 -1 
-1 (l-~) n=-l,l 
In this new plane, we take the trial function to be of the form 
q Cn) = N 
I J 
L I 
i=l j=l 
F (~) IS gIven the simple form ; 
c 
p. (l,l)p. (T))a. ~n) 
1 J IJ 
where a and b are constants, and a + b = 1. Thus 
= (a-b) 
(a+b) qd 
(2.46) 
In our particular channel problem, the results of which are presented 
below, the downstream velocity qd IS 0.8; the upstream velocity 
qu = 0.4, in units of the stagnation velocity of sound. 
and b = 0.25 . 
The basis set of orthogonal pOlynomials p.(l,l)( ~) 
1 
Hence a = 0.75 
and P. (n) 
J 
are the Jacobi polynomial and the Legendre polynomial of degree J , 
respectively. They do not satisfy the boundary conditions on T) = + 1 
and the orthogonal functions are used here in order to ensure the 
numerical stability (Anderssen 1969). It also has been confirmed In 
practice that such trial functions give better conditioned mairices than 
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trial functions uS1ng monomials. Furthermore, in practice, it has 
also been found best to have twice as many functions along the channel 
as across the channel and so, in (2.46), 
I = 2J 
Once convergence is reached, information about the flow in the 
physical plane can be found. In particular, the angle 8 and the x 
and y coordinates, are given by 
e = J E.. ~ d<j> q 31/1 
1/1 = constant 
x = J CO~ e d~ 
1/1 = constant 
y = J sin e d<j> q 
1/1 = constant 
= f f(~) d~ 
n = constant 
cos 8 
q 
d~ 
n = constant 
sln 8 
q 
d~ 
n = constant 
and the turning angle of the channel 1S 
/ 
f::..8 = downstream angle - upstream angle 
Moreover, Slnce we know that 
d1/l = pqdn 
from (2.3), then 
dmvns tream 
q being expressed 1n units of the downstream velocity. 
and hence 
M = f pqdn = 
upstream 
~n = 
u 
palm 
u 'U u 
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Also, 
where ~nu and ~nd are the perpendicular distances across the channel 
upstream and downstream respectively. 
The results presented below were tabulated for the case where 
-y = 1.4, and the boundary conditions are 
a + b tanh(<p-6<P) on 1/J = 0 
a + b tanh(<p~6<P) on tjJ = 6'i' 
Computation of the coeffici nts continued until they converged to an 
accuracy of -4 10 x large t coefficient. Figure 2.1 shows the results 
obtained for the turning angle along various streamlines. For each J , 
the converged value of q with respect to the non-linear iteration was 
used to calculate the turning angles. It 1S seen that as J 1ncreases, 
all the stimates for the angles converge to a common value consistent with 
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the exact value of the turning angle. (This exact value can be calculated 
ln a way which will be described in chapter 5.) From the graphs, the 
error ln the calculation of the turning angles, along the various 
streamlines, was estimated to be less than .02%. Figure 2.2 shows 
the local Mach number M, at some point in the channel, versus J along 
the streamlines lJl = ~'l' and 4 
are the corresponding local angle e. 
Also shown ln the same figure 
Both M and e are converg1ng 
with the lncrease ln J . It can be noted that e takes longer to 
converge than ~1 and this 1S to be expected since calculations of e 
involve a first derivative of the velocity distribution, while M 15 
tabulated from the local velocity directly. 
The shape of the channel is shown in figure 2.3 for the case where 
A = .6 was used. The design of the channel was p16tted from the solution 
obtained for J = 7. The channel is seen to narrow at the do\\~stream 
incr< t:!.). i .. , i--' ,( 
end, which is in accordance with the compressibi ity property of the flow. 
Figure 2.4 shows the effects different values of the scaling factor 
A have on the efficiency of the technique. In this figure the maximum 
errors in the turning angle (from the exact value) across the channel are 
plotted against A, and it is obvious that there is a particular value 
of A where the best efficiency will be obtained from the technique. Also, 
figure 2.5 compares the rate of convergence for different values of A by 
plotting the errors ln the turning angle against J . From these two 
figures we can predict that the best value of the scaling parameter A lies 
somewhere between .5 and .6. We chose A =.6 to obtain the result s 
presented 1n the first 3 figures. 
\e also include Table II below, which glves values of the lead i ng 
coefficjents against the number of trial functjons J, 
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for varlOUS values of A . It is apparent that we have very fast 
convergence for all 3 values of the scaling parameter A. 
TABLE II 
~ 4 5 6 7 
.4 a l -.0148.297 -.0148467 -.0148470 -.0148470 
a 2 .0482859 .0482922 .0482922 .0482922 
. 6 a 1 -.0201786 -.0202044 -.0202048 -.0202048 
a2 -.0216789 -.0216651 -.0216649 -.0216648 
. 7 a 1 -.0223063 -.0223382 -.0223388 -.0223389 
a 2 -.0514459 -.0514293 -.0514292 -.0514292 
2.6 Cor~CLUS I ON 
We have derived the non-linear partial differential equation of 
motion ln the potential plane as 
Then, following Hendry's work, we developed a functional from 
some suitably defined inner product so that the problem of solving a 
linear differential equation, subject to boundary conditions, is 
equivalent to determining the stationary value of that functional. The 
Iterative Variational Method, using the trial functions not satisfying the 
boundary conditions, was extended to the non-linear system above with the 
introduction of a suitable iterative scheme. 
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We then introduced the Galerkin Method, and applied the technique 
to the channel flow. The matrices involved are now different from those 
used by Hendry. The results showed a fast convergence as might be 
expected. They converge to the same values obtained by Davies and 
Hendry in their recent paper (Davies and Hendry 1975). Fig. 2.6 gives 
some comparison between the results obtained by Davies and Hendry and 
those obtained from the technique proposed by us ln s~ction 2.4. The same 
values for all relevant parameters were used. The turning angles on the 
streamline tIJ = 0 and '¥ ~ = ~2 are plotted against the number of trial 
functions J, for the two methods. The graphs show that we obtain 
a much better rate of convergence than Davies and Hendry's method. 
1.86 
1.85 
1.84 
1.8386 
4 
Figure 2.1 
:\=.6 
5 6 
Turning angle ~e against number of trial 
function~ J for various streamlin s . 
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Maximum rror ln tun1ing angle against number 
of trial functions J for various values of A . 
J 
68 
-1.83 
-1.8386 
-1.84 
4 5 
Figure 2.6 
tjJ=O 
6 7 8 9 10 4 5 6 7 
Turning angle 68 against number of trial functions J 
() t='I our result 
o EJ Hendry's result 
8 
tjJ=~'±' 2 
9 10 J 
v.l 
I.D 
40 
CHAPTER III 
CASCADES OF AEROFOILS 
3. 1 INTRODUCTION 
In this chapter we proceed to the problem of flow through cascades 
of aerofoils. The description of the problem, together with the 
mathematical formulation, is given in section 3.2. Then in section 3.3, 
we deduce the various conformal transformations to map the complicated 
potential plane onto a relatively simple region. This effects a 
substantial reduction in the analytic difficulties attached to the selection 
of a suitable form for the trial function for the velocity distribution. 
In this, we make use of the approach adopted by Woods (Woods 1961), who 
gave a conformal transformation mapping the potential plane of incompressibl e 
cascade flow onto a semi-infinite, rectangular strip (figure 3.6). 
We then extend this work to the case of compressible cascade flow 
ln section 3.4. The final modified reglon turns out to be a square, over 
which the trial function is defined. In section 3.5, the principles of 
the Galerkin Method, described in the previous chapter, are applied to 
cascade flow in general. In section 3.6, some relationships amongst the 
mapping planes are investigated and some of the limiting values of terms 
which are of relevance are worked out. This information is of considerable 
use to us ln our later work. Lastly, in section 3.7, the general forms of 
the residuals r. , and the matrix elements, relevant ln the proposed 
1 
non-linear iterations, are given in detail for the tria 1 function q of 
section 3.5. 
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3.2 DESCRIPTION OF THE PROBLEM 
By a cascade of aerofoils, we mean an infinite set of similar 
aerofoils at the same incidence, spaced at equal distance from each other 
along the y-axis as shown In figure ~.l 
A'-- --- H 
y 
..... 
, 
--------------------------~~~~~77~~------------------------~X 
z = (x+iy) - plane 
Figure 3.1 
" 
--
..... 
The solution to this problem is valuable because it is a first 
approximation to the flow through the blading of an axial compressor, 
especially at the high pressure end, where the blade height is small 
compared to its radius. Also, if we let the ratio of the 
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(.,~'O{' 
space between two blades to the IQIIgtk of the blade tend to infinity, 
the limiting case becomes the problem of a single aerofoil. 
As ShO\ffi 1n figure 3.1, the aerofoils are equally spaced along 
the y-axis by a distance H. The flow is shown to have the upstream 
or inlet speed of q 
u ' 
with the inlet angle of 8 
u 
The dO\\TJlstream 
or outlet speed at infinity is qd' with the outlet angle of 8d . 
The repeat condition 1S the requirement that the flow at points 
(x,y+nH) where n = O,±1,±2, ... are identical. The flow is shown to 
separate from each aerofoil at some point on its upper surface, resulting 
in a wake of slowly moving turbulent fluid extending to infinity. 
Different ways of treating this phenomena are discussed briefly in 
Woods (Woods 1961 p. 19 ff). Our model, however, ignores the trailing 
edge (as has been mentioned), and the aerofoils, therefore, only close 
at infinity, conveniently bypassing the displacement property created by 
the wakes. 
Now consider the representation of the flow in the potential 
plane as shmffi in figure 3.2. Note that, Slnce the surfaces of the 
aerofoils are streamlines, for which ~ is constant, they become straight 
lines in this plane. Let h be the distance in this potential plane 
between corresponding points on adjacent aerofoils. 
A' 
~ 
"-. 
'-... 
~ 
.-----
~ 
-- ---
---. ---
---
T' 
T 
.,-/ 
.----
--- -- ---- --- ---
~ 
w = (~+i~) - plane 
Figure 3.2 
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B' 
/ 
B 
~ 
Since the inciGcnt angle or inlet angle is non-zero, the lines of constant 
~ do not coincide with the lines of constant x. Consequently, the 
line connecting all the stagnation points, is sho\ffi in figure 3.2 to 
make an angl e CL to the ~ aX1S. In incompre.ssiole f10\-[ = Q • u 
Hmvever for the compressible case, it is sho~m in 4.1 that tan (J.. 
= tan tJuYPu' Also, the t'170 points at the trailing ed ge are shmm in 
figure 3.2 to be set apart. Although, in the case tha t there is no 
circulation, the sli ts repr s nting the aerofoils are closed at the 
trailing edges.. 
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The following assumptions have been made about the flow. 
1) The flow 1S steady, invjscid and irrotational. 
2) The flow 1S plane two-dimensional and the normal component 
of velocity 1S zero on the blade surface. 
3) The fluid is a perfect gas, and it is also assumed that the 
total temperature is uniform across the entry to the cascade. 
4) The cascade consists of an infinite number of equally spaced 
blades. 
To determine the blade shape corresponding to the prescribed 
velocity distribution on the blade surface and the downstream condition, 
we have to solve equation (2.10), subject to the following boundary 
conditions. 
1) q is glven on top and bottom surfaces of the aerofoils 
2) q and e are such that the repeat conditions hold elsewhere, 
that is 
where 
b¢> = h sin a 
b'¥ = h cos a 
3) q 1S glven at downstream infinity to be qd' 
3.3 THE CONFORMAL TRANSFORMATION S 
We now introduce a suitable transformation, as developed by Woods 
(Woods 1961 p.487), for an incompr~ssible flow, to map the rather 
complicated w-I lane shown in figure 3.2 onto a simple ~-pla~e, 1n which 
the solution of the boundary value problem can be written down. 
4S 
First, we take the particular case of the incompressible flow 
through the cascade for which both the downstream and upstream angles 
are zero, as is shown in figure 3.3. The flow 1n the potential plane 
is shown in fi gure 3.4. We note that there is no circulation Slnce 
the inlet and outlet angles are zero, and therefore the slits representing 
the aerofoils are closed (see section 4.1 for more detail). h 1S now 
the perpendicular distance from one aerofoil to another, and hence equal 
to b~ (the jump 1n ~ from one blade to the next). 
e =0 
u 
z - plane 
'Figure 3.3 
We will distinguish the potential plane of this flow from the one 
~t1L circulation by the subscript 0, so it 1S the wO-plane which is 
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shown in figure 3.4. If the length of the slits IS k, it can be 
verified that the transformation 
t = 1 - exp(-2nwO/h) (3.1) 
maps the slits into a single slit of length 
t~ = 1 - exp(-2nk/h) 
ln the t-plane shown in figure 3.5, taking the orIgIn of the wO-plane 
to be at the leading edge 
F 
S of one of these slits. 
o 
tPO 
T' h S ,,""====~O __ ... ______ .. __ .. ____ ~ <PO 
0'" - - - - - ..... - -- ....... - -- - - .. -
F' TO E' 
wo - plane 
Figure 3.4 
F 
F' 
t - plane 
Figur 3.5 
The t-planc IS In turn mapped into the ~-plane by the 
transformation 
1 
t = 2 {1-exp(-2nk/h)}(1-cos ~) 
which, In using . (3.1) gIves 
1 - exp(-2nwo/h) 
1 
= 2 {1-exp(-2nk/h)}(1-cos ~) 
which may be written as 
where 
Wo = ~ - h £n {cosh r + sinh r cos s} 2 2n 
* 
kn 
r = h 
If we define n by, 
* cosh n = coth r 
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(3.2) 
then the transformation (3.2) takes the point 4> -o - _ 00 In the wO-plane, 
onto the point 1.1 = 00 In the ~ plane, while the points 4> = 00 0 , 
lJJ > 0 0 and 4>0 = 00 lJJ < , 0 
* 0 are mapped onto the points (y, 1.1) = (n, n ) 
* and (-n, n ) respectively. Furthermore, the opposite sides of the 
trailing edge streamline in the t-plane, tl = 0, t£ ~ t2 < 00 - , 
where t = tl + it2' are mapped to t~o separate lines, y = + nand 
* y = - n with 0 < 1.1 < n in the new plane, shown in figure 3.6. 
. * 
-n+ln 
-n 
E' o 
T 
-n+S 
S 
2 -s 
S 
So 
1 0 
- plane 
Figure 3.6 
n 
* n+in 
y 
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The stagnation points So will coincide, ln this case, with the orlgln 
of the z;;-plane. The streamlines t = 1 - exp(-2nW0/ h) are mapped to 
* the lines y = ± n with n < ~ < 00 The lines ~ = 0, - n < y < 0 
and 0 < y < n are the opposite sides of the blades. 
Now, if we consider the flow in figure 3.2 to be an incompressible 
flow, then both wand Wo will be analytic functions of z . In the 
sense used ln Woods, w will consequently be an analytic function of w
o
' 
and therefore of z;;. 
Defining T and as 
49 
~n [q dZ] ~ ~ i8 (3.3) T = £n - + 
-udw q 
and ~nrq ~ J £n qu iO O (3.4) TO = = --1-udw q 0 
then, again In the sense used In Woods, both T and TO are analytic 
functions of s -. 
By the repeat condition of the flow, we deduce that T and 
are periodic, that is, 
and 
slnce the points ('IT,ll) and (-'IT,ll) would either be the same point 
In the z-plane, or the corresponding points separated by the distance 
nH, where n = O,±1,±2, in the Oy-direction. 
The above information enables us to make use of the theory developed 
In Woods (Woods 1961 §4.3), where the calculus of residues is employed to 
write 
(3.5) 
and (3.6) 
Here 8S and 80S are the directions on the surface of the boundaries. 
It is easy to see that 8S and 80S will differ only because of the 
differ nt positions of the stagnation points in the two flows. Supposing, 
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then, that the two stagnation points Sand T of the circulating flow 
map on to the points y = - l;; 1 and - TI - l;;2 respective ly, then in 
terms of 80S ' 8S will have the form 
where H(y) is the usual unit step function. 
Substituting (3.7) into (3.5) and uSIng (3.6) we obtain 
Now, we know that 
lim T(Y,~) = let 
~-Ko 
{ 
. 1 SIn 2l;; cos 
2 2 
, lim TO(Y'~) = 0 
~-Ko 
(3.8) 
and so, on taking the limit as ~ tends to 00 In (3.8), we find 
(3.9) 
Using (3.3), (3.4), and (3.8) we find that 
dw A + (3.10) = SIn cos et sIn l;; + sIn a cos l;; dwO sin l; 
where 1 (3.11) A = 2(l;;1+l;;2) 
Differentiating wo with respect to l;; , and uSIng (3.10), we 
obtain , 
(3. 7) 
Sl 
dw h {Sin A + cos a sin s + sin a cos s} 
ds - 27T coth r + cos s (3.12) 
which, on integrating, glves 
-1 -r 1 Sln a + 2(sin A sinh r - Sln a cosh r) tan (e tan is) 
On [l+tanh r cos sJ} . 
- cos a N l+tanh r (3.13) 
as the final transformation from the flow in figure 3.1 to the s-plane. 
The solution to the incompressible cascade flow problem, using this 
transformation, is also given in Woods (Woods 1961 §12.3). 
3.4 THE TRANSFORMATION IN THE COMPRESSIBLE CASE 
The work done by Woods, as we presented in the last section, is 
now extended to the compressible case, by saying that this transformation 
(3.13) is applicable to both compressible and incompressible flow. The 
proof of this statement is simply to verify in a straight forward manner 
that the transformation does indeed map the flow ln the w-plane ln 
figure 3.2. onto the s-plane in figure 3.6, and hence it is, ln fact, 
a mapplng which has no connection with the compressibility of the flow. 
We note further that there are two stagnation points Sand T 
involved, as shown in figure 3.6. However, we wish to ignore, at 
least in this thesis, the trailing edge which is relatively much less 
important than the leading edge. Taking the limit that k, and 
consequently r, tends to 00 we arrive at our model. From (3.13), 
the limiting transformation as r + 00 becomes 
h 
w = 27T [s Sln a - 2 cos a f-n cos s/2] (3.14) 
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where 
w = <t> + i1jJ , 
l;; = y + 111 
The l;;-plane of the present case is shown in figure 3.7, as mapped 
from the flow shO\VTl ln figure 3.2 for the potential plane, but wi th the 
trailing edge extending to·infinity, so that T and T' are the points 
at downstream infinity. 
A 11 A' 
B' T' , 
1f 
y 
1jJ=O- 1jJ=O+ 
r,; - plane 
Figure 3.7 
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Every streamline with ~ < 0 ends at the point (-n,O), and 
those with ~ > 0 end at the point (n, 0) . The stagnation streamline 
of course ends at the stagnation point S, the position of which is 
governed by the fact that ~ = 0 
dy and ~ = 0 there. 
Hence 
From (3.14) we know that, 
~ = ~n [y SIn a·- cos a £n {cos 2 ~ ~ sinh 2 ~}] 
~ = ~n [~ sin a + 2 cos a arctan {tan ~ tanh ~}] 
!t = ~ ~in a + cos a SIn y l 
dy 2n L cos y + cosh ~J 
d~ _ -h rcos 0: sinh ~ l 
d~ - 2n Leos y + cosh ~J 
It can be verified also that, 
~= 
dy 
d~ 
- -d~ and 
Equating (3.17) to zero , and putting ~ = 0, we find that 
tan ~ = - tan a 
and hence the stagnation point IS at 
ys = - 20: 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
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Furthermore, the stagnation streamline IS gIven by ~ = 0 and 
equation (3.16) gives 
1 tan(~ tan a)/tanh(~/2) (3.20) 
where y = yo(~} IS the function of the stagnation streamline as a 
function of ~ . 
Moreover, 
2 1 2 1 YO[tanh (~) + tan (~ tan a)] 
(3.21) 
121 121 
= tan(~ tan a) sech (~) - tan a tanh ~ sec (~ tan a) 
In the limit as ~ tends to infinity, we find that 
Yo 'V - tan a (3.22) 
In fact, any streamline, for which ~ IS constant, can be sho\ffi to 
possess the same gradient as the stagnation streamline, at a limit as 
~ tends to co This is seen by putting ~ equal a constant In (3.16), 
and on differentiating with respect to ~, we obtain exactly the same 
expression as (3.21) of the stagnation streamline. Hence, we show in 
figure 3.7 the two streamlines, with ~ < 0 and ~ > 0, as tending to 
become parallel to the middle streamline as ~ approaches co 
In the case where a IS non zero, a complication can arise In 
the evaluation of a line integral along a streamline. For example, in 
calculating the angle e (see chapter 4 for details), we need to integrate 
5S 
along the stagnation streamljne ~ = 0 . To do this, a change of 
variable IS made to map the semi infjnite plane into a rectangular 
plane, shO\</J1 in figure 3.8, by defining 
(3.23) 
n 
r-~~---------------4------------________ ~y 
1T 
-1 
Figure 3.8 
Using the information In (3.22), and remembering the periodic 
prop rty of the solution, we expect the stagnation streamline to behave 
as shown In figure 3.8, which gives rise to a singularity at the points 
close to n = 1, where the behaviour of the integrands becomes 
complicated, and the integr tion rules cannot cope. We remove this 
complication y introducing a further change of variable as,' 
-~ n = 1 - 2e 
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(3.24) 
which, intuitively, tilts the ~-plane in figure 3.7 so that we have 
the stagnation streamline exactly perpendicular, coinciding with the 
On direction and the stagnation point at the point (s,n) = (sS,-l) .. 
Also, the semi-infinite p}ane is now mapped into a square regIon R, 
- 1 < s < 1 
1 < n < 1 
The rpgIon to the left of the vertical line s = s = y In S S IS 
now where ~ < 0, and that to the right is where ~ > 0, with the 
blade boundary extending from s = - 1 to s = 1 on the line n - - 1 
n 
~=O 
~<O 
r-------~~~--~----~--------~s 
-1 
s + in - plane 
Figure 3.9 
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3.5 APPLICATION OF THE GALERKIN METHOD 
We now apply the Ritz-Galerkin Method to the general cascade flow 
problem by writing our trial function for the velocity distribution q 
in the form 
(3.25) 
with the following characteristics. 
i) The function hS(~,n) 1S required to take into account the 
behaviour of q near the stagnation point, 
(3.26) 
where the flow 1S approximately compressible, and ten~ to a constant 
for large ~, glv1ng a constant value for the upstream velocity. 
We take hS(~,n) to be of the form 
where 
which glves 
k + £ = 1 
hO(~,n) 
k+£hO(~,n) 
and 
. 2 l() 2 1 2(1 Sln 2 Y-Yo + cos 2(Y-Yo)tanh ~) 
(3.27) 
(3.28) 
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(3.29) 
(3.30) 
Hence 
1 
-- -C3y (3.31) 
and 
1 (3.32) 
We see that hO behaves like ~IcY_YS)2 + 11 2 , and hence hS 
like 2~ ;(Y-YS)2 + ~2, near the stagnation point, and also tends to 
a constant for large ~ as required (see section 3.6). 
ii) The summation sign is of the indices land J , ranging 
from 1 to Nl and N2 respectively, being integers to be determined 
from the convergence of our method. 
iii) and are orthogonal functions in 
not satisfying all the boundary conditions. It has been theoretically 
shown that the use of orthogonal functions gives desirable numerical 
stability properties. It was also confirmed in practice that trial 
functions uSlng orthogonal functions gave better conditioned matrices than 
trial functions using simple monomials. 
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gi(~) IS chosen to take into account the repeat conditions along 
the line of constant n, which is 
n = 0, ±l , ±2, ... 
hence we use the orthogonal Trigonometric functions; 
(3.33 ) 
(3.34) 
sIn g1T(~_~S)} if 1 even (3.35) 
gi (~) = ((i-l] } cos l --2-- TI(~-~S) if 1 odd (3.36 ) 
gj (n), j = 1,2, ... ,N2 , are chosen to be the Legendre 
Polynomials of degree J , multiplied by a simple factor (l-n) for 
the function with J = 1, and by the factor (1-n 2) for those with J 
greater than 1, that is 
gl (n) = (l-n) 
\"here P. (n) is the Legendre Polynomial of degree J • J 
iv) The coeffici nts A and a .. , 
IJ 1 = 1,2, ... ,~; 
(3.37) 
(3.38) 
J = 1,2, ... ,N2 , are determined by direct computation, but the factors 
(1- n) and 2 (l-n ), introduced In iii), ensure that \vhen n = 1 the 
trial function satisfies 
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q = A (3.39) 
slnce hS tends to 1 as n tends to 1 (see section 3.6 for 
further details). This means that q has the value A upstream, 
and hence, A is the upstream velocity which is determined during the 
iteration. Fuithermore, if we put n = - 1, which would glve the 
value of the trial function on the surface of the blade, l.e. 1 < s < 1 , 
n = 1, the only coefficients which affect q are A and ail' 
1 = 1,2, ... ,Nl 
3.6 LIMITING VALUES 
In order to understand the behaviour of the varlOUS functions 
involved in later computations, we look at their limiting values at 
various points of interest. In particular we investigate their asymptotic 
behaviour for larg er ~. 
3.6.1 Relations Amo ngst the Mapping Planes 
The various transformations introduced ln ser.tions 3.3 and 3.4 
glve rise to some relationships of some importance. Denoting ~ 3nd 8 
as 
(3.40) 
an 
. --
aljJ _(3.41) 
the Jacobians of two of the transfol~1ations, it can be shown that 
_-1 a<1> 
-. t; all 
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(3.42) 
(3.43) 
(3.44) 
(3.45) 
Furthermore, for the total transformation ln (3.24), we have 
and therefore 
an = 0 
ay 
a~ _ a~ 
y' o 
7T 
-- - . 
a <1> ay 
ay = 7T 
a~ 
all = 0 
a~ 
all = 1 
an I-n 
(3.46) 
(3.47) 
(3.48) 
(3.49) 
(3.50) 
(3.51) 
(3.52) 
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an an ay an a~ 
- = _0- + • 
a~ ay a~ a~ a~ 
= (l~nJ (3.53) 
and 
an an ay an a~ 
- = -.- + .-a~ ay d~ a~ a~ 
= (l~nJ ~~ (3.54) 
with the inverse derivatives, 
1 a~ 
- --o a~ 
(3.55) 
1 an 
- --o a~ 
3.6.2 Asymptotic forms for ~ tending to infinity 
As ~ tends to infinity , 1 - n becomes zero . Also by looking 
at (3.16) and (3.17), we see that 
let = ~ -+ h SIn a 
ay a~ 2rr (3.56) 
~ = ~ -+ h cos a 
a~ dy 2rr (3.57) 
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From (3.42) through to (3.45) we see that as ~ + 00 
ay = a~ _}- 2n SIn a (3.58) 
acp a1/J h 
ay = _ a~ + 2n cos a (3.59) 
a1/J acp h 
Consequently, for the total mapp1ng 1n (3.51) through to (3.54), 
the asymptotic forms for large ~ are 
~ '\, Cl(l-n) acp 
a~ '\, 2 
a1/J h cos a 
'V- 2n cos a(l-n) h 
(3.60) 
(3.61) 
(3. 62) 
(3.63) 
where Cl 1S a constant, the actual form of which is rather complicated. 
The Jacobian of the total transformation defined in (3.41) becomes 
4n o 'V - (l-n) 
h 2 
as ~ + 00 
and so, from (3.55) and (3.60) through to (3.63), we see that 
~ 'V C2 an 
(3. 64) 
(3.65) 
(3.66) 
a¢ h 
- 'V - ------:-_.,--
an 2n cos a(l-n) 
a¢ h SJn a 
- rv---a~ 2 
3.6.3 Asymptotic forms of the trial function for large ~ 
From (3.25) we obtain 
a ahs 
3 = - [A + 2: a. . g . g .] + hS 2: a. . 
a¢ a¢ 1J 1 J 1J 
However, from (3.28), 
as l.l -t- 00 
2 1 -~ 2 tanh (2~) -t- (1-2e ) 
= 1 - 2(1-n) 
hence 
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(3.67) 
(3.68) 
(3.69) 
(3.70) 
(3.71) 
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that is 
Similarly 
aha 1 
- tV - ( 1-n) sin ( Y- Y ) ay 2 a 
Hence 
(3. 72) 
C3hS k 
- '- tV -( l-n)sin(Y-y ) C3y 2 a (3.73) 
(3.74) 
Using (3.58) and (3.59) we get 
(3.75) 
and 
C3h S nk ~ tV ~(l-n) [(cos a + Sln a tan a)sin (y-ya) 
(3.76) 
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1n which case, as ~ + 00 , 
q tV A (3. 77) 
~ ahS ~21T cos a J 
tV A - - hS (1-11) L a .. g. (s)g! (1) acp acp h 1J 1 J (3.78) 
+ 21T Sln a(l-11)g. (s)g! (l)J 
h 1 J (3. 79) 
Both(3.78)and(3.79)are of the order (1-11), Slnce gi(s) are 
periodic functions and 
g .(n) 'V (1-11) 
J 
as 11 + 1 
3.6.4 Asymptotic forms near the stagnation point 
As we approach the stagnation point, 1.e. as ~ + 0 and Y + YO ' 
we know that 
and hence 
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(3.80) 
(3.81) 
ah 
-- IV 
all 
__ 1 • !(y-ys)tan a + llj 
2k / 2 2 
I('Y-YS) +ll 
(3.82) 
Also 
h(y-yS) 
'\.r __ _ 
4rrcos a (3.83) 
= 
hll (3.84 ) 41T cos a 
and hence 
(3.85) 
From the relations (3.48) and (3.49), uSlng (3.83), (3.84) and (3.85) 
we obtain 
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ay a~ 
-- = -- 'V 
acp alJJ 
4n cos et (y-YS) 
2 2 h(~ +(y-YS) ) 
(3.86) 
ay a~ 
-- = -- 'V 
alJJ acp 
- 4n coset. ~ 
2 2 h(~ +(y-YS) ) 
(3.87) 
Furthermore, the relations (3.51) through to (3.54), give 
(3.88) 
(3.89) 
(3. 90) 
a 8n COSet (y-ys) ~ 'V -------------
alJJ 2 2 hell +(y-ys) ) 
(3.91) 
3.6.5 Asymptotic forms do\'mstream 
Downstream , as y ~ ± 1T or ~ ~ ± 1, with II = 0, we notice 
that 
sin l(y_y) ~ sin(i'TT2 +et):;:±cos et 2 0 
and 
as y ~ ± n 
ln which case 
Consequently, 
aha 1. 
-- 'V - ~ slnet ay 2 
ah 
= a all 
cos a. 
hs 'V k+£. cos a. 
ClhS 1 
--'V- _. 
Cly 2 
k sinet 2 
(k+,Q, coset) 
From (3.17), (3.18) and (3.19) agaln we see that as 
Thus, it follows that 
ln \vhich case 
h cos a. 
7T (Y.f:rr ) 
/j, 'V (h cos etJ2 
7T (Y+7T) 
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(3.92) 
(3.93) 
(3.94) 
Y -7- ± 7T 
(3.95 ) 
(3.96) 
(3.97) 
and 
ay a~ 
- = - 'V 
a<t> alj; 
rr(y+rr) 
h cos a 
ay = _ ~ = 0 
alj; a<t> 
Finally we obtain, for the total transformation, that 
and 
a~ _ ~ - 0 
an _ 
1f¢ - 0 
(y+rr ) 
h cos a 
2 (Y=Frr) 7T 
h cos a 
from the relations (3.51) through to (3.54). 
3.7 THE RESIDUALS AND THE MATRIX ELEMENTS 
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(3.98) 
(3.99) 
(3.100) 
(3.101) 
(3.102) 
(3.103) 
Consider now the partial differential equation with the boundary 
conditions and the repeat condition, as stated in section 2.2. We write 
the problem as 
with 
(3.104) 
on n = - 1 
71 
and define the residual by 
(3.105) 
M 
Here q = I a.h. ; 1 1 the second integral is on the boundary surface i=l 
of the blade, and 0 is the Jacobian as defined in (3.41). 
We see that the equation (3.104) is satisfied if 
r. = 0 
1 1 = 1,2, ... 
and the essence of the Galerkin Method 1S to requ1re 
r. = 0 
1 
Integrating by parts, 
h. 
1 dn -
<5 
1 = 1,2, ... ,M 
~=+1 
[~f ~+~f ~]J 8¢ 1 8¢ 8~ 2 8~ 
~=-1 
Using (3.55) for the d uble integral, we find that it is equal to 
(3.106) 
72 
The first boundary integral in (3.106) becomes zero because q 
and h. are periodic with ~. 
1 For the second boundary integral, on 
the other hand, the following conditions hold : 
a) as n + 1 
and uS1ng the limiting values obtained 1n (3.66) and (3.78), we find 
that 
as n + 1 . 
Hence, there 1S no contribution at the point n = + 1 . 
'V (l-n) uS1ng (3.68) and (3.79) 
and hence, there is no contribution either. 
b) as n + - 1 
an _ (l-n) d<j> 
~ - -/j- ail 
Also, 
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but 
and hence 
as n -+ - 1 
Therefore the integral is also zero at n = - 1 . 
The only rernalnlng line integral In (3.106) is, therefore, the 
integral on the surface of the blade, i.e. 
J
l h. a ~ l n aq 
ds 8~ f2 ~ 
-1 n=-l 
Consequently, the total residual lS 
(3.107) 
From the above residual we can obtain the matrix elements A .. 
lJ 
defined by 
Differentiating 
A = .. lJ 
ar. 
l 
3a. 
J 
r. , 
1 
we obtain 
where 
A .. lJ J
l Jl d~dn { ah. ah. ah. ah. 
= <5 fl d¢J a¢l + f2 d1J/ atjJl 
-1 -1 
~ ah. aq 1 
+ f 3 a ¢ hj -+ f4 atJJ h j a¢ . 
+f d~ {a~{ [ ahj 8[ hi f2 atj) -
-1 
af1 f =-3 aq 
ahi} 
atjJ 
B hjJ 
qB 
[1_(Y_1)q2 + {jCY+l)q2}2] 
- - 21- 2 2 Pq (1 - 2(y-l)q ) 
af2 f =-4 aq 
P 
= - - • 
2 q 
\. 
( 1 - 2 1 + 2(3-y)q ) 
] - 2 (1 - 2(y-l)q ) 
In detail, if we write 
h = . 1 
h. = 
J 
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(3.108) 
(3.109) 
(3.110) 
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then the residual becomes 
and the matrix elements become 
+ I_lldr-{-dd~ {hsg1"lgJ"1 [f2 (8Chs gi2 ) g"2 + h g"2 ED. g!2] 
s s a~ J s 1 a~ J 
- ~B hs g i2g j J + f4hsgi2gj 2 + hsg il gj 1 ~~}} . 
n--l 
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3.8 CONCLUSION 
Woods' conformal transformation, developed for the mappIng of the 
incompressible flow fields in cascades, has been gIven as 
h 
{ 
-1 -r 1 S SIn a + 2 (sin A sinh r - SIn a cosh r) tan. (e tan Zs) w = 2n 
[1 + tanh r cos sJ} - cos a tn 1 + tanh r 
We have extended it and alleged that the transformation is, in fact, 
useful for both the compressible and incompressible cases, although the 
functions q and 8 are not harmonic for compressible flow. We then 
proposed to use this transformation, in conjunction with the Galerkin 
Me hod, to construct an algorithm for the numerical solution of 
compressible flow through a cascade of aerofoils. Mathematical details 
were subsequently discussed in section 3.6 and 3.7 for a trial function of 
the form 
where A 
q = h [A + L a.· gI· (s)gJ. (n)] 
s 1J 
is the upstream velocity, and 
h = 
s 
hO(s,n) 
k+thO(s,n) 
k + t = 1 
h 
s 
IS defined as 
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CHAPTER IV 
NON-TURNING CASCADES 
4.1 INTRODUCTION 
The circulation r about any closed curve C 1S defined by 
r =.f
c 
v.dr (4.1) 
where dr is a vector element tangential to the curve C and v 1S 
the velocity vector. It has been proved that when the external forces 
on the flow are conservative, the circulation about any closed circuit 
which moves with the fluid is constant (Woods 1961). Further, note that 
by \riting v as 
v = v~ (4.2) 
for irrotational flow, then the circulation becomes 
(4.3) 
Thus, the circulation around a closed curve C equals the change 1n 
the potential function ~ around C . 
The circulation about an aerofoil ln a cascade can be calculated 
from (3.14) by ke plng ~ = 0 and determining the change 1n ~ as y 
varies from - TI to TI. The result is 
r = Sln a (4.4) 
W ob serve that the circulation depends only n one variable here . 
It is generally a function of two variables.Ho~vever, on taking the limit 
k + 00 in equation (3.13) to r move the trailing ed e, one of th variables 
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is eliminated. 
No\v, consider the channel formed by two adjacent stagnation 
streamlines.By (2.3) and (2.4), we have at upstream infinity the conditions 
Figure . 4.1 
AlJ; = p q dn u u 
and A¢ = q ds 
u ' 
However 
tan ds eu = dn 
Hence 
tan e = p Ll<I> = P
u 
tan a. 
u u Lll!' (4.5) 
Figure 4.1 demonstrates the geometrical meaning of this relation. 
In the case where there 1S no circulation about the aerofoil in 
a cascad , by (4.4) the angle a. is equal to zero , and by (4.5) 
the inlet angle e 1S zero as well. Also, because there 1S no u 
circulation, Ll<P = 0 . the flO\ does not turn 1n leaving the aerofoils , 
C 
but continues dOh'ns tream 'vi th 
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and 118 = 8 - 8 = 0 d u 
In the next two sections we show how the flow through such a non turning 
cascade may be computed using the techniques of the previous chapter 
(conformal transformation followed by a Galerkin ~1ethod). In section 4.2 
we develop the necessary formulae; numerical results for a model 
computation are presented in section 4.3. 
4.2 COMPUTATIONAL ASPECTS 
With a non turning cascade, a = 0 and ~s = 0, l.e. 
stagnation point coincides with the point (0,-1) in the (~,n) plane, 
as shown in figure 4.2 
n 
1 
1jJ=0 1jJ>0 
-l~------~------~--------~----~I~ o 1 s 
-1 
s 
Figure 4.2 
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The re g10n on the left of T)-aX1S 1S the reg10n where tJ; < 0; that 
on the right is the region where tJ; > 0 . The stagnation streamline 
coincides with T)-axis. The blade boundary extends from ~ = - 1 to 
~ = 1 on the line T) = - 1 . The boundary conditions for our model 
calculation were taken to be 
= (l-!)~ {I. _ H tanh [2n(~ £ -~)]} 
qB l-f\ 1 h cos a (4.6) 
- 1 < ~ < 1 , T) = - 1 
where 
~ = 2, 1\ = 0.36 , . ~ £ = .4S (4.7) 
Figl re 4.3 shows h ') v the boundary function qB appears as a function 
of ~. 
I 
------------------
o 
Figure 4.3 
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Since 1S symmetrical about ~ = 0 , we see by (4.1) that there 1S 
no circulation in this case. 
In applying the technique developed 1n chapter 3, we take the 
distance h between the two blades in the potential plane (figure 3.2) 
to be 
h = 1 (4.8) 
The trial function 1S as glven 1n section 3.5 with t" - 0 Ss -
q=h [A+La··g·(~)g.(ll)] (4.9) 
s 1J 1 J 
with the downstream velocity glven as 
(4. 10) 
This value of qd' together with the form of qB' produce superson1c 
patches on the blade surface where the Mach Number 1S as high as 1.2. 
The value of A depends on the width of the channel and the 
closure condition at the trailing edge. It 1S determined by the 
potential equation and hence its value depends on the form of the 
boundary condition. The constants in (4.6) and (4.7) have been chosen 
to obtain a closure, in which case the upstream velocity should be equal 
to the downstream velocity and A should equal 1. 
Following the flow chart 1n table I, we now discuss 1n more de t a il 
the essential features involved 1n each step. In the starting phase (i), 
the number of trial functions used initially is decided on. In our case 
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we chose the number of n-functions to be 2 at first. a 1(0) 1S 
initially set to the zero vector. This corresponds to the initial 
choice of trial function 
q (0) = Ah N s A = .4 (4.11) 
The matrix elements required in step (ii), as given 1n section 3.7, 
are calculated by uS1ng a product Gauss-Legendre integration rule 
(Carnahan, Luther and Wilkes 1969) 1n the t;, and n variables, which 
was chosen to be a 24 by 10 point rule. However, a complication ar1ses 
from the existence of the stagnation point, in the vicinity of , ... hich 
arious factors in the integrands behave rather violently, for example, 
by (3.81) and (3.82), 
ah 
__ 5 'V _2..y __ 
ay /y2+
11
i 
near the point (0,0), and the integration rule cannot cope, h'e deal 
with this situation by putting more points 1n the integration rule around 
the stagnation point than in the area further away from it. This scheme 
is partially explained in Fig. 4.4 . 
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We subdivide the lines of constant n into 2 or 3 intervals depending 
on how close we are to the stagnation point (ss,-l). On the blade 
(n=-l) we integrate from s = - 1 to s = Ss then from s = s s to 
s = 1 . On any lines n = n· , 1 we use a 24-point integration rule ln 
each of the three intervals; 
s· 
1 
= 
1 
s· 
2 
= 
1 
with 
1 (-l,s· ) , 
1 
Ss - ll· 1 
Ss + ll· 1 
1 2 (s. , s·) and 
1 1 
2 (s· ,1) where 
1 
(4.12) 
totalling 72 points on the line TJ = TJ· . 
1 
~. > min {I + ~ 1 - ~ } 
1 Ss ' Ss 
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However, if 
(4.13) 
that is, if we get far enough from the stagnation point, then we only 
use the 24-point rule in 2 intervals, l.e. (-l,E;,s) and 
totalling 48 points on these lines of constant Tl. 
We go on to step (iii) In table I. Here we solve the linear 
equation (2.36) for the vector ~~(n) by uSlng a direct method (Gauss 
elimination). 
The convergence test for the non-linear iterations In step (iv) 
IS 
(4.14) 
with E a prescribed accuracy. Once this accuracy IS achieved after 
a few iterations we go on to calculate the angle e and the shape of the 
blade, i.e. the (x,y)-coordinates to check the convergence of the scheme 
with respect to the number of trial functions. The angle e along the 
stagnation streamline is expected to take a step of n/2 at the 
stagnation point. The number of TJ-functions (and hence the number of 
trial functions used) is increased until a reasonable shape of blades is 
obtained especially around the stagnation point. 
The physical quantities (e,x,y) can be found by integration 
( s ep (vi)) . Any numerical integration scheme could be used, but for 
convenl nc a rule based on equally spaced finite difference was used. 
The angl e IS gIven as 
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lj; = constant 
therefore , 
8d + r E...a..ct d <I> d ~ 
-1 q dtiJ dt,: on the lower blade-surface (4.15) 
n=-l 
8 = 8d + r E.. ~ .<:if d~ on the upper blade-surface (4.16) 1 q dlj; dt,: 
n=-l 
8 + r E.. ~ d<!> d along the stagnation streamline (4. 17) u 1 q C3lj; dn n 
t,:=t,: 
s 
J\ modified trapezium rule with equal intervals (Kh=2) was chos en 
to integrate these integrals along the 3 intervals for 
Calling 
8 = {8(kh-l,-1) 
8 (t,:s,kh-l) 
K - 1 > k > 1 
x = 
on the blade 
on the stagnation 
streamline . 
on the blade 
on the stagnation 
streamline. 
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then we have 
modified at the end points by 
with similar rule at the other end point. The results presented below 
ln section 4.3 are for SO steps. 
Similarly, the x,y coordinates are glven by 
x " f CO~ e d~ 
ljJ = 
y = f 
ljJ = 
constant 
sln 8 d<1> 
q 
constant 
which can also be separated into 3 line integrals as ln the case of the 
angle 8 . 
4.2.1 Asymptotic Analysis for e 
Some complication may arlse from the behaviour of the integrands 
ln the integrals for e near the end points. It is necessary to look 
more losely at tllcir limiting values both far upstream and downstream, 
as well as at the stagnation point. 
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1) At the stagnation point, for the case where a = 0, we 
have from (3.80) and (3.88) that 
and 
/y2+11 2 
q = 2k {A + La . . g.g.} 1J 1 J 
act> hy 
- '" -a~ 4 
,On the other hand, at the stagnation point 
along the stagnation streamline. 
Hence 
x = £. ~ it or 
q aljJ a~ 
'" 0 
near the stagnation point for all line integrals (4.15), (4.16) and 
(4. 17) . 
(4.18) 
(4.19) 
2) Far upstream, 11 00 We note that for the particular case 
when a. = 0 , 
~ = 0 
'dljJ (4. 20) 
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on the stagnation streamline Y = YO' ~ > 0 . Therefore, at upstream 
infinity 
x - 0 
3) Far downstream, y --r ± 7f with ~ = 0 • By (3.92), (3.93), 
(3.94), (3.98) and (3.95) we have 
27f (yo/TT) h L:a .. g.g! lJ 1 J 
together with (3.100), it becomes clear that 
X 'V [ A+L:a .. g.g.] lJ 1 J 
27fPd L:a .. g.g! lJ 1 J (4.21 ) 
4.2.2 Asymptotic Analysis for x and y 
Let 
f cos e = 
x q 
f Sln e = y q 
so that we can write 
lJl = constant (4.22) 
y ~ J f)' d~ 
At the stagna tion point; 
uSlng 
and 
lim f 
x ¢-+O 
= lim 
¢-+O 
L'hospital's theorem. Similarly for 
by (2.6) 
f y However 
. by (3. 8.1) , (3.86) 
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(3.82) and (3.87). Using (4.18) and (4.19) we conclude that 
and 
f d¢ '\J 0 
x d~ 
f d¢ '\J 0 
Y d~ 
near the stagnation point. 
4.3 RESULTS 
"e choose the case where -y = 1.4 The computation started with 
the number of n-functions J = 2, and continued until the coefficients 
converged to an accuracy of 10- 4 x largest coefficient. 
A few results were obtained for different values of the parameter 
B which, as has b en mentioned, measures the extent at which the problem 
feels the effects of the boundary conditions. Figure 4.5 shows a graph 
of the nwnb rs of iterations ne ded for convergence, and the values of A) 
when J = 2 agains the parameter B. The value of k was taken to be 
2.1. The curv s indicate that even though the increase of B improves the 
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rate of convergence, it at the same time reduces the accuracy of the 
solution. The value of A diverges from 1 if S gets too big or 
too small. Hence we chose the value S = 2000 for the rest of the 
computation which is presented below. 
Figure 4.6 shows the variations of A, the angle at the 
stagnatjon point 8 0 (depicted in figure 4.11), and the maxlmum error 
in surface velocities, as a function of k (see section 3.3). We see 
that the error is mlnlmum (when J = 2) if k takes a value close to 
2.5. Therefore, for the rest of the computation, k was put equal 
to 2.55. 
In figure 4.7, we compare the convergence of the solution for the 
upstream velocity with the convergence for the stagnation angle 80 . 
The quantities are plotted against J, and it is clear that we have a 
much faster convergence for the velocity than for the stagnation angle. 
This is to be expected since the calculation of angles involves a first 
derivative of the velocity distribution, and this behaviour has already 
been noticed in the case of channel flow. 
Figure 4.8 shows two leading coefficients from the vector a (n). ~N ' 
both are seen to be converging with respect to J . Figure 4.9 compares 
the convergence In the upstream and dO\ffistream velocities for the case 
S = 2000 and k = 2.55. Both are converging as J lncreases but it is 
seen that the convergence In q is better, and this is in agreement with 
u 
the results found for channels, where the accuracy of the solution nearest 
to the boundary \ as found to be the poorest. 
In figure 4.10 we show agaln how it takes longer for solution to 
con rge to a local angle 8 than to tIl e corresponding local velocity q . 
Finally, the shape of the aerofoils in the flow with the boundary conditions 
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given In (4.6) and (4.10) was tabulated and graphed in figure (4.11). 
The total number of trial functions used was 73. The step in the angle 
along the stagnation streamline at the stagl1ation point was found to be 
80 = 1.56389, having an error of 0.7% . The upstream velocity was 
found to be 1.0030 qd . 
4.4 cor ClUSION 
The solution to the problem of a cascade of aerofoils with no 
turning, i.e. 
68 = 0 
a = 0 
has been obtained. The angle at the stagnation point was found to be 
80 = 1.56389 
which IS quite close to the exact value of 1 ~ = 1.57079 . The 
rror In the surface velocity got down to 
.07 qd = .049 This error 
IS at far dO\ffistream where qd =.7 In units of the stagnation speed 
of sound. Therefore, the error IS only 7% of the exact value. These 
results ar for J = 6 which makes the total functions used N = 73 . 
Considering that we were dealing with a transonic case, the results are 
r asonably good, and we did not pursue the calculation to larger values 
of J . 
IDA, IT 
10 
8 
6 
4 
k=2.1 
A 
2~ ________________ L-______________________________________ __ 
Figure 4.5 Number of iterations IT, and A = q.u/ qd against 
parameter 6 . 
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Figure 4.11 Shape of the aerofoi1s and the stagnation 
str am1ine. 
S = 2000, k = 2.55, J = 6 
R = 2, H = .36, 4> 2, = .45 
qd = .6, 80 = 1.56389 
99 
CHAPTER V 
CASCADES WITH CIRCULATION 
5.1 INTRODUCTION 
In the pr~v1ous chapter we dealt with the case where the 
circulation about each aerofoil was zero. In this chapter the scheme 
is extended to the case where the circulation is non-zero, and hence the 
cascade turns the flow. We make use of work done by Silvester and Fitch 
in a paper on the design of cascades, glv1ng a relationship from which, 
once a is fixed, the turning angle ~e of the compressible flow can 
be calculated from the upstream and downstream velocities and the 
knowledge of the velocity distribution on the two surfaces of the blade 
(Silvester and Fitch 1970). 
We are going to derive another relationship, in addition to the 
one mentioned above, which in turn determines ex once ~e 1S fixed. 
These two relationships thus compr1se an iterative scheme from which 
the angle a and the turning angle ~e may be obtained. Since the 
value of the upstream velocity must be calculated along with the solution 
vector Cn) ~N ' a new value of a must be calculated from the scheme 
for very new value of A. Starting off with some arbitrary value 
for a, all the relevant transformations are made and the solution to 
the flow is obtained through the technique set out 1n chapter III. This 
gives u the value of A, from which a new value of a can be calculated. 
This n w a 1S then used to obtain a ne\v solution to the flow. In this 
way, the values of a A and the solution vector a Cn) are expected , 
to conv rge simultaneously with respect to N . 
The m thema ical formulation of the problem 1S glvcn 1n sections 
5.2, 5.3 and 5.4. The flow chart of the whole scheme is in table III. 
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The solution for a flow subject to a chosen form of boundary distribution 
1S then presented in section 5.5 in order to illustrate the performance 
of our proposed method. 
5.2 THE TURNING ANGLE 
Consider the part of the flow between a palr of blades as shown 
1n figure 5.1, with the inlet angle e
u 
and the outlet angle ed . In 
. 
the potential plane the equations governing the flow have the form 
£~- ae a (5.1) --q al.J; act> 
1 
[: 
- ~(Y+l)q2J aq ae a (5.2) -+ --pq 
_ ~(Y_l)q2 act> al.J; 
In this plane the part of the flow we are interested in is now 
shown in Figure 5.2 with the lines BC and HG representing the upper 
and lower surfaces of the two adjacent blades respectively. 
Figure 5.1 
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The blades extend to infinity downstream . The points G and 
C are therefore shown in figure 5.2 to be on the same line of constant 
<p downstream. The stagger ~¢ glVCS r1se to the distance KJ and 
~~ is the difference 1n ~ between K and A. GE 1S a line drawn 
parallel to II13 and JA and 
K J H G 
/ 
I 
/ 
/ 
A B E C 
Figure 5.2 
therefore CE has a length ~~ . 
Following Silvester and Fitch (Silvester and Fitch 1930), we 
introduce new variables F and G such that 
dF = .e.. dq ( .3) q 
dG 1 [: 
- ~(y+l)q2l 
dq (5.4) = pq ~(Y_l)q2 
so that the equations (5.1) and (5.2) become 
aF 
- -
al/J 
aG 
-+ 
acp 
~ - 0 
acp 
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(5.5) 
(5.6) 
Using (5.3) and (5.4") and knO\ving p as a function of q (see 
section 2.2) we can integrate directly for F and G for some value of 
y Taking we find that 
1 5 1 3 1 23 (5. 7) F =. log q + -z + -z + Z - log 2(1+z) - -5 3 IS 
and 
G log q - -5 1 -:-3 -1 1 1 (5.8) = z + -z + z log 2(1+z) 3 3 
where 
2 
z = (1 _ .L) 5 
In each case the constant of integration has been chosen so that F and 
G + log q as q ~ 0 (so that the equations (5.5) and (5.6) go back to 
incompressible case.) 
Now integrate equation (5.5) over rectangle AKGC to get 
C K 
f dcp f dl/J {~ - ~} = 0 A A al/J acp 
that lS 
fG Fd¢ - fC Fdcp + fK 8dl/J - fG 8dl/J = 0 K A A C (5.9) 
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Because of the repeat condition, the flow is the same at any corresponding 
Therefore, the integrals on AB and 
JH cancel and we obtain 
or 
8 - 8 d u 
1 fC 
= (Fu-Fd)tan a - -- [F(O+) - F(O-)]d~ 
6'1' B 
tan a = 6 \{I 
(5.10) 
Since F(O+) and F(O-) both tend to Fd = F(q=qd) as ~ ~ 00 we can 
let C tend to infinity and the integral remains finite. 
btain the deflection condition, 
[F]1Jl=O+ d~ 
1Jl=O-
Thus, we 
from which, glven a, the turning angle 68 can be calculated. 
5.3 THE A GLE a 
(5.11) 
We now derive the second relationship which determines a once 
68 is known. 
(s e figure 5.3) 
At upstream infinity we have from (2.3) and (2.4) that 
61Jl = p q dn 
u u (5.12) 
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Figure 5 . 3 
By integrating (5.12) from ~ = 0 to ~ = ~~ we obtain 
~~ = p q H cos 8 
u u u (5 . 13) 
\lhere H 1S the distance along the y aX1S 1n the physical plane 
betwe n th streamlines ~ = 0 and ~ = ~~ . Similarly dowTlstream we 
have 
(5.14) 
where b 1S th b1ad thickness at dO\ffistream infinity. 
On equating (5.13) and (5.14) we obtain 
I.e. 
where 
Putting 
K = 
u 
cos 8 
u 
\\e have 
Rearranging, we find the following relationship 
tan 8 = 
u 
From (4.5) we have 
tan a = 
henc 
tan a = 
Kd cos !::J8 - Ku 
Kd sin !::J8 
1 
- tan 8 
Pu u 
Kd cos !::J8 - K u 
P K u d SIn !::J8 
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(5.15) 
(5.16) 
This rela ionship (5.16) together with (5.11) gIves us the COlldition which 
the angle a must satisfy. The th ickness of the blade far dm'lnstTeam~ b, 
must be known before (5.16) can be used. Il00vever, \ e cannot know b until 
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after the solution to the equations of motion has been obtained. On 
the other hand, the solution to the equations cannot be found unless we 
know the . angle a beforehand. We therefore propose an iterative 
scheme in which a IS iterated along with the solution to the complete 
problem. That IS, a starting value is given to a quite arbitrarily, 
then a lS used to obtain a solution to the flow subjected to the boundary 
condition which is dependent on this initial value of a. The solution 
to the problem, which has the form 
q = h [A + La . . g. (~)g. (n)] , 
s IJ 1 J 
IS obtained through the technique already discussed in chapters 2 and 3. 
This solution is then used to compute the shape of the blade using the 
equations (4.15) to (4.17). b is thus determined. We consequently 
iterate for a from (5.11) and (5.16). Thus we keep iterating until both 
the solution vector (n) ~N and a converge. Then we can increase the 
number of trial functions and go through the iterations agaIn. Observe 
also that every time a new value of a IS obtained, a new value of 8 
u 
can be found by using (4.5) 
8 = arctan [p tan a] 
u u 
5.4 COMPUTATIONAL ASPECTS 
The flow chart of the whole process IS In table III. The solution 
vector a (0) = {a a ~.} l' 2"'" N ' where N = number of trial function s , 
are initially taken to be the zero vector. A is also given some initial 
value as well, and it is to be iterated along wit}} the other 
oeffici nts Cn) a. . , IJ i = 1,2, ... ,1, j = 1,2, ... ,J . 
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From the table we see that the scheme is not much different from 
the one for the problem with no turning 1n table II, only here 68 and 
o have to be re-evaluated every time we have convergence in the solution 
vector (n) ~N Once ex. converges we then 1ncrease 
the number of the trial functions used 1n the expression for q . 
To calculate 68 from the relation (5.11) \ve are given the boundary 
condjtion. In our particular application of the method, the velocity 
distribution on the blade surface has the form 
~ (l-Tl ) 2 {I - HI tanh 2n o (¢f<f>+¢s) } (I-HI) h cos 
qB = along 1jJ = 0+ (5.17) 
~ 2 (1-T2) {I - H2 tanh 2n (¢ -9+ ~ ) } (1-H2) h cos 0 i s 
along 1jJ = 0-
¢ > <P 
- s 
. where (5.18) 
<P 1S glven 1n (3.15) and <Ps is the value of <P at the stagnation 
point glven by 
,4.. = h [- 20 Sln 0 - 2 cos 0 in (cos 0)] 
't's 2n (5.l9a ) 
since Y
s 
= -20 ln (3.21) at the stagnation point. 
h = 6'1' 
cos 0 
h 1S glven by 
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for every new value of a 
The two values III and H2 are related by the fact that we are 
uS1ng the same transformation for the upper and the lower blade surface. 
We must have that, at the stagnation point, 
where 
where 
= {h 2nR2 
cos a 
q,'Vq, . 
S 
Hence 
(1+H1Tq,) (1-H2) 
(1+H2Tq,) (I-HI) 
[h 2ncoq,s~ a] T =-tanh q, 
In other words, if 
K(H 2) = [:~r (1+H2Tq,) (1-H2) 
then 
HI 
K(H2)-1 
= K(H2)+Tq, 
H2 tanh(h 
(1-H 2) 
= 1 
which determines HI once H2 1S fixed. 
2114> t ] 
cos u. } 
("5.19b) 
(5.20) 
(5.21) 
10 
The integrals in (5.11) were evaluated in step (v) of table III 
uS1ng the same quadrature rules as those which have already been 
described 1n section 4.2. In step (v) also, we used equations (5.11) 
and (5.16) to iterate for a from a given initial value, and then 
applied Aitken's 2 ~ -method for accelerating convergence. That 1S if 
a a a are any three consecutive linear iterates, then 
n' n+l' n+2 
a' = a 
n 
2 (a -a) 
n+l n 
a -2a +a 
n+2 n+l n 
1S taken to be a better approximation to a than a 
n+2 
(5.22) 
(Henrici 1964). 
Otherwise, the techniques used in the other steps 1n table III 
are all the same as those already described in detail in the case of a 
non-turning cascade 1n chapter 4. 
However, Slnce a 1S non-zero for this case, we expect some 
finite contribution to the integrals for e, x and y from the end 
points. Therefore, we must look more closely into those points of concern. 
5.4.1 Asymptotic Analysis for e 
As 1n (4.15) through to (4.17) we need to integrate 
e = f 
with the nd points being either at upstream or dO\ffistream infinity or 
at the stagnation points where we might expect some complication from the 
fact that the denominator in the integrand is zer6. 
1) At he stagnation point, Y + YS then ~ + 0 , we have 
Clh 
s 
ClljJ = 
Clh 
s 
Cly 
'V 0 
Cly 
• --- + 
Clt/J 
8h 
5 
~ 
from (3.81), (3.82), (3.86)and (3.87). Also 
I(y-y )2+l-J 2 
5 q 'V --2-:-k--- {A + La .. g.g.} 
1J 1 J 
From (3.88) and (3.90) we know that 
and 
- h 11 
8Tf cos a 
Hence 
from (3.80) 
~ = Clh c [A ] h { [, Cl ~ 
--v + La .. g . g. + La .. g.g. -- + g.g! 
ClljJ aljJ 1J 1 J S 1J 1 J ClljJ 1 J 
Therefore 
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2nLa .. g. g! 
• a<p 'V JJ 1 J 
at.: [A+La .. g.g.] 
1J 1 J 
La .. g! g. 
. 1J 1 J 
2n[A+La .. g.g.] 
1J 1 J 
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p being 1 at the stagnation point . Therefore, even though q + 0 
at this point there IS a finite contribution to the integral here. 
2) Far upstream; ~ + 00 while Y + YO . From (3.76) we have 
~'V' 2nk (l-n)s in a 
al/J h 
and from (3.72) 
~1oreover 
a<p h 
- 'V ~ ___ =-=----:-
an 2n cos a(l-n) 
Hence 
a<p 
- 'V 
an 
P u {2nk . [ 2 
-X ~ A(l-n)sln a + Laij ~h-c-o-s--a gI(t.:)gj (n) 
+ 2n SIn a (l-n)g. (t.:)g! (1)] x -::--___ h _ _::_=__---::-
h 1 J 2n cos a(l-n) 
Pu { 
'V ----a- - n k 
nA cos La .. g. (t.: )g! (I )} IJ 1 J 
(S.23) 
3) Far ownstrcam; Y + + n, ~ = 0 . From (3.92) to (.3.103) 
\ e have 
and 
ah aij1'''v 0 
With (3.100), we have 
'\ " 21T(Jd La .. g.g! £. ~ . .::.1 "v IJ 1 J 
q at/J as [J\+ La . . g.g.] 
. IJ 1 J 
5.4.2 Asymptotic Analysis for x or y 
As in (4.22) 
(x,y) = f [co~ 8 , Sl~ 8] d~ 
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(5.24) 
t/J = constant 
and we also have '0 take care at the stagnation point where q -+ 0 • 
From (3.80) and (~.90) we have 
lim 
)1-+0 
y=y 
8 cos 8 cos a~ s 2k. hlJ 1 
x -=------_=_ q an - 2 2 k [(y_y ) +~ ] 2 
S 
8w cos a [A+La .. g.g.] 
o 
= 
hk cos 8 
s 
41T cosa lA+ Ea .. g.g.] 
IJ 1 J 
IJ 1 J 
(5.25) 
wh rc e IS th angle at the stagnation point (which depends on which s 
brach of he streamlin IS being considered. 
lim 
y-}-y 
~=O 
cos e a~ = 21T lim cos 8 a~ 
q as ~ 0 q an 
From (3. 46) \ c find that 
(5.26) 
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Similarly we obtain 
lim Sln e acp _ 21T lim Sln e ~ - -
y -'ry q a~ ~-+O q all s 
~=O 
hk Sln e 
s (5.27) = 2cosa [A+Ea .. g.g.] 1J 1 J 
5.5 RESULTS 
Here again -y = 1.4 and the computation started with the number 
of n-function J = 2' , it continued until the coefficients converged 
to an accuracy of 10-4 x largest coefficient. The starting value of 
A was A(O) = .6 We also arbitrarily chose a(O) = .2 . 
1S subjected to the boundary condition as glven in (5.17) with 
and b.1¥ = .5 
By (5.21) 
, 
<1>)1, = 1.4 , 
K(H2)-1 
K(H2)+Tcp 
The flow 
(5.28) 
(5.29) 
We put qd =.7 1n th is particular example. The parameter 8 rema1ns 
equal to 2000 as was found best for the non turning cascade. k 1S 
1.45 1n all the results presented below. 
TA BLE III 
START 
i) N starting value 
n = 0 ~N 
(0) 
= 0 A (0) = AO , N 
. ~ (0) 
= . 2 
ii) Calculate AN(n) (aN(n)) and 
r (n) ( (n)) 
"'N (tN 
iii) Solve for da (n) 
'" N 
(n+ 1) 
a 
(n+ 1) 
N 
= a.. en) + da (n) 
--.N ",N 
= ~ (n) + .1 tanh (10 d~ (n)) 
(n + 1), ~ _ (n + 1) i v) Has ~N - -N con\erged? 
v) Calculate 
YES 
(n+ 1) 8,x,y ,b,a N 
NO 
NO 
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(n)_ (n+l ) ! 
~ - ~ 
~_(n) =A (n+l )! 
- -N N I 
, 
(n+ 1 vi) (n+ 1) lIas a N conv rged? a (n) = I------+--~ 1 ~ 
J = J + 1 t--4--~ vii) lIas the solution con 'erg d h' . r. t. ? 
(n"' 0 
n = O S t ~N ') 
and A (n) 
N 
~ YES 
F I I Sll 
As before, we used twice the number of n-functions gj (n) 
J = 1,2, ... ,J, for the number of ~-functions gi(~) that 1S 
N = 2J 2 + 1 
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Figure 5.4 shows the boundary condition (5.17) as a function of 
4> • The peak of the upper curve is at qB r v 1.54 . This means that 
the velocity becomes as high as 
q = 1.54qd ~ 1.08 
Therefore, we have a supersonic patch on the upper blade surface. The 
form of the boundary condition determines the value of A which 1S 
plotted against the number of trial functions J in figure 5.5. It 
is seen that A 1S converg1ng as J increases. The next diagram 
shows the two leading coefficients and plotted against J . 
They are also converg1ng very well with respect to J . 
The values of 8 and a are plotted against J 1n figure 5.7. 
u 
They are converging as J increases but not as well as A. This 1S 
not surprising since their values cannot be calculated until A 1S known. 
Also, a kno~ledge of the shape of the cascade 1S needed for their 
calculation. The turning angle ~8 is iterated along with the calculation 
for 8 and a . its value is plotted against J 1n figure 5.8. u , 
Figur 5.9 shows the angles 
of 1 8 ? at the stagnation point, 
go through step (v) in table III. 
to 1 r= 1.5708 as 111creases. 
80 and 81 , which measure a Jump 
against NO = the number of times we 
They are seen to be both converging 
When 0=8 , and got 
down to 1.5628 and 1.5823 respectively. 
1n 
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The last figure is the shape of the cascade, subject to the 
boundary condi tions (5.17), (5.28) and (5.29). It was plotted from 
the solution obtained when J = 5 . The upstream angle was found to 
be 8 = - .1756 whilst a = 
u .1856 . The turning angle is 
IJ8 = - . 6443 for J = 5 
Hence 
= - . 8199 
Also 81 = 1.5628 and 8 = 1.5823 for 2 J = 5 , with errors within 
.01 of the xpected value, 81 + 82 which measures the angle of TI at 
the stagnation point (depicted in figure 5.10) was found to be 3.1451 
for J = 5 with an error of 4 ~ • o. Lastly, A = .4856 and hence 
q = .3399 in unit of the stagnation speed of sound . 
u 
5.6 CONCLUSION 
We have derived the equation 
tan a = 
- K 
u 
which we can use ln conjunction with the deflection condition 
IJ8 = (F -
u J
oo l1jJ= 0+ 
d)tan a - ~~ . F d~ 
<p 1jJ=0-
s 
to iterate for a, once the upstream velocity q and the blade 
u 
thickness far downs r am ar knoh'TI. The solution for a cascade with 
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circulation was obtained and the results were presented in section 5.5. 
The error In the velocity on tIle blade-surfaces was higher than the 
case with no circulation, and also the calculation js more time 
consumIng. 
'evertheless , we have demonstrated that the method IS 
capable of obtaining solutions to the design problem. 
qB 
2 
1.5 
.5 
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J = 6 
H2 = -.4 CP9" = 1.4 
Rl = 1 R2 = 13 
l/J=O+ 
-------------------
o 
Figur 5.4 
l/J= 0-
.5 1 1.5 
Boundary condition on blade surfaces as a 
function of ¢ . 
2 
A 
.45 
S = 2000 
k = 1.45 
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.4~ ______ ~ ________ ~ ______ ~ ________ ~ ______ ~ ________ ~ __ __ 
1 2 3 4 5 6 J 
Figure 5.5 A against number of trial functions J . 
1 
Fi gure 5.6 
2 3 4 
S = 2000 
k = 1.45 
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5 6 
Two l eading coeffici nts a O and a l against 
number of trial functions J . 
J 
. 2 
1 
o 
-1 
-.2 
1 
Figure 5 . 7 
2 3 
Upstream angle e
u 
and 
8 = 2000 
k = 1.45 
4 
number of trial functions J. 
5 
e 
u 
121 
6 J 
against 
o. 
-.2 
-.4 
o I 
Figure 5.8 
2 3 4 
8 = 2000 
k = 1.45 
5 
Turning angle 68 against number of trial 
functions J . 
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j 
6 J 
2 . 
1.5708 
1.5 
1 . 
. 5 
o 
Figure 5.9 
2 4 
f3 = 2000 
k = 1.45 
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6 8 
Angles at stagnation point 80 , 81 against o . 
Figure 5.10 Design of the 
qu = . 48S6Qd 
80 = 1. 5628 
8u = - .1 756 
cascade 
qd = 
81 = 
E)d = 
. 7 
J = 5 
8 = 2000 
k = 1.45 
1.5823 
- .8199 
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CHAPTER VI 
CONCLUSION 
le have developed a technique with which the design problem for 
two -dimensional irrotational inviscid flow can be solved numerically. 
This involves the Galerkin ~1ethod which requires the equations governing 
the flow to be orthogonal to a set of independent functions k. , 
J 
J = 1,2, ... ,N, over the region of interest. The velocity function 
q 1S written down as a linear combination of another set of functions 
h. , i = 1,2, ... ,N, which do not satisfy all the boundary conditions. 
1 
The coefficients a. , i = 1,2, ... ,N, of this linear combination are 
1 
determined by requiring that N residuals, r. , 
1 
1 = 1,2, ... ,N , 
should be zero. This is achieyed by using Newton'~ Method, which turns 
the non-linear problem into the iterative solution of a linear problem. 
This method gives a much faster convergence to the solution than the 
Global Variational Method used by Davies and Hendry, as was seen 1n 
chapter II. In the case of channel flow we obtain very accurate results. 
For cascade flow, the main complication is associated with the 
existenc of stagnation points. To our knowledge, all the techniques 
''lhich have been developed previously need some rounding off process in 
the vicinity of stagnation points, where the shape of the blade is guessed, 
using a combination of intuition and practical experience . With our 
technique, however, we obtain solutions with good accuracy at the leading 
edge stagnation point, so that the design of a cascade can be calculated 
directly. "e have developed transformations which map the potential 
plane,in which the velocity is nlultiply valued for cascades, into a 
square with tile boundary condition that the flow 1S periodic across the 
squar . The loc·ty q takes a comparatively simple form in this plane, 
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with a factor hs which takes care of the behaviour of the flow In 
the region near the stagnation points. The repeat condition is taken 
care of by the trial functions which are chos n to be the trigonometric 
functions in the appropriate direction. This gives a very accurate 
solution for cascades with no turning. 
For cascades with circulation, however, one of the parameter 
needed to make the transformations can be obtained only after the 
solution has been found. Hence, this parameter must be iterated along 
with the solution to the flow. Thus, more computer time is necessary 
since all the transformations must be re-evaluated every time the 
parameter takes a different value. In spite of this, a reasonably 
accurate solution is possible, even near the stagnation points, as 
can be seen in chapter V. In ,addition, the technique is capable of 
dealing with transonic problem, as long as the Mach number does not get 
too high ( it was found to co~e q ' as high as 1.16 )~ 
We conclude by gIVIng some suggestions for improvements which can 
be made to the technique. 
1) It is seen in the channel flow that more accurate results 
are possible when more trial functions are used, in which case a more 
accurate integration rule is needed. Hence we feel that with better 
choice of integration rules, more accurate results can be obtained by 
using more functions in the expansion set. 
2) The function h which ensures that q approaches zero at 
s 
the stagnation points was chosen to take a very simple form, with a 
parameter k \ 'hich must be suitably estimated for the problem. The 
importance of this parameter is unquestionable as can be seen in chapter 
IV. This leads us to conclude that if a more complicated function IS 
used for h , a better solution can be obtained. 
s 
The use of the 
incompr ssible flow solution instead of h , 
s 
for example, might 
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glve much faster convergence and better accuracy . In view of the fact 
that a lot of studies have been done on the incompressible problem; all 
the information needed can be obtained without any difficulty, at 
least in principle. 
3) Ne~ton's Metho~ was used to solve for the coefficients 
a. , 1 = 1,2, ... ,N 
1 
There are several other techniques, however, 
for the solution of simultaneous non-linear equations. With Newton's 
Method, a matrix equation must be solved in every iteration. This 
resul ts in tV N3 steps 1n the computation, \4here N 1S the number of 
trial functions used. We suggest that with another choice of technique, 
it is possible that the solution could be obtained more economically. 
Natural extensions to this work might be to include the trailing 
edge stagnation point, or to consider a more complex boundary value 
problem. 
In conclusion, it is hoped that this work might serve as a 
stimulus in an endeavour to develop a better technique in a field which 
has currently become of great interest in the real world. 
, 
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