Abstract This paper presents a new method to extract knowledge from existing data sets, that is, to extract symbolic rules using the weights of an Artificial Neural Network. The method has been applied to a neural network with special architecture named Enhanced Neural Network (ENN). This architecture improves the results that have been obtained with multilayer perceptron (MLP). The relationship among the knowledge stored in the weights, the performance of the network and the new implemented algorithm to acquire rules from the weights is explained. The method itself gives a model to follow in the knowledge acquisition with ENN.
Introduction
The main problem that Expert Systems (ES) have is produced by the knowledge acquisition. In order to build ES and to avoid the bottle-neck in the knowledge acquisition process, automated learning algorithms can be used, these ones will learn from the examples that are presented. Among the methods that use learning algorithms are Neural networks (NNs). So NNs are being applied to the ES technology due to the advantages that the learning algorithms have [2, 4] . NN can be useful for the knowledge base design [1, 6] .
However, one of the disadvantages of NN is the way of interpreting the concepts learned is very difficult [7] . This is due because neural networks have stored the knowledge in the weights linked to the connections, and therefore, it is difficult to explain the concepts in the weights from which neural networks elaborate the correct output. That is the reason Artificial Intelligence is performing some research about symbolic knowledge acquisition from a neural network [8, 12, 14] . Obtained rules of the neural network could give to knowledge engineering new points of view about the domain and new rules to interpret.
This work presents a new method to solve the nowadays problems about the symbolic knowledge acquisition from the weights of a NN. The former corresponds to the framework whose idea is to support knowledge acquisition, where the optimum way of training the network is related with the knowledge that can be acquired. The relationship among the knowledge stored in the weights, the performance of the network and the new implemented algorithm to acquire rules from the weights is explained.
The prediction volume of wood is presented as an application example, where the whole method is implemented. The presented model has been successfully applied and it is a tool that can be added to the processing and control methods available. The method itself gives a model to follow in the knowledge acquisition with NN.
Enhanced Neural Networks
In this work we have used Enhanced Neural Networks. The application of Enhanced Neural Networks (ENN) [10] , when dealing with classification problems, is more powerful than classical Multilayer Perceptron. These enhanced networks are able to approximate any function f (x) using n-degree polynomial defined by the weights in the connections. Multilayer Perceptron MLP is based on the fact that the addition of hidden layers increases the performance of the Perceptron.
Data sets with a no linear separation can be divided by the neural network and a more complex geometric interpolation can be achieved, provided that the activation function of the hidden units is not a linear one.
The proposed neural networks ENNs are characterized for having different weights for each different pattern which is introduced to the neural net [11] . Such mechanism could be thought as a local interpolation in some specific points of the function f (x) that the pattern set defines instead of the global interpolation that MLP networks provide. In order to research this property two neural networks have been used. The assistant network computes the weights of the main network depending on the input pattern. That is, each pattern produces a set of weights that is employed in the main network to output the desired response. The main and assistant networks share the inputs. Mathematically, the previous idea could be expressed as w ji = o k , being w ji a weight of the main network and o k the output of a neuron in the assistant network. Such idea permits to introduce quadratic terms in the output equations of the network where they were lineal equations using Backpropagation Neural Networks BPNN with linear activation functions. As example we considered the Eq. 2 of a network ENN 2-1 with an assistant network 2-3 (see Fig. 1 ).
The weight matrix of the assistant network is given by
The output of the main network has been defined by z (x, y) 
The degree of Eq. 2 is higher than the degree of Perceptron that is 1. In this way it is possible approximate some non lineal function without lineal separation, where Perceptron cannot do it.
If there are not hidden layers then the degree of the polynomial is two, which is a quadratic polynomial in the output of the network. The feature of being able to increase the degree of the polynomial output, adding more hidden layers, makes this kind of neural network a powerful tool against the MLP neural networks. A function could be approximated with a certain error, previously fixed, using a polynomial of n-degree P(x) . The achieved error using this polynomial is bound by a mathematical expression. Then you only have to compute the successive derivates of f (x) until a certain degree and to generate the polynomial P(x). We have studied the knowledge extraction algorithms applied to a network with n inputs. Once trained the ENN, it is necessary to study the weight matrix of the assistant network in which the weights have been fixed and that provides the weights of the main network. Knowledge of the ENN is fixed at the matrix of weights of the assistant network. These weights are the ones we have applied our knowledge extraction algorithms, which are presented in the following sections. In order to interpret these weights applied to each ith column of the weights of the assistant network, it has been defined a value w k that is named as the associate weight to the k-th input of main network, see Eq. 3.
Let W = {w pq } the weights of the assistant network, then ∀k = 1 · · · q − 1
Polynomial Regression
This section shows an example of 2-degree polynomial regression using an ENN with no hidden layers. Let f (x, y) a polynomial to approximate:
According to theoretical results the following matrix must be obtained using an
A neural network has been trained using a random data set with an uniform distribution and describing the polynomial function:
Mean squared error of the network must be equal to 0, according to the theoretical results. Next listing shows obtained results with the proposed neural network architecture. Note that MSE in the training and cross validation data sets is really low (near 0). [3,] Coefficients of regression polynomial can be obtained using the weights matrix of trained neural network. Previous matrix shows final weights with a cuasi-null MSE, in our case the coefficients are the following ones (according to Eq. 5):
Such results are totally coherent with Eq. 6, that is, proposed neural network is able to approximate the data set and generate the polynomial function that describes the data set.
Next listing shows results obtained with more than 2 input variables. Note that the ENN is able to approximate the data set with a null error. Such results show in a practical way the universal approximation property of ENN [10, 11] (Fig. 2 ).
Material and Methods
We present a method for extracting knowledge from the weights with a model of enhanced neural network ENN. Three different stages have been made, first stages identifying classes of values of the variable to predict, these classes will be consistent with the rules and allow grouping of similar characteristics and these characteristics are reflected in the weights of the trained network. Different classifications carried out by changing parameters such as amplitude of the output class, division into outputs classes with the same number of patterns, trying to improve the learning rate for each trained ENN [3] . A second part, when you are training an ENN, it is possible to know the effect, each one input is having on the network output. This provides feedback as to which input channels are the most significant. From there, you may decide to prune the input space by removing the insignificant channels. This will reduce the size of the network, which in turn reduces the complexity and the training times and error [9] .
One last stage of processing of rules that identified the behavior of the input variables (antecedent of the rule) in each output classes (consequents of rules). Finally, when the rules have been established. Therefore there will be achieved a control system. The model presented has been successfully applied to the prediction volume of wood. ENNs are thus a useful and very powerful set of tools that can add to the large number of processing and control methods available.
First
Step: the first stage, this method obtains the consequents or the output in a rule. First of all, it is necessary a normalization of initial set of training patterns, input and output variables in the interval [−1, 1] . This standardized set of patterns is ordered from the smallest to the biggest output. The first option was to divide the whole range [−1, 1] in k output intervals with the same number of patterns in each interval.
A second option was proposed, the output is divided into intervals k units wide, obtaining
, where
and k = 1 + 3.322 log 10 n [13] and n is the number of patterns. Those intervals will be the consequents of the extracted rules.
Finally we developed a new method, named Bisection Method (BM), which was provided a better error rate in the training of each interval than the other methods named, and it is discussed below. Figure 3 shows a summary of the whole process. Once the set of patterns has been sorted, the output is divided in two intervals, and iteratively division is performed. A first division of the values associated to the output variable, in two intervals: positive output (0, 1] and negative output [−1, 0). Two independent neural networks are defined in order to be trained. Each one neural network is trained with n inputs and only one output. Each one of the two output intervals is divided in two new classes. This division is performed iteratively, studying the variation of weights. When in a new division the weights do not change, then go back to the initial division, and finish the division of the sets of patterns. A division of the set of training patterns is made according to their outputs, the output range is divided into intervals, for each output interval I i , a set of training Si is considered, an independent neural network is trained, as it is shown in Fig. 4 . The initial pattern set is classified in several subsets and therefore into several ENNs. When output intervals are fixed, the consequents of the rules have been fixed by BM.
Obtaining consequent rules or output intervals I i for a prediction function: 
Second
Step: Algorithm to Extract Predictive Variables (EM)
Now, the importance of each input variable must be studied for each different training network ENN i , taking into account the weights in each one, and so we must repeat the next algorithm for each one ENN i obtained in the first step. In this process, antecedents should be chosen in order from biggest to smallest absolute value of the weights of the connections of input variables, in such way, that each variable antecedent verifies:
where C k = {−1, 1} is the kind of inference, negative or positive (where i is the number of the outputs interval). It can be studied in which range of allowed values of the input variable, along with the other variables that contribute to the output, is possible to obtain the whole output range which is being studied. The range of the variables antecedents would never be the whole interval [−1, 1], due to the sign of the weights will determine if the variable will be positive or negative according to Eq. 9.
To determine the best set of forecasting variables, in each subset of training S i with output in I i : -Analyze the variation of the values of the input variables for each training subsets S i , in each ENN i calculating the interval (μ ij − σ ij , μ ij + σ âȂŞij) for each variable μ j in I i . -For each ENN i built in step 1, extract important input variables or antecedents, from it following next steps:
Where a i · · · a j are input values of the variables u i · · · u j and u i · · · u j ∈ USEDVARS. If you want get more input variables for the output class I i (consequent selected) go to step 3.
3.
Choose a new variable u k ∈ UNUSEDVARS such |W ik | is the maximum value and where C i w ik ≥ 0. It gets a new antecedent of the rule. 4 .
Go to step 2.
Third
Step: Obtaining Rules
In the previous step, the antecedents of the rules have been obtained, this is the most influential input variables for each output interval I j , each trained ENN j . When the rule R j has been formulated, the most important condition has been given for output in a given interval [−b , −c). The rule obtained is that the weights are provided, as the most important feature of this interval. If μ ui [−b ,−c) and σ ui [−b ,−c) are the mean and standard deviation of variable u i in the output range [−b , −c). Then we take as domain and therefore antecedent for this interval, the values that the variable u i takes on interval.
Thus, we obtain as the first major rule or rule over the output interval [−b , −c)
Or which is the same: If a i ∈→ I j .
Where i is the number of the input variables and j is the number of output intervals. In this way we are indicating that in the output range I j , the most important variable is the i-th input variable and we are giving the values taken by the i-th input variable for the output set I j . Finally, the knowledge extraction for every net ENN j is made, obtaining a rule or a subset of rules for each output interval. Each rule R j corresponds to an output interval. Each output interval has an associated ENN j , the network has been trained and whose weights define the variables that must be antecedents of each rule. We enunciate more general rules with one antecedent or finer rules with more than a single antecedent.
If the rule is verified for the extreme values of the interval, you will be checking for the rest of the values within the range of variation of the antecedent.
Data Mining Using Enhanced Neural Networks
We have studied the behavior of the weights of the network, for a first data set defining a function exactly. It is a collection of values that define a functional relationship (deterministic). If the network is trained in which the input patterns are the independent variables in the functional relationship and the output pattern of the network is the dependent variable y. The network learns the relationship among the variables and the values which constitute the dependent variable are predicted by ENN. We have studied this case, to check the level of knowledge stored in the weights. The relationship between the independent variable and the dependent variable is shown in the values of the weights, some examples are explained below. A table of values for independent variables and the corresponding values for the dependent variable is performed. With these data the network is trained. Table 1 shows as the value of the weights preserves the relationship between the independent variables, the weight of the variable y is three times that of the variable x in the first case and in the second case is actually five times the weight of the variable x. The weight value of the variable y, in both cases the variable with the most influential is the variable y, with different degrees in each case. The importance of the input variables is reflected in the weights. In the third case, not working with a linear function, but this is a case in which the behavior of the variables is symmetrical, both variables influence in the same way in the output value; with different ENNs have been obtained similar weights. This study has confirmed that the knowledge of the network, once trained, is stored in the weights.
We have studied the function f (x, y) = x + y 2 and we have generated random patterns for the variables x and y, then we have observed the behavior of the weights changes according to the range of input values. So if we work with values obtained at random in the interval [1, 100] for the input variables x and y the weights obtained have different characteristics that if we work with values for input variables in the interval [0, 1]. It seems clear just, when a variable takes values in it [0, 1] and is squared, the value of the variable will decrease, as in this way is described by the values of the weights for the variable y. However, if the variable takes values greater than 1 then the variable is greater than being squared. Both features for the same function are reflected in the weights of the trained networks for different range of the input variable y (see Table 2 ).
All results show that the importance of the input variables change when the range of input variables change. Yet it is confirmed that the proposed method depends on: -First step: divide the set of patterns for its outputs and the study of interrelationships between the input and output variables. Sometimes, the variation in the range of the output variable causes changes on the importance of input variables and then it is necessary to divide the range of the output variable in class, for a separate study of each output class. -Second step: study the range and weights of the input variables in each range of the output variable obtained in the previous step. -Third step: extract rules using steps one and two.
Example of Application
Volume parameter is one of the most important parameters in forest research when dealing with some forest inventories. Usually, some trees are periodically cut in order to obtain such parameters using cubical proofs for each tree and for a given environment. This way, a repository is constructed to be able to compute the volume of wood for a given area or forests and for a given tree species in different natural environments. The data set file [5] has been used in order to implement method explained in the Section 3. The example of application is a dataset from eucalyptus obtained from a region in Spain. The main aim is to detect relationships between all the variables that are in our study, and also this work seeks to estimate the wood volume. The input variables considered for the network were diameter, thickness bark (crust); grow of diameter, height and age. The output variable was the volume of wood.
The Enhanced ENNs were trained, but in any case learning didnt improve, initially tested the whole set. The ratio of error should not be acceptable; the knowledge learned by the network is not good, the error is too large. The evolutions of the values of the weights, in different division intervals for all patterns, the first division in positives and negatives outputs in, finally four networks have been trained. The error is less when the total pattern set is divided in subsets and one ENN is trained for each subset of pattern. In this example, finally 4 neural networks were constructed: one for each set of patterns S 1 · · · S 4 obtained, which outputs are I 1 · · · I 4 , .One neural network is trained for each interval. Now, in each one of the sets of patterns obtained, the most important input variables, in each one of the subsets is sought, using the algorithm for extraction (EM). Table 3 shows the weights of the four trained networks obtained in the first phase BM.
In the second step, the method named as EM has been implemented. Now when the set is divided into four subsets and the weights are observed in each obtained subset or class, it is possible to detect that the most important input variable is changing in each class, by the weights in each neural network. The crust appears as the most important variable followed by height in the first class, in the class two the most important input variable has changed and now the principal variable is the diameter and in the third class the same importance for diameter and height and in the fourth class is the diameter the most important variable again. Weights are studied when they are stable and do not change. Table 4 shows the possible domain of antecedents of the rules. In the third step the solution is a set of rules. Using sections 3.2 and 3.3, the following rules have been obtained from the nets. To apply the rules extracted above to the studied case about volume of wood. The rules show that the network has learned, and then it is possible get a good set of rules if there was a good learning ratio in the training network. For each output interval a set of rules is obtained with one or more variables as antecedents, so the rules are obtained: The problem under study is prediction of volume of wood, and the rules obtained are useful in order to estimate the amount of wood using typical tree variables and the Knowledge obtained is compared with other methods such as repository and with the tree volume tables for a given tree species and for prediction methods as regression.
The results are similar in each case.
Conclusions and Final Remarks
A new method to extract rules from a neural net has been elaborated. In this way the rules obtained will allow completing the knowledge that could be extracted from an expert when building the knowledge base for an ES. In the proposed method, a model of ENN has been used. The implemented method is effective when the importance or characteristics of forecasting variables could change depending on the range of forecast variable. The proposed method has been developed in three parts: a study of the weights in the enhanced neural network by dividing the pattern set into subsets (BM), so you get two benefits, the ENN detects a possible change in the importance of the input variables (for each one of the subsets obtained after the division) and an improvement in learning rate and the consequent of the rules. In the second part by the algorithm (EM) to obtain the most important input variables for each subset or the antecedents for each rule, and finally in the third part building for each division obtained a rules database. The output of the net has a lower mean squared error, thus a more accurate set of rules is obtained. We have compared the results obtained with rules with other methods as tables of scaling for trees of this species and statistical forecasting models, in both cases, the results are similar to those obtained by the proposed method. The advantage ENN is each new data can be updated and improved the database, more easily and can go to expand the database of rules obtained.
