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The Stokes–Einstein relation (SER) is one of most robust and widely employed results from the theory of
liquids. Yet sizable deviations can be observed for self-solvation, which cannot be explained by the standard
hydrodynamic derivation. Here, we revisit the work of Masters and Madden [J. Chem. Phys. 74, 2450-2459
(1981)], who first solved a statistical mechanics model of the SER using the projection operator formalism.
By generalizing their analysis to all spatial dimensions and to partially structured solvents, we identify a
potential microscopic origin of some of these deviations. We also reproduce the SER result from the exact
dynamics of infinite-dimensional fluids.
I. INTRODUCTION
Einstein’s annus mirabilis saw the resolution of three
problems at the interfaces between mechanics, thermo-
dynamics and electrodynamics1: the photoelectric effect,
black-body radiation and Brownian motion. Of the three,
the last most strongly bears the imprint of its liminal ori-
gin. Like his contemporaries Smoluchowski and Suther-
land, Einstein directly borrowed Stokes’ hydrodynamic
result for the drag on a hard particle in a continuum
fluid to obtain the result now commonly known as the
Stokes–Einstein relation (SER). Despite the obvious ide-
alization this implied2, the ensuing relation between the
diffusivity of a particle D, its (hydrodynamic) radius A,
and the solvent shear viscosity ηS at inverse temperature
β,
βDηS =
{
1
6πA , stick,
1
4πA , slip,
(1)
for either stick or slip solvent boundary conditions, is re-
markable. It provides (nearly) quantitative predictions
for the diffusion of spherical particles ranging from the
molecular to the colloidal scale3,4, and qualitative esti-
mates for an even broader range of systems. In this con-
text, it is not surprising that it took the better part of the
following century for a first fully microscopic derivation
of SER even to be sought out.
Masters and Madden (MM) were the first to accom-
plish this technical feat5–7. In order to reproduce the
classical result without borrowing from continuum hy-
drodynamics, MM used tools of equilibrium and out-
of-equilibrium statistical mechanics that simply did not
exist at the start of the 20th century. Most notably,
they employed the projection operator formalism that
had grown out of the study of liquids in the preceding
decades and given rise to various mode-coupling theo-
ries8,9 (and eventually to a description of supercooled liq-
uids10). By applying this formalism, MM shed some light
on some of the less controlled aspects of SER and con-
cluded a decade-long discussion triggered by the deriva-
tion by Keyes and Oppenheim of a result intermediate
between the results for stick and slip boundary condi-
tions11. MM’s work, however, has since had but limited
impact on the experimental study of SER. Their treat-
ment was as elegant as their end result was uncontrover-
sial.
Careful numerical simulations have recently uncovered
systematic deviations from SER that bring renewed in-
terest in considering a fully microscopic model of diffu-
sion. More specifically, it has been shown that diffusion
is systematically enhanced with respect to SER predic-
tions when the radius, A, of a solvated hard sphere be-
comes comparable to the radius, a, of the solvating hard
spheres4,12,13. At first glance, the existence of such a
deviation might not seem surprising. Although Stokes’
expression is exact for a large particle in a continuum
fluid, the treatment must clearly break down once the
granularity of the solvent becomes comparable to that
of the solute. It is instead astonishing that SER could
hold at all on such scales. Yet the bigger surprise is the
sign of the deviation. Once the proper boundary con-
dition is chosen12,13, the correction due to the finiteness
of the Schmidt number, which has been presumed dom-
inant in real systems, indeed goes in the direction oppo-
site to what is observed in simulations14. A larger source
of discrepancy than this effect must therefore have been
overlooked.
A somewhat different set of advances also motivate re-
visiting MM’s analysis. Although on a different scale
1
than in the early 1900s, a borderline problem involving
SER has emerged once again. Research on glasses, which
has recently progressed most quickly at the interface of
the infinite-dimensional (d = ∞) mean-field description
of disordered systems and standard finite-d liquid state
theory15, has uncovered a number of discrepancies be-
tween the two approaches. Most significantly, the exact
dynamics from the former predicts a dynamical arrest at
densities infinitely smaller than the latter for hard sphere
glasses15–19. (A similar effect is also observed in random
Lorentz gases20.) In addition, as d increases, corrections
to SER for self-diffusion systematically grow with fluid
density13,15,19, independently of the breakdown of SER
observed in deeply supercooled liquids13,21–31. Consider-
ing the high-dimensional behavior of a microscopic model
of SERmight thus provide much needed insight into these
observations.
In this article, we present a generalized and refined
treatment of the projection operator approach developed
by MM. This alternate derivation allows us to solve the
model they considered in all d. Its validation against the
generalized SER obtained from hydrodynamics then pro-
vides a number of microscopic insight into the theory of
the liquid state. The plan for the rest of this paper is
as follows. In Sec. II, we define the minimal microscopic
model of a Brownian particle and describe the elemen-
tary observables that characterize its static properties.
In Sec. III, we write the theory for the dynamics of the
Brownian particle, and in Sec. IV for that of the sol-
vent. In Secs. V and VI, we then solve this theory for
different models of the solvent structure. Section VII
concludes with a summary of the results and of possible
extensions. Throughout the text, we have tried to follow
closely the notation of MM, but deviations are necessary
to disambiguate some of the expressions.
II. MODEL DESCRIPTION AND STATIC
QUANTITIES
As a minimal microscopic model of the SER, we con-
sider a binary mixture consisting of a single hard sphere
(the solute) of mass M and radius A solvated in a fluid
of Nf ≫ 1 (much) smaller hard spheres of mass m and
radius a. Note that because we expect the solute to un-
dergo Brownian motion under the influence of the sol-
vent, we refer to is as the Brownian particle. Note also
that for notational convenience, we distinguish quantities
associated with the Brownian particle from those associ-
ated with the solvent by using uppercase letters for the
former and lowercase letters for the latter.
The Hamiltonian for the fluid particles at positions r
and with momenta p and the Brownian particle at R
with momentum P is then
H =
Nf∑
i=1
|p|2
2m
+
|P|2
2M
+
Nf∑
i>j=1
u(|ri−rj |)+
Nf∑
i=1
U(|ri−R|),
(2)
where, in order to avoid the notational complications as-
sociated with discontinuous interaction potentials, we re-
place the hard interactions by harshly repulsive ones
u(x) =
{
|x− 2a|µ, x < 2a,
0, x ≥ 2a,
U(x) =
{
|x−A|µ, x < A,
0, x ≥ A,
(3)
with an exponent µ that is arbitrarily large and A = A+
a. The hard sphere limit, µ → ∞, is however implicitly
taken throughout the calculation.
The particles evolve with Newtonian dynamics within
a cubic box of volume V under periodic boundary con-
dition, but the model is ultimately solved in the ther-
modynamic limit, Nf → ∞ and V → ∞, keeping the
solvent number density, Nf/V → ρ, asymptotically con-
stant. The SER should thus be recovered after taking
the limit a/A → 0, with particle masses proportional to
their volume, i.e., m/M ∼ (a/A)d.
The structure of the system can be characterized in
(left) real and (right) reciprocal space by its instanta-
neous densities:
N(R) = δ(r−R), N(K) = eiK·R;
n(r) =
Nf∑
i=1
δ(r − ri), n(K) =
Nf∑
i=1
eiK·ri ;
n˜(r) =
Nf∑
i=1
δ[r− (ri −R)], n˜(K) = n(K)N(−K);
p(r) =
Nf∑
i=1
piδ(r− ri), p(K) =
Nf∑
i=1
pie
iK·ri ;
p˜(r) =
Nf∑
i=1
piδ[r− (ri −R)], p˜(K) = p(K)N(−K).
Note the subtle difference between n and n˜ (and between
p and p˜). The former is absolute, while the latter is
defined in the reference frame of the Brownian particle.
Upon averaging we get the standard radial distribution
functions and structure factors of a binary system
ρG(r) = 〈n˜(r)〉,
S(K) = 1 + ρ
∫
V
dr[G(r) − 1]eiK·r
= 1 + 〈n˜(K)〉 −NfδK,0,
ρg(r) =
1
Nf
〈∑
i6=j
δ[r− (ri − rj)]
〉
,
s(K) = 1 + ρ
∫
V
dr[g(r) − 1]eiK·r
=
1
Nf
〈n(K)n(−K)〉 −NfδK,0.
Two other static quantities of interest are the mean-
square momentum of the Brownian particle, 〈P · P〉 =
2
dM/β, and the mean-square force exerted by the solvent
on that particle,
β〈F ·F〉 = ρ
∫
V
drG(r)∇ · ∇U(r), (4)
where F = −∂R
∑Nf
i=1 U(|R − ri|) is the instantaneous
force exerted by the solvent on the particle. Note that
the integral of the trace of the Hessian,∇∇U(r), on right-
hand side of Eq. (4) is obtained using the Yvon theorem8.
For a spherically symmetric contact potential, as we con-
sider here, the Hessian then takes the generic form
∇∇U(r) =
δ(r −A)
Sd−1rd−1ρG(r)
(φI+ ψrˆ⊗ rˆ), (5)
where I is the identity matrix, rˆ is a unit vector, and Sd−1
is the surface area of a d-dimensional ball. In other words,
Sd is the volume of the d-dimensional sphere S
d. The
right-hand-side of Eq. (5) also defines two scalar quanti-
ties, φ and ψ, with which we express the force as
β〈F ·F〉 = dφ + ψ. (6)
Physically-speaking, φ and ψ determine how momentum
is exchanged between the solvent and the Brownian par-
ticle. Pure slip, which corresponds to the solvent forc-
ing only radially on the particle and therefore allows no
tangential transfer of momentum, microscopically corre-
sponds to φ = 0; pure stick, which allows forcing from
all components of the solvent collisions, corresponds to
ψ = 0. Intermediate cases with a finite ratio φ/ψ are also
conceivable, but are not considered here. Note that while
this procedure to impose the stick boundary condition
for the fluid velocity relies upon an intuitively justified
mathematical model, microscopically the phenomenon in
fact results from the existence of surface roughness. Note
also that it is unclear whether the present model can re-
produce proper boundary conditions for a fluid temper-
ature field. However, this concern is not significant for
the present study, because we assume that the system is
fully thermalized at all times.
III. PARTICLE DYNAMICS
In this section we define the frequency-dependent dif-
fusion coefficient and express it in terms of a friction co-
efficient, ξ, using the projection operator formalism. We
also obtain a formal expression for the friction coefficient
in terms of correlation functions of the fluctuations of the
solvent momenta, l(K) and t(K), that are, respectively,
longitudinal and transverse in the reference frame of the
Brownian particle.
The frequency-dependent diffusion coefficient of the
Brownian particle is defined as the Laplace transform
of its velocity autocorrelation function
D(ω) =
1
dM2
∫ ∞
0
dteiωt〈P(t) ·P〉 (7)
=
1
dM2
〈P(ω) ·P〉. (8)
Using this definition allows us to naturally separate the
timescales of the various physical processes at play. In
particular, the heavy Brownian particle moves much
slower (on average) than the light solvent particles, and
the average of the frictional force that the solvent exerts
on the particle also evolves slowly. It is thus natural to
follow the approach of MM, and to select the momentum
of the Brownian particle and the force acting on it as slow
variables. We then use the projector operator formalism
to analyze the evolution of the remaining variables.
Explicitly, we define the projection operator P as ap-
plied on an arbitrary vector B, as
PB =
〈B ·P〉
〈P ·P〉
P+
〈B ·F〉
〈F ·F〉
F, (9)
and the orthogonal projection operator Q = 1−P . Using
standard manipulations8, it is then possible to rewrite
Eq. (7) as
βD(ω) = [−iMω +Mξ(ω)]−1 , (10)
with a frequency-dependent friction coefficient
ξ(ω) =
〈F ·F〉
〈P ·P〉
(
−iω +
〈
F˙(ω) · F˙
〉
〈F · F〉
) . (11)
Here, F˙(ω) is the Laplace transform of F˙(t), which is
the projected time derivative of the force, QF˙, evolving
with the so-called projected dynamics, i.e. with an evo-
lution operator from which the slow variables have been
projected out,
F˙(t) = eiQLtQF˙ = eiQLtiQLF. (12)
The Liouville operator8, L, is obtained from the Poisson
bracket with the Hamiltonian defined in Eq. (2), that is
LB = i{H, B}, (13)
which makes QL the projected Liouville operator.
Using Eq. (6), we thus have
Mξ(ω;φ, ψ) =
φ+ ψ/d[
−iω + β〈F˙(ω)·F˙〉dφ+ψ
] , (14)
which at zero frequency gives
Mξ(0; 0, ψ) =
ψ2
dβ〈F˙(0) · F˙〉
(15)
Mξ(0;φ, 0) =
dφ2
β〈F˙(0) · F˙〉
3
for slip and stick boundary conditions, respectively.
Denoting F˙ the variable F˙(t) at initial time, t = 0, we
can use Eq. (9) to write
F˙ = QF˙ =
∫
dr
[
p˜(r)
m
−
P
M
n˜(r)
]
· ∇∇U(r)
−
[
ρ
dM
∫
drG(r)∇ · ∇U(r)
]
P, (16)
where the second term originates directly from the pro-
jection. Using the spherical symmetry of the interaction
potential we can then rewrite Eq. (16) as
F˙ =
∫
dr
{
p˜(r)
m
−
P
M
[n˜(r)− ρG(r)]
}
· ∇∇U(r). (17)
As argued by MM, the second term within the curly
brackets contributes a factor of order (m/M)
1/2
(or,
equivalently, (a/A)d/2) less than the first. Hence, if the
Brownian particle is much more massive that the sol-
vent particles, we can justifiably drop it. Note, however,
that this argument is only valid because applying the
projection operator subtracts the average fluid density
around the particle. After this subtraction, the second
term is a product of a slowly evolving quantity, P and a
rapidly evolving fluctuation of the fluid density around
the particle, n˜− ρG(r). The time integral of the square
of the second term is therefore determined by that of
〈[n˜ − ρG(r)]2〉, because P is approximately constant on
the time scale on which this quantity decays.
Following these approximations, only the fluctuations
of the force exerted by the solvent on the immobile Brow-
nian particle remain. For a spherically symmetric contact
potential, using Eq. (5) gives
F˙ ≈
∫
dr
p˜(r)
m
· ∇∇U(r) (18)
=
∫
dr
p˜(r)
mρSd−1rd−1G(r)
δ(r −A)(φI + ψrˆ⊗ rˆ).
After separating the reciprocal space contributions that
are longitudinal and transverse in the references frame of
the particle, we can write
F˙ =
1
mV
∑
K
l(K)Wl(K) + t(K)Wt(K), (19)
where the overline denotes the complex conjugate. Here,
we have implicitly defined the weights
Wt(K) ≡
α
(KA)
d
2
−1
[
φJ d
2
−1(KA) +
ψ
KA
J d
2
(KA)
]
(20)
=
α
(KA)
d
2
−1
[(
φ+
ψ
d
)
J d
2
−1(KA) +
ψ
d
J d
2
+1(KA)
]
,
Wl(K) ≡
α
(KA)
d
2
−1
×
[(
φ+
ψ
d
)
J d
2
−1(KA)− (d− 1)
ψ
d
J d
2
+1(KA)
]
.
with α = (2π)
d
2
ρG(A)Sd−1
, as well as the solvent momentum
fluctuation vectors
l(K) ≡ p˜(K) · (K⊗K), (21)
t(K) ≡ p˜(K) · (I−K⊗K). (22)
Note that these vectors involve: (i) the positions of both
the (stationary) Brownian particle and the solvent parti-
cles, and (ii) the momenta of the solvent particles. Inter-
estingly, these vectors evolve with a projected dynamics,
which – after following the approximations outlined in
this section – amounts to that of a standard solvent in
presence of a stationary Brownian particle.
Using Eq. (19) we can then write the frequency domain
version of the correlation function as
〈
F˙(ω) · F˙
〉
=
1
(mV )2
∑
K1,K2
(
Wl(K1) Wt(K1)
)(〈l(K1, ω) · l(K2)〉 〈l(K1, ω) · t(K2)〉
〈t(K1, ω) · l(K2)〉 〈t(K1, ω) · t(K2)〉
)(
Wl(K2)
Wt(K2)
)
. (23)
We have thus expressed the friction coefficient experi-
enced by the Brownian particle (given in Eq. (11)) in
terms of the statistical properties of the fluctuations of
the solvents momentum (relative to the stationary Brow-
nian particle).
IV. SOLVENT DYNAMICS
In this section we consider the dynamics of the solvent
momentum fluctuations. Our treatment uses the stan-
dard projection operator analysis of fluid dynamics, but
is complicated by the presence of a stationary Brownian
particle in its midst.
4
A. Projection operator analysis of the solvent
dynamics
The solvent variables already present in Eq. (23) are
the fluctuations of the longitudinal and transverse mo-
menta. In the conventional procedure (e.g., to derive
the equations of linearized hydrodynamics for a fluid8,32)
one would also consider the number density fluctuations.
Here, we follow Ref. 5 and consider instead the the spec-
trum of solvent density fluctuations relative to the parti-
cle position,
b(K) = [n(K)N(−K)− 〈n(K)N(−K)〉] Kˆ. (24)
Despite the similitude with the number density, b(K) is a
vector (not a scalar), and is thus not as straightforward
to handle. If it’s any consolation, this choice at least
simplifies the notation, because then all three fluctuating
quantities, b, l and t, are vectors. Note that this treat-
ment neglects potential couplings to the energy, which
is also locally conserved. As pointed out in Note [14] of
Ref. 5 assuming an incompressible fluid (as we do below)
results in the energy not affecting the friction coefficient.
Like MM, we arrange these three variables, for all
wavevectors of interest, as three vectors of vectors,
b =

b(K1)
b(K2)
b(K3)
...
 , l =

l(K1)
l(K2)
l(K3)
...
 , t =

t(K1)
t(K2)
t(K3)
...
 ,
(25)
which we compactly denote c = (b, l, t)⊺. This treatment
also differs from conventional approaches, which usually
consider a single wavevector. This added complexity can-
not be avoided, because the different wavevectors are cou-
pled as a result of translational symmetry being broken
by the presence of the (still stationary) Brownian par-
ticle. Thus, in the following we analyze the complete
correlation matrix
〈
c(t)c†
〉
. Note that (following MM)
we use the convention that the element (K1,K2) of the
〈
ll†
〉
sector of the correlation matrix is equal to average
of the scalar product of two vectors, 〈l(K1) · l(K2)〉.
To evaluate the correlation matrix
〈
c(t)c†
〉
, we use the
projection operator technique once again. This time the
set of slow variables is the set of vectors c. Recall that the
time (or frequency) dependence of this correlation matrix
is given by the projected dynamics given in Eq. (12). Re-
call also that after the approximations made in Sec. III,
this projected dynamics amounts to the standard dynam-
ics of the solvent in presence of a stationary particle.
The projection operator expression for
〈
c(t)c†
〉
(or,
more conveniently, for its frequency domain counterpart,〈
c(ω)c†
〉
) is obtained as in Sec. 9.1 of Ref. 8〈
c(ω)c†
〉
=
〈
cc†
〉
R(ω)
〈
cc†
〉
, (26)
where the memory matrix R is given by
R(ω) =
(
−iω
〈
cc†
〉
−
〈
c˙c†
〉
+
[
c˙(ω), c˙†
])−1
. (27)
Except for the normalization convention, this result is
thus equivalent to Eq. (9.1.42) in Ref. 8. Note that for
compactness, the notation in the above two equations
follows that of MM, even though it is potentially con-
fusing. In particular, the dot in the static expressions,〈
c˙c†
〉
, denotes the standard time derivative, while the
dot in the dynamical expressions,
[
c˙(ω), c˙†
]
, denotes the
projected time derivative. It follows from manipulations
of the projection operator that the time (or frequency)
dependence in
[
c˙(ω), c˙†
]
is then given by the projected
dynamics. That is, for arbitrary vectors u and v,[
u˙, v˙†
]
(t) =
〈
eiQcLt(Qcu˙)Qcv˙
†
〉
, (28)
and [
u˙(ω), v˙†
]
=
∫ ∞
0
dt eiωt[u˙, v˙†](t), (29)
where Qc denotes the projection operator on the space
orthogonal to c and the Liouville operator describes the
standard solvent dynamics in presence of the immobile
(Brownian) particle, as approximated in Sec. III. Since〈
lb†
〉
= 0 and
〈
tb†
〉
= 0, computing the correlation
function in Eq. (23) only requires evaluating
(〈
l(ω)l†
〉 〈
l(ω)t†
〉〈
t(ω)l†
〉 〈
t(ω)t†
〉) = (〈ll†〉 〈lt†〉〈
tl†
〉 〈
tt†
〉)(Rll(ω) Rlt(ω)
Rtl(ω) Rtt(ω)
)(〈
ll†
〉 〈
lt†
〉〈
tl†
〉 〈
tt†
〉), (30)
so, for example, the element (K1,K2) of
〈
l(ω)l†
〉
has the form
〈l(K1, ω) · l(K2)〉 =
∑
K′,K′′
〈l(K1) · l(K
′)〉Rll(K
′,K′′, ω) 〈l(K′′) · l(K2)〉+ 〈l(K1) · t(K
′)〉Rtl(K
′,K′′, ω) 〈l(K′′) · l(K2)〉
〈l(K1) · l(K
′)〉Rlt(K
′,K′′, ω) 〈t(K′′) · l(K2)〉+ 〈l(K1) · t(K
′)〉Rtt(K
′,K′′, ω) 〈t(K′′) · l(K2)〉 .
After gathering these terms, it is fortunately possible to simplify some of the resulting integrals by using the real-space
5
transformation described in Appendix A. The combination of Eqs. (23) and (30) then becomes
〈F˙(ω) · F˙〉 =
[
ρG(A)V
β(2π)d
]2 ∫
dK1dK2[(d− 1)
2Wt(K1)Wt(K2)Rtt(K1,K2, ω) + (d− 1)Wt(K1)Wl(K2)Rtl(K1,K2, ω)
+ (d− 1)Wl(K1)Wt(K2)Rlt(K1,K2, ω) +Wl(K1)Wl(K2)Rll(K1,K2, ω)]. (31)
The remaining task of obtaining the various elements of R−1 is described in the next two subsections.
B. Static averages
We first evaluate the various static averages of c and c˙.
Using the structural quantities defined in Sec. II we can
show that all terms in matrices 〈cc†〉 and 〈c˙c†〉 vanish,
except for
〈l(K) · l(K′)〉 =
m
β
(Kˆ · Kˆ′)2[S(K−K′)− 1 +NfδK,K′ ]
〈b˙(K) · l(K′)〉 =
iK
m
〈l(K) · l(K′)〉
〈l(K) · t(K′)〉 =
m
β
[1− (Kˆ · Kˆ′)2][S(K−K′)− 1]
〈b˙(K) · t(K′)〉 =
iK
m
〈l(K) · t(K′)〉
〈t(K) · t(K′)〉 =
m
β
[(d− 2) + (Kˆ · Kˆ′)2]
× [S(K−K′)− 1 +NfδK,K′ ]
〈b(K) · b(K′)〉 = (Kˆ · Kˆ′)

〈∑
ij
e−i(K−K
′)·ReiK·rj−iK
′·ri
〉
− [S(K)− 1 +NfδK,0][S(K
′)− 1 +NfδK′,0]} .
Note that in this last expression off-diagonal terms in-
volve three-body correlations that remain of order unity,
while diagonal terms are extensive. In the thermody-
namic limit, the solvent density correlator thus simplifies
to its bulk expression
〈b(K) · b(K′)〉 = δK,K′Nfs(K). (32)
C. Dynamical averages
We next consider the elements of the dynamical matrix[
c˙(ω), c˙†
]
. Recall that the vectors l(K) and t(K) are the
longitudinal and transverse components, relative to the
Brownian particle, of the solvent momentum, p˜(K) ≡
p(K)N(−K) (see Eqs. (21) and (22)). Neglecting the
time dependence of the particle position (as motivated
in Sec. III) and the effect of the particle on the fluid, we
get
˙˜p(K) = iσ(K) ·KN(−K), (33)
where the microscopic stress tensor
σ(K) =
∑
i
eiK·ri
(pi ⊗ pi
m
+
1
2
∑
j
1− eiK·rij
iK · rij
fij ⊗ rij
)
,
includes a contribution that arises from the microscopic
force between solvent particles, fij = −∂riu(|ri − rj |).
Recall also that the elements of the memory matrix,
R, are expressed in terms of time derivatives projected
on the subspace orthogonal to c. Because correlations
between the components of the solvent momentum and
the stress tensor vanish by symmetry, the projected time
derivatives of l(K) and t(K) involve the projected stress
tensor σc(K),
σc(K) = σ(K)−
n(K)
β s(K)
I ≡
∑
i
eiK·riζi(K), (34)
where last equality implicitly defines single-particle con-
tributions to the stress tensor, ζi.
We are now about to formulate the most important
approximation of this work, taking a slightly different
approach than MM. We illustrate the process by con-
sidering the component
〈
t˙(K, ω = 0) · t˙(K′)
〉
of the full
matrix
[
c˙(ω = 0), c˙†
]
:
〈
t˙(K, ω = 0) · t˙(K′)
〉
(35)
=
∫ ∞
0
dτ
〈∑
i,j
eiK·(ri(τ)−R(τ))e−iK
′·(rj(0)−R(0))
[
(I− (Kˆ⊗ Kˆ)) · ζi(K; τ) ·K
]
·
[
(I− (Kˆ′ ⊗ Kˆ′)) · ζj(−K
′; 0) ·K′
]〉
,
where τ denotes the projected time evolution. Equation (35) contains two elements. The first,∑
i,j e
iK·(ri(τ)−R(τ))e−iK
′·(rj(0)−R(0)), describes the evolution of the solvent density around the Brownian particle.
The second, which involves ζi(K; τ)ζj(−K
′; 0), describes the evolution of the solvent stress tensor fluctuations.
6
We assume that the time and length scales of these two elements can be separated. Specifically, we assume that
the integrand in expression
〈
t˙(K, ω = 0) · t˙(K′)
〉
can be factorized as〈∑
i,j
eiK·(ri(τ)−R(τ))e−iK
′·(rj(0)−R(0))
[
(I− (Kˆ⊗ Kˆ)) · ζi(K; τ) ·K
]
·
[
(I− (Kˆ′ ⊗ Kˆ′)) · ζj(−K
′; 0) ·K′
]〉
(36)
≈ N−1f
〈∑
i,j
eiK·(ri(0)−R(0)e−iK
′·(rj(0)−R(0))
〉〈∑
i,j
[
(I− (Kˆ⊗ Kˆ)) · ζi(0; t) ·K
]
·
[
(I− (Kˆ′ ⊗ Kˆ′)) · ζj(0; 0) ·K
′
]〉
.
Equation (36) combines several approximations that are made concurrently. First, we assume that the relaxation of
stress fluctuations is not affected by the presence of the Brownian particle. The configurational averages can thus
be factorized. Second, we assume that solvent density around the particle evolves slowly compared to the stress
fluctuations. The solvent density correlations can thus be evaluated concurrently, i.e.,〈∑
i,j
eiK·(ri(τ)−R(τ))e−iK
′·(rj(0)−R(0))
〉
≈
〈∑
i,j
eiK·(ri(0)−R(0))e−iK
′·(rj(0)−R(0))
〉
≈ Nfs(K)δKK′ + S(K−K
′)− 1.
(37)
Note that this approximation is slightly different from MM’s, in that it preserves information about the solvent
structure. Third, we assume that the length scale for solvent and stress correlations are well separated. In other
words, we assume that the wavevectors at which the correlations of the solvent around the Brownian particle are
non-trivial are small compared to those relevant to the stress correlations. It is thus possible to take the K→ 0 limit
of ζi(K; τ), and in that limit the projected time evolution of the stress correlations can be replaced by their standard
time evolution,33 i.e., τ → t.
Integrating the stress tensor correlations at zero wavevector is achieved with the help of the following relations for
the elements of the rank 2 viscosity tensor,
η(0, ω = 0) = lim
K→0
β
V
∫ ∞
0
dt〈σc(K, t)⊗ σc(−K)〉, (38)
in terms of the bulk and shear viscosity, ηB and ηS, respectively (see Appendix B),
ηiiii(0, ω = 0) = ηB +
2(d− 1)
d
ηS,
ηijij(0, ω = 0) = ηS for i 6= j,
ηiijj(0, ω = 0) = ηB −
2
d
ηS for i 6= j.
(39)
Using Eqs. (39) gives for the time integral of the second configurational average in Eq. (36),
N−1f
∫ ∞
0
dt
〈∑
i,j
[
(I− (Kˆ⊗ Kˆ)) · ζi(0; t) ·K
]
·
[
(I− (Kˆ′ ⊗ Kˆ′)) · ζj(0; 0) ·K
′
]〉
=
(K ·K′)
βρ
[
d− 3 + 2(Kˆ · Kˆ′)2
]
ηS.
(40)
Combining Eqs. (37) and (40), we finally obtain the approximate expression
〈
t˙(K, ω = 0) · t˙(K′)
〉
≈ [Nfs(K)δKK′ + S(K−K
′)− 1]
(K ·K′)
βρ
[
d− 3 + 2(Kˆ · Kˆ′)2
]
ηS. (41)
Repeating the above procedure for the other elements gives〈
l˙(K, ω = 0) · l˙(K′)
〉
≈ [Nfs(K)δKK′ + S(K−K
′)− 1]
(K ·K′)
βρ
{
ηB +
[
2(Kˆ · Kˆ′)2 −
2
d
]
ηS
}
(42)〈
l˙(K, ω = 0) · t˙(K′)
〉
=
〈
t˙(K, ω = 0) · l˙(K′)
〉
≈ [S(K−K′)− 1]
2(K ·K′)
βρ
[
1− (Kˆ · Kˆ′)2
]
ηS. (43)
Note that the above four expressions preserve off- diagonal terms, i.e. with K 6= K′. These terms capture
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the breaking of the translational symmetry of the solvent
caused by the sole presence of the Brownian particle. As
we will see below, keeping these terms is essential for
reproducing the SER.
The only remaining task consists of performing the in-
version given in Eq. (27) to obtain R and solve Eq. (31).
This challenging program is achieved for a couple of sol-
vation models in the following two sections.
V. UNPHYSICAL MODEL
The simplest possible model of solvation is to pose
that the solvent can penetrate the Brownian particle, i.e.,
G(r) = 1 and S(K)− 1 = 0, and that the solvent has the
structure of an ideal gas, i.e., g(r) = Θ(r − 2a) and
s(K) = 1− ϕ¯Γ
(d
2
+ 1
)J d
2
(2Ka)
(Ka)
d
2
(44)
= 1− ϕ¯{1 +O[(Ka)2/d]},
where ϕ¯ = 2dϕ is the natural scale for the solvent volume
fraction, ϕ = ρVd(a), for particles of volume Vd(a)
13. For
this solvation model the only non-vanishing correlators
are
〈b(K) · b(K′)〉 = NfδK,K′
〈l(K) · l(K′)〉 =
mNf
β
δK,K′
〈t(K) · t(K′)〉 =
m(d− 1)Nf
β
δK,K′〈
b˙(K) · l(K′)
〉
=
iKNf
β
δK,K′〈
l˙(K, ω = 0) · l˙(K′)
〉
=
Nfs(K)K
2
βρ
[
ηB + 2
(d− 1)
d
ηS
]
δK,K′
〈
t˙(K, ω = 0) · t˙(K′)
〉
=
Nfs(K)K
2
βρ
(d− 1)ηSδK,K′ .
Note that for this solvation model all the correlators are
diagonal inK. Translational symmetry is thus recovered.
Defining the diagonal matrices D1 =
diag(. . . ,K, . . .), D2 = diag(. . . , s(K), . . .), and
D3 = diag(. . . , s(K)K
2, . . .), we can thus write the
matrix
R(ω)−1 =
−iωNfD2 −
iNf
β D1
− iNfβ D1 −
imNfω
β I
−iωm(d−1)Nfβ I
+
0 Nfβρ (ηB + 2 (d−1)d ηS)D3
Nf (d−1)ηS
ρβ D3
. (45)
Given that D1,D2,D3 commute, one can treat R(ω)
−1 as a 3 × 3 matrix and straightforwardly compute R(ω).
Substituting the transverse and longitudinal sectors of R(ω) into Eq. (31) we then get
〈F˙(ω) · F˙〉 =
G(A)2ρSd−1
β(2π)d
∫ ∞
0
dKKd−1
 (d− 1)W 2t (K)
−iωm+ ηSs(K)K
2
ρ
+
W 2l (K)
−iωm+ iK
2
ωβ +
(ηB+2
d−1
d
ηS)s(K)K2
ρ
 . (46)
Using once more the incompressible solvent assumption, i.e., ∇p = 0 and thus K · p(K) = 0 for all K, implies that
Wl(K) = 0. For the slip case, we then obtain (using Eq. (G6))
〈F˙(ω) · F˙〉 =
ψ2(d− 1)
βηSSd−1Ad−2
∫ ∞
0
dKK−1
J2d
2
(K)
−δ2 +K2
(
1− ϕ¯Γ
(
d
2 + 1
) J d
2
(2Ka/A)
(Ka/A)
d
2
)
=
ψ2(d− 1)
βdηSSd−1Ad−2
iπ
2δ
[
H
(1)
d
2
−1
(δ)J d
2
(δ) +H
(1)
d
2
(δ)J d
2
+1(δ)
]
[1 +O(ϕ¯)],
where δ =
√
iωmρA2/ηS is a materials constant for a
fixed ω. Plugging this result into Eqs. (15) and consid-
ering a low-density solvent, ϕ¯≪ 1, in the zero-frequency
limit gives
Mξunphys(0; 0, ψ) =
(d2 − 4)Sd−1ηSA
d−2
2(d− 1)
. (47)
Remarkably, this result coincides with that of Keyes
and Oppenheim11 for d = 3, i.e., Mξ′(0; 0) = 5πAηS,
and with the Hadamard–Rybczynski drag on a sphere of
fluid of viscosity ηS by a fluid of the same viscosity (see
Appendix C). It thus extends to all dimensions the con-
jecture made by MM for this case in d = 3. In order
to obtain a firmer grasp on the validity of this analogy
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the finite-frequency scaling of this problem should also
be considered. The corresponding hydrodynamic calcu-
lation has, however, not yet been attempted. We thus
leave this particular question to a later study and pro-
ceed instead with a different solvation model.
VI. PHYSICAL MODEL
A more physical description of solvation should at least
enforce volume exclusion by the Brownian particle. As
a minimal model, we thus take G(r) = Θ(r − A) and
g(r) = Θ(r − 2a). Even if we assume an incompressible
solvent from the start, this choice is highly nontrivial to
analyze. The full solution of
〈F˙(ω) · F˙〉 =
[
(d− 1)ρG(A)V
β(2π)d
]2 ∫∫
dK1dK2Wt(K1)R(K1,K2, ω)Wt(K2), (48)
and its derivation are presented in Appendix D. While obtaining R from its inverse S is straightforward for the
unphysical model, here the problem is not similarly tractable. In order to make progress, the key insight is that
one doesn’t need the full matrix R to compute the self-correlation
〈
F˙(ω) · F˙
〉
. One only needs the partial inverse
℘˜(KA) ≡
∫
dK′R(K,K′)Wt(K
′), and in fact only the two coefficients
B± ≡
1
Sd−1
∫
dK
J d
2
±1(KA)
(KA)
d
2
−1
℘˜(KA).
Schematically, because ℘˜ = RW , we have W = S℘˜. In order to make use of Hankel’s theorem,∫∞
0
drrJν (Kr)Jν(K
′r) = δ(K−K
′)
K , we temporarily define Gǫ(r) ≡ 1 − ǫΘ(A − r), which produces two parts in
the integral
∫
S(K,K′)℘˜(K′A): one over all space, and one on the ball of radius A. In other words, we schematically
have
W (K) ∝
(
(KA)2 − δ2
)
℘˜(KA)− ǫΥA. (49)
The resulting identity
℘˜(KA) ∝
W (K)
(KA)2 − δ2
+ ǫ
ΥA
(KA)2 − δ2
(50)
is recursive because the integrand in ΥA contains ℘˜, which at first may seem intractable. Yet, integrating once more
against a proper multiple of J d
2
±1 and using various Bessel identities, two linear equations for B± can be obtained.
One can thus solves this system. Finally setting ǫ = 1 gives the desired final expression.
In the zero-frequency limit this analysis further simplifies to
〈F˙(0) · F˙〉 =
(d− 1)
βηSSd−1Ad−2
[
1
(d− 2)
(
φ+
ψ
d
)2
+
1
2
(
ψ
d
)2] [
1 + ϕ¯
(
1 +O(a/A)
)]
. (51)
In the low density limit, we then obtain [from Eq. (15)]
the friction coefficients
Mξphys(0; 0, ψ) =
8πd/2ηSA
d−2
(d− 1)Γ(d/2− 1)
, (52)
Mξphys(0;φ; 0) =
4dπd/2ηSA
d−2
(d− 1)Γ(d/2− 1)
, (53)
for the slip and stick boundary conditions, respectively.
Remarkably, these results precisely correspond to those
obtained by generalizing the standard hydrodynamic
analysis to arbitrary d given in Eqs. (44) and (48) of
Ref. 13. By preserving the off-diagonal contributions,
the improved solvent model thus robustly captures the
essential physics behind the SER.
Interestingly, it also correctly predicts that the case
d = 2 is singular, in that the friction coefficient vanishes.
This is the reflection of the Stokes paradox known from
macroscopic thermodynamics. Indeed, the projection op-
erator formalism we used leads to a linearized hydrody-
namics, and thus corresponds to a low Reynolds number
9
limit. We note that a consistent treatment of the d = 2
case requires also dealing with t−1 long-time tails in the
stress autocorrelation function8. This analysis is beyond
the scope of the present work.
A couple of additional microscopic insights also
emerge. First, it unambiguously identifies the hydrody-
namic radius of the Brownian particle. Its proper asymp-
totic form is the sum of the particle radii, A = A + a,
which is where particles exchange momentum. This re-
sult thus confirms the proposal of Refs. 12 and 13. Sec-
ond, it identifies how the solvent structure qualitatively
affects the SER. Systematic deviations from the hydrody-
namic prediction are indeed expected for ϕ¯ & 1, because
then friction on the Brownian particle diminishes signifi-
cantly. Although such contribution might be challenging
to measure in experiments because of the difficulty of
precisely determining A, numerical simulations of hard
sphere fluids suffer no such limitation. The extent to
which finite-dimensional corrections to S(K) and other
approximations might hide this effect, however, have yet
to be determined. Solving for an even more realistic
model of the solvent structure is thus a natural next step.
A more controlled limit is that of d → ∞, in which
the approximations done in Secs. III and IV as well as
the current approximations to S(K) and s(K) become
exact. In that context, it is thus reasonable to extend
the analysis to the limit of self-solvation, in which the
Brownian particle radius is the same as that of the solvent
particles, i.e., A→ a and A → D ≡ 2A. For ϕ¯≫ 1, the
slip case then reduces to
Mξphys(0; 0, ψ) ≈
2d× 2d(d− 2)Vd(D)ηS
(d− 1)D2ϕ¯
d→∞
∼=
2× 2dVd(D)ηS
D2ϕ̂
. (54)
where ϕ̂ = ϕ¯/d. Remarkably, Eq. (54) recovers the non-
trivial SER-like result of Maimbourg et al. in d → ∞
fluids15,19. In this limit, this scaling is expected to hold
from the low-density fluid regime up to the dynamical
transition, ϕ̂d = 4.8. The solvent structure therefore
serves as counterweight to viscosity in this case.
The sign and magnitude of the above effects are also
consistent with the dominant deviation from SER ob-
served in numerical simulations of self-solvation in d = 3-
812,13. A more careful consideration of the separate role
of density and solvent structure in the regime where
ϕ¯ > 1 and 0 < a/A ≤ 1 should, however, be undertaken
to confirm the microscopic origin of these discrepancies.
VII. CONCLUSION
By refining and generalizing the microscopic deriva-
tion of SER by Masters and Madden5, we have obtained a
number of microsopic insights that had previously largely
gone unnoticed, even in alternate microscopic deriva-
tions34,35: (i) the unambiguous definition of the hydro-
dynamic radius; (ii) the leading microscopic correction to
SER; and (iii) an independent derivation of the SER-like
for self-solvation in d → ∞. These predictions should
motivate further numerical work, in order to systemati-
cally identify how the various corrections to the hydrody-
namic SER develop with particle radius, solvent density,
and dimension.
Following MM, we have here worked in reciprocal
space. This scheme offers many technical advantages in
problems with unbroken translational symmetry, and is
also convenient in the present problem, where a solu-
tion is sought in the reference frame of the Brownian
particle. The resulting expressions of Section II for the
length of longitudinal and transverse components of the
Fourier transformed momentum vector, for instance, are
strikingly simple. It would likely be instructive to repeat
our analysis in real space, thence following more closely
the macroscopic analysis13. Even though a compara-
bly straightforward expression for the solvent momen-
tum field is then obtained (see, e.g., Eq. (30) of Ref. 13),
translating one approach into the other appears to be
rather technically difficult. This problem is thus left for
a future study.
A key assumption of the current derivation is that the
solvent is memoryless. As the solvent density increases,
however, its dynamics grows dramatically sluggish, and
its memory lengthens accordingly. In experiments and
simulations the emergence of such memory is accompa-
nied with a breakdown of SER; the diffusivity of solvent-
size particles in deeply supercooled liquids is markedly
larger than what SER predicts. Even larger deviations
are observed when the particle radius is much smaller
than the solvent, with the random Lorentz gas serving
as a limit case20. The standard theoretical approach
for including memory to the solvent flow is through a
mode-coupling scheme10. As mentioned in the introduc-
tion, however, existing schemes fail to recover key as-
pects of the physics of viscous liquids. Surprisingly, such
approaches all neglect off-diagonal terms. Seeing how
crucial these terms are to recover SER, it would be in-
teresting to formulate a mode-coupling theory of viscous
liquids that includes them. Hopefully, such herculean ef-
fort could provide a dimensionally consistent theory of
viscous liquids as well as additional insight into the as-
sociated breakdown of SER.
SUPPLEMENTARY MATERIAL
See supplementary material for a companion Maple
2017 code to compute the hydrodynamic drag on a drop
of fluid suspended in a fluid with a different viscosity, in
all dimensions.
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Appendix A: Simplification of the Projected
Force Correlation
Substituting the elements of Eq. (30) into into the
right-hand side of Eq. (23) gives rise to an expression
(Eq. (31)) that involves the elements of the memory ma-
trix R. In order to illustrate the analysis of this expres-
sion, we consider here the terms that involve its trans-
verse elements, Rtt, i.e.,
〈
F˙(ω) · F˙
〉
tt
=
1
(mV )2
∑
K1,K2
∑
K′,K′′
[
Wl(K1) 〈l(K1) · t(K
′)〉Rtt(K
′,K′′, ω) 〈t(K′′) · l(K2)〉Wl(K2) (A1)
+ Wt(K1) 〈t(K1) · t(K
′)〉Rtt(K
′,K′′, ω) 〈t(K′′) · l(K2)〉Wl(K2)
+ Wl(K1) 〈l(K1) · t(K
′)〉Rtt(K
′,K′′, ω) 〈t(K′′) · t(K2)〉Wt(K2)
+ Wl(K1) 〈t(K1) · t(K
′)〉Rtt(K
′,K′′, ω) 〈t(K′′) · t(K2)〉Wt(K2)
]
.
We first combine the longitudinal and transverse contributions in summations over K1 and K2, and then replace
these summations by integrations over real space,〈
F˙(ω) · F˙
〉
tt
=
1
m2
∫
dr1dr2
∑
K′,K′′
[〈
[W(r1) · p˜(r1)] · t(K
′)
〉
Rtt(K
′,K′′, ω) 〈t(K′′) · [p˜(r2) ·W(r2)]〉
]
, (A2)
where
W(r) =
δ(r −A)
mρSd−1rd−1G(r)
(φI+ ψrˆ⊗ rˆ). (A3)
The momenta of different fluid particles being uncorre-
lated, we can write
〈p˜α(r1)p˜γ(r2)〉
=
m
β
δαγ
〈∑
i
δ[r1 − (ri −R)]δ[r2 − (ri −R)]
〉
=
m
β
δαγδ(r1 − r2)
〈∑
i
δ[r2 − (ri −R)]
〉
, (A4)
which implies that
1
m
∫
dr1〈[W(r1)·p˜(r1)] · t(K
′)〉
= (d− 1)
ρG(A)
β
Wt(K ′). (A5)
Finally, taking the thermodynamic limit to replace
summation over wavevectors K′ and K′′ by integrals,
∑
K′
→ (V/(2π)d)
∫
dK′, gives the part of Eq. (31) that
involves the transverse elements of the memory function,
Rtt. Other parts can be obtained in a similar way.
Appendix B: Generalized d Viscosity Tensor
The overarching message of Section 8 of Ref. 8 is that
in the hydrodynamic regime, for small wave-vectors and
frequencies, correlations functions of macroscopic quan-
tities are identical to the correlation functions of the cor-
responding microscopic quantities (an idea due to On-
sager). Sections 8.4 and 8.5 of Ref. 8 respectively deal
with the transverse current correlations and the longitu-
dinal modes. In both cases, combinations of ηS and ηB
occur as limits ω → 0,K→ 0 of macroscopic quantities,
and thus of microscopic ones.
The key here is thus correctly identify the macroscopic
tensor for arbitrary d. From a macroscopic perspective,
the bulk and shear viscosity, ηB and ηS, appear in the
stress tensor. Classically in d = 3, the macroscopic
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stress tensor is
σmacroik = −Pδik + ηBδik
∂vl
∂xl
+ ηS(
∂vi
∂xk
−
∂vk
∂xi
−
2
3
∂vl
∂xl
).
The factor 23 is there to make the tensor multiplying
ηS trace-free. In dimension d, this term is
2
d . In a
coordinate-free language, the macroscopic stress tensor
is thus
σmacro(X,Y) =
(
−P + ηBdiv(v)
)
X ·Y + ηS
(
X · ∇Yv +Y · ∇Xv −
2
d
div(v)
)
. (B1)
(Note how this differs from Eq. (33) of Ref. 13 where
ηB was assumed to be zero.) Following the arguments
of Ref. 8 yields ηijij = ηS for i 6= j from the transverse
current analysis and ηiiii = ηB +
2(d−1)
d ηS from the lon-
gitudinal modes analysis.
It thus remains to capture ηiijj for i 6= j. To do so, we
use the symmetries of the tensor η. In an isotropic fluid,
this tensor is invariant under rotation and reflection. As
explained in Appendix A of Ref. 13, the first fundamental
theorem of the orthogonal group impose the equation
ηijkl = c1δijδkl + c2δikδjl + c3δilδjk. (B2)
Thus, the only non-zero components are the ηiiii, ηiijj ,
and ηijij = ηjiij . The fact that η is symmetric forces
c2 = c3 = ηS. Given that c1+2ηS = ηiiii = ηB+
2(d−1)
d ηS,
we have for i 6= j that ηiijj = c1 = ηB −
2
dηS.
Note that Appendix A of Ref. 13 commented that the
linear viscosity ηL ≡ ηiiii is directly proportional to ηS,
and erroneously concluded that the numerical results of
Ref. 36 suggesting otherwise likely reflected insufficient
averaging. The mistake in this reasoning is that the
pressure tensor is not instantaneously tracefree, but only
tracefree on average. The bulk viscosity, ηB, thus does
contribute to the linear viscosity, which validates numer-
ical results of Ref. 36.
Appendix C: Drag on a fluid drop
We follow the ideas of Refs. 37 and 38 (recounted in
Ref. 39, §20, Problem 2) to determine, in general di-
mension d, the drag coefficient, ξ, on a drop of fluid of
viscosity η′S, pulled gravity with constant g, in a fluid
with viscosity ηS. Note that we here adopt the notation
and framework proposed in Section IV.A and Appendix
F of Ref. 13. Note also taht a companion Maple 2017
code to compute the hydrodynamic drag on a drop of
fluid suspended in a fluid with a different viscosity, in
all dimensions, has been archived and can be accessed at
http://doi.org/10.7924/r4x061q6f.
Consider a spherical fluid drop at rest, centered at the
origin, within an outside fluid moving with a velocity
field v that reaches a constant velocity u infinitely far
away from the drop. As in Ref. 13, the velocity of the
fluid outside the drop can be obtained from a potential
function fout via
vout = u+ curl curl(foutu). (C1)
Similarly, a potential fin inside the sphere yields
vin = curl curl(finu). (C2)
Both fin and fout are such that grad∆
2f = 0, whence,
for d 6= 4, we have
f = (−1)d(ar4−d + br2−d + c+ dr2 + er4),
while for d = 4 we have f = a ln r+ br−2+ c+ dr2 + er4.
For the fluid outside the drop, we must have d = e = 0
for the boundary velocity to be u. For the fluid inside
the sphere, we must have a = b = 0 in order to prevent
an unphysical singularity at the origin. In both cases, c
is immaterial because it disappears from the expression
for v. This potential determines both the pressure
P = P0 + (−1)
dηSu · grad∆f, (C3)
and the components of the stress tensor
σ(X,Y) ≡ −PX ·Y + ηS
(
X(Y · v) +Y(X · v)
− (∇XY) · v − (∇YX) · v
)
(C4)
in arbitrary directions X,Y.
At the hydrodynamic radius, A, which defines the in-
terface between the two fluids, we have three boundary
conditions:
• the normal components vin|r=A ·n and vout|r=A ·n
must be 0;
• vin|r=A = vout|r=A;
• for directions w tangential to the sphere,
σin|r=A(n,w) = σout|r=A(n,w).
These conditions thus fix the constants:
a =

Ad−2(dη′S+2ηS)
2(d−1)(d−4)(ηS+η′S)
, if d 6= 4
−
(ηS+2η
′
S)A
2
3(ηS+η′S)
, if d = 4,
b = −
Adη′S
2(d− 1)(ηS + η′S)
,
d = −2eA2 =
(d− 2)ηS
4(d− 1)(ηS + η′S)
.
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Of these coefficients, only a appears in the expression for
the drag force, F = ξu. Simplifying the above results,
we obtain
ξfluid =
4ηS(2ηS + dη
′
S)π
d
2Ad−2
(d− 1)Γ
(
d
2 − 1
)
(ηS + η′S)
. (C5)
Equating this force to the gravitational pull gives the
terminal speed, Vt, of a slowly moving spherical drop
of liquid of mass density ̺′ (rather than number density)
and viscosity η′S through an ambient fluid of mass density
̺ and viscosity ηS,
Vt =
(d− 1)A2(ηS + η
′
S)g|̺− ̺
′|
(d− 2)dηS(2ηS + dη′S)
. (C6)
This result thus generalizes the Hadamard–Rybczynski
expression to all d ≥ 337,38.
If the drop of fluid has the same viscosity as the sur-
rounding solvent, i.e., ηS = η
′
S, we finally obtain
ξfluid =
(d2 − 4)ηSSd−1A
d−2
2(d− 1)
. (C7)
Comparing this result with Eqs. (44) and (48) from
Ref. 13, we see that ξfluid is the mean of ξslip and ξstick
in all d ≥ 3.
Appendix D: Projected force self-correlation of
the physical model
In this appendix, we compute the projected force self-
correlation
〈
F˙(ω) · F˙
〉
under the structural hypotheses
described in Sec. VI. Note that fully computing R ≡
S−1 is here unnecessary; it suffices to compute a partial
inverse defined as
℘(KA) ≡ Kd−1
∫
dK′ R(K,K′)Wt(K
′). (D1)
It indeed follows that〈
F˙(ω) · F˙
〉
= cSd−1
∫ ∞
0
dKW (K)℘(KA), (D2)
where c ≡
( (d−1)ρG(A)
β
)2
( V
(2π)d
)2. In fact, even a full
description of ℘ is extraneous. Because only J d
2
±1 appear
in Wt (see Eq. (20)), we only really need to compute the
quantities
B± ≡
∫ ∞
0
dK℘(KA)
J d
2
±1(KA)
(KA)
d
2
−1
, (D3)
for then〈
F˙(ω) · F˙
〉
= cSd−1α
(
φB− +
ψ
d
(B+ +B−)
)
. (D4)
Given that S(K1,K2) depends only onK1 ·K2, K1 and
K2, and that W (K) only depends on K, it is natural to
get rid of S and R the dependence on direction . Let
R˜(K,K ′) ≡
V
(2π)d
∫∫
dKˆdKˆ′R(K,K′), (D5)
S˜(K,K ′) ≡
V
(2π)d
∫∫
dKˆdKˆ′ S(K,K′). (D6)
Given that∫ ∞
0
dK ′K ′
d−1
S˜(K,K ′)R˜(K ′,K ′′) = S2d−1
δ(K −K ′′)
Kd−1
(see Eq. (E9)), we get that
W (K) =
1
Sd−1
V
(2π)d
∫ ∞
0
dK ′S˜(K,K ′)℘(K ′A). (D7)
We have an explicit expression for S = Stt:
S(K,K′) = −iω 〈t(K) · t(K′)〉 −
〈
t˙(K) · t(K′)
〉
+ [t˙(K, ω), t˙(K′)]
≈ −iω 〈t(K) · t(K′)〉+
〈
t˙(K, ω = 0) · t˙(K′)
〉
=
(
−iω
m
β
(
d− 2 + (Kˆ · Kˆ′)2
)
+
(K ·K′)
(
d− 3 + 2(Kˆ · Kˆ′)2
)
ηS
ρβ
)
ρ
∫
drG(r)ei(K−K
′)·r. (D8)
To pass from S to S˜, it is convenient to introduce the quantities
tn(K,K
′, r) ≡
1
Sd−1
∫∫∫
drˆdKˆdKˆ′(Kˆ · Kˆ′)nei(K−K
′)·r, (D9)
t0,2(K,K
′, r) ≡ (d− 2)t0(K,K
′, r) + t2(K,K
′, r), (D10)
t1,3(K,K
′, r) ≡ (d− 3)t1(K,K
′, r) + 2t3(K,K
′, r), (D11)
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which are all computed in Appendix F. Then Eqs. (D6) and (D8) yield
S˜(K,K ′) =
Sd−1ηSV
β(2π)d
∫ ∞
0
dr rd−1G(r)
(
KK ′t1,3(K,K
′, r) −
δ2
A2
t0,2(K,K
′, r)
)
. (D12)
While the case of interest is G(r) = Θ(r −A), we momentarily consider
G(r) =
{
1, if r ≥ A,
1− ǫ, if r < A,
(D13)
and let
S˜q(K,K
′) ≡
Sd−1ηSV
β(2π)d
∫ q
0
dr rd−1
(
KK ′t1,3(K,K
′, r)−
δ2
A2
t0,2(K,K
′, r)
)
. (D14)
We then have
S˜(K,K ′) = S˜∞(K,K
′)− ǫS˜A(K,K
′). (D15)
To integrate the first term in the above expression up to q =∞, we use Hankel’s theorem (see, e.g., Ref. 40, Sec. 14.4),
which states that for any ν > − 12 , ∫ ∞
0
dr rJν(Kr)Jν(K
′r) =
δ(K −K ′)
K
. (D16)
Thus
S˜∞(K,K
′) = α2d
2
(
K2 −
δ2
A2
)δ(K −K ′)
Kd−1
, (D17)
with α2 ≡
(d−1)Sd−1V ηS
d2β .
Computing the second term is somewhat more involved. For notational simplicity, let
J±(K) ≡
J d
2
±1(KA)
(KA)
d
2
−1
, (D18)
and let α− and α+ be such that
Sd−1(2π)
d
V α2
W (K) = α−J−(K) + α+J+(K). (D19)
A clever use of identities of Bessel functions and their integrals (outlined in Appendix H) can then be used to obtain
a simplified expression that only uses J d
2
±1:
S˜A(K,K
′) = α2A
d−2
(
(δ2 − 2d2)J+(K)J+(K
′)− (d− 1)δ2J−(K)J−(K
′)
+
(
δ2 + d
K2((AK ′)2 − δ2)
K2 − (K ′)2
)
J+(K)J−(K
′) +
(
δ2 − d
(K ′)2((AK)2 − δ2)
K2 − (K ′)2
)
J−(K)J+(K
′)
)
. (D20)
From Eqs. (D7) and (D15), we have
Sd−1(2π)
d
V
W (K) = α2d
2(K2 −
δ2
A2
)
℘(KA)
Kd−1
− ǫ
∫ ∞
0
dK ′ S˜A(K,K
′)℘(K ′A), (D21)
with ∫ ∞
0
dK ′ S˜A(K,K
′)℘(K ′A) = α2A
d−2
(
(δ2 − 2d2)B+J+(K)− (d− 1)δ
2B−J−(K) + δ
2B+J−(K)
+ δ2B−J+(K)−K
2d J+(K)
∫ ∞
0
dK ′
(
(AK ′)2 − δ2
)
K ′2 −K2
J−(K
′)℘(K ′A)
+
(
(AK)2 − δ2
)
d J−(K)
∫ ∞
0
dK ′
K ′2
K ′2 −K2
J+(K
′)℘(K ′A)
)
. (D22)
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Let
α˜− ≡ α− + ǫA
d−2
(
δ2B+ − (d− 1)δ
2B−
)
, (D23)
α˜+ ≡ α+ + ǫA
d−2
(
(δ2 − 2d2)B+ + δ
2B−
)
. (D24)
Then using Eqns. (D21) and (D22), we find
α˜−J−(K) + α˜+J+(K) =
d2
A2
((AK)2 − δ2)
℘(KA)
Kd−1
+ ǫK2d J+(K)A
d−2
∫ ∞
0
dK ′
(
(AK ′)2 − δ2
)
K ′2 −K2
J−(K
′)℘(K ′A)
− ǫ
(
(AK)2 − δ2
)
d J−(K)A
d−2
∫ ∞
0
dK ′
K ′2
K ′2 −K2
J+(K
′)℘(K ′A), (D25)
hence
Ad−3
℘(KA)
(AK)d−1
=
1
d2
α˜−J−(K) + (α˜+ −A
d−2B−ǫdδ
2)J+(K)
(AK)2 − δ2
+
ǫ
d
Ad−2
∫ ∞
0
dK ′
K ′2
K2 −K ′2
(
J+(K)J−(K
′)− J−(K)J+(K
′)
)
℘(K ′A). (D26)
Multiplying this last equation by (AK)
d
2 J d
2
±1(KA) and integrating (using the identities of Appendix G) gives
Ad−3B± =
iπ
2Ad2
(
α˜−H
(1)
d
2
−1
(δ)J d
2
±1(δ) + (α˜+ −A
d−2B−ǫdδ
2)H
(1)
d
2
±1
(δ)J d
2
+1(δ)
)
+ δ+,±ǫA
d−3B+. (D27)
Setting ǫ = 1 and substituting in Eq. (D4) finally gives
〈
F˙(ω) · F˙
〉
=
(d− 1)
Ad−2βηSSd−1δ2
((
d3 − dδ
2
2
)
φ2 + 2d2φψ +
(
d+ δ
2
2 )ψ
2
)
H
(1)
d
2
−1
(δ) + δ
2ψ2
2 H
(1)
d
2
+1
(δ)(
d2 − d− δ
2
2
)
H
(1)
d
2
−1
(δ) +
(
d2 − δ
2
2
)
H
(1)
d
2
+1
(δ)
. (D28)
Appendix E: The averaging trick
We describe here a particular useful trick that helps us
understand the spherical integral of the Dirac delta func-
tion and simplify the computation of R = S−1. Recall
that the relation between R or S is either∑
K2
S(K1,K2)R(K2,K3) = δK1−K3 (E1)
in discrete space or( V
(2π)d
)2 ∫
dK2S(K1,K2)R(K2,K3) = δ(K1 −K3)
(E2)
in continuous space. Note that S(K1,K2) de-
pends on K1,K2, K1 · K2, and on ‖K1 − K2‖ =√
K21 −K
2
2 − 2K1 ·K2. In words, S(K1,K2), and thus
R(K1,K2), only depends on the length of the vectors
and the angle between them.
The averaging trick is as follows. Let cd denote the
volume of the rotation group SO(d). If f is a function on
S
d−1, then ∫
Sd−1
dΩf(Ω) =
1
cd−1
∫
SO(d)
dgf(ge1). (E3)
In particular, Sd−1 =
cd
cd−1
and the constants cd can be
computed recursively, with c1 ≡ 1 and
cd ≡ Sd−1cd−1. (E4)
From Eqs. (D5) and (D6), we then get
R˜(K2,K3) =
1
c2d−1
V
(2π)d
∫∫
dg2dg3 R(K2g2e1,K3g3e1)
=
1
c2d−1
V
(2π)d
∫∫
dg2dg˜3 R(K2e1,K3g˜3e1)
= Sd−1
V
(2π)d
∫
dKˆ3 R(K2e1,K3), (E5)
and similarly
S˜(K1,K2) = Sd−1
V
(2π)d
∫
dKˆ2 S(K2,K3e1). (E6)
Hence
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∫∫∫
dKˆ1dK2dKˆ3S(K1,K2)R(K2,K3) =
cd
c3d−1
∫
dK2K
d−1
2
∫∫
dg˜1dg˜3S(K1g˜1e1,K2e1)R(K2e1,K3g˜3e1)
=
1
Sd−1
( V
(2π)d
)−2 ∫
dK2 K
d−1
2 S˜(K1,K2)R˜(K2,K3). (E7)
Now, suppose f is invariant under rotation. Then
f(K1) =
∫
dK2δ(K1 −K2)f(K2)
=
∫ ∞
0
dK2K
d−1
2 f(K2)
∫
dKˆ2δ(K1 −K2),
and hence ∫∫
dKˆdKˆ′ δ(K−K′) = Sd−1
δ(K −K ′)
Kd−1
. (E8)
Therefore, combining Eqs. (E7) and (E8), we get∫ ∞
0
dK2 K
d−1
2 S˜(K1,K2)R˜(K2,K3) = Sd−1
( V
(2π)d
)2 ∫∫∫
dKˆ1dK2dKˆ3S(K1,K2)R(K2,K3)
= Sd−1
∫∫
dKˆ1dKˆ3 δ(K1 −K3)
= S2d−1
δ(K1 −K3)
Kd−13
. (E9)
Appendix F: Trigonometric integrals
This Appendix collects the evaluation of various inte-
grals whose value can be expressed in terms of Bessel
functions.
First, we consider simple trigonometric integrals
sn ≡
∫ π
0
dφ sinn φ =
Sn+1
Sn
, (F1)
sn,m ≡
∫ π
0
dφ sinn φ cosm φ
=
{
0, if m is odd,∑m
2
k=0(−1)
k
(m
2
k
)
sn+2k, if m is even.
(F2)
Using that Sd =
2π
d−1Sd−2, we get the relation
sn =
Sn+1
Sn
=
2π
n Sn−1
2π
n−1Sn−2
=
n− 1
n
sn−2, (F3)
and thus
sd−3,2 =
1
d− 1
Sd−2
Sd−3
, (F4)
sd−3,4 =
3
d2 − 1
Sd−2
Sd−3
. (F5)
Second, let
ςn(x) ≡
∫ π
0
dθ sinn(θ)eix cos(θ), (F6)
ςn,m(x) ≡
∫ π
0
dθ sinn(θ) cosm(θ)eix cos(θ). (F7)
As x2ς ′′n + (n+ 1)xς
′
n + x
2ςn = 0, we have
ςn(x) =
(2π)
n
2
+1
Sn
Jn
2
(x)
x
n
2
. (F8)
Using integrating by parts we find
ςn,1 =
ix
n+ 1
ςn+2. (F9)
Thus
ςn,2m =
m∑
k=0
(−1)k
(
m
k
)
ςn+2k, (F10)
ςn,2m+1 =
m∑
k=0
(−1)k
(
m
k
)
ix
n+ 2k + 1
ςn+2k+2. (F11)
We use the averaging trick of Eq. (E3) to compute the
quantities tn(K,K
′, r). For the lowest order, we get
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t0(R,R
′, r) =
1
Sd−1
∫
Sd−1
drˆ
∫
Sd−1
dKˆ
∫
Sd−1
dKˆ′ eiKr(Kˆ·rˆ)−iK
′r(Kˆ′·rˆ)
=
1
Sd−1
1
cd−1
∫
SO(d)
dg
∫
Sd−1
dKˆ
∫
Sd−1
dKˆ′ eiKr(Kˆ·e1)−iK
′r(Kˆ′·e1)
=
(∫
Sd−1
dKˆ eiKr(Kˆ·e1)
)(∫
Sd−1
dKˆ′ eiK
′r(Kˆ′·e1)
)
. (F12)
We can then use spherical coordinates (with Kˆ = cos(θ)e1 + sin(θ)fˆ and fˆ ∈ S
d−2) to find that∫
Sd−1
dKˆeiKr(Kˆ·e1) =
∫ π
0
dθ
∫
Sd−2
dfˆ sind−2(θ)eiKr cos(θ)
= Sd−2
∫ π
0
dθ sind−2(θ)eiKr cos(θ),
and thus that
t0(K,K
′, r) = S2d−2ςd−2(Kr)ςd−2(K
′r).
In general, we get
tn(K,K
′, r) =
1
Sd−1
∫
Sd−1
drˆ
∫
Sd−1
dKˆ
∫
Sd−1
dKˆ′(Kˆ · Kˆ′)neiKr(Kˆ·rˆ)−iK
′r(Kˆ′·rˆ)
=
∫
Sd−1
dKˆ
∫
Sd−1
dKˆ′(Kˆ · Kˆ′)neiKr(Kˆ·e1)−iK
′r(Kˆ′·e1)
= (−1)n
∫
Sd−1
dKˆ
∫
Sd−1
dKˆ′(Kˆ · Kˆ′)neiKr(Kˆ·e1)+iK
′r(Kˆ′·e1), (F13)
which, using spherical coordinates,
Kˆ = cos(θ)e1 + sin(θ)fˆ , with fˆ ∈ S
d−2,
Kˆ′ = cos(θ′)e1 + sin(θ
′) cos(φ′)fˆ + sin(θ′) sin(φ′)fˆ ′, with fˆ ′ ∈ Sd−3
gives
tn(K,K
′, r) = (−1)n
∫
Sd−2
dfˆ
∫ π
0
dθ sind−2 θ
∫
Sd−3
dfˆ ′
∫ π
0
dθ′∫ π
0
dφ′ sind−2 θ′ sind−3 φ′eiKr cos θ+iK
′r cos θ′(cos θ cos θ′ + sin θ sin θ′ cosφ′)n
= (−1)n
n∑
k=0
(
n
k
)
Sd−2Sd−3sd−3,n−kςd−2+n−k,k(Kr)ςd−2+n−k,k(K
′r). (F14)
Expanding these formulas gives
t0(K,K
′, r) =
(2π)d
rd−2(KK ′)
d
2
−1
J d
2
−1(Kr)J d
2
−1(K
′r),
t1(K,K
′, r) =
(2π)d
rd−2(KK ′)
d
2
−1
J d
2
(Kr)J d
2
(K ′r),
t2(K,K
′, r) =
(2π)d
rd−2(KK ′)
d
2
−1
(d− 1
d
J d
2
+1(Kr)J d
2
+1(K
′r) +
1
d
J d
2
−1(Kr)J d
2
−1(K
′r)
)
,
t3(K,K
′, r) =
(2π)d
rd−2(KK ′)
d
2
−1
(d− 1
d+ 2
J d
2
+2(Kr)J d
2
+2(K
′r) +
3
d+ 2
J d
2
(Kr)J d
2
(K ′r)
)
,
17
whence
t0,2(K,K
′, r) = (d− 2)t0(K,K
′, r) + t2(K,K
′, r)
=
d− 1
d
(2π)d
rd−2(KK ′)
d
2
−1
(
J d
2
+1(Kr)J d
2
+1(K
′r) + (d− 1)J d
2
−1(Kr)J d
2
−1(K
′r)
)
, (F15)
t1,3(K,K
′, r) = (d− 3)t1(K,K
′, r) + 2t3(K,K
′, r)
=
d− 1
d+ 2
(2π)d
rd−2(KK ′)
d
2
−1
(
2J d
2
+2(Kr)J d
2
+2(K
′r) + dJ d
2
(Kr)J d
2
(K ′r)
)
. (F16)
Appendix G: Integrals of products of Bessel functions
We now record key integrals of products of Bessel functions. First, let’s pull out two key formulae from Watson40,
namely Eqs. (4) and (3) of §13.53: ∫ ∞
0
dz
zJµ(z)Jµ(z)
z2 − x2
=
iπ
2
H(1)µ (x)Jµ(x), (G1)∫ ∞
0
dz
zJµ(z)Jµ+2(z)
z2 − x2
=
iπ
2
H(1)µ (x)Jµ+2(x). (G2)
In extracting formulae out of Watson, one needs to exercise prudence with the treatment of subscripts. For instance,
a careless reading of Watson’s Eq. (3) might suggest that
∫∞
0 dz
zJµ+2(z)Jµ(z)
z2−x2 =
iπ
2 H
(1)
µ+2(x)Jµ(x). Were this last
equation true, however, we would then have 0 = f(x) ≡ H
(1)
µ+2(x)Jµ(x) − H
(1)
µ (x)Jµ+2(x), while it is easy to prove
that f ′(x) = − 2xf(x), and
H
(1)
µ+2(x)Jµ(x)−H
(1)
µ (x)Jµ+2(x) = −i
4(µ+ 1)
πx2
. (G3)
To go from the first line of Eq. (D26) to its contribution to Eq. (D27) only requires these two identities with
µ = d2 ± 1. To go from the second line requires integrals of three Bessel functions. Such identities follow from the
previous two. Simply substituting these previous results and using Eq. (G3) indeed yield
∫ ∞
0
dz
zJµ(z)
(
Jµ+2(z)Jµ(x) − Jµ(z)Jµ+2(x)
)
z2 − x2
= 0, (G4)
∫ ∞
0
dz
zJµ+2(z)
(
Jµ+2(z)Jµ(x) − Jµ(z)Jµ+2(x)
)
z2 − x2
= 2(µ+ 1)
Jµ+2(x)
x2
. (G5)
Using Eq. (H3) in concert with Eqs. (G1) and (G2), we find∫ ∞
0
dz
J2ν (z)
z(z2 − x2)
=
iπ
4νx
(
H
(1)
ν−1(x)Jν(x) + Jν+1(x)H
(1)
ν (x)
)
. (G6)
Appendix H: Integration over [0, A]
In order to integrate over the finite interval [0, A], we rely on the following crucial identities∫ A
0
dr rJµ(K1r)Jµ(K2r) =
A
K21 −K
2
2
(
K1Jµ+1(AK1)Jµ(AK2)−K2Jµ+1(AK2)Jµ(AK1)
)
, (H1)∫ A
0
dr rJµ(K1r)Jµ(K2r) =
A
K21 −K
2
2
(
K2Jµ(AK1)Jµ−1(AK2)−K1Jµ−1(AK1)Jµ(AK2)
)
. (H2)
We then define two operators that represent the above integration from 0 to A:
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1. downµ replaces r
2−dJµ(K1r)Jµ(K2r) with
the right-hand-side of Eq. (H1), and leaves
rJν(Kr)Jν(K
′r) intact for ν 6= µ
2. upµ replaces r
2−dJµ(K1r)Jµ(K2r) with the right-
hand-side of Eq. (H2) and leaves rJν(Kr)Jν(K
′r)
intact for ν 6= µ.
It is important to emphasize that both downµ and upµ
represent the integration from 0 to A, the result of which
can be expressed in many different ways. For instance,
as t0,2 contains Bessel functions of order
d
2 ± 1, we have
downd
2
+1 ◦ down d
2
−1(t0,2) =
∫ A
0
drrd−1t0,2
= up d
2
+1 ◦ downd
2
−1(t0,2).
While expressed in terms of different Bessel functions,
the quantities down d
2
+1 ◦ down d
2
−1(t0,2) and up d
2
+1 ◦
downd
2
−1(t0,2) are of course equal.
To clean up the resulting expression, we use
Jν−1(x) + Jν+1(x) =
2ν
x
Jν(x), (H3)
and its two incarnations:
1. splitν replaces all occurences of Jν(x) by
x
2ν (Jν−1(x) + Jν+1(x)), no matter what x is, and
leaves all the Jµ(x) intact for µ 6= ν;
2. split−ν replaces occurences of Jν(x) by
2(ν−1)
x Jν−1(x) − Jν−2(x), no matter what x
is, and leaves all the Jµ(x) intact for µ 6= ν.
We can thus compute S˜A(K,K
′) using the sequence
downd
2
+2 ◦ down d
2
+1 ◦ downd
2
◦ up d
2
−1.
One then applies split d
2
◦ split−d
2
+2
to obtain a remarkably
simple expression with Bessel functions with only d2 ± 1
indices, namely Eq. (D20).
REFERENCES
1J. Renn, “Einstein’s invention of Brownian motion,”
Ann. Phys. 14, 23–37 (2005).
2M. J. Nye, Molecular Reality: a perspective on the sci-
entific work of Jean Perrin, History of Science Library
(Macdonald, London, 1972).
3J.-P. Boon and S. Yip, Molecular hydrodynamics,
reprint ed. (Dover, New York, 1980).
4X. Bian, C. Kim, and G. Karniadakis, “111 years of
Brownian motion,” Soft Matter (2016).
5A. J. Masters and P. A. Madden, “A molecular theory
of Stokes–Einstein behavior. I. Translational Brownian
motion,” J. Chem. Phys. 74, 2450–2459 (1981).
6T. Keyes and A. J. Masters, “Tagged-particle motion in
dense media: Dynamics beyond the Boltzmann equa-
tion,” in Adv. Chem. Phys. (John Wiley & Sons, Inc.,
1985) pp. 1–53.
7See also Ref. 41, which was submitted after Ref. 5 but
appeared before it, Ref. 42 for a kinetic-theory-type
derivation, and Ref. 34 for yet another approach; a very
different treatment also appeared more recently.35.
8J.-P. Hansen and I. R. McDonald, Theory of simple
liquids, 2nd ed. (Academic Press, London ; Orlando,
1986).
9R. Zwanzig, Nonequilibrium Statistical Mechanics (Ox-
ford University Press, 2001).
10W. Go¨tze, Complex dynamics of glass-forming liquids,
International Series of Monographs on Physics, Vol. 143
(Oxford University Press, Oxford, 2009).
11T. Keyes and I. Oppenheim, “Bilinear hydrodynamics
and the Stokes–Einstein law,” Phys. Rev. A 8, 937–949
(1973).
12J. R. Schmidt and J. L. Skinner, “Hydrodynamic
boundary conditions, the Stokes–Einstein law, and
long-time tails in the Brownian limit,” J. Chem. Phys.
119, 8062–8068 (2003).
13B. Charbonneau, P. Charbonneau, Y. Jin, G. Parisi,
and F. Zamponi, “Dimensional dependence of
the Stokes–Einstein relation and its violation,”
J. Chem. Phys. 139, 164502 (2013).
14F. Balboa Usabiaga, X. Xie, R. Delgado-Buscalioni,
and A. Donev, “The Stokes–Einstein relation at mod-
erate Schmidt number,” J. Chem. Phys. 139 (2013).
15P. Charbonneau, J. Kurchan, G. Parisi, P. Urbani,
and F. Zamponi, “Glass and jamming transitions:
From exact results to finite-dimensional descriptions,”
Ann. Rev. Condens. Matter Phys. 8, 265–288 (2017).
16A. Ikeda and K. Miyazaki, “Mode-coupling theory
as a mean-field description of the glass transition,”
Phys. Rev. Lett. 104, 255704 (2010).
17B. Schmid and R. Schilling, “Glass transition of hard
spheres in high dimensions,” Phys. Rev. E 81, 041502
(2010).
18P. Charbonneau, A. Ikeda, G. Parisi, and F. Zamponi,
“Glass transition and random close packing above three
dimensions,” Phys. Rev. Lett. 107, 185702 (2011).
19T. Maimbourg, J. Kurchan, and F. Zamponi, “Solu-
tion of the dynamics of liquids in the large-dimensional
limit,” Phys. Rev. Lett. 116, 015902 (2016).
20Y. Jin and P. Charbonneau, “Dimensional study
of the dynamical arrest in a random Lorentz gas,”
Phys. Rev. E 91, 042313 (2015).
21F. Fujara, B. Geil, H. Sillescu, and G. Fleischer,
“Translational and rotational diffusion in supercooled
orthoterphenyl close to the glass transition,” Z. Phys.
B 88, 195–204 (1992).
22M. T. Cicerone and M. D. Ediger, “Photobleach-
ing technique for measuring ultraslow reorientation
near and below the glass transition: tetracene in o-
terphenyl,” J. Phys. Chem. 97, 10489–10497 (1993).
23F. H. Stillinger and J. A. Hodgdon, “Translation-
19
rotation paradox for diffusion in fragile glass-forming
liquids,” Phys. Rev. E 50, 2064–2068 (1994).
24G. Tarjus and D. Kivelson, “Breakdown of the Stokes–
Einstein relation in supercooled liquids,” J. Chem.
Phys. 103, 3071–3073 (1995).
25M. T. Cicerone and M. D. Ediger, “Enhanced transla-
tion of probe molecules in supercooled o-terphenyl: Sig-
nature of spatially heterogeneous dynamics?” J. Chem.
Phys. 104, 7210–7218 (1996).
26I. Chang and H. Sillescu, “Heterogeneity at the glass
transition:translational and rotational self-diffusion,”
J. Phys. Chem. B 101, 8794–8801 (1997).
27D. N. Perera and P. Harrowell, “Origin of the difference
in the temperature dependences of diffusion and struc-
tural relaxation in a supercooled liquid,” Phys. Rev.
Lett. 81, 120–123 (1998).
28X. Xia and P. G. Wolynes, “Diffusion and the
mesoscopic hydrodynamics of supercooled liquids??”
J. Phys. Chem. B 105, 6570–6573 (2001).
29P. G. Debenedetti and F. H. Stillinger, “Supercooled
liquids and the glass transition,” Nature 410, 259–267
(2001).
30S. K. Kumar, G. Szamel, and J. F. Douglas, “Nature
of the breakdown in the Stokes–Einstein relationship
in a hard sphere fluid,” J. Chem. Phys. 124, 214501
(2006).
31P. Charbonneau, Y. Jin, G. Parisi, and F. Zamponi,
“Hopping and the Stokes–Einstein relation breakdown
in simple glass formers,” Proc. Nat. Acad. Sci. U.S.A.
111, 15025 (2014).
32L. P. Kadanoff and P. C. Martin, “Hydrodynamic equa-
tions and correlation functions,” Ann. Phys. 24, 419–
469 (1963).
33M. H. Ernst and J. R. Dorfman, “Nonanalytic disper-
sion relations for classical fluids,” J. Stat. Phys. 12,
311–359 (1975).
34J. Schofield and I. Oppenheim, “Mode coupling and
tagged particle correlation functions: the Stokes–
Einstein law,” Physica A 187, 210–242 (1992).
35M. Itami and S.-i. Sasa, “Derivation of Stokes’ law from
Kirkwood’s formula and the Green–Kubo formula via
large deviation theory,” J. Stat. Phys. 161, 532–552
(2015).
36S. W. Smith, C. K. Hall, and B. D. Freeman, “Molec-
ular dynamics study of transport coefficients for hard-
chain fluids,” J. Chem. Phys. 102, 1057–1073 (1995).
37J. S. Hadamard, “Mouvement permanent lent d’une
sphe`re liquide et visqueuse dans un liquide visqueux,”
Comptes Rendus Acad. Sci. 152, 1735 (1911).
38W. Rybczynski, “U¨ber die fortschreitende Bewe-
gung einer flu¨ssigen Kugel in einem za¨hen Medium,”
Bull. Acad. Sci. Cracovie. Ser. A , 40–46 (1911).
39D. P. Landau and E. M. Lifshitz, Fluid Mechanics,
Vol. 6 (Butterworth-Heinemann, 1987).
40G. N. Watson,A Treatise on the Theory of Bessel Func-
tions (Cambridge University Press, 1944).
41R. I. Cukier, R. Kapral, J. R. Lebenhaft, and J. R.
Mehaffey, “On the microscopic origin of Stokes’ law,”
J. Chem. Phys. 73, 5244–5253 (1980).
42A. J. Masters and T. Keyes, “The long time and
Brownian limits for tagged particle motion in liquids,”
J. Stat. Phys. 36, 401–433 (1984).
20
