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LOCAL NULL CONTROLLABILITY FOR DEGENERATE PARABOLIC
EQUATIONS WITH NONLOCAL TERM
R. DEMARQUE∗, J. LI´MACO, AND L. VIANA
Abstract. We establish a local null controllability result for following the nonlinear parabolic equation:
ut −
(
b
(
x,
∫ 1
0
u
)
ux
)
x
+ f(t, x, u) = hχω , (t, x) ∈ (0, T )× (0, 1)
where b(x, r) = `(r)a(x) is a function with separated variables that defines an operator which degenerates
at x = 0 and has a nonlocal term. Our approach relies on an application of Liusternik’s inverse mapping
theorem that demands the proof of a suitable Carleman estimate.
1. Introduction
In this paper we study the null controllability for the degenerate parabolic problem
ut −
(
b
(
x,
∫ 1
0
u
)
ux
)
x
+ f(t, x, u) = hχω,
u(t, 1) = u(t, 0) = 0,
u(0, x) = u0(x),
(1.1)
where T > 0 is given, (t, x) ∈ (0, T ) × (0, 1), u0 ∈ L2(0, 1) and h ∈ L2((0, T ) × (0, 1)) is a control that
acts on the system through ω = (α, β) ⊂⊂ (0, 1). We also specify some properties of b and f :
A.1. Let ` : R→ R be a C1 function with bounded derivative and suppose that `(0) = 1. We also consider
a ∈ C([0, 1]) ∩ C1((0, 1]) satisfying a(0) = 0, a > 0 on (0, 1], a′ ≥ 0 and
xa′(x) ≤ Ka(x), ∀x ∈ [0, 1] and some K ∈ [0, 1). (1.2)
The function b : [0, 1]× R→ R is defined by
b(x, r) = `(r)a(x).
Remark 1.1. Let α ∈ (0, 1), then a typical example of function satisfying (A.1) is a(x) = xα. If we define
β = arctan(α), then an other example is a(x) = xα cos(βx).
A.2. Let f : [0, T ] × [0, 1] × R → R be a C1 function with bounded derivatives such that f(t, x, 0) = 0.
We suppose that
c = c(t, x) := D3f(t, x, 0) ∈ L∞((0, T )× (0, 1))
The main goal of this work is to prove that there exists h ∈ L2((0, T )× (0, 1)) such that the associated
state u = u(t, x) of (1.1) satisfies
u(T, x) ≡ 0 for any x ∈ [0, 1],
at least if ‖u0‖H1a is sufficiently small, where H1a is a suitable weighted Hilbert space which will be defined
later.
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2 R. DEMARQUE, J. LI´MACO, AND L. VIANA
The system considered here yields the operator(
b
(
·,
∫ 1
0
u
)
ux
)
x
,
which degenerates at x = 0 and also have a nonlocal term. Semilinear nondegenerate equations have
been studied extensively in the last forty years, see [6, 9, 11, 13, 15] for example.
However, there is also a large interest in degenerate operators where degeneracy occurs at the boundary
of the space domain. For instance, in order to investigate the Prandtl system for stationary flows, Oleinik
et al. [17] used a transformation introduced by Crocco and reduces the boundary layer system to a single
quasilinear equations which is of the degenerate parabolic type. As pointed out by Alabau et al. in
[1], degenerate operators can also come from probabilistic models, see [7, 8]. They have obtained null
controllability for the problem (1.1) when b does not depend on
∫ 1
0
u. Other physical problems involving
degenerate operators can be found in climate science, see for example[12].
On the other hand, when b does not depend on x, we will have only nonlocal term without degeneration.
In this case, the second author et al. have proved in [9] null controllability for the following n-dimensional
problem 
ut +B(u(·, t), t)∆u = v1ω in Ω× (0, T ),
u(x, t) ≡ on ∂Ω× (0, T ),
u(x, 0) = u0(x) in Ω.
This kind of nonlocal terms have important physical motivations. In that work, the authors listed several
examples of real world physical models, namely:
• In the case of migration of populations, for instance the bacteria in a container, we may have
B(u(·, t), t) = b
(∫
Ω
u
)
,
where b is a positive continuous function.
• In the context of reaction-diffusion systems, it is also frequent to find terms of this kind; the
particular case
B(u(·, t), t) = b (〈L, u(·, t)〉),
where b is a real positive continuous function and L is a continuous linear form on L2(Ω), has
been investigated for instance by Chang and Chipot [2].
• In the context of hyperbolic equation, terms of the kind
B(u(·, t), t) = b
(∫
Ω
|∇u|2
)
,
appear in the Kirchhoff equations, which arises in nonlinear vibration theory; see for instance
[16].
The present work extends the results in [1] for the case in which the operator degenerates at x = 0 and
also have a nonlocal term. Our approach is based on the works [9, 3]. Local null controllability for (1.1)
will be obtained by applying the Liusternik’s Inverse Mapping Theorem, which can be found in [13, 14].
More precisely, we will define two Hilbert spaces E and F , and a C1 mapping H : E → F which are
related to the null controllability of (1.1). The appropriate choice of E,F and H is very meticulous and
relies on additional estimates for the solutions of the linearized problem ut − (a (x)ux)x + c(t, x)u = hχω + g, (t, x) ∈ (0, T )× (0, 1),u(t, 1) = 0, u(t, 0) = 0 t ∈ (0, T ),
u(0, x) = u0(x).
(1.3)
LOCAL NULL CONTROLLABILITY FOR DEGENERATE PARABOLIC EQUATIONS WITH NONLOCAL TERM 3
The crucial ingredient to assure that H satisfies the hypothesis of Liusternik’s Theorem is a Carleman
type estimate for the solutions of the adjoint system of (1.3), given by{
vt + (a (x) vx)x − c(t, x)v = F (t, x), (t, x) ∈ (0, T )× (0, 1),
v(t, 1) = 0, v(t, 0) = 0 t ∈ (0, T ). (1.4)
We observe that the Carleman estimate proved in [1] as well as that one proved in [4] are not appropriate
here. In fact, the estimate obtained in [1] does not have the observation term in the interior of the domain.
In [4] the authors dealt with this problem, but they only considered the degeneracy term of the type
xα. Our Carleman estimate (Proposition 3.2) is a consequence of two others inequalities. Namely, an
extension of that one proved in [4] (Proposition 3.1), with the degeneracy term a = a(x) described in
assumption A.1, and the Hardy-Poincare´ inequality, obtained in [1].
Our main result is the following:
Theorem 1.2. Under the asssumptions on b and f , the nonlinear system (1.1) is locally null-controllable
at any time T > 0, i.e., there exists ε > 0 such that, whenever u0 ∈ H1a and ‖u0‖H1a ≤ ε, there exist a
control h ∈ L2((0, T )× ω) associated to a state u = u(t, x) satisfying
u(T, x) = 0, for every x ∈ [0, 1] (1.5)
This paper is organized as follows. In Section 2, we state some preliminary results. In Section 3, we
present a Carleman inequality to the solutions of (1.4) and prove the null controllability for the linear
system (1.3). Finally, Section 4 is devoted to the local null controllability of (1.1).
Further Comments
(1) It would be interesting to know when the same results holds for other boundary conditions. For
example, in [1], the authors consider two types of degeneracy when b(x, r) = a(x), namely weak
and strong degeneracy, each type being associated with its own boundary conditions at x = 0.
Under this context, we considered, in assumption (A.1), a weakly degeneracy. It imposed a
Dirichlet boundary condition u(t, 0) = 1. However, if we consider a strong degeneracy, that is,
a ∈ C1([0, 1]) satisfying a(0) = 0, a > 0 on (0, 1] and
(i) xa′(x) ≤ Ka(x), ∀x ∈ [0, 1] and some K ∈ [1, 2).
(ii)
{
∃θ ∈ (1,K], x→ a(x)
xθ
is nondecreasing near 0, if k > 1,
∃θ ∈ (0, 1), x→ a(x)
xθ
is nondecreasing near 0, if k = 1,
the natural boundary condition to impose at x = 0 would be of Neumann type
(aux)(t, 0) = 0, t ∈ (0, T ).
We believe that analogous results can be achieved for this type of degeneracy.
(2) Local null boundary controllability is a consequence of our result, when `(r) = const. and b(x, r) =
a(x). It means that, there exists ε > 0 such that if ‖u0‖H1a ≤ ε, we can take a control h˜ ∈ L∞(0, T )
such that the associated solution u to
ut − (a (x)ux)x + f(t, x, u) = 0, in (0, T )× (0, 1)
u(t, 0) = 0, u(t, 1) = h˜(t), in (0, T )
u(0, x) = u0(x), in (0, 1),
(1.6)
satisfies u(T, x) = 0 in (0, 1). The proof of this result is standard: we consider an extended
system in Iδ = (0, 1 + δ) and take ω ⊂⊂ (1, 1 + δ), so the control h˜ will be the solution of the
extended system restricted to x = 1. When b(x, r) = a(x)`(r) boundary controllability is an open
question.
4 R. DEMARQUE, J. LI´MACO, AND L. VIANA
(3) A very interesting open question is concerned with global null controllability to (1.1), however
it does not seem easy. In order to get our main result, we have applied Theorem ??, which
requires the smallness assumptions on the data. Perhaps, to prove a global null controllability
result one should use a global inverse mapping theorem, such as Hadamard-Levy Theorem (see
[5]), which requires much more complicated estimates. Nevertheless, when b(x, r) ≡ const. and
f(t, x, u) = f(u) satisfies
lim
s→+∞
f(s)
|s| log3/2(1 + |s|) = 0,
the global null controllability holds, see [10].
2. Preliminary Results
In this section we state some technical results which are necessary to establish Theorem 1.2. At first,
we need to introduce some weighted spaces related to the function a, namely
H1a := {u ∈ L2(0, 1); u is absolutely continuous in [0, 1],
√
aux ∈ L2(0, 1) and u(1) = u(0) = 0},
with the norm defined by ‖u‖2H1a := ‖u‖
2
L2(0,1) + ‖
√
aux‖2L2(0,1),
and
H2a := {u ∈ H1a ; aux ∈ H1(0, 1)},
with the norm defined by ‖u‖2H2a := ‖u‖
2
H1a
+ ‖(aux)x‖2L2(0,1).
Remark 2.1. From inequality (1.2), we can see that the function x 7→ xra(x) is nondecreasing on (0, 1] for
all r ≥ K . As a consequence, x2/a(x) ≤ 1/a(1), for all x ∈ (0, 1].
In order to deal with the degeneracy of a we need the following inequality proved in [1].
Proposition 2.2 (Hardy-Poincare´ inequality). Let a : [0, 1] → R be a function such that u ∈ C([0, 1]),
a(0) = 0 and a > 0 on (0, 1]. If there exists θ ∈ (0, 1) such that the function x 7→ a(x)/xθ is nonincreasing
in (0, 1], then there exists a constant C > 0 such that∫ 1
0
a(x)
x2
w2(x) ≤ C
∫ 1
0
a(x)|w′(x)|2, (2.1)
for any function w that is locally absolutely continuous on (0, 1], continuous at 0 and satisfies
w(0) = 0, and
∫ 1
0
a(x)|w′(x)|2 < +∞.
Let us consider the problem ut − (a (x)ux)x + c(t, x)u = F (t, x)χω, (t, x) ∈ (0, T )× (0, 1),u(t, 0) = u(t, 1) = 0, t ∈ (0, T ),
u(0, x) = u0(x), x ∈ (0, 1).
(2.2)
where a satisfies assumption A.1, u0 ∈ L2(0, 1) and F ∈ L2((0, T )× (0, 1)).
In [1], the authors use semigroup theory to obtain the next well-posedness result for the problem (2.2).
Proposition 2.3. If the function a satisfies assumption A.1, then for all F ∈ L2((0, T ) × (0, 1)) and
u0 ∈ L2(0, 1), there exists a unique weak solution u ∈ C0([0, T ];L2(0, 1))∩L2(0, T ;H1a) of (2.2). Moreover,
if u0 ∈ H1a , then
u ∈ H1(0, T ;L2(0, 1)) ∩ L2(0, T ;H2a) ∩ C0([0, T ];H1a),
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and there exists C > 0 such that
sup
t∈[0,T ]
‖u‖2H1a +
∫ T
0
‖ut‖2L2(0,1) +
∫ T
0
‖(aux)x‖2L2(0,1) ≤ C
(
‖u0‖2H1a + ‖F‖
2
L2((0,T )×(0,1))
)
.
3. The linearized problem associated to (1.1)
As we have said before, the local null controllability for (1.1) will be obtained from the global null
controllability of its linearized problem. In order to obtain that, we consider the problem{
vt + (a (x) vx)x − c(t, x)v = F (t, x), (t, x) ∈ (0, T )× (0, 1),
v(t, 1) = v(t, 0) = 0 t ∈ (0, T ), (3.1)
which is the adjoint problem of (2.2) with the forcing term F.
Now we will introduce some functions and notation which will be used from now on. Let ω′ =
(α′, β′) ⊂⊂ ω and let ψ : [0, 1]→ R be a C2 function such that
ψ(x) :=
{ ∫ x
0
y
a(y)dy, x ∈ [0, α′)
− ∫ x
β′
y
a(y)dy, x ∈ [β′, 1].
(3.2)
For λ ≥ λ0 define
θ(t) :=
1
[t(T − t)]4 , η(x) := e
λ(|ψ|∞+ψ), σ(x, t) := θ(t)η(x) and
ϕ(x, t) := θ(t)(eλ(|ψ|∞+ψ) − e3λ|ψ|∞). (3.3)
3.1. Carleman inequalities.
The aim of this section is to prove a Carleman type inequality for solutions of the Problem 3.1 with
weights which do not vanish at t = 0. To do this, first we will present a result which we adapted from [4]
and that the proof will be given in the Appendix A.
Proposition 3.1. There exist C > 0 and λ0, s0 > 0 such that every solution v of (3.1) satisfies, for all
s ≥ s0 and λ ≥ λ0,∫ T
0
∫ 1
0
e2sϕ
(
(sλ)σav2x + (sλ)
2σ2v2
) ≤ C (∫ T
0
∫ 1
0
e2sϕ|F |2 + (λs)3
∫ T
0
∫
ω
e2sϕσ3v2
)
(3.4)
Consider a function m ∈ C∞([0, T ]) satisfying m(t) ≥ t
4(T − t)4, t ∈ [0, T/2] ;
m(t) = t4(T − t)4, t ∈ [T/2, T ] ;
m(0) > 0,
and define
τ(t) :=
1
m(t)
, ς(x, t) := τ(t)η(x) and A(t, x) := τ(t)(eλ(|ψ|∞+ψ) − e3λ|ψ|∞),
where (t, x) ∈ [0, T )× [0, 1]. As usual, we introduce the operators
Γ(s, ξ) :=
∫ T
0
∫ 1
0
e2sA
[
sτaξ2x + (sτ)
3x
2
a
ξ2
]
and
Γ1(s, ξ) :=
∫ T/2
0
∫ 1
0
e2sA
[
sτaξ2x + (sτ)
3x
2
a
ξ2
]
, Γ2(s, ξ) :=
∫ T
T/2
∫ 1
0
e2sA
[
sτaξ2x + (sτ)
3x
2
a
ξ2
]
.
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Proposition 3.2 (Carleman Estimate). There exist C > 0 and s0 > 0 such that every solution v of (3.1)
satisfies, for all s ≥ s0,∫ T
0
∫ 1
0
e2sA
(
(sλ)ςav2x + (sλ)
2ς2v2
) ≤ C (∫ T
0
∫ 1
0
e2sA|F |2 + s3λ3
∫ T
0
∫
ω
e2sAς3v2
)
Proof. Firstly, we observe that e2sϕ ≤ e2sA and e2sϕσ3 ≤ Ce2sAς3 for all (t, x) ∈ [0, T ]× [0, 1].
Secondly, since τ = θ and A = ϕ in [T/2, T ], Carleman inequality (3.4) implies
Γ2(s, v) ≤ C
(∫ T
0
∫ 1
0
e2Aϕ|F |2 + (λs)3
∫ T
0
∫
ω
e2sAς3v2
)
.
Following the arguments developed in [3], Proposition 2.3 page 488, we can prove that
Γ1(s, v) ≤ C
(∫ 3T/4
T/4
∫ 1
0
e2sϕ(sλ)2σ2|v|2 +
∫ 3T/4
0
∫ 1
0
e2sA|F |2
)
.
Finally, we can use Proposition 3.1 and obtain the result.

3.2. A null controllability result for the linear system.
The last goal of this section is to establish a result of global null controllability for the linear problem ut − (a (x)ux)x + c(t, x)u = hχω + g, (t, x) ∈ (0, T )× (0, 1);u(t, 1) = 0, u(t, 0) = 0, t ∈ (0, T );
u(0, x) = u0(x),
(3.5)
where g ∈ L2((0, T )× (0, 1)) , h ∈ L2((0, T )×ω) and a satisfy the assumption A.1. In order to state this
result, we need to define the weight functions
ρ := e−sA, ρ0 := e−sAς−1, ρ̂ := e−sAς−2, ρ∗ := e−sAς−3,
which satisfy ρ∗ ≤ Cρ̂ ≤ Cρ0 ≤ Cρ and ρ̂ 2 = ρ∗ρ0.
Proposition 3.3. If u0 ∈ H1a(0, 1) and the function g fulfills∫ T
0
∫ 1
0
ρ20|g|2 <∞,
then the system (3.5) is null-controllable. More precisely, there exists a control h ∈ L2((0, T ) × ω) with
associated state u satisfying ∫ T
0
∫
ω
ρ2∗|h|2 < +∞,
∫ T
0
∫ 1
0
ρ20|u|2 < +∞. (3.6)
In particular, u(T, x) ≡ 0, for all x ∈ [0, 1].
Proof. Firstly, for each n ∈ N, we define
An(t, x) =
A(T − t)4
(T − t)4 + 1n
and ςn(t, x) =
ς(T − t)4
(T − t)4 + 1n
,
where t ∈ (0, T ). We also consider
ρn = e
−sAn , ρ0,n = ρnς−1n and ρ∗,n = ρ∗mn = ρς
−3mn,
where mn(x) = 1 if x ∈ ω and mn(x) = n if x 6∈ ω.
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For any two functions u ∈ L2((0, T )× (0, 1)) and h ∈ L2((0, T )× ω), define
Jn(u, h) =
1
2
∫ T
0
∫ 1
0
ρ20,n|u|2 +
1
2
∫ T
0
∫
ω
ρ2∗,n|h|2.
Since each Jn is lower semicontinuous, strictly convex and coercive, there exists (un, hn) ∈ Λ :=
{(u, h);h ∈ L2((0, T )× ω) and (u, h) solves (3.5)}, such that
Jn(un, hn) = min{Jn(u, h); (u, h) ∈ Λ}.
In this case, (un, hn) satisfies un,t − (aun,x)x + cun = hnχω + g, (t, x) ∈ (0, T )× (0, 1),un(t, 0) = un(t, 1) = 0, t ∈ (0, T ),
un(0, x) = u0, x ∈ (0, 1),
(3.7)
and Lagrange’s Principle assures the existence of a function pn solving
−pn,t − (apn,x)x + cpn = −ρ20,nun, (t, x) ∈ (0, T )× (0, 1),
pn(t, 0) = pn(t, 1) = 0, t ∈ (0, T ),
pn(T, x) = 0, x ∈ (0, 1),
pn(t, x) = ρ
2
∗,nhn, (t, x) ∈ (0, T )× ω.
(3.8)
By standard arguments, we can prove that Jn(un, hn) ≤ C
√
Jn(un, hn) for all n ∈ N, i.e.,
(Jn(un, hn))
∞
n=1 is a numerical bounded sequence.
Since ρ20,n, ρ
2
∗,n ≥ C, we deduce that∫ T
0
∫ 1
0
|un|2 +
∫ T
0
∫
ω
|hn|2 ≤ CJn(un, hn) ≤ C.
It means that there exist u ∈ L2((0, T ) × (0, 1)) and h ∈ L2((0, T ) × ω) such that, up to subsequences,
we have
un ⇀ u and hn ⇀ h in L
2((0, T )× (0, 1)).
From this, we take
ρ0,nun ⇀ ρ0u and ρ∗,nhn ⇀ ρ∗h in L2((0, T )× (0, 1)). (3.9)
Consequently, passing to limits as n→ +∞, we conclude that (u, h) solves (3.5).
Furthermore, (3.6) follows from (3.9). This establishes the result.

4. Main Result
This section is devoted to prove Theorem 1.2. As we have said in the introduction, our approach relies
on setting an appropriate mapping H : E → F for which we will apply Liusternik’s Theorem.
4.1. Functional Spaces.
Consider the Hilbert spaces E and F
E :=
{
(u, h);u ∈ L2((0, T )× (0, 1)), h ∈ L2((0, T )× ω), ut, ux, (a(x)ux)x, ρ∗h ∈ L2((0, T )× ω),
ρ0u, ρ0(ut − (a(x)ux)x − hχω) ∈ L2((0, T )× (0, 1))u(·, 1) ≡ u(·, 0) ≡ 0, u(0, ·) ∈ H1a
}
and
F := G×H1a , where G :=
{
g ∈ L2((0, T )× (0, 1)); ρ0g ∈ L2((0, T )× (0, 1))
}
,
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with the norms
‖(u, h)‖2E :=
∫ T
0
∫ 1
0
ρ20|u|2 +
∫ T
0
∫
ω
ρ2∗|h|2
∫ T
0
∫ 1
0
ρ20|ut − (a(x)ux)x − hχω|2 + ‖u(·, 0)‖2H1a
and
‖(g, v)‖2F :=
∫ T
0
∫ 1
0
ρ20g
2 +
∫ T
0
∫ 1
0
v2 +
∫ T
0
∫ 1
0
av2x.
Next, we will state a crucial result that will allow us to set the mapping H. Its proof is a consequence
of two lemmas which will be established right below.
Proposition 4.1. There exists C > 0 such that∫ T
0
∫ 1
0
ρ2∗(|ut|2 + |(a(x)ux)x|2) ≤ C‖(u, h)‖2E ,
for all (u, h) ∈ E.
Lemma 4.2. Assume the hypothesis of Theorem 3.3. Then∫ T
0
∫ 1
0
ρ̂ 2a(x)|ux|2 ≤ C
(∫ T
0
∫ 1
0
ρ20|u|2 +
∫ T
0
∫
ω
ρ2∗|h|2 +
∫ T
0
∫ 1
0
ρ20g
2 + ‖u0‖2H1a
)
Proof. Multiplying the PDE in (3.5) by ρ̂ 2u, integrating in [0, 1] and using the two relations
1
2
d
dt
∫ 1
0
ρ̂ 2u2 =
∫ 1
0
ρ̂ 2utu+
∫ 1
0
ρ̂ ρ̂ tu
2
and ∫ 1
0
ρ̂ 2(aux)xu = −2
∫ 1
0
ρ̂ ρ̂ xauux −
∫ 1
0
ρ̂ 2au2x,
we obtain
1
2
d
dt
∫ 1
0
ρ̂ 2u2 +
∫ 1
0
ρ̂ 2au2x = −
∫ 1
0
ρ̂ 2cu2 +
∫ 1
0
ρ̂ 2uhχω +
∫ 1
0
ρ̂ 2gu+
∫ 1
0
ρ̂ ρ̂ tu
2 − 2
∫ 1
0
ρ̂ ρ̂ xauux
= I1 + I2 + I3 + I4 + I5. (4.1)
Now, using ρ∗ ≤ Cρ̂ ≤ Cρ0 ≤ Cρ and ρ∗ρ0 = ρ̂ 2, we obtain
I1 ≤ C
∫ 1
0
ρ20|u|2,
I2 ≤ C
(
1
2
∫ 1
0
ρ2∗|hχω|2 +
1
2
∫ 1
0
ρ20|u|2
)
,
I3 ≤ C
(
1
2
∫ 1
0
ρ20|g|2 +
1
2
∫ 1
0
ρ20|u|2
)
.
Let us estimate I4. First, we will rewrite A as A(t, x) = ς(t, x)η¯(x), where η¯(x) := (e
λ(|ψ|∞+ψ) −
e2λ|ψ|∞)/η(x). Second, note that
ρ̂ ρ̂ t = −se−2sAη¯(x)ς−4ςt − 2e−2sAς−5ςt.
Then, for all t ∈ [0, T ],
|ρ̂ ρ̂ t| ≤ Cρ20|ς−2 + ς−3| |ςt| ≤ Cρ20,
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whence
I4 ≤ C
∫ 1
0
ρ20|u|2.
Now, using
ρ̂ 2xau
2 ≤ Ce−2sAς−2 ∣∣ς−2 + ς−4∣∣ |ς2x|au2 ≤ cρ20u2,
we obtain
I5 ≤ 2
∫ 1
0
|ρ̂√aux||ρ̂ x
√
au| ≤ 1
2
∫ 1
0
ρ̂ 2au2x + 2
∫ 1
0
ρ̂ 2xau
2 ≤ 1
2
∫ 1
0
ρ̂ 2au2x + C
∫ 1
0
ρ20u
2.
Hence, (4.1) gives us
d
dt
∫ 1
0
ρ̂ 2|u|2 +
∫ 1
0
ρ̂ 2a|ux|2 ≤ C
(∫ 1
0
ρ20|u|2
∫ 1
0
ρ2∗|hχω|2
∫ 1
0
ρ20|g|2
)
.
Integrating in time, the result follows.

Lemma 4.3. Assume the hypothesis of Proposition 3.3 and suppose that h and u satisfy (3.5) and (3.6).
Then∫ T
0
∫ 1
0
ρ2∗u
2
t +
∫ T
0
∫ 1
0
ρ2∗|(a(x)ux)x|2 ≤ C
(∫ T
0
∫ 1
0
ρ20u
2 +
∫ T
0
∫
ω
ρ2∗h
2 +
∫ T
0
∫ 1
0
ρ20g
2 + ‖u0‖2H1a
)
.
Proof. In the first step, we will estimate the first term of left side of the inequality. Multiplying the PDE
in (3.5) by ρ2∗ut and integrating in [0, 1] we have∫ 1
0
ρ2∗u
2
t =
∫ 1
0
ρ2∗uthχω +
∫ 1
0
ρ2∗gut −
∫ 1
0
c(t, x)ρ2∗uut +
∫ 1
0
ρ2∗(aux)xut
= I1 + I2 − I3 + I4. (4.2)
Using Young’s inequality with ε and ρ∗ ≤ Cρ̂ ≤ Cρ0 ≤ Cρ we obtain
I1 ≤
∫ 1
0
ρ2∗|hχω||ut| ≤ ε
∫ 1
0
ρ2∗|ut|2 +
1
4ε
∫ 1
0
ρ2∗|hχω|2,
I2 ≤
∫ 1
0
ρ2∗|gut| ≤ ε
∫ 1
0
ρ2∗|ut|2 +
1
4ε
∫ 1
0
ρ2∗|g|2 ≤ ε
∫ 1
0
ρ2∗|ut|2 +
C
4ε
∫ 1
0
ρ20|g|2
and
−I3 ≤
∫ 1
0
|c(t, x)|ρ2∗|uut| ≤ C
(
ε
∫ 1
0
ρ2∗u
2
t +
1
4ε
∫ 1
0
ρ20u
2
)
.
Now, integrating I4 by parts, we can see that
I4 = ρ
2
∗auxut
∣∣x=1
x=0
−
∫ 1
0
(ρ2∗ut)xaux = −2
∫ 1
0
ρ∗(ρ∗)xautux − 1
2
d
dt
∫ 1
0
ρ2∗au
2
x +
1
2
∫ 1
0
(ρ2∗)tau
2
x
= −2I41 − 1
2
d
dt
∫ 1
0
ρ2∗au
2
x +
1
2
I42. (4.3)
Hence, ∫ 1
0
ρ2∗|ut|2 +
1
2
d
dt
∫ 1
0
ρ2∗a|ux|2 = I1 + I2 − I3 − 2I41 +
1
2
I42. (4.4)
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Since
|ρ∗(ρ∗)xauxut| ≤ C|ρ∗ut||ρ̂
√
aux|
and
|(ρ2∗)t| = 2|ρ∗(ρ∗)t| ≤ Cρ̂ 2,
we have
I41 ≤ 1
4
∫ 1
0
ρ2∗u
2
t + C
∫ 1
0
ρ̂ 2au2x
and
I42 ≤ C
∫ 1
0
ρ̂ 2au2x.
For the estimates of I1, I2, I3, I41 and I42 in the (4.4) we obtain∫ 1
0
ρ2∗u
2
t +
1
2
d
dt
∫ 1
0
ρ2∗au
2
x ≤ C
(∫ 1
0
ρ2∗|hχω|2 +
∫ 1
0
ρ20g
2 +
∫ 1
0
ρ20u
2 +
∫ 1
0
ρ̂ 2au2x
)
,
which implies ∫ T
0
∫ 1
0
ρ2∗u
2
t ≤ C
(∫ T
0
∫ 1
0
ρ20u
2 +
∫ T
0
∫
ω
ρ2∗h
2 +
∫ T
0
∫ 1
0
ρ20g
2 + ‖u0‖2H1a
)
. (4.5)
In the second part, we must estimate the term
∫ T
0
∫ 1
0
ρ2∗|(aux)x|2. Multiplying the PDE in (3.5) by
−ρ2∗(aux)x and integrating in [0, 1], we take∫ 1
0
ρ2∗|(aux)x|2 = −
∫ 1
0
ρ2∗hχω(aux)x −
∫ 1
0
ρ2∗g(aux)x +
∫ 1
0
c(t, x)ρ2∗u(aux)x +
∫ 1
0
ρ2∗ut(aux)x
= −J1 − J2 + J3 + I4.
Again, applying Young’s inequality with ε, we obtain
J1 ≤
∫ 1
0
ρ2∗|hχω||(aux)x| ≤ ε
∫ 1
0
ρ2∗|(aux)x|2 +
1
4ε
∫ 1
0
ρ2∗|hχω|2.
J2 ≤
∫ 1
0
ρ2∗|g||(aux)x| ≤ ε
∫ 1
0
ρ2∗|(aux)x|2 +
1
4ε
∫ 1
0
ρ20g
2.
J3 ≤ C
(
ε
∫ 1
0
ρ2∗|(aux)x|2 +
1
4ε
∫ 1
0
ρ20u
2.
)
Recalling the identities (4.3) and (4.5), we have∫ 1
0
ρ2∗|(aux)x|2 +
1
2
d
dt
∫ 1
0
ρ2∗a|ux|2 ≤ C
(∫ 1
0
ρ2∗|hχω|2 +
∫ 1
0
ρ20|k|2 +
∫ 1
0
ρ20|u|2 +
∫ 1
0
ρ̂ 2a|ux|2
)
Integrating in time and recalling Lemma (4.2), we conclude the proof. 
In order to establish the last result of this section, we need to prove a technical lemma.
Lemma 4.4. Let β(x) = eλ(|ψ|∞+ψ) − e3λ|ψ|∞ and β¯ = max
x∈[0,1]
β(x). There exists s > 0 such that if
sβ¯ < M < 0, then
sup
t∈[0,T ]
{
e−2M/m(t)
(∫ 1
0
u
)2}
≤ C‖(u, h)‖2E ,
for all (u, h) ∈ E.
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Proof. Firstly, consider (u, h) ∈ E and q : [0, T ]→ R given by
q(t) := e−M/m(t)
∫ 1
0
u(t, x).
Claim 1: There exists s > 0 and C > 0 such that e−2M/m(t) ≤ Cρ2∗.
Indeed, take k > 0 and C > 0 satisfying e−k/x ≤ Cx3 for all x > 0. In this case, we have
e−k/m(t) ≤ Cm3(t), for all t ∈ [0, T ].
Now, taking s > 0 such that 2s(β¯ − β) > k, we obtain
e−2M/m(t)+2sA = e(−2M+2sβ)/m(t) < e−k/m(t) < Cm3(t), for all t ∈ [0, T ],
whence we deduce that
e−2M/m(t) ≤ Ce−2sAτ−3 ≤ Cρ2∗, for all t ∈ [0, T ].
Claim 2: ‖q‖H1(0,T ) ≤ C‖(u, h)‖E .
In fact, since ρ2∗ ≤ Cρ20, Claim 1 and Proposition 4.1 imply
‖q‖2L2(0,T ) ≤
∫ T
0
∫ 1
0
e−2M/m(t)u2 ≤ C
∫ T
0
∫ 1
0
ρ2∗u
2 ≤ C‖(u, h)‖2E
and
‖q′‖2L2(0,T ) =
∫ T
0
∣∣∣∣Mm′(t)m2(t) q(t) + e−M/m(t)
∫ 1
0
ut
∣∣∣∣2 ≤ C ∫ T
0
M2
m4(t)
|q(t)|2 + C
∫ T
0
∫ 1
0
e−2M/m(t)u2t
≤ C
∫ T
0
∫ 1
0
M2e−2M/m(t)
m4(t)
u2 + C
∫ T
0
∫ 1
0
e−2M/m(t)u2t ≤ C
∫ T
0
∫ 1
0
ρ20|u|2 + C
∫ T
0
∫ 1
0
ρ2∗|ut|2
≤ C‖(u, h)‖2E .
This ends the proof of Claim 2.
As a conclusion, the proof comes from Claim 2 and the continuous embedding H1(0, T ) ↪→ C(0, T ). 
Proposition 4.5. There exists C > 0 such that∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u¯
)2
|(aux)x|2 ≤ C‖(u, h)‖2E‖(u¯, h¯)‖2E ,
for any (u, h), (u¯, h¯) ∈ E.
Proof. In fact, since τ4 ≤ 3−2M4 e−2M/m(t), applying Proposition 4.1 and Lemma 4.4 we have∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u
)2
|(aux)x|2 ≤ C
∫ T
0
∫ 1
0
τ4
(∫ 1
0
u¯
)2
ρ2∗ |(aux)x|2
≤ C sup
t∈[0,T ]
{
e−2M/m(t)
(∫ 1
0
u¯
)2}∫ T
0
∫ 1
0
ρ2∗ |(aux)x|2 ≤ C‖(u, h)‖2E‖(u¯, h¯)‖2E .

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4.2. Local Null Controllability for the nonlinear system.
Consider the mapping H : E → F , defined by
H(u, h) := (H1(u, h), H2(u, h)) :=
(
ut −
(
b
(
x,
∫ 1
0
u
)
ux
)
x
+ f(t, x, u)− hχω, u(·, 0)
)
. (4.6)
Our goal is to prove that H verifies the hypothesis of the following version of Liusternik’s Theorem.
Theorem 4.6 (Liusternik). Let E and F be two Banach spaces, H : E → F a C1 mapping and
η0 = H(0). If H
′(0) : E → F is onto, then there exist ε > 0 and H˜ : Bε(η0) ⊂ F → E such that
H(H˜(ξ)) = ξ, ∀ξ ∈ Bε(η0),
that is, H˜ is a right inverse of H.
Lemma 4.7. Let H : E → F be the mapping defined by (4.6). Then H is well defined.
Proof. Indeed, given (u, h) ∈ E, we already have H2(u, h) = u(0, ·) ∈ H1a . Moreover,∫ T
0
∫ 1
0
ρ20|H1(u, h)|2 =
∫ T
0
∫ 1
0
ρ20
∣∣∣∣ut − (b(x, ∫ 1
0
u
)
ux
)
x
+ f(t, x, u)− hχω
∣∣∣∣2
≤ 3
∫ T
0
∫ 1
0
ρ20 |ut − (b (x, 0)ux)x − hχω|2 + 3
∫ T
0
∫ 1
0
ρ20
∣∣∣∣([b(x, ∫ 1
0
u
)
− b (x, 0)
]
ux
)
x
∣∣∣∣2
+ 3
∫ T
0
∫ 1
0
ρ20 |f(t, x, u)|2
≤ 3A1 + 3A2 + 3A3.
The definition of the space E gives us A1 ≤ ‖(u, h)‖2E . Also, the assumption A.2 implies
A3 =
∫ T
0
∫ 1
0
ρ20|f(t, x, u)− f(t, x, 0)|2 ≤ C
∫ T
0
∫ 1
0
ρ20|u|2 ≤ ‖(u, h)‖2E .
It remains to analyze A2. Since ` is Lipschitz-continuous and applying Proposition 4.5 we have
A2 =
∫ T
0
∫ 1
0
ρ20
∣∣∣∣[`(∫ 1
0
u
)
− `(0)
]
(a(x)ux)x
∣∣∣∣2 ≤ C ∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u
)2
|(a(x)ux)x|2 ≤ C‖(u, h)‖4E .
In this case, we also have H1(u, h) ∈ G, which completes the proof. 
Lemma 4.8. The mapping H is of class C1.
Proof. It is clear that H2 ∈ C1. We will prove that H1 has a continuous Gateaux derivative on E.
For (u, h), (u¯, h¯) ∈ E and λ > 0, set
b := b
(
x,
∫ 1
0
u
)
, bλ := b
(
x,
∫ 1
0
(u+ λu¯)
)
, b2 := D2b
(
x,
∫ 1
0
u
)
,
f := f(t, x, u), fλ := f(t, x, u+ λu¯), f3 := D3f(t, x, u).
Claim 1: Given (u, h) ∈ E, the linear mapping L : E → F , defined by
L(u¯, h¯) := u¯t −
(
b2 ·
(∫ 1
0
u¯
)
ux + bu¯x
)
x
+ f3u¯− h¯χω,
is the Gateaux derivative of H1 at (u, h) ∈ E.
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Indeed, for any (u¯, h¯) ∈ E, we have∥∥∥∥ 1λ (H1(u+ λu¯, h+ λh¯)−H1(u, h))− L(u¯, h¯)
∥∥∥∥
G
=
∥∥∥∥u¯t − (bλu¯x)x − 1λ ((bλ − b)ux)x + 1λ (fλ − f)− h¯χω − L(u¯, h¯)
∥∥∥∥
G
≤ ‖((bλ − b)u¯x)x‖G +
∥∥∥∥([ 1λ (bλ − b)− b2
(∫ 1
0
u¯
)]
ux
)
x
∥∥∥∥
G
+
∥∥∥∥ 1λ (fλ − f)− f3u¯
∥∥∥∥
G
= B1 +B2 +B3.
We must prove that Bi → 0, as λ→ 0, for all i = 1, 2, 3.
Firstly, recalling the assumption A.2, we apply mean value and Lebesgue’s theorems to obtain
B23 ≤
∫ T
0
∫ 1
0
ρ20 |(D3f(t, x, u∗λ)−D3f(t, x, u))u¯|2 → 0,
as λ→ 0.
Secondly, the assumption A.1 and Proposition 4.5, we have
B21 =
∫ T
0
∫ 1
0
ρ20
∣∣∣∣`(∫ 1
0
(u+ λu¯)
)
− `
(∫ 1
0
u
)∣∣∣∣2 |(aux)x|2 ≤ C ∫ T
0
∫ 1
0
ρ20
(∫ 1
0
λu¯
)2
|(aux)x|2
≤ Cλ2‖(u¯, h¯)‖2E‖(u, h)‖2E → 0,
as λ→ 0.
In a similar way, using the assumption A.1 and Mean Value Theorem, for each λ > 0, there exists
ξλ ∈ R, between
∫ 1
0
u and
∫ 1
0
(u+ λu¯), such that
B22 =
∫ T
0
∫ 1
0
ρ20
∣∣∣∣ 1λ
[
`
(∫ 1
0
(u+ λu¯)
)
− `
(∫ 1
0
u
)]
− `′
(∫ 1
0
u
)(∫ 1
0
u¯
) ∣∣∣∣2 |(aux)x|2
=
∫ T
0
∫ 1
0
ρ20
∣∣∣∣`′ (ξλ)(∫ 1
0
u¯
)
− `′
(∫ 1
0
u
)(∫ 1
0
u¯
)∣∣∣∣2 |(aux)x|2
=
∫ T
0
∫ 1
0
ρ20
∣∣∣∣`′ (ξλ)− `′(∫ 1
0
u
)∣∣∣∣2(∫ 1
0
u¯
)2
|(aux)x|2 → 0,
as λ→ 0. Thus, we have concluded the Claim 1.
Claim 2: The Gateaux derivative H ′1 : E → L(E,G) is continuous.
Take (u, h) ∈ E. Let ((un, hn))∞n=1 be a sequence such that ‖(un, hn) − (u, h)‖E → 0. We will prove
that ‖H ′1(un, hn)−H ′1(u, h)‖L(E,G) → 0. In fact, consider (u¯, h¯) on the unit sphere of E. Since
H ′1(u, h)(u¯, h¯) =u¯t −
(
D2b
(
x,
∫ 1
0
u
)(∫ 1
0
u¯
)
ux + b
(
x,
∫ 1
0
u
)
u¯x
)
x
+D3f(t, x, u)u¯+ h¯χω,
and
H ′1(u
n, hn)(u¯, h¯) =u¯t −
(
D2b
(
x,
∫ 1
0
un
)(∫ 1
0
u¯
)
unx + b
(
x,
∫ 1
0
un
)
u¯x
)
x
+D3f(t, x, u
n)u¯+ h¯χω,
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we obtain
‖(H ′1(un, hn)−H ′1(u, h))(u¯, h¯)‖2G
≤ C
∫
Q
ρ20
(∫ 1
0
u¯
)2 [
`′
(∫ 1
0
u
)]2
|[a(u− un)x]x|2
+ C
∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u¯
)2 ∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
)∣∣∣∣2 |(aunx)x|2
+ C
∫ T
0
∫ 1
0
ρ20
∣∣∣∣`(∫ 1
0
u
)
− `
(∫ 1
0
un
)∣∣∣∣2 |(au¯x)x|2
+ C
∫ T
0
∫ 1
0
ρ20|u¯|2|D3f(t, x, un)−D3f(t, x, u)|2
≤ C
∫
Q
ρ20
(∫ 1
0
u¯
)2
|[a(u− un)x]x|2
+ C
∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u¯
)2 ∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
)∣∣∣∣2 |(aunx)x|2
+ C
∫ T
0
∫ 1
0
ρ20
∣∣∣∣∫ 1
0
(un − u)
∣∣∣∣2 |(au¯x)x|2
+ C
∫ T
0
∫ 1
0
ρ20|u¯|2|D3f(t, x, un)−D3f(t, x, u)|2
:= C(I1 + I2 + I3 + I4).
Due to Proposition 4.1, we have
I1 =
∫
Q
ρ20
(∫ 1
0
u¯
)2
|[a(u− un)x]x|2 ≤ C‖(u¯, h¯)‖2E
∫ T
0
∫ 1
0
ρ2∗|(a(un − u)x)x|2 ≤ C‖(un, hn)− (u, h)‖2E.
Next,
I2 =
∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u¯
)2 ∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
)∣∣∣∣2 |(aunx)x|2
≤ C
∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u¯
)2 ∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
)∣∣∣∣2 |(a(un − u)x)x|2
+ C
∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u¯
)2 ∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
)∣∣∣∣2 |(aux)x|2
:= I21 + I22.
Using assumption A.1 and applying Proposition 4.1 again, we have
I21 =
∫ T
0
∫ 1
0
e−sAτ4
(∫ 1
0
u¯
)2 ∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
) ∣∣∣∣2ρ2∗|(a(un − u)x)x|2
≤ C‖(u¯, h¯)‖2E‖(un, hn)− (u, h)‖2E = C‖(un, hn)− (u, h)‖2E .
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Likewise,
I22 =
∫ T
0
∫ 1
0
ρ20
(∫ 1
0
u¯
)2 ∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
)∣∣∣∣2 |(a(un − u)x)x|2
≤ C‖(u¯, h¯)‖2E
∫ T
0
∫ 1
0
∣∣∣∣`′(∫ 1
0
u
)
− `′
(∫ 1
0
un
)∣∣∣∣2 ρ2∗|(aux)x|2 → 0,
as n→ +∞, where we have used Lebesgue’s Theorem.
Analogously, using assumption A.2, Lemma 4.4 and Proposition 4.1, we have
I3 =
∫ T
0
∫ 1
0
ρ20
∣∣∣∣∫ 1
0
(un − u)
∣∣∣∣2 |(au¯x)x|2 ≤ C‖(un, hn)− (u, h)‖2E ∫ T
0
∫ 1
0
ρ2∗|(au¯x)x|2
≤ C‖(un, hn)− (u, h)‖2E‖(u¯, h¯)‖2E = C‖(un, hn)− (u, h)‖2E → 0
and
I4 =
(∫ T
0
∫ 1
0
ρ20|u¯|2|D3f(t, x, un)−D3f(t, x, u)|2
) 1
2
(∫ T
0
∫ 1
0
ρ20|u¯|2|D3f(t, x, un)−D3f(t, x, u)|2
) 1
2
≤ C
(∫ T
0
∫ 1
0
ρ20|u¯|2|D3f(t, x, un)−D3f(t, x, u)|2
) 1
2
(∫ T
0
∫ 1
0
ρ20|u¯|2
) 1
2
≤ C
(∫ T
0
∫ 1
0
ρ20|u¯|2|D3f(t, x, un)−D3f(t, x, u)|2
) 1
2
‖(u¯, h¯)‖E
= C
(∫ T
0
∫ 1
0
ρ20|u¯|2|D3f(t, x, un)−D3f(t, x, u)|2
) 1
2
→ 0,
as n→ +∞. It concludes the proof of Claim 2 as well as this lemma. 
Lemma 4.9. H ′(0, 0) ∈ L(E;F ) is onto.
Proof. Take (g, u0) ∈ F . According to Theorem 3.3, there exists (u, h) ∈ E that solves (3.5). In other
words,
H ′(0, 0)(u, h) = (H ′1(0, 0)(u, h), H
′
2(0, 0)(u, h))
= (ut − (a(x)ux)x + c(t, x)u− hχw, u(·, 0))
= (g, u0).
It completes the proof of this lemma. 
At this point, we are ready to prove our main result.
Proof of Theorem 1.2. We have proved through Lemmas 4.7, 4.8 and 4.9 that H satisfies the hypothesis
of Liusternik’s Theorem. As a consequence, there exist ε > 0 and a right inverse mapping H˜ : Bε(0) ⊂
F → E of H. In particular, if u0 ∈ H1a and ‖u0‖H1a < ε then, (u, h) := H˜(0, u0) solves the system (1.1).
Finally, the condition
∫ T
0
∫ 1
0
ρ20u
2 < +∞ yields
u(T, x) = 0, for all x ∈ [0, 1].

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Remark 4.10. Theorem (1.2) is still valid considering the nonlocal terms∫ 1
0
u2 or
∫ 1
0
a(x)u2x,
instead of
∫ 1
0
u. It is true because we can adapt Lemma 4.4 by using the Sobolev embedding W 1,1(0, T ) ↪→
C(0, T ).
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Appendix A. Proof of Proposition 3.1
In order to prove Proposition 3.1, we start considering the system{
vt + (a (x) vx)x = h(t, x), (t, x) ∈ (0, T )× (0, 1),
v(t, 1) = v(t, 0) = 0 t ∈ (0, T ). (A.1)
Proposition A.1. There exist C > 0 and λ0, s0 > 0 such that every solution v of (A.1) satisfies, for all
s ≥ s0 and λ ≥ λ0,∫ T
0
∫ 1
0
e2sϕ
(
(sλ)σav2x + (sλ)
2σ2v2
) ≤ C (∫ T
0
∫ 1
0
e2sϕ|h|2 + (λs)3
∫ T
0
∫
ω
e2sϕσ3v2
)
(A.2)
The proof of Proposition A.1 relies on the change of variables w = esϕv. Notice that
vt = e
−sϕ(−sϕtw + wt),
(avx)x = e
−sϕ(s2ϕ2xaw − s(aϕx)xw − 2saϕxwx + (awx)x).
Then, from (A.1), we obtain
L+w + L−w = esϕh, (t, x) ∈ (0, T )× (0, 1),
w(t, 1) = w(t, 0) = 0, t ∈ (0, T ).
w(x, 0) = w(x, T ) = 0, x ∈ (0, 1),
where
L+w := −sϕtw + s2ϕ2xaw + (awx)x,
L−w := wt − s(aϕx)xw − 2saϕxwx.
In this way,
‖L+w‖2 + ‖L−w‖2 + 2(L+w,L−w) = ‖esϕh‖2,
where ‖ · ‖ and (·, ·) denote the norm and the inner product in L2((0, T )× (0, 1)), respectively.
From now on, we will prove Lemmas A.3–A.11. The proof of Proposition A.1 will be a consequence of
these lemmas.
Lemma A.2.
(L+w,L−w) =
s
2
∫ T
0
∫ 1
0
ϕttw
2 − 2s2
∫ T
0
∫ 1
0
ϕtxaϕxw
2 + s3
∫ T
0
∫ 1
0
aϕx(aϕ
2
x)xw
2
+ s
∫ T
0
∫ 1
0
(aϕx)xxawwx + 2s
∫ T
0
∫ 1
0
(aϕx)xaw
2
x − s
∫ T
0
∫ 1
0
aϕxaxw
2
x − s
∫ T
0
(a2ϕxw
2
x)
∣∣x=1
x=0
Proof. From the definition of L+w and L−w we have
(L+w,L−w) =
∫ T
0
∫ 1
0
(−sϕtw + s2ϕ2xaw + (awx)x)wt + s2
∫ T
0
∫ 1
0
ϕtw((aϕx)xw + 2aϕxwx)
− s3
∫ T
0
∫ 1
0
ϕ2xaw((aϕx)xw + 2aϕxwx)− s
∫ T
0
∫ 1
0
(awx)x((aϕx)xw + 2aϕxwx)
=I1 + I2 + I3 + I4.
Integrating by parts, we obtain
I1 =
s
2
∫ T
0
∫ 1
0
(ϕtt − 2sϕxϕxt)w2,
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I2 = −s2
∫ T
0
∫ 1
0
ϕtxaϕxw
2,
I3 = s
3
∫ T
0
∫ 1
0
aϕx(aϕ
2
x)xw
2
and
I4 = s
∫ T
0
∫ 1
0
(aϕx)xxawwx + 2s
∫ T
0
∫ 1
0
(aϕx)xaw
2
x − s
∫ T
0
∫ 1
0
(aϕx)axw
2
x − s
∫ T
0
(a2ϕxw
2
x)
∣∣x=1
x=0
,
which imply the desired result.

Lemma A.3. −s
∫ T
0
a2ϕxw
2
x
∣∣x=1
x=0
≥ 0
Proof. Since ψ′(x) = x/a, if x ∈ [0, α′) and ψ′(x) = −x/a, if x ∈ (β′1], we have
−s
∫ T
0
a2ϕxw
2
x
∣∣x=1
x=0
= −sλ
∫ T
0
a2ψ′σw2x
∣∣x=1
x=0
≥ 0.

Lemma A.4.
s3
∫ T
0
∫ 1
0
aϕx(aϕ
2
x)xw
2 ≥ Cλ4s3
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2 − Cs3λ3
∫ T
0
∫
ω′
σ3w2 + s3λ3
∫ T
0
∫ α′
0
x2
a
σ3w2
Proof. Firstly, we observe that
s3
∫ T
0
∫ 1
0
aϕx(aϕ
2
x)xw
2 = s3λ3
∫ T
0
∫ 1
0
aψ′(a(ψ′)2)xσ3w2 + 2s3λ4
∫ T
0
∫ 1
0
a2(ψ′)4σ3w2
= I1 + I2.
We can see that
aψ′(a(ψ′)2)x =
{
x2
a2 (2a− xa′), x ∈ (0, α′)
−x2a2 (2a− xa′), x ∈ (β′, 1),
and (1.2) implies 2a− xa′ ≥ (2−K)a > a. Hence,
I1 = s
3λ3
∫ T
0
∫ α′
0
aψ′(a(ψ′)2)xσ3w2 + s3λ3
∫ T
0
∫
ω′
aψ′(a(ψ′)2)xσ3w2 + s3λ3
∫ T
0
∫ 1
β′
aψ′(a(ψ′)2)xσ3w2
≥ s3λ3
∫ T
0
∫ α′
0
x2
a
σ3w2 − Cs3λ3
∫ T
0
∫
ω′
σ3w2 − Cs3λ3
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2
We just sum I1 and I2, and take λ0 large enough to obtain the desired inequality.

Lemma A.5.
2s
∫ T
0
∫ 1
0
(aϕx)xaw
2
x ≥ −C
∫ T
0
∫
ω′
σw2x + Csλ
2
∫ T
0
∫ 1
0
a2(ψ′)2σw2x + 2sλ
∫ T
0
∫ α′
0
aσw2x
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Proof. Observe that
2s
∫ T
0
∫ 1
0
(aϕx)xw
2
x = 2s
∫ T
0
∫ 1
0
λ(aψ′)xaσw2x + 2sλ
2
∫ T
0
∫ 1
0
a2(ψ′)2σw2x (A.3)
Proceeding as in lemma before, we split the first integral over the intervals [0, α′], ω′ and [β′, 1]. Since
a2(ψ′)2 ≥ Ca in [β′, 1] we can add the integral over [β′, 1] to the last integral of (A.3), which gives us the
result.

Lemma A.6.
−2s2
∫ T
0
∫ 1
0
ϕtxaϕxw
2 ≥ −Cs2λ2
(∫ T
0
∫ α′
0
x2
a
σ3w2 +
∫ T
0
∫
ω′
σ3w2 +
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2
)
Proof. First of all,∣∣∣∣∣2s2
∫ T
0
∫ 1
0
ϕtxaϕxw
2
∣∣∣∣∣ ≤ 2s2λ2
∫ T
0
∫ 1
0
a|ψ′|2|θθ′|η2w2 ≤ Cs2λ2
∫ T
0
∫ 1
0
a|ψ′|2σ3w2
As before, we split the last integral over the intervals [0, α′], ω′ and [β′, 1]. The result comes from the
boundedness of a|ψ′|2 in ω′ and from relations ψ′ = x/a in [0, α′] and a|ψ′|2 ≤ Ca2|ψ′|4 in [b′, 1].

Lemma A.7.
−s
∫ T
0
∫ 1
0
aϕxaxw
2
x ≥ −Kλs
∫ T
0
∫ α′
0
aσw2x − cλs
∫ T
0
∫
ω′
σw2x
Proof. In fact, from the definition of ψ, we obtain
−s
∫ T
0
∫ 1
0
aϕxaxw
2
x = −sλ
∫ T
0
∫ 1
0
aaxψ
′σw2x
≥ −Ksλ
∫ T
0
∫ α′
0
aσw2x − Cλs
∫ T
0
∫
ω′
σw2x,
where we proceeded as in the proof of Lemma A.6. 
Lemma A.8.
s
∫ T
0
∫ 1
0
(aϕx)xxawxw ≥− Cs2λ4
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2 − Cλ2
∫ T
0
∫ 1
0
a2|ψ′|2σw2x − Cs2λ3
∫ T
0
∫
ω′
σ3w2
− Cλ
∫ T
0
∫
ω′
σw2x − Cs2λ3
∫ T
0
∫ α′
0
x2
a
σ3w2 − Cλ
∫ T
0
∫ α′
0
aσw2x
Proof.
s
∫ T
0
∫ 1
0
(aϕx)xxawxw = sλ
∫ T
0
∫
ω′
(aψ′)xxaσwxw + 2sλ2
∫ T
0
∫ 1
0
(aψ′)xψ′aσwxw
+ sλ2
∫ T
0
∫ 1
0
a2ψ′ψ′′σwxw + sλ3
∫ T
0
∫ 1
0
a2(ψ′)3σwxw
= I1 + I2 + I3 + I4.
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The inequality will be obtained by estimating each one of these fours integrals. For I1, we have
|I1| =
∣∣∣∣∣sλ
∫ T
0
∫
ω′
(aψ′)xxaσwxw
∣∣∣∣∣ ≤ Csλ
∫ T
0
∫
ω′
σ2|wxw|
= Csλ
∫ T
0
∫
ω′
σ3/2|w|σ1/2|wx| ≤ Csλ
∫ T
0
∫
ω′
σ3w2 + Csλ
∫ T
0
∫
ω′
σw2x.
For I2, we use the facts σ ≤ Cσ2 and x ≤ Ca2|ψ′|3 in [β′, 1] to obtain
|I2| ≤ Csλ2
∫ T
0
∫ α′
0
xσ2|wwx|+ Csλ2
∫ T
0
∫
ω′
σ2|wwx|+ Csλ2
∫ T
0
∫ 1
β′
a2|ψ′|3σ2|wwx|
≤ C
∫ T
0
∫ α′
0
(
x√
a
σ3/2λ3/2s|w|
)
(
√
aσ1/2λ1/2|wx|) + C
∫ T
0
∫
ω′
(
σ3/2λ3/2s|w|
)
(σ1/2λ1/2|wx|)
+ C
∫ T
0
∫ 1
β′
(
sσ3/2λ2a|ψ′|2|w|
)
(σ1/2a|ψ′||wx|)
≤ Cλ3s2
∫ T
0
∫ α′
0
x2
a
σ3w2 + Cλ
∫ T
0
∫ α′
0
aσw2x + Cλ
3s2
∫ T
0
∫
ω′
σ3w2 + Cλ
∫ T
0
∫
ω′
σw2x
+ Cs2λ4
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2 + C
∫ T
0
∫ 1
0
a2|ψ′|2σw2x
For I3, recalling the definition of ψ, se observe that
|I3| ≤ sλ2
∫ T
0
∫ α′
0
∣∣∣∣x(a− xa′a
)∣∣∣∣σ|wwx|+ Csλ2 ∫ T
0
∫
ω′
σ2|wwx|+ sλ2
∫ T
0
∫ 1
β′
∣∣∣∣x(a− xa′a
)∣∣∣∣σ|wwx|
≤ Csλ2
∫ T
0
∫ α′
0
xσ2|wwx|+ Csλ2
∫ T
0
∫
ω′
σ2|wwx|+ Csλ2
∫ T
0
∫ 1
β′
xσ|wwx|.
So, we get the same estimate for I2. Finally,
|I4| ≤
∫ T
0
∫ 1
0
|sλ2a(ψ′)2σ3/2w||λaψ′σ1/2wx| ≤ Cs2λ4
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2 + Cλ2
∫ T
0
∫ 1
0
a2|ψ′|σw2x,
and the proof is complete. 
Lemma A.9.
s
2
∫ T
0
∫ 1
0
ϕttw
2 ≥− Cs1/2
∫ T
0
∫ α′
0
σaw2x − Cs2λ2
∫ T
0
∫ α′
0
x2
a
σ3w2 − Cs1/2
∫ T
0
∫
ω′
σw2x
− Cλ2s2
∫ T
0
∫
ω′
σ3w2 − Cs1/2
∫ T
0
∫ 1
0
a2|ψ′|2σw2x − Cs2λ2
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2
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Proof. Firstly, we observe that |ϕtt| ≤ Cσ3/2. Then we apply Hardy-Poincare´ inequality, to take∣∣∣∣∣s2
∫ T
0
∫ 1
0
ϕttw
2
∣∣∣∣∣ ≤ Cs
∫ T
0
∫ 1
0
σ3/2w2 ≤
∫ T
0
∫ 1
0
(
s1/4σ1/2
√
a
x
w
)(
s3/4σ
x√
a
w
)
≤ C
∫ T
0
∫ 1
0
s1/2σ
a
x2
w2 + C
∫ T
0
∫ 1
0
s3/2σ2
x2
a
w2
≤ C
∫ T
0
∫ 1
0
s1/2σaw2x + Cλ
2s2
∫ T
0
∫ 1
0
σ3
x2
a
w2
Again, the two last intervals can be decomposed in [0, α′], ω′ and [β′, 1]. At this point, relations
a ≤ Ca2|ψ′|2 and x
2
a
≤ Ca2|ψ′|4, in [β′, 1],
give us the result.

Lemma A.10.
s3λ3
∫ T
0
∫ α′
0
x2
a
σ3w2 + sλ
∫ T
0
∫ α′
0
σaw2x + s
3λ4
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2 + sλ2
∫ T
0
∫ 1
0
a2|ψ′|2σw2x
≤ C
(∫ T
0
∫ 1
0
e2sϕ|h|2 + s3λ3
∫ T
0
∫
ω′
σ3w2 + λs
∫ T
0
∫
ω′
σw2x
)
Proof. From Lemmas A.2-A.9, we have
(L+w,L−w) ≥ C
(
s3λ3
∫ T
0
∫ α′
0
x2
a
σ3w2 + sλ
∫ T
0
∫ α′
0
σaw2x + λ
4s3
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2
+ sλ2
∫ T
0
∫ 1
0
a2|ψ′|2σw2x − s3λ3
∫ T
0
∫
ω′
σ3w3 − λs
∫ T
0
∫
ω′
σw2x
)
.
Hence,
C
(
s3λ3
∫ T
0
∫ α′
0
x2
a
σ3w2 + sλ
∫ T
0
∫ α′
0
σaw2x + λ
4s3
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2
+ sλ2
∫ T
0
∫ 1
0
a2|ψ′|2σw2x − s3λ3
∫ T
0
∫
ω′
σ3w3 − λs
∫ T
0
∫
ω′
σw2x
)
≤ ‖L+w‖2 + ‖L−w‖2 + 2(L+w,L−w) ≤ ‖esϕh‖2,
following the result. 
Now, we intend to prove a suitable inequality which will imply Proposition A.1. In order to do that,
we recall that v = e−sϕw.
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Lemma A.11.
s3λ3
∫ T
0
∫ α′
0
e2sϕ
x2
a
σ3v2 + sλ
∫ T
0
∫ α′
0
e2sϕσav2x
+ s3λ4
∫ T
0
∫ 1
0
e2sϕa2|ψ′|4σ3v2 + sλ2
∫ T
0
∫ 1
0
e2sϕa2|ψ′|2σv2x
≤ C
(∫ T
0
∫ 1
0
e2sϕ|h|2 + λ3s3
∫ T
0
∫
ω
e2sϕσ3v2
)
Proof. Since v = e−sϕw, we have
esϕvx = −sλψ′σw + wx
which implies
e2sϕsλ2|ψ′|2a2σv2x = (sλ2|ψ′|2a2σ)e2sϕv2x ≤ C(sλ2|ψ′|2a2σ)(s2λ2|ψ′|2σ2w2 + w2x)
≤ C(s3λ4|ψ′|4σ3a2w2 + sλ2|ψ′|2a2σw2x)
Besides that,
wx = sϕxe
sϕv + esϕvx ⇒ w2x ≤ C(s2λ2|ψ′|2σ2e2sϕv2 + e2sϕv2x)
⇒w2x ≤ C(s2λ2σ2e2sϕv2 + e2sϕav2x), in ω′
Hence, from Lemma A.10, we get
s3λ3
∫ T
0
∫ α′
0
e2sϕ
x2
a
σ3v2 + sλ
∫ T
0
∫ α′
0
e2sϕσav2x + s
3λ4
∫ T
0
∫ 1
0
e2sϕa2|ψ′|4σ3v2
+ sλ2
∫ T
0
∫ 1
0
e2sϕa2|ψ′|2σv2x
≤ C
(
s3λ3
∫ T
0
∫ α′
0
x2
a
σ3w2 + sλ
∫ T
0
∫ α′
0
σaw2x + s
3λ4
∫ T
0
∫ 1
0
a2|ψ′|4σ3w2 + sλ2
∫ T
0
∫ 1
0
a2|ψ′|2σw2x
≤ C
(∫ T
0
∫ 1
0
e2sϕ|h|2 + s3λ3
∫ T
0
∫
ω′
σ3w2 + λs
∫ T
0
∫
ω′
σw2x
)
≤ C
(∫ T
0
∫ 1
0
e2sϕ|h|2 + s3λ3
∫ T
0
∫
ω′
e2sϕσ3v2 + λs
∫ T
0
∫
ω′
e2sϕσav2x
)
(A.4)
To complete the proof we will estimate the last integral of (A.4). Firstly, let us take χ ∈ C∞0 (ω)
such that 0 ≤ χ ≤ 1 and χ ≡ 1 in ω′. Multiplying equation in (A.1) by λse2sϕσvχ and integrating over
(0, T )× (0, 1), we obtain
λs
∫ T
0
∫ 1
0
e2sϕσvvtχ+ λs
∫ T
0
∫ 1
0
e2sϕσ(avx)xvχ = λs
∫ T
0
∫ 1
0
e2sϕσhvχ. (A.5)
We can see that∣∣∣∣∣
∫ T
0
∫ 1
0
e2sϕσvvtχ
∣∣∣∣∣ =
∣∣∣∣∣12
∫ T
0
∫ 1
0
e2sϕσ
d
dt
v2χ
∣∣∣∣∣ =
∣∣∣∣∣−12
∫ T
0
∫ 1
0
(e2sϕσχ)
t
v2
∣∣∣∣∣
=
∣∣∣∣∣−12
∫ T
0
∫ 1
0
χe2sϕ(2sϕtσ + σt)v
2
∣∣∣∣∣ ≤ Cs
∫ T
0
∫
ω
e2sϕσ3v2. (A.6)
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And, analogously,∫ T
0
∫ 1
0
e2sϕσ(avx)xvχ = −
∫ T
0
∫ 1
0
e2sϕσav2xχ−
∫ T
0
∫ 1
0
(e2sϕσχ)xavxv.
Since ϕx ≤ Cσ and σx ≤ Cσ in (0, T )× ω, we get∣∣∣∣∣
∫ T
0
∫ 1
0
(e2sϕσχ)xavxv
∣∣∣∣∣ ≤ C
∫ T
0
∫
ω
e2sϕσ2|avx||v|. (A.7)
Now, from (A.5)-(A.7) we obtain
λs
∫ T
0
∫
ω
e2sϕσav2x = λs
∫ T
0
∫ 1
0
e2sϕσav2xχ
≤
∣∣∣∣∣−λs
∫ T
0
∫ 1
0
e2sϕσ(avx)xvχ− λs
∫ T
0
∫ 1
0
(e2sϕσχ)xavxv
∣∣∣∣∣
≤ λs
∫ T
0
∫ 1
0
e2sϕσ|vvt|χ+ λs
∫ T
0
∫ 1
0
e2sϕσ|hv|χ+ λs
∫ T
0
∫ 1
0
|(e2sϕσχ)x||avxv|
≤ Cλs2
∫ T
0
∫
ω
e2sϕσ3v2 + λs
∫ T
0
∫
ω
(esϕh)(esϕσv) + Cλs
∫ T
0
∫
ω
e2sϕσ2|avx||v|
≤ Cλ3s3
∫ T
0
∫
ω
e2sϕσ3v2 +
1
2
λs
∫ T
0
∫
ω
e2sϕh2 +
1
2
λs
∫ T
0
∫
ω
e2sϕσ2v2
+ Cλs
∫ T
0
∫
ω
(esϕσ1/2a1/2|vx|)(esϕa1/2σ3/2|v|)
≤ Cλ3s3
∫ T
0
∫
ω
e2sϕσ3v2 + C
∫ T
0
∫
ω
e2sϕh2
+ εCλs
∫ T
0
∫
ω
e2sϕσav2x + Cε
∫ T
0
∫
ω
e2sϕaσ3v2
≤ Cλ3s3
∫ T
0
∫
ω
e2sϕσ3v2 + C
∫ T
0
∫
ω
e2sϕh2 + εCλs
∫ T
0
∫
ω
e2sϕσav2x.
Hence, taking ε = 1/2C, we get
λs
∫ T
0
∫
ω
e2sϕσav2x ≤ C
(∫ T
0
∫
ω
e2sϕh2 + λ3s3
∫ T
0
∫
ω
e2sϕσ3v2
)
.
It last inequality combined with (A.4) completes the proof.

Now we are ready to prove Proposition A.1.
Proof of Proposition A.1.
Firstly, we observe that
λ2s2
∫ T
0
∫ 1
0
e2sϕσ2v2 = λ2s2
∫ T
0
∫ 1
0
σ2w2 =
∫ T
0
∫ 1
0
(
λ3/2s3/2σ3/2
x√
a
w
)(
λ1/2s1/2σ1/2
√
a
x
w
)
≤ s
3λ3
2
∫ T
0
∫ 1
0
σ3
x2
a
w2 +
sλ
2
∫ T
0
∫ 1
0
σ
a
x2
w2 = I1 + I2.
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Now, let us estimate I1 and I2 taking into account the terms of the inequality given by Lemma A.10.
Splitting I1 over the intervals [0, α
′], ω′ and [β′, 1], and taking into account that x2/a is bounded in ω′
and x2/a ≤ a2|ψ′|2 in [b′, 1], we use Lemma A.10 to obtain that
I1 ≤ s3λ3
∫ T
0
∫ α′
0
σ3
x2
a
w2 + Cs3λ3
∫ T
0
∫
ω′
σ3w2 + Cs3λ4
∫ T
0
∫ 1
0
σ3a2|φ′|4w2
≤ C
(∫ T
0
∫ 1
0
e2sϕh2 + s3λ3
∫ T
0
∫
ω′
σ3w2 + λs
∫ T
0
∫
ω′
σw2x
)
In addition, we apply Hardy-Poincare´ inequality to estimate I2, as following
I2 =
sλ
2
∫ T
0
∫ 1
0
a
x2
(σ1/2w)2 ≤ Csλ
∫ T
0
∫ 1
0
a(σ1/2w)2x
= Csλ
∫ T
0
∫ 1
0
a
(
1
2
σ−1/2σxw + σ1/2wx
)2
≤ Csλ
∫ T
0
∫ 1
0
aσ−1σ2xw
2 + Csλ
∫ T
0
∫ 1
0
aσw2x
≤ Csλ3
∫ T
0
∫ 1
0
a|ψ′|2σw2 + Csλ
∫ T
0
∫ 1
0
aσw2x
≤ Cs3λ3
∫ T
0
∫ α′
0
x2
a
σ3w2 + Cs3λ3
∫ T
0
∫
ω′
σ3w2 + Cs3λ4
∫ T
0
∫ 1
β′
a2|ψ′|4σ3w2
+ Csλ
∫ T
0
∫ α′
0
aσw2x + Csλ
∫ T
0
∫
ω′
σw2x + Csλ
2
∫ T
0
∫ 1
β′
a2|ψ′|2σw2x
≤ C
(∫ T
0
∫ 1
0
e2sϕh2 + s3λ3
∫ T
0
∫
ω′
σ3w2 + λs
∫ T
0
∫
ω′
σw2x
)
Hence,
λ2s2
∫ T
0
∫ 1
0
e2sϕσ2v2 ≤ I1 + I2 ≤ C
(∫ T
0
∫ 1
0
e2sϕh2 + s3λ3
∫ T
0
∫
ω′
σ3w2 + λs
∫ T
0
∫
ω′
σw2x
)
.
Proceeding exactly as in the proof of Lemma A.11, we achieve
λ2s2
∫ T
0
∫ 1
0
e2sϕσ2v2 ≤ C
(∫ T
0
∫
ω
e2sϕh2 + λ3s3
∫ T
0
∫
ω
e2sϕσ3v2
)
,
and the result given by Lemma A.11 gives us
sλ
∫ T
0
∫ 1
0
e2sϕaσv2x ≤ sλ
∫ T
0
∫ α′
0
e2sϕaσv2x + sλ
∫ T
0
∫
ω′
e2sϕaσv2x + sλ
∫ T
0
∫ 1
β′
e2sϕa2|ψ′|2σv2x
≤ C
(∫ T
0
∫
ω
e2sϕh2 + λ3s3
∫ T
0
∫
ω
e2sϕσ3v2
)
.
Therefore, this last two estimates conclude the proof of Proposition A.1.
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Proof of Propostion 3.1. If v is a solution of (3.1), then v is also a solution of (A.1) with h = F + cv.
In this case, applying Propostion A.1, there exist C > 0, λ0 > 0 and s0 > 0 such that v satisfies, for all
s ≥ s0 and λ ≥ λ0,∫ T
0
∫ 1
0
e2sϕ
(
(sλ)σav2x + (sλ)
2σ2v2
) ≤ C (∫ T
0
∫ 1
0
e2sϕ|h|2 + (λs)3
∫ T
0
∫
ω
e2sϕσ3v2
)
. (A.8)
Recalling that c ∈ L∞((0, T )× (0, 1)), we can see that∫ T
0
∫ 1
0
e2sϕ|h|2 =
∫ T
0
∫ 1
0
e2sϕ|F + cv|2
≤ C
∫ T
0
∫ 1
0
e2sϕ|F |2 + C‖c‖2∞
∫ T
0
∫ 1
0
e2sϕ|v|2
≤ C
∫ T
0
∫ 1
0
e2sϕ|F |2 + C
∫ T
0
∫ 1
0
e2sϕσ2|v|2.
Finally, taking λ0 and s0 large enough, the last integral can be absorbed by the left-hand side of (A.8)
which complete the proof.

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