We undertake here a comprehensive simulation study of the theoretical properties that we derive in a companion article devoted to the asymptotic study of adaptive group sequential designs in the case of randomized clinical trials (RCTs) with binary treatment, binary outcome and no covariate. By adaptive design, we mean in this setting a RCT design that allows the investigator to dynamically modify its course through data-driven adjustment of the randomization probability based on data accrued so far without negatively impacting on the statistical integrity of the trial. By adaptive group sequential design, we refer to the fact that group sequential testing methods can be equally well applied on top of adaptive designs.
Introduction
The present article and its companion (Chambaz and van der Laan, 2010b) are devoted to the asymptotic study of adaptive group sequential designs in the case of randomized clinical trials with binary treatment, binary outcome and no covariate, focusing here on its study by simulations and there on its theoretical development.
By adaptive design, we mean in this setting a clinical trial design that allows the investigator to dynamically modify its course through data-driven adjustment of the randomization probability based on data accrued so far. We assume that the protocol specifies a user-supplied optimal unknown choice of randomization scheme. We consider here that randomization scheme which minimizes the asymptotic variance of our maximum likelihood estimator (MLE) of the parameter of interest, known as the Neyman allocation, which is interesting because minimizing the asymptotic variance of our estimator guarantees narrower confidence intervals and earlier decision to reject the null for its alternative or not. Yet , targeting this treatment mechanism in real-life clinical trials my raise ethical issues, since this may result in more patients assigned to the inferior treatment arm. But we emphasize that there is nothing special about targeting the Neyman allocation, the whole methodology applying equally well to any choice of targeted treatment mechanism. By adaptive group sequential design, we refer to the fact that group sequential testing methods can be equally well applied on top of adaptive designs.
This article builds upon the seminal technical report (van der Laan, 2008) which paves the way to robust and efficient estimation in randomized clinical trials thanks to adaptation of the design in a variety of settings. A more detailed presentation of adaptive group sequential designs and an overview of the literature can be found in (Chambaz and van der Laan, 2010b , Section 1). In the latter article, we obtain that the adaptive design converges almost surely to the targeted unknown randomization scheme; we derive strong consistency and asymptotic normality results for the MLE of the parameter of interest; we finally investigate the theoretical properties of a group sequential testing procedure. In the present article, the comprehensive simulation study that we undertake validates the theory:
• estimation framework: notably showing that the confidence intervals that we obtain achieve the desired coverage even for moderate sample sizes; • testing framework: notably showing that type I error control at the prescribed level is guaranteed, and that all sampling procedures only suffer from a very slight increase of the type II error.
as they would under the targeted optimal randomization probability iid sampling. In particular, adaptive designs achieve the same efficiency as the fixed oracle design. This is confirmed by a simulation study, at least for moderate or large sample sizes, across a large collection of targeted randomization probabilities." The article is organized as follows. In Section 2, we briefly define the targeted optimal design, describe how to adapt to it and summarize the results of the asymptotic study carried out in the companion article (Chambaz and van der Laan, 2010b) . We present the results of the simulation study in Sections 3 and 4. Section 3 is dedicated to the investigation of moderate and large sample size properties of the adaptive design methodology with respect to estimation and assessment of uncertainty. Section 4 is dedicated to the performances of the adaptive design group sequential testing methodology. In both sections, our data-adaptive methodology is applied to a large collection of problems.
Finally, in order to ease the reading, we highlight throughout the text the most important results. We point out in which terms the simulations validate the construction of confidence intervals and the group sequential testing procedure while targeting the optimal design and thus accruing observations data-adaptively. Moreover, we compare the performances of the targeted optimal design sampling scheme with those of the oracle iid sampling scheme (i.e. the targeted scheme). Five highlights (numbered from 3 since two highlights appear in (Chambaz and van der Laan, 2010b) ) are scattered in the article, respectively entitled 3. empirical validation of central limit theorem (Section 3.2), 4. empirical coverage of the confidence intervals (Section 3.3), 5. empirical widths of confidence intervals (Section 3.4), 6. empirical type I and type II errors (Section 4.2), and 7. empirical sample sizes at decision (Section 4.3).
Targeting the optimal design
In this section, we briefly summarize the methodology for targeting the optimal design in randomized clinical trials with binary treatment, binary outcome and no covariate as it is developed and studied theoretically in (Chambaz and van der Laan, 2010b) . We refer to the latter for details.
est. We postulate the existence of a full data structure X = (X(0),X(1)) containing the two counterfactual (or potential) outcomes under the two possible treatments. The observed data structure O = (A,X(A)) = (A,Y) only contains the outcome corresponding to the treatment the experimental unit did receive. Therefore O is a missing data structure on X with missingness variable A. We denote the conditional probability distributions of treatment A by g(a|x) = P(A = a|X = x). It complies with the coarsening at random (abbreviated to CAR) assumption: g(a|x) = g (a) for all a ∈ {0,1},x ∈ {0,1} 2 . The distribution P X of the full data structure X has two marginal Bernoulli distributions characterized by θ = (θ 0 ,θ 1 ) ∈]0,1[ 2 with θ 0 = E P X X(0) and θ 1 = E P X X(1) (the only identifiable part of P X ). Since the likeli-
, we can say that the observed data structure O is obtained under (θ ,g).
Say that the parameter of scientific interest is the log-relative risk Ψ(θ ) = log θ 1 − log θ 0 . The theory of semiparametric statistics teaches us that the efficient asymptotic variance under (θ ,g) is minimized, as a function of g, at the optimal treatment mechanism g ⋆ (θ ) characterized by
The optimal treatment is known in the literature as the Neyman allocation (Hu and Rosenberger, 2006, page 13) . Interestingly, g ⋆ (θ )(1) ≤ 1 2 whenever θ 0 ≤ θ 1 , meaning that the Neyman allocation g ⋆ (θ ) favors the inferior treatment. The corresponding optimal efficient asymptotic variance v ⋆ (θ ) then satisfies
where v b (θ ) denotes the efficient asymptotic variance associated with the standard balanced treatment characterized by g b (1) = 1 2 , hence the relative efficiency crite-
2.2 Targeted optimal design adaptive sampling, estimation and group sequential testing.
We denote by
the treatment assignment, full data structure, outcome, and observation for experimental unit i.
. The random variables X 1 ,...,X n are assumed iid.
The iid g b -balanced or the iid g ⋆ (θ )-optimal sampling schemes are fully characterized by the fact that the random variables A 1 ,...,A n are independently distributed from either g b or g ⋆ (θ ), respectively. As for the adaptive data generating mechanisms targeting the optimal design that we consider in this article, they are best presented by recursion.
Thus, let us set g ⋆ 1 (·|O n (0)) = g b . One starts by sampling A 1 from the Bernoulli distribution with parameter g ⋆ 1 (·|O n (0)), hence the first observation O 1 . Assume now that one has sampled O n (i) with i ≥ 1. The
It yields the MLE of Ψ(θ ), Ψ n = Ψ(θ n ), and the estimate g ⋆ (θ n ) of the optimal design g ⋆ (θ ), to which we apply a thresholding in order to avoid that the adaptive design stops a treatment arm with probability tending to 1: thus we define
(sometimes abbreviated to g ⋆ i+1 (1)), where δ > 0 is chosen small enough to guarantee that δ < min a∈A g ⋆ (θ )(a) and 1 −δ > max a∈A g ⋆ (θ )(a)). This characterizes the (random) element g ⋆ i+1 (·|O n (i)) of the set of fixed CAR designs, from which one samples A i+1 , hence the next observation O i+1 , hence O n by recursion. Since
. An alternative adaptive sampling can be defined similarly. It is characterized iteratively as above by substituting g a 1 (·|O n (0)) = g b to g ⋆ 1 (·|O n (0)) and
This alternative choice aims at obtaining a balance between the two treatments which, at experiment i, closely approximates g ⋆ (θ ), in the sense that
, the current best guess. This second definition is more aggressive in the pursuit of the optimal treatment mechanism, as it tries to compensate on the fly for early sub-optimal sampling. In this case, we say that O n is obtained under (θ ,g a n )-adaptive sampling, where g a n = (g a 1 ,...,g a n ). It is seen in (Chambaz and van der Laan, 2010b , Section 4, Theorems 1 and 2, Highlight 1) that, under (θ ,g ⋆ n ), the adaptive design g ⋆ n converges almost surely to g ⋆ (θ ); that the MLE Ψ n converges almost surely to Ψ(θ ); and that √ n(Ψ n −Ψ(θ )) converges to a centered Gaussian distribution with asymptotic variance consistently estimated (as if sampling was iid) with Thus, the confidence interval [Ψ n ± s n √ n ξ 1−α/2 ] has asymptotic coverage (1 −α). Moreover, a so-called targeted optimal design group sequential testing procedure of "Ψ(θ ) =ψ 0 " against "Ψ(θ ) >ψ 0 " based on a multidimensional t-statistic of the form (
k≤K (for some integer K ≥ 1 and well-chosen stopping times (N k ) k≤K ) is described and asymptotically studied in (Chambaz and van der Laan, 2010b , Section 5, Theorem 3, Highlight 2).
3 Simulation study of the performances of targeted optimal design adaptive estimation
In this section, we carry out a simulation study of the performances of targeted optimal design adaptive procedures in terms of estimation and uncertainty assessment. The two main questions at stake are "Do the confidence intervals obtained under the targeted optimal design adaptive sampling scheme guarantee the desired coverage?" and "How well do they compare with the intervals we would obtain under the targeted optimal iid sampling scheme?" We carefully present the simulation scheme in Section 3.1. We validate with simulations the central limit theorem that we derived theoretically in (Chambaz and van der Laan, 2010b , Section 4, Theorem 2). The section culminates in Section 3.3 with the investigation of the covering properties of the confidence intervals based on the data-driven sampling schemes. Then, we consider the performances in terms of widths of the confidence intervals in Section 3.4, Section 3.5 finally containing an illustration of the procedure.
The simulation scheme.
Define ε = 0.1 and the ε- Table 1 , which is well described by its cumulative distribution function (cdf) plotted in Figure 1 . The set R(Θ 0 ) ⊂ [0.6097; 1] is presented in Table 2 . It is also interesting to look in Figure 2 at the left-hand plot of {(Ψ(θ ),R(θ )) : θ ∈ Θ 0 }. All θ ∈ Θ 0 which are on the diagonal are associated with a log-relative risk Ψ(θ ) = 0 and a relative efficiency R(θ ) = 1 and are therefore represented by the single point (0,1). It is also seen in the left-hand plot of Figure 2 that the relative efficiency R(θ ) can be significantly lower than 1 even when Ψ(θ ) is not large. treatment mechanism g ⋆ (θ ). In Table 3 we report the various optimal proportions of treated g ⋆ (θ )(1). In the two right-hand plots in Figure 2 , we represent the optimal proportion of treated g ⋆ (θ )(1) against the log-relative risk Ψ(θ ) (middle plot) and against the relative efficiency R(θ ) (rightmost plot). Table 3 and the rightmost plot in Figure 2 both illustrate the closed form equality g ⋆ (θ )(1) = 1 2 (1− R(θ ) −1 − 1) which can be easily derived from (1). The above equality, related table and figure teach us that more significant gains in terms of relative efficiency R(θ ) correspond to smaller optimal proportions of treated g ⋆ (θ )(1).
Set the sequence of sample sizes n = (100,250,500,750,1000,2500,5000). For every θ ∈ Θ 0 , we estimate M = 1000 times the log-relative risk
)-adaptive sampling, • (θ ,g a n 7 )-adaptive sampling.
We choose δ = 0.01 in (2). Table 3 and the two right-hand plots in Figure 2 are even more interesting, because our search of efficiency relies for each θ ∈ Θ 0 on targeting its optimal
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Empirical distribution of maximum likelihood estimates.
In (Chambaz and van der Laan, 2010b , Theorem 2) we proved that a central limit result holds for Ψ n when targeting the optimal design, as it is obviously the case under iid sampling. In order to check by simulations that remarkable property and to determine how quickly the limit is reached, we propose the following procedure.
Testing the empirical distribution of maximum likelihood estimates.
For every θ ∈ Θ 0 , all types of sampling, and each sample size n i , we compare the empirical distribution of the (centered and rescaled) estimators of Ψ(θ ) 
(where v(θ ) = v b (θ ) under balanced iid sampling and v(θ ) = v ⋆ (θ ) otherwise) with its standard normal theoretical limit distribution in terms of two-sided KolmogorovSmirnov goodness-of-fit test. This results in a collection of independent p-values
..,7} which are uniformly distributed under the null hypothesis stating that all Z(θ ) n i ,m follow the standard normal distribution.
Under the null, {P(θ ) clt n i : θ ∈ Θ 0 } contains iid copies of the Uniform distribution over [0; 1] for every i = 1,...,7. This statement can be tested in terms of one-sided Kolmogorov-Smirnov goodness-of-fit procedure, the alternative stating that these iid random variables are stochastically smaller than a uniform random variable, hence 7 final p-values for each sampling scheme as reported in Table 4. sample size sampling scheme Table 4 : Checking the central limit theorem validity by simulation. We test if the independent random variables {P(θ ) clt n i : θ ∈ Θ 0 } are uniformly distributed over [0; 1] according to the one-sided Kolmogorov-Smirnov goodness-of-fit test, the alternative stating that they are stochastically smaller than a uniform random variable: we report p-values for each sample size n i , i = 1,...,7 and each sampling scheme.
Empirical validation of the central limit theorem.
Unsurprisingly, p-values are very small for smaller sample sizes n 1 ,n 2 ,n 3 . Considering each sampling scheme (i.e. each row of the central limit theorem is not rejected under • iid g b -balanced sampling for any sample size n i ≥ n 4 = 750, • iid g ⋆ -optimal sampling for any sample size n i ≥ n 3 = 500, • g ⋆ n -adaptive sampling for any sample size n i ≥ n 3 = 500, • g a n -adaptive sampling for any sample size n i ≥ n 6 = 2500, adjusting for multiple testing in terms of the Benjamini and Yek u t i el i procedure for controlling the False Discovery Rate at level 5%. Less formally, the Gaussian limit theoretically guaranteed by the central limit theorem is reached under iid g ⋆ -optimal and g ⋆ n -adaptive sampling schemes as soon as 500 observations are accrued. The limit is reached as soon as 750 observations are collected when considering the iid g b -balanced sampling scheme. This is a very satisfying result for the g ⋆ n -adaptive sampling scheme. On the contrary, the limit is reached for a surprisingly large minimal sample size under g a n -adaptive sampling scheme. This said, we are less interested in the minimal sample size required to reach the Gaussian limit than in the minimal sample size required to guarantee the desired coverage properties to our confidence intervals. The coverage properties of our confidence intervals are investigated in Section 3.3. In conclusion, Highlight 3 (empirical validation of central limit theorem). In view of (Chambaz and van der Laan, 2010b, Theorem 2) , the convergence of √ n(Ψ n − Ψ(θ )) to its limit Gaussian distribution under (θ ,g ⋆ n )-adaptive sampling scheme is empirically reached as soon as 500 observations are accrued. This is as good as what we get under the iid (θ ,g ⋆ )-optimal sampling scheme.
Illustrating the convergence.
To give a sense of how well the standard normal limit distribution is reached, it is interesting to consider, for each adaptive sampling scheme and for the corresponding first sample size for which the central limit theorem is not rejected, that empirical cdf which is the farthest to the standard normal limit cdf. How far an empirical cdf is from the standard normal cdf is measured in terms of p-value of the two-sided Kolmogorov-Smirnov goodness-of-fit test. For a sample size n 3 = 500 (the first sample size for which the central limit theorem is not rejected under the g ⋆ n -adaptive sampling scheme; that first sample size is n 6 = 2500 for the g a n -adaptive sampling scheme), it is also interesting to compare the worse empirical cdf obtained under g ⋆ n -adaptive sampling scheme to the worse empirical cdf obtained under g a n -adaptive sampling scheme.
Thus, we represent in Figure 3 (left) the empirical cdf of the sequence
) sampling.
We obtain θ − = (0.3,0.9) (for which Ψ(θ − ) = 1.0986). Even though P(θ − ) clt n 3 ≃ 0.0017, the empirical cdf and its limit are almost superposable.
Similarly, we represent in Figure 3 (middle) the empirical cdf of the sequence (Z(θ ′− ) n 6 ,m ) m≤M associated with θ ′− = arg min θ∈Θ 0 P(θ ) clt n 6 under adaptive (θ ′− ,g a n 6
) sampling. We obtain θ ′− = (0.1,0.9) (for which Ψ(θ ′− ) = 2.1972). Again, the empirical cdf and its limit are almost superposable.
Finally, we also represent in Figure 3 (right) the empirical cdf of the se-
) sampling, that is before the asymptotic distribution is reached for that design, and their common limit. We obtain θ ′′− = θ ′− = (0.1,0.9). A logarithmic scale is used on the y-axis in order to enhance the differences occurring at the left tail. The Z(θ ′′− ) n 3 ,m 's are seen stochastically (empirically) larger than the Z(θ ′− ) n 3 ,m 's, themselves slightly stochastically (empirically) larger than a standard normal random variable. 0.8
Figure 3: Giving a sense of how well the standard normal limit distribution is reached under each adaptive sampling scheme. Left: Under g ⋆ n -adaptive sampling scheme and for sample size n 3 = 500, empirical cdf F n 3 (solid line) of the sequence (Z(θ − ) n 3 ,m ) m≤M whose empirical distribution is the further from its limit standard normal distribution. The reference limit cdf F 0 is also plotted (dashed). Middle: Under g a n -adaptive sampling scheme and for sample size n 6 = 2500, empirical cdf F ′ n 6 (solid line) of the sequence (Z(θ ′− ) n 6 ,m ) m≤M whose empirical distribution is the further from its limit standard normal distribution. The reference limit cdf F 0 is also plotted (dashed). Right: Empirical cdf F n 3 (solid line; it is the same as that plotted in the leftmost graph), empirical cdf F ′′ n 3 (dotted line) of the sequence (Z(θ ′′− ) n 3 ,m ) m≤M obtained under g a n -adaptive sampling scheme whose empirical distribution is the further from its limit standard normal distribution, and their common limit cdf F 0 (dashed). In this last graph only, we use a logarithmic scale on the y-axis in order to enhance the differences at the left tail.
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Empirical coverage of the confidence intervals.
We invoke the central limit theorem (Chambaz and van der Laan, 2010b , Theorem 2) in order to construct confidence intervals for the log-relative risk. The empirical validation of the theorem presented in Section 3.2 also provides us with an indirect validation of the coverage properties of those confidence intervals. However it is interesting to test directly if the coverage requirements are satisfied. Obviously, Section 3.3 is the most important subsection of Section 3.
Testing the empirical coverage of the confidence intervals.
Set α = 5%. For every θ ∈ Θ 0 , all types of sampling, every iteration m and each sample size n i , we estimate the asymptotic variance of the MLE (3)) and build the confidence interval
where ξ 1−α/2 is the (1 −α/2)-quantile if the standard normal distribution. We are interested in the empirical coverage guaranteed by I (θ ) n i ,m (its width are considered in Section 3.4). Empirical coverage of intervals I (θ ) n i ,m ,m = 1,...,M, that is proportions
are reported in (Chambaz and van der Laan, 2010a) , see Tables 12 and 13 (for i = 1,2,3,4 and i = 5,6,7 respectively) for iid g b -balanced sampling, in Tables 14  and 15 (for i = 1,2,3,4 and i = 5,6,7 respectively) for iid g ⋆ -optimal sampling, in Tables 16 and 17 (for i = 1,2,3,4 and i = 5,6,7 respectively) for g ⋆ n -adaptive sampling, and in Tables 18 and 19 (for i = 1,2,3,4 and i = 5,6,7 respectively) for g a n -adaptive sampling. Because those tables are very dense, we invite the reader to skim through them and rather comment on Figure 4 before testing if the empirical coverage behaves as it should.
In Figure 4 , the leftmost boxplot at each sample size (associated to iid g bbalanced sampling scheme) serves as a benchmark. There is no striking difference between them and the corresponding boxplots associated to iid g ⋆ -optimal sampling. Surprisingly, a rather good coverage is guaranteed at sample sizes n 1 = 100,n 2 = 250, i.e. even before the central limit theorem is empirically validated sample size empirical coverage n 1 n 2 n 3 n 4 n 5 n 6 n 7 Figure 4 : Boxplots representing the empirical coverage proportions {c(θ ) n i : θ ∈ Θ 0 } for i = 1,...,7 (each sample size) and each sampling scheme: from left to right at each sample size, iid g b -balanced, iid g ⋆ -optimal, g ⋆ n -adaptive and g a n −adaptive sampling schemes. Every box features a solid horizontal line showing the mean value, its bottom and top limits corresponding to the first and third quartiles. Its whiskers extend to the most extreme data point which is no more than 1.5 times the interquartile range. An horizontal line indicating the aimed level 95% is added.
(see Section 3.2). In contrast, the boxplots associated to the adaptive designs reveal a very poor empirical coverage at the smallest sample sizes n 1 = 100 and n 2 = 250. When the sample size is larger than or equal to n 3 , the boxplots associated to the adaptive designs illustrate an empirical coverage that compares equally to that of the independent designs. This is in agreement with the empirical validation of the central limit theorem for g ⋆ n -adaptive design, but not for g a n -adaptive design. More rigorously now, the independent rescaled empirical coverage proportions {Mc(θ ) n i : θ ∈ Θ 0 } should be distributed according to the Binomial distribution with parameter (M,1 − a) with a = α for every i = 1,...,7. This property can be tested in terms of our tailored test (Chambaz and van der Laan, 2010a, Section A. 3), the alternative stating that a > α. This results in a collection of 7 p-values for each sampling scheme, as reported in Table 5 .
Empirical validation of the coverage of the confidence intervals.
Considering each sampling scheme (i.e. each row of Table 5 ) separately, we conclude that the (1 −α)-coverage cannot be declared defective under • iid g b -balanced sampling for any sample size n i , • iid g ⋆ -optimal sampling for any sample size n i ,
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The International Journal of Biostatistics, Vol. 7 [2011] Table 5 : Checking the adequateness of the coverage guaranteed by our simulated confidence intervals. We test if the independent rescaled empirical coverage Binomial random variables {Mc(θ ) n i : θ ∈ Θ 0 } have parameter (M,1 −α), the alternative stating that they have parameter (M,1 − a) with a > α: we report p-values for each sample size n i , i = 1,...,7 and each sampling scheme. The tailored test used here is presented in in (Chambaz and van der Laan, 2010a, Section A.3).
• g ⋆ n -adaptive sampling for any sample size n i ≥ n 3 = 500, • g a n -adaptive sampling for any sample size n i ≥ n 4 = 750, adjusting for multiple testing in terms of the Benjamini and Yek u t i el i procedure for controlling the False Discovery Rate at level 5%. Note that the coverage validity under iid optimal sampling for the largest sample size n 7 = 5000 is barely obtained. Less formally, the confidence intervals obtained under both iid sampling schemes achieve the desired coverage for any sample size (that is as soon as 100 observations are collected). Satisfactorily, the confidence intervals obtained under g ⋆ n -adaptive sampling scheme achieve the desired coverage when the sample size exceeds n 3 = 500 (indeed, most numbers in (Chambaz and van der Laan, 2010a, Tables 16 and 17) are very close to 0.95 for i = 3,4,5,6,7). Regarding the g a nadaptive sampling scheme, n 4 = 750 accrued data at least are required to guarantee the desired coverage of the confidence intervals. This is much better than the minimal sample size of n 6 = 2500 necessary to reach the Gaussian limit in the central limit theorem (see Section 3.2). In conclusion, Highlight 4 (empirical coverage of the confidence intervals). In view of (Chambaz and van der Laan, 2010b, Theorem 2) and its implications in terms of construction of confidence intervals, the confidence intervals that we obtain under (θ ,g ⋆ n )-adaptive sampling scheme achieve the desired coverage as soon as 500 observations are accrued. In contrast, the confidence intervals we get under the iid (θ ,g ⋆ )-optimal sampling scheme feature the desired coverage as soon as 100 observations are collected.
Empirical widths of the confidence intervals.
Now we know that, for moderate and large sample sizes, the confidence intervals we obtain under both adaptive sampling schemes meet the coverage requirements. In this subsection, we investigate the empirical widths of the confidence intervals. We expect to show that the confidence intervals obtained under adaptive sampling schemes are narrower than those obtained under iid g b -balanced sampling scheme, and also that they are not significantly wider than the confidence intervals obtained under the iid g ⋆ -optimal sampling scheme.
So we focus here on the empirical widths of intervals I (θ ) n i ,m . A preliminary inspection teaches us that the empirical distributions of the iid widths {|I (θ ) n i ,m | : m = 1,...,M} are unimodal and roughly symmetric at the mode (this is not a surprise, at least under iid sampling: the squared width
)) is asymptotically normal). It is therefore meaningful to report only means and standard deviations. So we introduce the quantities Tables 24 and 25 (for i = 1,2,3,4 and i = 5,6,7 respectively) for g ⋆ n -adaptive sampling, and Tables 26  and 27 for g a n -adaptive sampling. We start with qualitative comments. As expected, empirical means on the diagonal of every table quickly decrease to 0 when the sample size increases (for such θ 's, the iid g b -balanced sampling is optimal). We also remark that for every sampling scheme and θ ∈ Θ 0 , the corresponding empirical means converge towards v b (θ )/v ⋆ (θ )−1 (for iid g b -balanced sampling) or 0 (otherwise) while the corresponding standard deviations decrease as the sample size increases: this is due to the convergence of s(θ ) 2 n i ,m towards v b (θ ) (for iid g b -balanced sampling) or v ⋆ (θ ) (otherwise). So this simulation study seems to confirm that it is possible indeed, as derived in (Chambaz and van der Laan, 2010b, Section 4) , to get confidence intervals of asymptotic level (1 − α) as narrow as the optimal ones that we would obtain, had we known in advance the corresponding optimal treatment mechanism characterized by (1).
Testing the empirical widths of confidence intervals. Now, the latter qualitative comments are backed by quantitative results that we obtain in a testing framework. On one hand indeed, the widths {|I (θ ) n i ,m | : m = 1,...,M} of the M confidence intervals obtained under iid g ⋆ -optimal sampling provide us with an empirical counterpart of a benchmark distribution of optimal width for sample size n i . On the other hand the distributions of the widths of the confidence intervals at sample size n i obtained under both adaptive sampling schemes are the empirical counterparts of two distributions which may be close to the empirical benchmark distribution (at least, the theory teaches us that the empirical distributions under iid g ⋆ -optimal sampling and g ⋆ n -adaptive sampling schemes converge, as the sample size increases, to the the same Dirac probability distribution). Similarly, the rescaled widths { R(θ )|I (θ ) n i ,m | : m = 1,...,M} of the M confidence intervals obtained under iid g b -balanced sampling give rise to the empirical counterpart of a distribution which should be close to the empirical benchmark distribution (at least again, the theory teaches us that the empirical distributions under iid optimal and balanced sampling schemes converge, as the sample size increases, to the the same Dirac probability distribution).
Therefore we can test at each sample size and across Θ 0 , in terms of our tailored test for comparison of widths (Chambaz and van der Laan, 2010a, Section A.4), if for each intermediate sample size the two distributions of widths under both adaptive sampling schemes coincide with the benchmark distribution (null), rather than being stochastically larger (alternative hypothesis). This yields 14 pvalues all almost equal to one, see Table 6 . In other words, no matter the sample size, we cannot conclude that the widths of the confidence intervals obtained under either adaptive sampling scheme are larger than their counterparts obtained under iid g ⋆ -optimal sampling.
Regarding the comparison of the iid g b -balanced and g ⋆ -optimal sampling schemes, we can test at each sample size and across Θ 0 , in terms of our tailored test for comparison of widths (Chambaz and van der Laan, 2010a, Section A.4), if for each intermediate sample size the distribution of rescaled widths under iid g bbalanced sampling scheme coincides with the benchmark distribution (null), rather than being stochastically smaller (alternative hypothesis). This yields 7 p-values all smaller than 10 −6 . In other words, no matter the sample size, we can conclude that the widths of the confidence intervals obtained under iid g ⋆ -optimal sampling scheme are stochastically larger than their rescaled (by the corresponding factor R(θ )) counterparts obtained under iid g b -balanced sampling for some θ ∈ Θ 0 . This is not very surprising: rescaling is meant here to adjust the means, the variances being for instance possibly still different for some θ ∈ Θ 0 . more modestly by a sub-optimal factor. We compare now, in the same terms, the empirical benchmark distributions of optimal width with the empirical distributions of { R(θ ) ρ |I (θ ) n i ,m | : m = 1,...,M} under iid g b -balanced sampling for the arbitrarily chosen ρ = 0.9. We obtain the 7 p-values reported in Table 6 .
sample size sampling scheme n 1 n 2 n 3 n 4 n 5 n 6 n 7 iid g b -balanced p < 0.001 0.018 0.025 0.149 0.588 1.000 0.997 g ⋆ n -adaptive 1.000 1.000 1.000 1.000 1.000 1.000 0.977 g a n -adaptive 1.000 1.000 1.000 0.999 0.995 1.000 1.000 Table 6 : Comparing the widths of our confidence intervals. First row: We report p-values derived at each sample n i , i = 1,...,7 when comparing, across Θ 0 , the empirical distributions of rescaled widths (by a factor R(θ ) ρ with ρ = 0.9) under iid g b -balanced sampling to the empirical distributions of widths obtained under iid g ⋆ -optimal sampling, in terms of our tailored test for comparison of widths (Chambaz and van der Laan, 2010a, Section A.4), the alternative hypothesis stating that the latter are stochastically larger than the former. Second and third rows: We report p-values derived at each sample n i , i = 1,...,7 when comparing, across Θ 0 , the empirical distributions of widths obtained under g ⋆ n -adaptive sampling (second row), or under g a n -adaptive sampling (third row), to the empirical distributions of widths obtained under iid g ⋆ -optimal sampling, in terms of our tailored test for comparison of widths (Chambaz and van der Laan, 2010a, Section A.4), the alternative hypothesis stating in both cases that the latter are stochastically smaller than the former distributions.
Empirical validation of the widths of confidence intervals.
Considering each sampling scheme (i.e. each row of Table 6 ) separately, we conclude that
• the confidence intervals produced under iid g b -balanced sampling and rescaled by the corresponding factor of the form R(θ ) ρ (ρ = 0.9) are not stochastically narrower than those produced under iid g ⋆ -optimal sampling for any sample size n i ≥ n 2 = 250, • the confidence intervals produced under g ⋆ n -adaptive sampling are not stochastically wider than those produced under iid g ⋆ -optimal sampling for any sample size n i , • the confidence intervals produced under g a n -adaptive sampling are not stochastically wider than those produced under iid g ⋆ -optimal sampling for any sample size n i , However we can slightly adapt the procedure we just presented, rescaling adjusting for multiple testing in terms of the Benjamini and Yek u t i el i procedure for controlling the False Discovery Rate at level 5%. In conclusion, Highlight 5 (empirical widths of confidence intervals). In view of (Chambaz and van der Laan, 2010b, Theorem 2) and for any sample size, the widths of the confidence intervals obtained under (θ ,g ⋆ n )-adaptive sampling scheme are not significantly greater than the widths of the confidence intervals that we obtain under iid (θ ,g ⋆ )-optimal sampling scheme.
Illustrating example.
So far, we have been concerned with results averaged across randomly sampled trajectories and θ 's ranging over Θ 0 . Here we present as an illustrating example four trajectories produced by the iid (θ ,g b ) and (θ ,g ⋆ ) sampling schemes and the adaptive (θ ,g ⋆ n ) and (θ ,g a n ) sampling schemes for θ = (0.2,0.6) ∈ Θ 0 . For each of them, we report the point estimates Ψ n i (O 1 n 7 (n i )) of Ψ(θ ) = 1.099 at every sample size n i , as well as the estimated standard deviations s(θ ) 2 n i ,1 , confidence intervals I (θ ) n i ,1 , and estimates g ⋆ n i (1) and g a n i (1) of the optimal proportion of treated g ⋆ (θ )(1) = 0.290 for the two adaptive procedures-see Table 11 .
In addition, we exhibit in Figure 5 several plots illustrating (from left to right) how the sequences θ n , Ψ n , g n , and s(θ ) 2 n evolve as the sample size increases when applying the two adaptive sampling schemes. The most striking feature in the figure, which is representative of all the trajectories we have observed, concerns the adaptive treatment mechanism sequence. Estimating (or targeting) the optimal treatment mechanism is the driving force of our new adaptive estimation procedure. It is proven in (Chambaz and van der Laan, 2010b , Theorem 1) that g ⋆ n (1) and, therefore, the cumulated mean
, converge to the optimal proportion of treated g ⋆ (θ )(1) when the sampling scheme is characterized by (2). We see here that it is the cumulated mean of g a n (1) only that converges to g ⋆ (θ )(1) when considering the (θ ,g a n ) sampling scheme.
Simulation study of the performances of targeted optimal group sequential testing procedure powered at local alternatives
In this section, we carry out a simulation study of the performances of targeted optimal design adaptive procedures in terms of group sequential testing. The three main questions at stake are "Does the group sequential testing procedure under the targeted optimal design adaptive sampling scheme guarantee the desired type I error?", then "Does it guarantee the desired power?", then lastly "How well does it compare with the group sequential testing procedure under the targeted optimal iid sampling scheme?" We carefully present the simulation scheme in Section 4.1. The section culminates in Section 4.2 with the investigation of the properties of the adaptive group sequential testing procedure in terms of type I and type II errors. We conclude in Section 4.3 with the simulation study of its performances in terms of sample sizes at decision. In each section, we compare our setting or results with those of (Zhu and Hu, 2010) .
The simulation scheme (continued).
For each θ ∈ Θ = Θ 0 \ {(.1,.7),(.1,.8),(.1,.9),(.2,.8),(.2,.9),(.3,.9)} 1 , we test M = 1000 times the null "ψ = Ψ(θ )" against the alternative "ψ > Ψ(θ )" with asymptotic type I error α = 5% and type II error β = 10% at ψ = Ψ(θ ) + ∆(θ ), where ∆(θ ) = Ψ(θ + (0,η)) − Ψ(θ ) = log(1 +η/θ 1 ) (with η = 0.05) is a small increment. Depending on whether we want to investigate the empirical behaviors of the different testing procedures with respect to type I (i) or type II (ii) errors, we resort for θ ∈ Θ to (i) Empirical type I error study:
adaptive sampling, • (θ ,g a n ) adaptive sampling, (ii) Empirical type II error study:
We apply a one-sided group sequential testing procedure (Chambaz and van der Laan, 2010b, Section 5.1). It is based on the proportions (p 1 , p 2 , p 3 , p 4 ) = (0.25,0.50,0.75,1) and α-and β -spending functions both equal to t → t 2 . The designs (values of ∆(θ ), maximum committed information I max , rejection and futility regions bounds) are reported in Table 7 . , α-and β -spending functions both equal to t → t 2 , and asymptotic type I error α = 5% and type II error β = 10%. Every θ = (θ 0 ,θ 1 ) ∈ Θ is associated with the single entry corresponding with θ 1 . For each entry, we provide (with precision 10 −3 ) the value of the increment ∆(θ ) = log(1 +η/θ 1 ) that yields the parameter ψ 1 = Ψ(θ ) + ∆(θ ) at which the test of "ψ = Ψ(θ )" against "ψ > Ψ(θ )" is powered, the maximum committed information I max (θ 1 ), the rejection region bounds (above) and the futility region bounds (below); note that, of course, the final rejection and futility bounds coincide.
By contrast the simulation study carried out in Zhu and Hu (2010) considers a single scenario under the null (with θ = (.5,.5)) and a single scenario under the alternative (with θ = (.5,.625)). The targeted treatment mechanism are either the optimal allocation (used to minimize the expected number of failures subject to power constraint; see (Rosenberger et al., 2001) and (Zhu and Hu, 2010 , Example 2 (ii))) or the so-called urn-allocation, see (Wei and Durham, 1978) and (Zhu and Hu, 2010, Example 2 (iii) ). The total sample size is fixed beforehand, with a total of 500 observations to sample, and the results are evaluated on 5000 replications. Proportions are set to (0.2,0.5,1), and three different α-spending functions are considered (early stopping for futility is not permitted).
sampling scheme type I error type II error (10%) type II error (11%)
iid g b -balanced 0.974 p < 0.001 0.107 iid g ⋆ -optimal
1.000 0.293 0.180 g ⋆ n -adaptive 0.552 p < 0.001 0.185 g a n -adaptive 0.511 p < 0.001 0.185 Table 8 : Checking the adequateness of the type I errors and powers of our simulated targeted optimal group sequential testing procedures. We test if the rescaled empirical type I errors Binomial random variables {Ma(θ ) : θ ∈ Θ} have parameter (M,α), the alternative stating that they have parameter (M,a) with a > α and report (in the second column) the obtained p-values for each sampling scheme. We also test if the rescaled empirical type II errors Binomial random variables {Mb(θ ) : θ ∈ Θ} have parameter (M,β ) = (M,10%) (third column) or (M,11%), the alternative stating that they have parameter (M,b) with b > 10% and b > 11% respectively, and report the obtained p-values for each sampling scheme. The tailored test used here is presented in (Chambaz and van der Laan, 2010a, Section A.3).
• the type I error control cannot be declared defective for any sampling procedure or, in less formal terms, that the type I error control is guaranteed for both iid g b -balanced and g ⋆ -optimal sampling schemes as well as for both g ⋆ n -adaptive and g a n -adaptive sampling schemes; • the group sequential testing procedures are all slightly under-powered, in the sense that: -the type II error control is declared defective for all sampling schemes (for each of them, there exists at least one θ ∈ Θ for which the type II error is likely larger than β = 10%); -however, the type II error control cannot be declared defective for any sampling procedure when substituting β ′ = 11% to β = 10% or, in less formal terms, a 11% (rather than 10%) control of the type II error is guaranteed for both iid g b -balanced and g ⋆ -optimal sampling schemes as well as for both g ⋆ n -adaptive and g a n -adaptive sampling schemes.
This summary notably confirms our conjecture that Theorem 3 in (Chambaz and van der Laan, 2010b, Section 5.2) for group sequential testing procedures at deterministic sample sizes still holds for "real-life" group sequential testing procedures at random sample sizes, as described in (Chambaz and van der Laan, 2010b, Section 5.1). In conclusion, Highlight 6 (empirical type I and type II errors). In view of (Chambaz and van der Laan, 2010b, Section 5.1,Theorem 3) , the (θ ,g ⋆ n )-adaptive group sequential testing procedure achieves the desired type I error when testing against local alternatives. It is slightly underpowered in the sense that the type II error control is guaranteed at 9% instead of 90%-but the same holds for the iid (θ ,g ⋆ )-optimal group sequential testing procedure.
Regarding the results obtained in (Zhu and Hu, 2010) , it is straightforward to check if the requirements on type I error control are met when targeting the optimal allocation (Zhu and Hu, 2010 , Example 2 (ii)). Surprisingly, simple binomial tests (based on the results reported in (Zhu and Hu, 2010, Table 30 ) strongly reject the validity of the empirical type I error control (taking into account multiple testing) in two out of three cases (i.e. for two out of three α-spending functions). This may be due to their allocation strategy (trying to attain the Cramer-Rao lower bounds on the allocation strategies themselves, see also our comment at the end of Section 3.3 in (Chambaz and van der Laan, 2010a) ). However, the same conclusion holds for their simulation under iid balanced sampling in one out of three cases, so the most likely explanation is that the total sample size, fixed to 500 beforehand, is not large enough for the Gaussian limit of the test statistic to be achieved (at least at proportion 0.2).
As for the power, it is also straightforward to check if the testing procedures (one for each α-spending function) behave equally well-as they should-when targeting either the optimal allocation or the urn allocation (Zhu and Hu, 2010 , Examples 2 (ii) and (iii)). Surprisingly again, simple tests (based on the results reported in (Zhu and Hu, 2010 , Tables 4 and 5) strongly reject the hypothesis of equally well performing procedures in terms of power (taking into account multiple testing). Indeed, empirical powers are equal to 0.810, 0.768 and 0.754 (optimal allocation) and 0.811, 0.762 and 0.749 (urn allocation). Since the same phenomenon occurs under iid balanced sampling, it is likely that the observed lack of power is due to the fixed total sample size, apparently not large enough for the Gaussian limit of the test statistic to be achieved (at least at proportion 0.2).
Empirical distributions of sample size at decision.
Let us now consider the empirical distributions of sample size at decision, and answer the question "How well does it compare with the group sequential testing procedure under the targeted optimal iid sampling scheme?"
Testing the empirical sample size at decision.
We report in (Chambaz and van der Laan, 2010a, Table 30 ) the mean sample sizes at decision for each θ ∈ Θ when checking the adequateness of type I error control of our group sequential testing procedures of "ψ = Ψ(θ )" against "ψ > Ψ(θ )"
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The International Journal of Biostatistics, Vol. 7 [2011] powered at ψ = Ψ(θ + (0,η)). We also report in (Chambaz and van der Laan, 2010a, Table 31 ) the mean sample sizes at decision for each θ ∈ Θ when checking the adequateness of type II error control of our group sequential testing procedures of "ψ = Ψ(θ )" against "ψ > Ψ(θ )" powered at ψ = Ψ(θ + (0,η)). Inspecting  Tables 30 and 31 of Chambaz and van der Laan (2010a) tells us, at least in terms of mean sample sizes at decision and regarding either empirical type I or type II errors, first that the two adaptive group sequential testing procedures perform as well as the iid g ⋆ -optimal group sequential testing procedure, and second that the three latter procedures perform (sometimes, much) better than the iid g b -balanced group sequential testing procedure when balanced and optimal iid procedures differ. As a summary, we provide in Table 9 a comparison of mean sample sizes at decision when resorting to iid g b -balanced group sequential testing procedure with respect to g ⋆ n -adaptive group sequential testing procedure. Naturally, the further the percentage is away from the diagonal, the larger is the gain. Sometimes, the gain is dramatic.
Again, we push further the comparison between empirical distributions of sample size at decision under each group sequential testing procedure (in the same spirit as the comparison of widths in Section 3.4). On the one hand, the sample sizes at decision {S(θ ,g ⋆ ) m : m = 1,...,M} of the M independent copies of the iid g ⋆ -optimal group sequential testing procedure provides us with an empirical counterpart of a benchmark distribution of optimal sample size at decision. On the other hand, we also have at hand the empirical distributions of sample sizes at decision obtained under iid g b -balanced and both g ⋆ n -adaptive and g a n -adaptive group sequential testing procedures which we see as empirical counterparts of distributions that we would like to compare to the aforementioned benchmark distribution.
Regarding the comparison of the iid group sequential testing procedures, we propose to test across Θ, in terms of our tailored test for comparison of sample sizes at decision (Chambaz and van der Laan, 2010a, Section A.4) , if the distribution of sample size at decision under iid g b -balanced group sequential testing procedure rescaled by a factor R(θ ) coincides with the benchmark distribution (null), rather than being stochastically smaller (alternative hypothesis). This yields a p-value smaller than 10 −6 . In other words, we can conclude that there exists some θ ∈ Θ for which the sample size at decision under iid g ⋆ -optimal group sequential testing is stochastically larger than the corresponding R(θ )-rescaled sample size at decision under iid g b -balanced group sequential testing. However, we can slightly adapt the procedure we just presented, rescaling more modestly by a sub-optimal factor. We compare now, in the same terms and with the same benchmark distribution, the distribution of sample size at decision under iid g b -balanced group sequential testing procedure rescaled by a factor R(θ ) ρ for the arbitrarily chosen ρ = 0.45. The two p-values thus obtained are reported in 
gains when evaluating empirical type II error Table 9 : Comparing mean sample sizes at decision when resorting to iid g b -balanced group sequential testing procedure with respect to g ⋆ n -adaptive group sequential testing procedure. The top table corresponds to (Chambaz and van der Laan, 2010a, Table 30 )and evaluation of empirical type I error, while the bottom table corresponds to (Chambaz and van der Laan, 2010a, Table 31 ) and evaluation of empirical type II error. Entries are of the form
denotes the empirical mean sample size at decision under iid g b -balanced sampling (respectively, g ⋆ n -adaptive sampling).
the g ⋆ n -adaptive and g a n -adaptive group sequential testing procedures to the iid g ⋆ -optimal group sequential testing procedure, we propose to test across Θ, in terms of our tailored test for comparison of sample sizes at decision (Chambaz and van der Laan, 2010a, Section A.4) , if the distributions of sample size at decision under either adaptive group sequential testing procedures coincides with the benchmark distribution (null), rather than being stochastically larger (alternative hypothesis). This yields 4 p-values (two when investigating the behaviors with respect to type I error, two with respect to type II error) that we report in Table 10 .
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The International Journal of Biostatistics, Vol. 7 [2011] Table 10 : Comparing across Θ the empirical distributions of sample sizes at decision. First row: We report p-values derived when comparing, across Θ, the empirical distributions of rescaled sample sizes at decision (by a factor R(θ ) ρ with ρ = 0.45) under iid g b -balanced sampling to the empirical counterpart of the benchmark distributions of sample sizes at decision obtained under iid g ⋆ -optimal sampling, in terms of our tailored test for comparison of sample sizes at decision (Chambaz and van der Laan, 2010a, Section A.4 ) , the alternative hypothesis stating that the latter are stochastically larger than the former. Second and third rows: We report p-values derived when comparing, across Θ, the empirical distributions of sample sizes at decision obtained under g ⋆ n -adaptive sampling (second row), or under g a n -adaptive sampling (third row), to the empirical counterpart of the benchmark distributions of sample sizes at decision obtained under iid g ⋆ -optimal sampling, in terms of our tailored test for comparison of sample sizes at decision (Chambaz and van der Laan, 2010a, Section A.4) , the alternative hypothesis stating in both case that the latter are stochastically smaller than the former distributions. The second column corresponds to data gathered when investigating the behaviors of the group sequential testing procedures in terms of type I error, the third column corresponding to the same investigation but in terms of type II error.
Empirical validation of sample sizes at decision.
Considering each sample scheme (i.e. each row of the table) separately, we conclude that
• the sample sizes at decision obtained under iid (θ ,g b ) balanced group sequential testing and rescaled by the corresponding factor R(θ ) ρ (ρ = 0.45) are not stochastically smaller than the sample sizes at decision obtained under iid (θ ,g ⋆ ) optimal group sequential testing; • the sample sizes at decision obtained under iid (θ +(0,η),g b ) balanced group sequential testing procedure and rescaled by the corresponding factor R(θ + (0,η)) ρ (ρ = 0.45) are not stochastically smaller than the sample sizes at decision obtained under iid (θ + (0,η),g ⋆ ) optimal group sequential testing procedure; • the sample sizes at decision obtained under both (θ ,g ⋆ n ) and (θ ,g a n ) adaptive group sequential testing procedures are not stochastically larger than the sample sizes at decision obtained under iid (θ ,g ⋆ ) optimal group sequential testing procedure;
• the sample sizes at decision obtained under both (θ + (0,η),g ⋆ n ) and (θ + (0,η),g a n ) adaptive group sequential testing procedures are not stochastically larger than the sample sizes at decision obtained under iid (θ + (0,η),g ⋆ ) optimal group sequential testing procedure.
Overall, the main message stated in less formal terms is that both adaptive group sequential testing procedures perform as well as the optimal iid group sequential testing procedure with respect to sample size at decision, either under the null or under the alternative.
Highlight 7 (empirical sample sizes at decision). In view of (Chambaz and van der Laan, 2010b, Section 5.1, Theorem 3) , the (θ ,g ⋆ n )-adaptive group sequential testing procedure behaves as the iid (θ ,g ⋆ )-optimal group sequential testing procedure in terms of sample sizes at decision, both under the null and under local alternatives.
Discussion
We have carried out in this article a simulation study of the properties (considered from a theoretical point of view in the companion article (Chambaz and van der Laan, 2010b)) of a new adaptive group sequential design methodology for randomized clinical trials with binary treatment and outcome and no covariate (the experimental unit writes as O = (A,Y) ∈ {0,1} 2 , A being the assigned treatment and Y the corresponding outcome). The methodology is adaptive in the sense that it targets a treatment mechanism specified beforehand by the trial protocol. We decided to focus in (Chambaz and van der Laan, 2010b) and here on the log-relative risk Ψ = log E(Y|A = 1) − logE(Y|A = 0) and on that design g ⋆ which minimizes the asymptotic variance of the MLE of Ψ. Other choices can be treated likewise.
The estimator of g ⋆ , which appears to be strongly consistent (Chambaz and van der Laan, 2010b, Highlight 1) , is alternatively used in the process of accruing new data, then updated and so on. The resulting MLE of Ψ, Ψ n , is strongly consistent (Chambaz and van der Laan, 2010b, Highlight 1). It satisfies a central limit theorem, and performs as well (in terms of asymptotic variance) as its counterpart under iid sampling using g ⋆ itself (Chambaz and van der Laan, 2010b, Highlight 1). Therefore, one easily constructs confidence intervals which are as narrow as the intervals one would get, has one known in advance g ⋆ and used it to sample independently data (Chambaz and van der Laan, 2010b , Highlight 1). We validate here those theoretical results by simulations. Notably, a test across a large collection of data-generating distributions indexed by Θ shows that the limiting Gaussian law is empirically reached by the sequence of laws of √ n(Ψ n − Ψ) as soon as 500 observations are collected. This is as good as what one would get, has one known in advance g ⋆ and used it to sample independently data (see Highlight 3). Most importantly, another test across Θ reveals that the wished coverage is achieved as soon as 500 observations are collected. In contrast, a sample size of 100 observations would suffice, has one known in advance g ⋆ and used it to sample independently data (see Highlight 4). This is the price to pay for adapting. In conclusion, yet another test across Θ shows that, whenever the sample size exceeds 100, the widths of confidence intervals obtained under adaptive sampling schemes are not significantly greater than the widths of the intervals one would get, has one known in advance g ⋆ and used it to sample independently data (see Highlight 5).
Furthermore, we explain in (Chambaz and van der Laan, 2010b ) how a group sequential testing procedure can be equally well applied on top of the adaptive sampling methodology (Chambaz and van der Laan, 2010b, Highlight 2) ). An accompanying theoretical result validates the adaptive group sequential testing procedure in the context of contiguous null and alternative hypotheses. It is shown here that simulations support the latter result. Most importantly, a test across a large collection of pairs of null and local alternative hypotheses indexed by Θ ′ demonstrates that the adaptive group sequential testing procedure achieves the desired type I error (see Highlight 6). Moreover, a complementary test across Θ ′ reveals that the adaptive group sequential testing procedure is very slightly under-powered. Interestingly, has one known in advance g ⋆ and used it to sample independently data, the resulting group sequential testing procedure would suffer from the same minor lack of power (see Highlight 6). Finally, a last test across Θ ′ shows that the laws of sample sizes at decision under adaptive group sequential testing procedure do not significantly differ from the laws of sample sizes at decision that one would get, has one known in advance g ⋆ and used it to sample independently data and apply the iid group sequential testing procedure (see Highlight 7).
In essence, everything works as predicted by theory. However, theory also warns us that gains cannot be dramatic in the particular setting of clinical trials with binary treatment and outcome without covariate. Nonetheless, this article is important: it provides a theoretical template and tools for asymptotic analysis of robust adaptive designs in less constrained settings, which we will consider in future work. This notably includes the setting of clinical trials with covariate, binary treatment, and discrete or continuous outcome, or the setting of clinical trials with covariate, binary treatment, and possibly censored time-to-event among others. Resorting to targeted maximum likelihood estimation (van der Laan and Rubin, 2006) along with adaptation of the design provides substantial gains in efficiency. , top, and (θ ,g a n ), bottom, sampling schemes behave as the sample size increases (on x-axis, logarithmic scale; the vertical grey lines indicate sample sizes n i , i = 1,...,7). From left to right we represent at the same scale over columns the sequences θ n , Ψ n = Ψ(θ n ), g ⋆ n (1) or g a n (1) and s(θ ) 2 n . Horizontal grey lines indicate the theoretical limits of the plotted sequences. By convention, θ n is initiated at ( 1 2 , 1 2 ) while g ⋆ n (1) and g a n (1) are initiated at 1 2 . Another convention requires that at least 10 observations are collected before computing s(θ ) 2 n for the first time, explaining why the corresponding plots start at n = 10 rather than n = 1. The most striking feature is how smoothly g ⋆ n (1) converges to g ⋆ (θ )(1) when g n = g ⋆ n , top, as opposed to when g n = g a n , bottom.
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The International Journal of Biostatistics, Vol. 7 [2011] Table 11 : Illustrating example. We report here the point estimates Ψ n i (O 1 n 7 (n i )) of Ψ(θ ) = 1.099 (θ = (0.2,0.6)) at every sample size n i , the estimated standard deviations s(θ ) n i ,1 , confidence intervals I (θ ) n i ,1 , and estimates g ⋆ n i (1) and g a n i (1) of the optimal proportion of treated g ⋆ (θ )(1) = 0.290 for the two iid and two adaptive (θ ,g ⋆ n ) and (θ ,g a n ) sampling schemes. See also Figure 5 .
