We study density estimation of stationary processes defined over an infinite grid from a single, finite realization. Gaussian Processes and Markov Random Fields avoid the curse of dimensionality by focusing on low-order and localized potentials respectively, but its application to complex datasets is limited by their inability to capture singularities and long-range interactions, and their expensive inference and learning respectively. These are instances of Gibbs models, defined as maximum entropy distributions under moment constraints determined by an energy vector. The Boltzmann equivalence principle states that under appropriate ergodicity, such macrocanonical models are approximated by their microcanonical counterparts, which replace the expectation by the sample average. Microcanonical models are appealing since they avoid computing expensive Lagrange multipliers to meet the constraints. This paper introduces microcanonical measures whose energy vector is given by a wavelet scattering transform, built by cascading wavelet decompositions and point-wise nonlinearities. We study asymptotic properties of generic microcanonical measures, which reveal the fundamental role of the differential structure of the energy vector in controlling e.g. the entropy rate. Gradient information is also used to define a microcanonical sampling algorithm, for which we provide convergence analysis to the microcanonical measure. Wavelet transforms capture local regularity at different scales, whereas scattering transforms provide scale interaction information, critical to restore the geometry of many physical phenomena. We demonstrate the efficiency of sparse multiscale microcanonical measures on several processes and real data exhibiting long-range interactions, such as Ising, Cox Processes and image and audio textures.
Introduction
Building probabilistic models of large systems of interacting variables that can be efficiently estimated from data is a core problem in Statistical Physics, Machine Learning and Signal Processing. We consider the estimation of the probability measure of stationary processes X(u) on the infinite grid u ∈ Z given a single realization, observed over a finite domain Λ d ⊂ Z of cardinal d. For instance, in image ( = 2) and audio ( = 1) texture synthesis, given a piece of texture over Λ d , one attempts to synthesize similar texture examples by sampling the resulting probability model. Building probability models from a single observation is also needed in finance and in many physical problems, such as geophysics exploration or fluid dynamics. These estimations rely on the ability to build low-dimensional approximations of the underlying stationary measure, with an error which converges to zero when the domain size d goes to ∞. This paper introduces microcanonical sparse multiscale models, which can take into account non-Gaussian phenomena and long range interactions.
A Gaussian stationary model reduces the estimation to the stationary covariance, which is characterized by its eigenvalues in the Fourier basis. When d goes to ∞, under appropriate correlation decay assumptions, consistent power-spectrum estimators provide accurate Gaussian stationary models. However, Gaussian models do not take into account coherent structures such as singularities or vortices. Markov Random Fields [24] provide an alternative approach to building low-dimensional models, where conditional probability densities of X(u) given all other X(u ) for u = u depend only on values of X(u ) over a small neighborhood of u. These models have important applications, but do not scale well to random processes having long range interactions, producing large scale coherent structures.
The Hammersley-Clifford theorem proves that MRFs are particular examples of Gibbs distributions having an exponential density. In his seminal paper, Jaynes [23] interprets statistical physics as an inference of a probability distribution from partial measurements, by maximizing its entropy. In Jaynes words [23] , maximizing the entropy of a probability distribution "is maximally noncomittal with regard to missing information." If Φ d x ∈ R K is a K-dimensional vector, which is interpreted as an interaction energy calculated from x(u) for u ∈ Λ d , then the probability distribution µ of maximum entropy, conditioned to E µ (Φ d X) = y has a Gibbs exponential density parametrised by Lagrange multipliers. Building a Gibbs model thus amounts to specifying the K-dimensional operator Φ d . Stationarity is obtained by imposing that Φ d x is invariant to translations of x.
This macrocanonical point of view is not appropriate for us because we only know a single realizationx of X as opposed to the average interaction energy E µ (Φ d X). Microcanonical models replace the conditioning on E µ (Φ d X) by a conditioning on Φ dx . A microcanonical model is a maximum entropy distribution whose support is limited to points x such that Φ d x is nearly equal to Φ dx . Even though we have a single observation, under appropriate ergodicity assumptions, one may be able to approximate the underlying measure µ when d goes to ∞, by requiring that the microcanonical model converges when d goes to ∞. The Boltzmann equivalence principle establishes that under appropriate conditions, this microcanonical measure converges to the same Gibbs measure as their macrocanonical counterpart. To guarantee convergence of micro and macrocanonical models to the same stationary Gibbs measure, one considers interaction energies computed as an aver-age of shift-invariant potentials, having a finite range. Section 2.4 reviews large deviation results proving that if there is no phase transition and if the potential is bounded, then Boltzmann's equivalence principle is valid when d goes to ∞.
However, for finite realization sizes d < ∞, one may still want to consider microcanonical models not as an approximation of an underlying Gibbs measure, but as genuine density models that can be deployed on real datasets. This is motivated both from a statistical and computational point of view. First, fitting microcanonical models to data avoids the estimation of Lagrange multipliers needed in macrocanonical models. Next, sampling from Gibbs measures is a computationally expensive procedure, relying on MCMC [5] or variational methods [33] . Section 3 studies asymptotic properties of microcanonical measures, and describes a simple sampling algorithm, based on the gradient flow defined by the potential vector. Beginning from a high entropy measure, this algorithm implements a progressive transport converging to the microcanonical set. In particular, we show how the Jacobian of Φ d dictates both the free energy and the convergence properties of the microcanonical measure; and study conditions under which gradient descent over the microcanonical energy converges to the microcanonical ensemble.
A major issue is to specify a low-dimensional shift-invariant interaction energy Φ d providing accurate approximations of non-Gaussian phenomena with long range interactions, such as image and audio textures. We construct such models with multiscale sparse representations in Section 4. Long range interactions are taken into account by separating scales with wavelet transforms, which has similarities with renormalization group approaches [4] . Under-determined energy vectors Φ d result in microcanonical models whose entropy is too large, producing poor density models with limited practical application. Reducing entropy amounts to defining microcanonical sets of small volume. Section 4 explains that this can be achieved by finding wavelets providing sparse representations of realization of X. The resulting energy vector Φ d is defined from l 1 norms of wavelet coefficients. Coherent structures at each scale are further characterized by a scattering transform [26, 9] , which iterates over wavelet transforms and point-wise nonlinearities. The resulting computational architecture has strong similarities with deep convolutional networks.
Finally, we demonstrate the efficiency of multiscale sparse microcanonical models on several synthetic and real-world experiments in Section 5. If the probability density is known, as in the Ising model, then one can evaluate a maximum entropy microcanonical model by verifying that sampling from this model defines typical realizations. When the probability density is unknown, verifying such models remains an open issue. For image and audio textures, one may evaluate qualitatively perceptual differences between the realizations of the original process. Numerical results are evaluated on Ising processes, point processes convolved with patterns, multifractals, image and audio textures.
Microcanonical versus Canonical Models
We consider a stationary process X(u) taking its values in an interval I ⊂ R for all u ∈ Z . We denote by µ the probability measure of this stationary process. Let Λ d ⊂ Z be a cube with d grid points. Microcanonical models described in Section 2.1 are probability densities conditioned by a K-dimensional energy vector Φ d X calculated over the restriction of X to Λ d . We denote by I Λ d the corresponding product image space. To review its convergence properties when d goes to ∞, Section 2.2 briefly summarizes the properties of macrocanonical models conditioned by E µ (Φ d X). Section 2.4 reviews the convergence properties of micro and macrocanonical models towards Gibbs measures, for shift-invariant interaction energies Φ d introduced in Section 2.3.
Microcanonical Models
A microcanonical model is computed from y = Φ dx for a single realizationx of X restricted to Λ d . To estimate the underlying measure µ from a single realization, we need X to satisfy some form of ergodicity, and we shall assume that Φ d X concentrates with high probability around E µ (Φ d x) when d goes to ∞:
If there there exists C > 0 such that E µ (Φ d x) ≤ C then this convergence in probability is implied by a mean-square convergence:
The microcanonical set of width associated to y = Φ dx is
The concentration property (1) implies that when d goes to ∞, X belongs to microcanonical sets Ω y d, of width d converging to 0, with a probability converging to 1. The differential entropy of a probability distribution which admits a density p(x) relatively to the Lebesgue measure is
A microcanonical model was defined by Boltzmann as the maximum entropy distribution supported in Ω
, is compact then it has a uniform density p d, :
Its entropy is therefore
It is the logarithm of the volume of Ω y d, . The concentration (1) guarantees that the support the measure µ is mostly concentrated in Ω y d, for large d. The main issue is to construct microcanonical sets which are not too large. The energy Φ d must thus be adapted in order to build microcanonical sets of minimum volume which satisfy the concentration property (1).
Macrocanonical Models
Since Φ d X concentrates close to E µ (Φ d x), one could expect that the maximum entropy distribution conditioned on Φ d X converges to the maximum entropy distribution conditioned on E µ (Φ d X) when d goes to ∞. Section 2.3 studies conditions under which this Boltzmann equivalence hypothesis is verified. We begin by reviewing the properties of canonical maximum entropy models conditioned by
A canonical distribution has a density which has the same expected energy
and which has a maximum entropy
The entropy is a concave function of p whereas (6) are linear conditions over p. If Φ d x is bounded over I Λ d then the set of densities p which satisfy the moment conditions (6) is compact. As a consequence, there exists a unique canonical density p d which maximizes H(p). It is obtained by minimizing the following Lagrangian
also called free energy in statistical physics. The Lagrange multipliers β = {β k } k≤K are adjusted so that the moment condition (6) is satisfied. The density which minimizes (7) can be written as
where Z guarantees that p d (x) dx = 1 and hence
A direct calculation shows that the resulting maximum entropy is
If the probability measure of the restriction of X to Λ d has a density p relatively to the Lesbegue measure, then we also verify that the Kullback-Liebler divergence
We thus have p = p d if and only if the maximum entropy is H(p d ) = H(p). Optimizing the interaction energy Φ d thus amounts to minimizing the resulting maximum entropy H(p d ) [36] . It is not necessary to impose that Φ d is bounded on I Λ d . If there exists β ∈ R K such that the distribution (8) satisfies the moment condition (6) then it is the unique maximum entropy distribution. However, if Φ d x is not bounded then there may not exist such a β ∈ R K . The vector β can be computed with Metropolis-Hasting type algorithms which sample the Gibbs disbribution (8) 
converges to y. However, when d and K are large, this is numerically unfeasible because sampling a high-dimensional probability distribution is computationally very expensive.
Shift Invariant Finite Range Potentials
Microcanonical densities in (4) and macrocanonical densities in (8) are functions of Φ d x. These densitites remain constant under any transformation of x which leaves Φ d x constant. Stationary densities are obtained with translation invariant energies obtained by averaging a shift-invariant potential vector. We review simple examples with l 1 and l 2 norms, to illustrate convergence issues of micro and macrocanonical densities when d goes to ∞.
Shift Invariant Potential
For any x ∈ I Z we define a potential U x(u) ∈ R K for each u ∈ Z . We write
The energy Φ d x is computed from the restriction of x in a square Λ d = [a, b] . We extend x over Z d into a signal which is b − a = d 1/ periodic along each of the generators of the grid Z . With an abuse of notation we write U x the potential U applied to the periodic extension of x and
Observe that
We say that U x has a finite range ∆ if U x(u) only depends upon the values of x(u ) for u − u ∈ [−∆, ∆] . The resulting macrocanonical density (8)
is a Markov random field over cliques [u − ∆, u + ∆] around each u. In the following we shall impose such a condition but ∆ may be very large. In turublence flows, ∆ is the integral scale beyond which structures become uncorrelated. Before reviewing the general convergence properties of the resulting micro and macrocanonical densities we consider two important examples obtained with l r norms.
Convergence of l r macro and microcanonical densities The potential U x(u) = |x(u)| r for u ∈ Z defines an l r norm energy over intervals
The macrocanonical density
for some β > 0. It is the density of a vector
which is a thin shell around an l r ball in R d . It is the density of a random vector X d, (u) for u ∈ Λ d . For a fixed m > 0, when d goes to ∞ and goes to zero then the joint density of X d, (1), ..., X d, (m) converges with a total variation distance to i.i.d random variables having an exponential distribution αe −β|z| r [3] , and E(|X d, (u)| r ) converges to y. The microcanonical distribution thus converges to the macrocanonical distribution. This family of results has a long history, first proved in 1906 by Borel [6] for r = 2 and in 1987 by Diaconis and Freeman for r = 1 [16] .
Intersections of l 1 and l 2 balls The situation becomes already more complex for the two-dimensional potential
Micro and macrocanonical densities are not defined over the same range of moment values. One can verify that there exists a unique maximum entropy density
The microcanonical set Ω y d, = {x : Φ d x − y ≤ } is thin shell around the intersection of the simplex x 1 = d y 1 and the sphere
, this intersection is non-empty over a wider range defined by
≤ 2, micro and macrocanonical densities have the same limit when d goes to ∞ and goes to zero. For m fixed, S. Chatterjee [12] proves that the joint microcanonical density of X d, (1), ..., X d, (m) converges to i.i.d random variables having an exponential distribution equal to αe −β 1 |z|−β 2 |z| 2 , and (
1 > 2 the macrocanonical density is not defined. The microcanonical set contains very sparse signals which are not captured by exponential distributions. In this case, Chatterjee [12] proves that when d goes to ∞ and to 0, X d, has one large coefficient randomly located at some u 0 ∈ Λ d for which
) with a probability which tends to 1. All other coefficients have a much smaller O(y 1 ) amplitude. For m fixed, X d, (1), ..., X d, (m) converge in law to i.i.d random variables having marginals equal to e −β 1 |z| , but there is no convergence of moments. In this range, the Boltzmann equivalence principle is violated since macrocanonical densities are not defined.
Convergence to Gibbs Measures
Micro and macrocanonical densities are defined over configurations x specified in a finite cube Λ d of dimension . Let Φ d x be an energy vector computed by averaging a shiftinvariant, finite range potential U x. To compute estimators which converge when d goes to ∞, we need to ensure that microcanonical densities converge in the moments sense. We consider the limit among measures defined on the configuration space I Z , with the product topology of Borel fields on the interval I ⊂ R. It thus amounts to verifying the Boltzmann equivalence principle between micro and macrocanonical models, and their convergence to Gibbs measures introduced by Landford [18] . The previous example shows that difficulties arise if x is not bounded. When I is a bounded interval, we review convergence results of micro and macrocanonical densities towards stationary Gibbs measures.
Convergence of Canonical models In the bounded case, macrocanonical distributions are unique minimizers of the Lagrangian (7). When d goes to ∞, the limit Gibbs measure is defined by normalizing this Lagrangian so that it converges to a variational problem defined over a stationary measure µ. Suppose that µ exists. Since U x is shift-invariant, E µ (U x(u)) = E µ (U x) does not depend upon the grid point u. Suppose that µ has no long range correlation so that boundary values have a negligible influence.
The entropy rate F (µ) is defined by considering the restriction µ d of µ on the finite dimensional configuration space I Λ d . Let q d be the density of µ d relatively to the Lebsegue measure. If µ has a finite range correlation we expect that H(q d ) grows linearly with d. The entropy rate is defined by
Normalizing the free energy Lagrangian (7) by d and taking the limit when d goes to ∞ defines a new Lagrangian
Gibbs measures minimize this Lagrangian over the space of stationary measures for β fixed. If U is a bounded, finite range and continuous potential, then one can prove [15, 21] that the set of Gibbs measures which minimize this Lagrangian is a non-empty, convex and compact set of measures. In general the solution is not unique because contrarily to the finite Lagrangian (7) where −H(p q ) is strictly convex, the entropy rate F (µ) is affine [15, 21] . This implies that depending upon boundary conditions in Λ d macrocanonical densities may converge to different Gibbs measures, which is a phase transition phenomena.
Periodic boundary conditions over the finite cube Λ d simplify computational algorithms, but they are artificial. The limit Gibbs measure will not depend upon these boundary conditions if it is unique, and hence if there is no phase transition. This happens when there is no long range interactions, so that boundary values do not condition the probability distributions of far away values. In this paper, we concentrate on problems where there is no such phase transition.
Microcanonical convergence
The Boltzmann equivalence principle assumes that micro and macrocanonical measures converge to the same Gibbs measure. This property is verified by showing that it is also solution of the variatonal problem (14) . The condition
Since Φ d is an average of translated potential vectors
it can be expressed in terms of the empirical measure
Since
, microcanonical densities are conditioned by E R d x (U x)−y ≤ . The link with entropy rate is provided by proving a large deviation property [14] . It guarantees that for a normalized Lebesgue measure, the log probability that R d x belongs to a set of measures A converges to the maximum entropy rate of measures in A, that we shall write:
It follows that R d x conditioned by E R d x (U x) − y ≤ concentrates with high probability in sets of measures having a nearly maximum entropy rate. If U is continuous, bounded, with a finite range then one can prove [15, 21] that when d goes to ∞ and goes to zero then microcanonical distributions converge for an appropriate topology, to a limit measure which minimizes the same Lagrangian (14) as the one obtained from canonical densities. If there is no phase transition, so that the canonical measure converges to a unique Gibbs measure µ, then this limit is the same for canonical and microcanonical measures. More specifically, if f (x) is a bounded and continuous function defined for any x ∈ I Z , then the expected value of f computed over Λ d with microcanonical and macrocanonical measures converge to E µ (f (x)) when d goes to ∞. We thus have a convergence for all bounded moments.
Gaussian processes Convergence to Gibbs measures does not necessarily require that the values of x remain bounded. Gaussian stationary measures are important examples of Gibbs measures where x takes its values in I = R. They are obtained with a quadratic potential U x = {U k x} k≤K which is shift-invariant over the grid Z d . Suppose that
where each h k has a support in [−∆, ∆]. If x ∈ R Λ d then U x is computed by extending x on Z with a periodic extension beyond boundaries. This is equivalent to compute convolutions with periodic filters
and a circular convolution
The energy Φ d x is thus a vector of normalized l 2 norms:
If allĥ k (ω) do not vanish then Varadham and Donsker [17] prove that when d goes to ∞ microcanonical and macrocanonical random vectors converge to a Gaussian stationary process µ whose power-spectrum is
Sampling Microcanonical Models
Sampling microcanonical measures is a classic problem in statistical mechanics, typically approached by adapting MCMC algorithms to ensure that the chain remains in the microcanonical ensemble, such as Creutz's algorithm [13] . Whereas these algorithms have theoretical guarantees, their numerical effectiveness on high-dimensional problems is hindered by the slow mixing speed of the Markov Chain [13] . This motivated the use of approximated sampling algorithms, based on gradient descent, as illustrated by the early texture synthesis of [22, 30] and more recently [19] . The goal of this section is to study the gradient-descent microcanonical sampling and its convergence properties to the microcanonical measure.
Entropy and Jacobian
The first step to relate gradient descent sampling to the microcanonical measure is to reveal how the entropy rate depends upon the Jacobian of the energy vector. The main result of this section proves that under appropriate conditions, the microcanonical free energy converges, without relying on the underlying macrocanonical model. We consider the shift-invariant potentials from Section (2.3), and the corresponding microcanonical distributions, defined as uniform density on compact sets of the form
We saw in (5) that the entropy is
Thanks to the construction of Φ d as a spatial average of localized, translation covariant potentials, the i-th column
k≤K ∈ R K only depends upon the restriction of x in the (i ± 2∆) coordinates. Moreover, thanks to the covariant structure of U , one can verify that
so the global properties of the Jacobian JΦ d (x) can be derived from the Jacobian of the potentialJ
We shall make the following assumptions on U :
(A) U is Lipschitz on compact sets, which implies that for any compact
It also implies that
(B) We shall also suppose that Φ −1
d maps compact sets C to compact sets, which means that Φ
It results that Φ and Z =JU (X) ∈ R K be the random vector obtained by applying the mappingJU defined in (22) . We shall suppose that there exists η > 0 such that
This condition assumes that the differential of U does not concentrate too much on a low-dimensional subspace of R K , nor in a discrete subset, but it does not require that its distribution is absolutely continuous with respect to the Lebesgue measure. We shall see next that potentials of the form U x = {|x h k | p } k≤K with p = 1, 2 with complex filters h k define an integrable
We denote by ∂A the frontier of a set A and by A o = A − ∂A the interior of A, and by A the complement of A. We also denote by
The following theorem computes the entropy of a microcanonical process from a change of variable metric, which depends upon the Jacobian of the interaction energy Φ d . The theorem derives a microcanonical free energy which converges when d goes to ∞. 
where γ d is the change of variable metric which satisfies
and has a finite integral on compact sets.
(ii) The function γ d is strictly positive in the interior of Φ d (Ω d ), up to a thin shell on the border; ie, on sets
for some constant c.
(iii) Suppose that either ∆ = 1, or that U x is a bounded potential. Then, for each > 0, the entropy rate
where C is a universal constant.
The proof is in Appendix A. This theorem thus provides a notion of free energy of a microcanonical ensemble for general Φ d in the thermodynamical limit d → ∞, without resorting to the canonical equivalence. An important remark is to compare the conditions of Theorem 3.1 with those that ensure the convergence of the microcanonical and macrocanonical measures. In [32, 14] this equivalence is established for bounded, finite-range potentials U , which we also require to prove part (iii). Our result highlights the close connection between free energy and the Jacobian properties of the energy, determined by γ d (y) via the coarea formula, although the validity of the convergence in more general conditions remains an open question. This paper studies interaction energies Φ d based on l 2 and l 1 norms. The next proposition proves that such interaction energies satisfy the assumptions of Theorem 3.1. The proof is in Appendix B. 
Microcanonical Gradient Descent
This section describes a gradient descent algorithm which computes an approximate sampling of microcanonical processes, with a Gaussian white noise initialization. Its convergence to the microcanonical ensemble is established for appropriate choices of the potential function, and we also give a bound on the entropy rate of the resulting random vector. Despite having intractable partition functions, sampling from canonical models is possible thanks to Markov-Chain Monte-Carlo methods, which construct stochastic markov chains whose stationary limit is the canonical model in question. We consider here the alternative framework corresponding to the microcanonical model, in which a Markov chain is replaced by a gradient flow determined by the microcanonical energy function, which under appropriate conditions is also guaranteed to converge to the correct model. Approximate microcanonical sampling using gradient descent has been successfully used on high-dimensional sampling problems such as texture synthesis; see [22, 30] , and is conceptually closely related to Hamiltonian Monte-Carlo [5] , in which the gradient information of the Hamiltonian is used to efficiently explore the typical set. Another closely related sampling algorithm that avoids the estimation of canonical parameters is the so-called herding algorithm by Welling [35] , which produces 'pseudo-samples' of a microcanonical model in a deterministic fashion by solving a sequence of primal-dual updates.
We embed all processes, including binary processes such as Ising and Bernouilli over an interval I = [a, b] of R. Let Φ d be a shift-invariant function as defined in Section 2.3 and
The algorithm will iteratively transport an initial high-entropy measure µ 0 towards measures whose support converges towards Φ −1 d (y). The measure transportation is performed by considering the scalar energy
and diffeomorphisms of the form
with κ k < 1 β , where β is the Lipschitz constant ofJU . These diffeomorphisms define the update
using the standard pushforward measure
Samples from µ n are thus obtained by transforming samples x 0 from µ 0 with the diffeomorphismφ = ϕ n • ϕ n−1 · · · • ϕ 1 , which corresponds to n steps of gradient descent initialized with x 0 :
We choose µ 0 to be the maximum entropy measure of I Λ d if I is bounded, and the Gaussian measure with known energy σ 2 otherwise. When I is a bounded interval, we consider a diffeomorphism g that maps R d into I, and consider the change of variables y = g −1 (x), x ∈ R Λ d and we redefine Φ d by Φ d • g so that it is now defined over R Λ d . In all our experiments, we construct g as a sigmoid along each coordinate:
, with σ(t) = (1 + exp(−t/c)) −1 with a small value of c.
Convergence of Microcanonical Gradient Descent
The main result of this section characterizes the limit measure µ ∞ obtained by the gradient descent iterative scheme (31) . We shall use the characterization of stable solutions from [25, 29] based on the second-order analysis of critical points of (29) . Such analysis reveals that gradient descent methods do not get stuck at critical points which are strict saddles -in which at least one Hessian eigenvalue is strictly negative, since the set of initialization parameters corresponding to the non-negative spectrum has measure 0 relative to µ 0 .
has at least one strictly negative eigenvalue, where ∇ 2 φ k is the Hessian of φ k .
The following theorem, proved in Appendix C, establishes basic properties of the distribution generated by gradient descent, including sufficient conditions for its convergence to the microcanonical ensemble. 
(i) µ n is stationary for each n.
(ii) If Φ d satisfies the strict saddle condition, then (29) has no poor local minima. Moreover, if
, then µ n converges almost surely to µ ∞ , which is supported in the microcanonical ensemble Φ −1 d (y) with appropriate choice of learning rate κ n ; that is,
where r n = E µn E y (x) is the average distance to the microcanonical ensemble at iteration n.
This theorem thus gives sufficient conditions for the gradient descent sampling to converge towards the microcanonical ensemble (part ii), and bounds how it approximates the maximum entropy microcanonical measure (part iii).
Let us now qualitatively relate our entropy rate lower bound (33) with the maximum entropy rate. We saw in Theorem 3.4 that the entropy rate of the microcanonical measure can be measured with the co-area formula as
One can verify that, by possibly reparametrising , this implies pointwise convergence for almost every y, so
which shows that the entropy rate d −1 log γ This divergence of the entropy rate as → 0 is also present in the lower bound (33); let us now argue how the two singularities can be "aligned" under appropriate assumptions. Indeed, for gradient descent to converge we require that n κ n = ∞, so the second term in (33) diverges. If we assume that there exists a choice of learning rate κ n , such that the gradient descent converges to its global optima, and its rate satisfies
we can then identify the equivalent n after n iterations from (33) as n e −β 2 n ≤n κ n , since by definition the energy r n measures the average distance to the microcanonical ensemble, thus r n n . For instance, assuming κ n ∼ n −1 , we obtain
It follows that for d sufficiently large and an initial measure µ 0 such that κ n r n ≈ Cn −1−β 2 for n ≥ 0, after removing the singular part we have
which provides a positive entropy rate lower bound as soon as
The sufficient condition for µ n to converge to a limit measure
, which for certain choices of Φ may be hard to check. The following corollary, proved in Section D, provides an alternative sufficient condition which is stronger -but easier to evaluate.
Corollary 3.5. If Φ d is C ∞ and Lipschitz and satisfies the strict saddle condition, then µ n converges for any y ∈ Φ d (I Λ d ) up to a set of zero measure, and µ ∞ is supported in the microcanonical ensemble. Now we investigate which energy functions Φ d satisfy the assumptions of previous theorem. The next theorem proves that the l 2 ellipsoid representation satisfies the strict saddle condition, and therefore the microcanonical gradient descent has no poor local minima.
• , and therefore µ ∞ is supported in the microcanonical ensemble.
A current limitation of the convergence analysis is that it relies on smoothness properties of Φ d , thus leaving out of scope the l 1 -based representations. This limitation is intrinsic to the convergence analysis of non-smooth, non-convex optimization methods, which provides no guarantees using simple gradient descent. The analysis of other algorithms such as ADMM [34] or gradient sampling [11] in such conditions is left for future work. Another limitation of Theorem 3.6 is that it does not cover the setting where I is a bounded interval -this extension is also left for future work.
In general, the assumptions that ensure the convergence of the gradient descent microcanonical sampling won't be satisfied. For instance, the convergence analysis in presence of non-smooth coordinates remains an open question, despite good empirical performance. In this context, the performance of the microcanonical sampling model can be improved by adding new energy components into Φ d , in such a way that the resulting gradient descent algorithm enjoys better convergence. Next section shows that a particularly effective mechanism is to consider multiscale energy components, even in models whose Gibbs distribution is determined at a single scale, such as Ising. This is closely related to the Renormalization Group approaches to study Markov Random Fields.
Wavelet Scattering Models
We study classes of Gibbs measures obtained with potential vectors computed with wavelet transforms in order to separate variability at different scales. The use of wavelet transforms is motivated by different point of views. In statistical physics, it is grounded in renormalization group approaches, but it is also motivated from a probabilistic and harmonic analysis point of view, to approximate multiscale phenomena.
Wavelet Transform l 2 Norms
Random processes having a long correlation length involve interactions at long distances and hence a potentially large number of interacting variables. Renormalization group calculations and multiscale approaches are approximating these interactions by aggregating local interactions, which appear at different scales. This scale separation is performed by a wavelet transform, which computes signal variations at different scales through convolutions with dilated wavelets. Relations with renormalization groups are studied in [4] . Most physical, image or audio processes are stable to small deformations. A small deformation of a typical realization of X remains a typical realization of X. This prior information requires to define microcanonical models which are also stable to deformations. This property is also achieved by separating scales with wavelets.
Wavelet Transform Let us first review the main properties of wavelet transforms. We define Q mother wavelets ψ q (u) for u ∈ R . They have a zero average ψ q (u) du = 0 and a support in [−C, C] . Each of these wavelet is dilated by a 2 j factor
Wavelet coefficients are defined by convolutions x ψ j,q (u). If x is defined on a cube Λ d ⊂ Z , then u is discretized on this square grid. Convolutions are defined by extending x into a periodic signal over Z . We showed in (18) that it is equivalent to compute circular convolutions with periodic wavelet filters (43). Discrete periodic wavelets ψ j,q (u) are band-pass filters with a zero average u∈Λ d ψ j,q (u) = 0. Wavelet coefficients x ψ j,q (u) capture the high frequencies of x for 1 ≤ j ≤ J. The support of ψ j,q is included in [−C2 j , C2 j ] , and the minimum scale is limited by the sampling interval, whereas the maximum scale 2 J is limited by the width d 1/ of Λ d . For d large, it is fixed by the maximum correlation scale of the random process which is analyzed. The remaining low frequencies are carried by a low-pass filter φ J (u) = 2 −Jd φ(2 −J u), whose support is also included in [−C2 J , C2 J ]. The resulting wavelet transform is
It separates the lowest frequencies x φ J from the variations at all other scales carried by each x ψ j,q . The wavelet transform operator W is bounded and has a bounded inverse if the wavelets have Fourier transforms which cover the whole frequency domain. Letx(ω) denote the discrete Fourier tranfsorm of x(u) for u ∈ Λ d . If there exists γ < 1 such that
It is proved by multiplying (38) with |x(ω)| 2 and applying the Plancherel equality. This property implies that W is a contractive and invertible operator, and its inverse has a norm smaller than (1 − γ) −1/2 . If γ = 1 then W is an isometry. Let us define a quadratic potential
Since all filter support are included in [−C2 J , C2 J ], it has a finite range ∆ = C2 J . When x is defined over a cube Λ d then U x is computed by periodizing x which is equivalent to periodizing the wavelet filters and replacing convolutions with circular convolutions, as shown in (18) . To simplify notations we shall still write φ J and ψ j,q the periodized filters. According to (19) the energy over a cube Λ d is given by normalized l 2 norms
We saw in (20) that the resulting canonical and microcanonical processes converge to a stationary Gaussian process whose power spectrum is
Scattering Transform for Sparsity
Many non-Gaussian random processes have realizations which have a sparse wavelet representation, due to isolated sharp transitions. To capture this sparsity, l 2 norms are replaced by l 1 norms. This is however not enough to specify the geometry of large amplitude wavelet coefficients. Scattering transforms provide information about this geometry by computing interaction terms across scales, with an iterated wavelet transform. Their mathematical properties are described in [26, 10] , and applications to image and audio classification are studied in [9, 2] . We review important properties needed to define microcanonical models. Wavelets are optimized in order to build sparse signal representations. For audio signals in dimension = 1, each wavelet is a complex filter whose Fourier transformψ q (ω) has an energy concentrated in the interval [2 q/Q , 2 (q+1)/Q ]. The parameter Q is the number of wavelets per octave, which adjusts their frequency resolution. Sparse representations of audio signals are obtained with about Q = 24 wavelets per octave, which are similar to half-tone musical notes. In numerical computations, we choose Gabor wavelets as in [2] .
For images in = 2 dimensions, each wavelet is computed by rotating a single mother wavelet ψ q (u) = ψ(r −1 q u) where r q u is a rotation of u ∈ R 2 by an angle qπ/Q. Wavelet coefficients x ψ j,q compute variations of x at scales 2 j along different directions. In this case, Q is the angular resolution of each wavelet. In numerical computations we use Morlet wavelets as in [9] . The modulus of wavelet coefficients |x ψ j,q (u)| specifies the variability of
To capture this intermittency which specifies the geometry of large amplitude coefficients, a scattering transform measures the multiscale variability of |x ψ j,q (u)| through convolutions with a new set of wavelets. For simplification, we shall consider here that the new wavelets are identical to the first ones, although they may be changed as in [2] :
The maximum scales 2 j and 2 j remain below a cut-off scale 2 J which specifies the maximum interaction range of the model. Incorporating first and second order coefficients defines a new potential which captures the mutliscale variations of x as well as interaction terms across scales:
The corresponding energy vector is
It includes K = 1 + JQ + J 2 Q 2 coefficients. If the wavelets satisfy the Littlewood Paley inequality (38) then one can prove [26] that the scattering operator Φ d is contracting for any x and
Indeed, as in (39), one can show that (38) implies that W x = {d −1 u x(u), x ψ j,q } j≤J,q≤Q is a contractive operator. The operator Φ d can be computed by iterating twice on the operator W and on the modulus non-linearity which is also contractive. A product of contractions is a contraction so Φ d is a contraction.
An important property of wavelet l p norms is their stability to deformations. A small deformation of x(u), if u is a continuous variable, is the action of a small diffeomorphism on x which yields x τ (u) = x(u − τ (u)) where τ (u) is a C 1 function with ∇τ ∞ < 1. Small deformations typically occur over images and other physical phenomena, so we expect that probability measures are Lipschitz continuous to actions of diffeomorphisms. To build microcanonical models which are stable to deformations, the interaction energy must also be Lipschitz continuous to actions of diffeomorphisms. This is proved for wavelet interaction energies [26] because multiscale separations provide stability to deformations.
Sparsity conditions
We now show that these l 1 norms can capture the geometry of positive point processes obtained as sums of Diracs. If x ≥ 0 then Σ u∈Λ d x(u) = x 1 is also a sparsity measure. Young's inequality implies that
If x is a Dirac in Λ d then this inequality is an equality. Conversely, the following theorem proves that if this inequality is an equality then x is highly sparse.
Theorem 4.1. Let ϕ q (u) be the complex phase of ψ q (u). Suppose that |ψ q (u)| > 0 for u ∈ [−α, α] and that there exists ξ q ∈ R and β > 1 such that
In dimension = 1 then wavelets are dilated and we have ψ q (u) ≈ 2 −q/Q ψ(2 −q/Q u). We usually choose ψ(u) to be a wavelet with a linear phase in which case β = 1 in (45). If x ψ j,q 1 = x 1 ψ j,q 1 then Theorem 4.1 proves in (46) that x is a sum of isolated Diracs whose distances are larger than C 2 j .
In dimension = 2 then wavelets are also rotated and ψ q (u) = ψ(r −1 q u). We usually choose a linear phase so φ q (u) = r q ξ.u where ξ then normalized horizontal vector in R 2 . It follows that ξ q = r q ξ is a vector of angle qπ/Q in R 2 . In this case, Theorem 4.1 proves in (46) that the support of x is included in straight lines perpendicular to ξ q , and hence of angular direction qπ/Q + π/2, and whose distances are larger than C 2 j .
Numerical Results
This section compares microcanonical models for different stationary processes and different interaction energy vectors Φ d . Microcanonical models aim at estimating high-dimensional probability densities which are often unknown. Evaluating the precision of such model is thus a major challenge. We review required concentration properties and introduce a numerical evaluation which compares models through errors produced by estimators conditioned on these models. Section 2.1 explains that one can approximate the distribution of X with a microcanonical model calculated from Φ d only if Φ d X converges to E(Φ d X) with probability 1 when d goes to ∞. If E(Φ d X) is uniformly bounded then this is obtained if
This is a first test which can be evaluted empirically from realizations of X.
This condition implies that realizations of X concentrate in microcanonical sets Ω d, d for an d which converges to 0 with a probability which tends to 1, when d goes to ∞. These sets may however be too large and hence define microcanonical models X d, whose entropy is much larger than the entropy of X. For Ising processes studied in the next section, the density p(x) is known so the model can be evaluated by verifying that −E(log p (X d, ) ) remains close to the entropy −E(log p(X)). However, for many complex processes such as turbulence, image or audio textures, the density p is unknown. For image and audio textures, perceptual evaluations can be used to evaluate the model precision. If the entropy of the microcanonical model X d, is too large, it does not reproduce typical perceptual structures of an image or an audio texture X.
Ising Process
We consider a two-dimensional Ising process with no outside magnetization, over a twodimensional square lattice with periodic boundary conditions. The spin values of x(u) take their values in {−1, 1} and the Ising probability of x is
where N u is the 4 point neighborhood of x(u) in the two-dimensonal grid and β = (k B T ) −1 is a reciprocal of the temperature of the system scaled by the Boltzmann constant k B . This model has been extensively studied since the work of Onsager [28] . It has a phase transition when T reaches a critical value T c ≈ 2.27. We study the approximation of Ising for several values of the temperature. Observe that x(u)x(u ) = 1 − |x(u) − x(u )| 2 /2 so
The right hand-side term is the l 2 norm of discretized gradient of x. We study the approximation of the Ising model with a wavelet energy vector defined over configurations x ∈ I Λ d with I = [−1, 1]. Suppose that x(u) is a function defined over u ∈ R 2 with R 2 |∇x(u)| 2 du < ∞. The equivalence between Sobolev norms and weighted norms over wavelet coefficients proves that for appropriate wavelets
The Ising Hamiltonian (48) on a discrete grid can thus be approximated with discrete wavelet l 2 norms up to a maximum scale j ≤ J. This multiscale representation is intimately related to the Renormalization Group, which has been successfully applied to analyse the two-dimensional Ising model [21] . We impose that x ∈ I Λ d by computing a sliced wavelet energy vector, with a single slice calculated with the sigmoid σ(t) = (1 + e Since by definition the Ising model is the maximum entropy distribution conditioned on its expected Hamiltonian H I (x) in (47) over {−1, 1} Λ d , one can define a microcanonical interaction energy Φ d (x) = {H I (x), x 2 }, for x ∈ [−1, 1] Λ d , which converges to the true Ising model in the limit d → ∞ by the Boltzmann equivalence principle. However, as explained in Section 3.3, the performance of the microcanonical gradient descent sampling can be improved by adding additional energy components that improve the convergence towards the microcanonical set. Table 1 shows the empirical concentration of Φ d (x) for Ising models at varying temperatures, for several choices of scale. The Ising model has a phase transition at the critical temperature T c ≈ 2.27, from an 'ordered' to a 'disordered' state. The spin spatial correlation exhibits a characteristic scale away from T c E{X(u)X(u + r)} e −|r|/ξ(T ) , and is self-similar at T = T c : E{X(u)X(u + r)} |r| −1/2 . Table 1 shows that despite the presence of long-range correlations nearby T c , the energy vector Φ d X has strong concentration, justifying the corresponding microcanonical approximation. As described in Section 2.4, this concentration ensures that typical samples from the true distribution will be included in the typical set of the corresponding microcanonical measure, but the reciprocal requires that the microcanonical sets adapt to the level sets of the original density. Using Onsager's analytic solution, we can compute the free energy log Z and therefore estimate the cross-entropy E X∼p d, [− log p(X)] of the microcanonical approximation for several choices of Φ d . Table 2 reports the values of estimated cross-entropy obtained from samples of the microcanonical measure. The multiscale microcanonical gradient descent significatively outperforms the direct microcanonical approximation for sufficiently large J, confirming that the gradient descent is "renormalized" by adding constraints at different scales. The mathematical analysis of such renormalization phenomena is however beyond the scope of this paper. Figure 1 shows samples from the microcanonical model under several choices of energy vector and temperature. We verify that at low temperature, the long-range correlations are significant, and are appropriately captured when the microcanonical model contains wavelets at sufficiently large scale. The direct microcanonical approximation defines an optimization landscape with poor convergence towards the microcanonical set. It appears much more clearly by looking at realizations of the resulting microcanonical process than from cross entropy measures. 5e-6 8e-6 2e-6 3.8 3e-6 5e-6 1e-6 Table 2 : Estimated Cross-Entropy E X∼p d, −log p(X) for different choices of microcanonical models.
Cox processes convolved with patterns
Point processes provide powerful models of stochastic geometry, with applications in many areas of astrophysics, neuroscience, finance and computer vision. A point process N on R is a measure whose support is composed of isolated points. Second-order point processes [7] are those satisfying E[N (C) 2 ] < ∞ for all bounded Borel sets C ⊂ R . If N is a stationary, second-order point process, one can define its associated Bartlett spectral measure [7] µ N , which generalizes the power spectrum of second-order stationary processes. Given a non-negative stationary process λ(t), t ∈ R , a Cox process N is defined as a Poisson process conditional on λ with intensity λ(t). Important geometric information of N is captured by its Bartlett power spectrum, which satisfies µ N (dω) = µ λ (dω) + Eλ δ(dω) [7] . Large classes of random processes are constructed as convolutions of point processes with some filter h(t)
The filter h(t) can be interpreted as a pattern which is randomly translated at point locations and added. It may also be the transfer function of a detector measuring the point-process. In this case, the power spectrum of X is µ X (dω) = µ N (dω)|ĥ(ω)| 2 , which mixes the geometric information of N with the profile of the filter h. This loss of information is due to the fact that the power spectrum does not measure scale interactions. When there is a scale separation between N and h, ie
.2e-6 21 1.4e-6 38 1.5e-6 52 m = 2 1.3e-6 88 1.7e-6 422 1.8e-6 580 Table 3 : Empirical normalized variance
and number of coefficients then for sufficiently small scales j, one can verify [10] that
with high probability, due to the fact that the events in N rarely interact at spatial scales j such that 2 j Eλ. From this approximation, it follows that for sufficiently large scale gap j j, we have
since |ψ j,q h| ψ j ,q ≈ C j,q δ ψ j ,q . Second order scattering coefficients, indexed with pairs (j, q, j , q ), thus provide measurements that convey spectral information about the point process N as (j , q ) varies, disentangled from the spectral information of h. We illustrate this phenomena by considering a two-dimensional Cox point process N (u), whose rate λ(u) is a stationary Gaussian process whose power spectrum is concentrated in the low-frequencies, and with an integral scale of 100 pixels. This Cox process is convolved with a pattern h(u) with zero mean and small spatial support of 5 pixels. Table 3 reports empirical variance results for different choices of maximum scale (J) and scattering order (m). Because X(u) does not exhibit long-range dependencies, we verify that the scattering coefficients quickly concentrate around their mean, enabling micro-canonical approximations. Figure 2 displays samples from the microcanonical scattering model using different choices of representation. We observe that, as predicted, first-order coefficients alone do not capture the different properties of the point process and of the filter. The microcanonical model generates a Gaussian-like fields whose power spectra mixes both sources. On the other hand, as soon as the scattering maximum scale 2 J reaches the characteristic scale of N , the second order microcanonical scattering model can restore both the characteristic geometry of N and the profile of h and hence provides more accurate stochastic model. This simple example motivates the need to consider generalized moments in order to model random fields with complex geometric structure, such as textures. Next section explores the ability of scattering microcanonical models to synthesize generic image, audio and turbulence textures. 
Image and Audio Textures
An image or audio texture is the realization of a stationary process. Textures synthesis amounts to compute signals which are perceptually nearly identical to a given texture. The quality of a texture model is thus evaluated from a perceptual point of view. We review previous work and give results obtained with a scattering microcanonical model.
Geman and Geman [20] have introduced macrocanonical models based on Markov random fields, which provide good texture models as long as these textures are realizations of random processes having no long range correlation. Several approaches have then been introduced to incorporate long range correlations. Heeger and Bergen [22] capture texture statistics through the marginal distributions obtained by filtering images with oriented wavelets. This approach has been generalized by the macrocanonical Frame model of Mumford and Zhu [36] , based on marginal distributions of filtered images. The Cramer-Wold theorem proves that the d-dimensonal joint probability distribution of X in Λ d is characterized by the one-dimensional probability densities of linear combinations X, a = u∈Λ d X(u) a(u) for all a ∈ R Λ d . One can write such linear combinations as convolutions X h(u), but Cramer-Wold theorem requires to use all filters h ∈ R Λ d . Inspired by this result, Mumford and Zhu [36] have introduced a maximum entropy canonical models from limited sets of J optimized filters {h j } j≤J . The probability densities of X h j are approximated by maximum entropy distributions conditioned by marginals probability density of X φ j , estimated over non-overlaping quantization intervals I m . However, these approaches have been limited by the rapid growth of the dimensionality of the resulting interaction energy vector Φ d , which is the product J × M of the number of filters by the number of quantization bins.
Portilla and Simoncelli [30] made important improvements to these texture models, with wavelet transforms. They capture the correlation of the modulus of wavelet coefficients with a covariance matrix computed over a fixed range M . Although they refer to a macrocanonical maximum entropy formalism, their computations rather correspond to a microcanonical estimation, where the synthesis is performed with alternate projections on the model constraints. If calculated over J scales, the energy vector 
and size of scattering representations for different orders. We use J = 6, and samples of size d = 256 2 .
coefficients. This appraoch was extended to audio textures by McDermott and Simoncelli [27] . A scattering representation is closely related to Portilla and Simoncelli model since it also computes the modulus of wavelet coefficients, but it replaces covariance measurements by multiscale l 1 norms computed with a second order wavelet transform. The resulting representation has O(J 2 ) coefficients as opposed to O(JM 2 ). The modeling capacity of wavelet marginal models have been increased with translationinvariant representation arising from deep convolutional neural networks. In [19] , the authors consider a deep VGG convolutional network, trained on a large-scale image classification task. They construct an interaction energy vector Φ d (X) which is a channel cross-correlation of feature maps at every layer of the VGG networks. With a gradient descent microcanonical sampling algorithm, the authors have obtained excellent visual texture synthesis. However, the dimension of the energy vector Φ d (X) is larger than the dimension d of X and thus does not concentrate well. Although synthesis are of good visual quality, these estimators are not statistically consistent and have no asymptotic limit. Such algorithms have a tendancy to restore random processes of lower entropy than the original process, by overspecifying the model with more parameters than the signal dimension.
Comparing different texture models depends on the application goal. Best image quality is obtained with convolutional neural network approaches which use a large number of parameters. However, these models do not seem to provide consistent models of probability measures of stochastic processes. Scattering representations are mathematically simpler and involve a number of coefficients which does not increase with the dimensionality d. We show that the scale interaction terms are able to capture important geometrical texture structures although the resulting images do not have the visual quality of deep neural network models.
In the following, we give results of scattering microcanonical model on a collection of natural image and auditory textures. The Brodatz image texture dataset 1 consists of 155 texture classes, with a single 512 × 512 sample per class. Auditory textures are taken from McDermott and Simoncelli [27] , which contains 1 second samples of different sounds. Figure 3 displays original textures and synthesis obtained from different microcanonical models, and Table 4 gives the empirical variance of the scattering representation, estimated from the available samples on a subset of texture classes. Empirical scattering coefficients quickly concentrate, as a result of the ergodic properties of most textures from the sample Figure 3 : Examples of texture Synthesis. Image rows from top to bottom display: original images , wavelet l 2 norm models, wavelet l 1 norm models, second order scattering models. set. Reconstructions using l 2 wavelet norms are typical samples from Gaussian random fields whose power spectra is matched within each wavelet sub-band according to (42). First order scattering coefficients are wavelet l 1 norms which provide multiscale sparsity information. However, second order coefficients are needed to restore good approximations of texture geometries.
The reconstruction of auditory textures is performed with a complex wavelet representation [8] . Auditory textures have a rich mixture of homogeneous and impulsive, transient components, as well as amplitude and frequency modulation phenomena. Figure 4 displays the spectrograms of original auditory textures, together with reconstructions from l 2 norms of wavelet coefficients and reconstructions from second order scattering coefficients. Whereas l 2 models are unable to capture such non-gaussian phenomena, second order scattering coefficients provide an efficient and compact representation that restores amplitude and frequency modulations.
Conclusion
Consistent density estimation in the high-dimensional regime requires exploiting regularity priors in order to beat the curse of dimensionality. Microcanonical ensembles provide a framework that consistently approximates maximum entropy distributions under ergodicity assumptions, such as absence of long-range correlations. The resulting models are efficiently estimated, and gradient descent provides an approximate sampling algorithm that replaces standard MCMC tools. This paper presents a mathematical framework to study both the statistical and algorithmic aspects of such microcanonical density models.
Many physical phenomena is non-Gaussian, but exhibits local regularity that can be exploited with l 1 wavelet microcanonical models, that capture such regularity through the sparsity of the resulting wavelet coefficients. Although wavelet sparsity is a powerful statistical model, it is unable to account for the scale and orientation interactions that define most complex geometric structures. We showed that second order scattering coefficients can be used to capture such interactions in several synthetic and real examples.
Despite these initial steps, our current analysis still presents several important limitations. First, our convergence analysis does not currently cover many practically interesting cases, and the relationship with other algorithms such as Herding and Hamilton Monte-Carlo deserves further investigation. Next, scattering microcanonical models and its corresponding sampling algorithm are closely related to recent state-of-the-art texture synthesis using Convolutional Neural Networks. Understanding the tradeoffs of learning microcanonical energies rather than designing them with multiscale wavelets is another major direction of future research.
A Proof of Theorem 3.1
A.1 Proof of part (i)
The main technical challenge to prove (26) is to show that assumption (C) is sufficient to guarantee that |JΦ d x| −1 is integrable. Since Φ d is Lipschitz from assumption (A), the coarea formula proves that for any integrable function g(x)
In order to apply (52) to H(p 
whereX i is a projection of x onto disjoint subsets of 2∆ + 1 coordinates, andd
We will show that for d large enough and arbitrary R > 0,
by interpreting (54) as proportional to the expected value of
is a compact set thanks to assumption (B), it is bounded, so Φ
For that purpose, let us prove that assumption (C) from eq (25) is sufficient to guarantee (54). We first observe that thanks to (53), if Y denotes the random variable Y = |det[JU (X 1 ), . . . ,JU (X K )]| and F Y (y) is its cumulative distribution function, it is sufficient to show that
Indeed, since
. . , Yd) with Y i independent and identically distributed, we have that
It follows that
as soon asdη > 1, which will happen for large enough d. Let us thus prove (55) by induction on K. When K = 1, V = |detJU (X 1 )| = |JU (X 1 )| and assumption (C) directly implies that
Now, suppose (55) is true for K − 1 and let us prove it for K. We use the following lemma:
Lemma A.1. We say that a bounded random vector Z in B(K, R) ⊂ R K has property (*) if there exists η > 0 such that
If Z has property (*) and K > 1, then Z H , the orthogonal projection of Z onto any hyperplane, also has property (*), and
Before proving the lemma, let us conclude with (55). By denoting Z i =JU (X i ), i = 1 . . . K, and assuming Z 1 > 0, one Gauss-Jordan iteration yields
whereZ i is the projection of Z i onto the orthogonal complement of Z 1 . From lemma A.1, Z i , i = 2, . . . K satisfies assumption (C), since we compute it with an orthogonal projection that depends only on Z 1 , which is independent from all the Z i , i ≥ 2. Thus by induction hypothesis and using (56) we obtain
which proves (55). Let us finally prove lemma A.1. Let S H be a measurable set in a given hyperplane H of dimension K − 1, and letS = S H × (−R, R) by the corresponding cylinder in B(K, R). By definition, we have
which proves that Z H also has the property (*). Finally, let us show that E( Z −η ) < C R,η . For positive random variables we have
since K > 1 and η > 0. This proves lemma A.1 and thus (26) . To prove that γ d (y) is integrable on any bounded set, we apply the coarea formula to (52) to g(x) = |J K Φx| −1 1 A (Φx) where A is bounded:
which proves that γ d is integrable on a compact. Let us write d = r , with r denoting the length of the cube Λ d . Suppose first that r is even. Without loss of generality, assume that Φ = (φ 1 , . . . , φ K ) are linearly independent functions. Otherwise, if there were a linear dependency of the form
A.2 Proof of part (ii)
and the result is trivially true.
For that purpose, given
• we will see that there exists x ∈ Φ −1 (y) whose Jacobian JΦx has rank K. Then, by the Implicit Function Theorem, one can find a local reparametrization of Φ −1 (y) in a small neighborhood V of the form x = (v, ϕ(v)) such that 
. If Φ d was a smooth C ∞ Lipschitz map, then by Sard's theorem, the image of critical points {x ∈ Ω d ; |JΦ d (x)| < K} has zero Lebesgue measure in S d . In our setting, we will use a weaker property that does not require the smoothness assumption, as described in the following lemma: Lemma A.2. Under the assumptions of the theorem, the set A = {y ∈ R K ; 0 
which shows that we have just found an elementx of Φ In the last section we proved that when ∆ = 1, S d ⊆ S q d for q = 1, 2, . . . . For any > 0 and y ∈ S d , observe that
Indeed, if
and Φ 2 d − y ≤ by the convexity of the l 2 norm, thus
. It follows that
Thus, for any fixed d 0 , y ∈ S d 0 and > 0, the sequence
is increasing. Also, thanks to assumption (B), we have that
which shows that the entropy rate F k is also upper bounded, and therefore its limit exists lim k→∞ F k =F . We shall see later that the limit does not depend upon the choice of d 0 .
Let us now prove the case when ∆ > 1. The idea is to show that (58) is now valid up to an error that becomes small as d increases, provided that the potential U is bounded.
Consider y ∈ S d . Given > 0, we form
as the Cartesian product of 2 copies of Φ −1 d, (y). When ∆ = 1, we just saw that
with =˜ , but when ∆ > 1, let us see how to increase˜ so that (60) is verified. Given x ∈ Ψ 2 d, (y), we write x = (x 1 , . . . , x 2 ) to denote its projections into each of the 2 subdomains
where each C • k,d contains the interior of the domain that does not interact with the other domains, and
Since |U x(n)| ≤ B by the boundedness assumption, it follows from (61) and (62) that
Thus by taking˜ = +o 
and thus by defining
we have shown that its entropy rate is well-defined for each > 0 and d 0 sufficiently large. Observe that an analogous argument to (61) shows that if r = r a + r b , then
and
Consider now large integers k andk √ k, and let q,q denote respectively the quotient and residual such that r 1 2 k = r 0 2kq +q with 0 ≤q < r 0 2k. Then, for any δ > 0, by choosing k large enough we obtain from (64) and (65) that
, and It follows from (66) that
which is a contradiction with the fact that F 0 = F 1 .
B Proof of Proposition 3.2
Properties (A) and (B) are verified for (i-ii) because the potentials U are continuous and the resulting features Φ always include d −1 x 2 respectively. We thus focus on proving property (C). Part (i) is easily obtained, since the l 2 wavelet model has a Jacobian JΦ(x) that is linear with respect to x, and therefore it has absolutely continuous density relative to the Lebesgue measure.
Part (ii) is proved by directly controlling
1 , which only vanishes when |x| is a constant vector. Therefore, for y = (α, Λ d α), Φ −1 d, (y) does not contain those points for sufficiently small . Let us now show part (iii). The Jacobian matrix in that case is given by
with j ≤ K. We proceed by induction over the scale K. Suppose first K = 1. Since h j has compact spatial support, its Fourier transform only contains a discrete number of zeros. Denote by ∆ j the spatial support of h j . We can thus generate all but a zero-measure set of unitary signals z with z s = e iθs , s = 1 . . . ∆ j from the uniform measure over x using z = x h j |x h j | . In the uniform phase space defined by θ 1 , . . . , θ ∆ j , the event |detJU (X 1 )| ≤ y has a probability proportional to y, since it is equivalent to
Suppose now the result holds for the K − 1 filters in the family with smallest spatial support, and let us show how to extend it to an extra filter h K with strictly larger spatial support. Among the variablesX ∈ R 2∆+1 , a subset of them, say R K , only affect the K-th output corresponding to filter h K . It follows that a set S ⊂ R K with shrinking measure necessarily introduces constraints on the variables in R K , and therefore P (Z ∈ S) ≤ |S| 1/K .
C Proof of Theorem 3.4 C.1 Proof of part (i)
We prove this result by induction on n. µ 0 is stationary by construction. Suppose now that µ n is stationary. From (31), µ n+1 = ϕ n,# µ n , with
and since T u is linear,
since T u = T −u and T u • T −u = 1. It follows from (67) that
which proves that ϕ n is translation equivariant. Moreover, we verify that if ϕ is a diffeomorphism that is translation equivariant, then ϕ −1 is also translation equivariant. Indeed, let x a u = ϕ −1 (T u x) and x b u = T u ϕ −1 (x). We have
but since T −u • ϕ ≡ ϕ • T −u and it is a diffeomorphism, hence injective, it follows that necessarily x a u = x b u for all x and u. Finally, using the definition of pushforward measure, µ n+1 = ϕ n,# µ n , for any measurable A, the induction hypothesis yields
which shows that µ n+1 is also stationary .
C.2 Proof of part (ii)
Let us first show how the strict saddle condition (32) implies that the minimisation E y (x) has no poor local minima. The statement follows directly from [25] , which show that when the saddle points are strict, gradient descent does not converge to those saddle points, up to a set of initialization values with Lebesgue measure 0.
Observe that a critical point x such that ∇E y (x) = JΦ d (x) T (Φ d (x) − y) = 0 necessarily falls into two categories. Either Φ d (x) = y, which implies that x is a global optimum, either x is such that JΦ d (x) T v = 0 with v = Φ d (x) − y = 0. We verify that assumption (32) implies that in that case x is a strict saddle point by observing that the Hessian of E y satisfies
Since µ 0 is absolutely continuous with respect to the Lebesgue measure, we can apply Theorem 2.1 from [29] , and establish that gradient descent does not converge to any saddle point with probability 1.
Let us now prove that the hypothesis that |JΦ d (x)| > 0 for x ∈ Φ −1 d (y) with y ∈ Φ N N (I Λ d ) • , together with the strict saddle condition, implies that the gradient descent sequence x n has a limit lim n→∞ x n (that may depend upon x 0 ). For that, we will apply the following result from [1] :
Theorem C.1. If E(x) is twice differentiable, has compact sub-level sets, and the Hessian ∇ 2 E(x) is non-degenerate on the normal space to the level set of local minimisers, then lim n→∞ x n = x ∞ .
Indeed, since Φ d satisfies assumption (B), it follows that the sublevel sets of E y , {x; E y (x) ≤ t} are compact for each t. We need to show that the Hessian of E y is non-degenerate on the normal space of Φ d (y) has positive d − K-dimensional Hausdorff measure, hence it is sufficient to show that ∇ 2 E y (x) has K strictly positive eigenvalues when x ∈ Φ −1 (y). But by definition,
Therefore, if |JΦ d (x)| > 0 for x ∈ Φ −1 d (y), we can apply Theorem C.1, and conclude that the iterates x n from the gradient flow have a limit, for each x 0 ∼ µ 0 .
We have just proved that Pr µ 0 {(x n ) n is Cauchy} = 1 , or, equivalently, that X n ∼ µ n is almost surely Cauchy, which implies [31] that µ n converges almost surely to a certain measure µ ∞ . Moreover, since lim n→∞ ∇E y (x n ) = 0, the strict saddle condition implies that x n does not converge to saddle points, , so we conclude that necessarily µ ∞ Φ 
C.3 Proof of part (iii)
We first compute how the entropy is modified at each gradient step. By definition of the pushforward measure, for any diffeomorphism ϕ and any measurable g E x∼ϕ # µ g(x) = E x∼µ g(ϕ(x)) .
Also, from a change of variables we have, by denotingμ = ϕ # µ,μ(x) = |Jϕ −1 (x)|µ(ϕ −1 (x)) , and thus logμ(x) = log µ(ϕ −1 (x)) − log |Jϕ(ϕ −1 (x))| .
It follows that −E x∼μ logμ(x) = −E x∼µ log µ(x) + E x∼µ log |Jϕ(x)| and hence H(ϕ # µ) = H(µ) − E µ log |Jϕ(x)| .
The change in entropy by applying the diffeomorphism is thus given by the term E µ log |Jϕ(x)|, and thus the entropy of µ n is given by H(µ n ) = H(µ 0 ) − n ≤n E µ n log |Jϕ n (x)| By definition, the Jacobian of ϕ n is
We know that Φ is Lipschitz, which implies that JΦ(x) ≤ β, and that ∇Φ is also Lipschitz, meaning that nabla 2 Φ k (x) ≤ η for all k. Applying Cauchy-Schwartz, it follows that
Similarly, we verify that the space spanned by o j , j ∈ C, cannot have full rank K. Indeed, if that were the case, the first order optimality condition (75) reveals that v should be orthogonal to all directions o j , j ∈ C. Since this system has rank K, this contradicts the fact that v = 0.
Suppose then that some j ∈ C is such that o j is in the convex hull of C. Since rank({o j ; j ∈ C}) < K, there exists another direction in the convex hull of C that is not in C, say o 0 . Denoting by u = Φ d (x), the orthogonal projection of C into the subspace U spanned by u and o 0 is also a cone, which also satisfies 0 < o 0 , u < 1. By abusing notation, we still denote by y the orthogonal projection of the original y to U , which is in the interior of C. The first order optimality condition requires that The inequality is an equality if and only if for any fixed n, the product x(u) ψ j,q (n − u) has a constant phase when u varies. Since x(u) is real, its phase is either 0 or π. It implies that ψ j,q (n − u) has a phase modulo π which does not depend upon u when x(u)ψ j,q (n − u) = 0. The phase of ψ j,q (u) = 2 − j ψ q (2 −j u) is ϕ q (2 −j u) so ∀u ∈ Λ d , ϕ q (2 −j (n − u)) = a(2 −j n) + kπ if x(u) ψ j,q (n − u) = 0 with k ∈ Z . (77)
The theorem supposes that
If 2 −j |u − u | ≤ 2α then for n = (u + u )/2 we have 2 −j |n − u| ≤ α and 2 −j |n − u | ≤ α, so ψ j,q (n − u) = 0 and ψ j,q (n − u ) = 0. If the inner product ω q .(u − u ) is not zero then (78) implies that |ϕ q (2 −j (n − u)) − ϕ q (2 −j (n − u ))| > 0. So if x(u) and x(u ) are non-zero (77) implies that |ϕ q (2 −j (n − u)) − ϕ q (2 −j (n − u ))| ≥ π.
It results from (78) that if 2 −j |u − u | ≤ 2α then 2 −j β|ω q .(u − u )| ≥ π, which proves (46).
