Here I present a new discrete model of quantum mechanics, in which particle movement is described by a directed space-time graph with attached 4-spinors, but without any continuous wave functions. These graphs only consist of few spacelike edges, for bounded states the number is in the order of the quantum numbers and interactions only take place at the nodes. The fundament is an extremal principle for a "lagrangian sum", from which both "field-equations" and "equations of motion" are derived, so the states (including the grid points) are completely determined. As important demonstrations of the model, the dirac-equation for the atom (spectra, sommerfeld-levels) is solved and the correct equations of a moving particle under lorentz-force are derived. I hope, that this new approach will help, to overcome some problems of current quantum mechanics.
Introduction
In this paper, I propose a new discrete view to the quantum world, without the use of a wave function concept.
The wave function was introduced by Erwin Schrödinger around 1925 to describe quantum mechanical states, like electrons inside an atom, for which classical descriptions failed.
However, there is a long, unceasing discussion about the interpretation of this wave function, especially for the measurement process ("collapse" of wave function) (see e.g. [1] pp. 40, for a comprehensive discussion). On the other hand, it seems paradox, that the description of discrete quantum states (like energy levels of an atom) required the invention of a new continuous field. This new field has the additional strangeness, to be 'not physical', i.e. is not directly measurable, like all other known fields.
Additionally, the current QED-theory has severe difficulties arising from indefinite integrals, which have to be eliminated by some mathematical tricks (renormalization). Many physicists believe, that these are at least suspicious (see e.g. [5] , p. 458, [2] , pp. 166). As far as I see, the theory presented here, does not show any indefinite values.
In this paper, I deal with the special relativistic quantum mechanics for electromagnetic interactions of spin-1/2 particles, i.e. Dirac equation and their solutions, where the wave function is a 4-dimensional complex field.
There exist several proposals to introduce 'discreteness' into quantum mechanics. Most of them introduce a space-time lattice at the Planck-scale, of about 10 −33 cm and 10 −44 s. These scales are assumed to play an important role in general relativistic quantum gravitation, which is not considered in this article. However, due to the smallness of these units, it is not to expect to find consequences of the lattice structure with currently available measurement techniques. The quantum fields in these theories mostly appear as continuous approximations of discrete lattice fields.
My approach is different to the above described, since it considers discreteness at particle wavelength scales (∼ 1/m for timelike edges, comptonwavelength), i.e. much larger, so it is directly related to the quantum nature of the particle. On the other hand, I do not describe the whole space-time as a gridded structure, only the movement of the elementary particles should be considered as not being continuous but in finite steps. There might exist an underlying Planck-scale grid, but this is not needed in the following considerations. 1 In this theory, the (moving) particle is described as a set of space-time points, with finite space extent and, of course, infinite time extent. Attached to each time-like edge is a Dirac-spinor (as a constant) which replaces the continuous spinor field.
It turns out, that the number of points required to model e.g. the energy levels of the atom, is only in the order of the quantum numbers. In this (stationary) case the time-edges of the graph are simply equal and the space edges are constant. In nonstationary cases, however, also bifurcations and combinations are imaginable, but these are not considered in this article.
The equations for both grid-points and spinors are derived from an extremal principle of one general sum-function. This seems to be the most appealing aspect of this new theory, since all discrete theories, known to me, use preset, fixed grids, which are not influenced by the fields.
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This extremal principle resembles a Lagrange functional, which is widely used in elementary particle physics theory. Here, the Lagrangian is replaced, of course, by a sum over the space-time grid and the variational principle simply maps to the variations of the points and spinors. In general, the resulting equations are, however, of implicit structure.
To show the correctness of the theory two important cases are discussed and computed below: the stationary electron in the Coulomb-field (atom) and an electromagnetic acting particle in nonstationary case (accelerated by Lorentz-force).
A last word to the structure of this article. Some of the evaluations are not strictly needed in this paper, esp. the simple start cases. However, it is to expect, that many readers are not very familiar with the unusual notations used here, so I think it is always better to start with the simplest possible cases and then proceed to the more complex states. The intention of the quite voluminuous appendix is, to illustrate the correspon-4 dencies to current theories and formalisms.
Notations and Transformation Formulas
In contrast to the usual description of Dirac-spinors as 4-spinors, I use a slightly different notation by 'spinor-matrices'. These are complex 2x2-matrices, i.e. they have the same dimensionality. In the appendix it is shown, that both notations are equivalent for the Dirac-equation and classical relativistic electromagnetism. The main reason for using this form is, that all entities are represented by the same algebraic structure, and many of the following equations are much more concise, than in component notation.
General 2x2-matrices are denoted with uppercase letters P, Q, S, . . .. The usual operations with the matrix P = a,b c,d here are written as:
−c, a : adjuncted matrix of P ,
• P P = |P |I = ad − bc : the scalar determinant,
• T (P ) = a + d : the scalar trace.
Both 4-spinors and Minkowski vectors and also lorentz-transformations are represented by these matrices.
A Minkowski-vector is in this formalism represented by a hermitean matrix, and here denoted by boldface (upper-and lowercase) letters M † = M. It has, of course, 4 real components, which can be mapped to space time coordinates (t, x, y, z) in the following way (see e.g. [6] , pp. 16) :
where σ i are the usual Pauli-matrices.
lorentz-transformations are represented by unimodular matrices T, |T | = 1, and thus have 6 real degrees of freedom. Ordinary space rotations additionally fulfil the condition T † = T , leaving 3 free real degrees 5 , Space-time grids are commonly used to solve partial differential equations, e.g. numerically. Then integrals (e.g. the lagrangeian functional) are represented as sums. Usually, the gridded structure is viewed as approximation of the continuum, and the smaller the edges are, the better the approximation. In this theory, I try another point of view: the grid represents the quantum state and the differential form is the approximation. In fact, it turns out in the following, that e.g. to describe bound states in the atom, that there exist "minimal grids", which suffice to represent the exact states in the dirac-theory.
In this chapter, I consider a regular space-time grid of Minkowski matrices {x ik }, where the first index should mark space-like edges, while the second index k stands for time steps (k = −∞ · · · ∞). The regularity condition here means, for any time index k there exist n nodes: i = 1, . . . , n and that for any i, j, k should hold |x ik − x jk | < 0, and for any i, k: |x i,k+1 − x i,k | > 0 and also
Additionally, each timelike edge will have attached a (constant) spinor matrix: (x ik − x i,k+1 ) → P ik . To describe electromagnetic interactions, one introduces the vector potential A, which has the values A ik def = A(x ik ) at the grid points. With these sets I build one "Lagrangian sum":
with real β, performs a (t, z) transformation. 7 The above condition T † = T = T −1 then leads to M → T MT −1 , consequently the trace of T (M) = 2t is invariant i.e. t = const. as required 8 |M| → |T |||M|T † | = |M|, since |T | = 1 9 m denoting particle mass, e electrical charge and ℜ() the real part of a complex number
To visualize the kinematic terms (first and second term) of this sum, the following picture is used, where the spatial extent number is set to n = 2 (the time axes is drawn vertical): At first it is to state, that this sum fulfils all requirements for a "Lagrangian": it is a real scalar and invariant under all minkowski transformations. It is obviously scalar, by construction. To prove the reality of L, I state that:
• for any minkowski vector A holds trivially: T (A) = real,
• expressions P P † and P Q † + QP † are always minkowski vectors,
• for any two minkowski vectors A, B holds: T (AB) = real, due to the symmetry relations
• from the symmetry relation T (AB) = T (BA) follows for any matrices ABC, . . . , X the circular relation T (ABC . . . X) = T (BC . . . XA) 10 The circle in this figure stands for the hermitean conjugated expressions:
Since all factors are minkowskian matrices and ℜ(|P |) is always real, the complete sum is real.
To prove Minkowskian invariance, we state, that the epressions x −1 and A transform withT
The extremal principle now considers the sum L as a function of all inner variables x ik , P ik , whereas possibly some boundary variables have to be fixed, to account for initial conditions:
Simplest Case
To demonstrate the method of deriving the "field equations" and "equations of motion" from this principle, I start with the simplest case: no electromagnetic potential (A = 0) and only one spatial index n = 1. This model represents a freely moving spin-1/2 particle.
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Then the spatial index can be omitted, and the second and third sum in equation (4) are zero.
It remains the sum:
This sum is obviously invariant under the "local" transformations
12 That means, the spinors P k are determined only up to these factors by the following equations (gauge invariance).
At first, I consider the variation of one specific P k , in this sum.
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For the variation of the real part of the determinant, is used: 2ℜ(|P |) = |P |+|P † | and
therefore results from substitution P k → P k + δP k the variation
To simplify the formulas, I define an auxiliary variable v k def = (x k+1 − x k ) −1 , so equation (9) writes (after using the above circularity relations for the trace):
As usual, the variations of δP k and δP † k are considered as independent, therefore both terms must vanish. An expression T (XY ), however, can only vanish for any matrix X, if Y = 0 holds. So the two (equivalent, since by definition v = v † ) equations result:
Both equations force that, since
implying that the motion vector is a timelike vector of the constant length 1/m.
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The second variation (which has no correspondence in current theories) varies x k . For this, it is needed to state, that for small δx << x holds (see appendix)
The variation of x k influences only v k and v k−1 (by their definition) and leads to
The variation of L in (7) is consequently (second line by circulation):
Again, this expression must vanish for arbitrary δx k , leading to
Inserting equations (11) twice, results in
. This is fulfilled by the condition P k = P k−1 S, with an arbitrary matrix, that obeys SS † = I. On the other hand follows from equation (15):
that says, that the movement vector is constant over time, as it should be.
The result of above computations is, that the particle "moves" in jumps with a constant time-space vector x k+1 − x k = ∆x, which is related to the particle wavelength by |∆x| = 1/m. The Minkowski vector v k = const. is therefore to identify with the relativistic energy-impuls vector p = (ε, p), where ε denotes the energy and it holds |p| = ε 2 − | p| 2 = m 2 .
Stationary Case
This case describes bound states, e.g. an electron in an atom. I will show in the following, that it leads to the correct energy spectrum. The goal is again, to utilize equation (4).
The grid for this case is considered as time invariant, i.e. it is claimed x i,k+1 − x ik = τ , where τ = real, τ > 0 is a constant time step (its value follows from the equations below). The spacelike edges shall be pure space vectors (traceless matrices):
Additionally, it is set for all i, k; P i,k+1 = P i,k S with an (for the present) arbitrary, constant matrix S, only obeying SS † = I.
The sum (4) then becomes, if all time indices (k = 1) are dropped, also summation over k and the external field is time invariant
Again, to simplify the formulas, I introduce a set of auxiliary variables u ij
The antisymmetry of the factor u ij in second term of the sum in i, j leads to a simplification, e.g. the summands for the pair 1, 2 are:
Thus, I set an additional condition on S:
16 S † = −S and equation (17) simplifies to (here also 1/τ is replaced by ε)
The variation of P i is carried out like in the last section and leads to the "field equation" (a system of n linear equations for i = 1, . . . , n):
This equation gets equal to the Dirac-equation for the stationary case, if the "operator" i =j u ij is replaced by the spatial derivative (∇-operator) and 16 together with SS † = I this forces S = ± i,0 0,−i 17 Note, that the sum in this equation, in contrast to the sums above, is simple, since i is fixed.
P i by the spinor wave field at point x i . This correspondence is shown in the appendix.
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Again, I consider a second variation of the grid-variables x i . The "equations of motion" derived with this method, in this case result in the determination of the grid. Again, this procedure has no counterpart in the present theories. Please consider again, that this variation does not affect the spinors P i ! In next section I will show, that it will produce the correct quantum states for the electron in Coulomb-potential (where eA = eV = α/r = scalar).
For the variation of x i in the sum (19), firstly it is needed, that
where ∂ is the minkowskian differential operator (explicit representation given in the appendix). The variation of u ij = (x i − x j ) −1 is again
It results for the variation of x i , when another auxiliary variable
From the demand δL = 0 for all δx i (with operations like in previous section), results the equation
The combined solution of (20) and (24) is then the expected quantum state, which also determines ε as to see in the following examples.
However, sometimes it is easier to use another method, that obviously leads to the same results. It follows (directly from eq. (20)), that L = 0 holds. Then L(ε, p 1 , p 2 , . . .) = 0 is an implicit equation for ε (p i subsumming all free variables, here simple reals). Since L shall be extremal with respect to all other parameters p i it follows ∂ε ∂p i = 0, so ε(p 1 , . . .) itself must be extremal (usually minimal).
18 If one consideres this equation as a classical eigenvalue-problem for ε (given x i and A i ) it has, of course, at least n solutions ε i and eigenvectors (at most 4n, since every matrix-equation is actually 4 scalar equations).
19 see appendix for a short explanation. 20 the differential operator here operates only on the external field A, of course, since P i is considered as a constant.
Electron in an Atom
In the usual approximation, the atom nucleus shows a coulomb potential, leading to scalar eA = eV (r) = α r , where α denotes the "finestructure constant" and r = x 2 + y 2 + z 2 the euclidian distance to the center (in matrix notation r = −|x|).
Ground State
At first, I start with the simplest case: the ground state in an atom, and will show, that the above formulas lead to the correct energy.
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This state will be described with only two points (n = 2)
22 :
. However, as explained in the following general section, this edge is counting twice, giving a factor of 2, so equation (20) reads:
Then one substitutes P 2 = QS (it follows P 2 S = −Q) and omit the other index
This set can be generally solved, however, for shortness here I consider only the special case r 1 = r 2 = r. Then both equations can be simply combined by addition, which results in one equation for B def = P + Q:
By taking the determinant on both sides results:
since the determinant of the first factor (a hermitean matrix) is real, also |B| must be real and can divided, leaving
Since |x 1 | = |x 2 | = −r 2 holds, by triangle formulas one gets:
21 This chapter is mainly intended as a starting point for the general, quite complex case, thus it is not fully general solved 22 It should be possible, to show, that for n = 1 no stationary solution exists. 23 consider, that u is a traceless matrix by definition, so u = −u
As explained above, this expression is to extremize with respect to r, h, which after simple computations gives 24 immediately h ! = 0 and r
αm and finally the correct energy of the ground state:
4.2 Simplifications of Equation (20) for Coulombpotential
To solve the equation (20) we first rewrite it for coulomb-potential, by using the auxiliary variable ε j def = ε + α/r j , and the same with conjugation
By defining P
i )S and addition/subtraction of both equations one gets:
At this stage the schrödinger-approximation is easily feasible, by setting ε i + m ≈ 2m in the second equation. However, I want to present the precise result here.
Space-Grid for the General State
The idea of this section is, to present the grid, that leads to the correct quantum states of an atom. Obviously there exist many other grids, regular and nonregular ones, that are not considered here. There are several hints, however, (and I think, it should be provable in general) that this is the only one, that fulfils the extremal conditions. Let x i = r i p i , with |p i | = −1 as unit vectors. The grid then should consist of n spheres with r i = r 1 , .., r n . Each sphere shall have the same set of p i , i.e. the spheres, mapped to unity, are equal.
The representation of the unit sphere is, with spherical coordinates
24 only the + sign of the root gives for positive α (attractive potential) an extremum 25 consider u = −u, u † = u and S † = S. 26 Note, that P + and P − herein are no general matrices, but must by definition obey:
(P + ) † = P + and (P − ) † = −P − . Therefore, this set of equations can represented with quaternions, with methods described in the appendix.
On the unit sphere, I consider 2m × l (m, l ≥ 1) gridpoints, regularly arranged in l latitude circles, where each circle has 2m points. Each gridpoint is thus represented by a pair of ϑ i , ϕ j (i = 1 . . . l, j = 1 . . . 2m). As edges on the sphere are considered only those that connect points on the same latitude or longitude circle. So every point is connected with 2m − 1 + 2l − 1 = 2(m + l − 1) egdes (since 2m is equal, also on each longitude cirlce are 2l points).
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It can be shown (e.
This set is obviously related to spherical harmonic functions, and also extremal for a certain functional, but the detailed evaluation will be omitted here.
Two points on different spheres r i = r j also should only be connected by an edge, if they have the same spherical coordinates.
Derivation and Solution of the Radial Equations
To solve the equations (33) one now makes the simple ansatz (where f i and g i should be real constants and only depending on the radial index)
Considering that on radial edges holds x i − x j = p i (r i − r j ), introducing the auxiliary variables ε ± i def = ε i ± m and inserting the above in (33) one gets:
At this point, I want to emphasize the correspondence to the radial differential equations, derived from diracs-equation, with similiar presumptions, namely they read:
g. [5] ). The detailled discussion of this and also the connection of the both associated lagrangeians is given in the appendix.
Here I will straightforwardly proceed to the solution. The lagrangein sum, which reveals these equations, is obviously (it could, of 27 the opposite point on the same latitude circle counts twice here, since it is on both circles 28 S should denote the sum over all edges on the unit sphere described above 29 the second equation can be derived from the first, if one uses
30 This is not the fully general solution, of course. 31 Note, that the sums are only over the radial index, from here on course, have been derived directly from eq. (19) using the same formulas as above)
The second variation, which considers the r i , additionally gives (for all r i )
The equations (37) set up a system of linear equations, which can be considered as eigenvalue problem for ε (if all r i are fixed). Together with (39) they form a set of 3n equations for the 3n + 1 variables r i , f i , g i , ε. Since the first system is linear in f i , g i and the second bilinear, however, they are normalizable, consequently the number of equations equals the number of variables, indicating that only discrete solutions exist.
For n = 1 the (correct) solution can be derived directly, giving
For the general case, it turns out, that a simple linear ansatz for the f i , g i , where a, b, c, d are real constants
and a set of r i , obeying the equations (with two parameters λ, γ)
gives a solution which results (after longish computations) in the correct formula for the energy levels, where n r = n − 1 is the radial quantum number (see e.g. [5] , p. 126):
Electron under Lorentz-Force
This section is intended, to demonstrate the working of the method for one non-stationary case.
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32 The proof is, to derive L by f i , g i which gives (37) 33 Consider, that dε ± i /dr i = −α/r 2 i and the double sum contains each term twice. 34 These equations are related to laguerre-polynoms, and discussed in the appendix 35 The parameters are then γ = √ κ 2 − α 2 and λ = √ m 2 − ε 2 36 To tackle problems of this type as initial value problem (e.g. numerically), one should consider the following method. Suppose the three consecutive points x 1 , x 2 , x 3 are used (and the associated spinors P 1 , P 2 ). Then one varies the inner point x 2 , resulting in set of equations like the discussed below. In this set, the initial values of x 1 , x 2 , P 1 are inserted, which eventually results in the formulas for x 3 , P 2 .
I consider here the same case as in eq. (7), except that also an electromagnetic field is present, i.e. again with n = 1 (no spacelike edges) and
The "field equations" become similiarly:
By taking the determinant on both sides of this equation immediately follows, that |P k | must be real 38 and consequently it must hold for all k (one may call this "energy conservation"):
The second variations for x k result in:
Please, consider again, that the set of equations (44) and (46) must be solved simultaniously. By multiplying (44) from the right with P † k and (v + eA) −1 from left one gets
Inserting this and the corresponding term for P k−1 P † k−1 in (47) and omitting terms ∼ e 2 A 2 gives (after division by m):
37 Again this sum is obviously invariant under the "local" transformations P k → P k S k , when
and |S k | = 1. I.e. the spinors P k are determined only up to these factors by the following equations. This is a partial analogy to gauge invariance of standard dirac theory, except the vector field A is not transformed here.
38 consider |v + eA||P | = m 2 |P | * and |u| = real for any u 39 This simple equation, however, reveals some important new issues: E.G. adding a constant offset to A (which does not affect the classical lorentz-force) here changes the grid and modifies the results. It seems, that appearently no full gauge invariance can be derived for this theory. For small fields, however, the results are equal to the classical case.
Then for example, consider the simplest case: a resting particle in scalar potential A = U (x). Then eq. (46) reads: ( Reordering gives (after a bar-operation):
Now with v −1 k = x k+1 − x k (by definition) the approximations are used:
Now the equation for the fieldtensor F (at point x k ) is used (see appendix), which obeys uF
Since one cannot generally claim |P k | = |P k−1 | (which case could be easily solved), the symmetrical ansatz (which is always possible, of course) with a new real variable λ: |P k | = 1 + λ, |P k−1 | = 1 − λ is used. Also, for shortness a new auxiliary variable q
To determine λ, this equation is multiplied (from right) withq =v
and then taken the trace, so all terms with F vanish (since F +F = 0). It remains
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To state the approximation of lorentz-force it remains to explain, that the relativistic velocity vector u = dx/dτ is discretized as 44 42 since λ << 1 is supposed to be small, only the dominant term ∼ λ is considered, which isv ∼ m 43 Here are the approximations of eq. (46) |v + eĀ| ≈ |v| + eT (vA) ≈ m 2 are used. For the special case v,Ā beeing orthogonal T (vA) = 0 (this is e.g. holds for slow particles in magnetic field) from energy conservation follows |v| ≈ m 2 = const., and consequently λ ≈ 0.
m u and the lefthand side of eq. (54) is actually an (discretized) acceleration vector:
Finally results the equation of lorentz-force (see appendix) with small corrections
(57)
Open Questions and Discussion
Of course, there remain many open questions, eg:
• Is it possible, to simplify the lagrangian sum (4), e.g. combine timelike and spacelike terms, and find some kind of explanation for it, except "it works"?
• How can bifurcations and combinations be described in this theory? In general, due to the implicit nature of the formulas, this should be possible.
With these effects, it should be feasible to describe emission and absorption processes, and the model of a photon should arise.
• How are antiparticles described in this theory?
• How is gauge invariance represented here?
• Is it possible, to embed this theory into the framework of general relativity, e.g. quantum gravity?
• How are many-particle systems described? 45 The correction term is a result of the finite discretization and vanishes, if the limit |∆x| → 0 i.e. |v| → ∞ is applied.
A Dirac-Equation in Matrix-Notation versus usual Spinor-Notation
As stated above, I will show here, that both notations are equivalent. For this purpose, I start with the conventional representation for 4-spinors:
There ψ is a 4-column vector, and the γ µ are 4 × 4 matrices. Here, I use the weyl-representation for the γ µ :
, and
Then the 4-spinor is decomposable into two 2-spinors ψ = Ψ Φ , which transform independently, but different (see below) under lorentz-transformations, and obey from eq. (A.1):
explicitely:
Then the equations (A.3) read:
The lorentz-transformation T , |T | = 1 operates here as follows on the entities:
Then the equations (A.6) are obviously covariant under this transformation.
As usual, an electromagnetic interaction is introduced by the substitution 
Note, that according to above definitions P transforms consistently with P → T † P under lorentz-transformations and the equation (A.11) is obviously covariant. The stationary case is given with the ansatz P (r, t) = P 0 (r)U (t), with
0, e iεt , which (since ∂ t P = −εP S) results in:
B Relativistic Electrodynamics in MatrixNotation
I will shortly sketch here the basic equations of relativistic electrodynamics in matrix-notation without explicit proofs. Each equation can be checked, e.g. by converting it to usual component notation.
49 the reason is, that the bar-operation means spatial inversion (x, x, z) → (−x, −y, −z), and that is equal to the combined operation of transposing (i.e. y → −y) and a rotation around y of 180?, given by T = iσ 2 50 trivially, sinceσ = −σ,
. 52 since the scalar ∂t commutes with P 0 , also U commutes with S and U † = U .
The tensor of electromagnetic field is defined from the vector potential by:
It is a traceless matrix (F + F = 0, by definition) and obeys the transformation rule F →T † F T † . It can be decomposed into a hermitean and anti-hermitean part, that are the electrical and magnetical field vectors, which both are hermitean, traceless matrices (E † = E, B † = B):
Therefore, it is obvious, that both transform independently under spatial rotations, but are mixed under special lorentz-transformations.
The maxwell-equations are simply (with J as current, also hermitean)
and the equation of continuity (follows from last eq. with F +F = 0) reads as
Finally, the lorentz-force on a particle with mass m and electrical charge e, that is moving with the relativistic velocity vector u = dx/dτ 55 results in an acceleration vector a = du/dτ :
At last, I have to derive an identity for the last term of above equation, valid for arbitrary u, which is used in the section 5:
53 Contrary to usual notations, here differential operators like ∂ can operate to the right, resp. left. In ambiguous cases, therefore the operand should be marked.
54 these are actually 8 real equations, for the real and imaginary parts! 55 τ is the eigentime, given from dτ = |dx| 56 The orthogonality of a, u is written as T (aū) = 0 and follows directly from (A.17). 57 Note, that T (∂A) = T (∂Ā).
C Differential Calculus and Approximations for Matrices
The formulas stated here are standard vector analysis, they are shortly listed here for readers, not so familiar with the notations in this paper.
The total differential for any field (matrix or scalar) U is given simply by
The simple explanation is, that the scalar invariant is explicitely written:
One often above used approximation is for the expression (X + δ) −1 , where X, δ are both matrices, with |X| >> |δ|. However, the following approximation holds for any algebra. One states
D Matrix-Notation and Quaternions
Quaternions offer an elegant method for many computations, especially on the unit sphere and generally with space rotations. They are representable by the sub-algebra of matrices, obeying Q † = Q.
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The general form is obviously, with arbitrary complex a, b:
To represent a space vector v with quaternions, one uses Q = iv, which is obviously a quaternion, since v = −v.
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The quaternionic units (i, j, k) are consequently equal to (iσ 1 , iσ 2 , iσ 3 ), giving (an arbitrary real s can be added, since it is not changed by rotations):
The norm of a quaternion is always a positive real:
Ordinary space rotations are directly represented by normalized quaternions, following from T † = T (i.e. also T T † = T † T = 1), and consequently the whole apparatus of the 3-dimensional vector space can be drawn with quaternions. 58 The expansion (1 − δ) −1 = 1 + δ + δ 2 + · · · can be easily checked by multiplying both sides with (1 − δ). It converges, if limn→∞ δ n = 0, which is guaranteed by |δ| < 1 59 It is trivial, that any product of two quaternions is a quaternion again. 60 minkowski matrices with time components, however, cannot be represented directly.
E Orthogonal Polynoms and

LagrangeFormalism
This chapter is intended to illuminate the general correspondencies between eigenvalue problems (represented by Lagrange-ians) and orthogonal polynoms.
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In fact, this relationship was the motivation to engage in the above theory. It shows, that many problems of mathematical physics, described by eigenvalue problems, can be reduced to small sets of equations for the roots of corresponding orthogonal polynoms.
The radial equations for the electron in the atom are used here, as especially related example, yet there exist many other applications. All following refers to the one-dimensional case, however.
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For more than one dimension, there will probably exist similiar methods.
In the following, I will sketch some major relations for OP. Many of them (but not all), can be also found in standard textbooks, but derived with different formalisms.
Definition: an OP of degree n : P (n) (x) is the (unique) 63 polynom, associated with an interval [a, b] and a weight function w(x) ≥ 0, x ∈ [a, b], that is orthogonal to all polynoms Q(x) of degree q < n, i.e.: It follows immediately, that two OP of different degrees n, m: P (n) , P (m) , are orthogonal (one is a polynom of lower degree).
In the following, the superscript of P (n) and the integral boundaries [a, b] are omitted, however, since they are considered fixed.
where all x i are real and distinct. Now one defines n associated partial polynoms to P , each of degree n − 1:
. . , n, see e.g. [4] , pp. 502.
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Then by definition, P is also orthogonal to all P k . The partial polynoms P i are also mutual orthogonal ( wP 1 P 2 = 0). This is easy 61 Orthogonal polynoms are mainly used in numerical mathematics, e.g. to compute integrals. Their usefulness in problem solving is widely unknown, however.
62 Thus all variables in this section are simple reals. 63 unique up to a constant factor, of course. The roots, however, are unique. 64 Thus, it roots can be computed e.g. with the following n conditions:
65 They are proportional to the lagrange-polynoms, which are defined as
to see, if one expands e.g.
Additionally, one defines partial polynoms P kl of degree 2 (and similiarly of higher degrees):
With these definitions, I state some important equations, which can be easily proved with standard methods:
One now considers the master integral
It is very easy to show, that this integral is minimal w.r.t all x i : 67 at first it is stationary, since One can now (uniquely) expand an arbitrary polynom f (x) of degree ≤ n−1 by the partial polynoms P i , with n constants f i :
(A.28)
Then for two arbitrary polynoms f, g (of degree ≤ n − 1) and a linear function µ = a + bx, easily follows (with µ i def = µ(x i )):
66 The • mark stands here and sometimes in the following for omitted factors, to make the products more readable. Also, the subscripts 1, 2 here denote arbitrary, but different indices from interval 1, . . . , n.
67 It is then minimal among all polynoms a i x i with highest coefficient an = 1 68 This formula is widely used for numerical integrations, however the determination of the coefficients ρ i is often quite complicated. In the following, I will show a much simpler way to compute them, which I have not yet found in the literature.
In fact, this formula means, that every polynom of degree ≤ 2n − 1 can be integrated exactly by its values at the n grid points x i .
All OP also obey a linear, second order differential equation (with λ as eigenvalue):
Here u = u 0 + u 1 x + u 2 x 2 is a polynom of degree ≤ 2, which must not have any zeros in the interval [a, b] and v = v 0 + v 1 x is linear.
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If then the ansatz y = P (x) = (x − x 1 ) · · · (x − x n ) is made, at the zeros obviously must hold [uy ′′ + vy ′ ] x=x k = 0. With y ′ (x k ) = P k (x k ) and y ′′ (x k ) = 2P k (x k ) i =k 1 x k −xi results a system of equations for the zeros:
The proof, that the polynom P = (x − x 1 ) · · · (x − x n ) then fulfils equation (A.30) is quite simple: Since uP ′′ + vP ′ is a polynom of degree ≤ n, and has (following above relations) zeros at all x k and therefore must be proportional to P . With the help of above relations, the extremal principles can be investigated. Here I consider, what I call "dual eigenvalue" problems, e.g. of the type of the radial dirac equations, where there are two functions to variate independently (the name of the variable x is changed from here on to r). The lagrangian 69 By this representation, all OP systems can be easily classified. Some important examples are: legendre-, tschebyscheff-, jacobi-, laguerre-and hermite-polynoms. 70 The eigenvalue can be easily computed from the coefficients of x n : λn = −n(n−1)u 2 −nv 1 . 71 which holds for any polynom u(x) of degree ≤ 2 72 The value of k can be computed by evaluating the integral wuP ′2 , then follows k = − [5] . Now the polynomial ansatz is made, with a common factor ϕ(r): f = ϕF , g = ϕG, where F, G shall be polynoms of degree n − 1 (it is presumed to be possible, here), resulting in:
Since ra, rb, rc are linear expressions of r, one uses the weighting function w(r) = ϕ 2 /r, so the factor in the integrand becomes a polynom of degree 2(n − 1) + 1 = 2n − 1, and the above calculus can be applied: 73 With standard variational methods, one easily proves, that it is equivalent to the pair of first order DGL: f ′ + af = cg and g ′ − ag = bf. 74 The derivations of ϕ cancel out. 75 The ansatz-factor function ϕ(r) is then ϕ = e −λr r γ .
