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AprilTags are an artificial tag that provides pose estimation. Commonly, it is used to
determine global coordinates of a space so that robots can determine where they are
within the area. In this project, however, the AprilTags were attached to a specific object
needing to be moved. The scope was to verify the robustness and functionality of the tags
in order to determine the plausability of them being used for a Pharmacy application.
The Pharmacy is a highly crucial part of the hospital system and the time of the Phar-
macists is of the upmost importance. One of the tasks of a Pharmacist is to unload the
boxes of medication from delivered orders and organise it into the dispensary. Robotic
arms already exist to help with the retrieval and stocking in the dispensary. However,
the process of sorting the delievered orders has not been automated and this is a time-
consuming task for a Pharmacist or Pharmacist assistant. Hence, the thought towards
verifying the functionality of AprilTags was to determine whether they could be used on
medication packaging to potentially automate the process of unboxing.
The method undertaken to verify the tags took on a couple of stages. In each stage, an
OpenMV H7 Camera was used for the detection process. This camera was attached to
Haddington Dynamics’ Dexter HDI robotic arm. An AprilTag was attached to the test
object and tests were run to verify the tags ability to handle various distances between
the camera and tag, the size of the tag, the angle of the camera, occlusion to the tag, and
lighting.
The results of these tests were interesting. It appeared that there was only a limited range
of distances, tag sizes, camera angles, and occlusion that could still result in a detection
accuracy above 80%. The smallest tag that gave functional results was the 25mm tag.
The optimal conditions for high accuracy was the camera being between 10 and 20 cm
above the tag with a camera angle of 90 degrees, with controlled lighting and no more
ii
than 17% occlusion.
From the results and analysis, the tags are a possibility for automating the unboxing of
medication packages. Further testing needs to be conducted with the pose estimation
to determine its accuracy. Other detection methods may need to be used alongside the
AprilTags since this project’s testing has demonstrated the limited range from where the
tag can be detected.
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Chapter 1
Introduction
Engineers have been continually working on the development of robotics to assist in many
different industries so that efficiency can increase. This happens particularly in tasks that
are tedious, repetitive and time consuming. Alongside robotics, machine vision is increas-
ingly used to give perception to the robots so that they may be more autonomous. Ma-
chine vision requires complicated algorithms to be able to identify, locate, and determine
the real-world coordinates of objects.
The aim of this final year project is to bring together robotics, machine vision and fiducial
tagging systems in order to assist in localising and detecting objects for real-world ap-
plications, specifically medication packaging for this project. The project scope includes
evaluating literature to determine the most suitable fiducial tag, testing and verifying the
results, as well as combining a low-cost camera with a low-cost robotic arm in order that
objects can be detected and sorted. The robotic arm, camera, and tags are pre-existing
technology but the goal is to combine the three systems into one system.
The study will entail testing of fiducial tags to determine their effectiveness and suitability
for application in pharmacy. Many variables will be tested with the tags and initially just
the camera to determine functionality and any limitations. Ultimately, the aim is to have
a functioning robotic arm, being driven by the perception of the camera to sort medication
packages. The result of this project will demonstrate whether such a system, as proposed
here, could be viable in a hospital pharmacy dispensary.
1.1 Background to Thesis 2
1.1 Background to Thesis
This section will discuss the background to the thesis by explaining the motivation behind
the thesis and the objectives.
1.1.1 Motivation
Robotics are beginning to be used more in health care settings. Within the hospital phar-
macy, robotics are increasingly being considered as a potential solution in the dispensary
(Rodriguez-Gonzalez et al. 2019). By incorporating robotics to help dispense medication,
the human error is reduced and pharmacists can be more concerned with patient care
rather than administration of stock and dispensing (Rodriguez-Gonzalez et al. 2019).The
study conducted by Rodriguez-Gonzalez et al. (2019) was particularly focused on robots
in the dispensary to improve efficiency and safety. The robot could determine the correct
medication by scanning the barcode, which also allowed for automatic documentation of
the dispensed medication. This documentation then kept the stock levels updated which
helped the pharmacists to know what medication to order. This research was conducted
in Europe but there is a slow uptake of robotic implementation even though there are
many benefits to having such a system (Rodriguez-Gonzalez et al. 2019).
This is important research to help streamline the hospital pharmacy. However, there is
still the issue of the unsorted medication orders that are received into the pharmacy. In
preparation for this project, a pharmacist mentioned to the author of this paper that
when they receive orders, the different medication does not come pre-sorted into their
types but jumbled altogether in boxes. For this reason, much time is spent sorting the
orders and then placing them into the dispensary. This is the motivation behind the
project: to begin to develop a system that will help to streamline pharmacists’ work so
they can focus on the clinical care of the patients.
1.1.2 Objectives
The objectives of this project aimed to be achieved through experimentation and research
are:
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1. A verification of the functionality of artificial tagging through various tests determin-
ing how shape, size, camera angle, camera distance, lighting, tag size, and occlusion
affect the function. AprilTags will be the artificial tag that will be implemented and
tested.
2. The utilisation of the Open MV camera as a potential low-cost machine vision
system to accurately detect the AprilTags. The low-cost device enables the potential
for wider application use, particularly if it proves to be reliable and accurate.
3. The development of a combined machine vision and robotic arm system in order to
autonomously detect and locate tags for autonomous sorting. The robotic arm that
will be implemented is Dexter HDI developed by Haddington Dynamics.
4. The utilisation of the whole system to identify, locate, and accurately pick up differ-
ent medication packages – ultimately the ability to sort a box of different medication
packages into relevant categories.
1.2 Research Questions
The questions framing this research project were:
 What methods are there for object recognition already?
 What sorts of tags exist for object recognition?
 How do tags work?
 What methods for sorting objects already exist in the robotic world?
 How does depth affect tag recognition?
 How does occlusion affect tag recognition?
 How does the size of the tag affect detection?
 How does object shape affect tag detection?
Through the literature review and through testing and analysis, an answer has been found
for each question. In the conclusion, the answers will be drawn together.
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1.3 Hypotheses’ to the Research Questions
The research questions that will be tested through the project are:
 How does depth affect tag recognition?
 How does occlusion affect tag recognition?
 How does the size of the tag affect detection?
 How does object shape affect tag detection?
The hypotheses’ to these questions are:
 As the distance between the tag and camera increases, the detection accuracy will
decrease.
 As the occlusion of the tag increases, the tag will be indetectable as the payload
pattern will be covered which determines the ID and pose estimation of the tag.
 As the tag size decreases, the range of heights that will accurately detect the tag
will decrease.
 It is predicted that cylinders will cause more distortion to the tag, particularly as
the diameter decreases, which will cause reduced accuracy in detection.
1.4 Overview of the Dissertation
 Chapter 2 details the literature that has been reviewed and provides the background
information to the project. It is here that Machine Vision and Artificial Tagging
are discussed in detail.
 Chapter 3 outlines the methodology of the project, looking at the methodology of
the whole project as well as more specifically the method of testing. It is here that
the risks and ethics of the project are also discussed.
 Chapter 4 discusses the specifications of the hardware and software that has been
used throughout the project. It also explains the reasoning behind the experimental
design as well as the experimental setup.
1.4 Overview of the Dissertation 5
 Chapter 5 describes further how the tests were conducted, and provides the naming
conventions of the tests. The results of the experiments will also be reported.
 Chapter 6 analyses the results that were achieved in detail, examining and verifying
the robustness of the tags.
 Chapter 7 concludes the dissertation, drawing together the answers found for the
research questions and providing a summary of the objectives achieved. Future
work will also be discussed in this last chapter.
Chapter 2
Literature Review
This section will contain a review of the literature regarding previous work done. The
literature review will be broken down into the three main areas of the project: the robotic
arm, machine vision, and artificial tagging.
2.1 Machine Vision
2.1.1 Machine Vision Theory
Machine vision is the field in engineering that deals with perception (Davies 2005). It
studies how human vision works and tries to resemble it using machines and algorithms.
Like any engineering discipline, it is based on mathematics and science as well as design
(Davies 2005). It is a complex problem that researchers are seeking to solve and improve
because machines, at this stage, cannot compete with the processing capability of the
brain from the eyes due to the lack of parallel processing capabilities (Davies 2005). Much
improvement has been made however, and many tasks today are utilising machine vision
to automate systems. In particular, machine vision is being used to help solve industrial
tasks that are very complex, and they are doing so robustly and reliably (Cognex n.d.).
Machine vision can be used for object detection and much research has gone into this
area. Some of the theory behind object detection will now be discussed.
Simultaneous Localisation and Mapping (SLAM) are algorithms that are used to develop
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a map of the environment that a robot is moving in by using machine vision (Cheein et al.
2010). These algorithms assist a robot in identifying where it is within the environment.
It was first thought to be most useful for mobile robots but it is not limited to that
application.
Pose estimation is a technique used in machine vision to identify humans within an image
or video (TensorFlow 2020). The algorithms do not detect or recognise who the person
is in the image, it only identifies specific body parts or joints. This technique has been
further implemented in other applications where position and orientation is required to be
known (Corke 2017). Pose estimation can be performed if a coordinate system is assigned
to an object; using a vector, the position and orientation can be defined. For the pose
to be fully described, there needs to be six dimensions: three describing the position and
three describing the orientation. Position is also known as translation, and orientation
known as rotation. The camera, whether fixed or attached to a robot, estimates the
object’s pose relative to its own position.
Hamming distance is the process used in machine vision for object recognition. It is
a system of measurement that compares two strings of binary data, identifying errors
between the strings (Raut 2018). The number of bit positions that are different is said
to be the Hamming distance. It is performed by computing the ‘exclusive or’ operation
on the two strings and then counting the number of ones in the resultant. The principle
is the same when it comes to object recognition. The object in the camera frame is
compared to templates in the system because these templates are just binary bit patterns
(Davies 2005). The sum of the number of differences between the bits results in the
Hamming Distance and sections where the Hamming distance is low indicates that the
match between the detected object and template is acceptable.
When detecting objects, a metric known as false positive rate can also be considered. It
occurs when a data point is labelled to be positive, but it is actually false (Koehrsen 2018).
It is a measure that is often used in statistics and probability but it is also used in machine
vision as it is a measurement that describes accuracy. When detecting a tag within an
image, there is said to be a false positive rate when the camera incorrectly detects a tag
being present, but in fact there is no tag in the image (Fiala 2005a). A similar metric is the
false negative rate. This occurs when the camera misses a tag that is present in the image
(Fiala 2005a). There is also the possibility of a camera detecting a tag but assigning the
wrong ID to it (Fiala 2005a). When this occurs, it is known as the inter-marker confusion
2.1 Machine Vision 8
rate.
2.1.2 Object Detection and Sorting
Methods of sorting require two main areas: object detection, and a pick and place system.
Much research has been conducted in the field of object detection. Algorithms of all sorts
have been developed to assist in the progress of this area. There are detection methods
that use infrared light, feature-based techniques, edge detection, light levels, and many
more (Colyer et al. 2018)(Sakhare et al. 2019). One common method of object detection is
by colour. The machine vision system is programmed to locate a certain colour. Through
image processing, the levels of Red, Green, Blue (RGB) or Hue, Saturation, Value (HSV)
will be determined in an image and then matched against the desired colour until there
is a match. Once there is a match, the system can state and locate which object has the
particular colour. Further algorithms can then be used to calculate the pose of the object.
This pose can then be given to the sorting system to move the object. Often the system
used to move the object will be a robotic arm (Sanchez & Martinez 2000)(Mada Sanjaya
et al. 2018)(Abbood et al. 2019).
One paper developed a system that uses a camera and a distance sensor mounted on
the tool adapter of a robotic arm (Sanchez & Martinez 2000). In this system, it detects
the object through the camera and distance sensor which is calibrated using the Tsai
model. This calibration allows for accurate pose estimation. With this system however,
the user is required to click on a live image for calibration and to define the locatation
and orientation of the object before it can be picked up. This means that the process is
not fully autonomous as it requires human input to locate the object.
Two of the papers reviewed used colour as the method for sorting. Sanjaya et al. (2018)
used a fixed camera for object detection. The robotic arm was a basic constuction with
servo motors and a gripper. The system used real-time image processing that detected
colour and through the colour detection gave a coordinate. The system also used Artificial
Neural Network (ANN) to build a library of data for the inverse kinematics of the robotic
arm. When a new object was located, it was matched against the already trained data
until it gets the new data of the angle of the motor. The ANN controlled the robotic
arm to pick and place the objects. Abbood, Abdullah and Khalid’s (2019) system also
contained a fixed camera rather than a camera attached to the robotic arm like Sanchez
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(year). The sorting method was based on the HVS mode algorithm which sorted objects
by colour. This method also distinguished object shape, although the main focus was on
using colour. Another algorithm, colour segmentation, was used to process and analyse
the image to determine whether the value of redness in a pixel matched with the set
criteria. Alongside the RGB, the HSV appearance model was also used. These methods
and models combined allowed for accurate detection of colour.
Another potential method of detection is through the use of artificial tags, which will be
the study of this project.
2.1.3 Open MV Camera
The OpenMV camera was developed as part of a project to create low-cost and exten-
sible machine vision devices programmed in Python (OpenMV 2020a). The developers
of the modules aim at becoming the ’Arduino of Machine Vision’ (OpenMV 2020a). It
incorporates a microcontroller board, like an Arduino, that is very powerful with a cam-
era attached (Figure 2.1a). All the algorithm work has already been completed by the
developers so it allows the product to be used by those who are not experts. The camera
is able to detect faces, take pictures, has low power consumption, can record video, can
control input/output pins as well as track blobs or markers. The OpenMV project has
developed its own programming environment (Figure 2.1b). It features a text editor that
has many example codes that can be modified or a program can be written completely by
the user, utilising the pre-written libraries and functions. The software also has a viewer
where it shows what the camera sees.
2.2 Artificial Tagging
Fiducial tagging systems are an artificial feature that are used in computer vision applica-
tions (Krogius et al. 2019). Some of these applications include augmented reality, object
tracking, and SLAM applications. They are designed to be easily recognisable and distin-
guishable from one another (Olson 2011). Fiducials are similar to other barcode systems,
however they use a much smaller payload and can be detected at low resolution. They
are designed to be detected automatically and localised under many different conditions.
Also, unlike other barcode systems like the QR code, fiducials provide information about
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(a) OpenMV Camera
(b) OpenMV programming environment
Figure 2.1: OpenMV Camera and IDE
position and orientation relative to the camera. Fiala (2005a) also notes that barcode
systems generally require a large portion of the image in order for the tag to be detected,
and this limits the range to which they can be used. Ultimately, the different markers
have different uses, so comparing them is not of much use as fiducial tags are the focus of
this project due to their ability to estimate pose. Some fiducial tags include ARToolkit,
ARTags and AprilTags.
ARToolkit was among the first of the fiducial markers to be developed (Fiala 2005b). The
intended use of the tags were for augmented reality, but they have also been used for more
general purpose applications such as human to computer interactions and landmarks for
navigation (Olson 2011)(Fiala 2005b). The tags use a square layout with a black border
so that they can be distinguished from other objects in the environment. In the centre
is what is considered to be the payload, the information that allows for detection and
differentiation from another tag. It is a greyscale image that is usually a symbol, like
a Latin character, that is compared against a library of symbols (Fiala 2005b) (Olson
2011). The best correlation is reported to the user. This process has many disadvantages.
Fiala (2005b) states the process of morphology that the ARToolkit uses as a weakness
because it requires controlled lighting to accurately detect the image within the borders
and distinguish the grayscale. Olson (2011) also comments that ARToolkit has many
disadvantages such as the computational cost of correlating and decoding tags as well
as the difficulty in generating templates that are ’orthogonal to each other’. The use of
images as the payload also means that ARToolkit tags cannot handle occlusion and they
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have a high inter-marker confusion rate (Olson 2011)(Fiala 2005b). ARToolkit markers
also have a high false positive rate due to often detecting a tag when there is not one in
the image. The positive in this system is that the payload can be more meaningful to
the user because they consist of common and known images or symbols (Fiala 2005b).
Since the development of ARToolkit, there has been further development of the marker
into ARToolkit Plus and whilst there has been improvement in the marker, it still utilises
some of the same processes as the predecessor and so still has many weaknesses.
ARTags were developed to improve upon ARToolkit. Unlike ARToolkit, which uses cor-
relation to verify the tag, ARTag uses digital coding theory in order to achieve a very low
false positive rate and inter-confusion rate (Fiala 2005a). The marker utilises an edge-
based method to first detect the tag instead of the morphology approach that ARToolkit
uses (Fiala 2005b). This helps for accurate detection even in poor lighting conditions.
The tag consists of only black and white which adds to its robustness to varying lighting
conditions (Fiala 2005a). By having only two stark shades, the camera can easily distin-
guish the difference between them, unlike the ARToolkit library which uses a greyscale.
Each tag has a square black border around a 6x6 grid of squares in the middle with a
combination of the two shades to form a pattern (Fiala 2005a). There are 1001 different
combinations within the 6x6 grid, and if the border colour is changed to white, there
are another 1001 tags (Fiala 2005a). So, in total, ARTags have a library of 2002 usable
tags. Because of the use of two colours, the tag can easily be processed into binary which
means that there is a very low probability of mistaking one tag for another. Fiala (2005a)
records the probability of confusing markers to be less than 0.0039%. Even when the
tag is partially occluded, the outline of the tag can still be detected (Fiala 2005a). The
amount of coverage correlates to the accuracy of tag identification. Olson (2011) also
stated the improvements that the ARTags include but explained that not all of their
work is open-sourced – the detector algorithm is not available to the public. Olson (2011)
mentioned that ARTags were the first to provide a coding system based on forward error
correction, enabling easier generation, faster correlation, and greater orthogonality be-
tween tags. However, the work conducted by Olson (2011) and those at the University of
Michigan demonstrates that the ARTag does not perform as well as their tag and coding
system.
AprilTags were developed by the University of Michigan in order to improve upon the
previous fiducial tagging systems. AprilTags continued with the theme of a black border
2.2 Artificial Tagging 12
their predecessors used but were able to vary the size of the payload in the middle of the tag
(Olson 2011). The style of payload is similar to ARTag and ARToolkit Plus with the grid
pattern of black and white squares. Olson (2011) describes their methods for improving
robustness of fiducial tags and demonstrates how they are consequently better. The paper
proposes a ‘graph-based image segmentation algorithm’ which allows for more robust and
precise detection of tags (Olson 2011). Figure 2.2 demonstrates the processing procedure.
The beginning of this approach detects lines in the image through the use of gradients at
each pixel. It is ‘similar in basic approach to the ARTag detector’ (Olson 2011). From
there, the pixels are grouped together according to similarities in gradient direction and
size. It was found that the method of determining gradients and clustering pixels was
sensitive to noise in the image which, if present, could cause significant variations in
the results (Olson 2011). To counteract this, a low pass filter, which does not removed
any information, is used over the image. The line segments that are determined are
then connected using a method of least-squares, which uses weighting dependent on the
gradient size. Olson (2011) states that the segmentation algorithm is the slowest phase
of the detection process. Once it is completed, a quad extraction method is used to find
places where a quad is formed. The challenge here is to complete this whilst keeping the
tags robust to occlusion and noise. ARTags also use a quad extraction method where the
grouping of line segments into quads allows for a map to be created to ‘sample the marker
interior’ (Fiala 2005a). From quad extraction, a homography matrix is computed so that
the payload can then be decoded (Olson 2011). This is done by computing the coordinates
relative to the tag of each bit in the image and then transforming them relative to the
image using the homography matrix. These coordinates are then adjusted using spatially-
varying thresholding so that it is robust to lighting (Olson 2011). Two spatially-varying
models are built to handle the black and white pixels, as their intensities are different
(Olson 2011). All of this is just the detection scheme; there is still the coding system which
determines whether a tag is valid. The coding system seeks to maximise the number of
codes that can be distinguished and the number of bit errors that can be corrected whilst
minimising the false positive rate, inter-marker confusion rate, and the total number of
bits per tag (Olson 2011). Because some of these things appear contradictory, there are
trade-offs. The approach that Olson (2011) describes uses lexicodes, which is their new
method, so that the user can determine the properties that best fit their needs. Using
this system, they seek to make the tag robust in every 90-degree rotation, so that when
it is rotated, there is still the same Hamming distance between other tags. In order to
achieve this and ensure that the false positive rate remains low, the lexicode generation
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Figure 2.2: Processing of an AprilTag using the graph-based segmentation algorithm (Olson
2011)
algorithm is modified to remove codes with too simple geometric patterns (Olson 2011).
In the error correction analysis, Olson (2011) shows the resulting false positive rate of the
proposed AprilTags. Whilst it looks like ARTag has a better percentage of 0.0039%, it is
stated that the coding scheme is stronger in AprilTags because they achieve a minimum
Hamming distance between all pairs of tags as well as having a considerably larger number
of distinct tags. The University of Michigan could not compare every test with ARTags
as some of their information is not public (Olson 2011).
The University of Michigan has done further developmental work on the AprilTags. They
improved the detection speed, but at the cost of the inability to detect occluded tags
(Wang & Olson 2016). The result was that there were fewer false positives and a reduction
in computation time. It was found, through users of the AprilTag, that the error induced
from decoding partially-occluded tags was more than acceptable (Wang & Olson 2016).
The University of Michigan deemed it a favourable trade-off to increase speed at the
cost of occlusion detection (Wang & Olson 2016). Further research and development was
conducted in 2019 where Krogius, Haggenmiller, and Olson identified three main problems
with the layout of the tags: the border takes up a lot of usable area that could be used
for the payload, the square shape does not make it efficient for objects of other shape,
and the standard tag has a limited range over which it can be detected. The development
of the tag addressed these issues whilst seeking to keep the same results in detection
speed and accuracy. They sought to create a system that could have a flexible layout as
well as increasing the range that the tag could be detected from (Krogius et al. 2019).
The paper detailing this work shows the improvements that are achieved through these
developments. Figure 2.3 demonstrates some of the different tag families and layouts.
These papers are important papers in reviewing artificial tags. They describe the func-
tioning of the tags and the type that is best. From these research papers it can be seen
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that it is crucial for tags to be robust and to have low false positive and negative rates as
this means that the probability of correctly detecting a tag is greater. It is also important
that the Hamming distance, the measure of error between bits, is low in order to achieve
precise detection. The conclusion drawn from these studies is that AprilTags are the best
choice to implement for this research as they out perform ARToolkit and ARTag markers
as well as being completely open-sourced.
2.3 Multi-axis robotic arm
Dexter HDI is a desktop robotic arm which was developed by Haddington Dynamics
as seen in Figure 2.4. The company’s philosophy is to make ’automation accessible’
(Haddington Dynamics 2020b). Unlike other robotic arms, the Dexter robotic arm is low
cost making it more attainable for use with equal, if not higher, precision. The robot
utilises a FPGA supercomputer which allows for incredibly precise movements from all
joints, even though they are nominally imprecise on other robotic arms. The supercom-
puter helps to achieve 0.8 to 1.6 million points of precision. Alongside the supercomputer,
Dexter uses encoder technology. This technology adds to the precision of the movement
in each joint. It consists of light being shone onto a disk with many holes in it that
indicate position. The pattern is detected by the sensor in the joint and because Dexter
uses the analog value, it is able to detect many ‘thousand positions per hole’ (Haddington
Dynamics 2020b). Because of the use of encoders, it also means that the motors do not
need to be inside the joint. The design of this robot reduces the necessity for such rigidity
and power that industrial robots require because the motors and gearboxes are used more
as counterweights rather than being lifted (Haddington Dynamics 2020b). For a desktop
robot that is lightweight in comparison to other desktop robotic arms, Dexter HDI has
an equal payload of 3kg and can reach up to 700mm in the standard build.
Haddington Dynamics specify that the robot has seven axes. The base joint, which can
rotate the whole arm, can turn 365-degrees. The next joint up resembles the shoulder; it
has 270-degrees of freedom. The elbow joint also has a 270-degree range. There are two
wrist joints; the first only has a 180 degree range but the second has a full 360-degree
rotation. The last two joints work the gripper. The gripper is able to rotate around and
open to 300-degrees.
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Figure 2.3: Various AprilTag families (April Robotic Laboratory 2010)
Figure 2.4: Dexter HDI robotic arm by Haddington Dyanmics (2020)
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2.4 Review of Literature
From the research conducted, there was an application found where a robotic arm, camera
system, and AprilTags have been used together. In an industrial setting of manufacturing,
like cars and aircrafts, the process is becoming more automated and robotic arms are
often being used to complete the work (Nissler et al. 2016). There are difficulties in the
standard setup of the production line that make the pose estimation unreliable. For this
reason, Nissler et al. (2016) sought to investigate the use of AprilTags to gain a better
estimate of the pose of objects. The research used robotic arms and a camera system;
however, the robotic arm was an industrial arm and the camera system was a ‘state-of-
the-art’ camera in comparison to the low-cost robotic arm and camera that is to be used
in this project (Nissler et al. 2016). Whilst this source is helpful, it does demonstrate
that there is a gap in low-cost systems and a space to use this sort of technology in
less industrial settings. Additionally, there seems to be a gap in physical tests with the
AprilTags documented by the University of Michigan for detecting objects rather than just
globalising the environment coordinates. Consequently, it is suggested that this would be
helpful research to verify the conclusions made about AprilTags and provide information
for uses in other real-world application. Examination of extant research data indicates
that there has been no research conducted with a robotic arm, camera, and AprilTags in
the pharmaceutical world, demonstrating another potential gap in research.
Chapter 3
Methodology
The project as a whole contains five phases in order to achieve the project objectives.
These are as follows.
1. The Start-up phase contains the literature review and study of the relevant theory
behind the project. The planning of the testing methodology, the development
of test objects, and the examination and decision on type of artificial tag will be
completed in this phase.
2. The Programming phase consists of writing the necessary code for the project. This
includes scaffolding code for the robotic arm and for the camera. The programs will
likely be altered through the whole project as adjustments are needed.
3. The Testing phase includes all of the experiments to be conducted within the project.
This phase will experiment with different sized objects and shapes as well as varing
the size of tag. The final test will be to combine the whole system to sort medication
packaging firstly into shapes, and ultimately into medication types.
4. The Data analysis phase will compare the data collected from the testing phase. The
analysis will consist of determining accuracy of detection, pick-up and placement
of the objects. Time will also be a considered factor. Phases 4 and 5 will occur
concurrently as tests are completed.
5. The Write-up phase contains the preparation and finalisation of the dissertation
that will detail all the findings from the experimentation and analysis.
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3.1 Testing Methodology
It is planned for there to be four stages of testing to be conducted. Each stage will test
potential limitations to the use of artificial tags. Within each stage, there are smaller
tests that will be conducted to change a number of variables. The first three experiments
will use the camera only. Stage four will incorporate both the camera and robotic arm.
Stages will only be advanced after the previous stage has been completed satisfactorily.
1. Stage 1: Manual Testing
1 Cube Tests
 Variables that will be tested:
i. Size of tag
ii. Distance between tag and camera
iii. Camera angle
2 Cylinder Tests
 Variables that will be tested:
i. Size of tag
ii. Distance between tag and camera
iii. Size of cylinder
3 Occlusion Tests
4 Lighting Tests
2. Stage 2: Semi-automated Testing
1 Cube Tests
 Variables that will be tested:
i. Camera angle
ii. Distance between tag and camera
2 Cylinder Tests
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3. Stage 3: Autonomous Testing
1 Medication Packaging
 Variables that will be tested:
i. Types of packaging
ii. Position of tag on object
iii. Distance between tag and camera




These tests have been designed in order to identify any limitations in using artificial
tags. By testing the accuracy of detection upon variance of tag size, it will provide useful
information as to other potential applications. If the tag is only accurate for larger objects,
then it may only be useful to identify the environment around the object. Testing different
camera angles will help to determine another aspect of robustness as it will determine if a
specific angle is required to gain interpretation of the tag. Distance from tag is similar to
the angle; the question revolving this test is whether there is a limit in detection range.
By testing occlusion, this will identify whether an object can still be located even if the
tag is obstructed.
To some extent, these aspects have been tested by the developers of the AprilTag. How-
ever, the tests are not clearly documented in their papers and the results that are discussed
are more surrounding the specific algorithms used rather than the practical uses of the
tag. They were more concerned with improving upon previous fiducial systems, and then
later upon their own. The point of this research and testing then is to confirm whether
what they say is true and then implement the tagging system on a particular real-world
application: pharmacy.
The combination of the camera and the robotic arm also will make the system more
versatile. Again, this is not new as cameras have been used in tangem with robotic arms
for many years, but with the incorporated use of AprilTags, it will be a viable solution for
the pharmacy application provided it is successful, particularly because the whole system
will be low cost.
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There was not a threshold for detection accuracy given in the literature so for the purpose
of this study the tags will be considered accurate in the relevant testing conditions if the
detection accuracy is greater than 80%.
3.2 Risk Assessment
This section contains the identification, evaluation, and reduction measures of the risk
within the project.
Identification of Risk
The risk involved in this project is minimal; however, it still needs to be considered. The
highest potential risk is that of injury from the robotic arm. It is possible for injury to
occur if the user gets in the way of the moving robotic arm. Another occurence of injury
could occur when the user is trying to prevent the robotic arm from moving outside of
its limits. If this happens, it is possible that fingers could become squished or other
muscle injury may occur as the robot is lifted off the desktop to prevent it from breaking.
Other potential risk includes damage to the equipment, mainly the robotic arm. There is
potential for damage if the arm moves too fast, attempts to move outside of its boundaries
or if it tips over. The potential risk of damage to the camera is if it falls off the robotic
arm and breaks. There is also the risk associated with the power source. The robotic arm
requires 40 to 100 Watts of power but even with the low power rating and low voltage,
there is still the risk of electrocution as the robot is plugged into a power outlet.
3.2.1 Evaluation of Risk
Any system which is programmed but still in development has a level of risk associated
with it because it is subject to human error and experimentation. With this system, there
is mostly pre-written code available for use which has been tested and approved by the
developing companies. This significantly reduces the risk associated. However, there will
still be some risk, mainly with Dexter HDI, as code is modified to suit the environment
it is in and the task that it is performing. For this reason, it is critical to evaluate the
level of risk associated with each potential risk. Table B.1 and Table B.2 in Appendix B
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demonstrate the risk levels and evaluation of risk.
3.2.2 Management of Risk
In order to reduce hazard levels, measures will be put in place to assist in preventing the
hazards from occurring. This will include keeping a clear workspace, having unobstructed
access to the power source of the robotic arm and standing out of the robot’s reach whilst
it is running. A more detailed description of the management measures to reduce the
level of risk is also shown in Table B.2.
3.3 Ethics
The nature of the project does not require much consideration of ethics as no testing will
be conducted with human or animal participants. The safety towards the researcher has
been considered in the risk assessment where measures have been put in place to ensure
the tests are good and safe. All equipment used is open-sourced so that the technology
can be accessed by hobbyists or researchers and the information can be further developed




This chapter describes the specifications of the hardware and software that was used,
and the experimental setup of the tests conducted. It also explains the options that were
available for artificial tags and justifies the choices that were made.
4.1 Hardware Specifications
The hardware used in this project was the OpenMV H7 Camera and the Dexter HDI
robotic arm.
4.1.1 OpenMV Specifications
The OpenMV project was developed to be a “small, affordable, and expandable machine
vision module” (Agyeman 2020). It is a microcontroller board that allows for easy imple-
mentation of machine vision in real-world problems (OpenMV 2020c). The camera that
was used for this project was the OpenMV Cam H7. The product page gives the complete
list of specifications for the camera (OpenMV 2020c). Some of the specifications will be
listed here.
The processor that it uses is the STM32H743VI ARM Cortex M7 processor. Some of the
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key features of this processor are:
 480Hz running speed
 1MB SRAM
 2MB of flash
 3.3V output on I/O pins and 5V tolerance
The processor also has many I/O interfaces such as:
 USB interface to the computer that runs at 12Mb/s
 A micro SD card socket
 A SPI bus that allows for streaming data
 An I2C bus, CAN Bus and an Asynchronous bus
 Analog-to-Digital and Digital-to-Analog converters
The H7 camera has a removable camera module system which helps to achieve the goal
of being expandable. This removable system allows for interfacing with different sensors.
The OV7725 image sensor is the standard sensor that the OpenMV H7 Camera is sold
with. It has the capability of capturing 640x480 8-bit Grayscale images or 640x480 16-
bit RGB565 images at 75 frames per second. This is if the camera resolution is above
320x240. The speed doubles to 150 FPS if the resolution is lower. The image sensor has
a 2.8mm lens that fixes onto a standard M12 mount. This lens is interchangeable for
other specialised lenses. The camera can connect to the computer being used to program
it, a single board computer like the RaspberryPi, or a microcontroller like the Arduino.
It does this over UART, I2C Bus, SPI Bus, CAN Bus, USB port or over Wifi using a
Wifi Shield. The SPI Bus has the fastest transmission rate at 80 Mb/s. The connection
between USB and the camera runs at 12 Mb/s. Further specifications are included in
Appendix D.
The cost of the OpenMV H7 is $65 USD.
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4.1.2 Dexter HDI Specifications
As previously mentioned in the Literature Review, Dexter HDI is a desktop robotic arm
which was developed by Haddington Dynamics that has “a set of industrial features
while being a fraction of the cost of other robots” (Haddington Dynamics 2020b). Dexter
HDI has a weight of 6kg which makes it considerably lighter than other desktop robotic
arms (Haddington Dynamics 2020b). It is constructed with 3D printed carbon fibre
(Haddington Dynamics 2020d). The standard reach of the robot is 700mm but can be
customised up to 4m depending on the requirements of the user. With this standard
setup, Dexter can lift half its weight – 3kg – and more if it is counter-balanced.
There are seven defined joints that govern the movement of the robot (Haddington
Dynamics 2020b):
 J1 – the base – 365 degrees
 J2 – pivot – 270 degrees
 J3 – shoulder – 270 degrees
 J4 – differential – 180 degrees
 J5 – differential – 360 degrees
 J6/J7 – gripper – 300 degrees
The joint J1 rotates around the z axis which runs vertically. This joint changes the
direction of the entire robotic arm. Joint 2 raises and lowers the whole arm. The third
joint is labelled as the shoulder, but it acts more like the elbow. It is the joint that allows
the robot to pick up things close to the base or at the awkward, elevated angles in the
air. Joints 4 and 5 resemble the wrist but with less restrictions. Joint 4 allows the end
effector to be moved up or down, having limits of 90 degrees downward and 90 degrees
upward. This gives the pitch of the end effector. Joint 5 provides 360 degrees rotation of
the end effector to give the yaw. Joints 6 and 7 control the gripper itself.
Dexter HDI is highly precise. Even though it is 3D printed with material that causes
imprecision, the encoder technology that Haddington Dynamics developed for the robot
increases the precision. This allows joints to be significantly more precise than they
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normally would be. The encoders have a stepping precision of five micrometres and a
repeatability precision of 25 micrometres – that is its ability to repeat a task accurately.
This is also a result of the use of the FPGA supercomputer that works with the encoder
technology. It allows responsive feedback between the encoder and motor in about 200
nanoseconds (Newton 2020). It achieves 0.8-1.6 million points of precision to each joint
of the robot. This design also does not need high amounts of power but can be connected
via a standard outlet. Dexter HDI does not have a control box as it can be directly run
by the script written in its programming environment.
The price of a standard Dexter HDI robotic arm is $11 000 USD which is $21 000 less
than the starting price of a UR3e robotic arm (Haddington Dynamics 2020b).
4.2 Software Specifications
This section details the software that was used in the project.
4.2.1 OpenMV IDE
Along with the camera, the OpenMV project has its own programming environment.
The environment contains a text editor that allows for scripts to be written in high
level Python. The underlining operating system is MicroPython (OpenMV 2020c). The
developers chose Python over C or C++ due to its ability to handle the “complex outputs
of machine vision” more easily (OpenMV 2020c). The software also contains a debugging
terminal so that any errors in the scripts can be identified (OpenMV 2020b). Also,
importantly, it has a frame buffer viewer where the image from the camera can be seen
(OpenMV 2020b). Underneath the frame buffer viewer is a histogram display that is
linked with the frame buffer viewer (OpenMV 2020b). The histograms change in real-
time with the image the camera is seeing. It is affected by colour and lighting, among
other factors, at the time the script is running.
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Figure 4.1: Dexter Development Environment
4.2.2 Dexter Development Environment
Dexter Development Environment (DDE) was the software developed entirely for the
Dexter robot arm. Whilst it has some instructions specifically created to control Dexter,
the environment is based on JavaScript (Haddington Dynamics 2020a). When the user
opens DDE they will see four panes: the editor, the output, the documentation, and
the misc. pane. Figure 4.1 displays this. The editor pane is in the top left of the
screen; it is the largest of the panes. It is here that scripts are inserted through the
drop-down menus or typed by the user (Haddington Dynamics 2020c). DDE has some
specific functions like “new job” that control the robot. Within these functions, there
are commands that specify how the arm is to move. The output pane gives the user
information when the scripts are running: how far through it is, what job is running,
errors, etc. The documentation pane (located in the top right) locates all the necessary
information on the programming environment and on Dexter itself, as well as articles and
release notes. In the documentation pane, key words can be searched and the software
will return all the places where the word or phrase appears in the documentation. The
misc. pane includes various other pieces of content. Most notably is the simulation of
Dexter that allows the user to test programs without having a physical Dexter.
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4.3 Experimental Setup
In this section, the choice of AprilTags and testing objects is explained as well as the
experimental setup.
4.3.1 Artificial Tags
Artificial Tags are identifiers that are used to provide information in a digital way. Specif-
ically, for this research, fiducial tags are the focus. Fiducial tags are a branch of artificial
tags. As described in Chapter 2, fiducial tags provide information on an object’s pose:
its position and orientation. They are often also used for global coordinates. It has al-
ready been discussed that in this research, three main types of tags were investigated:
ARToolkit, ARTags, and AprilTags. ARToolkit was one of the first fiducial tags to be
developed (Fiala 2005b). They sought to use these markers in augmented reality. The
research suggests, however, that there were many disadvantages to this system. Some
of the disadvantages included the need for controlled lighting, a high computational cost
when attempting to detect and decode the tag, and difficulty in generating tags that
were detectably different (Fiala 2005b)(Olson 2011). The main advantage to this sys-
tem is that the tag payload was meaningful because it used common images and symbols
(Fiala 2005b). ARTags were developed from ARToolkit. The developers sought to improve
the detection accuracy so that there would be less confusion between tags (Fiala 2005a).
ARTags changed the payload from known symbols in greyscale to using a grid of black
and white squares (Fiala 2005a). This allowed for better accuracy in tag detection be-
cause it could be processed into binary. It also meant that tags could be detected in poor
lighting. The disadvantage to this system is that it is not all open-sourced and so cannot
be accessed by the public (Olson 2011).
AprilTags were a further development from the previous two systems. They are similar
to ARTags by using the two tones with the grid pattern of squares for the payload (Olson
2011). However, they use a different method of detection which adds to their ability to
detect tags with higher accuracy (Olson 2011). There is more flexibility in AprilTags so
that the user can choose the properties that best suit their needs, and the developers have
done a lot of work to ensure that when a tag is rotated in each direction there is the same
Hamming distance between all other tags within the family (Olson 2011). Further work
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was conducted so that the detection rate was even greater. This was at the expense of
detecting occluded tags (Wang & Olson 2016). They have also developed tags for different
shapes and layouts. Within AprilTags, there are many different families which allow for
different requirements.
As was discussed in Chapter 2, AprilTags appear to be the most robust of the fiducial tags
since it has built upon predecessors. AprilTags have observed the problems associated
with ARToolkit and ARTags and have sought ways to improve upon the design. This,
according to the research, has led to a more functional tag all round. AprilTags are
also open-sourced. For these reasons, AprilTags were chosen to be the fiducial tag to be
tested in this project. The other design decision that was made was the selection of tag
family. Each family had a different number of tags within it. The payloads were also
different sizes. The OpenMV camera was used and the programming environment for it
provided some example code for AprilTags. In the OpenMV IDE, it also had an AprilTag
generator. This suggested that tag family 36H11 was most suitable with 587 different
tags. For this reason, TAG36H11 was chosen to be used.
4.3.2 Testing objects
The aim of the project was to verify the robustness and usefulness of AprilTags, particu-
larly in a pharmacy application. In order to verify the tags, it was planned that several
different objects would be tested to understand how they would affect the tags. It was
decided that the shapes would be cubes, cylinders, and medication packaging. There
was no need to test the tags on more complex shapes as medication packaging is usually
rectangular or cylindrical. The added complexity to testing with medication packaging
was the shape of the bottle neck and the already existing information on the labels of the
packages. Once the object shapes had been decided, the material of the object had to be
decided upon. Initially the thought was to 3D print the objects, but this seemed like a
waste of time and resources for such simple shapes. The other options were to make the
objects out of balsa wood, dowel, or source pre-existing objects in the required shapes.
It was determined that the square and round dowel were both too small, as ideally the
objects need to be of similar sizing to medication packaging. Sourcing balsa wood in the
required size that did not require too much extra work to shape the wood also proved
difficult. So, it was decided to use pre-existing objects that are cubic and cylindrical.
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Figure 4.2: Lego brick cube that was used
.
The cube was constructed out of Lego to be a 64mm x 64mm x 57.6mm. Figure 4.2
displays how many Lego bricks these dimensions equate to. Food tins were used for the
cylinders. Three different sizes were chosen so that different curves could be tested. The
sizes were 5.5cm diameter, 8cm diameter, and a 10cm diameter. These are all sizes similar
to medication packaging sizes.
4.3.3 Setup
As mentioned in the section above on AprilTags, the tag family 36H11 was chosen to
be used. As a singular object was tested on, only one tag was needed. Tag ID 0 was
selected and was printed out at different sizes by a basic home printer. The sizes of the
tags printed were 61mm x 61mm, 40mm x 40mm, 25mm x 25mm, 10mm x 10mm, and
5mm x 5mm. The tags are pre-set to 61mm. The tag was attached and centred on the
object being tested by Blu Tack.
The setups were quite similar for the intial and semi-autonomous stages. In both stages
the camera was zip-tied to the side of the suction end effector. This is depicted in
Figure 4.3. Dexter HDI was set up on a desktop with the end effector pointing towards
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the user. This was the home position. The room the testing was conducted in was lit by
both artificial and natural lighting. The natural lighting caused difficulties in controlling
the lighting.
The objects used during Stage 1 and Stage 2 were:
 Stage 1.1, 1.3, 1.4, 2.1, 2.3, and 2.4 used a cube of size 64mm x 64mm x 57.6mm
which was constructed out of Lego bricks.
 Stage 1.2 and 2.2 used various sized cylinders; three were tested: 100 mm diameter,
80 mm diameter, and 55 mm diameter.
The 100mm cylinder was a medium sized Milo tin. The 80mm diameter was a bottle
of wet wipes, and the 55mm diameter cylinder was a small tin of coconut milk. This is
recorded for reference and repeatability purposes.
For Stage 1, the ‘path and play’ script was loaded into DDE and run on Dexter. This
allowed the user to manually manipulate the robot to the desired location. By holding in
the button on the side of J4, the arm was moved to each point. The object was adjusted
to be directly underneath the camera. The distances between the tag and camera were
approximate values, measured by a standard 30cm ruler. The idea of Stage 1 was to give
a foundation for understanding the robustness of the tags. Figure 4.3 demonstrates the
layout of the setup.
In Stages 1.1 through 1.4 - testing numbers as defined in Chapter 3 - the object was
placed directly under the camera and the user ran the OpenMV AprilTag program for
ten seconds, timed by a stopwatch. The output written into the Serial Terminal was then
saved as a text file after each trial. There were ten trials in each test. The variables were
tested as stated in the Methodology.
The advancement in Stage 2 involved using the dialog box in DDE to control the exact
positioning of Dexter, and therefore, the camera. Figure 4.4 shows the dialog box. Dexter
was first moved to its neutral position which is at the coordinates (0, 0.5, 0.075), all
measured in metres. It was then moved up to 0.1 in the z direction to inspect whether
it would be 10cm above the tag once the camera was rotated. J4 and J6 were both then
rotated 90 degrees relative to its position. This positioned the camera to be pointing
directly down on the benchtop. The object was placed underneath the camera and the
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Figure 4.3: Stage 1 Setup with cube using Path and Play
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Figure 4.4: DDE’s dialog box used to control the position of the arm
Table 4.1: Generalised coordinates and angles for positioning.
Angle Tested x y z J1 J4 J6
30 degrees 0 0.5 x+0.01 20 degrees 90 degrees 30 degrees
45 degrees 0 0.5 x+0.01 0 degrees 90 degrees 45 degrees
90 degrees 0 0.5 x+0.01 0 degrees 90 degrees 90 degrees
distance between the end of the lens and the tag was measured. It was found to be 9cm, so
Dexter’s position was reset to home and then moved to (0, 0.5, 0.11) and J4 and J6 were
rotated again to have the camera pointing downwards, above the object. This resulted in
the camera being 10cm above the tag. So, the adjustment of 0.01m was then able to be
made on each coordinate that was tested.
Table 4.1 displays the generalised coordinates and angles that were used to control the
positioning of Dexter HDI. The coordinates are measured in metres and the angles are
in degrees. The value ‘x’ is the distance above the tag that is desired in metres. To
achieve the correct position, the coordinates were run first in the dialog box. After this,
the angles were inputted and the robot was moved relative to the position that Dexter
was already in.
In Stages 2.1 - 2.4, there were three locations for the object depending on the angle that
was being tested.
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Figure 4.5: Stage 2 setup showing a test with the cube and 90 degree camera angle
 3cm off the x, 12.5 off the y with the camera set to 30 degrees
 6cm off the x, 10cm off the y with the camera set to 45 degrees
 0 cm off the x, 10cm off the y with the camera set to 90 degrees
The measurements were taken from the middle of the front foot of the robotic arm to
the first edge or corner of the object. The y axis was pointing towards the user when the
user was facing the robot, and the x axis was to their right. The variables tested were as
listed in the Methodology. Figure 4.5 displays the set up of Stage 2 with the markings
for object positioning.
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4.4 Chapter Summary
In this chapter, the specifications for the hardware and software have been discussed
and listed. The choices of AprilTags and testing objects were explained as well as the
explanation of the setup of testing.
Chapter 5
Testing and Results
This chapter outlines the specific tests that were undertaken to verify the usability of
AprilTags and the results of the tests. Through the verification process, it will assist in
determining whether AprilTags could be used to locate medication packaging so that the
sorting process could be automated.
5.1 Data collection
The data was collected through OpenMV IDE where the detections were written to the
serial terminal. Figure 5.1 displays the serial terminal display.
5.2 Stage 1 Testing and Results
The purpose of Stage 1 was to gain a ‘big picture’ understanding of the AprilTags. The
tests constructed were designed to begin to answer some of the research questions.
 How does depth affect tag recognition?
 How does occlusion affect tag recognition?
 How does the size of the tag affect detection?
 How does object shape affect tag detection?
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Figure 5.1: Data output in serial terminal and the frame buffer viewer image
5.2.1 Stage 1.1.i and Stage 1.1.ii
The tests conducted during 1.1.i and 1.1.ii were testing the affects of distance between the
camera and the tag, and the affects of tag size. The other variables were set as follows:
 Object: Cube
 Camera angle: 90 degrees
 Occlusion: none
 Lighting: Controlled as possible
Table 5.1 displays the breakdown of tests. The testing was conducted on a sunny day
with the lighting in the testing room to be generally consistent with both artificial and
natural lighting.
Test 1
The distances tested are listed in Table 5.1. It was observed during this test that the
camera did not detect a tag in the image very often. As the Serial Terminal was outputting
data in real-time, the user could see that the detections were limited.
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Table 5.1: Stage 1.1.i and 1.1.ii: Testing changes in height and tag size
Test name Tag Size Height
Test 1.1 5mm 3cm
Test 1.2 5mm 5cm
Test 2.1 10mm 5cm
Test 2.2 10mm 10cm
Test 3.1 25mm 10cm
Test 3.2 25mm 20cm
Test 3.3 25mm 30cm
Test 4.1 40mm 10cm
Test 4.2 40mm 20cm
Test 4.3 40mm 30cm
Test 4.4 40mm 50cm
Test 4.5 40mm 70cm
Test 5.1 61mm 10cm
Test 5.2 61mm 20cm
Test 5.3 61mm 30cm
Test 5.4 61mm 50cm
Test 5.5 61mm 70cm
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Test 2
The distances tested for Test 2 are listed in Table 5.1. It was observed during this test that
at the height of 5cm some detections were recorded and at 10cm very few were recroded.
Test 3
Test 3 used a 25mm tag. The distances are listed in Table 5.1. It was observed during
this test that detections were made at 10cm and 20cm. At 30cm there appeared to be
many less detections. The output was mostly the clock reading.
Test 4
Test 4 tested five distances as shown in Table 5.1. When the camera was set to 10cm, it
appeared to detect the tag well. When the camera was set to 20cm, it still detected the
tag well. Detections were still made at 30cm. At 50cm and 70cm, the Serial Terminal
contained a few detections and lots of clock outputs.
Test 5
Test 5 used a 61mm tag and tested the distances as displayed in Table 5.1. While testing
10cm above the tag, the camera dropped slightly and so had to be adjusted on Trial 9
of the 10cm test. The detections across the ten trials were sporadic. At 20cm, the user
noticed some different tag families entering the data. At 30cm, there was a mix of correct
detections and incorrect detections. At 50cm and 70cm the correct detections were few
with some incorrect detection as well as only clock outputs.
5.2.2 Stage 1.1.iii
The test conducted during 1.1.iii tested the affects of camera angle. The other variables
were set as follows:
 Object: Cube
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Table 5.2: Stage 1.1.iii: Testing changes in camera angle
Test name Angle
Test 6.1 80 degrees
Test 6.2 115 degrees
Test 6.3 130 degrees
(a) 80 degree angle (b) 115 degree angle (c) 130 degree angle
Figure 5.2: Stage 1.1.iii: Testing various camera angles
 Distance above tag: 20cm
 Tag size: 25mm
 Occlusion: none
 Lighting: Controlled as possible
Table 5.2 displays the breakdown of tests. The testing was conducted on a sunny day
with the lighting in the testing room to be generally consistent with both artificial and
natural lighting.
Test 6
As shown in Table 5.2, there were three angles tested. The angles were measured from
the centre of J4 in an anticlockwise direction. Figure 5.2 demonstrate the positions of the
arm and camera.
5.2 Stage 1 Testing and Results 40
5.2.3 Stage 1.2.i , Stage 1.2.ii, and Stage 1.2.iii
The tests conducted during 1.2.i, 1.2.ii, and 1.2.iii used various sized cylinders. Alongside
the various sized cylinders, the affects of distance between the camera and the tag, and
the affects of tag size were also being tested. The other variables were set as follows:
 Camera angle: 90 degrees
 Occlusion: none
 Lighting: Controlled as possible
Table 5.3 displays the breakdown of tests. The day that Stage 1.2.i through to Stage
1.2.iii was tested was an overcast day. The blind that was directly near the setup up of
the robot was lifted as it was quite dark in the room with only the artifical light. This
led to the light often changing as clouds moved outside.
Test 1
The cylinder size, tag size, and the various camera heights are listed in Table 5.3. During
the trials when the camera was set to 10cm above the tag, the lighting did vary. It was
also noted during the trials at 50cm that the detections were hit and miss. Generally
though, across the trials, some correct detections were observed. It was also observed
that the image from the camera did not appear distorted.
Test 2
Through Test 2 no abnormal observations were recorded. There were some correct detec-
tions that were observed. There were also some other detections and some misdetections.
The image that could be seen through OpenMV IDE did not appear distorted.
Test 3
For Test 3, observations were fitting the trends that had already been seen. Besides the
lighting varying throughout the testing, nothing else appeared different. No distortion
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Table 5.3: Stage 1.2.i, Stage 1.2.ii, and Stage 1.2.iii
Test name Cylinder Size Tag Size Height
Test 1.1 10cm dia 61mm 10cm
Test 1.2 10cm dia 61mm 20cm
Test 1.3 10cm dia 61mm 30cm
Test 1.4 10cm dia 61mm 50cm
Test 1.5 10cm dia 61mm 70cm
Test 2.1 10cm dia 40mm 10cm
Test 2.2 10cm dia 40mm 20cm
Test 2.3 10cm dia 40mm 30cm
Test 2.4 10cm dia 40mm 50cm
Test 3.1 10cm dia 25mm 10cm
Test 3.2 10cm dia 25mm 20cm
Test 3.3 10cm dia 25mm 30cm
Test 4.1 10cm dia 10mm 10cm
Test 5.1 10cm dia 5mm 10cm
Test 6.1 8cm dia 61mm 10cm
Test 6.2 8cm dia 61mm 20cm
Test 7.1 5.5cm dia 61mm 10cm
Test 7.2 5.5cm dia 61mm 20cm
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was seen in the image.
Test 4
No abnormalities were seen during Test 4 besides some misdetections and incorrect de-
tections. The image in the frame buffer viewer did not appear distorted.
Test 5
The data that was observed during Test 5 was minimal correct detections and many
misdetections.
Test 6
Test 6 used an 8cm diameter cylinder and tested the 61mm tag. No distortion was
observed in the frame buffer viewer and the detections appeared to follow the previous
tests.
Test 7
Test 7 used a 5.5cm diameter cylinder and tested with the 61mm tag. There was no
distortion that was observed in the image on OpenMV IDE. The detections appeared
correct except for the occasional misdetection or other detection.
5.2.4 Stage 1.3
Occlusion was tested by using another bit of paper to cover up portions of the tag.
Table 5.4 displays the portions of occlusion tested. The tag, camera height, and camera
angle were fixed for the occlusion tests. These values were:
 Tag size: 25mm
 Camera height: 20cm
5.2 Stage 1 Testing and Results 43
Table 5.4: Stage 1.3: Testing occlusion





 Camera angle: 90 degrees
Stage 1.3 was conducted on the same day as Stage 1.2. This meant that the light varied
for the occlusion tests as well - it was particularly noticed to change frequently.
It was observed that when one border was covered (1/12 occlusion) there were many
correct detections. When two borders were covered (1/6) there were correct detections
observed too. During the 1/4 occlusion test, the robot arm had dropped so it was corrected
back to a similar position to the previous location. It was also observed through the tests
that when the light was bright, there were many correct detections.
5.2.5 Stage 1.4
Lighting was tested with a torch, and with a coverage around the object. Table 5.5
displays the lighting tested. The tag, camera height, and angle were fixed for the lighting
tests.
 Object: Cube
 Tag Size: 25mm
 Camera height: 20cm
 Camera angle: 90 degrees
 Occlusion: none
The coverage was simply a piece of paper to try and create a shadow on the tag. The
testing was conducted on an overcast day, the same as Stage 1.2 and Stage 1.3. It was
observed that there were a mix of correct, incorrect, and misdetections.
5.3 Stage 2 Testing and Results 44
Table 5.5: Stage 1.4: Testing lighting
Test name Type of lighting
Test 1.1 torch
Test 1.2 shadowed lighting
The purpose of these initial tests was to understand the accuracy of tag detection and to
determine which variables were the most significant.
5.3 Stage 2 Testing and Results
The second stage of tests were controlled and repeatable as an advancement on from
manual manipulation of the robot. The purpose was to gain more specific, reliable data.
Stage 2 further verifies the effects of distance from the tag, angle of the camera, occlusion
of tag, and lighting building on from the results obtained in Stage 1. Size of tag was not
tested in this stage as sufficient results were achieved in Stage 1 and since the direction
of the research is towards the use of tags on medication packaging, there was not much
point testing a large tag that would not fit on packages along with the information already
there. For this reason, a 25mm tag was used across tests.
5.3.1 Stage 2.1.i and Stage 2.1.ii
The tests conducted during 2.1.i and 2.1.ii were testing the affects of distance between
the camera and the tag, and the affects of camera angle. The other variables were set as
follows:
 Object: Cube
 Tag Size: 25mm
 Occlusion: none
 Lighting: Controlled as possible
Table 5.6 displays the breakdown of tests.
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Table 5.6: Stage 1.1.i and 1.1.ii: Testing changes in height and camera angle
Test name Height Angle
Test 1.1 10cm 30 degrees
Test 1.2 10cm 45 degrees
Test 1.3 10cm 90 degrees
Test 2.1 15cm 30 degrees
Test 2.2 15cm 45 degrees
Test 2.3 15cm 90 degrees
Test 3.1 20cm 30 degrees
Test 3.2 20cm 45 degrees
Test 3.3 20cm 90 degrees
Test 4.1 25cm 30 degrees
Test 4.2 25cm 45 degrees
Test 4.3 25cm 90 degrees
Test 5.1 30cm 30 degrees
Test 5.2 30cm 45 degrees
Test 5.3 30cm 90 degrees
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Table 5.7: Stage 2.2.i: Testing camera angle on cylinder
Test name Camera Angle
Test 1.1 30 degrees
Test 1.2 45 degrees
Test 1.3 90 degrees
It was observed that at the lower heights the tag was detected correctly quite often. It was
found that as the distance between the camera and the tag increased correct detections
were observed less. During Test 5.1, the object was not in frame due to its positioning.
The object was not moved to be in frame so that there was continuity between the tests.
During these tests the lighting consisted of the artificial lighting and some natural lighting
from the windows at the other end of the room. This meant that the lighting was mostly
constant throughout the testing.
5.3.2 Stage 2.2.i
The tests conducted during 2.2.i tested the affects of camera angle when the tag was on
a cylinder. The other variables were set as follows:
 Object: Cylinder, 8cm diameter
 Tag Size: 25mm
 Camera height: 15cm
 Occlusion: none
 Lighting: Controlled as possible
Table 5.7 lists the conducted tests.
It was found that at all angles tested, correct detections were outputted as well as some
misdetections and incorrect detections.
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Table 5.8: Stage 2.3: Testing occlusion






The tests conducted during 2.3 tested the affects of occlusion. The other variables were
set as follows:
 Object: Cube
 Tag Size: 25mm
 Camera height: 15cm
 Camera angle: 90 degrees
 Lighting: Controlled as possible
Table 5.8 lists the tests conducted.
It was found that when the occlusion was small, there were correct detections. When the
payload was partially covered the serial terminal outputted the clock.
5.3.4 Stage 2.4
The tests conducted during 2.4 tested the affects of lighting on tag recognition. The other
variables were set as follows:
 Object: Cube
 Tag Size: 25mm
 Camera height: 15cm
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Table 5.9: Stage 2.4: Testing lighting
Test name Type of lighting
Test 1.1 Poor lighting
Test 1.2 Torch light
Test 1.3 Strobe lighting
 Camera angle: 90 degrees
 Occlusion: none
Table 5.9 lists the tests conducted. Poor lighting was defined as no artificial lighting as
well as the blinds closest to the camera being shut. The blinds at the other end of the
room were rolled up, so this let a little bit of natural light into the room. Figure ??
demonstrates the level of light for poor lighting. The torch light was held so that it shone
directly on the tag. A colleague was asked to assist by holding the torch. By using a
phone torch, the strobe lighting was achieved. It was set to 8Hz with a 50% duty cycle.
The colleague was asked again to hold the light direcly pointing on the tag.
It was found with the strobe lighting that the detections were patchy. From observation
it appeared to correctly detect the tag on every second output. It was observed both poor
lighting and with torch light that there were many correct detections.
The purpose of these tests was to gain more reliable data that could be compared and
analysed to verify the usefulness of AprilTags. The analysis will be conducted in the next
chapter.
5.4 Layout of Data
Due to the large amount of raw data, it will not be presented here or in the Appendices.
Figure 5.3 displays the construction of the spreadsheets containing the data. This was
achieved through loading the text files into Excel and then the data being transformed
by splitting the columns by the delimter “space”.
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Figure 5.3: Excerpt of the data to demonstrate spreadsheet formatting
5.5 Chapter Summary
In this chapter, a more detailed explanation was given of how the tests were conducted.
It discussed how the tests were structured and what the purpose of the tests were. The
observations and results were also presented for analysis in the next chapter.
Chapter 6
Analysis
This chapter discusses the results obtained through the tests conducted and analyses the
accuracy of detection. A threshold of 80% accuracy was set in Chapter 3 as the benchmark
to verify the robustness of a tag. The project as a whole will also be analysed in this
chapter.
6.1 Method of Analysis
As discussed in Chapter 5, the output files from OpenMV IDE were imported into Excel
so that the data could be filtered and anaylsed. Each test contained ten trials which
meant a large number of data points. The data points in each trial was recorded and
across a test were summed together. The spreadsheet was filtered for TAG36H11, ID 0.
The number of correct detections were recorded and summed together. The percentage
accuracy was calculated by dividing the number of correct detections by the total number
of data points. Figure 6.1 depicts the process of calcutating the detection accuracy across
a few tests. As an example, the first entry is for the test on a cube when the tag size was
61mm and the distance between the camera and the tag was 10cm. The numbers on the
left are the total number of data points in each trial and the numbers on the right are
the number of correct detections in each trial. The yellow highlighted boxes provide the
summation of the trials and the green highlighted box presents the detection accuracy as
a percentage.
6.1 Method of Analysis 51
Figure 6.1: Example of the calculation for percentage accuracy
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From these percentage values, graphs have been plotted to present the data. These graphs
will now be discussed.
6.2 Tag recognition with changes in Depth
Presented in Figure 6.2 is the graph that addresses the question of the affects of depth
as well as the additional variable of camera angle. These results test only one tag size:
25mm. Data discussed further down will explain the affects of tag size. Along the x axis
are the increasing distances between the tag and the camera that were tested. These
depths were measured in centimetres. The results of the data presented here were from
Stage 2 where Dexter was moved to specific coordinates. The y axis displays accuracy of
detection as a percentage. Each line represents a different angle that was tested.
The three different angles appear to each have different trends. At an angle of 30 degrees
and a height of 10cm, the detection accuracy was 66.3%. When the camera was raised
5cm, the detection accuracy significantly dropped off, resulting in no correct detections.
This remained consistent as the camera increased in height. As briefly mentioned in the
previous chapter, the object was not in frame when the camera height was at 30cm. The
object was not moved to be in frame so that there was consistency with the object location.
However, considering that no detections were recorded from heights 15cm through 25cm,
it is highly unlikely that any would have been detected at 30cm with the object in frame.
At an angle of 45 degrees and a height of 10cm, the detection accuracy was 99.5%.
When the height was raised to 15cm, the detection accuracy decreased slightly to 98.7%.
As the camera was raised by another 5cm, the detection accuracy dropped to 0% and
remained so for the rest of the 45 degree tests. The 90 degree test results were slightly
more unexpected. When the camera was set to 10cm, only 76.4% of the detections were
accurate and correct. As the camera was moved to 15cm above the tag, the accuracy
increased to 99.2%. At 20cm above the tag, the accuracy decreased to 87.6% before
decreasing to 0% at 25cm and 30cm.
As can be seen from Figure 6.2 the results are not linear. It can also be seen that each
line has a different trend but they all do reach 0% accuracy. This demonstrates that the
range for accurate detection is limited. There also appear to be some irregularities in the
accuracy of the 90 degree line. It would be expected that at 10cm with a direct view on
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the tag, the accuracy would be higher than when the camera is viewing the tag on an
angle. However, here the data has resulted in an anomaly where the detection accuracy
at 90 degrees, 10cm is less than the accuracy at 45 degrees, 10cm. This could be the
result of lighting. There were no anomalies recorded in the lighting but there may have
been some slight changes that affected the detection accuracy. Another possibility could
be due to the printing of the tag and its low resolution. However, this does not seem
likely as the 45 degree did not result in any difficulties with detecting the tag. Therefore,
it is a bit unclear as to why the detection accuracy has resulted at 76.4%.
Comparing the accuracies to the threshold set in the Methodology, 30 degrees is not a
suitable angle to use in accurately detecting the AprilTag. It is suitable to use a 45
degree angle in the range of 10-15cm above the tag as the accuracies are greater than
80%. However, it is not suitable in distances above 15cm. When the camera is set to look
directly down on the tag, the data demonstrates that it is highly accurate in the range
from 15cm to 20cm. Potential retesting could be done at the height of 10cm to observe
whether the accuracy improves so that there is a greater detection range.
From analysing the graph, it can be seen that changes in depth does have an affect on
tag recognition. The data demonstrates that as the distance between the tag and camera
increases, the detection accuracy decreases. This is what was expected as stated in the
hypothesis. It, however, does not decrease in a linear fashion. Having more data points
inbetween would give a greater understanding of the trend of the data but from what
is presented, the range for accurate detections is limited. The data also demonstrates
that tag detection is affected by angle. The closer the angle gets to the horizontal (as
suggested by the 30 degree angle), the less accurate the detections become.
6.3 Tag recognition with changes in occlusion
There were two tests conducted to test occlusion. The first was a preliminary testing of
occlusion in Stage 1.3. The camera was set to approximately 20cm above the tag and the
object was placed directly underneath. The second test was a controlled test in Stage 2.3
where the camera was moved to position by the dialog box in DDE. The height of the
camera in this test was 15cm. Figure 6.3 shows the graph from Stage 1 and Figure 6.5
displays the graph from Stage 2. The axes for both figures are the ‘Portion of Tag covered’
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on the x axis as a decimal, and the ‘Accuracy of Detection’ as a percentage on the y axis.
The graph demonstrates that when there is no coverage, 8% coverage or 17% coverage, the
detection accuracy is high, at 95.8%, 96.7%, and 95.3% respectively. Once the occlusion
increased, to 25% and then 50%, no correct detections were recorded at all. These were
all at a constant height. The lighting was inconsistent on the day that Stage 1.3 was
tested as it was an overcast day. The sun fluxuated between coming out for a few minutes
and cloud cover returning and so this may have affected the accuracy of detections.
The tag consisted of 12x12 squares, either black or white, where the payload was 8x8
sqaures. This left space for two borders: one white and one black. Figure 6.4 depicts this.
The test with 8% coverage resembles the covering of one column of sqaures: one side of
the black border. With this coverage, the payload was not affected. The coverage of 17%
contained two columns: one black, one white. The payload was unaffected by this as well.
However, when 25% of the tag was covered, which includes one column of the payload,
and 50% of the tag, which covers four columns of the payload, results in no detections.
As can be seen in Figure 6.3, the relationship between coverage and detection accuracy
is not linear. The first three points are very similar in accuracy, with a range of 1.4%
difference, and then there is a steep decline to 0% accuracy when the payload is slightly
covered. This suggests that the tag cannot handle occlusion if even a small part of the
payload is covered. The literature review did state that the newer versions of AprilTags
removed the ability to handle occlusion due to the amount of errors that were produced
and the slower computation time. Therefore, this data does agree with that statement in
the literature. However, it does not assist for the application. If AprilTags were put on
medication packaging and it comes into the Pharmacy in unsorted boxes, the tags could
be partially occluded and if the occlusion includes the payload, then the camera would
not be able to detect the location of the object resulting in no pick up by the robotic arm.
In terms of the irregularities, there is only slight variances between the detection accuracies
of no coverage, 8% coverage, and 17% coverage. However, it is odd as to why the accuracy
would be greater when the tag is partially occluded as compared to no occlusion at all.
As mentioned earlier, the lighting during testing did vary as clouds outside moved. It
could have been that the sun was out when testing 8% occlusion and so the lighting was
brighter allowing for greater illumination of the tag. The accuracy of 17% occlusion does
make sense, though, as it is lower than both no coverage and 8% coverage, as would be
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Figure 6.4: TAG36H11, ID 0, 12x12 tag
expected if more was hidden.
Comparing the accuracies to the threshold of 80% detection accuracy set in the Method-
ology, occlusion of greater than 25% is not suitable. In order to use AprilTags in the
prescribed application, another sorting method might need to be used alongside the tags
to locate the objects and the code might need to be altered to assist in the detection
process.
Figure 6.5 displays the graph of the data from Stage 2.3. This test conducted was an
advancement upon the last through controlling the position of the robotic arm through
the programming software, DDE. The height of 15cm was chosen because from the data in
Stage 2.1, it was the optimal height for accuracy. The graph demonstrates that when there
was no coverage, the detection accuracy was 99.2%. The detection accuracy dropped to
88.9% when there was 8% occlusion. At 17% occlusion, the accuracy increased to 99.9%.
As seen in Figure 6.5, there is no trend that fits the data and there appear to be a
few anomalies. Similarly to the test conducted in Stage 1.3, the anomalies lie with the
detections between 0% and 17% coverage. The accuracy is high for no coverage, as would
be expected. At 99.2%, this demonstrates that only a few misdetections occured. When
the occlusion was increased to 8%, the detection accuracy dropped which is expected
when occlusion is present. However, the accuracy is less than the accuracy that was seen
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in Stage 1.3 with the same coverage. In Stage 1.3, the camera was higher than in Stage
2.3 which suggests that some other factor have contributed to the lower accuracy. When
analysing the accuracy at 17% occlusion, the percentage increased to almost 100%. This
appears counterintuitive considering with lesser occlusion the detection accuracy was 11%
less. The percentage is also greater than what was found in Stage 1.3. Again, lighting
could have been a factor. Nothing was recorded in the way of different lighting but there
might have been some slight variations. Another factor could be in the camera; it might
have had some variance in its detection algorithms as it was run but this does not seem
likely. Otherwise, it is unknown why there are such dramatic differences in the results.
The data at 25% coverage and at 50% coverage supports the data from Figure 6.3 as they
both record no accurate detections across the trials. This can suggest the conclusion that
any occlusion of the payload cannot be handled by the tags.
This data, up to 17%, is still above the target accuracy set in the Methodology, as it
was in Stage 1.3. This secondary data confirms the results found in the first stage. It
data demonstrates that occlusion does affect the detection of the tag. Occlusion limits
the accuracy of detection as the payload begins to be covered but while a border is
covered, the accuracy is still high. The hypothesis stated that as occlusion increased, the
tag would become indetectable as the payload determined the ID of the tag. The data
analysed aligns with this hypothesis.
6.4 Tag recognition with changes in tag size
Presented in Figure 6.6 is the results of Stage 1.1. It was a study of tag size and height
above the tag. This gave a greater understanding of the importance of tag size as it
provided the range of each tag size tested. On the x axis is the distances between the
camera and tag that were tested in centimeters. The y axis is the accuracy of detection
as a percentage.
Testing began with the 61mm tag. At 10cm above the tag, the detection accuracy was
69.5%. As the height increased to 20cm, so did the detection accuracy. It increased to
88.8%. At 30cm above the tag, the detection accuracy was 98.1%. The camera was then
lifted to 50cm where the detection accuracy resulted in 70.1% accuracy. At 70cm above
the tag, only 0.15% of detections were correct. The tag was then reduced to be 40mm.
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At 10cm above the tag, 98.0% of the detections were accurate. When the camera was
20cm above the tag, the accuracy decreased slightly to 97.8%. It decreased further still
at 30cm to have an accuracy of 86.6%. The accuracy dropped to 0% accuracy when the
camera was raised to 50cm and then remained so at 70cm above the tag. The tag size was
further reduced to 25mm. At 10cm above the tag, the accuracy was 97.7%. It decreased
to 95.9% at 20cm above the tag and then resulted in no correct detections at 30cm above
the tag. When the 10mm tag was tested, there was a 2.5% accuracy when the camera was
set to 10cm above the tag. Because of this low detection accuracy, the distance between
the camera and the tag was decreased to 5cm. The accuracy achieved here was 95.5%.
Due to the fact that the 10mm tag had a high accuracy at 5cm, this was the starting
depth for the 5mm. However, no detections were recorded. Therefore, the distance was
decreased further to 3cm. No detections were recorded at this height either, however.
As can be seen from Figure 6.6 the results are nonlinear within a test and across tests.
There is no common pattern as the tag sizes decrease and the heights increase. The
results of the 61mm tag are unexpected in the sense that the initial height of 10cm has
the least accuracy besides when the camera is at 70cm. The hypothesis stated in Chapter
1 was that detection accuracy would decrease as the height increased. However, here the
accuracy increases before it decreases at 50cm. This is also unusual as it was the largest
tag tested. It would be expected with the large tag that the accuracy would be close
to perfect at 10cm, and steadily decrease as the distance became larger. The 40mm tag
behaved more as expected with the accuracy decreasing each time with a height increment.
The 25mm and 10mm tag also behaved in a similar fashion. Each time the range became
smaller as the tag decreased. The 5mm tag behaved differently again with no detections
at either height that was tested. This demonstrates that there is no congruency in the
results across the tag sizes. Again, some of the reasoning for differences could have been
lighting. The heights for each tag size were slightly different but not so much that it
would cause drastic differences. But still, this is something that should be accounted for.
The reason the heights were slightly different across tag sizes was because of the ‘Path
and Play’ program that was used as planned. A reason the smaller tags may have had
a smaller detection range could be due to the printing quality. As the tags decreased in
size, the printer may not have handled printing to the same amount of resolution and
detail.
Comparing the results to the threshold, it can be seen that the 5mm tag is not suitable at
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all. The 10mm tag is above the threshold when the distance between the camera and tag
is 5cm. The 25mm tag is above the threshold for accuracy when the range was between
10cm and 20cm. The 40mm tag had the greatest range for accurate detections above 80%
which was 10cm to 30cm. The 61mm tag could only be used inbetween the range of 20 and
30cm from the data given. The tag sizes that are above the threshold may not be useful
though for the range that they are accurate for. Ideally, a tag of 25mm or less would be
used on medication packaging due to the packaging needing other necessary information
on it as well. If the detection range is only 10cm or less, this is not useful for object
location and positioning because the arm has to be very close before it detects anything.
For this reason, some other detection method might need to be used in conjunction with
the tags. If the tags could be printed at a higher resolution, the range might increase
which would be of more benefit.
Although the data appears a bit random in places, it can still be seen that tag size does
have an affect on the detection accuracy. This affect is closely linked with the height of
the camera from the tag. The relationship seen is as the tag size decreases, so does the
range which was predicted in the hypothesis in Chapter 1.
6.5 Tag recognition with changes in object shape
The research question was quite broad, but there are not too many shapes when it comes to
medication packaging: usually boxes and bottles. For this reason, different sized cylinders
were tested to determine whether there are any affects to tag recognition. The idea was to
examine whether different diameters, and thus curves, had any affect on the accuracy of
detection. Figure 6.7 displays the results of testing with various cylinder sizes. Along the
x axis is the three cylinder diameters that were tested. The y axis displays the detection
accuracy as a percentage. The legend denotes the two heights that were tested: 10cm
above the tag, and 20cm above the tag.
Across these tests, a 61mm tag was used as it was expected that it would experience the
most distortion, particularly as the cylinder reduced in size. When the camera was set
to 10cm, the detection accuracy on the 5.5cm cylinder was 98.8%. At the same height,
the 8cm cylinder had a higher accuracy of 99.2%. The accuracy decreased to 90.5% as
the cylinder increased to 10cm in diameter. When the camera was raised to 20cm, the
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Figure 6.7: Affects of different sized cylinders on tag recognition
detection accuracy on the 5.5cm cylinder slightly increased to 98.9%. The accuracy of
detection when testing the 8cm cylinder decreased to 96.6%. When the 10cm cylinder
was used, the accuracy increased from the previous accuracy to 93.3%.
As can be seen in Figure 6.7 the results are varied. The accuracies achieved at 10cm above
the tag are not linear and appear somewhat unusual. It makes sense that the accuracy
increases from the 5.5cm cylinder to the 8cm cylinder as the 8cm surface is slightly flatter
than the 5.5cm surface. However, the difference is not too large. The anomaly appears
to be with the 10cm cylinder. The accuracy dropped to 90.5%. It was expected that
as the curve of the surface flattened, the accuracy would increase. However, this result
demonstrates that it did not. These tests were conducted on the day when it was overcast
and so the lighting kept changing. This may have affected the result. The data achieved
at 20cm above the tag appears much more linear. Although, the line is trending in the
opposite direction to the 10cm height line and from what was predicted. The accuracy
of the 5.5cm cylinder at 20cm is slightly greater than the accuracy at 10cm, although, it
is only by 0.2% so is hardly significant. The accuracy of the 8cm cylinder dropped 2.6%.
This makes sense with the change in height but it does not make sense with the curve
of the surface being flatter than the 5.5cm cylinder. The accuracy decreased again for
the 10cm cylinder in comparision to the accuracy of the 8cm cylinder, but it increased in
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Figure 6.8: Affects of lighting on tag recognition
comparison to the camera being set 10cm above the tag. In the big picture though, the
differences are not too great and all the accuracies are above 80%.
Therefore, although there are some unexpected results, a curved surface does not seem to
affect the tag detection. This data suggests that the premise of the hypothesis that tag
recognition would decrease as the diameter became smaller is not supported.
6.6 Other Findings
Lighting was not a specific question at the beginning of the project but it was tested
to determine whether lighting did cause an affect, and so affect the other results. The
results from Stage 2.4 will be considered here. Three lighting conditions were tested: poor
lighting, strobe lighting, and torch lighting. These conditions are presented along the x
axis of Figure 6.8. The y axis is still the detection accuracy as a percentage. The setup
of the lighting conditions were defined in Chapter 5.
In poor lighting, the accuracy of detection was 100%. This is the first 100% accuracy
in the entire study. The strobe lighting attained a 56.8% accuracy, and the torch light
achieved a 99.1% accuracy. The camera was set to 15cm above the tag for each of these
tests.
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It is interesting to note that the consistent lighting conditions achieved a high accuracy.
Even with lighting being poor, there was enough consistent light that helped to achieve
high detection accuracy and the same can be said with the torch light: the lighting was
consistently bright and so the detection accuracy was high. However, when the light
varied, the detection accuracy decreased significantly. The result was little more than a
detection every second data point as observed in Chapter 5. This may explain some of the
unexpected results discussed earlier. When the lighting suddenly changed, the detection
accuracy decreased, whereas when the lighting was consistent, the accuracy was high.
Further testing, in a more controlled environment would need to be conducted to confirm
this.
6.7 Problems Encountered
Through the study, some problems were encountered. First, the pose estimation calcu-
lated by the camera returned the results that appeared very strange. It became known
that the results were in pixels. It was not intuitive, however, as to how to convert the
results into millimetres. There was a program written by the OpenMV team that used
tag size to convert the distances into millimetres except the results did not correspond
to the actual distance to the tag. There appeared to be a scale factor but it was very
random. This was a hindering factor to coordinating the robot arm and the camera. To
move forward with combining the systems, the translation values would need to converted
and assured that the values were consistent.
This leads to the second problem encountered. The values that were recorded in OpenMV
for the translation were not consistent in Stage 1. Appendix C displays an excerpt of trials
from one test. This was one test where the object and camera were not moved and the
trials were run consecutively. But as the data shows, across the trials the translation
in the x, y, and z changed with each trial. This might suggest that the camera is not
accurate in calculating where the centre of the tag is located. If this is the case, there
will be difficulties in controlling Dexter HDI by the camera. It was found though, that
there was an improvement in the consistency of translation points in Stage 2 when the
robotic arm was moved to specific coordinates. This is something that could be further
investigated.
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For these reasons, and due to limited time detection accuracy became the main focus of
this project.
As already discussed numerous times, the inability to control the lighting also caused
difficulties as did printing the tags with a home printer. Another potential factor may
have been the resolution of the lens on the camera. OpenMV have many other lens that
may improve the quality of detection.
6.8 Analysis of results achieved against Project Objectives
The first project objective was:
 A verification of the functionality of artificial tagging through various tests determin-
ing how shape, size, camera angle, camera distance, lighting, tag size, and occlusion
affect the function. AprilTags will be the artificial tag that will be implemented and
tested.
The main study of the project was to verify the function of AprilTags. The analysis
that has just been conducted has demonstrated the process of verification of the tags
through the results of camera distance, camera angle, shape and size, lighting, tag size,
and occlusion. The data verified that within some ranges, the AprilTags are robust. In
general, for tags equal to or greater than 25mm, the robust range is 10-20cm. Outside
of this, the tags are much less functional. It was found that the size of the tag did
have quite an impact on the range in which the tag could be detected. This was found
particularly as the size decreased. The data demonstrated that the tags were not robust
to occlusion. Detection was accurate when the borders were covered but once any portion
of the payload was occluded, the accuracy would drop to 0%. The tags did seem to be
robust to object shape as the detection accuracy was well above 80%, although further
testing would confirm this statement because there were some anomalies in the trend of
the data. The tags were not robust to all angles, in particular as the camera came closer
to the horizontal and the height increased. The tags were not robust to strobe light. The
changes in lighting caused the detection accuracy to drop from near 100% in consistent
lighting to 56%.
From this, the conclusion can be drawn that a 25mm tag is robust when the camera is
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10cm to 20cm above the tag, at an angle of 90 degree with consistent lighting and no
more than 17% occlusion. This could be on a flat or curved surface.
The second objective was:
 The utilisation of the OpenMV camera as a potential low-cost machine vision system
to accurately detect the AprilTags. The low-cost device enables the potential for
wider application use, particularly if it proves to be reliable and accurate.
This objective is linked to the previous objective in the sense that it can only be deemed
as successful if the tags were detected accurately and therefore, verify the funcitonality
of the tags. It can be said that the OpenMV camera was utilised to detect AprilTags
through all the testing. As with the conclusion of the first objective, a 25mm tag was
accurately detected when the camera was 10-20cm above the tag at an angle of 90 degrees
with consistent lighting and minimal occlusion. In this sense, the OpenMV camera was
a suitable low-cost machine vision system to accuratley detect the AprilTags. At other
times though, when the detection accuracy was low, it is hard to say whether it was due
to the resolution of the tag or the resolution of the camera. Through this project, the
OpenMV H7 camera is not unsuitable for the task. Potentially, a different lens and/or
higher resolution printing could prove for the camera to be sufficient.
The third objective was:
 The development of a combined machine vision and robotic arm system in order to
autonomously detect and locate tags for autonomous sorting. The robotic arm that
will be implemented is Dexter HDI developed by Haddington Dynamics.
This objective was partially achieved. The camera and robotic arm were combined to-
gether but it was only the preliminary stages of the technologies being used together as
the robotic arm was not controlled by the camera. They were combined together in the
sense that the camera was attached to the robotic arm and the position of the robotic
arm had to be manipulated to change the position of the camera. The process had begun
in detecting and locating the tags for the purpose of autonomous sorting, however, as
discussed in the previous sections there were some issues with the locating of the objects.
The intent of Stage 3 was to solve the dynamic detection problem rather than use the
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static detection as was used in Stages 1 and 2. However, as stated in the Methodology,
stages would only be advanced upon the satisfactory completion of the previous stage.
So, due to limited time Stage 3 was not begun.
The fourth objective was:
 The utilisation of the whole system to identify, locate, and accurately pick up differ-
ent medication packages, ultimately being able to sort a box of different medication
packages into relevant categories.
This objective was not achieved during the project due to limited time and the amount
of tests undertaken in Stages 1 and 2. The testing completed in these stages had the
direction of sorting medication packaging, but the autonomous sorting process was not
attained.
6.9 Evaluation of the project
At the beginning of the project a few research gaps were identified. These were:
 The need for low-cost robotic arm and machine vision systems that can be used in
non-industrial settings.
 The lack of physical tests and results on AprilTags
 The use of a robotic arm, camera, and AprilTags in the pharmaceutical setting
In evaluating the project, some of these gaps have been addressed or have begun to be
addressed. The progress that has been made particularly is providing results from physical
tests on the AprilTags. As has been discussed in this chapter, data was collected to test
and verify the robustness and functionality of the tags. Even though some of the results
did not align with the statements made in the AprilTag papers, the data helps to address
the gap. The other area where progress has been made is in the low-cost system area.
Whilst more testing still needs to be conducted, there is potential in the combination of
Dexter HDI and OpenMV as a low-cost system for a less industrial setting. The results
achieved have not deemed the equipment unsuitable for this purpose. The last research
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gap is the least narrowed. The intent and focus of the study was to drive it in the direction
of the hospital pharmacy but no specific work was conducted to narrow this gap. Some
conclusions, though, have been drawn due to the focus being here.
In terms of the progress made within the test, there was progress made from using ‘Path
and Play’ script to controlling Dexter with the dialog box. This was an advancement
from manually controlling Dexter to controlling Dexter through the DDE environment
with specific coordinates and angles being used.
There are many components of the project that could have been done better. Firstly, the
tags could have been printed at a higher quality. This would have resulted in a clearer
viewing of the tags’ payload and so this may have assisted in increasing the detection
accuracy. Secondly, the use a Lux metre would have helped so that the changes in
lighting could be recorded for better test evaluation. Thirdly, the initial testing could
have been more controlled by using the dialog box in Stage 1, and then programming the
robot to automate it in Stage 2, to head in the direction of dynamically detecting the tag
in Stage 3.
But overall, the results attained through this study are still reliable and helpful to head in
the direction of automating the boxes in the Pharmacy that contain orders of medication.
6.10 Chapter Summary
In this chapter, the analysis of Stages 1 and 2 were conducted. The problems encoun-
tered and the analysis of the work completed was compared to the Project Objectives.
The overall project was also evaluated by considering what progress has been made in
decreasing the research gap and by considering what could have been done better.
Chapter 7
Conclusions and Future Work
This chapter concludes the dissertation. The topics and findings discussed throughout
this document will here be summarised.
7.1 Research Questions
The first four research questions were answered in Chapter 2 in the Literature Review.
These questions were:
 What methods are there for object recognition already?
 What sorts of tags exist for object recognition?
 How do tags work?
 What methods for sorting objects already exist in the robotic world?
It was here that three types of visual fiducial tags were discussed: ARToolkit, ARTags,
and AprilTags. It was found that AprilTags work through a graph-based segmentation
method analysing the payload in the centre of the tag. It is this payload that allows for
the pose of an object to be calculated.
The other four research questions were:
 How does depth affect tag recognition?
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 How does occlusion affect tag recognition?
 How does the size of the tag affect detection?
 How does the object shape affect tag detection?
Through the analysis that was conducted, it was found that as the distance between the
tag and the camera increased, the tag was less recognised and so, the detection accuracy
decreased. It was also found that the tags cannot handle any occlusion of the payload
which confirms what was stated in Wang & Olson (2016). In that paper, they had stated
that they removed the ability for the tag to handle occlusion so that there were fewer false
positives and so it decreased computation time. The accuracy of detection was affected
by the tag size – it decreased as the tag decreased in size. The affect of tag size was also
closely linked with the distance between the tag and camera. This was demonstrated by
observing how the range of distances that would accurately detect the tag decreased as
the tag became smaller. It was also learnt that object shape did not have much impact
on the accuracy of detection.
Hence, through the testing and Literature Review, all the research questions were an-
swered.
7.2 Project Objectives
The following Project Objectives were achieved:
1. A verification of the functionality of artificial tagging through various
tests determining how shape, size, camera angle, camera distance, light-
ing, tag size, and occlusion affect the function: This was achieved through
the testing and answering of the research questions. It was found that for a 25mm
tag, the tag can be accurately detected in the range of 10-20cm at a 90 degree angle,
with limited occlusion and with consistent lighting. The flat and curved surface had
similar results
2. The utilisation of the OpenMV camera as a potential low-cost machine
vision system to accurately detect the AprilTags: This was achieved in corre-
spondance with the first objective as passing depended on the percentage accuracy
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being greater than 80% as defined in Chapter 3. It was found that some of the
data attained an accuracy above 80%. As a result, the data does not rule out the
OpenMV camera as a potential camera but the data does show that there are some
limitations to its use.
3. The development of a combined machine vision and robotic arm system
in order to autonomously detect and locate tags for autonomous sorting:
This objective was only partially achieved by the camera being attached to the end
effector of Dexter HDI. Further work needs to be conducted here.
The fourth objective was not achieved as the whole system was not coordinated to pick
up different medication packages to sort a box of them.
7.3 Conclusions from Analysis
Through the testing it was learnt that:
 The optimal range for a 25mm tag was 10-20cm
 A 45 degree angle can be used when the height above the tag is between 10-15cm
 A curved surface does not seem to affect the detection accuracy in the range of
10-20cm above the tag
 Sporadic changes in lighting cause the detection accuracy to significantly decrease
From these learnings, it can be concluded that there is still potential to use AprilTags
for a pharmacy application. However, the use of small tags (less than 25mm) does not
look promising from the data analysed. Needing the camera to be less than 10cm away
before the tag can be detected is not useful in object localisation, and pick and place
applications. Ideally, the camera should be able to detect the tag, and hence the object,
from at least 20cm away so that there is plenty of space for the arm to move into the
required position. But the data from the 25mm tag is reasonable, and this size tag could
potentially be used on medication packaging. It is suggested, however, that more testing
is completed to verify the suitability of the tags in this application as discussed in the
next section.
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7.4 Future Work
As specified in the methodology, there were more testing stages planned. However, due
to the lack of time and impacts made by COVID-19, these stages were not attained.
The third stage was planned to be an advancement in autonomy from the previous stage.
The step up would have been from using the dialog box to writing a script that would
control the arm’s movements. Ideally, it would be controlled by the camera so that it
wouldn’t move before 100 seconds in each position. This would create a more robust,
less error prone testing. The positions of the robotic arm would be pre-defined like with
the dialog box but the positions would not change before the timer from the camera
script had been completed. The other advancement to the testing was to use medication
packaging as the objects of testing. The key variable that would have been examined was
positioning of tag on the package to determine whether things like bottle neck curvature,
which is generally concave, or busyness of labelling would affect the tag recognition. The
hypothesis is that recognition and detection accuracy would not be affected by these
things. This stage would have also inspected more closely the accuracy of the translation
coordinates that the AprilTags provide.
The final stage endeavoured to pick and place medication packaging, using the tags to
give the object position. This stage would have investigated connecting the arm and
camera to communicate in real-time so that the camera could control where the arm
moved to. At first, this stage would have sought to detect the object when in motion
before moving to pick it up and move it to a specific location. The difficulties here would
be knowing how to move the robot arm before the camera has detected the tag and then
using the coordinates from the camera to accurately and precisely move the arm to the
object. Much work would need to be done to convert the coordinates and ensure that the
coordinates were repeatable as there was some inconsistency in the data as mentioned in
Chapter 6. After that, the goal would have been to move multiple objects, one at a time,
to a given location. The difficulty here would have been in programming the camera and
robot to know which item to select first.
Both Stage 3 and Stage 4 could be completed as future work. It would assist in further
understanding the likelihood of this system being used for a pharmacy application.
Further verification of the tags could be undertaken by doing a study of the affects of
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pritning resolution. A few different printer types could be examined like the basic home
printer, the larger office printer, and then laser printing to determine whether there is an
affect on the accuracy of detection. It would be particularly helpful to determine this for
smaller tags so that it could assist in the viability for the Pharmacy application.
Another study could be undertaken on the OpenMV camera, testing the different lens to
determine how the resolution of the lens improves the quality and accuracy of detection
whilst still being a low-cost system.
For other future tests, it would be suggested to use the dialog box in Stage 1 rather than
the ‘Path and Play’ program. Whilst it is a useful program, it does not help in achieving
control and repeatability in robot positioning. There is the ability with this program to
record the locations so that it is then repeatable but it is suggested to simply use the
dialog box to attain this control. For Stage 2, it is suggested that a script is written in
DDE to create jobs that control the positioning. The camera and arm systems can still
be controlled separately in this instance. It is also suggested to have a lux metre so that
variances in light can be recorded. This will assist in seeing whether light does have an
affect on the tag detection and accuracy.
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Figure C.1: Test 2, Trial 1
C.1 Introduction to this Appendix
In this Appendix, some excerpts of data are included. All the data has not been included
due to the size and number of data files that were collected during this project.
C.2 Potential Discrepancies in the Position Estimation of
Pose Estimation
In Chapter 6, it was mentioned that there were some discrepancies in the Tx and Ty
values within one test. This was particularly found during Stage 1 in using ‘Path and
Play’. Ten excerpts, from one test, are included here to demonstrate how the Tx and Ty
values (columns four and five respectively) varied across trials even though the camera
was not moved during these trials.
It was identified that there was better control within tests in Stage 2 when Dexter HDI
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Figure C.10: Test 2, Trial 10
Appendix D
OpenMV H7 Data Sheet
 
  








• 32-Bit Arm Cortex-M7 operating at 400MHz. 
• High bandwidth 1MB SRAM / 2MB FLASH.  
• Double-precision Floating Point Unit (FPU). 
• Full DSP instructions, hardware JPEG encoding. 
• 2 UARTs, 2 I2C, 1 SPI, 1 CAN, 3 TIM/PWM. 
• 1 USB full speed (FS) for programming. 
• 1 RGB LED and 2 IR LEDS on board. 
• 1 uSD Card socket (supports up to 64GBs). 
• High efficiency switching regulator (1A out). 
• Low noise LDO for sensor analog supply. 
• LiPo battery connector.  
• Less than 150-mA power consumption.  
• Modular sensor design supports multiple sensors:  
–  OV7725 640x480.  
–  MT9V034 (Global Shutter Sensor).  
–  FLIR 1,2 and 3 thermal imaging sensors. 
 
2 Description  
The OpenMV cameras are low-power, Python3 
programmable machine vision cameras that support 
an extensive set of image processing functions and 
neural networks. OpenMV cameras are programmed 
using a cross-platform IDE which allows viewing the 
camera's frame buffer, accessing sensor controls, 
uploading scripts to the camera via serial over USB 
(or WiFi/BLE if available). 
The OpenMV-H7 camera base board is based on the 
STM32H7 Arm Cortex-M7 MCU operating at 400MHz, 
and featuring 1MB SRAM, 2MB FLASH, FPU, DSP 
and a hardware JPEG encoder. The base board has 
a modular sensor design, decoupling the sensor from 
the camera. The modular sensor design enables the 
camera to support multiple sensors including 
OV7725, MT9V03x global shutter sensor and FLIR 




PART NUMBER BODY SIZE (NOM) 
OPENMV-H7 1.4 in × 1.75 in 
3 Applications 
 
• Home automation. 
• Robot guidance. 
• Industrial Applications. 
• Surveillance Applications. 
• Object detection and tracking. 
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Header No Name 
J1 Pin Configuration 
J1 
1 P0 UART1 RX – TM1 CH3N – SPI 2 MOSI 
2 P1 UART1 TX – TM1 CH2N – SPI 2 MISO 
3 P2 CAN2 TX – TM1 CH1N – SPI 2 SCLK 
4 P3 CAN2 RX – SPI 2 SS 
5 P4 TIM2 CH3 – I2C 2 SCL – UART 3 TX 
6 P5 TIM2 CH4 – I2C 2 SDA – UART3 RX 
7 P6 TIM2 CH1 – DAC – ADC 
8 3.3 3.3V Rail (250 mA Supply MAX). 
J2 Pin Configuration 
J2 
1 RST Reset (Connect to GND to reset). 
2 BOOT Boot 0 (Connect to 3.3V for DFU mode). 
3 SYN Frame synchronization pin (Use to frame sync cams). 
4 P9 Servo3 – TIM4 CH3 
5 P8 Servo2 – TIM4 CH2 – I2C4 SDA 
6 P7 Servo1 – TIM4 CH1 – I2C4 SCL 
7 VIN VIN (3.6V – 5V). 
8 GND GND Rail 
J3 Pin Configuration 
J3 
1 SWC Serial wire debug clock. 
2 SWD Serial wire debug data. 
3 RST Reset (active low). 
4 3.3V 3.3V rail (500 mA Supply MAX) 
5 GND GND rail 
 
  




5 Electrical Characteristics     
5.1  Absolute Maximum Ratings1    
    
SYMBOL RATINGS MIN MAX UNIT 
V N External input supply voltage range. 3.6 5.5 
V 
VOU  External output supply voltage range.  3.3 
VI O 
Input vo tage range on ADC/DAC pins.
 
-0.3 4.0 
Input vo tage range on any other pins. -0.3 7.3 
IOU  External output supply current range.  600 
mA 
II O 
Output current sunk by any I/O and control pin  20 
Output current sourced by any I/O and control pin  -20 
ΣII O 
Total output current sunk by all I/Os and control pins  140 mA 
 
Total output current sourced by all I/Os and control pins  140 
T  Junction temperature.  125 °C 




5.2  Recommended Operating Conditions 
 
SYMBOL RATINGS MIN MAX UNIT 
V N External input supply voltage range. 3.6 5.0 
V 
VOU  External output supply voltage range.  3.3 
VI O 
Input voltage range on ADC/DAC pins.
 
-0.3 3.6 
Input voltage range on any other pins. -0.3 5.0 
IOU  External output supply current range.  500 mA 










































(1) Stresses beyond those listed under Absolute Maximum Ratings may cause permanent damage to the device. These are stress ratings 
only, which do not imply functional operation of the device at these or any other conditions beyond those indicated under Recommended 
Operat ng Conditions. Exposure to absolute-maximum-rated conditions for extended periods may affect device reliability. 
 
  




6 Mechanical Information 
The following information is the most current data available for the designated device. This data is subject to 
change without notice and without revision of this document. 
 
 
 
 
 
