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FROM THE NASH–KUIPER THEOREM TO THE EULER EQUATIONS OF
FLUID DYNAMICS
DU THÉORÈME DE NASH–KUIPER ÀUX ÉQUATIONS D’EULER POUR
LA DYNAMIQUE DES FLUIDES
SIRAN LI AND MARSHALL SLEMROD
Abstract. Direct linkages from the isometric embeddings of Riemannian manifolds to the com-
pressible fluid dynamics are established. More precisely, let (M, g) be a surface isometrically
embedded in R3; by defining the density ρ, velocity v and pressure p in terms of the second fun-
damental form of the embedding, we get a solution for the steady compressible Euler equations
of fluid dynamics. We also introduce a renormalization process to obtain solutions for Euler
equations from non-C2 isometric embeddings of the flat torus. Extensions to multi-dimensions
are discussed.
Résumé. Nous établissons un lien direct entre les plongements isométries des variétés rieman-
niennes et les dynamiques des fluides compressibles. Plus précisément, si (M, g) est une surface
dans R3, alors on définit la densité, la vitesse et la pression du fluide en tant qu’une application
de la deuxième forme fondamentale associé à (M, g) →֒ R3. De cette manière, on obtient alors
une solution des équations d’Euler pour les liquides stables et compressibles. Nous introduisons
également un processus de renormalisation afin d’obtenir les solutions des équations d’Euler du
plongement isométrique non-C2 du tore plat. De plus, nous discutons certaines extensions à un
nombre de dimension supérieur à deux.
1. Introduction
In recent years, a sequence of papers (see [18], De Lellis–Székelyhidi, Jr. for a survey)
have appeared as an outgrowth of the celebrated results of Nash and Kuiper [30, 24, 23] for
the C1-isometric embeddings of an n-dimensional Riemannian manifold into Rn+1. These works
are devoted both to sharpening the regularity of embeddings in the Nash-Kuiper theorem ([14,
17]), and to proving non-uniqueness of solutions for problems arising in continuum mechanics,
especially the Euler equations for compressible and incompressible fluid flows (e.g., [8, 9, 19]).
The central technique in these papers is the theory of convex integration and h-principle.
It was introduced by M. Gromov as a generalization of the Nash–Kuiper paradigm; see [20, 21].
Recently, complimenting these theoretical developments are the breakthrough computational
results of Borrelli et al [4, 5, 6], where for the first time the convex integration procedure has been
numerically implemented to produce elegant illustrations of non-smooth isometric embeddings.
In each of the applications to continuum mechanics, the convex integration procedure
is done on a case by case basis. Similarly, the computational works [4, 5, 6] by Borrelli et
al are carried out in an independent fashion. This leaves open the following question: can
the constructions of non-smooth isometric embeddings of manifolds be directly translated into
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statements about the Euler equations? That is, can we find a direct fluid dynamic analogue of
the Nash–Kuiper theorem?
The goal of this note is to answer this question. The answers are simple: for the convex
integration procedure used to isometrically embed a surface M into R3, each member of the
sequence of approximate solutions can be identified, via simple algebraic relations, with a solution
of the compressible steady Euler equations representing fluid flow on M . Furthermore, upon
“renormalization”, the Nash-Kuiper limit of these approximate solutions can be translated into
solutions of the balance law of linear momentum of steady fluid flow.
The paper has four sections after this Introduction. §2 provides the basic background
on the isometric embedding problem and the surface theory. §3 presents a link between the
smooth surfaces isometrically embedded into R3 and the solutions of the steady compressible
Euler equations. Then, in §4 we study the same problem in §3 under the non-C2 setting by a
renormalization method. We identify the renormalized limit of Nash–Kuiper iterations as weak
solutions for the Euler equations. Finally, in §5 we extend the above results to higher dimensions.
2. Preliminaries on Riemannian Geometry
This section outlines some of the basic elements of Riemannian geometry and the isometric
embedding problem. We restrict our discussions to 2-dimensional Riemannian manifolds, i.e.,
surfaces, and refer to our work [11] for the higher dimensional theory.
Let (M,g) be a 2-dimensional Riemannian manifold with local coordinates {xi : i =
1, 2}. The distance on M is given by the metric g via ds2 = gijdx
idxj , also known as the
first fundamental form. A map y : (M,g) → R3 is an isometric embedding if y and dy are
injective and y is an isometry:
3∑
k=1
∂yk
∂xi
∂yk
∂xj
= gij
for each i, j ∈ {1, 2}. That is, the intrinsic distance on M given by g equals to the Euclidean
distance on the image y(M).
The problem of isometric embedding is as follows (see Han–Hong [22] for a thorough
introduction): given a Riemannian manifold (M,g); find an isometric embedding y as above. It
amounts to solve for the extrinsic geometry (in contrast to the intrinsic geometry, namely the
geometric quantities determined by g). For the case of dimM = 2, y : M → R3, the extrinsic
geometry is completely characterized by the second fundamental form {Hij : 1 ≤ i, j ≤ 2}:
Hij :=
∂2y
∂xi∂xj
· ν, (2.1)
where ν is the unit outward normal to y(M).
There is a well-known necessary condition for the existence of (smooth) isometric embed-
dings of a surface (M,g) into R3: the second fundamental form satisfying the Gauss and Codazzi
equations: for i, j, k, l ∈ {1, 2},
Rijkl = HikHjl −HilHjk, (2.2)
∇iHjk = ∇jHik. (2.3)
Here ∇ is the covariant derivative associated to the Levi-Civita connection on (M,g). The
connection is fully characterized by the Christoffel symbols Γijk :=
1
2g
il{∂jgkl + ∂kgjl − ∂lgjk},
2
where g−1 = {gij}. Here and throughout we adopt the Einstein summation convention: the
repeated lower and upper indices are understood as being summed over. Then, the Riemann
curvature is given by Rlijk := glp{∂jΓ
p
ik − ∂kΓ
p
ij + Γ
p
jqΓ
q
ik − Γ
p
kqΓ
q
ij}. In dimension 2, the only
nontrivial component of the Riemann curvature is R1212. One defines the Gauss curvature by
κ := R1212 det g
−1. Let us also mention a fact that will be repeatedly used in later sections: the
metric tensor g satisfies ∇g = 0. This is often called the Ricci identity.
When M is simply-connected, the Gauss–Codazzi equations are also sufficient for the
existence of isometric embeddings for dimM = 2. This is known as the fundamental theorem of
surface theory; its proof for lower regularity cases is given by S. Mardare ([25, 26, 27]).
In the Introduction we discussed the Nash–Kuiper theorem. The statement is as follows.
An improved version of this theorem is given by Conti, De Lellis and Székelyhidi, Jr. (Theorem
4.1); we shall need it for the renormalization arguments in §4.
Theorem 2.1. Let (M,g) be a Riemannian manifold of dimension n. Let y⋆ : M → Rn+k be
a smooth embedding such that ∂iy⋆ · ∂jy⋆ < gij (as quadratic forms) and k ≥ 1. Then for any
ǫ > 0 there exists a C1 isometric embedding y : (M,g)→ Rn+k such that ‖y − y⋆‖C0(M) ≤ ǫ.
Example 1. A typical application of the Nash–Kuiper Theorem 2.1 is the isometric embedding
of the flat 2-torus into R3.
We call the surface of revolution generated by revolving a circle of radius a about an axis
co-planar with respect to this circle a “geometric torus”. It is parametrized by
y1 = (c+ a cos x2) cos x1, y2 = (c+ a cos x2) sinx1, y3 = a sinx2,
where −π ≤ x1, x2 < π and c > a > 0.
The square −π ≤ x1, x2 ≤ π can also be seen as a torus, once we identify the opposite
sides with each other: this is known as the flat torus. Thus, the above parametrization y sends
the flat torus into three dimensional Euclidean space with the geometric torus as its image.
The metric of the geometric torus is given by g11 = (c + a cos x2)
2, g12 = 0, g22 = a
2,
whereas the metric of the flat torus is δij (the Knonecker delta). For 0 < a < c < 1/2, one can
apply Theorem 2.1 to deduce the existence of C1 (but non-C2) isometric embeddings of the flat
torus into R3. Computation of this embedding has been performed by Borrelli et al ([6]) and
shown in Figure ??.
Example 2. A second classical example of the Nash–Kuiper theorem is embedding the 2-sphere
of radius r parametrized by y1 = r(cos x2 cos x1), y2 = r(cos x2 sinx1), y3 = r sinx2 into R
3 while
being C0-close to a sphere of smaller radius r0.
Clearly, the metric associated with the sphere of radius r is g11 = r2 cos
2 x2, g12 = 0 and
g22 = r
2. When r0 < r we can apply Theorem 4.1. A visual representation of this embedding is
given by Bartzos et al [4] and shown in Figure ??.
3. From embedded surfaces to Euler: 2D Smooth Solutions
Consider the following two PDE systems, one geometric and one physical:
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1. Take a smooth surface (M,g) isometrically embedded into R3. Its second fundamental
form H = {Hij : 1 ≤ i, j ≤ 2} is a solution to the Gauss–Codazzi equations:
HijHkl −HikHjl = Riljk (3.1)
and
∇iH
k
j = ∇jH
k
i . (3.2)
The latter equation is obtained from (2.3) using the Ricci identity.
2. On the other hand, consider the Euler balance laws of mass and momentum for the
steady fluid motion on (M,g):
∇k(ρv
k) = 0 (3.3)
and
∇kP
ik = 0, (3.4)
where P ik is the stress-energy tensor:
P ik = ρvivk + gikp. (3.5)
These are just the usual fluid equations with covariant differentiation; see for example Anco et
al [2] as well as the book of Arnol’d and Khesin [3]. (The idea should not be surprising, since it
is building block of the “matter” description in general relativity; see Carroll [10].)
We shall address the following question: given a smooth surface (M,g) isometrically em-
bedded in R3; that is, given a smooth solution Hij to the Gauss–Codazzi system (3.1)(3.2), can
we define the “fluid variables” {ρ, v1, v2, p} which satisfy the steady Euler equations (3.3)(3.4)?
We provide one possible link between the PDE systems in 1. and 2. by first identifying P ij in
terms of H ij, then solving for p, ρ, v1 and v2 in order.
To begin with, we rewrite the balance law of linear momentum (3.4) by Ricci’s identity:
∇kP
k
j = 0.
Clearly, if we define {P ji } by
P 11 = H
2
2 , P
2
1 = −H
1
2 , P
1
2 = −H
2
1 , P
2
2 = H
1
1 , (3.6)
then it satisfies the balance law above.
The function P = P (H) can be defined globally: write H = {Hij},H
′ = {H ij} and
H ′′ = {H ij}, or equivalently H ′ = g−1H and H ′′ = g−1Hg−1; the notations P,P ′, P ′′ are
similar. The map P = P (H) is thus given by
P ′ := (H ′)−1 det(H ′). (3.7)
Observe that the Gauss equation (3.1) is equivalent to
det P ′′ = κdet g−1. (3.8)
Indeed, (3.7) can be written as g−1P = H−1g(det g−1)(det H), so by right-multiplication with g
and taking the determinant we may conclude (3.8). By an approximation argument, this identity
also holds at the points where det H = 0.
From (3.5), P takes the form:
Pij = ρvivj + pgij .
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By (3.8), writing ‖v‖g := g
ijvivj one has
κ = det
[
ρg · (v ⊗ v) + pId
]
= pρ‖v‖2g + p
2. (3.9)
We can also compute the mean curvature m = tracegH as follows:
m = H11 +H
2
2 = P
1
1 + P
2
2 = ρ‖v‖
2
g + 2p,
since traceg(g) = dimΣ = 2. Thus, the two curvatures are related by
p2 −mp+ κ = p2 − (tracegH)p + (det H) = 0. (3.10)
Let {κ1, κ2} be the principal curvatures, with κ1 ≥ κ2. Then the matrix H associated to
second fundamental form is equal to the diagonal matrix diag (κ1, κ2) in a suitable basis. The
mean curvature satisfies m = κ1+κ2. Then (3.10) is solved by p = κ1 or p = κ2. We shall select
p = κ2. (3.11)
This is compatible with our definition of P :
• Let κ1 6= 0 > κ2. If in this case p = κ1, then (3.9) becomes p[ρ‖v‖
2
g +(p−κ2)] = 0. This
is impossible for ρ ≥ 0.
• Let κ1 = κ2. Then the choice for p is non-ambiguous.
• Let κ1 = 0 > κ2. By choosing p = κ2, (3.9) becomes p(ρ‖v‖
2
g+p) = 0. This is permissible
as long as ρ > 0.
It remains to determine ρ and v1, v2. We solve them from the equation
ρvivj = fij := Pij − κ2gij . (3.12)
Note that fij is given by the intrinsic and extrinsic geometry of Σ. By (3.7) there holds
{fij} =
[
g11(H
2
2 − κ2)− g12H
1
2 −g11H
2
1 + g12(H
1
1 − κ2)
g21(H
2
2 − κ2)− g22H
2
1 −g21H
2
1 + g22(H
1
1 − κ2)
]
.
Indeed, (3.12) is solvable:
det f = (det g) det(P ′ − κ2Id)
= (det g)
{
det H ′ − κ2 traceg(H
′) + (κ2)
2
}
= 0,
e.g., by the Cayley–Hamilton theorem (diag(κ1, κ2) satisfies the same equation). In particular,
{f11, f22} must have the same sign, and without loss of generality we assume they are positive.
(For if their signs were negative, we just use −H in the Gauss–Codazzi equations.) Then, for
ρ > 0, set
vi :=
 
fii
ρ
, i ∈ {1, 2}. (3.13)
This satisfies (3.12).
Finally, to specify ρ > 0 we consider the continuity equation ∇k(ρvk) = 0, i.e.,
0 =
2∑
i=1
∇i
√
ρfii =
2∑
i=1
∂i
»
(det g)ρfii (3.14)
(no summation convention here). This can be solved by the method of characteristics:
ρ
(
z1(t), z2(t)
)
= ρ
(
z1(0), z2(0)
)
exp
®
− 2
∫ t
0
Ç
∂1
»
(det g)f11 + ∂2
»
(det g)f22
å
ds
´
, (3.15)
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where
dzi
dt
=
»
(det g)fii, i ∈ {1, 2}, (3.16)
as long as ρ(z1(0), z2(0)) > 0.
Let us summarize the above computations as the following
Theorem 3.1. Let (M,g) be a smooth 2-dimensional Riemannian manifold isometrically em-
bedded in R3. The explicit formulae (3.11)(3.13)(3.15)(3.16) for the fluid variables {p, v1, v2, ρ}
provide a smooth solution to the steady “compressible” Euler equations (3.3)(3.4) on (M,g).
As a remark, the equation of state provided in Theorem 3.1 is not one of the usual “gas
laws”, nor does the system correspond to the incompressible Euler equations. It is geometric and
similar in spirit to the ones identified in [1] by Acharya et al.
4. From Nash–Kuiper to Euler: 2D Nonsmooth Solutions and Renormalization
We have described a connection between the smooth, steady compressible Euler equations
and the isometric embedding of surfaces, via the Gauss–Codazzi equations. Such constructions
cannot be directly applied to non-C2 embeddings obtained from the Nash–Kuiper theorem: nei-
ther the second fundamental form nor the Gauss curvature are well defined for such embeddings.
In this section, we establish a link between non-C2 isometric embeddings and the compress-
ible Euler equations. We bypass the aforementioned obstruction by a renormalization process,
based on an estimate of Conti–De Lellis–Székelyhidi, Jr. ([14]).
In [14], using the method of convex integration, Conti–De Lellis–Székelyhidi, Jr. provides
a constructive proof of a version of the Nash–Kuiper theorem, which yields the best Hölder
exponent α up to date (‖ • ‖k for k = 0, 1, 2, . . . ,∞, ω denotes the C
k-norm):
Theorem 4.1 (Theorem 2 in [14]). Let M be an n-dimensional compact manifold with a Rie-
mannian metric g in Cβ(M) and m ≥ n + 1. Then there is a constant δ0 > 0 such that if
u ∈ C2(M ;Rm) and α satisfy
‖∂iu · ∂ju− gij‖0 ≤ δ
2
0 and 0 < α < min
®
1
2(n + 1)n⋆
,
β
2
´
where n⋆ = n(n+ 1)/2, there exists a map v in C
1,α(M ;Rm)
∂iv · ∂jv = gij and ‖v − u‖1 ≤ const.max
i,j
»
‖∂iu · ∂ju− gij‖0.
The proof of Theorem 4.1 involves the construction of a sequence of smooth maps {uq}q∈N
via the “steps” and “stages” of Nash–Kuiper [30, 24, 23], whose limit as q ր∞ yields the desired
non-C2 embedding. The following estimates are given in §1.6.1, [14]:
max
i,j
‖∂iuq · ∂juq − gij‖0 ≤ δ
2
q , (4.1)
‖uq‖2 ≤ µq, (4.2)
‖uq+1 − uq‖1 ≤ Cδq, (4.3)
where, with appropriate choices of δ0, {δq} decreases exponentially while {µq} increases expo-
nentially. Thus, (4.2) indicates that any limit of uq will fail to be C
2. To get a C1,α limit with
the range of α as stated in Theorem 4.1, the authors of [14] made a delicate choice of δq, µq; for
our purpose below, we only need the existence of such parameters as in (4.1)–(4.3).
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We propose the following renormalization process for the second fundamental form and
Gauss curvature. Let {uq} be the sequence of smooth embeddings constructed in Theorem 4.1.
They are not isometric to the prescribed metric g on M in general (in fact, they are “short”),
and take values in R3. We shall write e for the Euclidean metric. Then,
(1) Set g(q) := u#q e, the pull-back metric;
(2) Let κ(q) be the Gauss curvature of g(q); let κ
(q)
1 , κ
(q)
2 be the associated principal curvatures;
(3) Let H(q) be the second fundamental form of uq : (M,g
(q))→ (R3, e);
(4) Let (M,g) be the flat 2-torus;
(5) Assume uq are 1-periodic.
By construction, uq are isometric embeddings from (M,g
(q)) to (R3, e). Thus (H(q), κ(q))
satisfies the Gauss–Codazzi equations with respect to g(q). We carry out normalization process
by introducing the new variables:
h(q) :=
H(q)
ηq
, γ(q) :=
κ(q)
η2q
, γ
(q)
i :=
κ
(q)
i
ηq
for i ∈ {1, 2}, (4.4)
where
ηq := ‖uq‖2 ≤ µq. (4.5)
Dividing by η2q on both sides of (3.1), we get
h
(q)
11 h
(q)
22 − h
(q)
12 h
(q)
21 = det g
(q)γ(q). (4.6)
From the Codazzi equation (3.2), using the identity ∇kφij = ∂kφij−Γ
l
ikφlj−Γ
l
jkφil for a covariant
2-tensor φ = {φij}, one may deduce
∂iHjk − ∂jHik = Γ
l
ikHjl − Γ
l
jkHil.
Thus
∂ih
(q)
jk − ∂jh
(q)
ik =
(q) Γlikh
(q)
jl −
(q) Γljkh
(q)
il := Q
(q)
i,j,k. (4.7)
Here (q)Γijk are the Christoffel symbols of the Levi-Civita connection of (M,g
(q)), thus |Q
(q)
i,j,k| .
O(ηq). The process of Nash–Kuiper iterations can be viewed as defined periodically on (x1, x2) ∈
R
2, say, with period 1. This crucially relies on our choice of (M,g) to be the flat torus.
Let us change the variables by z
(q)
j := ηqxj and‘
h
(q)
ij
Ä
z
(q)
1 , z
(q)
2
ä
:= h
(q)
ij (x1, x2) (4.8)
for i, j ∈ {1, 2}. We may further express (4.6)(4.7) as
‘
h
(q)
11
‘
h
(q)
22 −
‘
h
(q)
12
‘
h
(q)
21 = det g
(q) γ(q), (4.9)
∂
∂z
(q)
i
‘
h
(q)
jk −
∂
∂z
(q)
j
‘
h
(q)
ik =
Q
(q)
i,j,k
ηq
, (4.10)
where, by a slight abuse of notations, g(q)(z
(q)
1 , z
(q)
2 ) ≡ g
(q)(x1, x2), γ
(q)(z
(q)
1 , z
(q)
2 ) ≡ γ
(q)(x1, x2)
and Q
(q)
i,j,k(z
(q)
1 , z
(q)
2 ) ≡ Q
(q)
i,j,k(x1, x2). Notice that
‘h(q) is defined on R2 with period ηq; so in (4.10)
we may drop the superscript (q) in the derivatives. That is, one has ∂i
‘
h
(q)
jk − ∂j
‘
h
(q)
ik = Q
(q)
i,j,k/ηq.
Now let us consider the renormalized equations (4.9)(4.10). The variables ‘h(q), γ(q), g(q)
are uniformly bounded in q, thanks to (4.1)(4.4)(4.5). Applying the theory of compensated
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compactness to the Gauss–Codazzi system (cf. Chen–Slemrod–Wang [12] and Chen–Li [11],
based on the foundational works of Murat [28, 29] and Tartar [31, 32]; also see Dafermos [15]),
we deduce the existence of measures hij and γ so that
‘
h
(q)
ij ⇀
∗ hij , γ
(q) ⇀∗ γ,
Q
(q)
i,j,k
ηq
⇀∗ Fi,j,k as q ր∞; (4.11)
∂1h22 − ∂2h12 = F1, −∂1h12 + ∂2h11 = F2; (4.12)
h11 h22 − h12 h21 = γ. (4.13)
Here (4.11) is understood in the weak-star topology of L∞(R2) (after passing to subsequences if
necessary); the source term Fi,j,k equals F1 for (i, j, k) = (1, 2, 2), equals F2 for (i, j, k) = (1, 2, 1),
and zero elsewhere. (4.12)(4.13) are understood in the sense of distributions and a.e.; they follow
from (4.7)(4.6)(4.1) and that δq ց 0.
We further claim that
F1 = F2 = γ = 0.
Indeed, by (4.7)(4.10) we have
∂i
‘
h
(q)
jk − ∂j
‘
h
(q)
ik =
(q)Γlik
ηq
‘
h
(q)
jl −
(q)Γljk
ηq
‘
h
(q)
il ≡
Q
(q)
i,j,k
ηq
. (4.14)
As |(q)Γijk| . O(ηq), it is uniformly bounded in L
∞(R2). Thus, invoking Sobolev embedding and
relabelling the indices,
¶
∂i
‘
h
(q)
jl −∂j
‘
h
(q)
il
©
lies in a compact subset of H−1(R2). On the other hand,
applying the same arguments for (4.9)(4.10) and using the definition of Riemann curvature, we
may redefine the independent variables (by periodicity) to deduce that
∂j
(q)Γlik
ηq
− ∂i
(q)Γljk
ηq
=
(q)Rlkji
η2q
−
(q)Γljp
ηq
(q)Γpik
ηq
+
(q)Γlip
ηq
(q)Γpjk
ηq
. (4.15)
Here (q)Rlkji is the Riemann curvature tensor of the Riemannian manifold (M,u
#
q e). This quan-
tity is also confined in a compact subset of H−1(R2). By a standard application of the div-curl
lemma ([28, 29, 31, 32]) using the differential constraints in (4.14)(4.15), we may infer that
Fi,j,k = Γ
l
ikhjl − Γ
l
jkhil, (4.16)
in which Γijk is the weak-star limit of
(q)Γijk/ηq. Moreover, by definition one has
(q)Γijk =
1
2
g(q)
ip
{
∂jg
(q)
pk + ∂kg
(q)
pj − ∂pg
(q)
jk
}
. (4.17)
Then, taking an arbitrary test function Φ ∈ C∞0 (R
2) and integrating by parts with respect to
the Lebesgue measure, we get
1
ηq
∫
R2
g(q)
ip
∂jg
(q)
pk Φ =
1
ηq
∫
R2
Φδip∂jg
(q)
pk +
1
ηq
∫
R2
Φ
{
g(q)
ip
− δip
}
∂jg
(q)
pk
= −
1
ηq
∫
R2
∂jΦg
(q)
ik +
∫
R2
{
g(q)
ip
− δip
}Φ∂ig(q)pk
ηq
=: I + II.
Here I→ 0 since the integral
∫
R2
∂jΦg
(q)
pk is uniformly bounded while ηq ր∞; and II→ 0 since
{g(q)
ip
− δip} → 0 in the C0-topology while {η−1q Φ∂ig
(q)
pk } is uniformly bounded. So, applying
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similar arguments to the other two terms on the right-hand side of (4.17), we may deduce
∫
R2
(q)Γijk
ηq
Φ −→ 0 as q ր∞. (4.18)
It thus follows that Γijk ≡ 0, hence Fi,j,k ≡ 0 for all i, j, k ∈ {1, 2}.
To see γ = 0, we note that γ is equal to the distributional limit of
γ(q) =
1
η2q
g
(q)
1j
{
∂1
(q)Γj22 − ∂2
(q)Γj12 +
(q)Γj1k
(q)Γk22 −
(q)Γj2k
(q)Γk12
}
.
The first term on the right-hand side converges to zero as q ր ∞ in the sense of distributions:
for any test function Φ ∈ C∞0 (R
2), there holds
1
η2q
∫
R2
Φg
(q)
1j ∂1
(q)Γj22 = −
1
η2q
∫
R2
∂1Φg
(q)
1j Γ
j
22 −
1
η2q
∫
R2
Φ∂1g
(q)
1j Γ
j
22 −→ 0,
by the definition of ηq and that Γ
i
jk ≡ 0. The same argument applies to the second term. So
γ = lim
q→∞
1
η2q
{
(q)Γ11k
(q)Γk22 −
(q)Γ12k
(q)Γk12
}
, (4.19)
where the limit is understood in the sense of distributions.
Now we may once again apply the classical div-curl lemma ([28, 29, 31, 32]): define the
vectorfields Vq := η
−1
q (
(q)Γ11k,
(q)Γ12k) and Wq := η
−1
q (
(q)Γk22,−
(q)Γk12) on R
2. The curl of Vq and
the divergence of Wq are uniformly bounded in L
∞(R2). Thus, as Γijk ≡ 0, we have
γ = Γ11k Γ
k
22 − Γ
1
2k Γ
k
12 = 0.
Hence the claim is proved.
As in §3, we define the fluid variables {ρ, v1, v2, p} via the following relations:

ρv1v1 + p = h22,
ρv1v2 = −h12,
ρv2v2 + p = h11.
(4.20)
The limiting equations (4.10)(4.9) then become

∂1(ρv1v1 + p) + ∂2(ρv1v2) = 0,
∂1(ρv1v2) + ∂2(ρv2v2 + p) = 0,
ρp(v1v1 + v2v2) + p
2 = 0.
(4.21)
With h given as above, we may solve for p in terms of h. Indeed, the first and the third equations
of (4.20) yield that ρ(v1v1 + v2v2) + 2p = h11 + h22. Together with (4.6) and the last equation
in (4.21), one deduces
p = 0 or p = h11 + h22. (4.22)
With either choice of p, as in §3 we may solve for v1, v2, ρ in the following way. Denote
f11 := h11 − p, f22 := h22 − p.
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Since f11 f22 − h12h21 = 0 (where h is symmetric), without loss of generality we may assume
f11 > 0 and f22 > 0. Then, we require ρ > 0 to satisfy the continuity equation
∂1
»
ρf11 + ∂2
»
ρf22 = 0, (4.23)
and solve v from
v1 =
Ç
f11
ρ
å 1
2
, v2 =
Ç
f22
ρ
å 1
2
. (4.24)
In terms of hij, (4.23)(4.24) are equivalent to
∂1
»
ρh11 + ∂2
»
ρh22 = 0 or ∂1
√
−ρh22 + ∂2
√
−ρh11 = 0 (4.25)
and
(v1, v2) =
Çñ
h11
ρ
ô 1
2
,
ñ
h22
ρ
ô 1
2
å
or (v1, v2) =
Çñ
−
h22
ρ
ô 1
2
,
ñ
−
h11
ρ
ô 1
2
å
(4.26)
with respect to the choices of the two roots of p in (4.22). If h11, h22 > 0, we choose the
pressureless case p = 0, and if h11, h22 < 0, we choose p = h11+h22. Notice that the two solutions
in (4.25) and (4.26) can be transformed into each other by identifying (h11, h22) 7→ (−h22,−h11).
We may thus regard them as dynamically indistinguishable. That is, both choices in (4.22)
describe the motion of a pressureless gas. Furthermore, if h11, h22 are smooth, we may once
again use we use the method of characteristics to define ρ and thus accomplish our goal of
delivering the fluid variables {ρ, v, p}. In general, we only have h11, h22 ∈ L
∞(M), hence the
existence (even definition) of the solution is not obvious.
To sum up, we have shown:
Theorem 4.2. The formulae (4.22)(4.23)(4.24) provide expressions for the fluid variables {p, v1, v2, ρ}
of the renormalized limit of the Nash–Kuiper iterations. They describe a weak solution to the
pressureless gas equations if a solution ρ exists to the continuity equation (4.25).
5. Extension to Multi-Dimensions
Now let us extend our earlier ideas to multi-dimensions: we establish a link between the iso-
metrically embedded smooth submanifolds in Rn+k (for arbitrary n, k) and the classical solutions
for steady compressible Euler equations.
Let (Σ, g) be an n-dimensional Riemannian manifold isometrically embedded in Rn+k.
The extrinsic geometry is characterized by the second fundamental from {Hµij} and the affine
connection on the normal bundle {Aνµi}. In this section, i, j, k, l ∈ {1, . . . , n} are the indices for
the tangent bundle TΣ, and ν, µ, η ∈ {n + 1, . . . , n + k} are for the normal bundle T⊥Σ. In
this case, the fundamental equations for the existence of isometric embeddings are the Gauss,
Codazzi and Ricci equations:
HµijH
µ
kl −H
µ
ikH
µ
jl = Riljk, (5.1)
∇iH
µl
j −∇jH
µl
i +A
ν
µiH
νl
j −A
ν
µjH
νl
i = 0, (5.2)
∇iA
ν
µj −∇jA
ν
µi +A
ν
ηiA
η
µj −A
ν
ηjA
η
µi = g
pq
Ä
HµipH
ν
jq −H
µ
jpH
ν
iq
ä
. (5.3)
The mean curvature vector ~m = (m1, . . . ,mk) is given by
m
µ := gijHµij = H
µi
i .
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On the other hand, on (Σ, g) we have the steady compressible Euler equation. The conti-
nuity equation is
∇k(ρv
k) = 0. (5.4)
Moreover, for the stress-energy tensor
P ij = ρvivj + gijp, (5.5)
there holds the balance of linear momentum:
∇jP
j
i = Πi, (5.6)
The unknowns of the Euler equations are the fluid variables ρ, v = {vi}n1 and p. Πi is a given
body force on Σ.
Assume thatHij is a smooth solution for the Gauss–Codazzi–Ricci equations (5.1)(5.2)(5.3).
We shall identify the fluid variables as functions of Hij.
To begin with, consider the contracted Codazzi equation:
∇iH
n+1,j
j −∇jH
n+1,j
i = Πi := A
ν
n+1,jH
νj
i −A
ν
n+1,iH
νj
j .
This is obtained by setting µ = n + 1 and multiplying by δjl in (5.2). We choose the following
relation between the stress-energy tensor and second fundamental forms:
P ji := −H
n+1,j
i +m
n+1δji . (5.7)
Then
∇jP
j
i = −∇iH
n+1,j
j +∇im
n+1 +Πi = Πi.
i.e., the balance law for linear momentum (5.6) is satisfied.
By contracting with the metric tensor, we see that (5.7) is equivalent to
Hn+1ij = m
n+1gij − Pij . (5.8)
We then deduce the constitutive relation for Pij from the Gauss equation (5.1). Indeed, define
Liljk :=
n+k∑
µ=n+2
HµijH
µ
kl −H
µ
ikH
µ
jl (5.9)
Then
Riljk = (−Pij +m
n+1gij)(−Pkl +m
n+1gkl)− (−Pik +m
n+1gik)(−Pjl +m
n+1gjl) + Liljk
=
{
PijPkl − PikPjl
}
−mn+1
{
Pklgij + Pijgkl − Pikgjl − Pjlgik
}
+ [mn+1]2
{
gijgkl − gikgjl
}
+ Liljk.
Substituting (5.5) into the above, one obtains
Riljk =
{
(ρvivj + pgij)(ρvkvl + pgkl)− (ρvivk + pgik)(ρvjvl + pgjl)
}
−mn+1
{
gij(ρvkvl + pgkl) + gkl(ρvivj + pgij)− gjl(ρvivk + pgik)− gik(ρvjvl + pgjl)
}
+ [mn+1]2
{
gijgkl − gikgjl
}
+ Liljk
= (p−m)Ailjk + (p −m)
2Biljk + Liljk,
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where 

Ailjk = ρ
[
vivjgkl + vkvlgij − vivkgjl − vjvlgik
]
,
Biljk = gijgkl − gikgjl.
(5.10)
These terms have a natural geometric structure: for 2-tensors T = Tij and S = Sij, denote by
T ⊙ S the 4-tensor (T ⊙ S)iljk := TijSkl − TikTjl. Then A = 2ρ(σ ⊙ σ), B = g ⊙ g, where
σ := 12(g ⊗ (v ⊗ v) + (v ⊗ v)⊗ g) is the symmetrization of g and v ⊗ v.
Now we express p in terms of the geometric quantities. This is done by contracting the
Riemann curvature. First, we compute the Ricci curvature tensor Ric:
Riclk = g
ijRiljk
= (p −m)gijAiljk + (p−m)
2gijBiljk + g
ijLiljk
= (p −m)ρ
[
(n− 2)vkvl + gkl‖v‖
2
g
]
+ (p−m)2(n− 1)gkl + g
ijLiljk. (5.11)
Here ‖v‖2g := g
ijvivj . Contracting once more yields
scal = gklRickl
= (n− 1)(p −m)
[
2ρ‖v‖2g + n(p−m)
]
+ s, (5.12)
where
s := gijgklLiljk. (5.13)
Thanks to (5.5)(5.7), the momentum energy density can be expressed in terms on p and m:
ρ‖v‖2g = P
n+1,i
i − np = −H
n+1,i
i + nm
n+1 − np = (n− 1)mn+1 − np.
Now we can conclude that p satisfies the quadratic equation:
− n(n− 1)p2 + 2(n− 1)2mn+1p+ (n− 1)(n − 2)[mn+1]2 − scal + s = 0. (5.14)
It has real roots
p =
(n− 1)2mn+1 ∓
»
(n − 1)4[mn+1]2 + n(n− 1)2(n− 2)[mn+1]2 + n(n− 1)(s − scal)
n(n− 1)
, (5.15)
whenever the discriminant ∆ = (n−1)4[mn+1]2+n(n−1)2(n−2)[mn+1]2+n(n−1)(s−scal) ≥ 0.
Similar to §3, we can solve for the velocity from
vj =
√
f jj
ρ
(5.16)
(no summation convention), where ρ is determined by the continuity equation (5.4), and
f ij := −Hn+1,i,j + (mn+1 − p)gij . (5.17)
This can be done whenever for all q, k there holds
ρvqvk = −H
n+1
qk + (m
n+1 − p)gqk. (5.18)
By considering ρ(vq)
2ρ(vk)
2 = (ρvqvk)
2, we can re-express (5.18) as the following consistency
conditions (C1), (C2):
For all k, q, the “principal matrices” G−1C have a common eigenvalue λ, (C1)
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where
G =
[
gkk gkq
gqk gqq
]
, C =
[
Hn+1kk H
n+1
kq
Hn+1qk H
n+1
qq
]
,
as well as
λ = mn+1 − p with p satisfying Equation (5.15). (C2)
At this point we could redo the renormalization of §4, when M is the flat n-torus. The
arguments would be similar to those in §4 but now applied to the Gauss–Codazzi–Ricci equations
(cf. e.g., Chen–Slemrod–Wang [13] and Chen–Li [11]): this is because the quadratic termsH⊗H,
A ⊗ A, H ⊗ A, Γ ⊗ A and Γ ⊗H are of the order O(η2q ), where ηq is the C
2-norm of the q-th
approximate solution uq, and Γ is the Levi-Civita connection of (M,u
#
q e) as before. However, the
consistency conditions (C1)(C2) would still have to be satisfied for the weak-star limit equations.
As the closing remark, we mention that the correspondences between solutions for fluid dy-
namic PDEs and solutions for geometric PDEs have been studied in the physics literature. When
the geometric PDEs are the vacuum Einstein equations for a Ricci-flat hypersurface, by Damour
[16] and Bredberg–Strominger [7], rather amazingly, the fluid dynamic PDEs formally are the
classical non-steady Navier–Stokes equations of incompressible fluids. It will be interesting to
further explore such geometry-fluid dynamics correspondences using analytic methods.
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