Abstract. Determining whether an irreducible representation of a group (or * -algebra) admits a non-degenerate invariant, positive-definite Hermitian form is an important problem in representation theory. In this paper, we study a related notion: that of signatures. We study representations S λ (q) of Hn(q), the Hecke algebra of type A (|q| = 1), and representations Mc(λ) of Hc, the rational Cherednik algebra of type A (c ∈ R), which have unique (up to scaling) invariant Hermitian forms (here λ is a partition of n). The signature is the number of elements with positive norm minus the number of elements with negative norm, and we analogously define the signature character in the case that there is a natural grading on the module. We provide formulas for (1) signatures of modules over Hn(q) and (2) signature characters of modules over Hc. We provide examples corresponding to some special shapes, and small values of n. Finally, when q = e 2πic , we show that the asymptotic signature character of the Hc-module Mc(τ ) is the signature of the Hn(q)-module S τ (q).
Introduction
Let G be an algebraic group and V an irreducible complex representation of G. Determining (1) if V admits a non-degenerate invariant Hermitian form and (2) if this form is positive-definite (i.e., if the representation is unitary) is an important and often challenging problem in representation theory. A similar problem can be phrased for algebras as well. Unitary representations have been determined in many cases, for example see [3] and the references therein.
A refinement of unitarity may be found in the notion of signatures. In the situation of the previous paragraph, we may attach the following invariant to each representation: the number of basis elements of V with positive norm minus the number of basis elements of V with negative norm -we denote this by s(V ). Thus, if the representation is unitary, the signature is the dimension of the representation. If the representation has a natural grading on basis elements, we may instead define the signature character as follows ch s (V ) = w t w s(V w ), where the sum is over degrees w of V and V w is the corresponding weight space. At t = 1, one recovers the signature in the case that the representation is finite-dimensional. If the representation is unitary, one recovers the Hilbert series with respect to this grading. In this paper, we will investigate (1) signatures of representations of the Hecke algebra of type A, (2) signature characters of representations of the rational Cherednik algebra of type A, and (3) the relationship between them. In our computations, we will assume q is not a root of unity and c is not of the form r/m for (r, m) = 1 and m = 2, . . . , n. We will look at q and c in the intervals formed by excluding these points of possible degeneracy.
Let H n (q) denote the Hecke algebra of type A with parameter |q| = 1 (recall that one can define a Hecke algebra H q (W ) over C associated to a complex reflection group W ; we study the case W = S n ). Much is known about representations of H n (q) [5, 1, 2] ; we briefly summarize some of these results. First, they are indexed by partitions λ of weight n (recall that a partition λ is a string of non-increasing integers and the weight, denoted |λ|, is the sum of the parts). Moreover, such a representation S λ (q) has a basis consisting of
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1 standard Young tableaux of shape λ. The action of operators T i ∈ H n (q) can be described in terms of operations on these standard Young tableaux (with coefficients depending on q). By [1, 2] , there is a symmetric bilinear form on S λ (q). In [6] , this is used to produce a Hermitian form on S λ (q) with the defining property of invariance under the braid group (i.e., (T v, v ′ ) = (v, T −1 v ′ ) for all T ∈ B W ⊂ W ). Stoica also obtained a complete classification of unitary irreducible representations of H n (q).
One may start with a distinguished basis element of S λ (q) and construct a combinatorial algorithm that produces an arbitrary basis element via a series of applications of operators T i . Such an algorithm allows us to keep track of the way that the norm changes. We use this to explicitly compute a formula for the signature of S λ (q) in Section 2:
Theorem 1.1. Let λ be a partition such that |λ| = n. We have the formula for the signature of S λ (q 2 )
s(S λ (q 2 )) =
T ∈Std(λ) (d1,...,dn) content vector of T We use the general formula above to compute signatures for representations corresponding to specific shapes. For example, we provide simplified formulas for the hook and two-row shapes.
In the next part of the paper, we consider the rational Cherednik algebra of type A. Recall that a rational Cherednik algebra H c (W, h) is defined by a finite group W , a finite dimensional complex representation h of W , and a function c on conjugacy classes of reflections in W . We are concerned with the rational Cherednik algebra of type A, which we denote by H c : this has the corresponding data W = S n for n ≥ 2 and h = C n . Note that there is only one conjugacy class of reflections, so c ∈ R. Irreducible representations τ of S n are labeled by partitions τ with weight n and for each such representation, one can define the associated irreducible lowest weight representation M c (τ ) of H c . Moreover, the representation M c (τ ) admits a unique (up to scaling) nondegenerate contravariant Hermitian form. One may define a unitarity locus: given λ an irreducible representation of W , this is the set of parameters U (λ) such that M c (λ) is unitary for c ∈ U (λ). Etingof, Stoica, and Griffeth determined the unitarity locus in type A (as well as the dihedral and cyclic group cases). There is a combinatorial picture for M c (τ ) as well: Suzuki provided an explicit combinatorial basis using periodic tableaux of shape τ . There is also a natural weight function on the basis elements that may be described in terms of the associated periodic tableaux. Thus, one may investigate the signature character in this context.
In Section 3, we construct a combinatorial algorithm that computes the sign of the norm of an arbitrary basis element. The idea is analogous to the Hecke algebra case: we start with distinguished basis elements and give an explicit word of intertwiners that produces this arbitrary basis element, keeping track of how this word changes the norm. This allows us to give an explicit formula for the signature character of M c (τ ): Theorem 1.2. Let τ be a partition such that |τ | = n. We have the formula for the signature character of M c (τ ):
where B(M c (τ )) is the explicit parametrization of a basis for M c (τ ) given in Definition 5.6 and formulas for wt(·) and f (·) are given in Definition 5.22 within the paper.
We then use the previous theorem to prove that the signature character of M c (τ ) is actually a rational function in t: Corollary 1.3. Let τ be a partition such that |τ | = n. The signature character of M c (τ ) is of the following form:
n , where p(t; c, τ ) is a polynomial in t depending on the data c and τ .
The relationship between the signature of modules over H n (q) and the signature character of modules over H c is found in the asymptotic character. We define this to be
See also the remarks on page 16 within the paper for some motivation for this definition. We will show that this provides the link between signatures of H n (q) and signature characters of H c in the following theorem: Theorem 1.4. Let τ be a partition such that |τ | = n and q = e 2πic . We have
We expect this to hold for other Coxeter groups, although this paper only investigates type A.
We mention the following connection to the KZ functor. Recall in [4] it was shown that the KZ functor maps representations in category O of the rational Cherednik algebra H c (W ) to representations of the Hecke algebra H q (W ), where q = e 2πic . As a consequence of the determination in [3] of unitary representations in type A, it follows that in fact the KZ functor preserves unitarity: it maps unitary representations from O c (S n , h) to unitary representations of H q (S n ) or zero (and the authors determined precisely which gets sent to zero).
Finally, we mention that W.-L. Yee studied an analogous problem in the context of Lie algebras, using the technology of wall crossings [8] . She used a variant of KazhdanLusztig polynomials, called signed Kazhdan-Lusztig polynomials, to compute the signature of an invariant Hermitian form on Verma modules and irreducible highest weight modules [9] . Later, she found an explicit relationship between Kazhdan-Lusztig polynomials and her signed variant. Her method can, in principle, be generalized to Cherednik and Hecke algebras, which would provide another approach to this problem that could work in all types.
The outline of this paper is as follows. In Section 2, we discuss some preliminaries pertaining to Hecke algebras and rational Cherednik algebras of type A. In Section 3, we compute the signature of representations of Hecke algebras, and in Section 4 we provide some examples. In Section 5, we turn to the rational Cherednik algebra case and compute the signature character of representations in this context. We then relate the asymptotic signature to signatures of Hecke algebras. Finally, in Section 6, we provide some examples.
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Preliminaries on Hecke algebras and rational Cherednik algebras
We use this to define
note that it is a function of q with values in the ring Z[z]/(z 2 = 1). Note that a 1 = 1 and a 2 i = 1 for any i.
Let {·} : R \ 0 → ±1 denote the sign (positive or negative) of the real number within the brackets.
Recall the Hecke algebra H q = H n (q) of S n with parameters (1, −q) is the C-algebra with generators T 1 , ..., T n−1 and relations
and (T i − 1)(T i + q) = 0. We use the standard parametrization of Irr(W ) by partitions of n; S λ = S λ (q) denotes the Specht module. There is a Hermitian inner product (·, ·) on S λ as shown in [6] ; we also let σ denote the involution on H q from that paper. With this notation, the signature of S λ may be expressed as
where B is a basis for S λ . We note that it is the number of elements of positive norm minus the number with negative norm.
Let c ∈ R be sufficiently generic. We let H c denote the rational Cherednik algebra of type A (i.e., take W = S n for n ≥ 2 and finite dimensional complex representation h = C n ). For λ a representation of S n , we have the Verma module M c (λ) := H c ⊗ CSn⋉Sh λ (it is the induced module from S n ⋉ Sh). Then for |λ| = n and λ a partition, M c (λ) denotes the unique irreducible quotient of the Verma module M c (λ). There is a natural grading on M c (τ ), which we will denote by w. As in [3] , there is a unique (up to scaling) contravariant Hermitian form on M c (τ ), denoted by ·, · . With this notation, the signature character may be expressed as
where B is a basis for M c (τ ). We note that for a fixed weight m, the coefficient on t m is the number of elements in that weight space of positive norm, minus the number with negative norm.
Signatures of representations of Hecke algebras
We recall some notation involving compositions and tableaux; we follow [5] . We say µ = (µ 1 , µ 2 , . . . ), for µ i ∈ Z ≥0 , is a composition of m ∈ Z >0 if i µ i = m. The µ i are the parts of µ and |µ| = i µ i is the weight. If additionally the parts of µ are in non-increasing order, we say that µ is a partition.
The diagram of a composition µ is the subset
of N × N. The elements of [µ] are called the nodes of µ. If µ is a composition of n then a µ-tableau is a bijection t : [µ] → {1, 2, . . . , n} and we write Shape(t) = µ. If µ is a partition, we will write Std(µ) for the set of standard µ-tableaux: entries increase from left to right in each row and from top to bottom in each column in the corresponding diagram. Let x = (i, j) be a node in [λ] . The e-residue of x is the integer res(x) = j − i mod e. If T ∈ Std(λ) and k is an integer with 1 ≤ k ≤ n then the e-residue of k in T is res T (k) = res(x), where x is the unique node in [λ] such that T (x) = k. The content vector of the tableaux T is the string of e-residues (res T (1), res T (2), . . . , res T (n)), where e → ∞.
Let T ↓ m be the tableaux obtained by deleting all cells containing elements ≥ m + 1 from T .
Recall the following partial order on compositions. Let µ and ν be compositions. Then
for all i ≥ 1. We can use this to define a partial order on standard tableaux as follows. Let s, t be standard tableaux. Then t s if Shape(t ↓ m) Shape(s ↓ m) for all m ≥ 1.
Recall that S λ has a basis indexed by standard tableaux t of shape λ, we will denote the corresponding basis element by f t . Let t λ denote the tableau with filling 1, 2, · · · , n from left to right in order in rows from top to bottom. Let (i, i + 1) denote the operation on tableaux that swaps i and i + 1.
In this section, we will prove Theorem 1.1; we will first prove the following two propositions.
Proposition 3.1. [5, Theorem 3.34] Let s, t ∈ Std(λ) and t = s(i, i + 1). Then we have
Remarks. This differs from [5, Theorem 3.34] in the factor of q in the second case above on the coefficient of f t . We provide part of the proof below to illustrate this discrepancy.
Proof. We have, from [5, Theorem 3 .34], for t = s(i, i + 1) with t ∈ Std(λ) and s ⊲ t,
Applying T i to both sides gives
Using the quadratic equation
we rewrite this as
Using (4), we get
Thus,
Finally,
Thus, for t = s(i, i + 1) with t ∈ Std(λ) and t ⊲ s, we have
We now use the previous result to compute the relationship between the norm of f t and the norm of f s , where t = s(i, i + 1).
Proof. We have
. Using Proposition 3.1 on the left hand side above, we obtain the equality 1
in the case t ∈ Std(λ) and s ⊲ t. Thus,
in this case. Finally, we compute
as desired. For the case t ∈ Std(λ), t⊲s, we note that t(i, i+1) = s so using the previous computation
as desired.
Remarks. Note that, under the transformation of parameters q → q 2 , Proposition 3.2 states (for example in the first case)
by virtue of Equation (2). Thus, the norm change factor is real-valued. From now on, we will use the transformation q → q 2 .
We will now use the previous propositions to prove Theorem 1.1. In fact, using the symbols in Equation (3), we will prove something slightly stronger. Namely, we will compute a modification of the signature, s z (S λ ), which is an element of Z[z]/(z 2 − 1). We have
and
moreover s −1 + s 1 is twice the number of elements with positive norm.
Theorem 3.3. Let λ be a partition of n. Then
Proof. Let T be a tableaux of shape λ with content vector (d 1 , . . . , d n ). Suppose switching i and i + 1 in tableaux T results in tableaux T ′ . Note that T ′ then has content vector
We will write N (T ; λ) for the signature of the norm of f T . We will show that the norm change between N (T ; λ) and N (T ; λ ′ ) in the formula above agrees with that of Proposition 3. 2 
since for any N we have
Note that the conditions of Case 1 are equivalent to T T ′ , and Case 2 is equivalent to T ′
T . So this agrees with Proposition 3.2 since [[ρ]]
2 has sign 1 (where ρ = res
Conf ig(T ) = {(l, i) : 1 ≤ l < i ≤ n and l is located above and to the right of i in T }.
Corollary 3.5. Let λ be fixed, with |λ| = n. We have
Proof. From the Theorem 3.3, we have
Let T ∈ Std(λ) be fixed with 1 ≤ i ≤ n be in position (x, y) of T . Then we note that any l < i that satisfies
Also note that any m in position (x ′ , y ′ ) for x ′ < x and y ′ ≤ y satisfies m < i. Thus, we may write the above sum
Rephrasing this using content vectors and the set Conf ig(T ) gives the result.
Examples
In this section, we will use Theorem 3.3 to compute signatures for some special shapes and for some small values of n.
1. Reflection representation λ = (n − 1, 1).
Proof. We label basis elements T i for 2 ≤ i ≤ n where cell (2, 1) contains i. The signature of T i , using Theorem 1.1 is
since we get contributions from (l, i) for 1 ≤ l < i. We have also used that, for
So we have, summing over all elements T i for 2 ≤ i ≤ n (and pulling out a common multiple factor) s z (S λ ) = a 1 a 2 + a 2 a 3 + · · · + a n−1 a n .
We note that this implies that S λ is unitary if and only if a i−1 a i = 1 for 2 ≤ i ≤ n. So a i−1 = a i = 1 or a i−1 = a i = z for 2 ≤ i ≤ n. But since a 1 = 1, this only happens if a i = 1 for 2 ≤ i ≤ n.
Hook representation
Proof. We label basis elements T (j1,j2,...,j l ) for 2 ≤ j 1 < j 2 < · · · < j l ≤ n. As in the previous example, one can use Theorem 1.1 to show that the signature of
In particular, the previous example (reflection representation) is l = 1 here.
3. Two row λ = (n − m, m) with 0 ≤ m ≤ ⌊n/2⌋. 
Proof. We label elements T (j1,...,jm) , with 1 ≤ j 1 < · · · < j m ≤ n in the second row with the condition that j i ≥ 2i for all i. As in the previous examples, we compute the norm of T (j1,...,jm) using Proposition 1.1, and sum over all basis elements.
In particular, m = 1 is the reflection representation case above.
4. The case n = 3. The possible partitions are λ = (3), (2, 1), (1, 1, 1) . We have, using the reflection representation formula,
5. The case n = 4. The possible partitions are λ = (4), (1, 1, 1, 1 ), (3, 1), (2, 2) and (2, 1, 1). We have, using the reflection representation formula,
and, using the hook formula,
Also, using the two-row formula,
6. The case n = 5. The possible partitions are λ = (5), (1, 1, 1, 1, 1), (3, 2) and (3, 1, 1), (4, 1), (2, 2, 1), (2, 1, 1, 1) .
We have, using the reflection representation formula, Finally we compute λ = (2, 2, 1). Writing the tableaux according to their rows, we have t λ = (1, 2; 3, 4; 5), t 1 = (1, 2; 3, 5; 4), t 2 = (1, 3; 2, 4; 5), t 3 = (1, 3; 2, 5; 4) and t 4 = (1, 4; 2, 5; 3). We use Theorem 1.1 to compute s z (S (2,2,1) ) = 2 + 2a 3 + a 2 a 4 .
Signature characters of representations of rational Cherednik algebras
Let c be sufficiently generic (as mentioned in the Introduction, we take c in the intervals set up by avoiding possible points of degeneracy), κ = −1/c and λ a partition with |λ| = n. We recall the definition of M c (λ) in Section 2. By [7] , a basis for the module M c (λ) is given by periodic tableaux of shape λ. We recall the definition here.
Definition 5.2. Let T be a periodic tableaux. The content vector is
where ct(a, b) = b − a.
We will also write permutations σ ∈ S n in one-line notation. We note that a periodic tableaux is entirely determined by the central block (i.e., the map T on λ above, which is a subset ofλ), since the rest is determined by shifting by n. The central block consists of n positive integers, where every residue class modulo n is present.
We will also need to introduce certain intertwining operators, see [3, Appendix] for details. Let
These map eigenvectors for z 1 , . . . , z n to eigenvectors and satisfy
Finally σ * i = σ i and Φ * = Ψ.
Lemma 5.3. Let p be a periodic tableaux. Then its central block (1) consists of entries
. . , g n n + α n } for g i ∈ Z + and {α 1 , α 2 , . . . , α n } = {1, 2, . . . , n}, and (2) is order isomorphic to some standard tableaux t.
Proof.
(1) follows from the fact that p must contain all of Z, and p is determined from the central block by shifting by n. It is also a restriction that the central block must contain positive entries. (2) follows since p must be strictly increasing from left to right along rows, and from top to bottom along columns.
Definition 5.4. For a fixed t ∈ Std(λ), let the map Ψ t : Z n → Std(λ) satisfy Ψ t (a 1 , . . . , a n ) = t ′ , for a 1 < a 2 < · · · < a n and t ′ is the tableaux obtained by replacing 1 by a 1 , 2 by a 2 , through n by a n in the tableaux t. (For strings not in increasing order, the map is zero.) Thus, the resulting tableaux t ′ is order isomorphic to t but does not only contain integers in the set {1, 2, . . . , n}.
By a slight abuse of notation, we may write (a 1 , . . . , a n ) instead of Ψ t (a 1 , . . . , a n ) when it is clear from context. Lemma 5.5. Let t be a standard tableaux and fix g 1 ≤ g 2 · · · ≤ g n ∈ Z + . Then the central blocks containing entries g 1 n + α 1 , . . . , g n n + α n (with the only restriction on α i being {α 1 , . . . , α n } = {1, 2, . . . , n}) which are order isomorphic to t are (g 1 n + α 1 , g 2 n + α 2 , . . . , g n n + α n ), where if i < j and g i = g j , then α i < α j . In particular, writing µ = (g 1 , . . . , g n ), there are n! m 1 (µ)!m 2 (µ)! · · · many such central blocks.
Proof. Obvious. Definition 5.6. Let B(M c (λ)) be the following parametrization of a basis for M c (λ): the data
produces a periodic tableaux of shape λ with (g 1 n + α(1), g 2 n + α(2), . . . , g n n + α(n)) in the central block (under the map Ψ t ).
Lemma 5.7. Fix t ∈ Std(λ) and suppose it has content vector
. . , g n n + n) has content vector
, so the i th entry of the content vector is d i − g i κ, as desired.
Lemma 5.8. Fix t ∈ Std(λ), and g 1 ≤ g 2 ≤ · · · ≤ g n . Suppose Ψ t (g 1 n+1, g 2 n+2, . . . , g n n+ n) has content vector (c 1 , . . . , c n ). Let σ ∈ S n , then Ψ t (g 1 n+σ(1), g 2 n+σ(2), . . . , g n n+σ(n)) has content vector (c σ −1 (1) , c σ −1 (2) , . . . , c σ −1 (n) ).
Proof. Let 1 ≤ i ≤ n. Then i = σ(j) for some j, and the j th entry of the content vector of Ψ t (g 1 n + 1, g 2 n + 2, . . . , g n n + n) is c j . Thus, the i th entry of the content vector of Ψ t (g 1 n + σ(1), g 2 n + σ(2), . . . , g n n + σ(n)) is c j = c σ −1 (i) .
By the previous two lemmas, the sum of the entries of the content vector of Ψ t (g 1 n + σ(1), g 2 n + σ(2), . . . , g n n + σ(n)) is
which is independent of σ and t ∈ Std(λ) (the sum of the d i only depends on the shape of λ).
We now define some quantities relating signs of norms of certain elements.
Definition 5.9. Let t ∈ Std(λ), and µ = (g 1 ≤ g 2 ≤ · · · ≤ g n ) be fixed. Let N (t; µ) = { t, t } Ψ t (g 1 n + 1, g 2 n + 2, . . . , g n n + n), Ψ t (g 1 n + 1, g 2 n + 2, . . . , g n n + n) .
Definition 5.10. Let t ∈ Std(λ) and µ = (g 1 ≤ g 2 ≤ · · · ≤ g n ) be fixed. Let σ ∈ S n such that if i < j and g i = g j then σ(i) < σ(j). Let N (t; µ; σ) = { Ψ t (g 1 n + 1, . . . , g n n + n), Ψ t (g 1 n + 1, . . . , g n n + n) } { Ψ t (g 1 n + σ(1), . . . , g n n + σ(n)), Ψ t (g 1 n + σ(1), . . . , g n n + σ(n)) } .
With this notation, the signature character is
where f (λ) = n i=1 d i using the notation of the previous lemma. We will determine this more explicitly.
Also let σ ∈ S n with i < j and g i = g j ⇒ σ(i) < σ(j). Let (c 1 , . . . , c n ) be the content vector of Ψ t (g 1 n + 1, g 2 n + 2, . . . , g n n + n). Then
Proof. We will first determine the algorithm that starts with tableau (g 1 n+1, g 2 n+2, . . . , g n n+ n) and produces (g 1 n + σ(1), g 2 n + σ (2), . . . , g n n + σ(n)), via steps T j,j+1 (swaps j, j + 1 in the tableau and extend to classes modulo n). Let σ(j) = n. Then
so that n is now in the correct position. One can also check that this is a legimitate series of moves, i.e., preserves standard tableaux conditions (increasing left to right along rows, top to bottom along columns). The content vectors change as follows through the above steps:
It was proved in [3, Appendix] that if f has content vector (α 1 , . . . , α n ) then (up to sign) the norms of f and σ i f are related by
Thus, the associated norm factor induced by these steps is
Iterating this argument, the associated norm factor from the above series of steps that starts with tableau (g 1 n + 1, g 2 n + 2, . . . , g n n + n), with content vector (c 1 , . . . , c n ) and produces (g 1 n + σ(1), g 2 n + σ(2), . . . , g n n + σ(n)) is
i.e., the product is over inversions of σ. 
Proof. Follows from the relation between S n and the restricted permutations {σ ∈ S n : i < j and g i = g j ⇒ σ(i) < σ(j)} and coefficients N (t; µ; σ).
Thus, the signature character may be rewritten as and (c 1 , . . . , c n ) is the content vector of Ψ T (g 1 n + 1, g 2 n + 2, . . . , g n n + n).
Proof. We show that (up to sign) for i ≥ 1
combined with the definition of v µ (t) this would prove the claim. Let us put k = m i (µ). Now by the previous proposition
where (c 1 , . . . , c k ) is the content vector of (g 1 n + 1, . . . , g n n + n). But we have µ = (1, . . . , 1) in this case, so c s
Remarks. A translation is required: if (c 1 , . . . , c n ) is the content vector of T , then (c n + κ, c n−1 + κ, . . . , c 1 + κ) is the weight vector with respect to z, and Griffeth in [3, Appendix] computes the norm multiples with respect to the z-weights.
Then we have the following formula for N (T ; µ)
Proof. Use the word that takes T to (g 1 n + 1, g 2 n + 2, . . . , g n n + n), and compute the associated norm factors.
Using the theorems above, we have the following formula for the signature character (after pulling out t f (λ) and substituting t for t κ )
where (c 1 , . . . , c n ) = (d 1 + κg 1 , . . . , d n + κg n ). We rewrite this as
be the content vector of T ∈ Std(λ). Also let 1 ≤ l < i ≤ n, and N ∈ Z + . Then the sign of
Proof. First note that, up to sign, we have
This is negative if and only if
Proof. We define
, by the previous proposition. Taking the product of these terms over 1 ≤ j ≤ K gives the result.
Remarks. We note that, by the previous proposition, c (l,i) is the sign of the product
Proof. We consider the case d i − d l < 0. We use Euler's identity for sine
Taking signs of the left and right hand side yields
Proposition 5.19. Let (d 1 , . . . , d n ) be the content vector of T ∈ Std(λ). Let 1 ≤ i ≤ n and j ∈ Z + . Then
Proof. Obvious, using c < 0.
Remarks. We note that, by the previous proposition c i is the infinite product of signs:
Note that the terms are eventually all equal to 1, so the product is indeed convergent. is equal to one, and R ⊂ S n is the set of restricted permutations:
{σ ∈ S n : if i < j and g i = g j then σ(i) < σ(j)}.
Proof. Follows from equation (5) as well as the sign computations of the functions
as in the previous theorems. Note that we can rewrite the formula with the inner sum over S n , using the factor of 1/m 1 (µ)!m 2 (µ)! · · · . 
We will now prove Theorem 1.2, mentioned in the Introduction of the paper. content vector (d 1 , . . . , d n ) . We define
Note that we can define N max (λ) which only depends on λ, such that N max (λ) ≥ N max (T ).
Also let i S = max{0 ≤ i ≤ n : (0, 1), (1, 2) , . . . , (i − 1, i) ∈ S} with the convention that i S = 0 means (0, 1) ∈ S.
Theorem 5.25. Let λ be a partition such that |λ| = n, and let c < 0. Then ch s (M c (λ)) is equal to
Proof. Our starting point is the formula for the signature character provided in Proposition 5.21. We will reparametrize by using
and for 1 ≤ i ≤ n, we have
and for 1 ≤ l < i ≤ n, we have
We split variables up by 0 ≤ D j ≤ N max (λ) and D j > N max (λ). We also use that, if X is larger than a certain threshold,
We note that the previous result implies that ch s (M c (λ)) is a sum of 2 n terms, where each term is a rational function in t; it also implies Corollary 1.3 of the Introduction. Proof. We start with the formula of Proposition 5.21, in terms of the g i variables. Consider the n-dimensional space defined by 
Then one can use the identity
, if k is odd.
We now turn to investigating the connection between signatures of H n (q) and signature characters of H c . Recall the definition of the asymptotic character, a s (M c (λ)), found in Equation (1) of the Introduction.
Note that, in the formula for ch s (M c (λ)) as a sum of 2 n terms, it is obtained by evaluating the term corresponding to S = {1, 2, · · · , n} at t = 1.
Remarks. We recall that the module M c (λ) is C[x 1 , . . . , x n ] ⊗ S λ as a vector space. The degree m homogeneous subspace is spanned by m µ (x) ⊗ f T , where m µ are monomials of degree m and f T is a basis for S λ . The coefficient on t m in ch s is equal to the dimension of elements in the graded m subspace with positive norm, minus those with negative norm in the same subspace; let this coefficient be denoted by s m . Now, the dimension of the whole subspace is dim S λ × #{monomials in n variables of degree m}, the first quantity is given by the hook length formula, and the second is the binomial coefficient c m giving the coefficient on t m in 1/(1 − t) n . One can show (via a power series argument) that lim m→∞ s m c m = p(1; λ, c).
Theorem 5.27. Let λ be fixed, with |λ| = n and put q = e 2πic . The asymptotic signature character is
Proof. To obtain the asymptotic part, we multiply the signature character by (1 − t) n and evaluate at t = 1. Using the previous theorem, this is the same as taking the term in the sum of 2 n terms corresponding to S = {(0, 1), (1, 2), . . . , (n − 1, n)}, multiplying by (1 − t) n and evaluating at t = 1. For this choice of S, we have i S = 0 andŜ = ∅. So we obtain for the asymptotic signature character
Now we let q = e 2πic , so that
and similarly,
Thus, we have Finally, we use the previous result which computes a s (M c (λ)) explicitly to prove Theorem 1.4 of the Introduction.
Proof of Theorem 1.4. One can compare the formula for the asymptotic signature character with that of Theorem 1.1 for S λ (q).
Examples
In this section, we use the results of the previous sections to compute some formulas for the signature character for small values of n, and λ with |λ| = n. In particular, we give formulas for the signature character of M c (λ) for c < 0 in Examples 1-4 and −1 < c < 0 in Examples 5-10. Note that this is equal to the signature character of M −c (λ ′ ), where λ ′ is the conjugate partition of λ.
Example 1. Let n = 2 and λ = (2). For c < 0, we obtain (1 − t) 4 .
For the interval (−2/3, −1/2) we obtain 1 − 6t + 16t 2 − 18t 3 + 2t 4 + 4t 5 + 2t
For the interval (−3/4, −2/3) we obtain
For the interval (−1, −3/4) we obtain 1 − 6t + 16t 2 − 24t 3 + 18t 4 − 8t 6 + 2t 8 + 2t
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(1 − t) 4 .
