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ABSTRACT 
Earnings forecasts by time-series models and by 
financial analysts are commonly used as surrogate for 
market expectation of a company‘s future earnings. Overseas 
research findings have suggested that the forecast made by 
financial analyst is more superior than that by time—series 
model. And shorter forecast horizon is also suggested to 
contribute to higher forecast accuracy. 
To examine the validity of the above findings in the 
local context, twenty-one listed companies in Hong Kong are 
selected. And earnings forecasts generated by seven 
univariate time-series models and three financial analyst 
models of different forecast horizon in the period from 
year 1983 to 1988 are compared. Statistical test results 
suggest that the financial analyst forecast is 
significantly more superior than the time-series models 
only in the case when the average forecast errors for 
earnings of a large portfolio of companies are compared. 
And such superiority is not apparent when only an 
individual company or a few companies are considered. This 
may be due to the fact that the information and time 
advantages possessed by the financial analyst are related 
more to the general market and economic situation, rather 
than to the situation of a particular company. 
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Importance of Earnings Forecast 
As earnings forecast is used both by the researchers 
in empirical studies and the investors in formulating 
investment portfolio, identification of a surrogate for 
market expectation of earnings through study of predictive 
superiority of various earnings forecast models is both 
essential and necessary. 
Earnings forecast has long been used to assist 
investment decisions. For example, analysts丨 forecasts are 
used by investors to predict future returns and are 
valuable to investors in formulating profitable investment 
strategies^ Earnings forecast is also important in 
determining the risk involved in accounting measures^ and is 
used in implementing the price-earnings (P-E) approach 
• D� n ; Lakonishok, Josef ” The Quality of Analysts' Forecasts of Earnings" Financial Analysts 
Journal 40 Iss:5 Sep/Oct 1984, p.40-47 
^Comiskey, Eugene E.; Mulford, Charles W.; Porter, Thomas L. " Forecast Error, Earnings Variability 
ar>d Systematic Risk : Additional Evidence" Journal of Business Finance and Accounting …iq 13 iss:2 Summer 
1986,p.257-265 
2 
for security valuation^. 
Earnings forecast also serves as proxy or surrogate 
for the market‘s expectation of the firm's future earnings 
and aid various empirical research studies. For example, 
the study of equity-for-debt swaps� whereby a company 
exchanges a portion of its debt for newly issued equity, 
are examined to determine whether the security price 
reaction around such swaps is related to contemporaneous 
revisions in investor's earnings expectations. In addition, 
earning forecast also serves as surrogate for the expected 
value of the takeover targets as standalone entities to 
test the information effects of takeover bids and takeover 
resistance^ Also, in the study of association of unexpected 
earnings with stock dividends and stock split announcement, 
earning forecast is used as surrogate for the market‘s 
timely expectation of future earnings^. Moreover, the 
differences between earnings predictions, are useful for 
assessing the degree of earnings and hence return 
uncertainty. 
As a result , extensive research studies have been 
Carvell. Steven; Sullivan, Timothy “ Analyst Forecast and Price/Earnings Ratios" Financial 
Analysts Journal 45 Iss:2 Mar/Apr 1989, p.60-62 — 
4 
Lys, T h ^ s ; Sivaramakrishnan, Konduru ” Earning Expectations and Capital Restructuring: The Case of 
Equity-for-Debt Swaps" Journal of Accounting Research 26 Iss:2 Autumn 1988, p.273-299 
J; " The lyonj^tj^n Effects of Takeover Bids and Resistance" Journal of Financial Economics� 
(Netherlands) 22 Iss:2 Dec 1988, p.207-227 
^Doran David T.; Nachtmann, Robert “ The Association of Stock Distribution Announcement and Earnings 
Performance" Journal of Accounting, Auditing and Finance 3 Iss:2 Spring 1988, p.113-132 
3 
directed towards the identification of a surrogate for 
market expectation of earnings through study of earnings 
forecast superiority. 
Previous Research Findinas 
Extensive research studies have been performed in the 
past to evaluate various earnings forecast models. Cragg 
and Malkiel^ compared the five-year earnings growth rates 
forecast by five investment houses for 185 companies in the 
two years 1962-63 with two sets of naive models, one 
predicting no change and the other a change equal to past 
change. They concluded that ” forecasts based on perceived 
past growth rate … d o not perform much differently from 
the analysts predictions". Elton and Gruber®, evaluating 
annual earnings forecasts made by analysts in a large 
pension fund, an investment advisory service and a large 
brokerage house, reached a similar conclusion. Over the 
three years examined (1962-64), they found no significant 
difference in accuracy between the best naive model (an 
exponential smoothing model) and each of the three groups 
of analysts» forecasts. 
^Cragg J.G. and Malkiel B.G. ” The Consensus and Accuracy of Some Predictions of the Growth of 
Corporate Earnings" Journal of Finance March 1968,p.67-84 
g 
c - Elgton•�-J^^j^ Gruber M.J. “ Earnings Expectations and the Accuracy of Expectational Data" Management 
Science April 1972, p.409-42A 
4 
However, the small number of sample firms and the 
brevity of the test period might have weakened the results 
of their studies. It is possible that one of the naive 
models outperformed the analysts' forecasts merely by 
chance. Nevertheless, the time-series behaviour of most 
firings quarterly accounting earning per share were 
demonstrated using Box-Jenkins model by Griff in (1977)' Brown 
and Rozeff(1979)10 and Foster(1977)”• 
Later studies, employing more refined techniques and 
particularly, longer test periods, have pointed to rather 
conflicting results. 
Brown and Rozeff (1978)12 and Collins and Hopwood 
(1980)13 compared the performance of Value Line forecasts 
for up to five quarters ahead with forecasts made by fairly 
sophisticated time series models. Both studies found that 
Value Line predictions were more accurate than the 
competing models. They also found that Value Line 
predictions produced fewer and smaller extreme errors, 
9 
Griffin, Paul A “ The Time-series Behaviour of Quarterly Earning : Preliminary Evidence" Journal of 
Accounting Research.15 (1977), p.71-83 
10 
Brown, Lawrence D and Rozeff, M S “ Univariate Time-series Model of Quarterly Accounting Earning Per 
Share : A Proposed Model “ Journal of Accounting Research 17,1979 
"Foster G "Quarterly Accounting Data: Time-series Properties and Predictive Ability Results" 
Accounting Review 52,p.1-21 
12b L D and Rozeff, M S “ The Superiority of Analyst Forecasts as Measures of Expectation-
Evidence from Earnings" Journal of Finance 33, 1978, p.1-16 ^ 
^^CoUins, W A ai^ Hopwood, W S " A Multivariate Analysis of Annual Earnings Generated From Quarterly 
° � � ” 2 of Financial Analyst and Univariate Time-series Model ” Journal of Accounting Research 18 1980 
p. jyO-406 — ‘ • 
5 
presumably because analysts, unlike the models, could 
incorporate information on changing economic conditions. 
Fried and Givoly (1982)14 compared the accuracy of 
analysts• annual earnings per share estimates with two 
naive models. Their results, based on about 100 mean 
forecasts in each of the 11 years from 1969 to 1979, showed 
analysts' forecasts to be more accurate, on average, than 
the two competing models. 
Obiective 
Because of the importance of earning forecast, 
extensive studies of relative predictive superiority of 
earning forecasting methods have been conducted and well-
documented overseas • In this study, we attempt to 
investigate the relative superiority of the two major 
sources of earning forecast : time-series model and 
financial analyst model, for companies in Hong Kong. 
14 
F「ied, D and Givoly, D “ Financial Analysts' Forecasts of Earnings : A Better Surrogate for Earnings 
Expectations" Journal of Accounting and Economics. Oct 1982, p.85-107 
6 
CHAPTER II 
AN OVERVIEW OF EARNING FORECASTING 
Methods of Forecasting 
A wide variety of forecasting methods are available 
which ranges from the most naive methods, such as the use 
of the most recent observation as a forecast, to highly 
complex approaches such as econometric system of 
simultaneous equations. 
The three most common sources of earnings forecast 
are : 
1. Time series model 
2. Financial analyst forecast, and 
3• Management forecast 
Both time series and financial analyst forecasting 
will be studied and discussed in this paper. Management 
forecast, however, which is made by the management of a 
company who possesses more information than the general 
market does and therefore cannot represent the market‘s 
expectation of the future earnings, will not be covered. 
7 
Management, though, in a study by Trueman^^ has an 
incentive to release an internally generated forecast of 
earnings voluntarily as long as the forecast release is 
costless. This is due to the fact that the market value of 
the manager's firm is a function of investors‘ perceptions 
of the manager's ability to anticipate future changes in 
the firm's economic environment. The earlier that investors 
infer that the manager has received information, the more 
favourable will be their assessment of the manager‘s 
ability and higher will be the firm's market value and the 
level of the manager‘s compensation. Nevertheless, Waymire ^^ 
has found that management forecasts are, on average, more 
accurate than analyst earnings forecasts prepared before 
the voluntary disclosure of management earnings forecasts 
and that analyst forecasts prepared after the voluntary 
disclosure of management earnings forecasts are no more 
accurate than management earnings forecast. 
Financial Analyst's Model 
In the broadest sense, financial analyst involves 
determining the values of financial assets, level of risk 
and return and the relationship between risk and return in 
financial market. In this paper, we will confine our 
^^Trueman Brett "Why Do Managers Voluntarily Release Earnings Forecast?" Journal of Accounting and 
Econofmcs (Netherlands) 8 Iss:1 Mar 1986, p.53-71 """ 
16waymire, Gregory "Additional Evidence on the Accuracy of Analyst Forecasts Before and After Voluntary 
Management Earnings Forecasts" Accounting Review 61 Iss:1 Jan 1986, p.129-142 
8 
definition of financial analyst according to the Financial 
Analyst� s Handbook^^ as "one who analyses securities and 
makes recommendations thereon". 
In making earning forecast, financial analyst usually 
bases their forecast on fundamental analysis and /or 
technical analysis. In employing fundamental analysis, 
financial analyst will forecast future level of the 
economy, industry sales and earnings, company sales and 
earning and so on. Careful analysis of a company‘s 
business, perhaps the business of its customers, suppliers 
and competitors is conducted. Coupling with the analysis of 
a company‘s dividend policy, likely future cash flows, 
sources of a security's risk and return, security's future 
beta value and non-market risk is then estimated. Analysts 
also relied on such indicators of future conditions as 
capital expenditures, order backlogs, as well as demand 
trends in individual product lines for forecasting. 
In technical analysis, it is assumed that history of 
past behaviour of stock will repeat itself. Past data is 
analyzed and used in formulating earnings forecast. 
Employing these techniques, financial analysts are 
able to add knowledge about the future to knowledge of the 
past and present and make forecast accordingly. In fact, 
17summer, N. Levine ed.' Financial Analyst's Handbook Homewood, III. � Dow Jones-Irwin, Inc. 1975 
9 
the study by Givolyi® has pointed to the economic 
rationality and time—series behaviour of financial analyst 
forecast. 
Time-series Model 
Time-series forecasting methods involve the projection 
of future earnings based entirely on the past and present 
observations of the actual earnings of the company under 
consideration. The objective of such time-series 
forecasting method is to discover the systematic patterns 
in the historical data series such that mathematical model 
can be built to explain the past behaviour and to forecast 
future earnings assuming that those factors which have 
influenced patterns of past earnings will continue to do so 
in more or less the same manner in the future. 
A wide variety of time series forecasting methods are 
available. These ranges from naive and intuitive methods 
such as use of the most recent observation as a forecast, 
to highly complex approaches based on sophisticated 
statistical methods, such as Box-Jenkins'ARIMA models. The 
naive methods are simple and easy to use but not 
necessarily less accurate than the more complicated ones. 
18 
Givoly, Dan "The Formation of Earnings Expectation" Accounting Review 60 Iss:3 Jul 1985, p.372-386 
10 
Although the value of time-series forecasting method 
is widely recognised, the method has been criticised as 
being naive and mechanical, without giving consideration to 
personal judgement, business experience, or changing 
environment, etc. 
Common Belief Regarding Forecast Superiority 
As can be seen from previous research findings, there 
appears a general belief that the financial analyst's 
forecast is superior than that produced by tiine_series 
models. From an economical standpoint, the existence of 
financial analysts means that analysts must make forecast 
superior to those of time-series models or otherwise they 
will no longer be in demand. In fact, a number of studies 
have been conducted to investigate the factors contributing 
) 
to the superiority of analyst forecast, such as Brown, H. 
et al (1987)19. They contended that financial analysts' 
superiority are attributable to the broad information set 
available to analysts. Time-series models based solely on 
past accounting data are revisable only in certain time 
intervals, annual or semiannual, but financial analysts can 
utilize information not contained in the time-series model 
and have a "timing advantage" in utilizing information 七hat 
becomes available only after the last accounting report. 
19Brown, L D; Hagerman, R L; Griffin, P A and Zmijewski, M E “ Security Analyst Superiority relative 
t?Ai!2ivar”tiTime-series Models In Forecasting Quarterly Earnings" Journal of Accounting and Economirs 9 
(1987) p.61-87 “ 
11 
Moreover, financial analysts possess an "information 
advantage" where they can incorporate presumably all 
available information they can get access to and update the 
forecast. As a result, they can efficiently exploit the 
extrapolative power of the earnings series. The longer the 
timing advantage and the greater the information advantage, 
the better the predictive power of analysts relative to the 
time series model. The timing advantage also suggests that 
if the forecast horizon (i.e. the length of time between 
the point when forecast is made to the point in time when 
the actual earning is known) is shorter, the timing 




RESEARCH DESIGN AND METHOD OF ANALYSIS 
General Framework 
To test the validity of various findings and 
postulations concerning the forecasting models' accuracy in 
the local context, 21 publicly-listed companies in Hong 
Kong are chosen and forecasts by different sources of 
their earnings in the period from year 1983 to 1988 are 
examined and their relative accuracies compared. 
The two main postulations of earning forecast 
superiority to be verified are represented as below: 
(1) The forecast by FA model is generally more accurate 
than the time-series model； therefore the null 
hypothesis to be tested is 
Hq : there is no forecast model treatment effect on 
forecast accuracy; 
(2) The shorter the forecast horizon, the more accurate 
the forecast; the null hypothesis to be tested is 
Hq : there is no forecast horizon treatment effect on 
the forecast accuracy. 
13 
Here the forecast horizon is defined as the length of 
time between the point when the forecast is made to 
the point of time when the actual earning is known. 
Choice of Companies and Time Period 
In order to ensure that the findings obtained in this 
study is adequately representative of the actual 
situations, the followings have been taken into 
considerations in choosing the sample companies and the 
test period for study: 
(1) Subject to the limitation of time and computation 
facilities, the number of companies covered in 
the study sample should be as large as possible 
and should come from different sectors of the 
economy to avoid biases associated with 
particular industry. 
(2) The test period should be sufficiently long to 
average out the possible bias arising from any 
particular ups and downs of the general economy. 
It is suggested that the length of the test 
period should not be less than five years. On e 
possible test period is from year 1984 to year 
1988. 
14 
(3) The actual earning data should be readily 
available over a sufficiently long time period 
prior to the test period for the calibration of 
the time-series models. And it follows that well 
established publicly-listed companies can 
generally satisfy this criterion. 
It is found that the publicly available sources of 
financial analyst earning forecasts are limited and that 
only until the recent two to three years are there a few 
more regularly published earnings forecasts available for 
companies in Hong Kong. And it is observed that Messers Sun 
Hung Kai Research Ltd. appears to be the only analyst who 
has been publishing well-documented earnings forecast on a 
regular basis for more than five years^°. 
The companies in which earnings forecast are made in 
the Sun Hung Kai publication change from time to time 
subjected to some selection criteria, such as size of 
company, business sector, etc. And it is found that there 
are only 27 companies for which earning forecast data are 
available for the preliminary proposed test period from 
1984 to 1988. 
However, as will be discussed in details below, the 
non-parametric Friedman test employed to compare the 
18 
Sun Hung Kai Research Ltd., Sun Hung Kai Investment Focus, monthly publication since 1981. 
15 
forecast accuracy of different models requires the number 
of data entries for each company in each model to be 
greater than six because chi square statistic will be used 
to test significant difference. Therefore, the test period 
finally chosen for the study is from year 1983 to 1988. 
This further reduces the number of the sample companies to 
21. These 21 sample companies are listed in Exhibit 3.1. 
EXHIBIT 3.1 
LIST OF SAMPLE COMPANIES SELECTED FOR STUDY 
Company No. Name Sector Sector No. 
1 Hutchison Whampoa 
2 Swire Pacific Enterprise A 
3 Wharf (Holdings) 
4 Bank of East Asia 
5 Hang Seng Bank Bank B 
6 Hongkong and Shanghai 
Banking Corporation 
7 Hongkong & Shanghai 
Hotels Hotel C 
8 Miramar Hotel & 
Investment 
9 Winsor Industrial Industrial D 
10 Cheung Kong (Holdings) 
11 Hang Lung Development 
12 Hongkong Land 
13 Hongkong Realty & 
Trust 
14 Hsin Chong Holdings Properties E 
15 New World Development 
16 Realty Development 
Corporation 
17 Sun Hung Kai Properties 
18 Tai Cheung Properties 
19 China Light & Power 
20 Hongkong & China Gas Utilities F 




Actual Earning Data 
For the 21 companies selected, the actual earnings 
data ( Earnings after tax and before minority interest and 
extra-ordinary items) are mainly extracted from the 
companies• respective annual reports. Supplementary 
information regarding major company events such as 
reorganization of business, merger and the change in number 
of shares outstanding, is obtained from the Wardlev Cards^^ 
and the Companies Handbooks^^, 
Depending on the availability of the historic earnings 
data of the sample companies concerned, length of past data 
series used in the calibration of the time-series models 
varies. 
For this study, the date when the earning is formally 
announced in the annual general meeting is taken as the 
actual date when it is first made known to the general 
public. These announcement dates are well documented in the 
companies� annual reports, news bulletins and in other 
publications such as Wardlev Cards or Companies Handbooks. 
21 Wardley Data Services Ltd., Wardley Cards. 
^^Hong Kong Stock of Exchange Ltd., Companies Handbooks 
17 
Forecast Data by Financial Analyst 
Earnings forecast data by financial analyst (FA) are 
to be extracted from the Sun Hung Kai Investment Focus. 
These forecast data in terms of earnings per share on an 
annualized basis are published monthly (weekly since 
1989 严. 
To study the effect of the length of forecast horizon 
on the forecast accuracy, the FA forecast made one month, 
six months and twelve months before the earning 
announcement date for each year are extracted and their 
relative forecasting accuracies computed and compared. The 
earning announcement date is used as a reference point for 
the forecast horizon. The accounting year-end-date is not 
suitable for this purpose as it is observed that financial 
analysts always revise their annual forecasts not after 
accounting year-end-date but after earning announcement 
date instead. 
For this study , it is assumed that the financial 
analyst forecast date is to be the end of the forecast 
period date as qouted in the Sun Hung Kai Investment Focus. 
For example, in a March issue, the forecast data are quoted 
23 
Sun Hung Kai Research Ltd. has changed to publish the Weekly Investment Bulletin since 1989 in lieu 
of the Sun Hung Kai Investment Focus. 
18 
as of 28th of February and therefore this is taken as the 
analyst forecast date. 
Adjustment of Data for Subsequent Analysis 
In order to have compatible data for calibration of 
the time—series models and for subsequent data analysis, 
the actual earning data and the FA data are subjected to 
further adjustment as described below: 
(1) Change in Number of Shares Outstanding: As the 
companies capitalization policy changes, the 
number of shares outstanding will change 
accordingly. To standardize and account for this 
effect, the number of shares outstanding as per 
the accounting year-end-date of 1988 is chosen 
as the basis for comparison and previous years 
data are adjusted accordingly^^. For example, if 
the earning ($EPS) for a company in year 1985 is 
X and the number of shares outstanding for that 
year is Y, then the adjusted earning ($EPS) will 
be calculated as (X*Y)/Z where Z is the number of 
shares outstanding as of the end of 1988. 
(2) Different Accounting Period: Due to the 
difference in accounting policy, different 
companies have different accounting period and 
24 
The historical changes of number of shares outstanding can be found in the Companies Handbook by 
the Stock Exchange of Hong Kong Ltd. 
19 
the common accounting periods observed are from 
1st January to 31st December of the same calender 
year; from 1st April to 31st March of the next 
calender year; or from 1st July to 30 June of the 
next calender year. 
It is obvious that the yearly earning reported 
under the first approach is associated with only 
one calender year and may therefore be assigned 
as the earning of that particular year. For other 
accounting periods which span across two 
successive calender years, the earning is 
arbitrarily assigned to the calender year which 
embraces larger number of days. Therefore/ if the 
accounting year for a company is ended at the 
3 0th of June, the earning will be assigned to the 
previous calender year because the number of days 
embraced in the previous year is larger. This 
approach is adopted to ensure a consistent and 
I 
systematic comparison. And it is considered that 
such earning assignment method will not introduce 
significant bias as it does not have any 
significant influence on the actual data being 
analyzed. 
(3) Change in Accounting Period : Due to various 
1 
reasons, inevitable change in accounting period 
is observed during the test period• This results 
in differences in the length of time between two 
20 
consecutive periods. To account for this 
differences, earnings are adjusted on a prorata 
basis with respect to the length of time to 
obtain an annualized earnings per share. 
Time Series Model Forecast Data 
Generation of Time Series Data 
Time-series forecasting is based on the computer 
statistical package SPSS/PC+V2•0• This package is used 
because of its general availability and its capability to 
I 
be run on a IBM Compatible personal computer for which the 
authors can easily get access to. 
Time-series forecasting involves firstly the 
calibration of the model using the historical earning data 
prior to the test period, i.e. before 1983. The model is 
then used to generate one-step-ahead earning forecast. For 
example, the forecast for year 1985 will be based on actual 
earning data before 1984, and so on. 
The Time Series Models 
Different types of time series models are available 
for making earnings forecast. For the purpose of this 
study, those commonly used univariate time-series models 
which are based solely on past data and have been used in 
21 
similar studies overseas are chosen. To study the relative 
forecasting superiority of different time series models, 
two simple naive models are also included to serve as 
benchmark for comparison. These models are : 
(1) Exponential Smoothing Method (TSl): This 
forecasting method assumes an exponentially-
weighted moving average of the past data, giving 
greater weight to more recent data. The 
mathematical representation of the single 
parameter smoothing method is as follows: 
Ft+1 = aQt + (l-a)F, 
where alpha (a) is a parameter the value of which 
is to be assigned to represent the weight to be 
given to the most recent time series data in 
making the forecast, F^  is the forecast made at 
period t and Q^  is the actual earning at period t. 
To take into account of other factors such as the 
existence of seasonal components or a pronounced 
trend in the time series data, there are other 
more complicated smoothing methods involving 
double or triple smoothing procedures ,and more 
parameters in addition to alpha^^ 
Gardner,E.S., "Exponential Smoothing: The State of the Art," Journal of Forecasting Vol 4 DO 1-
28, 1985. ‘ ^ 
^^Makridakis,S., Wheelwright,S.C.. & Mcgee.V.E..Forecasting： Method and Applications, pp 64-125 John 
Wiley, 1983. 
22 
Among the twelve smoothing models available in 
the SPSS/PC+ package27, the three non-seasonal 
models which assume no trend, linear trend and 
exponential trend respectively are chosen. 
Calibration procedures are then carried out by 
using different trial values of alpha and gamma 
(the latter represents the weight given to the 
most recent trend of the time series data)• For 
each sample company, the model which yields the 
smallest sum of square forecast error for the 
earning series in the pre-1983 period will 
represent the optimal set of values for the 
！ 
‘ parameters alpha and gamma. These will then be 
chosen and used to generate forecasts for 
subsequent periods. 
The seasonal models are not considered because 
the earning data are annualized and hence no 
seasonal component is anticipated. 
I 
(2) Quadratic Regression Method (TS2): This model 
assumes that past earnings data can be 
approximated by a quadratic polynomial equation 
of the type 
FT = AT^ + BT + C 
18 SPSS,Inc., Manual for SPSS/PC+Trends. 1987. 
23 
where F^  is the earnings per share at time t, T 
is the number of period elapsed at time t and A, B 
and C are parameters to be calibrated by 
regression method. Linear regression method is 
not considered here because this is simply a 
particular case of the quadratic regression 
method in which the value of parameter A is close 
to zero. 
(3) Box-Jenkin's Forecast Model (TS3, TS4 and TS5): 
This method is developed by Box and Jenkins^® in 
197 0 and has since become very popular for its 
ability to work well for a large variety of time 
series data. The Box-Jenkins Model is also called 
the ARIMA model in which ARIMA stands for 
AutoRegressive Integrated Moving Average, after 
the three general components of the general ARIMA 
models: autoregression； differencing to strip off 
the integration of the series;and moving average. 
A more comprehensive treatment of the model can 
be found in Box and Jenkins and Nelson (1973)29. 
The general ARIMA model can be written as 
ARIMA(p,q,d), where p,q and d are small integers 
28 
Box,G.E.P., and Jenkins,G.M., Time Series Analysis:Forecasting and Control. 2nd Ed. San Francisco-
Holden-Day 1976. ‘ 
29 
19乃 Nelson,C.R., Applied Time Series Analysis for Managerial Forecasting. San Francisco, Holden Day, 
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representing the order of the autoregression 
process, the degree of differencing, and the 
order of moving average involved. According to 
Bao et al. ( 1 9 8 3 ” ° , the three ARIMA models 
(1,0,0), (0,1,1) and (0,1,0) will be used in this 
study to generate earnings forecast as they have 
been shown to generate more accurate forecast 
than other naive time series models. 
(4) Naive Autoregression Model (TS6): This model, 
also called the random walk model, assumes high 
correlation between successive pairs of values in 
the earnings data series. The next period's 
earning will be assumed to be equal to the actual 
earnings of the most recent period. 
Mathematically, this approach can be represented 
as 
Ft+1 = Qt 
(5) Naive Average Model (TS7): This method assumes 
the earnings for the next period approximates the 
average value of all the previous period's 
observations. Mathematically, this can be written 
as 
Ft+1 = (Qi + Q2 + … + Qt)/ T 
如 Bao,D.H., Lewis,M.T., Lin,W.T., & Manegold,J.G."Applications of Time-Series Analysis in Accounting: 
A Review," Journal of Forecasting. Vol.2, pp405-A24, 1983. 
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Data Analysis 
Definition of Forecast Error 
In this study, the definition of forecast error 
follows that by Fried^^ 32 �� which the unsigned percentage 
forecast error as defined in the following equation is used 
to measure the forecast accuracy of different forecasting 
models: 
Qit - F^itn 
Unsigned percentage = = ABS ( ) 
forecast error O. 
where 
Emitn = error by model m in forecasting earnings for 
company i (i=l to 21), in year t (t=1983 to 
1988), where the forecast is made n months 
(n=l,6 and 12) prior to earning 
announcement, 
Qft = actual earnings for company i, in year t, 
Fmitn = forecast by model m of Q.^ , made n months in 
advance of Q�-" and 
ABS = the absolute value operator. 
Fried,D., & GWoly,D., "Financial analysts' Forecasts of Earnings - A Better Surrogate for Market 
Expectations,,.Journal of Accounting and Economics. Oct 1982, pp.85-107 
^^Brown.,L.D., Hagerman,R.L., Griff in,P.A., & Zmi jeijsld ,M.E., "Security Analyst Superiority Relative 
To Univariate Time-Series Models in Forecasting Quarterly Earnings," Journal of Accounting and Economics 
Vol.9 pp.61-87, 1987. 
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Comparison of Forecast Accuracy 
Grouping of Companies 
The relative forecasting superiority of different 
models can be studied by comparing their respective 
forecast errors. And for this purpose, the sample companies 
can be grouped in the following three different ways: 
(1) Assuming full cross-sectional dependence: the 
unsigned percentage forecast errors generated by 
each forecast model for all the sample companies 
. in each year are averaged. The average forecast 
errors under different models are then compared 
year by year using the method as described in the 
next section. This results in multiple comparison 
of a group of ten forecasting models ( seven time 
series models and three FA models ) from year 
1983 to 1988 (six cases)• 
(2) Assuming sectorial dependence: the companies are 
grouped according to the sector of economy they 
represent. The average unsigned percentage 
forecast errors of each sector is calculated. 
This in turn , is compared with the sectorial 
average unsigned percentage forecast errors 
generated by other forecast models. This results 
in multiple comparison of six sectors, each 
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consists ten samples per year ( ten forecasting 
models), for six years. 
(3) Assuming cross-sectional independence: the 
unsigned percentage forecast error of each 
individual company generated by different models 
are compared year by year. This results in 
multiple comparison of 21 groups (21 companies) 
each of ten samples. 
Method of Comparison 
’ Different statistical methods have been used in other 
similar studies for comparing the forecast error of various 
models and their relative merits investigated^^. In this 
study, since the number of cases is relatively small (six 
only) and the distributional properties of the forecast 
error is unknown (comparison method like the paired t-test 
assumes normal distribution for sample size smaller than 
3 0) , the non-parametric statistical methods which have been 
used in previous studies are adopted. 
To broadly examine the relative superiority of the ten 
forecast models, the non-parametric Friedman test is first 
carried out • For each case (year), the forecast errors of 
each model are compared and ranked from one to ten J 
Brown, L.D., & Rozeff,M.S-, "The Superiority of Analyst Forecasts As Measures Of Expectations: 
Evidence From Earnings," The Journal Of Finance. Vol.33, pp.1-16, 1987. • 
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according to the magnitude of their forecast errors. The 
mean rank of each model is calculated, and the significant 
difference between these mean ranks can then be tested by 
statistics approximated by chi-square test. 
In order to compare the superiority of the FA models 
with that of the time series models and to study the effect 
of forecast horizon on forecast accuracy, the time-series 
model which exhibits the lowest rank measured in terms of 
forecast error (i.e. the one which has the highest forecast 
accuracy) among the seven models considered in this study, 
is selected and subjected to further Friedman test with the 
three FA models. In addition, for each possible pair formed 
out of the four models selected, the Wilcoxon Signed-Ranks 
test^^ is carried out to examine the magnitude and the 
direction of the difference in forecast error • 
In the Wilcoxon test, the differences of the values 
for each case between the pair of variables being compared 
are first calculated. Differences equal to zero are 
eliminated and the absolute values of the remaining are 
I 
then ranked, with a value 'one' assigned to the smallest 
and 'two' assigned to the second smallest and so on. The 
rank sum for the negative differences as well as that for 
the positive differences are calculated. The smaller of 
these two quantities will be designated as T which will 
18 Mendenhall,W., & Reinmuth,J.F., Statistics for Mana!:iement& Economics. 3rd Ed., Duxbury Press, 1978. 
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then be used as a test statistic to test the null 
hypothesis that 'the two population relative frequencies 
are identical•. 
After carrying out of the second time Friedman test 
and the Wilcoxon test, significant difference in the 
forecast error and therefore the relative forecast 




RESULTS OF ANALYSIS AND IMPLICATIONS 
General Data Manipulation 
All the command files for the data manipulation and 
all the output files listing the results are stored in a 
1.2 MB computer diskette attached in Appendix A. The table 
‘of contents for the diskette is shown in Appendix B. 
Data for Analysis 
Input Data 
The data input for this study include the actual 
earning data series of the sample companies as well as the 
earning forecast data by the financial analyst (Sun Hung 
Kai Research Ltd.). These data (adjusted for length of 
accounting period and for number of shares outstanding) are 
listed in Exhibit C.l and C.2 in Appendix C) • The time-
series models (TSl to TS7) generated therefrom are shown in 
Exhibit C.3 to C.9. 
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Computed Forecast Errors 
According to the definition of the forecast error as 
presented in Chapter III , the unsigned percentage forecast 
error for each model under the three different assumptions 
are computed and shown in Exhibits C.10 to C.37 in Appendix 
C. 
As shown in the exhibits, the forecast errors are 
generally less than 100% and occasionally very close to 0% 
in some particular cases. The largest percentage forecast 
error is observed in Company 14 which amounts to the 
I 
highest 754.1. This is probably due to the fact that 
Company 14 announced an unexpected negative earning in year 
1983. 
Comparison of Forecast Accuracy 
First Time Friedman Test Results 
To compare the forecast accuracy of the models , the 
computed forecast errors are subjected to the non-
parametric statistical Friedman Test. The results under the 
three different assumptions regarding the cross-sectional 
dependency of the sample companies are presented and 
interpreted as shown below. 
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Results Under Assumption of Full Cross-Sectional Dependence 
Exhibit 4.1 shows the average forecast error of all 
the sample companies under each forecast model. The 
relative ranking position of each forecast model in terms 
of their forecast accuracy is also shown (the smaller the 
resulting mean rank from the Friedman test, the smaller the 
forecast error and therefore the higher the forecast 
accuracy). 
EXHIBIT 4.1 
RESULTING MEAN RANKS FROM FRIEDMAN TEST OF 
FORECAST ERROR AVERAGE FOR ALL SAMPLE COMPANIES 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
10.00 7.67 5.67 6.83 4.33 5.33 8.50 1.17 1.83 3.67 
(10) (8) (6) (7) (4) (5) (9) (1) (2) (3) 
Note 1. Figure in parentheses indicates the ranking position of the forecast model in terms 
of forecast accuracy (ranking is averaged if tie rank exists). 
2. the Chi-Square test statistics is significant at .01. 
As evident from Exhibit 4.1, the Friedman Test 
indicates that the hypothesis of “ there is no forecast 
model treatment effect on the forecast accuracy" can be 
rejected at a very significant level by the Chi-Square 
test. Moreover, from the resulting mean ranks , it can be 
inferred that the best four forecast models are FAl, FA2, 
FA3 and TS5 (Box-Jenkin (0,1,0) model) in descending order 
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of forecasting accuracies. On the other end of the 
spectrum, the model showing the poorest performance is TSl 
(exponential smoothing) which performs even worse than the 
two naive benchmark time series models TS6 and TS7 (naive 
autoregression and naive average respectively)• 
The above suggests that the FA forecast is more 
superior than the time series models under the conditions 
existing in this study. It is also evident that forecast 
accuracy is associated with the length of forecast horizon. 
The shorter the forecasting horizon, the higher the 
forecast accuracy ( the forecast horizon of FAl model is 
one month while FA3 model is twelve months)• 
However, there is a deficiency in the above deduction 
in the sense that although the forecast accuracy of the ten 
forecast models is proved to be significantly different, 
this result can be obtained even when just one model is 
significantly different from the remaining nine in terms of 
forecast accuracy. And therefore the better performance of 
the four 'best» models as suggested by the test results may 
be just due to mere chance. It thus follows that the 
resulting mean rank from this first time Friedman 
comparison should not be relied on hastily to make 
conclusion on the forecast superiority of the models. Other 
supporting evidences are necessary (see Section of 
•Wilcoxon Signed Rank Test and Second Time Friedman Test• 
below). 
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Results Under Assumption of Sectorial Dependence 
Under the assumption of sectorial dependence, the 
averaged forecast errors of the companies within the same 
sector are compared • And the result of the comparison is 
shown in Exhibit 4.2. 
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Exhibit 4.2 
RESULTING MEAN RANKS FROM FRIEDMAN COMPARISON OF 
AVERAGE FORECAST ERRORS FOR COMPANIES IN EACH SECTOR 
SECTOR TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
A* 8.50 4.83 7.33 5.33 4.17 5.83 9.67 2.17 2.50 4.67 
(9) (5) (8) (6) (3) (7) (10) (1) (2) (4) 
B* 4.00 7.17 8.33 4.00 4.83 7.17 10.0 2.50 2.67 4.33 
(3.5) (7.5) (9) (3.5) (6) (7.5) (10) (1) (2) (5) 
C 6.17 5.67 6.33 4.50 5.17 5.83 9.17 4.17 4.67 3.33 
(8) (6) (9) (3) (5) (7) (10) (2) (4) (1) 
D* 3.67 6.00 6.33 6.83 5.50 5.83 10.0 3.17 2.92 4.75 
(3) (7) (8) (9) (5) (6) (10) (2) (1) (4) 
E* 10.0 8.17 5.83 7.00 5.17 5.00 6.50 1.33 2.00 4.00 
(10) (9) (6) (8) (5) (4) (7) (1) (2) (3) 
F* 3.50 7.50 7.00 4.67 3.83 5.33 10.0 3.33 4.67 5.17 
(2) (9) (8) (4.5) (3) (7) (10) (1) (4.5) (6) 
* significant at .01 
Note: figure in parentheses indicates the ranking position of the forecast model in terms of 
forecast accuracy (ranking is averaged if tie rank exists). 
As can be expected due to the relatively large number 
of forecast models selected for this study, the Chi-square 
statistics for five out of the six sectors (i.e. except the 
3G 
Hotel sector) are significant at 1% level. This again 
strongly suggests that the hypothesis that "there are no 
forecast model treatment effect on the accuracy of 
forecast" can be rejected. However, as discussed earlier, 
this does not provide very precise information regarding 
the exact forecast superiority of the models. 
Based on the Friedman mean ranking, the cumulative 
frequency of the ranking position assumed by each model (in 
terms of the average accuracy of earning forecast) in each 
sector is prepared and shown in Exhibit 4.3 . 
EXHIBIT 4.3 
CUMULATIVE FREQUENCY OF RANKING POSITION ASSUMED 
BY THE FORECAST MODELS IN TERMS OF AVERAGE FORECAST 
FOR COMPANIES IN EACH SECTOR 
POS TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1 0 0 0 0 0 0 0 4 1 1 
2 1 0 0 0 0 0 0 6 4 2 
3 2.5 0 0 1.5 2 0 0 6 4 4 
3 3 0 0 1.5 2 1 0 6 5.5 5 
5 3 1 0 3 5 1 0 6 6 6 
6 3 2 1 4 6 2 0 6 6 6 
7 3 3.5 1 4 6 5.5 1 6 6 6 
8 4 4 4 5 6 6 1 6 6 6 
9 5 6 6 6 6 6 1 6 6 6 
10 6 6 6 6 6 6 6 6 6 6 
37 
As evident from Exhibit 4.3, the FAl model appears to 
be the most superior as it is ranked the first in four out 
of six considerations and never assumes a position lower 
than the second. Using the same method of interpretation, 
the second and the third best models are FA2 and FA3 
respectively. And the best time-series models is found to 
be TS5 (Box-Jenkin (0,1,1) model). The worst is found to be 
TS7 (naive average). 
These results are consistent with the findings under 
the grouping method assuming full cross-sectional 
dependence because they also indicate the superiority of 
the FA forecast models over the time series models and that 
the shorter the length of the forecasting horizon, the 
more superior the predictive ability. 
Results Under Assumption of Cross-Sectional Independence 
Under this assumption, the forecast errors under each 
model for each of the twenty-one sample companies are 
analyzed and compared • The result of the comparisons is 
shown in Exhibit 4.4. 
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EXHIBIT 4.4 
RESULTING MEAN RANKS FROM FRIEDMAN COMPARISON OF 
FORECAST ERROR FOR EACH SAMPLE COMPANY 
CO. TSl TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1* 8.83 5.83 6.67 3.67 3.33 6.00 8.50 2.67 4.17 5.33 
(10) (6) (8) (3) (2) (7) (9) (1) (4) (5) 
2* 5.33 3.17 8.33 7.33 4.83 6.67 10.0 2.58 2.58 A.17 
(6) (3) (9) (8) (5) (7) (10) (1.5) (1.5) (4) 
3* 4.17 6.50 8.50 3.83 4.83 7.50 10.0 3.50 3.08 3.08 
(5) (7) (9) (4) (6) (8) (10) (3) (1.5) (1.5) 
4* 3.83 5.33 8.00 3.50 5.33 6.83 10.0 3.42 3.67 5.08 
⑷ （ 6 . 5 ) (9〉 (2) (6.5) (8) (10) (1) (3) (5) 
5* 4.17 5.33 8.83 5.17 5.50 7.67 10.0 2.42 2.50 3.42 
<4) (6) (9) (5) (7) (8) (10) (1) (2) (3) 
6* 2.67 7.17 7.67 3.83 3.33 6.08 10.0 4.92 5.42 3.92 
⑴ ( 8 ) (9) (3) (2) (7) (10) (5) (6) (4) 
7* 4.42 4.67 8.67 5.00 4.33 6.83 10.0 3.08 3.00 5.00 
⑷ ( 5 ) (9) (6.5) (3) (8) (10) (2) (1) (6.5) 
8 6.33 5.33 5.83 4.33 5.00 5.17 8.50 5.67 5.67 3.17 
(9) (5) (8) (2) (3) (4) (10) (6.5) (6.5) (1) 
9* 3.67 6.00 6.33 6.83 5.50 5.83 10.0 3.17 2.92 4.75 
(3) (7) (8) (9) (5) (6) (10) (2) (1) (4) 
10* 7.17 7.67 6.67 6.50 5.50 6.25 7.00 2.00 1.92 4.33 
(9) (10) (7) (6) (4) (5) (8) (2) (1) (3) 
11* 6.50 5.83 7.83 6.67 4.50 5.83 8.67 2.33 3.08 3.75 
(7〉 (5.5) (9) (8) (4) (5.5) (10) (1) (2) (3) 
12* 9.17 7.17 6.00 5.17 3.50 5.33 7.33 2.42 3.75 5.17 
(10) (8) (7) (4.5) (2) (6) (9) (1) (3) (4.5) 
13# 5.67 8.00 4.00 8.50 4.00 3.83 3.83 5.42 6.33 5.42 
(7) (9) (3.5) (10) (3.5) (1.5) (1.5) (5.5) (8) (5.5) 
1A* 8.50 8.17 6.33 4.67 4.50 5.17 6.83 2.92 3.58 4.33 
(10) (9) (7) (5) (4) (6) (8) (1) (2) (3) 
15* 4.17 7.00 8.00 4.33 5.17 6.17 9.83 3.08 3.92 3.33 
(4) (8) (9) (5) (6) (7) (10) (1) (3) (2) 
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16* 10.0 7.83 5.50 8.50 3.83 2.83 6.83 2.58 2.92 4.17 
(10) (8) (6) (9) (4) (2) (7) (1) (3) (5) 
17# 3.83 7.50 7.83 4.17 4.83 7.00 7.83 3.50 4.17 4.33 
(2) (8) (9.5) (3.5) (6) (7) (9.5) (1) (3.5) (5) 
18* 7.00 7.33 7.33 6.33 4.83 A.25 8.17 2.83 3.00 3.92 
(7) (8.5) (8.5) (6) (5) (4) (10) (1) (2) (3) 
19* 1.33 6.83 6.00 2.17 3.83 4.83 10.0 6.00 6.50 7.50 
(1) (8) (5.5) (2) (3) (4) (10) (5.5) (7) (9) 
20* 2.83 8.67 8.17 6.00 4.83 6.67 10.0 2.08 2.42 3.33 
(3) (9) (8) (6) (5) (7) (10) (1) (2) (4) 
21# 5.00 5.50 4.83 5.67 3.67 4.50 10.0 4.92 5.92 5.00 
(5.5) (7) (3) (8) (1) (2) (10) (4) (9) (5.5) 
* significant at .01 # significant at .05 
Note: figure in parentheses indicates the ranking position of the forecast model in terms of 
forecast accuracy (ranking is averaged if tie rank exists). 
Based on the rankings assigned to the models in terms 
of forecast accuracy as shown in Exhibit 4.4, a table 
showing the cumulative frequency of the ranking under each 
model is prepared and shown in Exhibit 4.5. 
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EXHIBIT 4.5 
CUMULATIVE FREQUENCY OF RANKING POSITION ASSUMED BY THE FORECAST 
MODELS IN TERMS OF ACCURACY OF FORECAST FOR EACH SAMPLE COMPANY 
POS TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1 2 0 0 0 1 0.5 0.5 11.5 4 1.5 
2 3 0 0 3 4 3 1 15 10 3 
3 5 1 1.5 5.5 7.5 3 1 16 14.5 8 
A 9 1 2 7.5 12 6 1 17 16 12.5 
5 10.5 3.5 2.5 11 16 7.5 1 19 16 18 
6 12 6.5 4 14.5 19.5 11 1 20.5 17.5 19.5 
7 15 10 7 15 21 17 2 21 19 20 
8 15 16.5 11.5 18 21 21 4 21 20 20 
9 17 20 20.5 20 21 21 6.5 21 21 21 
10 21 21 21 21 21 21 21 21 21 21 
As can be seen in Exhibit 4.4 and as expected, except 
for Company 8, all the results indicate that the hypothsis 
that there are no forecast model treatment effect on 
forecast superiority can be rejected either at .01 or .05. 
Furthermore, from the cumulative frequency table as shown 
in Exhibit 4.5 , it can be seen that both model TS5 and FAl 
are never ranked a position lower than the seventh. 
However, for model FAl, 20.5 cases (not whole number 
because of tie rank) out of the 21 cases are ranked a 
position equal to or higher than the sixth while for model 
» 
TS5 the corresponding cumulative frequency is only 19.5. 
The superiority of model FAl in terms of forecast accuracy 
is therefore higher than model TS5. Using similar argument. 
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it appears that the best five models are FAI, TS5, TS6, FA3 
and FA2 in descending order of forecast accuracy. 
These results are found to be inconsistent with the 
previous findings because here the time series model TS5, 
TS6 (Box-Jenkin (0,1,0) and naive autoregression model 
respectively) are found to out-perform model FA2 and FA3. 
In addition, model FA2, which has a forecast horizon of six 
months, is found to perforin worse than model TS5, TS6 and 
FA3 all of which have forecast horizon of 12 months. 
Wilcoxon Signed Rank Test and Second Time Friedman Test 
As discussed above, it is trivial to observe from the 
first time Friedman test that the forecast accuracies of 
the ten models under consideration are shown to have 
I 
significant difference, because this can be resulted even 
when only one out of ten models is significantly different. 
And therefore the deductions thus inferred are not 
sufficiently conclusive. 
In order to further investigate the significance of 
the difference in forecast accuracy of the forecast models 
,the three FA models and the best time series model in 
terms of forecast accuracy as indicated from the first time 
Friedman test are subjected to further Friedman test and 
Wilcoxon Signed Rank test. The results of these further 
analyses under the grouping method assuming full cross-
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sectional dependence is shown in Exhibit 4.6. The results 
under the grouping method assuming sectorial dependence and 
cross-sectional independence are shown in Exhibit c.38 to 
Exhibit C.51 in Appendix C. 
EXHIBIT 4.6 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR ALL SAMPLE COMPANIES 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS5 
FA1 -
FA2 1.7821 - - -
FA3 2.2014# 2.20U# - -
TS5 2.20U# 2.2014# 1.1531 -
Friedman 
Mean Ranking 1.17 1.83 3.33 3.67 
Chi-Square Statistics=15.4000 significant at .0015 
# Wilcoxon test statistics significant at .05 two tailed 
Results Under Assumption of Full Cross-Sectional Dependence 
From the results of the second time Friedman test, it 
can be seen that the forecast accuracy of the four models 
are significantly different. The results of the Wilcoxon 
test also reveal that the four models under consideration 
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are significantly different (the null hypothesis of no 
differnce is rejected in four out of the six cases at 5% 
level) from one another. These together therefore strongly 
suggest that the ranking of the models in terms of forecast 
superiority are indeed as suggested by the Friedman test 
(FAl, FA2, FA3 and TS5 in descending order), rather than 
just a result of mere chance. 
This deduction is consistent with that inferred from 
the first time Friedman test that the FA models are more 
superior than the time-series models and that the shorter 
the forecast horizon, the better the forecast performance. 
Results Under Assumption of Sectorial Dependence 
From the results as shown in Appendix C, out of the 
five sectors under consideration, only in two of them (the 
Enterprise and the Properties Sectors) do the Friedman test 
results indicate significant difference among the models 
under consideration( the null hypothesis is rejected at 5% 
level)• In addition, the Wilcoxon test results reveal that 
the three FA models and the best time series model are only 
shown to be significantly different from one another in 
Sector E (Properties)• Therefore, the hypothesis that there 
are no significant difference in forecast superiority of FA 
models and time-series model cannot be rejected 
confidently. Moreover, the postulation that shorter 
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forecast horizon will contribute to higher forecast 
accuracy is also not adequately supported. The findings 
under the grouping method assuming full cross-sectional 
dependence cannot be further confirmed here. 
Results Under Assumption of Cross-Sectional Independence 
It can be observed from the results presented in 
Appendix C that the hypothesis of no forecast model 
treatment effect on forecast accuracy can only be rejected 
confidently for two companies (Company 10 and 19) out of 
the twenty one sample companies under consideration. In 
addition, the Wilcoxon test only indicates that when the 
forecast accuracy of the models are compared with one 
another, the hypothesis that there are no significantly 
difference can only be rejected confidently for the single 
Company 10. For Company 19, the Wilcoxon test results only 
suggest significant difference between the FA models from 
the best time-series model. However, the FA models are 
found not to be significantly different among themselves. 
These results are not adequate to support the findings 





CONCLUSION AND DISCUSSION 
Findings From Results of Study 
From the statistical test results presented in Chapter 
IV, there are strong evidences suggesting that when the 
average forecast errors of the 21 sample companies are 
compared, the financial analyst forecast models have 
significant superiority over the time-series models in 
terms of forecast accuracy. Furthermore, it can also be 
deduced that the shorter the forecast horizon (i.e. the 
length of time between the point when the forecast is made 
from the point when the actual earning is known) , the 
higher the earning forecast accuracy • 
These findings are basically the same as the results 
in similar studies overseas regarding forecast superiority. 
As discussed in Chapter II (e.g. L.D. Brown (1987) and D. 
Fried, 1982)), the general superiority of the financial 
I 
analyst models over the time series model can be attributed 
to the fact that apart from past earning performances, 
other information like the general economic climate are 
also input into the former models for generating the 
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forecast^^. And it is also due to this 'information 
advantage‘ that the accuracy of a forecast model with 
shorter forecast horizon is rendered higher because the 
amount of information that can be embraced is simply 
larger. 
However, the above findings cannot be further 
confirmed when the forecast errors of the different models 
for each company are considered individually or are 
averaged only for the companies in the same sector for 
comparison purpose. In the results as presented in Chapter 
IV, when the forecast errors for each company are compared, 
the forecast accuracy of the ten models under consideration 
is only significantly different in two out of the twenty 
one companies. And when the average forecast errors for 
companies in each sector are compared, significant 
difference in forecast accuracy of the models is only 
revealed in the two sectors: Enterprise and Properties, out 
of the total five sectors under consideration. 
A relevant point to note in the above apparent 
inconsistent findings is that the Properties sector, which 
shows similar significant difference in the superiority of 
the forecast models as in the case when all the 21 
companies are grouped together and the average forecast 
errors compared, consists of the largest number of 
Brown,L.D., Richardson,G.D., & Schwager,S.J., ” An Information Interpretation of Financial Analyst 
Superiority in Forecasting Earnings," Journal of Accounting Research. Vol.25, pp.49-67, 1987. 
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companies (nine) among the six sectors under consideration. 
It therefore appears that when a larger number of companies 
is grouped together and the average forecast error by 
different models are compared, the superiority of the 
financial analyst models are more apparent. 
A very important implication arising from here is that 
the financial analyst models will on average outperform the 
time series models only when they are used to forecast a 
large portfolio of companies. In other words, when the 
financial analyst models are used to forecast the earning 
of a single company or a few number of companies, the 
average results may not necessarily be significantly more 
accurate than those produced by the time series models. 
Similarly, the favourable effect of a shorter forecast 
horizon on the forecast accuracy only becomes significant 
when the forecast model is used to forecast the earning of 
a large number of companies. 
One possible explanation of this implication is that 
the information advantage possessed by FA models is 
something related to the general economic situation, but 
not related to the situation of a particular company. The 
forecast superiority as a results of advantage of such 
nature is therefore only apparent when a large portfolio of 
companies which can adequately represent the general 
economy is considered. This can also explain the forecast 
superiority due to shorter forecast horizon. 
48 
Limitation of Study 
Cost of Forecast 
The cost of obtaining the forecast data by different 
models have not been considered in this study. It is always 
necessary to compare the benefit of obtaining a more 
accurate forecast from the more superior model to the added 
cost in formulating and operating the superior model. If 
the added forecast superiority is small, then a large cost 
difference might prove that the model is not justified on 
the ground of cost effectiveness. 
Sample Size and Length of Study Period 
The choice of the sample companies and the length of 
the test period used in this research are primarily 
constrained by the availability of the FA forecast data. 
Since Sun Hung Kai is, to the awareness of the authors, the 
only source of FA forecast data which is continuously-
available for more than five years, the choice of companies 
is limited to those which are covered in the Sun Hung Kai ‘ s 
forecast. In addition, the length of the test period cannot 
be too long or otherwise the number of companies that are 
constantly covered in the Sun Hung Kai‘s forecast for the 
whole study period will become too small. It is considered 
that this restriction in selecting the sample companies and 
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the time period for study does present some biases to the 
findings of this study. Moreover, the relatively short time 
period of study also limits the number of cases included in 
the statistical test and may thus affect the accuracy of 
the results. 
Limited Past Earning Data 
Comparing to more developed countries like the U.S.A 
where a lot of researches regarding earning forecast 
superiority have been carried out, the earning history for 
the companies in Hong Kong is relatively short. And the 
fact that only until the recent five to six years have more 
companies changed from reporting earnings annually to 
semi-annually, have confined our study on earnings forecast 
on an annual basis. This implies that in most cases, only 
one earning data is available for each year. Therefore even 
for a company with 25 years (as of 1988) history, which is 
relatively long comparing to most companies in Hong Kong, 
the number of past earning data is only 25. This is unlike 
the cases in the U.S.A. where most companies report their 
earnings quarterly and therefore four earnings data are 
available for each year. 
Since the time series models are only calibrated with 
a limited number of past earnings data, the accuracy of the 
calibrated models may therefore be affected and the 
predictive ability impaired. In fact, in the book by Box 
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and Jenkins (1976)36, it is recommended that a minimum of 50 
observations are required for building up an ARIMA model. 
Since this can hardly be achieved for companies in Hong 
Kong, the resulting forecast may not reflect the actual 
predictive ability of the Box-Jenkin models. 
Accounting Income Easily Subject to Manipulation 
Due to taxation purpose and other reasons, the 
accounting earning reported by a company may easily be 
subjected to manipulation and therefore may not necessarily 
reflect the actual economic well-off of the company. And 
the authors believe this is particular true in Hong Kong. 
This may introduce errors into the earning forecast. 
Suggested Further Study 
Only univariate time-series models and financial 
analyst models are considered in this study. However, 
researchers have demonstrated that there is increase in 
annual earnings forecast accuracy by combining dividend or 
payout ratio information with time-series model into a 
composite forecasting model^^. Other models^®, which 
Box,G.E.P., and Jenkins.G.M.. Time Series Analysis: Forecasting and Control. 2nd Ed., San Francisco: 
Holden-Day, 1976, pp.33. 
J; Nair, R D; Song, I M "Additional Evidence on the Information Content of Dividends" Journal 
of Business Finance and Accounting (UK),Vol 13,Iss 4,p.597-608 
38 
Guerard,J B,Jr; Beidleman, C R; ” Composite Earnings Forecasting Efficiency" Interfaces. Vol 17 Iss 
5 (1987), p. 103-113 
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combine time-series models with financial analysts forecast 
to generate a composite earning forecasting model have also 
been shown to be more accurate relative to both the 
financial analysts and time-series models alone. Attempt 
can be directed towards the generation of composite 
forecasting models and investigate the predictive ability. 
Moreover, very little is known about the forecasting 
process of the financial analysts, and how they incorporate 
the information to adjust the forecasted data. Also, the 
relative predictive superiority among different financial 
analysts have not been studied. In order to benefit from 
the earnings forecast, knowledge of the these will be 
potentially rewarding and further research should be 
directed towards the above. 
39 
Guerard, J B,Jr; "Combining Time-series Model Forecasts and Analysts' Forecasts for Superior Forecasts 
of Annual Earnings" Financial Analyst Journal Vol 45 Iss 1,1989 
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APPENDIX A 
1.2 MB FLOPPY DISKETTE STORING INPUT COMMAND FILES AND 
OUTPUT LISTING FILES FOR COMPUTER 




LIST OF FILES STORED IN COMPUTER DISKETTES 
FOR DATA MANIPULATION BY S P S S P C + V 2 . 0 ~ 
Command Files Contents Variables 
/Listing Files 
1.ACTUAL.COD Input of actual data for the 21 Q1 to Q21 
ACTUAL.LIS sample companies (actual earning data series for 
company 1 to 21) 
2.ANALYS.C0D Input of FA forecast data for FIN1.1 to FIN1.21 
ANALYS.LIS the sample companies (forecast data by model FAI for 
company 1 to 21) 
FIN2.1 to FIN2.21 
and FIN3.1 to FIN3.21 
(forecast data by model FA2 and 
FA3 respectively 
3.EXSM00.C0D Generation of earning forecast TS1_1 to TS1_21 
EXSMOO.LIS data by time series model TSl (unsigned percentage forecast 
(exponential smoothing) and error by model TSl for company 
calculation of forecast error 1 to 21) 
TSlJ to TS1_21 
(unsigned percentage forecast 
error by model TSl for company 
1 to 21) 
4.REGRES.C00 Generation of earning forecast TS2_1 to TS2_21 
REGRES.LIS data by model TS2 (quadratic (unsigned percentage forecast 
regression) and calculation of error by model TS2 for company-
forecast error 1 to 21) 
5.BOXJEN.COD Generation of earning forecast TS3_1 to TS3_21 
BOXJEN.LIS by model TS3, TS4 and TS5 (Box- (unsigned percentage forecast 
Jenkin (1,0,0), <0,1,1〉， error by model TS3 for company 
(0,1,0” and calculation of 1 to 21) 
forecast error TS4_1 to TS4_21 and TS5_1 to 
TS5_21 (unsigned percentage 
forecast error by model TS4 
and TS5 respectively) 
6.NAIVE.COD Generation of earning forecast TS6_1 to TS6_21 
NAIVE.LIS data by model TS6 and TS7 (unsigned percentage forecast 
(naive autoregression a n d n a W e error by model TS6 for company 
average) and calculation of 1 to 21) 
forecast error TS7_1 to TS7_21 
(unsigned percentage forecast 
error by model TS7) 
7.FINANC.C00 Computation of unsigned FA1J to FA1_21 
FINANC.LIS forecast error by model FA1, (unsigned percentage forecast 
FA2 and FA3 error by model FAI) 
FA2_1 to FA2_21 and FA3_1 to 
FA3二21 一 一 
(unsigned forecast error by 
model FA2 and FA3 respectively) 
8.OVERALL.COD Computation of average forecast TS1_ALL to TS7_AU 
OVERALL.LIS error for the 21 sample and~FA1_All to~FA3_ALL 
companies by each forecast (unsigned percentage forecast 
model and the carrying out of error average for all sample 
WiIcoxon test and the first companies by model TSl to TS7 
and second time Friedman test and FAI to FA3) 
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9.SECTOR.coo Computation of forecast error TS1一A to TS7_A and FA1_A to 
SECTOR.LIS averaged for companies in the FA3_A 
same sector by each forecast (unsigned percentage forecast 
model and carrying out of error averaged for companies in 
Wilcoxon test and the first and sector A by model TS1 to TS7 
second time Friedman test and FAI to FA3) 
TS1_B to TS7_B and FA1_B to 
FA33, TS1_C to TS7一C and~FA1_C 
to 〒A3_C, 一 T S 1 _ D to TS7_D and 
FA1_D t~o FA3_D~ TS1_E to~TS7_E 
and FA1_E to FA3_E, TS1_F to 
TS7_F at^ FA1_F to FA3_F_ 
(average unsigned percentage 
forecast error for sector B, 
C, D, E and F respectively) 
10.SEPARA.COD Computation of forecast error TS1_1 to TS1-21, TS2_1 TO 
SEPARA1.LIS to for each sample company and TS2~21, TS3_1 to Ts3_21,~TS4_1 
SEPARA21.LIS carrying out of Wilcoxon test to ~TS4_21, ~TS5J to TS5_2T, 
and the first and second time TS6_1 to TS6_21, TS7_1 to 
Friedman test TS7二 21, FAI J to FA1_21 ,~''A2_1 
to FA2_21, and FASJ—to FA3_21 
Note. 1.The command files are for input into the SPSS computer package for data manipulation. 
The listing f i les are the output after the commands are processed and the data manipulated, 
both types of files can be viewed and printed by any word processing package which accepts 
ASII codes e.g Wordstar or Wordperfect. 
2. Intermediate data files such as EXSMOO.DAT and TIME.DAT which are created to store data 






EXHIBIT C.1 (a) 
ACTUAL EARNING DATA SERIES OF SAMPLE COMPANIES 





1964 .00 .04 
1965 .01 .05 
1966 .00 .05 
1967 . . .00 .06 .02 .02 
1968 . . .01 .06 .03 .02 
1969 . . .01 .07 .04 .03 .09 . . 
1970 . . .02 .08 .06 .03 . .03 .11 . . 
1971 . . .03 .09 .06 .04 . .03 .14 . . 
1972 . . .03 .11 .08 .05 . .03 .15 . .06 
1973 . .04 .04 .13 .10 .07 .02 .03 .28 .02 .04 
1974 . .06 .04 .14 .12 .09 .02 .03 .05 .02 .05 
1975 . .07 .04 .12 .13 .09 .02 .02 .23 .00 .05 
1976 . .10 .05 .14 .17 .11 .03 .03 .26 .03 .06 
1977 .07 .15 .06 .17 .22 .14 .04 .04 .28 .05 .07 
1978 .09 .26 .08 .22 .30 .18 .05 .07 .47 .07 .08 
1979 .13 .26 ,11 .30 .42 .25 .07 .09 .52 .14 .10 
1980 .16 .36 .13 .49 .64 .35 .11 .10 .43 .39 .21 
1981 .33 .56 .20 .67 .87 .46 .14 .17 .33 .74 .33 
1982 .40 .43 .23 .75 1.04 .50 .12 .16 .44 .28 .10 
1983 .49 .61 .25 .77 1.12 .52 .13 .10 1.00 .21 .12 
1984 .35 .69 .27 .79 1.21 .54 .16 .13 1.02 .11 .21 
1985 .42 .81 .41 .92 1.35 .57 .17 .13 .75 .28 .30 
1986 .57 1.16 .50 1.03 1.53 .64 .20 .24 1.37 .64 .58 
1987 .65 1.53 .59 1.24 1.86 .71 .22 .20 1.54 .77 .66 
1988 .77 1.90 .65 1.55 2.23 .82 .32 .22 1.10 .95 .82 
Note 1: Data presented are $EPS adjusted for the number of shares outstanding as of the 
end of the accounting year for 1988. 
2: The earning data are adjusted on a twelve month period basis. 
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EXHIBIT C.I (b) 
ACTUAL EARNING DATA SERIES OF SAMPLE COMPANIES 
YEAR CO.12 CO.13 CO.14 CO.15 CO.16 CO.17 CO.18 CO.19 CO.20 CO.21 
1960 
196 1 
1962 05 . 
1963 06 . 
1964 .01 04 . 
1965 .02 05 .02 . 
1966 .03 . . .01 . . .05 .02 .03 
1967 .04 . . .01 . . .06 .02 .04 
1968 .04 . . .03 . . .07 .02 .04 
1969 .05 .01 . . .04 . .07 .02 .04 
1970 .06 .03 . . .08 . .08 .02 .05 
1971 .06 .07 . . .11 . .09 .02 .06 
1972 .06 .14 .03 .06 .15 .07 .10 .10 .03 .07 
1973 .07 .07 .03 .07 .13 .10 .11 .10 .03 .08 
1974 .09 .07 .06 .05 .16 .11 .02 .12 .04 .10 
1975 .13 .07 .06 .06 .14 .13 .05 .13 .05 .11 
1976 .14 .19 .10 .07 .15 .12 .09 .14 .05 .12 
1977 .17 .23 .10 .09 .14 .22 .14 .16 .06 .18 
1978 .21 .31 .02 .12 .16 .25 .22 .17 .07 .24 
1979 .23 .68 .09 .23 .24 .54 .23 .19 .08 .25 
1980 .36 .84 .25 .28 .29 .58 .38 .28 .11 .33 
1981 .57 3.31 .56 .31 2.74 .60 .10 .39 .11 .47 
1982 .38 1.19 .19 .23 .90 .41 .10 .A7 .19 .57 
1983 .08 .89 -1.10 .24 .55 .28 .07 .58 .27 .68 
1984 .17 .90 .19 .29 .54 .38 .07 .72 .37 .59 
1985 .24 1.37 .31 .57 .66 .60 .21 .92 .42 .90 
1986 .39 .61 .50 .78 .60 1.12 .41 1.07 .52 1.02 
1987 .45 .72 .64 .99 .75 1.30 .67 1.21 .71 .79 
1988 .48 .61 2.07 1.08 .72 1.34 1.17 1.32 .93 .82 
Note 1: Data presented are $EPS adjusted for the number of shares outstanding as of the 
end of the accounting year for 1988. 
2: The earning data are adjusted on a twelve month period basis. 
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EXHIBIT C.9 
FINANCIAL ANALYST EARNING FORECAST DATA ($EPS) 
MOO YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
FA1 (1 MONTH FORECAST HORIZON) 
1983 .29 .47 .25 .80 1.10 .49 .13 .12 .71 .22 .09 
1984 .36 .71 .29 .78 1.20 .50 .15 .11 .92 .07 .14 
1985 .38 .78 .38 .89 1.35 .55 .18 .28 .80 .26 .28 
1986 .51 1.14 .50 1.05 1.A9 .57 .19 .22 .84 .50 .61 
1987 .64 1.50 .54 1.28 1.85 .70 .23 .27 1.49 .78 .67 
1988 .75 1.93 .71 1.45 2.29 .82 .32 .26 1.26 .81 .86 
FA2 (6 MONTHS FORECAST HORIZON) 
1983 .27 .50 .25 .80 1.13 .49 .13 .12 .71 .19 .09 
1984 .32 .73 .29 .78 1.21 .51 .15 .11 .92 .09 .14 
1985 .37 .78 .38 .89 1.32 .53 .17 .32 .76 .27 .28 
1986 .49 1.01 .50 1.05 1.47 .57 .19 .22 .84 .47 .66 
1987 .61 1.53 .54 1.16 1.79 .72 .25 .27 1.49 .85 .64 
1988 .75 1.89 .70 1.45 2.25 .81 .32 .25 1.26 .82 .95 
FA3 (12 MONTHS FORECAST HORIZON) 
1983 .26 .40 .26 .83 1.17 .50 .12 .13 .52 .31 .09 
1984 .27 .69 .28 .85 1.23 .54 .15 .12 .73 .20 .14 
1985 .32 .77 .34 .84 1.35 .55 .17 .31 .76 .27 .25 
1986 .38 .86 .49 1.10 1.53 .57 .19 .25 .75 .46 .61 
1987 .63 1.33 .57 1.16 1.74 .68 .25 .18 1.53 .68 .70 
1988 .78 1.72 .70 1.49 2 . U .84 .28 .24 1.57 .77 .95 
MOO YEAR CO. CO. CO. CO. CO. CO. CO. CO. CO. CO. 
12 13 14 15 16 17 18 19 20 21 
FA1 (1 MONTH FORECAST HORIZON) 
1983 -.03 .45 .35 .22 .69 .22 .12 .71 .26 .48 
1984 .17 .40 .15 .29 .57 .27 .10 .84 .31 .57 
1985 .19 .49 .21 .50 .59 .43 .18 1.02 .44 .56 
1986 .30 .60 .38 .74 .69 .83 .34 1.30 .59 .80 
1987 .37 .69 .60 .99 .67 1.25 .59 1.72 .69 .78 
1988 .48 .78 .80 1.21 .84 1.36 1.09 1.56 .93 .73 
FA2 (6 MONTHS FORECAST HORIZON) 
1983 -.03 .45 .35 .26 .69 .22 .12 .74 .28 .48 
1984 .14 .40 .15 .29 .57 .29 .10 .82 .31 .57 
1985 .15 .44 .21 .50 .52 .39 .25 1.02 .44 .55 
1986 .29 .58 .28 .68 .69 .76 .34 1.30 .59 .78 
1987 .36 .69 .60 .99 .67 1.20 .59 1.77 .69 .68 
1988 .45 .81 .80 1.39 .84 1.32 1.09 1.56 .90 .72 
FA3 (12 MONTHS FORECAST HORIZON) 
1983 .40 .50 .33 .24 .87 .24 .10 .74 .18 .46 
1984 .38 .58 .15 .31 .59 .23 .10 1.02 .31 .58 
1985 .19 .40 .21 .53 .43 .42 .10 1.02 .42 .55 
1986 .31 .63 .24 .72 .74 .63 .29 1.30 .59 .78 
1987 .33 .67 .42 1.08 .67 1.22 .48 1.77 .69 .97 
1988 .45 .81 .71 1.42 .84 1.33 .70 1.56 .90 .84 
Note 1: Data presented are $EPS adjusted for the number of shares outstanding as of the 
end the accounting year for 1988. 
2: The earning data are adjusted on a twelve month period basis. 
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EXHIBIT C.9 
EARNING FORECAST ($EPS) BY EXPONENTIAL SMOOTHING MODEL (TSI) 
YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
1983 .539 .713 .273 .822 1.21 .540 .140 .195 .858 .671 .313 
1984 .746 .797 .284 .786 1.20 .540 .150 .155 .911 .733 .303 
1985 1.03 .877 .297 .809 1.30 .560 .180 .162 .964 .795 .322 
1986 1.43 .975 .479 1.04 1.49 .600 .190 .165 1.02 .857 .363 
1987 1.98 1.17 .612 1.14 1.71 .710 .220 .256 1.07 .919 .477 
1988 2.74 1.44 .696 1.45 2.19 .780 .240 .251 1.12 .981 .579 
YEAR CO.12 CO.13 C O . U CO.15 CO.16 CO.17 CO. 18 CO. 19 CO.20 CO.21 
1983 .553 .468 1.50 .298 2.22 .490 .243 .550 .208 .748 
1984 .448 .499 1.62 .301 3.04 .360 .243 .690 .289 .919 
1985 .324 .531 1.75 .354 4.17 .460 .243 .860 .420 .925 
1986 .222 .563 1.88 .634 5.72 .680 .243 1.12 .577 1.03 
1987 .203 .594 2.01 .844 7.84 1.20 .243 1.22 .765 1.14 
1988 .249 .626 2.13 1.05 10.7 1.38 .243 1.35 1.01 1.05 
EXHIBIT C.4 
EARNING FORECAST ($EPS) BY QUADRATIC REGRESSION MODEL (TS2) 
YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
1983 .56 .61 .23 .70 1.14 .57 .17 .21 .49 .65 .26 
1984 .65 .71 .27 .81 1.32 .64 .17 .18 .82 .44 .19 
1985 .47 .80 .31 .90 1.47 .68 .18 .18 1.04 .23 .22 
1986 .45 .92 .39 1.00 1.62 .71 .20 .17 1.02 .22 .28 
1987 .56 1.19 .48 1.12 1.79 .76 .22 .22 1.31 .45 .49 
1988 .66 1.56 .58 1.27 2.04 .82 .24 .23 1.57 .67 .66 
YEAR CO.12 CO.13 CO.U CO.15 CO.16 CO. 17 CO.18 CO.19 CO.2 CO.21 
1983 .52 2.48 .43 .36 1.61 .65 .16 .44 .17 .60 
1984 .39 2.03 -.63 .33 1.37 .44 .07 .55 .24 .73 
1985 .33 1.71 -.32 .33 1.17 .39 .03 .68 .34 .77 
1986 .31 1.71 -.05 .51 1.08 .49 .09 .85 .42 .93 
1987 .35 1.31 .24 .74 .97 .87 .26 1.03 .52 1.08 




EARNING FORECAST ($EPS) BY BOX-JENKIN (1,0,0〉 MODEL (TS3) 
YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
1983 .366 .405 .223 .742 1.03 .494 .116 .151 .386 .229 .102 
1984 .440 .559 .247 .760 1.10 .514 .125 .102 .785 .190 .110 
1985 .326 .621 .271 .781 1.19 .534 .152 .126 .795 .134 .150 
1986 .383 .729 .407 .906 1.33 .563 .161 .126 .603 .228 .192 
1987 .505 1.02 .494 1.02 1.50 .631 .189 .228 1.04 .428 .321 
1988 .571 1.35 .579 1.23 1.82 .700 .207 .186 1.16 .500 .356 
YEAR CO.12 CO.13 CO.14 CO.15 CO.16 CO.17 CO.18 CO.19 CO.20 CO.21 
1983 .356 .809 .156 .222 .492 .384 .122 .465 .186 .563 
1984 .088 .680 -.37 .225 .392 .277 .109 .573 .263 .671 
1985 .165 .684 .156 .271 .389 .359 .111 .711 .359 .583 
1986 .228 .885 .205 .513 .424 .540 .163 .907 .406 .885 
1987 .360 .562 .283 .694 .406 .968 .237 1.05 .502 1.00 
1988 .414 .606 .341 .876 .449 1.12 .334 1.19 .685 .778 
EXHIBIT C.6 
EARNING FORECAST ($EPS) BY BOX-JENKIN (0,1,1〉 MODEL (TS4) 
YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
1983 .466 .533 .230 .785 1.16 .504 .101 .169 .496 .494 .212 
1984 .554 .595 .276 .786 1.15 .564 .161 .117 .561 .526 .223 
1985 .447 .658 .284 .822 1.34 .547 .166 .140 .620 .549 .240 
1986 .492 .725 .512 1.02 1.43 .621 .180 .141 .657 .587 .262 
1987 .627 .811 .507 1.07 1.69 .687 .223 .248 .727 .649 .301 
1988 .715 .914 .655 1.40 2.09 .761 .225 .207 .800 .715 .342 
YEAR CO.12 CO.13 CO.14 CO.15 CO.16 CO.17 CO.18 CO.19 CO.20 CO.21 
1983 .452 1.57 .326 .224 .967 .438 .140 .513 .195 .6286 
1984 .236 1.66 .239 .256 1.02 .310 .100 .667 .274 .7624 
1985 .214 1.76 .267 .314 1.06 .416 .086 .793 .373 .4606 
1986 .252 1.87 .301 .655 1.11 .639 .165 1.06 .427 1.351 
1987 .361 1.94 .346 .829 1.16 1.17 .317 1.10 .523 .7383 
1988 .440 2.02 .397 1.05 1.21 1.34 .533 1.34 .706 .8732 
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EXHIBIT C.9 
EARNING FORECAST ($EPS) BY BOX-JENKIN (0,1,0) MODEL (TS5) 
YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
1983 .467 .477 .238 .781 1.11 .532 .131 .168 .463 .307 .109 
1984 .557 .657 .262 .800 1.19 .552 .141 .115 1.03 .237 .125 
1985 .417 .729 .286 .821 1.28 .572 .171 .141 1.05 .135 .214 
1986 .487 .855 .425 .948 1.42 .602 .181 .141 .773 .305 .304 
1987 .637 1.20 .514 1.06 1.60 .672 .211 .251 1.39 .669 .587 
1988 .717 1.58 .600 1.27 1.93 .742 .231 .206 1.57 .799 .663 
YEAR CO.12 CO.13 CO.14 CO.15 CO.16 CO.17 CO.18 CO.19 CO.20 CO.21 
1983 .401 1.28 .206 .251 .956 .444 .100 .491 .200 .603 
1984 .098 .981 -1.1 .255 .606 .314 .065 .601 .280 .714 
1985 .185 .991 .206 .307 .596 .414 .070 .741 .380 .624 
1986 .256 1.46 .326 .587 .720 .634 .210 .941 .430 .934 
1987 .406 .704 .516 .797 .656 1.15 .410 1.09 .530 1.05 
1988 .467 .809 。656 1.01 .806 1.33 .670 1.23 .720 .824 
EXHIBIT C.8 
EARNING FORECAST ($EPS) BY NAIVE AUTOREGRESSION MODEL (TS6) 
YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
1983 .40 .43 .23 .75 1.04 .50 .12 .16 .44 .28 .10 
1984 .49 .61 .25 .77 1.12 .52 .13 .10 1.00 .21 .12 
1985 .35 .69 .27 .79 1.21 .54 .16 .13 1.02 .11 .21 
1986 .42 .81 .41 .92 1.35 .57 .17 .13 .75 .28 .30 
1987 .57 1.16 .50 1.03 1.53 .64 .20 .24 1.37 .64 .58 
1988 .65 1.53 .59 1.24 1.86 .71 .22 .20 1.54 .77 .66 
YEAR CO.12 CO.13 CO.14 CO.15 CO.16 CO.17 CO.18 CO.19 CO.20 CO.21 
1983 .38 1.19 .19 .23 .90 .41 .10 .47 .19 .57 
1984 .08 .89 -1.1 .24 .55 .28 .07 .58 .27 .68 
1985 .17 .90 .19 .29 .54 .38 .07 .72 .37 .59 
1986 .24 1.37 .31 .57 .66 .60 .21 .92 .42 .90 
1987 .39 .61 .50 .78 .60 1.12 .41 1.07 .52 1.02 
1988 .45 .72 .64 .99 .75 1.30 .67 1.21 .71 .79 
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EXHIBIT C.9 
EARNING FORECAST ($EPS) BY NAIVE AVERAGE MODEL (TS7) 
YEAR C0.1 CO.2 CO.3 CO.4 CO.5 CO.6 CO.7 CO.8 CO.9 CO.10 CO.11 
1983 .20 -23 .06 .17 .27 .15 .06 .06 .27 .17 .10 
1984 .24 .26 .07 .19 .32 .17 .07 .07 .32 .18 .11 
1985 .25 .30 .08 .22 .37 .19 .08 .07 .36 .17 .11 
1986 .27 .34 .09 .24 .42 .21 .08 .07 .38 .18 .13 
1987 .30 .40 .11 .27 .48 .24 .09 .08 .44 .21 .16 
1988 .33 .47 .13 .31 .54 .26 .10 .09 .50 .25 .19 
YEAR CO.12 CO.13 CO.14 CO.15 CO.16 CO.17 CO.18 CO.19 CO.20 CO.21 
1983 .14 .51 .13 .14 .32 .28 .14 .14 .05 .16 
1984 .14 .54 .03 .15 .33 .28 .13 .16 .06 .19 
1985 .14 .56 .04 .16 .35 .29 .13 .18 .08 .21 
1986 .15 .61 .06 .19 .36 .31 .13 .21 .10 .25 
1987 .16 .61 .09 .23 .37 .37 .15 .25 .11 .28 
1988 .17 .62 .13 .28 .39 .43 .18 .28 .14 .31 
EXHIBIT C.10 
UNSIGNED PERCENTAGE FORECAST ERROR, 
AVERAGE FOR ALL SAMPLE COMPANIES 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 80.15 83.95 32.90 53.00 37.84 36.60 50.48 19.04 19.26 38.50 
1984 122.7 69.78 39.45 43.68 51.99 52.37 59.25 15.00 14.50 26.34 
1985 77.74 36.42 29.42 25.61 22.98 7.23 61.16 19.36 22.49 24.75 
1986 76.66 41.08 35.72 36.44 31.06 33.19 67.24 13.19 16.50 19.40 
1987 82.27 27.03 29.09 31.16 15.12 18.08 68.23 8.15 10.40 12.80 
1988 92.57 25.55 26.93 33.75 18.17 19.31 68.02 11.17 12.82 16.66 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0〉 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2： FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.11 
UNSIGNED PERCENTAGE FORECAST ERROR, 
AVERAGE FOR COMPANIES IN SECTOR "ENTERPRISE" 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 11.73 7.71 23.33 8.76 10.63 19.19 66.62 21.98 21.31 28.44 
1984 44.42 29.81 17.93 24.10 22.48 19.71 56.38 4.33 6.48 8.81 
1985 60.69 12.89 26.81 18.86 13.86 21.95 61.53 7.22 8.09 15.86 
1986 57.11 21.71 29.60 17.69 18.65 24.64 68.32 4.05 8.96 20.47 
1987 77.45 18.31 23.80 21.50 12.08 17.15 69.73 4.13 5.01 6.35 
1988 95.86 14.19 22.01 19.99 10.52 14.81 70.67 4.52 3.58 6.21 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGREESION SIMPLE NAIVE 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.12 
UNSIGNED PERCENTAGE FORECAST ERROR, 
AVERAGE FOR COMPANIES IN SECTOR "BANK" 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSl TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 6.35 7.07 5.56 3.07 1.73 4.49 74.94 4.14 3.90 5.64 
1984 .36 10.05 5.72 3.23 1.85 4.60 72.32 2.81 2.30 3.20 
1985 5.68 10.05 10.94 5.08 5.33 9.84 71.65 2.08 3.93 3.84 
1986 3.47 6.68 12.33 3.40 6.97 11.17 71.79 5.33 5.77 5.85 
1987 5.46 7.01 16.14 8.78 11.36 14.95 73.10 1.89 3.72 5.50 
1988 4.29 8.95 17.93 7.67 13.65 16.67 74.82 3.25 2.80 3.57 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2： QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0〉 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGREESION 
MODEL TS7: NAIVE AVERAGE 
MODEL FA1: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.11 
UNSIGNED PERCENTAGE FORECAST ERROR, 
AVERAGE FOR COMPANIES IN SECTOR "ENTERPRISE" 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSl TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 47.45 65.33 28.25 42.36 31.08 29.33 44.93 7.40 8.17 17.69 
198A 12.60 21.81 21.70 5.56 11.77 19.38 52.64 9.57 9.57 8.13 
1985 15.22 21.67 6.71 5.10 4.46 2.94 50.07 59.46 72.22 70.11 
1986 18.23 15.67 33.39 25.48 25.40 30.42 63.45 6.54 6.54 5.83 
1987 15.68 7.27 15.51 U . 3 5 16.32 16.08 57.37 22.70 26.33 10.69 
1988 19.13 14.69 25.74 18.19 17.55 21.71 63.84 9.86 7.83 11.36 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FA1: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.14 
UNSIGNED PERCENTAGE FORECAST ERROR, 
AVERAGE FOR COMPANIES IN SECTOR "INDUSTRIAL" 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 14.62 51.54 61.62 50.60 53.95 56.62 73.20 29.35 29.35 48.66 
1984 10.59 19.10 22.99 44.98 1.25 1.37 68.75 10.21 10.21 28.66 
1985 29.25 39.08 6.51 16.95 40.18 36.60 51.45 7.77 1.34 1.34 
1986 25.58 25.39 55.88 51.92 43.47 45.43 71.85 38.41 38.41 45.14 
1987 30.63 15.40 32.69 52.88 9.67 11.41 71.53 3.43 3.43 .91 
1988 2.42 43.38 5.93 27.05 43.10 40.66 54.66 14.86 15.13 43.12 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3： FA 12 MONTHS AHEAD 
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EXHIBIT C.11 
UNSIGNED PERCENTAGE FORECAST ERROR, 
AVERAGE FOR COMPANIES IN SECTOR "ENTERPRISE" 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TSA TS5 TS6 TS7 FAl FA2 FA3 
1983 164.6 162.7 46.45 99.46 65.44 57.51 26.59 24.56 24.82 58.69 
1984 258.4 133.5 69.79 79.64 103.6 102.8 50.64 25.42 24.01 45.83 
1985 151.6 61.40 45.79 40.56 35.13 40.65 55.05 21.99 26.13 29.90 
1986 150.0 74.61 50.15 60.89 49.25 48.70 61.71 15.55 21.21 23.62 
1987 151.5 42.50 39.82 48.88 15.16 19.16 65.63 6.32 8.07 15.38 
1988 173.8 35.96 38.57 58.92 22.34 21.25 64.85 16.32 20.68 25.67 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0〉 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.16 
UNSIGNED PERCENTAGE FORECAST ERROR, 
AVERAGE FOR COMPANIES IN SECTOR "UTILITIES" 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 12.77 23.90 22.70 15.67 17.48 21.59 77.67 18.73 19.92 31.37 
1984 27.24 27.24 21.02 20.80 20.57 20.58 76.13 11.81 10.95 19.88 
1985 3.11 20.34 24.22 24.60 19.88 22.70 79.26 17.99 18.44 16.67 
1986 5.42 16.40 16.76 17.00 12.60 15.00 79.19 19.13 19.94 19.72 
1987 17.78 26.40 23.02 14.03 22.84 22.48 75.83 15.81 21.15 24.15 
1988 12.94 23.60 13.76 10.69 9.91 11.88 75.31 9.90 11.08 7.87 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7： NAIVE AVERAGE 
MODEL FA1: FA ONE MONTH AHEAD 
MODEL FA2： FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSI TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 9.99 14.80 25.21 4.98 4.69 18.37 60.03 40.82 44.90 46.94 
1984 113.2 84.29 25.70 58.40 59.14 40.00 32.04 2.86 8.57 22.86 
1985 146.0 11.63 22.46 6.50 .71 16.67 40.03 9.52 11.90 23.81 
1986 151.0 21.72 32.84 13.71 14.56 26.32 52.53 10.53 14.04 33.33 
1987 204.8 14.21 22.27 3.59 2.00 12.31 53.77 1.54 6.15 3.08 
1988 256.2 13.74 25.90 7.20 6.88 15.58 56.85 2.99 2.34 1.30 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FA1： FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.18 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 2 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSI TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 16.13 .04 34.01 13.22 22.24 29.32 62.58 23.45 18.57 34.85 
1984 16.23 3.96 18.49 13.22 4.17 10.50 61.41 3.50 6.41 .58 
1985 7.97 1.55 23.55 18.97 10.17 15.52 63.08 3.94 3.94 5.17 
1986 15.82 20.91 37.08 37.40 26.13 29.88 70.71 1.55 12.78 25.73 
1987 23.55 22.48 33.16 47.10 21.63 24.46 74.06 2.15 .20 13.24 
1988 24.27 17.96 29.26 51.93 17.12 19.40 75.11 1.26 .63 9.57 
MODEL TSI: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 9.07 8.28 10.77 8.09 4.96 9.87 77.26 1.68 .48 3.52 
1984 3.82 1.17 9.61 .68 4.13 8.62 75.69 6.65 4.46 2.99 
1985 28.09 25.48 34.44 31.13 30.70 33.67 81.49 8.19 8.43 18.60 
1986 4.50 22.51 18.87 1.95 15.27 17.72 81.72 .06 .06 2.33 
1987 4.03 18.25 15.96 13.82 12.60 14.69 81.37 8.69 8.69 2.7A 
1988 7.08 10.86 10.85 .82 7.56 9.45 80.06 9.31 7.78 7.78 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7： NAIVE AVERAGE 
MODEL FAL: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.20 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 4 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 7.17 8.83 3.32 2.36 1.80 2.48 78.09 4.30 4.30 8.21 
1984 .25 2.91 3.52 .27 1.49 2.66 75.51 1.02 1.02 7.87 
1985 11.58 1.86 14.66 10.17 10.30 13.88 76.31 2.73 2.73 8.20 
1986 1.56 2.21 11.71 .92 7.62 10.82 76.25 2.63 2.63 6.92 
1987 8.31 9.97 18.14 14.08 14.62 17.26 78.02 3.23 6.45 6.45 
1988 6.19 18.20 20.93 9.53 17.89 20.00 80.18 6.45 6.45 3.87 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0〉 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl： FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 8.04 1.82 8.44 3.83 1.10 7.14 75.95 1.96 1.25 4.46 
1984 .83 9.37 8.82 4.99 1.84 7.44 73.60 .74 .33 1.74 
1985 3.70 9.13 11.78 .97 5.35 10.37 72.67 0.00 2.22 0.00 
1986 2.61 6.18 13.25 6.38 7.34 11.76 72.51 2.75 4.05 0.00 
1987 8.06 3.55 19.22 8.99 14.10 17.74 74.41 .75 3.87 6.24 
1988 1.79 8.56 18.21 6.31 13.55 16.59 75.70 2.69 .72 4.17 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5： BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.22 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 6 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 3.85 10.56 4.91 3.01 2.30 3.85 70.76 6.15 6.15 4.23 
1984 0.00 17.87 4.81 4.44 2.22 3.70 67.84 6.67 5.56 0.00 
1985 1.75 19.17 6.39 4.11 .35 5.26 65.96 3.51 6.84 3.33 
1986 6.25 11.66 12.04 2.91 5.94 10.94 66.59 10.63 10.63 10.63 
1987 .00 7.49 11.07 3.26 5.36 9.86 66.88 1.69 .85 3.80 
1988 4.88 .09 14.65 7.17 9.52 13.41 68.57 .61 1.22 2.68 
MODEL TS1： EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3： FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 7.69 30.18 11.15 22.68 .85 7.69 51.62 2.31 3.85 8.46 
1984 6.25 4.42 22.10 .88 11.81 18.75 56.88 3.75 3.75 6.25 
1985 5.88 8.03 10.55 2.18 .65 5.88 54.95 3.53 .59 1.76 
1986 5.00 2.13 19.40 9.77 9.44 15.00 58.12 3.50 3.50 7.50 
1987 0.00 .73 14.26 1.54 4.04 9.09 58.15 5.91 13.18 13.18 
1988 25.00 24.75 35.34 29.79 27.78 31.25 68.56 1.25 1.25 12.81 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7： NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.24 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 8 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 87.21 100.5 45.35 62.04 61.30 50.96 38.24 12.50 12.50 26.92 
1984 18.95 39.19 21.30 10.24 11.73 20.00 48.41 15.38 15.38 10.00 
1985 24.56 35.31 2.86 8.03 8.27 0.00 45.18 115.4 143.8 138.5 
1986 31.46 29.21 47.38 41.20 41.35 45.83 68.78 9.58 9.58 4.17 
1987 31.37 13.82 16.75 27.16 28.59 23.08 56.59 39.49 39.49 8.21 
1988 13.26 4.63 16.13 6.60 7.32 12.16 59.11 18.47 14.41 9.91 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4： BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7： NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2： FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 14.62 51.54 61.62 50.60 53.95 56.62 73.20 29.35 29.35 48.66 
1984 10.59 19.10 22.99 44.98 1.25 1.37 68.75 10.21 10.21 28.66 
1985 29.25 39.08 6.51 16.95 40.18 36.60 51.45 7.77 1.34 1.34 
1986 25.58 25.39 55.88 51.92 43.47 45.43 71.85 38.41 38.41 45.14 
1987 30.63 15.40 32.69 52.88 9.67 11.41 71.53 3.43 3.43 .91 
1988 2.42 43.38 5.93 27.05 43.10 40.66 54.66 14.86 15.13 43.12 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2： QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4： BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.26 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 10 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 222.6 214.9 10.18 137.4 47.76 33.94 16.73 3.85 9.62 49.04 
1984 591.5 310.8 79.50 396.2 123.3 96.23 66.39 37.74 16.98 91.51 
1985 188.0 17.63 51.43 99.01 51.18 61.59 38.22 4.35 2.54 2.54 
1986 33.90 65.16 64.41 8.36 52.38 56.88 72.09 21.72 26.56 28.91 
1987 19.35 41.22 44.36 15.76 13.15 16.88 72.52 1.30 10.39 11.43 
1988 3.26 29.77 47.36 24.74 15.92 18.95 73.81 14.74 13.79 18.95 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2： QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5： BOXJENKIN (0,1,0〉 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSl TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 160.7 113.9 14.70 77.06 9.42 13.33 13.23 25.83 25.83 25.83 
1984 44.85 7.03 47.52 6.62 40.33 42.58 49.55 31.10 31.10 34.93 
1985 7.81 27.59 49.69 19.79 28.53 30.10 62.07 7.69 7.69 18.06 
1986 37.61 51.19 67.07 54.96 47.82 48.63 78.24 3.95 12.54 4.81 
1987 27.58 25.30 51.19 54.18 10.84 11.55 76.14 1.67 3.04 6.23 
1988 29.51 19.62 56.64 58.36 19.28 19.85 77.06 4.75 16.08 16.08 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6： NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FA1: FA ONE MONTH AHEAD 
MODEL FA2： FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.28 ‘ 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 12 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSl TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 609.1 566.9 356.0 480.0 414.7 388.5 82.97 139.7 134.6 412.8 
1984 171.4 136.0 46.39 42.99 40.34 52.73 15.47 1.82 15.15 127.9 
1985 37.48 38.90 30.00 9.30 21.42 30.08 40.38 21.61 36.02 21.61 
1986 42.42 19.99 40.98 34.79 33.56 38.86 62.43 22.28 25.91 20.47 
1987 54.53 21.41 19.43 19.15 9.07 13.65 65.21 17.45 18.79 25.50 
1988 48.45 16.31 14.30 8.93 3.22 7.45 65.29 1.45 7.25 7.25 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6： NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl： FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSl TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 47.43 178.4 9.15 76.24 43.91 33.71 42.16 50.00 50.00 43.37 
1984 44.50 125.5 24.43 84.87 8.97 1.11 AO.02 55.67 55.67 35.11 
1985 61.18 24.69 49.97 28.41 27.58 34.21 58.90 63.89 67.69 70.69 
1986 8.22 179.1 44.34 205.7 138.0 123.2 .54 2.12 4.73 2.45 
1987 17.24 83.12 21.79 170.8 1.98 14.62 15.06 3.90 3.90 6.82 
1988 2.59 76.08 .57 231.2 32.59 17.70 .91 27.21 33.11 33.11 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7： NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2： FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.30 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 14 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSl TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 -236 -139 -114 -130 -119 -117 -112 -131 -131 -130 
1984 754.1 433.0 297.3 25.55 670.3 678.9 83.11 18.95 18.95 18.95 
1985 464.7 204.5 49.73 14.01 33.42 38.71 85.73 32.58 32.58 32.58 
1986 275.7 109.6 58.96 39.71 34.72 38.00 87.36 24.60 43.40 51.60 
1987 213.5 62.25 55.73 45.87 19.31 21.88 85.57 5.94 5.94 34.53 
1988 3.09 75.64 83.53 80.84 68.29 69.08 93.89 61.35 61.35 65.70 
MODEL TSl: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FA1： FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 25.32 53.16 6.48 5.78 5.77 1.47 39.67 6.95 8.63 .21 
1984 3.84 12.60 22.37 11.67 12.17 18.10 47.89 0.00 0.00 6.90 
1985 37.96 41.34 52.54 44.88 46.11 49.12 71.61 12.63 12.63 6.49 
1986 18.77 34.22 34.26 15.98 24.72 26.92 75.52 5.77 12.69 8.21 
1987 14.79 25.12 29.85 16.24 19.47 21.21 76.74 .20 .20 8.89 
1988 2.44 7.95 18.88 2.85 6.74 8.33 74.29 11.85 28.98 31.67 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6： NAIVE AUTOREGRESSION 
MODEL TS7： NAIVE AVERAGE 
MODEL FAl: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.32 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 16 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 303.6 193.1 10.55 75.84 73.76 63.64 41.51 25.82 25.82 57.82 
1984 463.6 153.3 27.50 88.09 12.17 1.85 38.08 5.19 5.19 8.89 
1985 528.3 76.67 41.A7 59.99 10.29 18.67 48.01 10.84 21.99 35.99 
1986 853.1 79.40 29.29 85.69 19.95 10.67 39.81 15.17 15.17 22.67 
1987 945.2 29.08 45.88 54.85 12.57 20.00 50.33 10.67 10.67 10.67 
1988 1392 30.75 37.65 68.67 11.90 4.17 45.88 17.22 17.22 17.22 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0〉 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl： FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.27 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 11 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSI TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 74.87 132.1 37.09 56.47 58.71 46.43 1.36 21.79 21.79 15.00 
1984 5.36 17.07 27.12 18.48 17.26 26.32 25.39 29.74 24.47 39.74 
1985 23.40 35.06 40.14 30.73 30.93 36.67 51.51 28.17 35.00 30.67 
1986 39.32 55.87 51.78 42.99 43.36 46.43 72.05 26.25 31.88 44.20 
1987 7.72 33.37 25.57 10.30 11.20 13.85 71.78 3.85 7.77 6.00 
1988 2.96 10.80 16.74 .21 .42 2.99 68.27 1.49 1.49 .75 
MODEL TSI: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7： NAIVE AVERAGE 
MODEL FAl: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.34 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 18 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TSI TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 273.3 151.5 88.03 116.0 53.69 53.85 114.0 78.46 78.46 53.85 
1984 246.6 6.20 56.03 42.25 7.29 7.14 89.88 48.57 48.57 48.57 
1985 15.55 86.25 47.11 58.92 66.71 66.67 39.01 16.19 19.05 50.48 
1986 40.82 76.87 60.23 59.75 48.80 48.78 67.33 18.05 18.05 29.27 
1987 63.78 61.61 64.57 52.75 38.82 38.81 77.26 11.94 11.94 28.36 
1988 79.26 56.75 71.46 54.42 42.74 42.74 84.21 6.84 6.84 40.34 
MODEL TSI: EXPONENTIAL SMOOTHING 
MODEL TS2： QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1) 
MODEL TS5: BOXJENKIN (0,1,0〉 
MODEL TS6： NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FA1： FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.37 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 21 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAl FA2 FA3 
1983 5.17 24.55 19.74 11.64 15.36 18.97 76.44 22.93 27.24 27.24 
1984 4.17 23.99 20.37 7.36 16.54 19.44 78.22 16.39 13.47 41.81 
1985 6.52 26.14 22.76 13.78 19.47 21.74 80.29 10.98 10.98 10.98 
1986 4.67 20.61 15.26 .56 12.07 14.02 80.18 21.78 21.78 21.78 
1987 .83 15.07 12.91 9.23 9.84 11.57 79.64 42.15 46.28 46.28 
1988 2.27 8.54 9.77 1.51 6.75 8.33 78.53 18.18 18.18 18.18 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
EXHIBIT C.36 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 20 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FA1 FA2 FA3 
1983 23.14 35.26 31.16 27.82 25.82 29.63 80.64 3.70 2.96 34.07 
1984 21.76 34.13 29.03 25.82 24.24 27.03 82.77 15.14 16.49 16.49 
1985 .01 20.23 14.64 11.21 9.45 11.90 81.18 5.00 5.00 .48 
1986 10.99 19.40 21.83 17.98 17.25 19.23 81.68 14.04 14.04 14.04 
1987 7.76 27.06 29.24 26.33 25.31 26.76 83.86 3.38 3.38 3.38 
1988 8.41 28.88 26.38 24.07 22.55 23.66 84.89 .54 3.23 3.23 
MODEL TS1: EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0〉 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAl: FA ONE MONTH AHEAD 
MODEL FA2: FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.37 
UNSIGNED PERCENTAGE FORECAST ERROR 
FOR COMPANY 21 
YEAR MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL MODEL 
TS1 TS2 TS3 TS4 TS5 TS6 TS7 FAI FA2 FA3 
1983 10.00 11.90 17.18 7.56 11.25 16.18 75.93 29.56 29.56 32.79 
1984 55.79 23.61 13.66 29.21 20.93 15.25 67.40 3.90 2.88 1.36 
1985 2.79 14.66 35.26 48.83 30.72 34.44 76.30 38.00 39.33 38.56 
1986 .61 9.19 13.19 32.48 8.48 11.76 75.73 21.57 24.02 23.33 
1987 44.75 37.06 26.91 6.54 33.35 29.11 64.00 1.90 13.80 22.78 
1988 28.14 33.37 5.12 6.49 .43 3.66 62.52 10.98 11.83 2.20 
MODEL TS1： EXPONENTIAL SMOOTHING 
MODEL TS2: QUADRATIC REGRESSION 
MODEL TS3: BOXJENKIN (1,0,0) 
MODEL TS4: BOXJENKIN (0,1,1〉 
MODEL TS5: BOXJENKIN (0,1,0) 
MODEL TS6: NAIVE AUTOREGRESSION 
MODEL TS7: NAIVE AVERAGE 
MODEL FAI: FA ONE MONTH AHEAD 
MODEL FA2： FA SIX MONTHS AHEAD 
MODEL FA3: FA 12 MONTHS AHEAD 
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EXHIBIT C.38 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR A & B 
SECTOR A 
(Wilcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS5 
FAI -
FA2 1.1531 - - -
FA3 2.2014# 2.2014# - -
TS5 1.3628 1.1531 0.3145 -
Fri edman 
Mean Ranking 1.50 1.83 3.50 3.17 
Chi-Square Statistics=10.4000 significant at .0155 
SECTOR B “ 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TSl TS4 
FAI -
FA2 0.5241 -
FA3 2.20K# 1.7821 - - -
TSl 0.9435 0.3145 0.3145 - -
TS4 1.1531 1.1531 0.7338 0.7338 -
Friedman 
Mean Ranking 2.17 2.33 3.67 3.33 3.50 
Chi-Square Statistics=4.6667 significant at .3232 
# Wilcoxon test statistics significant at .05 two tailed 
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EXHIBIT C.39 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR C & D 
SECTOR C , 
(Wilcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS4 
FAI -
FA2 1.0954 - - -
FA3 0.3145 0.3145 - -
ISA 0.1048 0.10A8 0.7338 -
Friedman 
Mean Ranking 2.33 2.83 2.17 2.67 
Chi-Square Statistics=1.0000 significant at .8013 
SECTOR D 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS1 
FAI - - - -
FA2 0.4472 - - -
FA3 1.5724 1.7529 - -
TSl 0.3145 0.3145 0.7338 -
Fr1edman 
Mean Ranking 2.33 2.25 3.08 2.33 
Chi-Square Statistics=1.6500 significant at .6481 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
SECTOR E 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS6 
FAI -
FA2 1.7821 - - -
FA3 2.20U# 2.20U# • -
TS6 2.20K# 2.201^ ；# 1.1531 -
Friedman 
Mean Ranking 1.17 1.83 3.33 3.67 
Chi-Square Statistics=15.40000 significant at .0015 
SECTOR F 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TSI 
FAI -
FA2 1.5724 - - -
FA3 1.1531 0.7338 - -
TSI 0.3145 0.7338 1.3628 -
Friedman 
Mean Ranking 2.00 3.00 2.83 2.17 
Chi-Square Statistics=2.6000 significant at .4575 
# Wilcoxon test statistics significant at .05 two tailed 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 1 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS5 
FAl -
FA2 1.9917# - - -
FA3 1.7821 1.3628 - -
TS5 0.3145 0.1048 0.7338 -
Friedman 
Mean Ranking 1.67 2.67 3.17 2.50 
Chi-Square Statistics=4.2000 significant at .2A07 
COMPANY 2 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS2 
FAl -
FA2 0.1348 - - -
FA3 1.7821 1.7821 - -
TS2 0.5241 0.5241 0.1048 -
Friedman 
Mean Ranking 2.08 2.08 3.17 2.67 
Chi-Square Statistics=2.9500 significant at .3994 
# Wilcoxon test statistics significant at .05 two tailed 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 3 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS4 
FAI -
FA2 1.4606 - - -
FA3 0.1048 0.6742 - -
TS4 0.5241 0.9435 0.7338 -
Friedman 
Mean Ranking 2.50 2.08 2.58 2.83 
Chi-Square Statistics=1.0500 significant at .7892 
COMPANY 4 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS4 
FAI - - - -
FA2 1.0000 - - -
FA3 1.9917 1.7529 - -
TS4 0.9435 0.9435 0.3145 -
Friedman 
Mean Ranking 2.08 2.33 3.08 2.50 
Chi-Square Statistics=1.9500 significant at .5828 
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EXHIBIT C.47 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS OF COMPANY 13 & 14 
COMPANY 5 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TSl 
FAI -
FA2 0.7338 - - -
FA3 0.9439 0.5241 - -
TSl 1.1531 1.5724 1.3628 -
Friedman 
Mean Ranking 2.08 2.00 2.75 3.17 
Chi-Square Statistics=3.3500 significant at .3407 
COMPANY 6 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TSl 
FAI -
FA2 0.0000 - - -
FA3 0.1348 0.9439 - -
TSl 1.3628 1.5724 1.2136 -
Friedman 
Mean Ranking 2.92 2.92 2.58 1.58 
Chi-Square Statistics=4.3000 significant at .2308 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 7 
(WiIcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS5 
FAl -
FA2 0.5345 - - -
FA3 1.9917# 2.0226# - -
TS5 0.9435 0.7338 0.1048 -
Friedman 
Mean Ranking 2.08 2.00 3.25 2.67 
Chi-Square Statistics=3,6500 significant at .3018 
COMPANY 8 
(WiIcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS4 
FAl -
FA2 0.4472 - - -
FA3 0.3145 1.1531 - -
TS4 0.3145 0.3145 0.5241 -
Friedman 
Mean Ranking 2.83 3.00 1.83 2.33 
Chi-Square Statist!cs=3.0000 significant at .3916 
# WUcoxon test statistics significant at .05 two tailed 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 9 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TSl 
FAI -
FA2 0.4472 - - -
FA3 1.5724 1.7529 - -
TSl 0.3145 0.3145 0.7338 -
F r i edman 
Mean Ranking 2.33 2.25 3.08 2.33 
Chi-Square Statistics=1.6500 significant at .6481 
COMPANY 10 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS5 
FAI -
FA2 0.3145 - - -
FA3 1.9917# 2.0226# - -
TS5 2.2014# 2.2014# 1.3628 -
Friedman 
Mean Ranking 1.67 1.58 3.08 3.67 
Chi-Square Statistics=11.6500 significant at .0087 
# Wilcoxon test statistics significant at .05 two tailed 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 11 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS5 
FA1 -
FA2 1.6036 - - -
FA3 2.0226# 0.7303 - -
TS5 1.3628 1.3628 1.1531 -
Friedman 
Mean Ranking 1.50 2.25 2.75 3.50 
Chi-Square Statistics=7.6500 significant at .0538 
COMPANY 12 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS5 
FAI -
FA2 1.5724 - - -
FA3 1.7529 0.9439 - -
TS5 1.3628 0.5241 0.9435 -
Friedman 
Mean Ranking 1.75 2.75 3.00 2.50 
Chi-Square Statistics=3.1500 significant at .3691 
# Wilcoxon test statistics significant at .05 two tailed 
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EXHIBIT C.47 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS OF COMPANY 13 & 14 
COMPANY 13 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS6 TS7 
FAl - - - - -
FA2 1.6036 -
FA3 0.1048 0.6742 - - -
TS6 0.5241 0.7338 0.7338 - -
» 
TS7 1.3628 1.3628 0.7338 0.3145 
Friedman 
Mean Ranking 3.08 3.83 3.42 2.33 2.33 
Chi-Square Statistics=4.2333 significant at .3753 
COMPANY 14 
(WiIcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS5 
FAl -
FA2 1.0000 - - -
FA3 1.4606 1.4606 - -
TS5 1.3628 0.7338 0.3145 -
Friedman 
Mean Ranking 1.92 2.25 2.83 3.00 
Chi-Square Statistics=2.7500 significant at .A318 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 15 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TSl 
FAL -
FA2 1.6036 - - -
FA3 1.1531 0.1048 - -
TS1 1.7821 0.9435 0.9435 -
Friedman 
Mean Ranking 1.75 2.42 2.50 3.33 
Chi-Square Statistics=4.5500 significant at .2079 
COMPANY 16 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TS6 
FAl -
FA2 1.0000 - - -
FA3 1.8257 1.8257 - -
TS6 0.5241 0.1048 1.3628 -
Friedman 
Mean Ranking 2.08 2.42 3.33 2.17 
Chi-Square Statistics=3.5500 significant at .3143 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 17 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TSl 
FAI -
FA2 1.0954 - - -
FA3 1.1531 0.1048 - -
TSl 0.5241 0.1048 0.3U5 -
Friedman 
Mean Ranking 2.00 2.83 2.50 2.67 
Chi-Square Statistics=1.4000 significant at .7055 
COMPANY 18 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS6 
FAI -
FA2 1.0000 - - -
FA3 1.2136 1.2136 - -
TS6 0.9435 0.9435 0.6742 -
Friedman 
Mean Ranking 2.00 2.17 2.75 3.08 
Chi-Square Statistics=2.7500 significant at .4318 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 19 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TSI 
FA1 -
FA2 1.0690 - - -
FA3 1.6036 1.0000 - -
TSI 2.2014# 2.20K# 2.2014# -
Friedman 
Mean Ranking 2.67 3.00 3.33 1.00 
Chi-Square Statistics=11.6000 significant at .0089 
COMPANY 20 
(Wilcoxon Test Statistics) 
MODEL FAl FA2 FA3 TSI 
FAl -
FA2 1.0690 - - -
FA3 0.7303 0.4472 - -
TSI 1.3628 1.3628 0.3U5 -
Friedman 
Mean Ranking 2.08 2.42 2.67 2.83 
Chi-Square Statist!cs=1.1500 significant at .7650 
# Wilcoxon test statistics significant at .05 two tailed 
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EXHIBIT C.40 
RESULTS OF WILCOXON SIGNED RANK TEST AND SECOND FRIEDMAN TEST 
FOR FORECAST ERRORS AVERAGED FOR EACH SECTOR E & F 
COMPANY 21 
(WiIcoxon Test Statistics) 
MODEL FAI FA2 FA3 TS5 
FAI -
FA2 1.4832 - - -
FA3 0.5241 0.3145 - -
TS5 0.1048 0.1048 0.5241 -
Friedman 
Mean Ranking 2.25 3.08 2.67 2.00 
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