Depending on the day and time, electricity consumption tends to fluctuate and directly affects the amount of gained revenue for the company. To anticipate future economic change and to avoid losses in calculating the company's revenue, it is essential to forecast electricity consumption revenue as accurate as possible. In this paper, Jordan Recurrent Neural Network (JRNN) was used to do short term forecasting of the electricity consumption revenue from Java-Bali 500 kVA electricity system. Seven JRNN models were trained using electricity consumption revenue between January-March 2012 to predict the revenue of the first week of April 2012. As performance comparators, seven traditional feed forward Artificial Neural Network (ANN) models were also constructed. The forecasting results were as expected for both models, where both producing steady repeating pattern for weekdays, but failed quite poorly to predict the weekends' revenue. This suggests that in Indonesia, weekends' electricity consumption revenue has different characteristics than weekdays. Evaluation of the prediction result was carried out using Sum of Square Error (SSE) and Mean Square Error (MSE). The evaluation showed that JRNN produced smaller SSE and MSE values than traditional feed forward ANN, thus JRNN could predict the electricity consumption revenue of Java-Bali electricity system more accurately.
I. INTRODUCTION
As one of the largest economy drivers in South East Asia, Indonesia has experienced steady raise in the sector of industry, economy, and development since the Asian financial crisis on the late 1990s. This growth is directly proportional to the electric power demands. In this modern era, electricity has become inseparable in our daily lives, powering from small portable gadgets to enormous machines in the factories. PT PLN (Persero), as the state company that handles all aspects of electricity in Indonesia, recorded a raise in electricity consumption every year, especially in the area of Java-Bali. It is no surprise, since more than a half of Indonesian reside in the area Java-Bali. Major economy activities also run in this area. Greater consumption equals greater load to generate and production cost, but on the other side it also improves the revenue of the company. An increase in revenue from this electricity consumption not only could cover the production cost, but also help funding future expansion and essential as one of the considerations in the company's decision-making.
It must be taken into account that electricity can't be stored for later use. Therefore, the electricity system must simultaneously generate active electric energy that is equal to the demand to maintain the balance [1] . Meanwhile, electricity consumption varies from time to time in a time span of an hour or a day, depending on several factors,
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II. METHODS
The methodology of this research is presented in Fig. 1 . There are 4 steps in the process: data preparation, model training, model testing, and evaluation of forecasted electricity consumption revenue. Each step will be explained in the following. A. Data preparation This research used secondary data of the electricity consumption obtained from the 500 kV electricity system of Java-Bali area. The data was taken between January-March 2012 with a total of 4368 collected data. Each record in the data was captured every half an hour (30 minutes), starting from 00.00 AM to 11.30 PM each day.
Before starting the neural network model training, first, this data was divided into 7 groups. These 7 groups represents 7 days of the week, from Monday to Sunday. Each group contains electricity consumption load which occurred in each respective day of the week and sorted by date and time of occurrence. Therefore, the Monday group consists of all the electricity consumption that happened in Monday; from the first Monday of January 2012 at 00.00 AM to the last Monday of March 2012 at 11.30 PM. Sample electricity consumption data of the Monday group are displayed in Table 1 .
After the data was grouped, to obtain the revenue, each electricity consumption load was then multiplied with the current electricity price or the TDL that year, as shown in (1). = ×  Where: EC Rev = electricity consumption revenue TDL = Tarif Dasar Listrik / electricity rate EC = electricity consumption
According to the chart of TDL distributed by the Ministry of Communication and Information Technology of Indonesia, the electricity price that was current for the year 2012 is Rp. 1010,00. Therefore, for the year 2012, the revenues were calculated using (2) . The sample data of the Monday group's electricity consumption revenue are available in Table 2 . B. Model training Next step was designing and initializing the JRNN model. JRNN training consisted of two phases: the learning phase and the retrieving phase [19] . The learning phase of JRNN consists of (1) forward operation, where the original input are fed and calculated through the model to the output layer to produce the output; and (2) backward operation, where the learning algorithm of JRNN is implemented by copying the output to the context layer. The retrieving phase is where the output from the context layer, together with the same input fed in the learning phase, are inserted to the model once more to gain the final output [5] , [17] , [18] . Fig. 2 displays the architecture of JRNN in general [18] , [19] . The variables NI, NO, NC, NH are number of neuron units in the input, output, context, and hidden layer, respectively. The design of the JRNN model used in this work is displayed in Fig. 3 with each training parameters described as follows [20] . Three hidden layers were implemented, with NH 1 = 12, NH 2 = 5, and NH 3 = 1 respectively. The number of neuron units in the input layer was NI = 2. Only 1 neuron in input layer was assigned as the data input, because 
the size of the input vector was 1, which is the electricity consumption revenue. The other neuron in input layer was an offset neuron which always produced output with the value of 1 [19] .
The number of output layer was set to NO = 1. The expected output was the predicted value of electricity consumption revenue for the same hour, same respective day of the week, in the future. The epoch was set to 4000, to avoid overwhelming cost in calculation but still maintaining a decent epoch number in order to obtain the best possible maximum result. The learning rate used was α = 0.1 and allowed error reward was set to 10 -4 . 
C. Model testing
After all of the neural networks were trained, the next in line was to test the capability to forecast the electricity consumption revenue. Each of the 7 models was tested to predict the revenue for their respective day in the first week of April 2012. The prediction result then would be compared to the actual electricity consumption revenue of the first week of April 2012.
Furthermore, a traditional feed forward ANN was trained in the same procedure as the JRNN networks and then tested to assess each of the neural network's performance. The traditional feed forward ANN was also initialized with the identical parameter as the JRNN model and is shown in Fig. 4 , except the extra nodes in hidden layer. The JRNN network in Fig. 3 had extra weight nodes in the hidden layer which represented context layer, meanwhile the traditional feed forward ANN in Fig. 4 doesn't have the same extra weight nodes. 
D. Evaluation of the forecasted electricity consumption revenue
Two measurements were used to evaluate the performance of JRNN prediction result, Sum of Square Error (SSE) and Mean Square Error (MSE). SSE and MSE are negative-based Goodness of Fit measures which measure the error from a trained model. So, the lower the value, the better and the accurate the model is.
1) Sum of Square Error (SSE)
SSE is the sum of squared deviation between the predicted value and actual value. The SSE is calculated with  Fig. 6, Fig. 7, Fig. 8, Fig. 9 , Fig. 10 , and Fig. 11 exhibit the plotting of the predicted revenues with JRNN model from the first week of April 2012 for Monday, Tuesday, Wednesday, Thursday, Friday, and Sunday, respectively. The plottings are drawn side by side with the actual revenues data for easy comparison. Plotting of the predicted revenues from traditional feed forward ANN model drawn side by side with the actual revenues from the first week of April 2012, for Monday, Tuesday, Wednesday, Thursday, Friday, and Sunday are exhibited in Fig. 12, Fig. 13, Fig. 14, Fig. 15, Fig. 16, Fig. 17, and Fig. 18 , respectively. It is discernible from the plotting result for JRNN model (Fig. 5 to Fig. 11 ) that the JRNN model had successfully produced the expected result for weekdays. The same goes for the traditional feed forward ANN model. In fact, both JRNN model and traditional feed forward ANN model produced almost similar result. The predictions yielded were close to the actual electricity consumption revenues data for that day; particularly on Monday, Tuesday, and Thursday. However, both JRNN and traditional feed forward ANN failed quite poorly in forecasting the revenue for weekends, which for Indonesia falls on Saturday and Sunday. This result was to be expected. Weekends are categorized as special day, a holiday. Quoting from A. Dharma, et al., holidays' electricity consumption has different characteristic than those in normal days, such as weekdays. This is due to the fact the activities on holidays may vary compared to the normal routine in weekdays [6] . Table 3 presents the value of SSE and MSE along with the elapsed running time between JRNN model and traditional feed forward ANN model for each respective day of the week. The SSE and MSE values of JRNN were smaller than the SSE and MSE values of traditional feed forward ANN. Besides that, JRNN's elapsed simulation time was 0.615937 seconds faster than the traditional feed forward ANN. Therefore, from this evaluation, it can be concluded that JRNN performed better and faster forecasting task than traditional feed forward ANN. The large SSE and MSE values on Saturday and Sunday for both JRNN and traditional feed forward ANN models strongly support the statement that week end has distinct and unique electricity consumption and revenue pattern which fairly differs from the consumption and revenue pattern on week days. On week days, Indonesia has fixed working hours. So accordingly, week days have regular and steady electricity consumption and revenue pattern. Meanwhile, on week end, when there is no work, human activities are varying greatly and nearly unpredictable. Hence, it yields in inconsistent electricity consumption and revenue pattern.
Despite the fact that weekends and weekdays were trained separately, the JRNN model still produced values with large error margin. Drawing from this result, it is suggested to train the JRNN model with different set of parameters and expand the dataset for weekend in order to capture the pattern.
V. CONCLUSIONS
The electricity demand for the Java-Bali area is undeniably high, thus making this area one of the largest source of electricity consumption revenue. Electricity consumption revenue is obtained from multiplying the current electricity price with the electricity consumption, therefore the revenue is proportional to the electricity consumption. Since the electricity consumption is ever-changing depending on the day of the week, an accurate prediction of revenue is essential to anticipate change in the future and to avoid losses in calculation of revenue. This paper presents the task of short-term electricity consumption revenue on Java-Bali electricity system using Jordan Recurrent Neural Network (JRNN) and then the performance was assessed and compared with traditional feed forward Artificial Neural Network (ANN). The experiment showed that JRNN can forecast electricity consumption revenue and also performed the forecast task faster and more accurately than traditional feed forward ANN. From the experiment, it can also be drawn to conclusion that the electricity consumption in Java-Bali electricity system for weekdays has more consistent and constant value, rather than on weekends.
