Absfract-This paper studies constructions for quadriphase sequences that are suitable for use as signature sequences in quadriphase spread-specrelated to biphase (i.e., binary) sequences, and many of the properties of the former can be expressed in terms of properties of the latter. Methods of construction are presented which obtain sets of quadriphase sequences from sets of biphase sequences. Methods of construction of quadriphase sequences are provided based upon the properties of the multiplicative characters of the finite field GF( q) where q -1 mod4. These methods use codewords from low-rate Reed-Solomon codes, which are mapped onto the fourth roots of unity. 2q + 2 sequences of period q -1 are constructed, for which the maximum magnitudes of the periodic cross correlation and the periodic out-of-phase autocorrelation are bounded by 3fi + 5.
sets of binary sequences can be used to construct sets of quadriphase sequences. On the other hand, in several applications, such as quadriphase systems with orthogonal quadriphase-coded carriers [3] , [lo]-[12] , it is the properties of the quadriphase sequences themselves that de&mine system performance. The results that we present in this paper are most useful for such systems.
In Section II of this paper, we define the correlation functions and important correlation parameters for complex-valued sequences. Quadriphase sequences and their connections with binary sequences are discussed, and the relationship between the correlation functions of quadriphase and binary sequences is exhibited. Section III consists of a brief description of quadriphase spread-spectrum multiple-access cotimunication systems in which the multiple-access interference in the different types of systems is related to the correlation functions defined in Section II. Seven methods (A through G) for designing quadriphase sequences are studied in Section IV. Method A is the obvious and well-known one, in which binary sequences are combined to produce quadriphase sequences. Method B also produces quadriphase sequences from binary sequences. Although we have not found this method in the literature, its elementary nature suggests that it probably has been discovered by others. Method C is from [4] and is based on m-sequences from GF(4). The sets of sequences produced by this method must be expurgated to make them suitable for spread-spectrum multiple-access applications. Methods D-G are based on the multiplicative characters of GF(q). Methods D and E are from [8] (see also [15] ), and [16] , respectively. These papers deal with the design of multiphase sequences in general and construct one sequence for each multiplicative character of GF (q) . When q = 1 mod 4, two of the multiplicative characters of GF (q) are four valued, and thus two quadriphase sequences are obtained. Methods F and G are based on, and extensions of, Method E. They use the four-valued multiplicative characters of GF (q) to map codewords from low-rate ReedTSolomon codes onto the fourth roots of unity. We are able, thus, to construct 2q + 2 sequences of period q -1 for which the maximum magnitudes of the periodic cross correlation and the periodic out-of-phase autocorrelation are bounded by 3fi + 5.
II. DEFINITIONSAND NOTATION
Let .% denote a collection of complex-valued sequences of period N; that is, for each u E 3, ui = z.++~ for all i E Z. The periodic cross-correlation function @u, u)(a) 0018-9448/84/0500-0520$01.00 01984 IEEE for the sequences U, u E X is defined by details on this topic, the reader is referred to [13] , which N-l also contains an extensive bibliography.
e(",U>(z) = C ui["j+l]*, I E z,
i=O where (Y* denotes the complex conjugate of (Y. The periodic autocorrelation function 8(u)( .) for the sequence u is just f3(u, u)(s). We shall assume that B(u)(O) = N for all u E X. Let T denote the left-shift operator such that Tu is the sequence whose i th element is ui+i for all i E Z (more generally, for all k, i E Z, the i th element of Tku is a,, k). The sequences U, Tu, T'u; . ., TN-% are called the phases of u. We note the following useful properties:
This paper treats quadriphase or quaternary sequences, which are defined as sequences from the alphabet { + 1, -1, +j, -j }, where j = J-1.
Quadriphase sequences are closely related to binary sequences (which are sequences from the alphabet { + 1, -1)). Thus, given two binary sequences, w and x of period N, one can construct the quadriphase sequence u of period N where ui = +(l +j)w, + $1 -j)xi.
e(Tku)(z) = e(q(z).
(3) The odd cross-correlation function &a, u)( *) is defined as N-l-l N-l Conversely, given a quadriphase sequence u, one can use (4) to decompose u into two binary sequences w and x. Whenever a quadriphase sequence u is related to two binary sequences w and x through (4), we shall write u = [w, x] . Obviously, the correlation functions for quadriphase sequences are related to the correlation functions for the corresponding binary sequences. The odd autoco;relation function & u)( .) is just t( u, u)(s). We note that e(u, u)(O) = e(u, u)(O), and that e(u)(O) = e(u)(O) = N. The odd correlation functions do not satisfy identities similar to (2) and (3). Indeed the values of 8( T'u, Tju)( .) can be markedly different from the values of b, u)(*). The peak periodic cross-correlation magnitude is defined as e,(x) = max { le( u, u)(Z)l: 0 < I < N -1, u,u ET,U # u}, and the peak out-of-phase periodic autocorrelation magnitude is defined as 8,(X) = max{le(u)(l)]:
1 G Ig N-~,uE.%}.
The corresponding parameters for the odd correlation functions are 8,(.X) and 8,(.%), and are defined analogously. It has been shown that if X contains K sequences, then and These results imply that both e,,(X) A max {0,(X), If 8 (?Y) = e,(Y) (as is very often the case) then e,(X) t9,( X)} and 8,, { 3) 4 max { 8,(X), 8,(S)} cannot be less < P 2 8,(Y). It is clear that one cannot improve on these than N[(K -l)/(NK -1)]'/2 = m [19] . It is a matter of bounds, except in unusually fortuitous circumstances where considerable interest to construct classes of sequences for cancellations in (5) and (6) lead to a collection .% with which the parameters e,, e,, 8,, and 8, are as small as e,, (X) < fiti,,,, (g). Indeed, in some cases, the set X possible. The commonest approach is to design a class of may have correlation properties that are not as desirable as sequences for which f3, and 0, are small. Now, e,(.%") and those of 'Y. For example, if Y is a maximal connected set tY,( 3) do not change when u, u E X are replaced by T'u of m-sequences of period 2" -1 (see, e.g., [13, p. 6041 ) and T&I, while e,(S) and 8,(.%) typically do change. Thus then t?,(g) = 1, while e,(Y) = 1 + 21('+2)/21. On the it is possible to search the phases of sequences in .Y to other hand, it follows from (6) that f?,(X) = 1 + minimize the values of 8,(z) and 8,(.%). For further 2 1 tr~+2)/21 and +4(0 = i Pbw) + 6w>l + +j[e(w, x)(z) -e(x,w)(z)l. (6) Analogous relations hold for &u, u)(e) and e(u)(.). The following consequences of (2), (3), (5), and (6) are worth noting. If u = [w, X] = [w, T'w] for some i, then the magnitude of e(u)( * i) is generally quite large. If u = [w, x] and u = [T'w, z] for some i, then the magnitude of f3(u, u)( -i) is quite large. Similar results hold if u = [ y, T'w] . As an immediate and obvious application of these ideas, let Y denote a set of 2K binary sequences. We partition the set arbitrarily into K pairs of binary sequences, and construct a quadriphase sequence from each pair via (4). We shall denote this method as Method A. We thus have a set % of K quadriphase sequences for which e,(3-) G fie,(w e, (.q d [e,(s) * + e,(cv)2]"2.
Conversely, suppose that 3 is a set of K quadriphase sequences from which we obtain a set Y of 2K binary sequences. In general, one cannot obtain a bound on 8,(Y) and 0,(Y) in terms of 19,(%-t-> and @,(.%J The following special case is of some interest, however. Suppose that %" is a set of 2 K quadriphase sequences such that if u belongs to X, then so does U* (where u*, the complex conjugate of u, is just the sequence whose ith term is UT). Note from (4) that if u = [w, x] , then U* = [x, w] . In this case, we can obtain only 2K distinct binary sequences. Since ecu*, u)(z) = ; Mx, Y)(Z) + ~(w, z)(Ol and %*, 4(z) = + [e(x,w)(z) + e(w, -d(z)1 the sum of two biphase-coded carrier signals as follows: S,(t) = fi Re {u(t) expj(2Tf$ -+)}, = { w(t)cos(2Vfct + m/4 -+) +x(t)cos(27Tf,t -1T/4 -c#J)}, = {w(t) cos (27&t + V7/4 -q5) +x(t)sin(27rfJ + n/4 -+)}. 
it follows from (5) and (6) that + w( t) sin (277f,t + a/4 -+)} (9) e(w, y)(z) = Re {e(24 u)(z)) -Im {e(c 4(z)>, eb, Z)(z) = Re u+, 2w>> + Im { +*, N>>, etc., and
e(w)(z) = Re { eb)(z>) -Im { e(2.6 m)), etc. Consequently, WV G max p,e-), e,(T) + e,v-)) e,(y) G e,@-) + fz@-) and, once again, these bounds cannot be improved upon except in unusually fortuitous circumstances.
III. SYSTEM ANALYSIS
We briefly describe quadriphase spread-spectrum multiple-access communication in order to exhibit the correlation parameters of interest. For further details, see
otherwise, denote the unit pulse of duration 7. Corresponding to the periodic quadriphase sequence U, we construct the periodic pulse train i=-m of period T = NT,. This pulse train modulates a highfrequency carrier signal of frequency f, to create the quadriphase-coded spread-spectrum carrier signal S,( t ) = \/ZRe { u(t)expj(2~f~t -cp)}. From (4) and (7) it is clear that u(t) can be expressed in terms of two binary pulse trains w(t) and x(t); correspondingly, the unit power quadriphase-coded carrier signal S,(t) can be expressed as also consists of the sum of two orthogonal biphase-coded carriers. Furthermore, s,(t) and $(t) are themselves orthogonal quadriphase-coded carrier signals. Let a and b denote binary data sequences, and let a(t) = Ca,p,(t -iT) and b(t) = CbipT(t -iT) be the corresponding pulse trains. A transmitter that is using the sequence u for phase-coding can transmit these data sequences by modulating the two biphase components of s,(t) to produce the signal fi{ a(t)w(t)cos(277fJ + 7r/4 -+)
which has unit power per data bit sequence. Systems using such signals are referred to as quadriphase spread-spectrum systems with orthogonal biphase-coded carriers. Alternatively, the transmitter can modulate both s,(t) and s,(t) to produce the signal which also has unit power per data bit sequence. It should be noted that the signal in (11) is the sum of two quadriphase-coded signals, and is itself a quadriphasecoded signal since it can be expressed as
is a complex-valued data pulse train. Systems using such signals are referred to as quadriphase spread-spectrum systems with orthogonal quadriphase-coded carriers. The following generalization of (11) has also been considered in the literature [3] . Suppose that a transmitter is assigned two quadriphase sequences u and U' such that ui = *u;, all i E 2. 02) Then the quadriphase signals s,(t) and $(t) are orthogonal, and the transmitter can use {a(t)&(t) + b(t)&(t)} instead of (11). Note that (12) is satisfied if U' is chosen to be u*, the complex conjugate of U.
Consider a correlation receiver for an asynchronous quadriphase spread-spectrum multiple-access system with orthogonal quadriphase-coded carriers. This actually consists of two receivers synchronized to fi Re {u(t) expj2rfc,t} and fi Im { u(t)exp j2rf,t}, respectively. We consider the former receiver only. Suppose an interfering signal of the form a(t -T)S,(t -7) + b(t -T)S,(t -T) is present at the receiver input. Here 7 denotes the relative time delay (0 < r < I'), and $ in (8) is the relative phase difference between the transmitters using u and u as signature sequences. The effect of the interfering signal appears as an additive term in the sampled output of the correlation receiver. Portions of the signal corresponding to two bits from each of the data sequences a and b contribute to this additive term. Suppose 7 = IT,, where Z is an integer 0 d Z < N. The interference due to a(t -T)S,(t -7) is
(13) if the interfering bits are the same and
if the interfering bits are different. Here +' is $I + 2rfcr, and the signs in (13) and (14) depend on the polarity of the interfering bits. The interference due to b(t -T)$(t -7) can be expressed in a similar manner with the obvious difference that +' equals $I + 2rfcT + a/2. (For the generalized version of this system, we also must use U' instead of u.) More generally, if IT, 6 7 G (I + l)T,, it is necessary to replace fZ(u, u)(Z) in (13) by the value obtained by linear interpolation between t9(u, u)(Z) and e(u, u)(Z + l), and similarly for &u, u)(Z) in (14) . It can be shown [12] that the maximum interference occurs when 7 = IT, for some I, and it is clear that the maximum magnitude of the interference is proportional to lfZ(u, u)(Z)/ when (13) holds and l&u, u)(Z)] when (14) holds. From all this, we can conclude that one useful sequence design criterion is to minimize the parameters B,(X) and d,(X) for a class of sequences. Consideration of synchronization and multipath problems leads to the conclusion that e,(X) and e,(X) should be made as small as possible also.
A correlation receiver for an asynchronous quadriphase spread-spectrum multiple-access system with orthogonal biphase-coded carriers actually consists of two receivers synchronized to fiy(t)cos(2rfct + m/4) and fiz(t) sin (2rf,t + 7r/4). We consider the former receiver and assume that an interfering signal of the form given in (10) is present at the receiver input with relative delay 7 and relative phase difference 9. With 7 = IT,, the interference due to the first term of (10) appears as the additive term k T,fl(w, y)(Z) cos +' if the interfering bits are the same, and as the term & T,& w, y)(Z) cos 9' if the interfering bits are different. Similarly, the interference due to the second term of (10) can take on values f T,B(x, y)(Z) sin+' and 523 f T,& x, y)(Z) sin+'. Clearly, for such systems, the correlation parameters of the quadriphase sequences are not of as much interest as the correlation parameters of the constituent binary sequences. In the next section, we do construct collections of quadriphase sequences for which we can bound the correlation values of the constituent binary sequences. However, our results are quite weak, and perhaps the best sequence design for such systems is the most obvious one, which we have called Method A.
IV. DESIGN OF QUADRIPHASE SEQUENCES
We now discuss several methods for the design of quadriphase sequences. Methods A and B are based on (4)-(6); these construct quadriphase sequences from binary sequences with known correlation properties. Method C uses sequences from GF(4) while Methods D-G all use four-valued multiplicative characters of GF(q), q = 1 mod 4, to obtain quadriphase sequences.
Method A: This is the obvious method discussed in Section II. If Y denotes a set of 2K binary sequences of period N, then we can construct a set X of K quadriphase sequences of period N such that (in the typical case) S,, (X) = fi&,,,, (Y). As an example of the results, we Sequences constructed via Method B have several interesting properties. Firstly, note that the elements of a sequence u are alternately real and imaginary. Consequently, the phase of the signal S,(t) changes by f a/2 every T, seconds. (In contrast, an arbitrary quadriphase-coded signal can have phase changes of r as well as + 7r/2.) Signals with such restricted phase changes are desirable for many applications [3] . Secondly, the odd cross-correlation value 8(u, u)(Z) is given by an expression similar to (15), and thus, Re {&u, u)(Z)} is 0 for odd 1 while Im {&u, u)(Z)} is 0 for even 1. Furthermore, it is easily shown that 8(u)(N) = -2 j for all such sequences.
Method C: The results of this subsection are due to Gold [4] who has proposed the following construction for quadriphase sequences. Let U denote a sequence of elements .from GF(4) = (0, 1, p, /3"}. Since { /3, p*} is a basis for GF(4) over GF(2), we can decompose U into two sequences W and X over GF(2) where
We shall write U = [W, X] whenever a sequence U over GF(4) is related to two sequences W and X over GF(2) through (17). The sequence U can be mapped into a quadriphase sequence u by defining binary sequences w and x by w, = (-l)w and xi = (-l)q, and then setting u = [w, x] .
Let f denote a primitive polynomial of degree n over GF(4), and let U denote an m-sequence of period N = 4" -1 over GF(4) generated by f, and let U = [W, X] . Then W and X are m-sequences of period 4" -1 over GF(2) generated by the primitive polynomial g of degree 2n over GF(2), where g = ff* and f* is the conjugate polynomial of f over GF(4). Clearly, such sequences have poor autocorrelation properties. We note, however, that in all cases, the "bad" correlation values occur only at Z = + N/3 and the sequences thus generated may still be of interest for spreadspectrum systems in which the relative delay between two signals is likely to be smaller than NT,/3 = T/3. Alternatively, we can use the specific preferred pair chosen by Gold, expurgate the collection of sequences so that if S(j) is included in the collection, then S(j+N'3) and S(jPN13) are excluded and thus derive a set of N/3 sequences of period N = 4" -1 (n odd) for which e,, = fi (2"+' + 1). As an example, we obtain 21 sequences of period 63 for which em, = 17fi. By way of contrast, we note that Method A, applied to the 65 binary Gold sequences of period 63, yields 32 sequences for which l3,, = 176 while Method A, applied to the large set of Kasami sequences, yields 260 sequences of period 63 with S,, = 17fi. A character is called k-ualued if it takes on exactly k different values. A k-valued character exists only when k divides p -1, i.e., when p = l(mod k) (see [14] , p. 41). To get characters of GF( p) taking on the values { +L -1, +j, -j>, we require that p = l(mod4). There are two characters that map elements of GF(p) onto the fourth roots of unity, and hence, we almost get two quadriphase sequences. The "almost" pertains to the fact that x(O) = 0, which means that some of the elements of the sequences will be 0. More precisely, if y is a Lerner sequence, then y, = 0 whenever i = O(mod p). Sidelnikov [16] considered the above construction with the obvious modification that y/") is defined to be 1 whenever i = 0 mod p. Sidelnikov showed that e(Y(m))(z) = P, if Z= Omodp, and le(P))m G 6, if Z s Omodp.
The cross-correlation function 0(x, y)( .) for the two quadriphase sequences x and y thus obtained is studied in [7] where it is proved that teb, Y)(~I G Thus, as they stand, they are not very useful for multipleaccess communications. Method E: The previous technique applies to prime fields GF(p) only. Sidelnikov [16] has devised another class of sequences using the multiplicative characters of GF(q), where q is any prime power. The multiplicative characters are defined as in (19) except that Henceforth, let x denote a four-valued character. The autocorrelation function for the quadriphase sequence u is studied in [7] where it is shown that e@)(z) E (0, +2, *2j, -4, -2 + 2j}, forZ* OmodN. Since (~-l is also a primitive element, we can define another quadriphase sequence u by using (11-i instead of (Y in (20) . Clearly, lO( G 4 if Z g Omod N. We now consider the cross correlation function 
Notice that letting x take on the value 0 adds nothing to the sum (since x(O) = 0), so we may let x run through all of GF(q). Now if e = 1 (i.e., Z = 0) in (21), the two extra terms simplify to 1, and we obtain e(u,u>(o) = C When e # 1 (i.e., Z # 0), we obtain a bound on ]0( u, u)(Z)1 by use of the following theorem (see [14, p. 43] ), which we invoke extensively in the rest of this paper.
Theorem: Let x be a nonprincipal d-valued multiplicative character. Suppose f(x) is a polynomial over GF(q) with m distinct roots, of multiplicities d,, d,; . ., d,, respectively, and that But x2 is a two-valued character and, consequently, we get e(u, u*) = 0. On the other hand, if e # 1, we can apply the theorem with f(x) = (x + 1)(x/e + 1) to obtain the result that (26) Similarly, we see that
Remark: The condition in the theorem, summarized by (22) is referred to as absolute irreducibility. If the degree of f(x) is n, then absolute irreducibility is implied by gcd(n, d) = 1, (24) (see [14, pp. 11,131 ).
= c
x(x + l)xWx + 1)
Applying this result to the sum (21) which contains the polynomial x(x + 1)(x + e)3, and noting that the terms x*(1 -e) and x(1 -e) are complex conjugates, we obtain the result that = c
where e = (Y-'. Further study of the sum in (21) reveals the interesting fact that e(u, u)(Z) is an even integer for all 1. For details, see [7] .
Since the roots of x3(x + 1)(x + e) have multiplicities 3,2 when e = 1, and have multiplicities 3,1,1 when e # 1, the theorem can be invoked to conclude that
We conclude from (25)- (27) that we can construct a set X= {u, u*, u, u*} of four quadriphase sequences of period q -1 such that e,(s) G 2fi + 2, e&z-) G 4, The conjugates of u and u are also quadriphase sequences; they are obtained by using the four-valued character x* in (20). Obviously, 0( u*)(e), e( u*)(s) and e(u*, u*)(e) enjoy all the properties enumerated above for e(u)(.), B(u)(.) and B(u, u)(.). Let US now consider e( u, u*)( .) and 0( u, u*)( .). q-2 q-2 e(u, U*)(Z) = C uiui+l = C X(ai + 1) x(ai+l + 1)
or a set Y = {u, u*} of two quadriphase sequences of period q -1 such that e,(y) G $i + 3, e,(y) G 4.
x(x + 1)x(x/e + 1) x~GF(q)-(Ol +x(1 -e) + x(1 -e-l) = XE2ilq)~Kx + 1)(x/e + 01 -1 +x(1 -e) + x(1 -e-l),
where e = (Y-I, x = &. Now, if e = 1, i.e., 1 = 0, the extra terms reduce to 1 and For example, using q = 61, we can obtain four sequences of period 60 for which 0, < 17.63,0, < 4 or two sequences of period 60 for which 0, < 10.82,6, < 4. In comparison, Method A provides four sequences of period 63 with e, = e, = 12.7, while Method B provides three sequences of period 62 with 0, = 18, (9, = 2. Since the sequences in X occur in conjugate pairs, we can derive a bound on 0, and 8, for the constituent binary sequences, but the bound is quite weak. Method F: This is a variation on Method E and provides sequences of period smaller than q -1. Unfortunately, the bounds on correlation magnitudes are not particularly good. Let M be a divisor of q -1, and define the sequence 
A similar (but slightly poorer) bound is obtained if [ is an Nth root of unity. Turning to cross-correlation functions, we readily obtain that
where we have assumed that [ and 17 are not n th roots of unity. If 5 # ~II(u-~', we can use the theorem to show that (f3(zJE), u("))(Z)] is bounded from above by the right-hand side of (28). The Nth roots of unity form a subgroup of the multiplicative group of GF(q). Hence, if 5 and 1 are chosen from different nontrivial cosets of this subgroup, then 6 # qar-M' for any 1. We conclude that we can construct M -1 sequences of period N for which @,, is bounded above by the right-hand side of (28). The construction can be varied by defining sequences u([) via x(C"' + [), using x* instead of x, allowing 5 to be an Nth root, etc. the net result is that we can construct 4M quadriphase sequences of period N = (q -1)/M for which em, < 2fi + 2. S' mce the bound is rather poor, we do not discuss this idea further and leave the details of the construction and proof to the reader's imagination. (29) The case 5 = 1 is excluded because the corresponding sequence u (') happens to be a binary sequence. In fact, u!') = ~12, where ui is defined by (20) . 
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Thus we can obtain the sequence u([) by mapping a codeword from this Reed-Solomon code onto the fourth roots of unity. A similar construction using the additive characters of GF(q) was proposed recently by Blake and Mark [2] . However, their construction provides p-phase sequences where p is the characteristic of GF(q). Before discussing the correlation functions of the sequences defined by (29), we pause briefly to make a few elementary observations about the roots of certain quadratic polynomials. For 5, q E GF(q) -{l}, let x2 + 2x + 5 = (x -y)(x -S) and let x2 + 2x + TJ = (x -h)(x -p). We note that y, 6, X, and p are distinct elements (except when 5 = 17). Furthermore, y # -6 and h # -p. Next consider the polynomial or*'x* + (Y' . 2x + 17. The roots of this polynomial are ha-' and PC"-'. We claim that if either E # 17 or 5= n and a'# 1, then the sets {y,6} and {ha-', pa-'} are either disjoint or have exactly one element in common. The rather elementary proof is omitted.
Suppose that the polynomials x2 + 2x + [ and x2 + 2x + 9 are irreducible over GF(q). 
Note that .%i contains (q -1)/2 sequences. If we enlarge the set .Yi to X2, where
we can obtain a bound that is slightly weaker than (31). The reason is that we cannot express uJ<) as ~(a*' + 2a' + E) for all 5 and i. Consequently, we must modify (30) to include as many as four additional terms. Therefore, we get the weaker result that em,(x2) 6 3fi + 5.
Since x* is also a four-valued character, we can use x* instead of x in (29) to define the set .YT where %T= {(~(~))*:~*+2x+,$'irreducibleoverGF(q)}. We note that X2 has q -1 sequences, and furthermore the sequences occur in conjugate pairs which can be used for spread-spectrum communication with orthogonal quadriphase-coded carriers.
Just as we defined the set XT to contain the conjugates of sequences from .Yi, we can define the set X2* to contain the conjugates of sequences from X2, and the set g2 to be sZ U X:. Using the same method as above and noting that (33) must be modified to include as many as four additional terms, we obtain the result that em, (x2) G 3fi + 5 in a straightforward manner. Note that X2* contains (2q -2) sequences. As a final extension, we note that the sequences u, u, u*, u* obtained via Method E can be added to the sets gi or !& without changing the bounds on S,,. For details of the proof, we refer the reader to [7] . Thus we can construct a set of 2q + 2 sequences for which e,, is bounded from above by 3fi + 5. Once again we note that we can bound the correlation parameters for the constituent binary sequences, but the bounds are weak.
As an example of the results obtainable from Method G, we note that we can construct 148 sequences of period 72 for which t&, is guaranteed to be no larger than 30.63. This bound on t9,, is quite weak. One of us ([7] ) studied such sequences on a computer and found that the value of e was only 22.14. Even more interestingly, the value of 0:: was 30.07, which is less than the bound on e,,. Since this result was obtained without any searching for phases to minimize 4 max, we feel that a computer search could lead to significant reductions in &,. Similarly, we can construct 124 sequences of period 60 for which t9,, is guaranteed to be bounded by 28.43, while the actual values of e Inax and Lx were found to be 20. 25 and 26.68, respectively [7] . In comparison, we note that Method A provides 260 sequences of period 63 for which e,, = 24.0, while Method B provides 33 sequences for which e,, = 18. In Table I , we summarize the results obtained by the various methods for the design of quadriphase sequences of periods 60-63. For ease of comparison, we give the approximate values of the bounds for 0, and 0, rather than the expression in terms of the square roots of various parameters. For Method G, the actual values of 8, and 6, that we found are given in parentheses.
V. CONCLUDINGREMARKS
This paper has discussed the design of quadriphase sequences with good correlation properties. Examples of the results achievable are given in Table I . In one sense, however, these results are somewhat disappointing. Consider the following facts. For a collection of N complexvalued sequences of period N, it is known [19] that t9,, is bounded below by a quantity that is approximately fl. Sets of multiphase sequences that achieve this bound can be constructed [B] , [15] . If the alphabet is restricted to be binary, then according to a result in [17] , e,,,, must exceed (2N -2)1'2 = m.
Gold sequences are known to be optimal with respect to this bound [13] . The small set of Kasami sequences [13] is a set of binary sequences that asymptotically achieves the fl lower bound, but the number of sequences in the set is approximately fi. In contrast, the collections of quadriphase sequences containing Nor more sequences have t9,, of approximately 2m if constructed via Method A or B and 3m if constructed via Method G. Considering somewhat smaller sets, we note that Method A applied to the small set of Kasami sequences gives m/2 quadriphase sequences of period N with e,, = m, while Method B can be applied to the same set to produce JM/2 quadriphase sequences of period M with e,, = &%. In all of these cases, these results do not compare well with those for binary sequences. It is not clear whether this is so because of some as yet undiscovered theorem that shows that quadriphase sequences are not as good as binary sequences or because there exist as yet undiscovered construction techniques for quadriphase sequences that give results that are significantly superior to the ones here. In either case, this topic deserves further research.
