In this paper the semilocal convergence for an alternative to the three steps Newton's method with frozen derivative is presented. We analyze the generalization of convergence conditions given by w-conditioned non-decreasing functions instead of the first derivative Lipschitz or Holder continuous given by other authors. A nonlinear integral equation of mixed Hammerstein type is considered for illustrating the new theoretical results obtained in this paper, where previous results can not be satisfied.
Introduction
In this study we are concerned with the problem of approximating a solution x * of a nonlinear system of equations, According to Traub in [11] , it is known that we can obtain one-point iterative methods with a higher R-order of convergence from one-point iterative methods of the form
if we use the following modification of (2):
where G is defined in (2) . In particular, if we suppose that method (2) has an Rorder of convergence of at least ρ, then we remember [11] that method (3) has an R-order of convergence of at least ρ + 1. Notice that if the one point iterative method (2) has an R-order of convergence of at least ρ, we have to evaluate F (x k ), F (x k ), . . . , F (ρ−1) (x k ) in each step (see [11] ), so that the application of method (3) then requires only one more evaluation of the function, F (y k ), than method (2) in each step. Consequently, if we compare the efficiency of methods (2) and (3) in the sense defined by Traub [11] and Ostrowski [10] , we conclude that method (3) is more efficient than method (2) if ρ = 1, 2.
In [11] , following this idea, from Newton's method (R-quadratical convergence),
the iterative method, called "two step Newton's method with frozen derivative", given by
is obtained with an R-cubical convergence. But, there is a special situation for Traub's result, which allows us to obtain an R-order of convergence of at least three from an iterative process of an R-order of convergence of at least one. So, if we consider the iterative process given by
with R-linear convergence, then we can obtain the iterative process
which has an R-order of convergence of at least three too. In [1] , the authors prove that this iterative process (7) seems to have simpler dynamics that if we consider the different modifications shown by means of Newton's method. This fact tells us that, from a numerical point of view, the implementation of this iterative process (7) is more favourable than if we consider "two step Newton's method with frozen derivative" (5) . So, we consider (7) as the source of our study.
If we apply another step the iterative process given by
appears which has an R-order of convergence of at least four [7] . Moreover, in general, this is an iterative process more efficient than (7) . The main objective of this paper is to study semilocal convergence of the iterative process (8) . We are going to perform this study in Banach spaces, in order to obtain a greater degree of generalization and therefore be able to treat problems with different types of equations as nonlinear integral equations, differential equations, etc.. So, from now on we will consider a nonlinear operator F :
⊆ X → Y with a non-empty open convex subset of the Banach space X, being Y a Banach space too.
If we consider a nonlinear integral equation of mixed Hammerstein type of the form:
where g, K j and H j , for j = 1, 2, . . . , m, are given. The problem comes from the dynamic model of a chemical reactor [4] , which is governed by a control equation and justifies the analysis and computation of the mixed Hammerstein equation [6] . Abstractly speaking, (9) can be expressed in a Banach space in the form
where
and the uniform norm ν = max s∈ [a,b] |ν(s)| is considered. For our study of semilocal convergence of the iterative process (8), noting its algorithm, it is clear that we can try to get a result of semilocal convergence of the Newton-Kantorovich type [9] , i e. that we can consider the same semilocal convergence conditions that are usually considered to study semilocal convergence of the Newton method (4) (R-quadratical convergence). Results concerning semilocal convergence of Newton's method have been published under conditions of the Kantorovich type. Initially, see [9] , the strongest required condition to study the convergence of Newton's method was F (x) ≤ L 1 (L 1 ≥ 0) in a closed ball. Next, see [12] , the last condition was replaced by the milder one
, where x, y are in a non-empty open convex domain. The next step was to relax the previous condition by
, where x, y are in a non-empty open convex domain, [3] . Notice that the last two conditions mean respectively that F is Lipschitz continuous and F it is Hölder continuous in the corresponding domain.
However, there are situations where both previous conditions cannot be satisfied, as for instance, nonlinear integral (9) if H j (x(t)) is Lipschitz or Hölder continuous in , for j = 1, 2, . . . , m, since the corresponding operator F , defined from (11), is not Lipschitz continuous and neither is Hölder continuous in . In this case,
To solve this situation, we can consider the generalization of the Lipschitz and Hölder continuity conditions of F given by
We then require that ω(z) is a non-decreasing continuous real function for z > 0, such that ω(0) ≥ 0 (see [3] , [5] ).
Observe that the former conditions are generalized by the latter one, then those conditions are then relaxed by condition (12) .
Note that a general condition of type (12) was proposed in [2] . Later, condition (12) was considered in [5] for studying the Newton method. In our study of semilocal convergence for the iterative process (8) with an R-order of convergence of at least four, we are going to consider the generalization of convergence conditions given by (12), therefore we can say that these conditions are mild-convergence conditions for an iterative process with an R-order of convergence of at least four. We relax the conditions that have been assumed in [8] which do not verify the integral equation to be discussed in our last section.
To prove our semilocal convergence result notice that in [2] real majorizing sequences are used, although they are not the usual ones. An alternative technique to majorizing sequences is provided in [5] , where a system of recurrence relations that must be satisfied by some scalar sequences is introduced. The results obtained by majorizing sequences are improved by means of the alternative technique when mild convergence conditions are considered. So, in this paper, we consider a special type of recurrence relations to prove a semilocal convergence result for the iterative process (8) . To finish the paper, this new semilocal convergence result obtained for (8) , can be applied to a particular case of (11) while the previous results given by other authors can not be applied.
Previous lemmas
Let X, Y be Banach spaces and F : ⊆ X → Y be a nonlinear Fréchet differentiable operator in an open convex domain . We consider the iterative process (8) given by the expression:
where n = F (x n ) −1 .
Let us assume that 0 = F (x 0 ) −1 exists for some x 0 ∈ and the following conditions are satisfied: Taking into account these previous conditions we obtain the following result:
Proof In order to get the existence of n we write:
so, by Banach's lemma [9] , the result is satisfied.
Notice that, if we denoteβ
Proof i) From the Taylor's development of F (y n ), we have:
By taking norms, using (C 2 ) and performing some calculations, it follows
ii) By the triangle inequality we obtain:
iii) Now, we consider the following approximation of F (z n ):
and then, taking norms, we have:
iv) By substituting this previous bound in the last step of our method (13), it follows:
Note: Since ω is a nondecreasing function, it is clear that the function g R is nondecreasing and h R is non-decreasing in both arguments too.
Lemma 3 If x n , z n , x n+1 ∈ , then the following items are true:
Proof i) From the Taylor's development of F (x n+1 ), and using last step of (13), we have
So, by taking norms in the previous expression, we obtain:
Finally, as a consequence of the previous bound, item ii) follows immediately.
Recurrence relations
In this section by using the previous lemmas we establish the recurrence relations for the sequences {x n }, {y n }, and {z n } defined from the expression (13) of the iterative process (8).
For n = 0, condition (C 1 ) establishes:
moreover, Lemma 2 gives us:
Then, it follows:
So, we define the following scalar parameters:
Now, for n = 1, by taking into account Lemma 3 ii), we have:
Then, if M < 1, we obtain that a 1 < a 0 and, using that P > 1, because g R (a 0 ) > 1, it can be written :
By Lemma 2 i), and having into account that g R is a non-decreasing function, that satisfies g R (a 0 ) < P , we obtain:
On the other hand, from item ii) of Lemma 2, it follows:
and then c 1 < c 0 . Finally, Lemma 2 iv) establishes
and consequently
From this bound, we can write:
As a consequence of these previous results, we define the following scalar sequences: a n = Ma n−1 , n ≥ 1 (15) b n = g R (a n )a n , n ≥ 0 c n = (1 + g R (a n ))a n , n ≥ 0 d n = h R (a n , c n )c n , n ≥ 0 Obviously, if M < 1, we have that {a n }, {b n } {c n } and {d n } are decreasing scalar sequences. Moreover the following result can be established: Lemma 4 : Suppose that R there exists, with R ∈ R + and B(x 0 , R) ⊂ , such that the following conditions are satisfied:
(16) Then x n , y n , z n ∈ B(x 0 , R), n 0, and the scalar sequences (15) satisfy the following items:
y n − x n ≤ a n and y n − x 0 ≤ P a 0 (1
Proof We start from x 0 ∈ , we have already obtained the items (I n ) − (I V n ) for n = 1. Now, we are going to apply an inductive procedure. So, let us suppose that
. . , n. Then, for n + 1, using Lemma 3 and the induction hypothesis, we can write:
and also, by using M < 1 and P > 1, it can be obtained:
Then, y n+1 ∈ B(x 0 , R) ⊂ . Now, by using Lemma 2 i) and the induction hypothesis, we have:
and, taking into account that M < 1 and 1 < g R (a 0 ) < P , it follows:
So, z n+1 ∈ B(x 0 , R) ⊂ . Now, Lemma 2 ii and the inductive procedure give us:
Now, by the triangle inequality, it is clear that:
and finally
so x n+2 ∈ B(x 0 , R) and the Lemma is proved.
Semilocal convergence
At this point we have all the results in order to establish the domain of existence of the solution for the iterative method presented. Proof The iterative process is well defined as we have proved in the previous Lemmas. Now we prove that x n is a Cauchy sequence, by using that M < 1 and by Lemma 4 (I V n )
Theorem 1 Let
so that, {x n } is a Cauchy sequence, and then it has a limit x * . By taking m → ∞ we obtain an a priori error estimation:
and taking n = 0 in (17) and m → ∞, we have
Then, F (x n ) is bounded and, using that n F (x n ) = y n − x n ≤ a n = M n a 0 and
, by the continuity of F we get F (x * ) = 0.
Uniqueness of the solution
Now we provide a result about the uniqueness of the solution x * of (10).
Theorem 2 Under the same hypothesis that Theorem 1 let us assume that there exists a positive root r of the equation
Then, the solution x * of (10) is unique in 0 = B(x 0 , r) ∩ .
Proof To prove the uniqueness of solution x * , we assume that z * is another solution of (10) in 0 = B(x 0 , r) ∩ . Then, from the approximation
we have to prove that the operator P = 1 0 0 F (x * + t (z * − x * )) dt is invertible; then z * = x * . By the Banach lemma, we only have to note that I − P < 1. Indeed,
This completes the proof.
Observe that the previous r, which satisfies (18), exists if
since ω is a non-decreasing function. Moreover, r is unique. If this condition is not satisfied, r does not exist. From (19), it is easy to see that the uniqueness of the solution is guaranteed in B(x 0 , R) if ω(R) ≤ 1/β, and this holds by construction, (see Lemma 1).
Applications
In this section we consider two different studies from the results obtained in this work. Firstly, we consider an integral equation of the type defined in (9) and we will locate, from the semilocal convergence result obtained in Theorem 1, a solution of the (11) . The second study consists in transforming the integral equation into a finite dimensional problem by discretization. Then, we consider the nonlinear system and we will approximate numerically a solution of this system by using the iterative process given in (8).
Application 1
We consider as a particular case of (9) the following nonlinear integral equation of mixed Hammerstein type given by:
the kernel G(s, t) is the Green's function in [0, 1]:
Solving (20) is equivalent to solve F (x) = 0, where
Obviously, in this case
Notice that, for this equation we obtain:
having into account that
Now, starting at x 0 ∈ , we are going to obtain R ∈ R + such that we can apply theorem 1. So, we will obtain that there exists a solution x * of (21) in B(x 0 , R). Therefore, we want to obtain the smallest value of R. If we consider x 0 (s) = 1, we obtain the following initial parameters: (14), we look for a minimum value of R such that:
Then, we obtain R = 0.322005 as the smallest positive real root of the equation f 3 (R) = 0, as can be seen in Fig. 1 . From the previous study, we obtain that there exists a solution x * of the (21) in B(1, 0.322005) ⊆ . In order to obtain the uniqueness we solve (18) obtaining r = 14.928203, so the solution is unique in B(1, 14.928203) ∩ .
Application 2
In this section, initially we transform (9) into a finite dimensional problem and, later, we apply method (8) to approximate its solution. For this purpose we use the Simpson quadrature formula with 2n + 1 nodes: 
If we denote x(t j ) = x j , and g(t j ) = g j for j = 1, 2, . . . , 2n + 1, we transform the (9) into the following nonlinear system:
that for the particular case of (20) results:
The last nonlinear system can be now written as follows:
. Therefore the associated matrix is:
10 )
. . . . . .
, and its jacobian matrix:
). In this situation, considering the infinity norm, we obtain
by doing some calculations we get B = Then, by taking n = 28 and starting approximationx 0 = (1, 1, . . . , 1) ∈ R 29 , obviously we obtain the same initial parameters as before in Application 1 and consequently the same value of R, concluding that there exists a solution x * of the system (23) in B(x 0 , 0.322005) ⊆ R 2n+1 , being the unique solution in B(x 0 , 14.928203).
In Table 1 we give the results obtained for approximating the solution of this nonlinear system with the iterative method (8) , by using variable precision arithmetics that takes floating point representation of 100 decimal digits of mantissa in MAT-LAB 2010, with tolerance 10 −25 . For each iteration,x k , it can be seen the distance to the final approximation x * , and the value F (x k ) .
To finish, we are interested in checking if this solution of the discrete problem (23), which infinity norm F (q) = 9.8129694e − 4, with s ∈ [0, 1].
In Fig. 2 we can see the starting point, the data solution of the discrete problem, the continuous approximation given by a least-squares polynomial of degree 2, q(t), and the existence domain of solutions. Notice that the approximation x * lies within the existence domain obtained in the result of semilocal convergence. We conclude that the obtained solution for the finite dimensional problem x * gives us an acceptable approximation, q(t), for the continuous problem.
