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Abstract
The understanding of formation damage in hydrocarbon reservoirs is extremely important
to safe and cost-efficient reservoir exploitation. This thesis focuses on particle straining
as a mechanism of formation damage, and investigates its effect on the permeability of
porous media. Review of the current analytical models present in the literature show an
incomplete understanding of particle straining as a method for porous media permeability
reduction, and significant short-term deviation is seen in comparison to experimental
results.
This thesis approaches the problem of particle straining on the pore-scale using a com-
putational approach, with the goal of quantifying the effect of particle straining on the
permeability reduction of porous media. A methodology is introduced comprising of three
main constituents in order to create a complete model;
1. The use of the Lattice Boltzmann Model (LBM) for modelling of fluid,
2. The use of the Discrete Element Method (DEM) for modelling the collision of par-
ticles,
3. The cohesion of the LBM and the DEM to create a total fluid and particle solver.
Complex synthetic geometries representative of sandstone are created within Python
to allow convergence of solution trials for varying mesh resolutions. Creation of these ge-
ometries is completely generalized, allowing for the application of these models to varying
porous media, based on experimental measurements. The synthetic geometries are im-
ported into both the fluid and particle solvers, allowing for testing using identical porous
mediums.
Simulation of fluids is performed through the open source software TCLB, a Lattice
Boltzmann Method based solver suite. The underlying basis of the LBM is detailed, and
validation of both simulation procedure and data analysis methods is achieved. Micro-CT
scans of dolomite are obtained and imported to TCLB, showing application of the model
to real-world porous media.
Particle interactions are governed by the Discrete Element Method, simulated through
ESyS-Particle. The selection process of major simulation parameters is put forth, and the
synthetic geometries are successfully imported by the use of a modified marching-cubes
algorithm to create a tessellated triangular mesh. Qualitative results of particle perco-
lation through synthetic geometries are shown, giving validity to the DEM methodology
utilised.
A critical analysis of results is performed, and the cause of observed issues is reasoned.
Extensive recommendations are put forth for the improvement of the methodology fol-
lowed, allowing for the continued development of a pore-scale computational model of
particle straining.
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1 Introduction
The understanding of fluid and particle flow through porous media in nature is critical
for the effective exploitation of natural resources. The permeability of a medium is a
quantitative measure for the ease at which a fluid can pass through. Permeability is a
critical property for rock formations, which is desired to be retained through a usage
lifetime, and has a direct influence on the macro-efficiency of resource retrieval processes.
A pore-scale understanding for the methods of formation damage in porous media
is still incomplete in the Literature. This project aims to approach this problem from
a computational perspective, in order to quantify the relationship present between the
straining of particles through porous media, and the resultant reduction in permeability.
The methodology to create a total fluid and particle solver is presented, utilizing the Lat-
tice Boltzmann Method (LBM) to solve for fluid flow, and the Discrete Element Method
to account for particle interactions and movement.
1.1 Context
1.1.1 Formation Damage of Porous Media
Formation damage refers to the irreversible reduction in porous media permeability caused
by various adverse mechanisms [1]. It is a significant area of interest within current hydro-
carbon reservoir exploitation, as reduction in media permeability significantly decreases
the extraction capability of formations [1]. Within oil reservoirs, a pseudo-equilibrium
state is present between hydrostatic and electrostatic forces, while numerous other inter-
actions are also present including chemical, thermal, and biological factors [1, 2]. The
pseudo-equilibrium state acts to retain particles on the pore surface due to the attraction
and repulsion forces present. The additional stresses imparted by drilling and fracturing
of formations greatly increases the chance for the interface between particles and pore
surface to deviate from equilibrium conditions [1]. This deviation leads to an irreversible
change in the pore’s permeability as particles are ejected into the flow. This project
focuses on the mechanisms of particle liberation and transport.
The forces acting upon particles within porous media are classified into three distinct
regions by Ives (1985), shown in Table 1.
Table 1: Forces acting upon particles [1, 3]
Mechanism Force Abbreviation
Transport Inertial I
Transport Gravity G
Transport Centrifugal C
Transport Diffusion D
Transport Hydrodynamic H
Attachment London-van der Waal LvdW
Attachment Friction-drag FD
Detachment Mechanical shearing MS
Detachment Electrostatic double-layer EDL
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For simplification of the generalised effects, the pseudo-equilibrium of attachment and
detachment processes for a particle on the pore surface is shown in Equation 1 [1].
Attachment Mechanisms︷ ︸︸ ︷
LvdW + FD ≥
Detachment Mechanisms︷ ︸︸ ︷
MS + EDL (1)
If the detachment forces outweigh the attachment forces, the particle will detach from
the pore surface and move into the fluid flow. This ejection of particles into the flow,
denoted particle liberation, can cause a reduction in the total medium permeability by
the size-reduction of pores caused by the deposition of liberated particles [1].
1.1.2 Particle Straining as a Mechanism for Formation Damage
Particle straining is the geometrical mechanism by which liberated particles are captured
if they are smaller than the throat or pore size of the flow path [2]. Particles can com-
pletely block flow paths, or act to reduce the effective inlet area of a given throat as they
are deposited on the pore surface. Major factors influencing formation damage due to
particle straining include; (1) particle size distribution, (2) permeability of the forma-
tion, (3) concentration of injected particles, and (4) recirculation rate [2]. Most studies
have neglected the effect of particle straining on colloid retention, however Bradford et
al. (2002) showed that particle straining is an important mechanism of colloid retention,
and that “previous studies underestimated particle retention” [4].
1.1.3 Relevance in the Coal Seam Gas Industry
Australia’s Coal Seam Gas (CSG) industry is an integral part of the country’s gas industry,
especially within Queensland. CSG refers to the existence of natural methane gas within
coal seams. In order to retrieve this gas, common methods such as fracking are employed.
Fluid is pushed through the coal seams at high pressure to open crevises, allowing for the
retrieval of the methane within [5].
The permeability reduction porous coal media has significant impacts on the reduction
in efficiency of fracking and de-watering processes, decreasing the profitability of CSG
endeavours.
1.2 Project Description
This project will investigate the effect of particle straining on the permeability of porous
media. This will be performed via numerical simulation of straining in pore-scale geome-
tries.
1.2.1 Aims and Objectives
The aims of this project are to develop a fully-resolved model of particle straining in porous
media, and then apply this model to quantify the effect of straining on permeability.
The objectives that support these aims have been defined as follows:
1. Develop an understanding of the mechanisms which govern particle liberation, trans-
port and straining in geological porous media,
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2. Create two- and three-dimensional models for direct numerical simulation of particle
suspension transport in synthetic porous media,
3. Verify and validate the developed model using data available in the literature,
4. Apply the developed model to examine particle straining in a number of candidate
sandstone geometries,
5. Comment on the particle transmissivity of the sandstones and the general applica-
bility of the model.
1.2.2 Project Scope
The bounds of this project are summarised via the in and out of scope items listed in
Table 2.
Table 2: Project scope
In Scope Out of Scope
Hydrostatic forces acting on
particles
Thermodynamic heat transfer
Electrostatic forces acting on
particles
Changing boundary conditions
Viscosity of fluid Reacting flows
Pore-scale analysis Large-scale analysis
Sandstone porous medium pore
and throat distributions
Porous structure of other
mediums
1.3 Document Structure
Section Two examines the current literature for the analytical modelling of particle
straining, and its effect on the permeability reduction of porous media. Three major
analytical methods are presented, and compared to experimental data aimed to isolate
particle straining as the mechanism for formation damage. Limitations of the current
models are highlighted, and an introduction is made to the basis of the computational
models used throughout this project.
Section Three highlights and justifies the project methodology followed. An open
source flow solver, TCLB, is used to model fluid, based on the Lattice Boltzmann Method.
Proof of concept testing, verification of the model, and application to real-world geometries
are performed. The implementation of the Discrete Element Method through the program
ESyS-Particle is detailed, in order to simulate the percolation of particles through porous
media. Finally the linking of TCLB and ESyS-Particle is detailed, in order to achieve a
total fluid and particle solver.
Section Four will show the results obtained throughout this project, encompassing
both the LBM and the DEM. Both successes and issues within current results are detailed,
for later discussion in Section Five.
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Section Five will give a critical analysis of the results obtained, in order to quantify
their validity, and highlight the required areas of improvement. Alternative methodologies
are suggested where simulations have been unsuccessful, in order to allow for continued
development of this computational approach.
Finally, Section Six will give concluding remarks to this project, summarising the the
successes and limitations of the methodology followed.
4
2 Literature Review
This literature review focuses on the current analytical and experimental methods present
for the determination of particle straining in porous media. Correlations between experi-
mental results and respective analytical models are examined, and the limitations of the
literature are highlighted.
2.1 Permeability of Porous Media
Particle straining will be quantified largely by the reduction of permeability within sam-
ples, as well as the visualization of flow results to examine partial and full pore blockage.
Permeability (k) is calculated through Darcy’s law, shown in Equation 2 [6]. The spatial
pressure derivative can be applied as a body force through simulations, in order to reduce
the complexity of the permeability calculation.
Q = −k
µ
∇P (2)
Q = vavgφ (3)
k = −µvavgφ 1
(dP/dx)
(4)
where:
Q = Particle flux over area
φ = Porosity of medium =
Fluid Volume
Total Volume
k = Permeability constant
(dP/dx) = Applied body force
2.2 Experimental Modelling of Particle Straining
Experimental analysis of particle straining has developed significantly over the past decade,
with the prime objective of distinguishing particle straining from other particle retention
mechanisms. The experimental results introduced will be compared against the analytic
approaches presented, in order to quantify their validity.
As an initial particle straining method, Santos et al (2008) performed cross-flow micro-
filtration experiments using bentonite particle suspensions. Particle diameters used were
distributed between 0.10µm and 1.5µm, percolating through pore diameters in the range
of 0.10 − 0.58µm. This allowed for testing of particle penetration depth, as well as size
exclusion of particles reducing net media permeability. Although the particles used fall
within the range for which petrophysical mechanisms are significant (d ≤ 30µm), pre-
treatment of the bentonite particles and immersion within a basic solution was used in
order to minimise aggregation and attempt to isolate size exclusion as the major mech-
anism for formation damage [7]. Santos et al. (2008) produced permeability reduction
data for varying inlet concentrations and pore sizes, clearly showing; (i) an initial time
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range in which permeability reduced due to the sequential blocking of pores, and (ii) a
transient state where permeability reduction had converged.
Chalk et al. (2011) advanced the applicability of experimental results to particle strain-
ing by their method to reduce particle aggregation and the effects of electrostatic forces
[8]. Their laboratory study to isolate particle straining consisted of latex micro-spheres
injected into engineered porous media. The surfaces of the selected particles were grafted
with carboxyl groups, resulting in negatively charged micro-spheres. This was done to
minimize particle aggregation and minimise electrostatic effects present between parti-
cles. A silica medium was used to ensure a negatively charged surface representative of
sandstone reservoirs. Particles with a normally distributed radius were used, along with
pores of log-normally distributed radii - chosen to reflect representative porous media
in nature. The analytical model presented by Chalk et al. (presented in Section 2.4)
requires a linearisation about low captured particle concentrations. In order to develop
aligning experimental results, all experimentation was performed with low concentration
of injected particles, ensuring the concentration of pore vacancies remained significantly
higher than the concentration of retained particles [8]. Results showed that Chalk et al.
(2011)’s experimental method successfully isolated particle straining as the single particle
retention mechanism.
In 2012, Yuan et al. produced a similar experimental methodology in order to ensure
‘unfavourable attachment’ of particles. Experimentation was aimed at calculation of the
filtration coefficients for varying inlet particle size distributions. Experimental results
showed clearly that both filtration coefficients and penetration depth had power-law de-
pendence on average capture probability, a feature unexplained by previous analytical
models.
2.3 Deep Bed and Cake Filtration
The deep bed and filter cake filtration models refer to the macro-scale formation damage
caused by particle straining, whose analytical model was initially introduced by Herzig et
al. [9]. Deep bed filtration encompasses particle straining within a porous media, where
size exclusion acts as the major mechanism for particle straining. External cake filtration
is the extension of a porous geometry by the accumulation of particles on the mediums
external surface [9].
2.3.1 Analytical Model
Classical deep bed filtration theory consists of two major underlying relationships; particle
population balance, and particle capture kinetics. Herzig et al. (1970) described particle
diameter dependency of the major mechanisms of deep bed filtration;
1. d ≥ 30µm: mechanical filtration,
2. 1µm ≤ d ≤ 30µm: both mechanical and physiochemical phenomena significant,
3. d ≤ 1µm: physiochemical filtration.
Herzig et al. (1970) analysed the elementary mechanisms acting on particles of diame-
ters greater than 30µm including; retention sites, retention forces, capture processes, and
declomatage processes, resulting in two major classifications for mechanisms:
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1. The contacting of particles with the retention sites fixing of particles on these sites,
2. The breaking away of previously retained particles.
Derived from a mass and liquid balance over porous media particle capture, the deep
bed filtration model introduced by is based upon the diffusion partial differential equation,
presented in Equation 5. This partial differential equation (PDE) looks at the net diffusion
(D) of particles. Herzig et al. (1970) presented this diffusion relationship with temporal
dependence on net retention (σ + y), and spacial dependence on the volume fraction of
particles in suspension (y), for particles suspensions travelling at a mean velocity (um).
There are three major approximations made to this diffusion relationship, as is detailed.
∂(σ + y)
∂t
+ um
∂y
∂z
= D (5)
The Third Approximation assumes no particle diffusion for diameters greater than
1µm, ensuring mechanical factors remain the major mechanism for formation damage.
This forces D = 0 within the analytical model, as shown in Equation 6.
∂(σ + y)
∂t
+ um
∂y
∂z
= 0 (6)
The Second Approximation requires low particle deposition concentration, such that
the bed porosity () remains approximately equal to the clean bed porosity (o). This
allows the separation of time-dependent variables, as shown in Equation 7.
∂σ
∂t
+ o
∂y
∂t
+ um
∂y
∂z
= 0 (7)
Finally, the First Approximation assumes moving particles can be neglected with
respect to retained particles (y  σ), shown in Equation 8.
∂σ
∂t
+ um
∂y
∂z
= 0 (8)
Implementation of this relationship allows for follow-on modelling, analysing pressure
drop due to particle retention, and allowing qualitative comparison of the multiple mech-
anisms at play. The kinetic model developed by Herzig et al. (1970) is strongly dependent
on experimentally measured quantities, and is propagated through the derived diffusion
relationship. Resulting from this, the deep bed filtration model introduced accurately
models“the change of pressure drop with [particle] retention, for the experiment from
which they were derived” [9], but do not allow generalization of the underlying dependen-
cies present.
2.4 Population Balance Approach
The population balance model of particle transport in porous media was first presented
by Santos and Bedrikovetsky (2004), as a means to improve on the long-standing deep
bed filtration model [10]. Motivation focused on three lacking characteristics of the deep
bed filtration model proposed by Herzig et al.:
• To improve on accounting for individual mechanisms of formation damage,
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• Implementation of model dependence on real parameters to allow case-specific fore-
casting,
• The use of micro-scale modelling of particle capture mechanisms.
2.4.1 Analytical Model
The authors used a stochastic model, derived from the Master equation using averaged
values across the medium [10]. The Master equation, shown in Equation 9, is an integral
representation of the change in free and captured particle concentrations over time, a
linearised representation akin to the deep bed filtration PDE. A graphical representation
of the functions denoted within the Master equation is shown in Figure 1.
[
φC(rs, x, t+ τ) + S(rs, x, t+ τ)
]
−
[
φC(rs, x, t) + S(rs, x, t)
]
=
∫ ∞
0
C(rs, x−∆, t)Ψ(rs, x−∆, t; ∆, τ)d∆−
∫ ∞
0
C(rs, x, t)Ψ(rs, x, t; ∆, τ)d∆ (9)
where:
C(rs, x, t) = Concentration function of particles with radius rs at x, t
S(rs, x, t) = Captured concentration function of particles with radius rs
at x, t
H(rp, x, t) = Vacant pore distribution with radius rp at x, t
Ψ(rs, x−∆, t+ τ ; ∆, τ) = Probability density function for particle to move from x to
x+ ∆ in time τ without being captured
Figure 1: Master equation variable representation for generic porous geometry [10]
In order to allow linearisation of the Master equation, it was assumed that particle
suspension concentration injected is very low, limiting the application of this model. Other
major assumptions include Hagen-Poiseuille flow through all pores, and incompressible
particle suspensions.
Initial conditions and boundary conditions were applied by assuming a particle-free fluid
before the injection of a particle suspension with given size distribution, cinj. Following
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this, the equations for C(rs, x, t) and S(rs, x, t) were found for regions before and after
the particle concentration front, by method of characteristics.
This initial model developed by Santos and Bedrikovetsky (2004) showed that particles
of different sizes filtrate independently, and capture rate for each population is a function
of the particle size. Separate models were derived for small, intermediate, and large
particles, and it was seen that only the injection of intermediate-sized particles follow the
deep bed filtration model.
In 2006, Santos and Bedrikovetsky (2006) developed the model to find a time dependent
function of the vacancy concentration h(x, t), and showed that no deep bed filtration
occurred in uniform pore-size media [11].
You et al. (2013) further developed this population balance model accounting for only
the accessible areas within pores, reducing effective pore sizes, and proposing a long-term
particle straining solution [12]. This solution shows that pores plug in descending size,
and that the breakthrough size constraints are dependent on the incoming particle size
concentrations. The mathematical model derived showed clogging of pores asymptotically
as t→∞.
In 2014, You et al. (2014) showed derivation of the second order asymptotic solutions
of C(rs, x, t) and S(rs, x, t) behind the particle concentration front, allowing improvement
of the C(rs, x, t), S(rs, x, t) and H(rs, c, t) distribution functions [13]. It is noted however,
that the second order solutions only hold valid for one-dimensional particulate flow.
2.4.2 Comparison to Experimental Results
The population balance model initially derived by Santos and Bedrikovetsky showed
strong alignment in permeability reduction calculations with their cross-flow micro-filtration
experiments. Their permeability reduction data can be seen in Figure 2, showing high
alignment close to the transient permeability reduction solution, however deviation is seen
on short time-scales for all particle concentrations. Interestingly, a systematic deviation
can be observed at higher injected particle concentrations for short time-scales, with this
overestimation of permeability reduction being caused by the linearisation of the Master
equation. The low injected particle concentration, on the other hand, exhibits statisti-
cal deviation for a large region of the test time, indicating the probabilistic nature has
limiting accuracy for a reduced number of pore-blocking events.
Figure 2: Comparison of permeability reduction data [14]
9
Whilst Chalk et al. (2011) showed high correlation between experimental and analytical
results for breakthrough concentrations, the sample size used was too small to draw
verified conclusions.
Their model showed high correlation for high injected particle concentrations, but sig-
nificant over-estimation at low concentrations. The developed population-balance model
showed improved alignment to experimental results for breakthrough concentrations and
penetration length. The dependence of these variables on the ratio of particle size to pore
size was examined extensively, showing high model alignment.
As the most recent development of the population-balance model presented by Yuan et
al. (2014), their 2nd order analytical solution proved to increase alignment to experimen-
tal results obtained through a slightly modified approach to decrease particle aggregation
[13]. Whilst correlation between analytical and experimental results was high for break-
through concentration modelling, deviation was seen for low retention concentrations as
penetration depth increased. Quantifying their model’s correlation, the authors were able
to attain least square deviations from the model between 0.89% and 5.72% for varying
particles sizes [13].
2.5 Random Walk Approach
Taking a different approach, Yuan et al. (2012) developed a percolation and random
walk-based model for particle straining. Motivation for this work was the inability for
previous models to capture the large penetration depth seen experimentally of particles
whose diameter is greater than the mean pore diameter.
2.5.1 Analytical Model
The random walk model was developed to form an analytical explanation for the “exper-
imentally observed power law dependancies of filtration cofficients and large penetraion
depths of particles” [6]. Their pore network model was based on Poiseuille’s Law governing
flow resistance, and Darcy’s law shown in Equations 10 and 11, respectively [6].
ki =
pir4p
8
(10)
qi =
ki
µ
∆Pi
l
(11)
By applying Kirchoff’s law to each intersection within the pore-network model, the
probability of random walks in each throat was given by Equation 12 [6].
Pj =
qj∑
qk,viable
(12)
2.5.2 Comparison to Experimental Results
Using this model, Yuan et al. (2012) were able to successfully explain the power-law
dependency of filtration coefficients, a dependency unexplained by preceding models [6].
The two proposed power laws are shown in Equations 13 and 14, denoting filtration
coefficients (λ) close to the percolation threshold, and far above the threshold. In these
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power laws, f ∗l represents the average probability of particle flow through larger pores,
while f ∗c represents the flow-biased percolation threshold. Graphical representations of
the alignment of the derive power law relationships compared to experimental data is
shown in Figure 3.
λ ∝ (f ∗l − f ∗c )α, f ∗l → f ∗c (13)
λ ∝ (1− f ∗c )β, f ∗l  f ∗c (14)
Figure 3: Power law fitting of random walk model [6]
2.6 Analytical Model Limitations
Encompassing the presentation of this literature for analytical models of particle straining,
the main limitations of each developed model are noted.
Throughout the population-balance model initially presented by Santos et al. (2008)
and developed repetitively, major limitations include the linearization of the Master equa-
tion, and the probabilistic basis of the model [7]. This is seen clearly within comparison
of the experimental data obtained by Santos and Bedrikovetsky with the model, shown in
Figure 2. The combination of these factors restrict the applicability of the model to large
scale tests where assumptions made and probabilistic short-term divergence are negligible.
While this analytical model correlates highly with some particle straining experimentation
performed, deviation at low particle concentrations and sample times reduce the model’s
applicability.
The percolation and random walk model introduced by Yuan et al. (2012) improves
on a limitation of previous analytical models, and has high correlation between analyt-
ical results and the power law dependence of filtration coefficients seen experimentally.
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However, the model is not extensively developed, and currently lacks the wide range of
applicability visible in the population balance model.
2.7 Computational Approach to Particle Straining
An alternative approach is highlighted, attempting to correlate to experimental results
with the use of a numerical model, rather than analytical. There are three major steps
to a computational approach for modelling particle straining, each of which are detailed;
1. Fluid mechanics solver - the Lattice Boltzmann Method
2. Particle interaction solver - the Discrete Element Method
3. Coupling of the fluid and particle solvers.
2.7.1 Dimensional Analysis
Prior to the introduction of computational modelling methods, a general basis of dimen-
sional analysis is introduced. This allows for the conversion between real and simulated
properties, ensuring applicability of a computational model to real-world circumstances.
General Form
The general form used for conversion between simulation and real units is shown in Equa-
tion 15, for any given unit type x.
xreal = x¯xsimulation (15)
In order to define the conversion factors between all derivable SI units for a simple
system, the base units need to be restricted. By defining the conversion factors for length
(m), time (s) and mass (kg), or any three independent units made from these base units,
any required simulation quantity conversions can be calculated.
By using dimensional analysis throughout all trials, simulation quantities can be slightly
altered in order to ensure general applicability of the results attained.
Limiting Factors
Whilst real quantities can be simple to define due to their basis on the modelled property,
simulation quantities are constrained based on external reasons. Common restrictions in
simulation are detailed;
• Restricted by the maximum mesh size possible - due to simulation software or
computational expense limitations,
• Restricted by the minimum resolution of simulation quantities,
• Restricted by non-alterable quantities within a simulation software.
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2.7.2 The Lattice-Boltzmann Method
Background
Unlike traditional computational fluid mechanics methods which rely on continuous den-
sity and velocity fields on the macroscale, the LBM looks at averaging microscopic in-
teractions to give resulting information on the mesoscopic scale. The Lattice Boltzmann
method has been chosen for a few key characteristics, namely; that it is efficient in sim-
ulating flows through complex geometries such as porous media, and mass conserving
moving boundaries can be implemented particularly well [14, 15]. The high memory-
intensiveness of LBM will be countered by the use of parallel programming, allowing the
optimised simulation on GPU threads rather than a traditional CPU processor.
Governing Equations
The LBM is based upon local particle distribution functions which describe the statistical
mechanics of a system of particles as per the Boltzmann equation, shown in Equation
16 [15]. Discretisation of the particle distribution function is shown in Equation 17,
representing the progression of the state after a collision operation [15].
∂f
∂t
+ v · ∇f = Ω (16)
f+(x, t) = fi(x+ ci∆t, t+ ∆t) = fi(x, t) + Ωi(f(x, t)) (17)
where:
f(x, t) = Probability of finding a particle at position x at a time t
ci = Directional velocity vector
Ω(f(x, t)) = Collision operator
Neighbouring node properties are connected over time-steps by the streaming of the
particle distribution functions to the respective neighbours [15]. This is shown for a 2D
example in Figure 4.
Figure 4: Particle distribution function streaming visualisation [15]
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Chapman-Enskog Analysis
The relations of macroscopic fluid properties of interest to the particle distribution func-
tion at each node are shown in Equations 18 to 20, produced from a Chapman-Enskog
analysis of the Lattice Boltzmann method [15, 14]. Note that cs represents the speed of
sound within the lattice.
ρ =
∑
i
fi(x, t) (18)
ρu =
∑
i
fi(x, t)ci (19)
P = c2sρν
=
1
3
(τ − 1
2
)
(∆x)2
∆t
(20)
Lattice Models
A range of lattice geometry relations are available within LBM, trading between compu-
tational efficiency and solution accuracy. Skordos (1993) showed that orthogonal lattices
are optimal, with significantly improved accuracy over other shapes. Example geometries
of the D2Q9 and D3Q15 lattices are shown in Figure 5 and 6 respectfully.
Figure 5: D2Q9 Lattice model [15]
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(a) Perpendicular Streaming Components (b) Diagonal Streaming Components
Figure 6: D3Q15 Lattice model components [15]
Collision Operator
The collision operator (Ωi) is a linearization of the lattice gas autonoma scattering rules,
assuming small deviation from the equilibrium state as shown in Equation 21 [15].
Ωi(f(x, t)) = −Mij(f(x, t)− f eqi (x, t)) (21)
where:
Mij = Collision matrix
f eqi (x, t) = Equilibrium particle distribution function
Locality of the collision operator ensures mass and momentum at each lattice node
is conserved, ensuring
∑
i Ωi = 0 and
∑
i Ωici = 0. Expansion of the collision matrix
allows visualisation of the Lattice Boltzmann Bhatnagar-Gross-Krook (LGBK) collision
operator’s dependence on the relaxation time τ , as seen in Equation 22 [15].
Ωi(f(x, t)) = −∆t
τ
(
fi(x, t)− f eqi (x, t)
)
(22)
The equilibrium particle distribution function f eqi (x, t) is a truncation of the low veloc-
ity expansion of the Maxwell-Boltzmann distribution, weighted by the lattice construction
used (c′is) [14]. The general form of this function is shown in Equation 23 [14] for appro-
priate coefficients Ai, Bi, Ci, and Di.
f eqi (x, t) = Ai +Bi(ci · u) + Ci(ci · u)2 +Diu2 (23)
The Multiple-relaxation-time (MRT) LBM is a major alternative to the LBGK col-
lision operator, allowing the relaxation of different particle quantities at different rates
[15]. MRT has increased numerical stability and tuning of hydrodynamic properties over
LBGK. In order to individualise the particle quantities, the operator M is defined to
convert the particle distribution function state |f(x, t)〉 to a vector of velocity moments
|m(x, t)〉. The vector |m(x, t)〉 is defined as the column vector (ρ, r, σ, jx, qx, jy, qy, ρxx, ρxy)T .
Using this representation, the collision operator becomes as seen in Equation 24, where
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Sˆ is the diagonalised collision matrix [15].
Ωi(x, t) = −M−1Sˆ
[
|m(x, t)〉 − |meq(x, t)〉
]
(24)
Boundary Conditions
The most common boundary conditions used within LBM models are one- and two-step
bounce-back boundaries. Bounce-back methods offer stability in all regions where the
LBM flow solution remain stable [14]. They ensure mass conservation due to the lack of
additional operators required, and are simplistic to implement, however exact location of
the boundary between liquid and solid nodes is fluid viscosity dependent [15].
One step bounce-back enforces a no-slip condition at boundaries by direct reflection.
This allows continuation of purely local operators, however it is seen to be only 1st order
accurate. In two step bounce-back boundary conditions, particle distribution functions
are streamed to pseudo-lattice points on the boundary, then reflected and streamed back
from the points away from the wall. This creates a boundary midway between internal and
external nodes, and is 2nd order accurate in certain configurations. Comparative diagrams
of bounce-back and two step bounce-back are shown in Figures 7 and 8, respectively.
Figure 7: Bounce-back streaming representation [15]
Figure 8: Two step bounce-back streaming representation [15]
Two additional major types of boundary conditions used are representative of inlet and
outlet conditions. Pressure-defined boundaries are those for which the inlet pressure (P )
and flow velocity perpendicular to the inlet (uy) are defined. A set of linear equations can
be formed from the particle distribution functions in order to find the remaining desired
quantities, to solve the particle distribution function streaming in all directions [15]. In
the same construction, velocity inlet and outlet boundary conditions can be formed by
restricting the node velocities parallel and perpendicular to flow [15]. This definition
allows the formation of a linear set of equations in order to solve for the density and
streaming of the particle distribution function.
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Numerical Stability
Numerical stability is a common source of issue within the LBM, attributed to truncation
errors and ill-posed time evolution [14]. The requirement for a Courant number less than
one (C = |u|∆t/∆x < 1) common in fluid mechanics simulations can be used to classify
the ratio of τ to time step discretisation in LBM; τ/∆t ≤ 1/2 is required for numerical
stability [14]
2.7.3 The Discrete Element Method
Background
Originally introduced by Cundall and Strack (1979), the DEM is a numerical method for
modelling the discrete nature of discontinuous media [16]. The movements of individual
particles are traced by the application of; (1) Newton’s 2nd Law to the particles and (2)
force-displacement relations at contacts [17].
Governing Equations
Accounting for hydrodynamic, contact, intertial, and electrostatic forces, the translational
and rotational equilibriums of particles are shown in Equations 25 and 26 [15].
ma+ cv =
∑
i
Fi (25)
Iα + cω =
∑
i
Ti (26)
Bedrikovetsky et al. (2011) showed the forces applied on particles due to drag, lift,
gravity, and electrostatic effects can be calculated as shown in Equations 27 to 30 [18].
Fdrag =
ωpiµr2sv
H
(27)
Flift = χr
3
s
√
ρµv3
H3
(28)
Fg =
4
3
pir3sg∆ρ (29)
Felec =
∂V
∂h
(30)
As per DLVO Theory, electrostatic effects can be be defined by London’s van-der-Wall
attraction and electric double-layer effects for separations greater than the nanometer
scale. Bedrikovetsky et al. (2011) showed that the potential due to electrostatic attraction
can be modelled as shown in Equation 31, which is derived to find the electrostatic force
applied, shown in Equation 32 [18].
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VLvdW = −A132
6
[
2(1 + Z)
Z(2 + Z)
+ ln(
Z
2 + Z
)
]
(31)
FLvdW =
A132
12D1
(2x+ y + 1)
[
y
(X1)2
+
y
(X2)2
+
2
X2
− 2
X1
]
(32)
X1 = x
2 + xy + x
X2 = x
2 + xy + x+ y
Electric double-layer repulsion (EDL) has been shown by Zhang and Zhang (2011)
to be as seen in Equation 33 [19]. EDL force is caused by the repulsion of similarly
charged particles within a fluid medium. The strength of EDL is significant on the Debye
length scale (approximately the nanometer scale), and decays exponentially at increasing
distances [19].
FEDL − 4piarirjΨ
2
ri + rj
(33)
The total electrostatic interaction of particles with one-another and pore walls can be
included in the overall translational equilibrium governing particle motion.
Major Parameters
The discrete element method implemented makes use of a soft-contact particle collision
model. This allows colliding particles to overlap with one another during collision. Dur-
ing a collision, the linear elastic repulsion force between two particles is modelled as a
function of their overlap distance (δji) and their elastic stiffness (K), as shown within
Equation 34. An equivalent model is applied to the interaction of particles with walls.
The selection of the elastic parameter K is fundamental for correlation between simulation
and real interactions, whilst having major implications to the critical time-step required
for solution stability.
FK,ij = Kδij (34)
The second major parameter which is explored is the viscous damping coefficient for
collisions. The implementation of viscous damping is done through the addition of a dash-
pot in the mass-spring system of particle collisions, ensuring damping proportional to the
relative velocity difference between particles. This relationship is shown in Equation 35,
where the damping force is proportional to a viscous damping coefficient (c) and the rate
of change of particle overlap (δ˙ij).
Fc,ij = cδ˙ij (35)
Numerical Stability
Numerical stability within the Discrete Element Method is restricted by the critical time-
step required for particle collisions, as this is the most complex interaction present. The
linear elastic interaction shown in Equation 34 is the limiting factor, requiring a minimum
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time-step shown in Equation 36 [20]. This is evaluated for the smallest particle used (m),
and largest linear elastic constant (K).
∆tcrit ≤ 0.2
√
m
K
(36)
2.7.4 Coupling of the LBM and the DEM
In order to accurately account for particle-fluid interactions, the LBM must be coupled
with the DEM. The major coupling method analysed was the link bounce-back method,
chosen for simplicity whilst retaining numerical accuracy and stability.
The link bounce-back method provides an improvement on the accuracy of bounce-back
for moving boundaries, by applying bounce-back to the link between solid and fluid nodes.
The link improvement is required as the 1st order accuracy of bounce-back boundaries
has been seen to degrade the total 2nd order accuracy of the LBM solution [17].
The velocity of boundaries for link bounce-back is represented within Equation 37, and
its implementation to the particle distribution functions to and from the boundary are
shown in Equations 38 and 39 respectively [17].
vb = Up + Ωp
[
(x+
1
2
ci∆t)−Xp
]
(37)
fi′(x, t+ ∆t) = fi(x, t
+)− 2ωiρvbci (38)
fi(x+ ci∆t, t+ ∆t) = fi′(x+ ci, t
+) + 2ωiρvbci (39)
With the effect to streaming functions defined, the force exerted on a particle can be
found by the summation of momentum transfers at all boundary links. Major limitations
of this method revolve around the discontinuities present in hydrodynamic force applied
as the discretised particle moves, however Sheikh and Pak (2015) have shown this can be
remediated by the central difference averaging of hydrodynamic force calculations [17]. In
order to ensure conservation of macroscopic properties, elements within the particles are
set to an equilibrium particle distribution function to mimic rigid body motion. Sheikh
and Pak (2015) have shown that MRT is required to ensure the link bounce-back is 2nd
order accurate. Link bounce-back is used as the primary particle boundary method as
it is computationally simpler and more efficient than other proposed solutions such as
immersed boundary method or dry coupling method [17].
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3 Project Methodology
The project methodology followed is split into four major sections;
1. The creation of synthetic geometries,
2. The use of the Lattice Boltzmann Method (LBM) as a flow solver,
3. The use of the Discrete Element Method (DEM) as a method to solve for particle
interactions,
4. The coupling of the LBM and the DEM into a total flow solver.
The details of computers used throughout this project in simulations for the flow and
particle solvers are shown in Table 3, along with approximate total computational times
used.
Table 3: Details for computer specifications, and simulation time used
Com-
puter
CPU Details GPU Details
Approxi-
mate
Usage
Time
Home
Com-
puter
Intel Core i5-6500
4 Cores
3.20GHz Clock
8Gb DDR4
Memory
GeForce GTX 1070
1920 Cores
1.68GHz Clock
8Gb GDDR5
Memory
2000 hours
UQ Malt
Cluster
Intel Xeon E5-2680
48 Cores
2.50GHz Clock
256Gb DDR3
Memory
Nvidia Tesla K40m
2880 Cores
6GHz Clock
12Gb GDDR5
Memory
500 hours
UQ
Goliath
Cluster
Intel Xeon E5-2670
12 Cores
2.30GHz Clock
384Gb DDR4
Memory
Not Used 800 hours
3.1 Synthetic Geometry Creation
Synthetic geometries were created in order to create a simplified model of porous media in
nature, allowing importation of these geometries to the LBM and the DEM. Python scripts
were be used to generate ordered two- and three-dimensional geometries representing
the porous medium structure. The geometries consist of pores connected by throats
whose diameters are log-normally distributed, using measured throat sizes from literature.
Internal pores will be connected by throats at all perpendicular intersections, resulting in
coordination numbers of four in two-dimensions and six in three-dimensional geometries.
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The Python scripts to create 2D and 3D pore-throat geometries are shown in Appendix
A and Appendix B. The code is generic, producing an ordered perpendicular grid of pores
and throats using the following inputs:
• nx: the number of pores in the x-direction,
• ny: the number of pores in the y-direction,
• throat mu: the mean of the log-normal distribution of throat diameters,
• throat sigma: the standard deviation of the log-normal distribution of throat diam-
eters,
• min res: the minimum throat diameter desired - the complete geometry is defined
by this resolution.
The process taken by the Python files is detailed as follows:
Throat diameters: Throat diameters were made to reflect a log-normal distribution
of mean µ = 0.6540 and standard deviation σ = 0.7703, as presented by [21]. A log-
normally distributed set of throat diameters representative of a 95% confidence interval is
desired. In order to achieve this, 1000×(total number of throats required) are calculated,
giving a statistically large range of throats. This list is ordered, and the required number
of throats are taken from this list in evenly spaced increments. With a list of throats
found, they are scaled such that the smallest throat diameter is equal to the minimum
resolution defined by the function input.
Pore diameters: Pore diameters were fixed for all pores at dpore = max(dthroat) +
2×min(dthroat). This is done to ensure pores are larger than all connecting throats.
Entrance and exit lengths: Entrance and exit lengths were set to the pore diame-
ter, with clearance heights of 1.5× dpore. This was done to ensure adequate development
of the incoming and exiting flow, while remaining computationally efficient.
Throat lengths: Throat lengths were fixed at 1.5 × dpore, resulting in a pore radius
spacing between any two pores. This was done such that; (1) all pores remain within a
perpendicular grid, and (2) a reasonable trade off is made between flow development in
throats and computational efficiency due to the total number of lattice nodes.
Geometry plot: The Python script contains a zeros-matrix which is evaluated over
all pores and throats created, in order to indicate where flow can and cannot exist. The
visualisation of the resulting flow regions is made as a check by using a matplotlib image
plotting function, converting an integer-array to a continuous image.
Geometry export: The resulting array denoting the distinction between regions is
converted to a .dat file in order to be imported to TCLB, the LBM-based flow solver
used. The file format requires 0’s to represent flowing regions, and 1’s to represent fixed
boundaries.
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Example 2D geometries are shown within Figures 9 and 10. 3D geometries have also
been created, but are not shown here due to the difficulty to represent them.
Figure 9: 4× 4 Geometry
min res = 10 with 574, 838 total cells
Figure 10: 8× 8 Geometry
min res = 10 with 2, 509, 080 total cells
The required manipulations of the synthetic geometries for import to the LBM and the
DEM are detailed in Sections 3.2.1 and 3.3.1.
3.2 The Lattice Botlzmann Method
3.2.1 TCLB
The open-source software TCLB, a solver suit incorporating the Lattice Boltzmann Method,
is used to model fluid flow. TCLB was created by Lukasz Laniewski-Wollk, and is under
continual development. This program has been chosen due to its implementation of the
lattice models and boundary conditions desired for this project. The back-end of the
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solver is written in a mix of C and R languages, with a simplistic front-end for running
specified cases - referred to as the input .xml file.
Geometry Import
The synthetic geometries created in Python for both two and three-dimensional porous
media were imported to TCLB. This was performed by writing the geometry data to
a text file, comprised of a bit-map of ones and zeros representing solid and fluid nodes
respectively, which can be called within the input .xml file.
Selection and Alteration of Lattice Models
Throughout all simulations, a trade-off is made between simulation accuracy and com-
putational efficiency by selection of the lattice models used. Using a lattice model which
incorporates information from a larger number of surrounding nodes results in a higher
level of accuracy, but will significantly increase the computational requirements of simu-
lations.
Throughout 2D simulations, the D2Q9 lattice model is used, denoting that at each
streaming step the information from the surrounding 9 nodes (including itself) will be
incorporated. This is selected due to its prevalence within 2D LBM models, and existing
implementation in TCLB.
For 3D simulations, the optimal lattice structure to be used is the D3Q27 model, which
accounts for the information at all nodes in the immediate surrounding of the evaluated
node. Where GPU memory is saturated using the D3Q27 model, the D3Q19 model is used
instead, representing a trade-off in accuracy due to the computational power available for
this project. The use of the D3Q19 allows for a 29.6% reduction in GPU memory required,
greatly increasing the available mesh size of simulations.
Selection of Boundary Conditions
Throughout this project, multiple types of boundary conditions implemented within
TCLB are utilised for initial proof-of-concept of flow solutions. The available bound-
ary types are detailed;
• Constant velocity,
• Constant pressure,
• Periodic,
• Reflecting.
Constant velocity and constant pressure boundaries are implemented by a reverse-
solving of the macroscopic properties at boundary nodes. This forms a set of linear
equations which define the value of the particle distribution functions of nodes surrounding
those imposed by boundary conditions.
Periodic boundaries ensure that inlet flow and outlet flow for any two parallel boundaries
are equal. This is utilised to increase the effective size in the flow direction, reducing the
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effect of inlet and outlet conditions on the resulting flow solution. Periodic boundaries
were used on the inlets and outlets of all final flow solutions.
Finally, to implement reflecting boundaries representative of solid walls, one-step bounce-
back was used. This is used in preference to more complex boundary conditions such as
two-step bounce-back due to computational efficiency.
3.2.2 Data Analysis
Paraview Data Analysis Methods
Data produced within TCLB is exported to .vtk files, incorporating the data types at
each time step which are selected in the input .xml file. Paraview is utilised for the initial
visualisation of these resulting .vtk files. Due to the high computational requirement
to visualize the high resolution meshes used, Python scripts using the ParaviewSimple
library were used to extract the desired information. Example scripts are shown within
Appendix D.
Verification of Analysis Methods
Verification of data analysis methods were performed by the comparison of simulations for
a well-documented test case to values found in the literature. The analytical modelling of
fluid flow over spheres of varying radii has been well documented by Larson and Higdon
(1989), and computationally by Holmes et al. (2011). Each of these papers examined
the calculation of the Friction Coefficient, (Kf ), of flow through a unit cube, partially
blocked by a sphere at the cube’s centre. The Friction Coefficient for flow is calculated
as shown in Equation 40. It can be seen that the friction coefficient is proportional to
the net drag force across all nodes (Fdrag), and inversely proportional to the fluid density
(ρ), the fluid viscosity (ν), the sphere radius (rs), and the superficial velocity of fluid (vs).
Analytical results were published showing the relationship between the resulting porosity
of a sphere-cube arrangement, and the Friction Coefficient calculated.
Kf =
Fdrag
6piρνrsvs
(40)
Although the Friction Coefficient (F ) is not used directly in this project, many of
the required calculation steps leading to this result are required for the calculation of
permeability. Thus this allows for direct comparison to theory in order to validate both
the fluid mechanics model used, and the method of data analysis.
Convergence of Solution
In Navier-Stokes based control-volume fluid mechanics solvers, the monitoring of residuals
(the checking that conservation of mass within each control volume is satisfied) is used to
ensure convergence of a flow solution. As there is no equivalent to residuals in the LBM,
or a similar convergence-checking variable, a variable must be chosen. Alignment of this
variable to a steady solution, or an analytical solution can be used to show convergence
of the flow solution. It is desired that this chosen variable is representative of the whole
flow solution, such that variations anywhere within the resulting solution space can be
observed. For example, the monitoring of the velocity of only a single cell near a boundary
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will not necessarily show deviations caused by discretisation issues of another boundary,
reducing its applicability. The calculated permeability of a given flow solution was chosen
as the monitored variable for convergence checks, as it incorporates; the average velocity
through all cells, the net drag force acting on all solid cells, and the porosity of the
medium.
It was desired that two types of convergence testing were performed; transient con-
vergence, and mesh size convergence. The synthetic porous geometries, created within
Python, were used for convergence trials, due to the ability to easily scale the geometry
without a net loss of information. Both the 2D and 3D geometries created were simulated
for a range of geometry sizes, and the permeability calculated for all trials at a number
of time-states. This allowed for the creation of a three dimensional map of the calculated
permeabilities, where a plateau at high time states and mesh resolutions indicate conver-
gence of the flow solution. By running convergence trials on these synthetic mediums,
minimum conditions for convergence were defined, and used for all future trials, to ensure
a satisfactory flow solution could be achieved.
3.2.3 Application of Model
Synthetic Geometries
Once the model’s data analysis methods were validated, and convergence of the flow
solution was ensured, the model was used simulate flow through the synthetic geometries
created.
Flow solutions through the synthetic geometries were evaluated for two key character-
istics;
• The deviation of flow around small throat sizes in order to take the path of least
resistance through the porous geometry,
• Correlation of the calculated permeabilities of randomly generated geometries to
the permeability of sandstone formations, to view the applicability of the simplified
pore-throat geometry model.
Dolomite Geometry
Micro-CT scans of dolomite samples were obtained, a sedimentary rock composed mostly
of calcium magnesium carbonate, for permeability testing. Image processing techniques
were used externally to form a bit-map of the solid and porous segments within the rock
from the micro-CT scans, allowing for a discretised representation of the medium. Akin
to the synthetic geometries created, three segments of the dolomite sample were imported
into TCLB for permeability analysis.
The calculated permeability of these samples were compared to that found from Smoothed-
Particle Hydrodynamics (SPH), an alternate fluid mechanics solver for particle interac-
tions.
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3.3 The Discrete Element Method
3.3.1 ESyS-Particle
Interactions between particles are modelled using Esys-Particle, an open source software
with implementation of the Discrete Element Method. ESyS-Particle is a C++ simulation
engine developed by Weatherly et al.. ESyS-Particle has been chosen due to its simplicity
in running - all inputs are given through a Python script interface, and its architectural
similarity to TCLB.
Geometry Importation
While TCLB allows for a geometry import in the form of a point cloud indicating solid and
fluid nodes, a similar method was not available within ESyS-Particle. The only available
method of geometry import was through the discretisation of a desired geometry into
triangles, and importing of these triangle coordinates as a text file. To achieve this, a two
step process was performed through a python script;
1. The marching cubes algorithm was used in order to traverse from a point cloud
created for TCLB, to a 3D shape of tessellated triangles,
2. All triangles were tested for the directionality of their normals, and altered where
necessary.
(1) The marching cubes algorithm is a well documented iterative algorithm used to
turn a point cloud into a collection of tessellated triangles. The algorithm is existent
within the Python Scipy library, and is a simplistic algorithm, which does not account for
mesh refinement at ’areas of interest’, or reduce the number of triangles used to create
unimportant sections.
(2) Walls within ESyS-Particle only work as intended in one direction; used correctly
they will reflect an incoming particle, whereas if used in the reverse orientation colliding
particles will be accelerated through the wall. In order to ensure correct implementation,
the normals of all triangles were aligned such that the normals pointed inside the geometry
structure as desired. To do so, two vectors were made from the points in each triangle, and
the vector perpendicular was found by a cross product of these vectors. With the normal
found, and considering a discretised point-cloud was known initially, the state of material
(solid or liquid) at the point one step away from the triangle in the normal direction was
checked. Where normals were found to be directed outwards, the notational order of the
vertices within the triangle were flipped, in order to reflect the normal direction.
The python script used for creation of these geometries is shown within Appendix B.
Selection of Major Parameters
As detailed in Section 2.7.3, the major parameters whose effective selection was required
for the simulation of particle interactions include the linear-elastic coefficient (K), and
the viscous damping coefficient (c).
Testing was performed on a cubic array of free particles dropping under the effect of
gravity, colliding with a flat plane. A wide range of values for the linear elastic coefficient
(K), and the viscous damping coefficient (c), were examined. The net decay of kinetic
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energy of the total system was tracked over time, in order to ensure that the combination
of these coefficients allowed for realistic particle-particle and particle-wall collisions.
3.4 Coupling of the LBM and the DEM
Complete coupling of the LBM and the DEM was not able to be fully implemented within
the time constraints of the project, however a method for this coupling is proposed.
Three feasible methods of coupling, with respect to the already implemented TCLB
and ESyS-Particle codes, are available;
1. The writing of particle interactions (the DEM) into TCLB,
2. The writing of a fluid solver (the LBM) into ESyS-Particle,
3. The coupling of TCLB and ESyS-Particle, making use of each of these base solvers.
The coupling of TCLB and ESyS-Particle with one another is chosen as the favourable
method, in order to significantly reduce the code development required. An additional
positive result is the allowance for both solvers to continue to be developed individually,
giving additional functionality to the total solver with minimal additional time require-
ments.
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4 Results
The results from all simulations, and code implementation investigations, are presented.
Both positives and negatives of these results are highlighted, and the critical analysis of
the methods used and results obtained are shown in Section Five.
4.1 The Lattice Boltzmann Method
4.1.1 2D Simulations
Synthetic Geometry Flow Solution
Simulations were run to attain the flow solutions found for multiple two-dimensional
synthetic geometries, using a variety of inlet and outlet boundary conditions. Figure 11
shows a flow solution through a synthetic geometry, using periodic boundary conditions
and driving the flow with a body force. Streamline indicators, and available filter of
Paraview, are also shown on top of the flow solution. From these streamlines, it can
clearly be seen that there is a deviation of flow around relatively thin throats, in order to
take the path of least resistance. Interesting features such as recirculation regions are also
seen, and there is no immediate evidence to suggest the flow development regions through
the throats or inlet sections is incomplete. Periodic flow is seen to work as desired, with
the matching of velocities and pressures seen at the inlet and outlet.
Figure 11: 2D Synthetic geometry flow solution with applied body force and periodic inlet
and outlet boundaries
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Convergence of Solution
Convergence of the flow solution was examined for both the spatial and temporal domains.
This was performed by selecting a single candidate synthetic geometry (selection of throat
sizes), and running force-driven simulations for 10 differing mesh refinements, ranging from
23, 424 cells up to 2, 077, 060 cells. Simulations were run for 150, 000 time step iterations, a
significantly longer time than common LBM simulations, to ensure temporal convergence
was satisfied.
The calculated permeabilities for each mesh resolution at transient state are shown
within Table 4, and graphically in Figure 12. As can be seen, mesh refinement convergence
has not been achieved, as the resulting permeabilities continue to diverge as the mesh is
further refined. Small scale testing of greatly increased mesh sizes were performed, under
limitations of the computational power available, which showed no convergence of the
calculated permeability. This issue will be discussed significantly in Section 5.1.2.
Table 4: 2D Synthetic geometry spatial convergence data
Minimum Throat
Resolution, (No. of
Cells)
Calculated
Permeability, k (md)
2 161.96
4 145.44
6 119.65
8 118.31
10 102.41
12 94.72
14 81.98
16 74.80
18 65.49
20 59.64
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Figure 12: 2D Synthetic geometry spatial convergence
Temporal convergence was analysed by viewing the resulting permeability of time-states
10,000 iterations apart, for all mesh refinements examined. An example set of temporal
convergence results for a mesh with a minimum throat resolution of 12 cells is shown
in Table 5, and shown graphically in Figure 13. It was observed that there was evident
transient convergence of solution after 10, 000-70, 000 iterations, with the deviations in
the permeability calculated reduced to less than 0.0001% of the value’s magnitude.
Table 5: 2D Synthetic geometry temporal convergence
10, 000′s of Iterations
Calculated
Permeability, k (md)
1 94.4793
2 94.6891
3 94.7212
4 94.7169
5 94.7180
6 94.7183
7 94.7183
8 94.7183
9 94.7183
10 94.7183
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Figure 13: 2D Synthetic geometry temporal convergence
Analysing the total 3D state-space of permeabilities, the calculated values for all mesh
refinements and time-states are shown within Figure 14. Once again it can clearly be
seen that while transient convergence is present for each trial, spatial convergence is not
satisfied. This is clear by the fact that a ’plateau’ region of uniform calculated permeability
is not observed.
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Figure 14: 2D Synthetic geometry temporal and spatial convergence
4.1.2 3D Simulations
Synthetic Geometry Flow Solution
Akin to the two dimensional simulations presented, simulations were run on 3D synthetic
geometries for a range of boundary conditions. Example flow solutions were created using
velocity/pressure inlet/outlet boundary conditions, before moving on to periodic bound-
ary conditions with a body force present. Whilst common test cases for 2D simulations
included a 4× 4 or 8× 8 structure of perpendicular pores, 3D simulations were restriced
to 2× 2× 2 structures of pores, due to GPU memory limitations present.
An example flow solution of the 3D synthetic geometry using periodic boundaries and
driven by a body force is shown in Figure 15. Flow characteristics such as deviation of
flow direction to large throats are seen as predicted.
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Figure 15: 3D Synthetic geometry spatial convergence
Convergence of Solution
Analysis of flow solution convergence in both the spatial and temporal resolutions was
desired. A high resolution mesh was impossible with GPU memory limitations present.
The maximum mesh size which could be performed, using the D3Q19 lattice model for
reduced memory requirement, included 21, 751, 300 cells.
Temporal resolution was analysed for the mesh sizes available, with the resulting per-
meabilities calculated for a 21, 751, 300 (minimum throat resolution of 6 cells) seen to
converge after 150, 000 time steps. For the 3D simulations, temporal convergence was
observed at a significantly time step compared to two-dimensional simulations, due to the
increased complexity of the model.
4.1.3 Data Analysis
Dimensional Analysis
For all TCLB trials, dimensional analysis was performed to ensure that simulation quan-
tities could be converted back to real parameters, and took on realistic values. The
units which were constrained in simulations are shown within Table 6, along with their
justifications.
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Table 6: TCLB dimensional analysis - constrained units
Variable Justification
Distance, x¯
xs = 1 constrained to be equal to one
unit in simulation space, xr
constrained by the respective size of
the real world medium modelled.
Viscosity, ν¯
νs = 1 constrained by TCLB set up,
νr = 1× 10−6 to represent water.
Following from these constrained units, all desired real-world parameters could be cal-
culated. The derived conversion relationships used for the major calculated expressions
are shown within Table 7.
Table 7: TCLB dimensional analysis - derived units
Variable Justification
Time, t
LBM fluid viscosity is defined by
ν = 1
3
(τ − 1
2
)∆x
2
∆t
. A relaxation time
(τ) of 1 is used to ensure numerical
stability of solution, thus: t¯ = 1
6
x¯2
ν¯
Gravity, g g = x
t2
→ g¯ = x¯
t¯2
Permeability, k k = − µvs∂P/∂x = − µvsFd/V → k¯ = x¯
2
6
Validation of Data Analysis
Validation of data analysis methods was essential to ensure the accurate calculation of
permeabilities. The main source of validation used is the comparison of numerical simu-
lation results with analytical results presented within the Literature. Larson and Higdon
(1989), and Holmes et al. (2011) presented analytical and computational solutions re-
spectively for the friction coefficient (Kf ) for flow past a solid sphere packed within an
empty cube, for varying net permeabilities. The replication of these systems involved
three major steps;
1. The calculation of the discretised radius of a sphere packed within a cube, in order
to approximately attain a desired net permeability,
2. The creation of this synthetic geometry, and import to TCLB,
3. The calculation of the Friction Coefficient, (Kf ).
(1) The available radii of the ‘sphere within a cube set-up’ was constrained by the ge-
ometry import method available to TCLB. Due to the requirement of a discretised point
cloud indicating each cell to be solid or fluid, the spherical geometry radius was required
to be an integer. The total mesh size available was constrained to be 301×301×301 cells
due to dimensional analysis. This was caused such by the minimum available forcing in
TCLB of 1× 10−6m/s2, ensuring that realistic parameters could still be drawn from the
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resulting simulations. In order to find the optimal sphere radius within this cube to ap-
proximate a desired permeability, a python script was created, using Newton’s Bisection
method. This radii selection code is shown within Appendix E.
(2) The script used to create a sphere of selected radius within a cube, along with ex-
port to a geometry file for TCLB, is shown within Appendix E. This was performed using
a similar method to the evaluation of a spherical pore within the 3D synthetic geometries
created previously.
(3) The calculation of the Friction Coefficient (Kf ) is shown within Equation 41, while
the conversion from simulation to real parameters is shown within Equation 42 to be equal
to one, as Kf is a dimensionless parameter [22]. In order to perform this calculation,
the net drag force over the cylinder was required. The lattice information relationship
shown in Equation 43 was incorporated into the D3Q19 model in TCLB, allowing for the
calculation of the net drag force over the solid nodes by a direction-dependent summation
of particle distribution functions. Equation 43 shows the drag force (Fj) on a solid node
for any planar direction j, as a function of the planar direction of streaming nodes i, and
their particle distribution function. Other methods were examined, such as looking at the
net pressure gradient through the solution space by averaging data taken from slices in
Paraview scripts, however these methods resulted in largely unpredictable results across
varying test cases.
Kf =
Fdrag
6piρνrsvs
(41)
K¯f = 1 (42)
Fj =
∑
i
ejfi(x, t) (43)
where ej = 1 for a component in the same planar direction
= 0 for no component in planar direction
= −1 for component in negative planar direction
Simulations of flow past these spheres of varying radii were extremely computationally
expensive, requiring 12-17 hours to ensure transient convergence, due to the extremely
large mesh size. An example flow solution is shown within Figure 16.
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Figure 16: Example flow solution for flow around a sphere
The resulting Friction Coefficient data obtained for multiple sphere radii are plotted
alongside analytical results found in the literature, shown in Figure 17. As can be seen,
there is extremely high alignment between these results generated through TCLB, and the
problem’s analytical solution, verifying both the simulation and data analysis processes
followed.
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Figure 17: Comparison of friction coefficient calculations with literature
4.1.4 Application to Dolomite
With the simulation and analysis methods undertaken validated for 3D simulations, the
calculation of permeabilities for the Dolomite samples taken from micro-CT scans was
performed. A resulting cast shape from micro-CT scans of Dolomite is shown within
Figure 18. An example flow solution for a dolomite sample is shown in Figure 19, where
periodic inlet and outlet boundaries are used, and a net body force of 1 × 10−6m/s2 is
applied.
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Figure 18: Example dolomite cast
Figure 19: Example dolomite flow solution
With transient convergence achieved at approximately 400,000 iterations for each of the
three samples, the resulting permeabilities calculated are shown in Table 8. These per-
meabilities are shown alongside data obtained from external computational calculations
of the permeability, using smoothed-particle hydrodynamics.
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Table 8: Comparison of calculated permeabilities for Dolomite with Soft-Particle Hydro-
dynamics results
Sample
Number
LBM Calculated
Permeability, k
(md)
SPH Calculated
Permeability, k
(md)
1 459.10 434.14
2 473.68 221.73
3 1000.07 591.46
As can be seen within Table 8, there is reasonable alignment of the permeabilities
calculated with respect to the SPH results obtained.
4.2 The Discrete Element Method
4.2.1 Geometry Importation
Using the methodology presented in Section 3.3.1, the resulting imported geometry for
ESyS-Particle is shown within Figure 20.
Figure 20: ESyS-Particle imported synthetic geometry
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4.2.2 Parameter Selection
Major Parameter Testing
In order to perform testing for the linear-elastic coefficient (K), and the viscous damping
coefficient (c), trials were set up iterating over a large range of possibilities for each of these
values. The values explored for each of these constants consist of K ∈ [600, 1500]Nm,
and c ∈ [0.06, 0.24]Nm/s. This range was chosen to reflect values given for similar
experimentation within ESyS-Particle documentation.
The dropping of a cubic packing of unbound particles under the effect of gravity, and
bouncing off a planar wall, was analysed, and the net kinetic energy over time of the total
system was recorded. This was quantified by looking at the integral of the resulting net
kinetic energy function over a constant test time of 0.2s simulation time. Image of the
cubic packing structure before and after collision with a planar wall is shown in Figure
21, and the results from all trials are shown in Figure 22.
(a) Time-state 0 (b) Time-state 10
(c) Time-state 20 (d) Time-state 50
Figure 21: Snapshots of Unbound Cubic Particle Structure Bounce
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Figure 22: Kinetic energy integral results from manipulation of K and c
This testing was performed in order to select a combination of values for the linear-
elastic and viscous damping coefficients such that realistic results could be observed. It
was desired than a significant trade-off would be visible within Kinetic Energy results,
indicating an optimal state space, but the clearly linear relationships seen within results
show that this was not achieved.
4.2.3 Percolation of Synthetic Geometries
Percolation of particles of varying radii through synthetic geometries is desired, in order
to see how the effective area of throat inlets are reduced due to particle ’jostling’. Due to
this effect, particles may not pass through certain throats, despite their diameter being
significantly smaller than that of the throat. Percolation results were obtained by running
ESyS-Particle simulations over the complex geometry imported, by dropping a particles
of distributed radii into the geometry. The Python script used to create this geometry is
shown in Appendix C.
It was quickly seen that the simplicity of the marching cubes algorithm used greatly
increased the CPU requirement of computations, and restricted the feasible geometry
size for simulations. Thus, a simplified 3D synthetic geometry was created, detailing
consecutive pores with reducing throat diameters between one another. This geometry is
shown within Figure 23.
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Figure 23: Simplified ESyS-Particle imported synthetic geometry
Percolation of particles through the imported geometry under gravity showed very suc-
cessful results, with both particle-particle and particle-wall interactions acting favourably.
Particle jostling was seen to occur to a large extent, and significantly reduced the ability
for percolation to occur. Exact quantitative results are not retrieved from the percolation
simulations performed, as without flow flow governing the motion of particles between
collisions, interesting results do not arise. Qualitative results are shown in freeze-frames
of particle percolation, shown in Figure 24.
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(a) Time-state 0
(b) Time-state 300,000
(c) Time-state 450,000
(d) Time-state 600,000
(e) Time-state 1,000,000
Figure 24: Snapshots of particle percolation through simplified geometry
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5 Discussion
Throughout this section, a critical analysis is presented on the methodology followed
and results obtained. Recommendations are proposed for this project’s methodology,
highlighting how errors can be resolved, and allowing the improvement of TCLB and
ESyS-Particle utilisation.
5.1 The Lattice Boltzmann Method
5.1.1 Validation of Model
The validation method of the LBM methodology focused on the simulation of flow around
a sphere of varying radii packed within a cube. Comparisons were drawn of the Friction
Coefficient calculated for trials at varying porosities and analytical solutions for the prob-
lem found in the literature. The overlay of simulation results, and analytical solutions
from the literature are shown within Figure 25.
Figure 25: Comparison of friction coefficient calculations with literature
High alignment of simulation results show three major validations;
1. The validity of the underlying flow solver, TCLB, and the correct set-up of these
simulations,
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2. Alignment of the dimensional analysis used to correlate simulation and real-world
parameters,
3. The validity of data analysis methods used in order to attain data from the simula-
tions.
Interestingly, a deviation in results from the analytical was not seen, despite discreti-
sation of the spherical geometries within simulations. One-step bounce-back boundaries
were used within these trials, the simplest method of reflection of fluid properties at
boundaries, but the spatially large scale of tests has allowed for errors in the discretised
curves to be minimized. Thus, high alignment of simulation and literature calculations
of the Friction Coefficient were seen, validating the implementation and data analysis
methods used.
5.1.2 Convergence of Solution
Convergence of solution trials were performed in both the spatial and temporal domains,
for two- and three-dimensional synthetic geometries. The calculated permeability of the
total geometry was tracked in order to observe alignment of this calculated permeability
to limiting values, once convergence of the flow solution was satisfied.
Three-dimensional convergence of solution trials were not able to be performed to test
for convergence of the flow solution in the spatial domain. This was due to the cubic
scaling of mesh memory requirements with minimum mesh resolution, saturating the
computational power available. Despite this, validation comparisons against analytical
models within the literature have shown that convergence of solution has been met for
the largest scale tests attainable.
Discretisation of Geometry
Throughout two-dimensional trials, temporal convergence was seen effectively, with 10, 000−
70, 000 time-steps required to ensure deviations in permeabilities calculated remained be-
low 0.0001% of their transient value. Spatial convergence, however, was not seen for
the range of mesh refinements examined, nor for extremely high resolution meshes. This
highlights a significant limitation of the method used for simulations. Previously attained
validity of the data processing techniques used indicate that error has arisen due to the
discretised nature of the boundaries used. The synthetic geometries encompass a large
amount of spherical curves (for each pore), which result in a varying discrete staircase
structure for varying mesh refinement. Trials were run for extremely high mesh refine-
ment, limited only by the computational power available, and convergence was still not
seen. This strongly indicates that while discretisation is a significant cause error, the lack
of improvement at higher mesh resolutions imply that the boundary conditions used for
the interface between solid and fluid nodes has also been a crucial factor limiting accuracy
of the flow solution.
Improved Boundary Condition Methods
The use of one-step bounce-back, and discrete geometry shapes, has resulted in fluid re-
flections not indicative of the desired curved geometries. The cause of this is the simplified
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reflection technique employed.
This observed issue may be able to be rectified by the use of an improved boundary
condition method. Possible methods include two-step bounce-back or immersed moving
boundaries, each aimed to increase the accuracy of the flow solution at fluid-solid interface
boundaries.
Immersed moving boundaries, for example, examine the volume fraction of solid and
fluid present at any node surrounding. By doing so, reflection of fluid at any solid interface
would more effectively weight the dependence of the LBM streaming function on specific
boundary nodes. This would allow for incorporation of accurate reflections from curved
boundaries, greatly improving on the discrete nature of the geometries imported, and
allowing for a valid flow solution.
5.1.3 Recommendations
Improvement on the results obtained require two adjustments to the method followed; an
improved method for boundary conditions for discrete boundaries, and improved compu-
tational power for the availability of increased mesh resolution.
Improved boundary conditions, capturing the volume fraction of solid surrounding a
boundary node would for significantly decreased errors associated with the discrete nature
of geometry import for curved boundaries. With the implementation and use of another
method, convergence trials in the spatial domain must be re-performed, to ensure conver-
gence of the flow solution can be achieved. A numerical comparison should be made to
quantitatively define the applicability of the range of possible boundary conditions in the
LBM. This numerical comparison would allow for the correlation between the n’th order
accuracy of a given solution, and its required resolution to converge spatially.
Parallel computations within this project were limited by the GPU processing power
available, with a max of 12Gb on a Nvidia Tesla K40m graphics card. This allowed for a
maximum size resolution in 3D of 301× 301× 301 cells, using a D3Q19 lattice structure.
A significant increase of the GPU memory usable would allow for vastly increased lattice
sizes, allowing for three-dimensional mesh resolution analysis, as well as the use of the
more accurate D3Q27 lattice model.
5.2 The Discrete Element Method
5.2.1 Simulation Parameters
Testing for the DEM, within ESyS-Particle, converged to the attempted selection of the
linear-elastic and viscous damping parameters to accurately model collisions. Figure 26,
the result of testing, shows the time integral of the system kinetic energy for a falling
cubic lattice of unbounded particles colliding with a wall, for K and c parameters. It was
expected that a trade-off point would be seen between rigid body motion, and endless
particle vibrations, allowing selection of the optimal constants. As can be observed, there
was no ’sweet-spot’ of parameters which allowed for an optimal KE. This resulted in the
selection of parameters K and c based on values found within the literature.
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Figure 26: Kinetic energy integral results from manipulation of K and c
5.2.2 Geometry Import
Geometry import of a triangular mesh geometry, created through a modified marching
cubes algorithm, was been successful. The generic creation of these geometries shows sig-
nificant applicability for implementation of complex media within ESyS -Particle. Signifi-
cant limitations are present for the available complexity of geometries with ESyS-Particle,
due to computational limitations. An improved method of geometry creation and import
is further proposed in order to significantly reduce memory requirement, and increase the
accuracy of the geometries created to reflect the geometry designed.
5.2.3 Recommendations
Improvement of simulations performed within ESyS-Particle should be focussed on two
aspects; an improved method for selection of the collision parameters, and improvement
to the accurate definition of imported geometry.
Collision Parameter Selection
Improvement on the collision parameters selected would require the implementation of a
new method for determination of the linear-elastic and viscous damping collision coeffi-
cients.
A method is proposed which would expand on that attempted within this project, to
ensure validity. Primarily, the dimensional analysis of the simulation, and thus the respec-
tive range of constant K and c used throughout simulations should be re-examined. The
dropping of a cubic pack of unbound particles remains a viable option for testing of these
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constants, as it allows for the averaging of particle energy over multiple particle-particle
and particle-wall collisions. A small investigation should be made as to the calculation
of the integral of system kinetic energy over time, for varying limiting kinetic energies.
In this manner, invalid parameter selection such as a significantly reduced viscous damp-
ing coefficient would be easily observed within the net kinetic energy distribution due to
ongoing vibrations.
With this testing performed, the coefficient of restitutions from bouncing particles
(replicating small rocks) should be examined through simulations monitoring the bounc-
ing heights of a single given particle after collision with a planar wall. This would allow
for comparison to equivalent experimental results for the measurement of a given rock’s
coefficient of restitution. By defining the optimal system characteristics based on the
coefficient of restitution, a relationship can be formed between the required linear-elastic
coefficient and the viscous damping coefficient.
Overlaying of these two testing methods would allow for results for the total kinetic
energy dissipation for varying K and c, along with a highlighted solution space denoting
the optimal relationship between these variables. This would allow for justified selection
of these parameters based on a realistic kinetic energy dissipation region which falls within
the optimal solution space defined by the coefficient of restitution for the material.
Geometry Importation
Observed issues within geometry import are caused by the increased memory required for
simulations using a complex 3D geometry structure, and the inaccuracies present for the
discretisation of geometries.
Improvements made to the base marching-cubes algorithm utilised would allow for the
resolution of both of these technical challenges. In areas where particle motion is not
significantly dependent on the discrete nature of geometry imported, such as along the
axial directions of throats connecting pores, geometry can be much less refined whilst
remaining refined in the circumferential direction. This would allow for reduction in the
number of triangles required for a given geometry, reducing the memory requirement sig-
nificantly. To improve on the discrete nature of the geometry, the resolution of geometries
should be increased significantly at areas of interest. At the inlet sections of throats, the
circumferential direction of throats, and the curves present within pore structures, the in-
crease in the number of triangles used to create this geometry would allow vastly improved
alignment to the curved design of the geometry. An optimal geometry creation method
would incorporate the true design of a geometry, and selectively use large or small trian-
gles within a marching-cubes algorithm to selectively refine mesh based on the ‘linearity’
of the segment. This would allow for decreased unwanted effects of particle motion, and
allow percolation to accurately account for the idea that a particle of diameter d−  can
pass through a throat of diameter d for some small .
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6 Conclusions
This project has encompassed three separate major aims;
1. The calculation of complex geometry permeabilities through a fluid mechanics solver
based on the Lattice Boltzmann Method,
2. The simulation of particle percolation through synthetic geometries using a solver
for the Discrete Element Method,
3. The coupling of the LBM and the DEM to a total solver, allowing for the determi-
nation of a numerical model detailing the permeability reduction of porous media
due to particle straining.
A major advancement of this project is focused on the generation of synthetic geometries
representative of porous media found in nature. The synthetic media created include
both 2D and 3D geometries, and are imported for use within the flow and particle solvers
utilised.
Use of the Lattice Boltzmann Method, through TCLB, showed success in the verifica-
tion steps used, and the calculation of the permeability of candidate Dolomite samples.
The synthetic geometries created were used in an attempt to perform convergence of
solution trials in the temporal and spatial domain for both two- and three-dimensions.
Temporal convergence was shown to be satisfied both both two- and three-dimensional
geometries, however convergence was unable to be attained in the spatial domain. Areas
of improvement are highlighted to allow for the accurate capturing of curved geometries,
and spatial convergence of solution testing. Results from validity-testing simulations, and
Dolomite samples, were compared to analytical solutions found in the literature where
available, and to similar simulation from other fluid mechanics solvers, showing high align-
ment of results. The methods of implementation and data analysis used show significant
verification, allowing for the LBM to be used in the desired total solver accounting for
fluid and particle interactions.
Results from the Discrete Element Method, used through ESyS-Particle, showed signif-
icant draw-backs in the methodology followed. The testing methods used for the selection
of major collision parameters have not shown an optimal solution space, and an extension
of this method is proposed for improvement. Synthetic geometries created were success-
fully imported into ESyS-Particle by the use of a modified marching-cubes algorithm,
and showed full functionality. Small-scale percolation testing was performed, showing the
desired characteristics of percolation, particle straining, and particle jostling.
Due to limitations in project time, computational power available, and error in the
implementation of methodology throughout ESyS-Particle, coupling of the LBM and the
DEM was not achieved. Further work is required in order to understand the underlying
architecture of the ESyS-Particle and TCLB base codes, to allow for merging of these two
techniques as desired.
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Appendices
A 2D Synthetic Geometry Creation - TCLB
”””
Created by William Martin
This script is used in order to create a generic 2D geometry for a
synthetic porous media. Data is taken from the literature in order
to define the log−normal distribution of throat diameters , for
fixed pore diameters .
A selected l i s t of pores is placed within the ini t i l i sa t ion
function of the class createGeometry , used to make varying sized
geometries of the throat size selections .
The script creates and exports 2 f i l e s ;
1 f i l e (. dat) giving the TCLB import bitmap geometry ,
1 f i l e (.msh) giving the ESyS−Particle triangular mesh geometry
”””
import numpy as np
import matp lo t l i b . pyplot as p l t
from b i s e c t import b i s e c t l e f t
th roa t s 4x4 = [5 , 7 , 3 , 4 , 1 5 , 11 , 1 , 6 , 5 , 4 , 3 , 2 , 9 , 1 8 , 7 , 13 , 1 , 7 , 10 , 4 , 2 , 2 , 8 , 5 ,
3 , 2 , 6 , 3 , 4 , 9 , 1 2 , 1 ]
pores 4x4 = [ ( 4 0 , 16 , 20) , (40 , 46 , 20) , (40 , 76 , 20) , (40 , 106 , 20) ,
(70 , 16 , 20) , (70 , 46 , 20) , (70 , 76 , 20) , (70 , 106 , 20) ,
(100 , 16 , 20 ) , (100 , 46 , 20 ) , (100 , 76 , 20 ) , (100 , 106 , 20) ,
(130 , 16 , 20 ) , (130 , 46 , 20 ) , (130 , 76 , 20 ) , (130 , 106 , 2 0 ) ]
c l a s s createGeometry :
de f i n i t ( s e l f ,n ,m, throat mu , throat s igma , min res , t i t l e ) :
”””
INPUTS
n = number of pores in x−direction − int
m = number of pores in y−direction − int
throat mu = lognormal mean throat size − f loat
throat signma = lognormal standard dev throat size − f loat
min res = minimum resolution desired (min throat width)
− int <− EVEN
t i t l e = t i t l e of output f i l e − string
”””
s e l f . n = n
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s e l f .m = m
s e l f . throat mu = throat mu
s e l f . throat s igma = throat s igma
s e l f . num throats = (m+1)∗n+m∗(n−1)
s e l f . CI = 0 .95
s e l f . min res = min res
s e l f . t i t l e = t i t l e
s e l f . t h r o a t l i s t = s e l f . c r e a t e t h r o a t s ( )
#####################################################
# Hash this i f you do not want to use the selected #
# sample of throat sizes #
i f n == 4 and m == 4 :
s e l f . t h r o a t l i s t = [ i∗min res f o r i in th roa t s 4x4 ]
####################################################
# Setting sizes for pores , throats , end segments
s e l f . pore d iameter = (2∗ i n t ( (max( s e l f . t h r o a t l i s t ) +
2∗min( s e l f . t h r o a t l i s t ) ) / 2 ) )
s e l f . t h r oa t l eng th = in t (1 .5∗ s e l f . pore d iameter )
s e l f . end length = s e l f . pore d iameter
s e l f . end he ight = s e l f . t h r oa t l eng th
# Setting total size of geomtery
s e l f . Lx = s e l f . end length + (m+1)∗ s e l f . t h r oa t l eng th
s e l f . Ly = 2 + (n−1)∗ s e l f . t h r oa t l eng th + s e l f . end he ight
# Creating l i s t of pore locations
s e l f . p o r e l i s t = s e l f . c r e a t e po r e s ( )
# Creating empty array of ones ( this is the geometry f i l e )
s e l f . array = np . ones ( ( s e l f . Ly , s e l f . Lx ) )
# Printing info for TCLB .xml f i l e
pr in t ( ' min res : ' , 2∗min res )
p r i n t ( ' nx : ' , np . shape ( s e l f . array ) [ 1 ] , ' ny : ' ,
np . shape ( s e l f . array ) [ 0 ] )
p r i n t ( ' pore s i z e : ' , i n t ( s e l f . pore d iameter /2) )
p r i n t ( ' Total c e l l s : ' , s e l f . Lx∗ s e l f . Ly)
# Evalute throats & pores and evaluate s e l f . array
s e l f . eva luate ( )
# Calculate ann print geometry porosity
z e ro s = 0
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ones = 0
array = s e l f . array [1:−1 , s e l f . end length :− s e l f . end length ]
f o r i in range ( s e l f . Lx−2∗ s e l f . end length ) :
f o r j in range ( s e l f . Ly−2):
i f array [ j , i ] == 0 :
z e ro s += 1
e l s e :
ones += 1
pr in t ( ' phi : ' , np . round ( z e ro s /( z e r o s+ones ) , 8 ) )
de f c r e a t e t h r o a t s ( s e l f ) :
”””
Gets a l i s t of the throats to be used
Takes a sample space of lognormally distributed values for the
mu & sigma given , and takes equidistant values out of this to
give a lognormally distributed selected l i s t of throat sizes
”””
l o g n o rma l l i s t = np . ndarray . t o l i s t (np . random . lognormal (\
s e l f . throat mu , s e l f . throat s igma ,1000∗ s e l f . num throats ) )
l o g n o rma l l i s t . s o r t ( )
mean = np .mean( l o g n o rma l l i s t )
# Bisect method used to find mean index #
de f t akeC lo s e s t (myList ,myNumber ) :
pos = b i s e c t l e f t (myList ,myNumber)
i f pos == 0 :
re turn myList [ 0 ]
i f pos == len (myList ) :
r e turn myList [−1]
be f o r e = myList [ pos−1]
a f t e r = myList [ pos ]
i f a f t e r − myNumber < myNumber − be f o r e :
r e turn a f t e r
e l s e :
r e turn be f o r e
# Getting mean, lower , and upper indexes #
new mean = takeC lo s e s t ( l o gno rma l l i s t , mean)
mean index = l o g n o rma l l i s t . index (new mean )
lower index = in t (np . f l o o r ( mean index −
( s e l f . CI/2+0.165)∗ l en ( l o g n o rma l l i s t ) ) )
upper index = in t (np . c e i l ( mean index +
( s e l f . CI/2−0.165)∗ l en ( l o g n o rma l l i s t ) ) )
s e l f . mean = mean
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s e l f . lower = l o g n o rma l l i s t [ l ower index ]
s e l f . upper = l o g n o rma l l i s t [ upper index ]
# Creating l i s t of throat sizes to use #
d i f f = np . f l o o r ( ( upper index−l ower index )/ s e l f . num throats )
t h r o a t l i s t = [ ]
f o r i in range ( s e l f . num throats ) :
t h r o a t l i s t . append ( l o g n o rma l l i s t [ i n t ( l ower index+i∗ d i f f ) ] )
t h r o a t l i s t = np . random . permutation ( [\
i n t ( i ∗( s e l f . min res /min ( t h r o a t l i s t ) ) ) f o r i in t h r o a t l i s t ] )
## np.random. shuff le ( throat l i s t )
re turn t h r o a t l i s t
de f c r e a t e po r e s ( s e l f ) :
”””
creates l i s t of tuples (x ,y ,d) for the x ,y positions each pore
and i t s respective diameter d
”””
po r e l o c a t i o n s = [ ]
xmin = in t ( s e l f . end length /2) + s e l f . t h r oa t l eng th
ymin = 1 + in t ( s e l f . end he ight /2)
f o r i in range ( s e l f .m) :
f o r j in range ( s e l f . n ) :
p o r e l o c a t i o n s . append ( ( xmin + i∗ s e l f . t h r oa t l eng th ,
ymin + j∗ s e l f . th roa t l eng th ,
s e l f . pore d iameter ) )
re turn p o r e l o c a t i o n s
de f eva l ua t e po r e s ( s e l f , x , y , d ) :
”””
Changes s e l f . array to have a 0 in every element a pore exists .
Steps through each pore , and the cube of radius d/2 elements
around i t ’ s centre , checking i f the element is within the pore .
”””
r = in t (d/2)
# Evaluating 1st quadrant #
f o r i in range ( r ) :
i n s i d e f l a g = 1
f o r j in range ( r +1):
i f i n s i d e f l a g == 1 :
d i s t = ( i ∗∗2+(r−j )∗∗2)∗∗0.5
i f d i s t <= r :
i n s i d e f l a g = 0
i f i n s i d e f l a g == 0 :
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s e l f . array [ y+r−j , x+i ] = 0
# Rotating to evaluate a l l quadrants #
f o r i in range ( r ) :
f o r j in range ( r +1):
s e l f . array [ y+r−j , x−i ] = s e l f . array [ y+r−j , x+i ]
s e l f . array [ y−(r−j ) , x−i ] = s e l f . array [ y+r−j , x+i ]
s e l f . array [ y−(r−j ) , x+i ] = s e l f . array [ y+r−j , x+i ]
de f e v a l u a t e t h r o a t s ( s e l f ) :
”””
Changes s e l f . array to have a 0 in every element a throat exists .
Steps through each throat line , and evaluates each element a
throat radius around the throat .
”””
# Horizontal throats #
f o r i in range ( s e l f .m+1):
f o r j in range ( s e l f . n ) :
throat = s e l f . t h r o a t l i s t [ j+i∗ s e l f . n ]
xpos = in t ( s e l f . end length /2) + i∗ s e l f . t h r oa t l eng th
ypos = 1 + in t ( s e l f . end he ight /2) + j∗ s e l f . t h r oa t l eng th
f o r x i t in range ( s e l f . t h r oa t l eng th ) :
f o r y i t in range(− i n t ( throat /2) , i n t ( throat /2)+1 ,1) :
s e l f . array [ y i t+ypos , x i t+xpos ] = 0
# Vertical throats #
f o r i in range ( s e l f .m) :
f o r j in range ( s e l f . n−1):
throat = ( s e l f . t h r o a t l i s t [ i ∗( s e l f . n−1)+
j+( s e l f .m+1)∗ s e l f . n ] )
xpos = ( i n t ( s e l f . end length /2) +
( i +1)∗ s e l f . t h r oa t l eng th )
ypos = (1 + in t ( s e l f . end he ight /2) +
j∗ s e l f . t h r oa t l eng th )
f o r x i t in range(− i n t ( throat /2) , i n t ( throat /2)+1 ,1) :
f o r y i t in range ( s e l f . t h r oa t l eng th ) :
s e l f . array [ y i t+ypos , x i t+xpos ] = 0
de f eva luate ( s e l f ) :
”””
Creates entry and exit sides , and cal l s for throats and pores
to be evaluated
”””
# Sides #
f o r i in range ( s e l f . end length ) :
f o r j in range (1 , s e l f . Ly−1):
s e l f . array [ j , i ] = 0
s e l f . array [ j ,− i−1] = 0
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# Pores #
f o r pore in s e l f . p o r e l i s t :
s e l f . e va l ua t e po r e s ( pore [ 0 ] , pore [ 1 ] , pore [ 2 ] )
# Throats #
s e l f . e v a l u a t e t h r o a t s ( )
de f p lot example ( s e l f ) :
”””
example plot
”””
G = np . z e r o s ( ( s e l f . Ly , s e l f . Lx , 3 ) )
G[ s e l f . array == 1 ] = [ 1 , 1 , 1 ]
G[ s e l f . array == 0 ] = [ 0 , 0 , 0 ]
p l t . imshow(G)
p l t . x l ab e l ( ' x−po s i t i o n ' )
p l t . y l ab e l ( ' y−po s i t i o n ' )
p l t . s a v e f i g ( s e l f . t i t l e + ' . png ' )
## plt .show()
i f name == " main " :
”””
The run f i l e wi l l create a .png f i l e of the geometry , and the . dat
f i l e for geometry import . the currently used lognormal
distribution of : throat mu = 0.6540, throat sigma=0.7703 are used ,
taken from the literature .
”””
a = createGeometry (8 , 8 , 0 . 6 540 , 0 . 7 703 , 4 , ' 8x8 ' )
a . p lot example ( )
f = open ( a . t i t l e + ' . dat ' , 'w+' )
f o r i in range ( a . Lx ) :
f o r j in range ( a . Ly ) :
f . wr i t e ( s t r ( i n t ( a . array [ j , i ] ) ) )
f . wr i t e ( ' ' )
f . wr i t e ( '\n ' )
f . c l o s e ( )
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B 3D Synthetic Geometry Creation - TCLB &
ESyS-Particle
”””
Created by William Martin
This script is used in order to create a generic 3D geometry for a
synthetic porous media. Data is taken from the literature in order
to define the log−normal distribution of throat diameters , for
fixed pore diameters .
A selected l i s t of pores is placed within the ini t i l i sa t ion
function of the class createGeometry , used to make varying sized
geometries of the throat size selections .
The script creates and exports 2 f i l e s ;
1 f i l e (. dat) giving the TCLB import bitmap geometry ,
1 f i l e (.msh) giving the ESyS−Particle triangular mesh geometry
”””
import numpy as np
import matp lo t l i b . pyplot as p l t
from b i s e c t import b i s e c t l e f t
from skimage import measure
import s c ipy
from mp l t o o l k i t s . mplot3d . art3d import Poly3DCol lect ion
### This is an example l i s t of throats for a 2x2x2 arrangement ###
### which I am using for repetitive tr ia l s on the same geometry ###
throat s 2x2x2 = [1 , 9 , 2 , 1 3 , 7 , 4 , 5 , 3 , 5 , 3 , 7 , 8 , 6 , 1 , 2 , 1 1 , 1 6 , 4 , 2 , 4 ]
DEM = [ 3 , 9 , 2 , 6 , 7 , 10 , 1 , 2 , 5 , 4 , 18 , 8 , 3 ,
5 , 4 , 13 , 6 , 15 , 1 , 11 ]
c l a s s createGeometry :
de f i n i t ( s e l f ,n ,m, o , throat mu , throat s igma , min res , t i t l e ) :
”””
INPUTS
n = number of pores in x−direction − int
m = number of pores in y−direction − int
z = number of pores in y−direction − int
throat mu = lognormal mean throat size − f loat
throat signma = lognormal standard dev throat size − f loat
min res = minimum resolution desired (min throat width) −
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int <− EVEN
t i t l e = t i t l e of output f i l e − string
”””
s e l f . n = n
s e l f .m = m
s e l f . o = o
s e l f . throat mu = throat mu
s e l f . throat s igma = throat s igma
s e l f . num throats = (m+1)∗n∗o+m∗(n−1)∗o+m∗n∗(o−1)
s e l f . CI = 0 .95
s e l f . min res = min res /2
s e l f . t i t l e = t i t l e
s e l f . t h r o a t l i s t = s e l f . c r e a t e t h r o a t s ( )
####################################################
# Hash this i f you do not want to use the selected #
# sample of throat sizes #
i f n == 2 and m == 2 and o == 2 :
s e l f . t h r o a t l i s t = [ i∗min res f o r i in throat s 2x2x2 ]
####################################################
# Setting sizes for pores , throats , end segments
s e l f . pore d iameter = (2∗ i n t ( (max( s e l f . t h r o a t l i s t ) +
2∗min( s e l f . t h r o a t l i s t ) ) / 2 ) )
s e l f . t h r oa t l eng th = in t (1 .5∗ s e l f . pore d iameter )
s e l f . end length = s e l f . pore d iameter
s e l f . end he ight = s e l f . t h r oa t l eng th
s e l f . end width = s e l f . t h r oa t l eng th
# Setting total size of geomtery
s e l f . Lx = s e l f . end length + (m+1)∗ s e l f . t h r oa t l eng th
s e l f . Ly = 2 + (n−1)∗ s e l f . t h r oa t l eng th + s e l f . end he ight
s e l f . Lz = 2 + (o−1)∗ s e l f . t h r oa t l eng th + s e l f . end width
# Creating l i s t of pore locations
s e l f . p o r e l i s t = s e l f . c r e a t e po r e s ( )
# Creating empty array of ones ( this is the geometry f i l e )
s e l f . array = np . ones ( ( s e l f . Ly , s e l f . Lx , s e l f . Lz ) )
# Printing info for TCLB .xml f i l e
pr in t ( ' min res : ' , min res )
p r i n t ( ' nx : ' , np . shape ( s e l f . array ) [ 1 ] , ' ny : ' ,
np . shape ( s e l f . array ) [ 0 ] , ' nz : ' , np . shape ( s e l f . array ) [ 2 ] )
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pr in t ( ' pore s i z e : ' , i n t ( s e l f . pore d iameter /2) )
p r i n t ( ' Total c e l l s : ' , s e l f . Lx∗ s e l f . Ly∗ s e l f . Lz )
#print( s e l f . throat l i s t )
# Evalute throats & pores and evaluate s e l f . array
s e l f . eva luate ( )
# Create outline array
s e l f . c r e a t e o u t l i n e ( )
de f c r e a t e t h r o a t s ( s e l f ) :
”””
Gets a l i s t of the throats to be used
Takes a sample space of lognormally distributed values for
the mu & sigma given , and takes equidistant values out of this
to give a lognormally distributed selected l i s t of throat sizes
”””
l o g n o rma l l i s t = np . ndarray . t o l i s t (np . random . lognormal (
s e l f . throat mu , s e l f . throat s igma ,1000∗ s e l f . num throats ) )
l o g n o rma l l i s t . s o r t ( )
mean = np .mean( l o g n o rma l l i s t )
# Bisect method used to find mean index #
de f t akeC lo s e s t (myList ,myNumber ) :
pos = b i s e c t l e f t (myList ,myNumber)
i f pos == 0 :
re turn myList [ 0 ]
i f pos == len (myList ) :
r e turn myList [−1]
be f o r e = myList [ pos−1]
a f t e r = myList [ pos ]
i f a f t e r − myNumber < myNumber − be f o r e :
r e turn a f t e r
e l s e :
r e turn be f o r e
# Getting mean, lower , and upper indexes #
new mean = takeC lo s e s t ( l o gno rma l l i s t , mean)
mean index = l o g n o rma l l i s t . index (new mean )
lower index = in t (np . f l o o r ( mean index − ( s e l f . CI/2+0.165)∗
l en ( l o g n o rma l l i s t ) ) )
upper index = in t (np . c e i l ( mean index + ( s e l f . CI/2−0.165)∗
l en ( l o g n o rma l l i s t ) ) )
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s e l f . mean = mean
s e l f . lower = l o g n o rma l l i s t [ l ower index ]
s e l f . upper = l o g n o rma l l i s t [ upper index ]
# Creating l i s t of throat sizes to use #
d i f f = np . f l o o r ( ( upper index−l ower index )/ s e l f . num throats )
t h r o a t l i s t = [ ]
f o r i in range ( s e l f . num throats ) :
t h r o a t l i s t . append ( l o g n o rma l l i s t [ i n t ( l ower index+i∗ d i f f ) ] )
t h r o a t l i s t = np . random . permutation (\
[ i n t ( i ∗( s e l f . min res /min ( t h r o a t l i s t ) ) ) f o r i in t h r o a t l i s t ] )
#print ( ’ throats : ’ , throat l i s t )
re turn t h r o a t l i s t
de f c r e a t e po r e s ( s e l f ) :
”””
creates l i s t of tuples (x ,y , z ,d) for the x ,y , z positions each pore
and i t s respective diameter d
”””
po r e l o c a t i o n s = [ ]
xmin = in t ( s e l f . end length /2) + s e l f . t h r oa t l eng th
ymin = 1 + in t ( s e l f . end he ight /2)
zmin = 1 + in t ( s e l f . end width /2)
f o r i in range ( s e l f .m) :
f o r j in range ( s e l f . n ) :
f o r k in range ( s e l f . o ) :
p o r e l o c a t i o n s . append ( ( xmin + i∗ s e l f . th roa t l eng th ,
ymin + j∗ s e l f . th roa t l eng th ,
zmin + k∗ s e l f . th roa t l eng th ,
s e l f . pore d iameter ) )
re turn p o r e l o c a t i o n s
de f eva l ua t e po r e s ( s e l f ) :
”””
Changes s e l f . array to have a 0 in every element a pore exists .
Steps through each pore , and the cube of radius d/2 elements
around i t ’ s centre , checking i f the element is within the pore .
”””
f o r (x , y , z , d ) in s e l f . p o r e l i s t :
r = in t (d/2)
f o r i in range(−r , r +1):
h = ( r∗∗2− i ∗∗2)∗∗0.5
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f o r j in range(−r , r +1):
f o r k in range(−r , r +1):
d i s t = ( j∗∗2+k∗∗2)∗∗0.5
i f d i s t <= h :
s e l f . array [ y+j , x+i , z+k ] = 0
de f e va l u a t e t h r o a t s ( s e l f ) :
”””
Changes s e l f . array to have a 0 in every element a throat exists .
Steps through each throat line , and evaluates each element a throat
radius around the throat .
”””
# x−direction throats #
f o r i in range ( s e l f .m+1):
f o r j in range ( s e l f . n ) :
f o r k in range ( s e l f . o ) :
throat = s e l f . t h r o a t l i s t [ k+j∗ s e l f . o+i∗ s e l f . n∗ s e l f . o ]
r = in t ( throat /2)
xpos = in t ( s e l f . end length /2) + i∗ s e l f . t h r oa t l eng th
ypos = 1 + in t ( s e l f . end he ight /2) + j∗ s e l f . t h r oa t l eng th
zpos = 1 + in t ( s e l f . end width /2) + k∗ s e l f . t h r oa t l eng th
f o r x i t in range ( s e l f . t h r oa t l eng th ) :
f o r y i t in range(−r , r +1):
f o r z i t in range(−r , r +1):
d i s t = ( y i t∗∗2+z i t ∗∗2)∗∗0.5
i f d i s t <= r :
s e l f . array [ y i t+ypos , x i t+xpos , z i t+zpos ] = 0
current num = ( s e l f .m+1)∗ s e l f . n∗ s e l f . o
# y−direction throats #
f o r i in range ( s e l f .m) :
f o r j in range ( s e l f . n−1):
f o r k in range ( s e l f . o ) :
throat = s e l f . t h r o a t l i s t [ k+j∗ s e l f . o+i∗ s e l f . n∗ s e l f . o+
current num ]
r = in t ( throat /2)
xpos = in t ( s e l f . end length /2) + ( i +1)∗ s e l f . t h r oa t l eng th
ypos = 1 + in t ( s e l f . end he ight /2) + j∗ s e l f . t h r oa t l eng th
zpos = 1 + in t ( s e l f . end width /2) + k∗ s e l f . t h r oa t l eng th
f o r y i t in range ( s e l f . t h r oa t l eng th ) :
f o r x i t in range(−r , r +1):
f o r z i t in range(−r , r +1):
d i s t = ( x i t∗∗2+z i t ∗∗2)∗∗0.5
i f d i s t <= r :
s e l f . array [ y i t+ypos , x i t+xpos , z i t+zpos ] = 0
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current num += s e l f .m∗( s e l f . n−1)∗ s e l f . o
# z−direction throats #
f o r i in range ( s e l f .m) :
f o r j in range ( s e l f . n ) :
f o r k in range ( s e l f . o−1):
throat = s e l f . t h r o a t l i s t [ k+j ∗( s e l f . o−1)+
i∗ s e l f . n∗( s e l f . o−1)+current num ]
r = in t ( throat /2)
xpos = in t ( s e l f . end length /2) + ( i +1)∗ s e l f . t h r oa t l eng th
ypos = 1 + in t ( s e l f . end he ight /2) + j∗ s e l f . t h r oa t l eng th
zpos = 1 + in t ( s e l f . end width /2) + k∗ s e l f . t h r oa t l eng th
f o r z i t in range ( s e l f . t h r oa t l eng th ) :
f o r x i t in range(−r , r +1):
f o r y i t in range(−r , r +1):
d i s t = ( x i t∗∗2+y i t ∗∗2)∗∗0.5
i f d i s t <= r :
s e l f . array [ y i t+ypos , x i t+xpos , z i t+zpos ] = 0
de f eva luate ( s e l f ) :
”””
Creates entry and exit sides , and cal l s for throats and pores
to be evaluated
”””
# Sides #
f o r i in range ( s e l f . end length ) :
f o r j in range ( s e l f . Ly−2):
f o r z in range ( s e l f . Lz−2):
s e l f . array [ j +1, i , z+1] = 0
s e l f . array [ j+1,− i−1,z+1] = 0
# Pores #
s e l f . e va l ua t e po r e s ( )
# Throats #
s e l f . e v a l u a t e t h r o a t s ( )
de f plot examplexy ( s e l f , array ) :
”””
example plot
”””
## G = np. zeros(( s e l f .Ly, s e l f .Lx,3))
G = np . z e r o s ( ( 97 , 126 , 3 ) )
G[ array == 1 ] = [ 1 , 1 , 1 ]
G[ array == 0 ] = [ 0 , 0 , 0 ]
p l t . imshow(G)
p l t . show ( )
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de f p lot examplexz ( s e l f , array ) :
”””
example plot
”””
## G = np. zeros(( s e l f .Lx, s e l f .Lz,3))
G = np . z e ro s ( (126 , 97 , 0 ) )
G[ array == 1 ] = [ 1 , 1 , 1 ]
G[ array == 0 ] = [ 0 , 0 , 0 ]
p l t . imshow(G)
p l t . show ( )
de f p lot exampleyz ( s e l f , array ) :
”””
example plot
”””
## G = np. zeros(( s e l f .Ly, s e l f .Lz,3))
G = np . z e ro s ( ( 97 , 97 , 3 ) )
G[ array == 1 ] = [ 1 , 1 , 1 ]
G[ array == 0 ] = [ 0 , 0 , 0 ]
p l t . imshow(G)
p l t . show ( )
de f c r e a t e o u t l i n e ( s e l f ) :
s e l f . o u t l i n e a r r a y = np . ones ( ( s e l f . Ly , s e l f . Lx , s e l f . Lz ) )
f o r j in range (1 , s e l f . Ly ) :
f o r i in range (1 , s e l f . Lx ) :
f o r k in range (1 , s e l f . Lz ) :
i f ( s e l f . array [ j , i , k ] != s e l f . array [ j−1, i , k ] or
s e l f . array [ j , i , k ] != s e l f . array [ j , i−1,k ] or
s e l f . array [ j , i , k ] != s e l f . array [ j , i , k−1]) :
s e l f . o u t l i n e a r r a y [ j , i , k ] = 0
##def check norms(array , verts , faces ):
##
## for face in faces
i f name == " main " :
”””
The run f i l e wi l l create a .png f i l e of the geometry , and the
. dat f i l e for geometry import . the currently used lognormal
distribution of : throat mu = 0.6540, throat sigma=0.7703 are
used , taken from the literature .
”””
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a = createGeometry (2 , 2 , 2 , 0 . 6 540 , 0 . 7 703 , 4 , ' 2x2x2−4 ' )
#########################
# Create TCLB . dat f i l e #
#########################
with open ( a . t i t l e + ' . dat ' , 'w ' ) as f i l e :
f o r i in range ( a . Lx ) :
f o r j in range ( a . Ly ) :
f o r k in range ( a . Lz ) :
f i l e . wr i t e ( s t r ( i n t ( a . array [ j , i , k ] ) ) )
f i l e . wr i t e ( ' ' )
f i l e . wr i t e ( '\n ' )
vert s , f a c e s = measure . ma r ch i ng cube s c l a s s i c ( a . ou t l i n e a r r ay , 0 . 0 )
# Checking norms #
t e s t a r r a y = np . ones ( ( a . Ly , a . Lx , a . Lz ) )
v e r t s a r r a y = np . ones ( ( a . Ly , a . Lx , a . Lz ) )
f o r i in range (np . shape ( v e r t s ) [ 0 ] ) :
v e r t s a r r a y [ i n t ( v e r t s [ i ] [ 0 ] ) , i n t ( v e r t s [ i ] [ 1 ] ) , i n t ( v e r t s [ i ] [ 2 ] ) ] = 0
f o r i in range (np . shape ( f a c e s ) [ 0 ] ) :
v e c to r u = ve r t s [ f a c e s [ i ] [ 1 ] ] − ve r t s [ f a c e s [ i ] [ 0 ] ]
v e c to r v = ve r t s [ f a c e s [ i ] [ 2 ] ] − ve r t s [ f a c e s [ i ] [ 0 ] ]
norm = np . c r o s s ( vector u , ve c to r v )
po int = ve r t s [ f a c e s [ i ] [ 0 ] ] + norm
point = [ po int [ 0 ] , po int [ 1 ] , po int [ 2 ] ]
## print(np. shape(a. array) , point)
t ry :
i f a . array [ i n t ( po int [ 0 ] ) , i n t ( po int [ 1 ] ) , i n t ( po int [ 2 ] ) ]==1 :
pass
e l s e :
[A,B,C] = f a c e s [ i ]
f a c e s [ i ] = [A,C,B]
except :
[A,B,C] = f a c e s [ i ]
f a c e s [ i ] = [A,C,B]
#########################
# Create ESyS .msh f i l e #
#########################
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with open ( a . t i t l e + ' .msh ' , 'w ' ) as f i l e :
f i l e . wr i t e ( ' Tr iang l e \n ' + ' 3D−Nodes ' + s t r ( l en ( v e r t s ) ) + '\n ' )
f o r i in range ( l en ( v e r t s ) ) :
s t r i n g = ( s t r ( i ) + '\t ' + s t r ( i ) + '\t ' +
s t r (0 ) + '\t ' + s t r ( v e r t s [ i ] [ 0 ] ) + '\t ' +
s t r ( v e r t s [ i ] [ 1 ] ) + '\t ' + s t r ( v e r t s [ i ] [ 2 ] ) + '\n ' )
f i l e . wr i t e ( s t r i n g )
f i l e . wr i t e ( '\n ' )
f i l e . wr i t e ( ' Tri3 ' + s t r ( l en ( f a c e s ) ) + '\n ' )
f o r i in range ( l en ( f a c e s ) ) :
s t r i n g = ( s t r ( i )+ '\t '+ ' 0 '+'\t '+s t r ( f a c e s [ i ] [ 0 ] )+ '\t '
+s t r ( f a c e s [ i ] [ 1 ] )+ '\t '+s t r ( f a c e s [ i ] [ 2 ] )+ '\n ' )
f i l e . wr i t e ( s t r i n g )
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C 3D Simplified Geometry Creation - ESyS-Particle
”””
Created by William Martin
This script is used in order to create a hard−coded simplified
pore−throat geometry in 3D, for used in computationally inexpensive
ESyS−Particle testing . The geometry consists of equally sized pores
connected by throats of linearly decreasing diameters .
The script creates and exports 2 f i l e s ;
1 f i l e (. dat) giving the TCLB import bitmap geometry ,
1 f i l e (.msh) giving the ESyS−Particle triangular mesh geometry
”””
import numpy as np
import matp lo t l i b . pyplot as p l t
from b i s e c t import b i s e c t l e f t
from skimage import measure
import s c ipy
from mp l t o o l k i t s . mplot3d . art3d import Poly3DCol lect ion
# Inputs #
Lx = 100 ; Ly = 100 ; Lz = 100
pr in t ( ' nx : ' , Lx , ' ny : ' , Ly , ' nz : ' , Lz )
# Empty 3d Array #
array = np . ones ( (Ly , Lx , Lz ) )
o u t l i n e a r r a y = np . ones ( (Ly , Lx , Lz ) )
# Geometry Constants #
sphe r e x s = [9+ i ∗20 f o r i in range ( 5 ) ]
s phe r e r = 10
t h r o a t r s = [1+2∗ i f o r i in range ( 6 ) ]
t h roa t x s = [ 0 ] + sphe r e x s
# Evaluating Spheres #
y = 49 ; z = 49
f o r x in sphe r e x s :
f o r x i t in range(−sphere r , s phe r e r +1 ,1) :
f o r y i t in range(−sphere r , s phe r e r +1 ,1) :
f o r z i t in range(−sphere r , s phe r e r +1 ,1) :
d i s t = ( y i t∗∗2+x i t∗∗2+z i t ∗∗2)∗∗0.5
i f d i s t <= sphe r e r :
array [ y+yit , x+xit , z+z i t ] = 0
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# Evaluating Throats #
y = 49 ; z = 49
f o r i in range ( l en ( th roa t x s ) ) :
x = th roa t x s [ i ]
t h r o a t r = th r o a t r s [ i ]
f o r x i t in range (min(2∗ sphere r , Lx−x ) ) :
f o r y i t in range(−th roa t r , t h r o a t r +1 ,1) :
f o r z i t in range(−th roa t r , t h r o a t r +1 ,1) :
d i s t = ( y i t∗∗2+z i t ∗∗2)∗∗0.5
i f d i s t <= th roa t r :
array [ y+yit , x+xit , z+z i t ] = 0
# Getting Outlines #
f o r y in range (1 ,Ly ) :
f o r x in range (1 ,Lx ) :
f o r z in range (1 , Lz ) :
i f ( array [ y , x , z ] != array [ y−1,x , z ] or
array [ y , x , z ] != array [ y , x−1,z ] or
array [ y , x , z ] != array [ y , x , z−1]) :
o u t l i n e a r r a y [ y , x , z ] = 0
# Getting vertices & faces #
vert s , f a c e s = measure . ma r ch i ng cube s c l a s s i c ( ou t l i n e a r r ay , 0 . 0 )
# Checking norms #
t e s t a r r a y = np . ones ( (Ly , Lx , Lz ) )
v e r t s a r r a y = np . ones ( (Ly , Lx , Lz ) )
f o r i in range (np . shape ( v e r t s ) [ 0 ] ) :
v e r t s a r r a y [ i n t ( v e r t s [ i ] [ 0 ] ) , i n t ( v e r t s [ i ] [ 1 ] ) ,
i n t ( v e r t s [ i ] [ 2 ] ) ] = 0
f o r i in range (np . shape ( f a c e s ) [ 0 ] ) :
v e c to r u = ve r t s [ f a c e s [ i ] [ 1 ] ] − ve r t s [ f a c e s [ i ] [ 0 ] ]
v e c to r v = ve r t s [ f a c e s [ i ] [ 2 ] ] − ve r t s [ f a c e s [ i ] [ 0 ] ]
norm = np . c r o s s ( vector u , ve c to r v )
po int = ve r t s [ f a c e s [ i ] [ 0 ] ] + norm
point = [ po int [ 0 ] , po int [ 1 ] , po int [ 2 ] ]
i f array [ i n t ( po int [ 0 ] ) , i n t ( po int [ 1 ] ) , i n t ( po int [ 2 ] ) ] == 1 :
pass
e l s e :
[ a , b , c ] = f a c e s [ i ]
f a c e s [ i ] = [ a , c , b ]
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#########################
# Create TCLB . dat f i l e #
#########################
with open ( ' 3 d4f4 . dat ' , 'w ' ) as f i l e :
f o r i in range (Lx ) :
f o r j in range (Ly ) :
f o r k in range (Lz ) :
f i l e . wr i t e ( s t r ( i n t ( array [ j , i , k ] ) ) )
f i l e . wr i t e ( ' ' )
f i l e . wr i t e ( '\n ' )
#########################
# Create ESyS .msh f i l e #
#########################
with open ( ' 3 d4f4 .msh ' , 'w ' ) as f i l e :
f i l e . wr i t e ( ' Tr iang l e \n '+' 3D−Nodes '+s t r ( l en ( v e r t s ))+ '\n ' )
f o r i in range ( l en ( v e r t s ) ) :
s t r i n g = ( s t r ( i ) + '\t ' + s t r ( i ) + '\t ' +
s t r (0 ) + '\t ' + s t r ( v e r t s [ i ] [ 0 ] ) + '\t '
+ s t r ( v e r t s [ i ] [ 1 ] ) +
'\t ' + s t r ( v e r t s [ i ] [ 2 ] ) + '\n ' )
f i l e . wr i t e ( s t r i n g )
f i l e . wr i t e ( '\n ' )
f i l e . wr i t e ( ' Tri3 ' + s t r ( l en ( f a c e s ) ) + '\n ' )
f o r i in range ( l en ( f a c e s ) ) :
s t r i n g = ( s t r ( i ) + '\t ' + ' 0 ' + '\t ' + s t r ( f a c e s [ i ] [ 0 ] )
+ '\t ' +s t r ( f a c e s [ i ] [ 1 ] ) + '\t ' + s t r ( f a c e s [ i ] [ 2 ] )
+ '\n ' )
f i l e . wr i t e ( s t r i n g )
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D Paraview Data Analysis Scripts - TCLB
”””
Created by William Martin
This script is used in order to take data from paraview . vtk
f i l e s without the need for memory usage in visualization .
This is a hard−coded example , which calculated the permeability
of dolomite samples using 3 methods for comparison.
One of 4 f i l e s used in unison for paraview data analysis .
”””
from impo r t s c r i p t import ∗
cwd = os . getcwd ( )
f i l e p r e f i x e s = [ ' dt1 ' , ' dt4 ' ,
' dt7 ' , ' dt10 ' ]
perms A = np . z e r o s ( ( 15 , 1 2 ) )
perms V = np . z e r o s ( ( 15 , 1 2 ) )
perms F = np . z e r o s ( ( 15 , 1 2 ) )
mu = 1 . 0/6 . 0
##phi l i s t = [0.23425225,0.29036725,0.25893300,0.33711225]
dx = 1 .0 e−6
# Iterate through a l l given prefixes #
f o r i in range ( l en ( f i l e p r e f i x e s ) ) :
p r e f i x = f i l e p r e f i x e s [ i ]
f i l e g e n e r i c = cwd + ' / ' + p r e f i x + ' VTK P00 00∗ . pv t i '
L = 200
i f ( p r e f i x == ' dt1 ' or p r e f i x == ' dt4 ' or
p r e f i x == ' dt7 ' or p r e f i x == ' dt10 ' ) :
normal = [ 1 . 0 , 0 . 0 , 0 . 0 ]
subset = [10 , 210 , 1 , 201 , 1 , 201 ]
o r i g i n i n = [ 1 1 . 0 , 1 0 1 . 0 , 1 0 1 . 0 ]
o r i g i n ou t = [ 2 1 0 . 0 , 1 0 0 . 0 , 1 0 0 . 0 ]
vDir = 0
e l i f ( p r e f i x == ' dt2 ' or p r e f i x == ' dt5 ' or
p r e f i x == ' dt8 ' or p r e f i x == ' dt11 ' ) :
norm = [ 0 . 0 , 1 . 0 , 0 . 0 ]
subset = [1 , 201 , 10 , 210 , 1 , 201 ]
o r i g i n i n = [ 1 0 1 . 0 , 1 1 . 0 , 1 0 1 . 0 ]
71
o r i g i n ou t = [ 1 0 0 . 0 , 2 1 0 . 0 , 1 0 0 . 0 ]
vDir = 1
e l s e :
norm = [ 0 . 0 , 0 . 0 , 1 . 0 ]
subset = [1 , 201 , 1 , 201 , 10 , 210 ]
o r i g i n i n = [ 1 0 1 . 0 , 1 0 1 . 0 , 1 1 . 0 ]
o r i g i n ou t = [ 1 0 0 . 0 , 1 0 0 . 0 , 2 1 0 . 0 ]
vDir = 2
# Get l i s t of f i l e s to check in Paraview #
f i l e s = [ ]
f o r f i l ename in glob . g lob ( f i l e g e n e r i c ) :
f i l e s . append ( f i l ename )
f i l e s . s o r t ( )
# Retrieve Paraviw Info #
s t r i n g = ' '
da t a s t r i ng = 'num \t v in \t v out \t v A \t P in \t \
P out \t dP \t F \t v V \t P V \t k A \t k V \t k F \n '
f o r j in range ( 1 ) :
Rese tSe s s i on ( )
f i l e = f i l e s [ j +14]
# Taking volume data #
v V , P, phi V , F= vol ( f i l e , subset , normal , vDir )
# Calculating permeability #
perms F [ j , i ] = mu∗v V∗phi V/F∗dx∗∗2∗1.013249966 e15 /6
# Appending results to string
pr in t s t r ( j+1)+ ' VF−permeab i l i t y : ' , perms F [ j , i ] , ' md '
p r i n t ' completed ' + s t r ( j +1) + ' t imes teps o f ' + \
f i l e p r e f i x e s [ i ]
d a t a s t r i ng += ( s t r ( j +1) + '\t ' + s t r (np . round ( v in , 4 ) )
+ '\t ' + s t r (np . round ( v out , 4 ) ) + '\t ' +
s t r (np . round (v A , 8 ) ) + '\t ' +
s t r (np . round ( P in , 8 ) ) + '\t ' +
s t r (np . round ( P out , 8 ) ) + '\t ' +
s t r (np . round (dP/L , 8 ) ) + '\t ' +
s t r (np . round (F , 8 ) ) + '\t ' +
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s t r (np . round (v V , 8 ) ) + '\t ' +
s t r (np . round (P, 4 ) ) + '\t ' +
s t r (np . round ( perms A [ j , i ] , 4 ) ) +
'\t ' + s t r (np . round ( perms V [ j , i ] , 4 ) ) +
'\t ' +s t r (np . round ( perms F [ j , i ] , 4 ) ) + '\n ' )
t e x t f i l e = f i l e p r e f i x e s [ i ] + ' p e rmeab i l i t y . txt '
with open ( t e x t f i l e , 'w ' ) as f :
f . wr i t e ( s t r i n g )
f . c l o s e ( )
t e x t f i l e = f i l e p r e f i x e s [ i ] + ' rawdata . txt '
with open ( t e x t f i l e , 'w ' ) as f :
f . wr i t e ( da t a s t r i ng )
f . c l o s e ( )
p l t . f i g u r e ( )
p l t . p l o t ( range (15 ) , perms A [ : , i ] )
p l t . x l ab e l ( ' 10 ,000 s o f t imes teps ' )
p l t . y l ab e l ( 'Area−Permeab i l i ty $(md)$ ' )
p l t . s a v e f i g ( f i l e p r e f i x e s [ i ] + '−Area ' + ' . png ' )
p l t . f i g u r e ( )
p l t . p l o t ( range (15 ) , perms V [ : , i ] )
p l t . x l ab e l ( ' 10 ,000 s o f t imes teps ' )
p l t . y l ab e l ( ' Vol.−Permeab i l i ty $(md)$ ' )
p l t . s a v e f i g ( f i l e p r e f i x e s [ i ] + '−Vol ' + ' . png ' )
p l t . f i g u r e ( )
p l t . p l o t ( range (15 ) , perms F [ : , i ] )
p l t . x l ab e l ( ' 10 ,000 s o f t imes teps ' )
p l t . y l ab e l ( 'VF.−Permeab i l i ty $(md)$ ' )
p l t . s a v e f i g ( f i l e p r e f i x e s [ i ] + '−VF ' + ' . png ' )
”””
Created by William Martin
This script is used in order to take data from paraview . vtk
f i l e s without the need for memory usage in visualization .
One of 4 f i l e s used in unison for paraview data analysis .
”””
from paraview . s imple import ∗
import g lob
import os
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import re
import numpy as np
import matp lo t l i b . pyplot as p l t
from s l i c e d a t a import s l i c
””” s l ice ( f i l e , origin , normal) −> velocity , pressure ”””
from volume data import vo l
””” vol ( f i l e , origin , normal) −> velocity , pressure ”””
de f Rese tSe s s i on ( ) :
pxm = servermanager . ProxyManager ( )
pxm. UnRegisterProxies ( )
de l pxm
Disconnect ( )
Connect ( )
”””
Created by William Martin
This script is used in order to take data from paraview . vtk
f i l e s without the need for memory usage in visualization .
This is a generalized function , used to find the velocity ,
pressure , drag force , and porosity of a volume subset .
One of 4 f i l e s used in unison for paraview data analysis .
”””
from paraview . s imple import ∗
de f vo l ( f i l e , subset , normal , vDir ) :
VTK = XMLPartitionedImageDataReader ( FileName=f i l e )
ext rac tSubse t1 = ExtractSubset ( Input=VTK)
ext rac tSubse t1 .VOI = subset
i n t e g r a t eVa r i ab l e s 1 = In t e g r a t eVa r i ab l e s ( Input=ext rac tSubse t1 )
data = servermanager . Fetch ( i n t e g r a t eVa r i ab l e s 1 )
pointData = data . GetCellData ( )
fData = pointData . GetArray ( 'F ' )
vData = pointData . GetArray ( 'U ' )
pData = pointData . GetArray ( 'P ' )
VData = pointData . GetArray ( 'Volume ' )
phiData = pointData . GetArray ( 'BOUNDARY' )
f = fData . GetTuple ( 0 ) [ vDir ]
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v = vData . GetTuple ( 0 ) [ vDir ]
p = pData . GetTuple ( 0 ) [ 0 ]
V = VData . GetTuple ( 0 ) [ 0 ]
phi = phiData . GetTuple ( 0 ) [ 0 ]
v e l o c i t y = v/V
pre s su r e = p/V
f o r c e = −f /V
phi = phi /V
return ve l o c i t y , pres sure , phi , f o r c e
”””
Created by William Martin
This script is used in order to take data from paraview . vtk
f i l e s without the need for memory usage in visualization .
This is a generalized function , used to find the velocity ,
pressure , drag force , and porosity of a s l ice subset .
One of 4 f i l e s used in unison for paraview data analysis .
”””
from paraview . s imple import ∗
de f s l i c ( f i l e , subset , o r i g i n , normal , vDir ) :
VTK = XMLPartitionedImageDataReader ( FileName=f i l e )
ext rac tSubse t1 = ExtractSubset ( Input=VTK)
ext rac tSubse t1 .VOI = subset
s l i c e 1 = S l i c e ( Input=ext rac tSubse t1 )
s l i c e 1 . S l iceType . Or ig in = o r i g i n
s l i c e 1 . S l iceType . Normal = normal
i n t e g r a t eVa r i ab l e s 1 = In t e g r a t eVa r i ab l e s ( Input=s l i c e 1 )
data = servermanager . Fetch ( i n t e g r a t eVa r i ab l e s 1 )
pointData = data . GetCellData ( )
vData = pointData . GetArray ( 'U ' )
pData = pointData . GetArray ( 'P ' )
aData = pointData . GetArray ( ' Area ' )
phiData = pointData . GetArray ( 'BOUNDARY' )
v = vData . GetTuple ( 0 ) [ vDir ]
p = pData . GetTuple ( 0 ) [ 0 ]
a = aData . GetTuple ( 0 ) [ 0 ]
phi = phiData . GetTuple ( 0 ) [ 0 ]
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v e l o c i t y = v/a
pr e s su r e = p/a
phi = phi /a
return ve l o c i t y , pres sure , phi
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E Sphere Creation for Validation Methods - TCLB
”””
Created by William Martin
This script is used in order to create the 3D geometry for a
ssphere within a cube . Bisection method is used to create a
discretised sphere within a fixed NxNxN cube , resulting
in a desired porosity
The script creates and exports 1 f i l e ;
1 f i l e (. dat) giving the TCLB import bitmap geometry
”””
import numpy as np
import matp lo t l i b . pyplot as p l t
c l a s s c reate geometry :
de f i n i t ( s e l f ,N, vo lFract ion , r ) :
”””
INPUTS
N = side length of cubic mesh − int
volFraction = Desired porosity − f loat
r = radius for desired sphere creation − int
”””
s e l f . r = r
s e l f .N = N
s e l f . vo lFrac t i on = vo lFrac t i on
s e l f . data = np . z e ro s ( ( s e l f .N, s e l f .N, s e l f .N) )
s e l f . c en t r e = in t ( s e l f .N/2)
de f c reateSphere ( s e l f , r , z=0):
”””
creates a bitmap sphere geometry for a
given radius
”””
data = np . copy ( s e l f . data )
minimum = in t (max(−r ,− s e l f . c en t r e ) )
maximum = in t (min ( r , s e l f . c en t r e ) )
f o r i in range (minimum ,maximum+1):
f o r j in range (minimum ,maximum) :
f o r k in range (minimum ,maximum) :
d = ( i∗∗2+j∗∗2+k∗∗2)∗∗0.5
i f d <= r :
data [ s e l f . c en t r e+j , s e l f . c en t r e+i , s e l f . c en t r e+k ] = 1
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po ro s i t y = s e l f . checkVolFract ion ( data )
i f z == 1 :
s e l f . data = np . copy ( data )
s e l f . vo lFrac = s e l f . checkVolFract ion ( s e l f . data )
re turn po ro s i t y
de f checkVolFract ion ( s e l f , data ) :
”””
checks the porosity of a given sphere size
within a cube , used for bisection
”””
ones = 0
ze ro s = 0
f o r i in range ( s e l f .N) :
f o r j in range ( s e l f .N) :
f o r k in range ( s e l f .N) :
i f data [ j , i , k ] == 0 :
z e ro s += 1
e l s e :
ones += 1
return ze ro s /( z e ro s+ones )
de f h i tPo ro s i t y ( s e l f ) :
”””
cal l s the bisection function to select the
optimal sphere radius
”””
r = b i s e c t ( s e l f . c reateSphere , )
de f b i s e c t ( s e l f , func , a , b ) :
”””
biseciton function
”””
whi le b−a > 1 :
c = in t ( ( a+b )/2)
p r i n t ( ' a : ' , a , ' , b : ' , b , ' , c : ' , c )
p r i n t ( ' f ( a ) : ' , func ( a ) , ' , f (b ) : ' , func (b ) , ' , f ( c ) : ' , func ( c ) )
i f func ( a)∗ func ( c ) > 0 :
a = c
e l s e :
b = c
pr in t ( a , b )
re turn b
de f wr i t e ( s e l f ) :
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”””
writes bitmap data to . dat f i l e for import to TCLB
”””
with open ( ' r ' + s t r ( i n t ( s e l f . r ) ) + ' . dat ' , 'w ' ) as f i l e :
f o r i in range ( s e l f .N) :
f o r j in range ( s e l f .N) :
f o r k in range ( s e l f .N) :
f i l e . wr i t e ( s t r ( i n t ( s e l f . data [ j , i , k ] ) ) )
f i l e . wr i t e ( ' ' )
f i l e . wr i t e ( '\n ' )
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