The construction of large-scale quantum networks relies on the development of practical quantum repeaters. Many approaches have been proposed with the goal of outperforming the direct transmission of photons, but most of them are inefficient or difficult to implement with current technology. Here, we present a protocol that uses a semi-hierarchical structure to improve the entanglement distribution rate while reducing the requirement of memory time to a range of tens of milliseconds. This protocol can be implemented with a fixed distance of elementary links and fixed requirements on quantum memories, which are independent of the total distance. This configuration is especially suitable for scalable applications in large-scale quantum networks.
I. INTRODUCTION
The distribution of entangled photon pairs over long distances plays an essential role in quantum information science. It is the fundamental requirement for the realization of long-distance quantum communication [1] and for the construction of optical quantum networks [2] . Entanglement over long distances could also enable large-scale tests of quantum physics [3] . A simple approach is to create entangled photon pairs locally and send one of the photons to the distant location through an optical fiber. However, the entanglement distribution rate (EDR) decreases exponentially with increasing length of optical links because of inevitable photon loss in the fiber. For example, the rate of photons drops ten orders of magnitude for 500-km transmission through an optical fiber. In classical telecommunications this problem is overcome through the use of amplifiers. Unfortunately, because of the no-cloning theorem [4] , straightforward amplification is not applicable in quantum communication. In this case, quantum repeaters are required, which can improve the scaling of photon loss from exponential to polynomial in principle [5, 6] .
A core idea of many quantum repeater schemes is to create short-distance entanglement between optical memories and then extend the distance of entanglement through entanglement swapping [5, 7] . The sequence between quantum entanglement creation (EC) and quantum entanglement swapping (ES) is crucial to enhance the EDR. Many previously proposed quantum repeaters protocols can be classified into two categories: hierarchical quantum repeaters and non-hierarchical quantum repeaters [6, 8] . In a hierarchical quantum repeater, the EC and ES in the elementary links will be performed in a "repeat until success" scheme. The entanglement cre- * email:zq zhou@ustc.edu.cn † email:cfli@ustc.edu.cn ated earlier will be stored until the neighboring link is ready. In contrast, the EC and ES will be performed at the same time for all elementary links in the nonhierarchical quantum repeater. A highly influential proposal by Duan, Lukin, Cirac, and Zoller, which is widely known as the DLCZ protocol [9] , is a typical hierarchical structure. Various improvements have been put forward over the past few years to make this protocol more practical to implement, such as lowering the stability requirements for the channels via two-photon detections in the EC and ES stages [10] [11] [12] [13] [14] [15] [16] , reducing multiphoton errors through the use of single-photon sources [13, 16, 17] , and increasing the distribution rate at the elementary level by using temporal or spatial multiplexing [18, 19] . However, there is still an intrinsic problem with its structure that limits its applications. An essential requirement for DLCZ-like protocols is that one must be able to store the created elementary entanglement until entanglement has been established in the neighboring link, the resulting higher-level entanglement again must be stored until the neighboring higher-level link has been established, and so on. Thus, the necessary storage time of quantum memories must be comparable to the total entanglement distribution time, which is highly challenging for practical quantum memories, especially when the distribution distance is rather long.
Sinclair et al. proposed a non-hierarchical structure repeater [20] based on an ideal entangled photon source and spectral multiplexing. This protocol does not require a hierarchical connection of the elementary links. With a fixed quantum storage time, both EC and ES processes can proceed simultaneously at each attempt. Thus, the system's clock speed is driven not by the communication time across the elementary link but by the bandwidth of the quantum memory and the number of spectral modes. Despite the appealing performance of this architecture, there are still several significant limitations. This scheme has low tolerance for the number of spectral modes and requires the efficiency of the photon source to be close to unity, which constrains its applications and make it difficult to implement with current technology [8] . In addition, there are some non-hierarchical protocols based on encoding and error correction [21] [22] [23] [24] , requiring complicated entanglement resources and gate operations that also make them difficult to achieve.
II. SEMIHIERARCHICAL QUANTUM REPEATER PROTOCOL
Here we present a semihierarchical quantum repeater scheme that requires only moderate-lifetime quantum memories and practical photon sources. It combines the advantages of the above two approaches, that is, hierarchical DLCZ-like protocols and non-hierarchical protocols. Specifically, the required memory times are much shorter than those of hierarchical protocols, whereas the requirements for photon sources and the number of modes are lower than those of non-hierarchical protocols.
The diagram of our protocol is presented in Fig. 1 . By introducing a central control unit for feedforward control, the ES operations are performed only after the entanglement is successfully established over each of the elementary links. Additionally, owing to the on-demand quantum memory, not only spectral or spatial modes but also temporal modes can be used in this protocol. By introducing more temporal modes, the protocol can be more practically implemented because time-resolved photon emission and detection are well-developed techniques [25] . To quantify the performance of our protocol, we calculate the average time required for a successful distribution of an entangled photon pair. Assuming that the total distribution length L is divided into n elementary links, the probability of EC for a single elementary link is given by
where ρ is the emission probability of the entangled photon pair source, with the number of modes denoted by m. η D is the detection efficiency of single photon detectors. The whole process is driven by the basic clock interval L 0 /c, i.e., the reinitialization time required for an attempt to establish entanglement in elementary links including classical communication, with L 0 = L/n. After an expected time T ec , when all n elementary links successfully create entanglement through many attempts, the central control unit waits until it receives the signal from every elementary link and then informs all quantum memories to retrieve photons for ES, which takes time T cc = L/c. A successful entanglement distribution requires ES operations at all nodes to succeed, the probability of which can be denoted by P es . Thus, the average time we need for an entanglement distribution can be written as
with
where η M is the storage efficiency of multimode quantum memories. α = 0.2 dB/km and c = 2 × 10 5 km/s are the attenuation coefficient and speed of telecom wavelength photons transmitted through an optical fiber, respectively. Note that we must wait until all elementary links succeed in establishing entanglement, which takes longer than establishing a single link by a factor of f (n, p). See the Appendix for the detailed derivation.
III. SIMULATED PERFORMANCE AND COMPARISONS WITH OTHER PROTOCOLS
We can calculate the average entanglement distribution time for any distance L and any number of elementary links n by knowing the values of all parameters in the equations above. Assuming that η M = η D = ρ = 0.9 and m = 100, we are able to plot the distribution time as a function of total distance. First, let us consider the shortest distribution time by choosing the optimal value of link number n, shown as curve B in Fig. 2(a) . Direct transmission of a photon, sent over optical fiber, that originates from a source operating at 10 GHz is also included in Fig. 2(a) (curve A), as a reference. Our protocol outperforms direct transmission at an approximately 500-km fiber length, and the advantages become increasingly obvious as the distance increases.
We compare the performance of our proposed semihierarchical quantum repeater protocol to other protocols based on different architectures with multiplexing. The average distribution time with respect to distribution distance of these protocols is plotted in Fig. 2 (a) using similar parameters as assumed in curve B. The protocol of Ref. [18] (curve C) uses photon-pair sources and multimode memories to implement a temporally multiplexed version of the DLCZ protocol. Due to multiphoton errors, the emission probability of photon pairs is chosen to obtain a final fidelity F = 0.9, as in Ref. [18] . Curve D, which corresponds to the non-hierarchical design protocol proposed in Ref. [20] , combines two-photon interference The letters refer to the same protocols as above. For all the curves we have assumed ηM = ηD = 0.9 and m = 100. For curve B and curve D, the emission probability ρ = 0.9 . The shaded area of curve B represents a one standard deviation uncertainty of required memory time, the detailed derivation of which is contained in the Appendix. All curves are drawn by choosing the optimal link number.
and spectral multiplexing. The system's clock speed is driven by the bandwidth of quantum memory and the number of spectral modes. We assume the bandwidth and bandwidth inefficiency to be the same as in Ref. [20] . One essential requirement for the quantum repeater protocol is that the quantum memories in each electuary link are required to store the photons until the ES proceeds. In our semihierarchical scheme, we separate the EC process from ES process by using a central control unit. From Eq. (2), it is easy to find the average The average time for the distribution of an entangled pair for a distance L = 1000 km as a function of the emission probability ρ. Curve C is not included because the pair emission probability of the protocol proposed by Ref. [18] can not be too high due to multiphoton errors. The letters refer to the same protocols as in Fig. 2 . All curves are drawn by choosing the best link number to obtain the optimal distribution time.
required storage time for memories, written as
Using the same parameters assumed above, we can also plot the average memory time t M as a function of total distance L. Fig. 2(b) shows t M as a function of L when link number n is chosen for the optimal distribution time. Owing to our very different structure, the average memory time of the semihierarchical repeater is less than 1 s for a distribution distance of 1600 km, a factor of 27 shorter than that of the hierarchical protocol proposed in Ref. [18] .
Another advantage of our semihierarchical quantum repeater protocol is that the total distribution time has The average time needed to distribute a single entangled pair for a given distance in two scenarios. B: when choosing the best n corresponding to total distance. E: when fixing the length of elementary links to 125 km. The curve E is drawn in two different styles-solid and dashed-and a change in styles means that the optimal link number increments by one. The bolded dots on the curve E represent nodes of the elementary links. Segments with the same style at both sides of one specific bolded dot means that the entanglement is transmitted via fibers from this node. (b) The memory time needed to distribute a single entangled pair for the given distance in two scenarios. B: when choosing the best n corresponding to total distance. E: when fixing the length of elementary links to 125 km. The shaded areas represent the uncertainty of required memory time.
strong robustness for reduced mode number m and emission probability ρ of photon sources. We change either m or ρ, while the other parameters remain the same, as assumed before, and then plot the total distribution time as a function of m or ρ, respectively. The results are shown in Fig. 3 . It is clear that the performance of our proposed architecture remains acceptable even when m drops to 10 or ρ drops to 0.3, which is readily accessible for practical use considering current techniques [25, 26] .
Note that f (n, p) grows very slowly as link number increases and p is determined by the length of elementary link L 0 (not only link number); as a result t M is largely determined by L 0 . We can consider another scenario: setting the length of elementary links to an appropriate constant. Within the realistic range, the smaller L 0 we choose, the smaller t M we can obtain. Meanwhile, the total distribution time T tot relies on the values of L 0 as well. Thus, we can obtain a fine tradeoff among t M and T tot by setting L 0 to 125 km to get shorter memory time and reasonable distribution time. The distribution time as a function of total distance is drawn as curve E in Fig.  4(a) , with all other parameters as before. The bolded dots on the curve represent L that satisfy L = nL 0 , which are nodes of the elementary links. For L that is not an integer multiple of L 0 , we can distribute the entanglement to one side of its nearest nodes (which side of the nodes is determined by the total distribution time) and transmit the entangled photons to the desired distance through optical fibers. The curve E in Fig. 4(b) shows required memory time as a function of L for L 0 = 125 km. Compared with curve B, the distribution time of which is optimized by choosing the best n corresponding to different L (i.e., L 0 is not a constant), t M of curve E is greatly reduced and has little dependence on L. For instance, the storage time needed for L = 1600 km is approximately 26.5 ms, which is a nearly 32-fold decrease compared with the 0.84 s of curve B. Moreover, the locations of repeater stations (nodes) are fixed for different distribution distances if we fix the length of elementary links, which is an economical way to build a real-word quantum repeater and is suitable for future scalable applications.
IV. IMPLEMENTATION
We will now briefly discuss the implementation of our proposed scheme. Multiplexed quantum memories with on-demand read-out can be realized based on rare-earth doped crystals since they have excellent coherence properties at cryogenic temperatures, while also providing strong light-matter coupling through high number densities. They also exhibit large static inhomogeneous broadening of the optical transitions, which can be tailored and used as a resource for temporally [26] [27] [28] and spectrally [20] multiplexed quantum memories. At the single photon level, on-demand quantum memories have been demonstrated tens of microsecond storage times in praseodymium doped yttrium orthosilicate (YSO) crystal [29] and millisecond storage times in europium doped YSO crystal [30] using spin-wave atomic frequency combs (AFCs). The latter experiment also demonstrated temporal multimode storage with five modes; this number was further increased to 50 without sacrificing storage time [31] . Except for temporal modes, other forms of modes such as spatial modes [32, 33] and spectral modes can also be used together to fulfill multimode multiplexing. For example, 100 modes can be realized by two spectral and five spatial modes in addition to ten temporal modes. It is worth mentioning that europium nuclear spins in YSO have showed quantum lifetimes of up to 6 h at cryogenic temperatures by applying a special magnetic field used to induce a magnetic-field insensitive transition when combined with dynamical decoupling [34] . Moreover, the same idea can also be used in praseodymium doped YSO to increase the storage time up to seconds with strong pulses [35, 36] . AFC-based multimode quantum memories currently suffer from low memory efficiency. This may be improved by either putting the memory inside a cavity [37, 38] or recalling the photons in the backward direction [27] . The ultimate limit of the these materials is far from being reached. We therefore believe that the memory efficiency and storage time can be further improved in the near future to fit the requirements of our proposed protocol.
Notably, an on-demand single-photon source with 66% extraction efficiency from a resonantly driven quantum dot in a micropillar [25] and single-photon detectors with high efficiency up to 95% and extremely low intrinsic dark counts have already been demonstrated [39, 40] . The combination of all of these developing technologies makes semihierarchical quantum repeaters seem feasible in the near future.
V. CONCLUSIONS
The quantum repeater protocol we proposed takes advantage of a semihierarchical structure, which improves the overall entanglement distribution time and reduces the required lifetime of quantum memories to a moderate and accessible range. More intriguingly, the demands for the emission probability of entangled singlephoton sources and multimode capacity of quantum memories are also significantly reduced compared with non-hierarchical protocols. We discussed two scenarios in the paper. The first one with optimal length of elementary links has the shortest distribution time and the second one with an appropriate fixed length of elementary links makes the required memory lifetime drop to tens of milliseconds and nearly independent of the total distribution distance. This protocol greatly reduces the technical difficulty for the realization of an efficient quantum repeater and is well suited for scalable applications in a large-scale quantum network.
VI. APPENDIX A. The derivation of entanglement distribution time
Here we present the detailed analytical derivation leading to the quantitative formulas in the paper. The calculation of the average time for the successful creation of an entangled state across the overall quantum channel can be divided into two parts: The first part is the average time needed before the ES step involving the BSM' measurements, including the expected time of the EC process across all elementary links and the classic communication time needed for feedforward control. The second part is the probability of the ES process and final retrieval.
We will first derive the probability of EC for a single elementary link. The total distance L is split into n elementary links, so the length for each elementary link is L 0 = L/n. All sources are probabilistic singlepair entanglement sources with emission probability ρ and mode number m. To deterministically create entanglement between the ends of each elementary link, each photon must travel a distance of L 0 /2 and be detected by a single-photon detector (SPD) for a successful Bell-state measurement (BSM).
Considering a single elementary link, using only one optical mode, the probability of a successful BSM at the center station is given by
where η D is the detection efficiency of SPDs, the prefactor 1/2 is the maximum successful probability of BSM with linear optics, and 10
is the transmission efficiency corresponding to a distance of L 0 /2 in telecom wavelength optical fibers.
If each source emits m different optical modes at one attempt, the probability that at least one mode results in a successful BSM, which creates the elementary entanglement, is
(A2) For each attempt, one elementary link must wait the time required for the photons to propagate from the sources to the central station and for the information about the result to propagate back to the memories. Thus the basic clock interval of the elementary creation is L 0 /c, where c is the speed of telecom wavelength photons in an optical fiber.
One has an exponential distribution of attempt times k for a success probability p, written as
which gives an expectation value of
Thus, the expected time of EC for one elementary link is (L 0 /c)/p. We wait until n elementary links all successfully create their entanglement. Assume that the expected attempt times is increased to f (n, p)/p. We will denote the distribution for this combined attempt times by P n (k) and its expectation value by ∼ k . One has
where
The ith term of Eq. (A5) represents that i of n elementary links create their entanglement successfully at the kth attempt, whereas the other (n − i) elementary links succeed before the kth attempt. Using the binomial theorem
one finds
giving
(A10) Thus, the average time to create entanglement across all elementary links is given by
After each elementary link successfully creates entanglement, a signal is sent to a feedforward control module located at the center of the total distance through a classical channel. The central control unit waits until entanglements are successfully established in all elementary links and then informs all quantum memories to implement the next step of the protocol, which takes time T cc = L/c.
Once all procedures mentioned above are complete, ES between neighboring links is attempted. This process includes recalling photons from the memories with an overall efficiency of η M and a BSM'. If there are n elementary links, there are (n − 1) such ES operations, giving
The entanglement is distributed over the desired distance on the premise that ES operations at all nodes succeed. Otherwise, the whole process must start from scratch. Finally, the entanglement is useful only if it can be retrieved from the memories at the ends of the quantum channel and detected, so the probability η 2 M η 2 D must be considered.
Therefore, the average time we need for an entanglement distribution can be given as
n .
(A13)
B. The standard deviation of memory time
From the calculations above, it is easy to find the average storage time required for memories, written as
If we want to fully access the requirement for the memories of the proposed repeater protocol, it is also necessary to calculate the standard deviation of memory storage time. Consider the distribution of one specific entangled photon pairs. Assume the attempt times of this clock cycle is k. We can write the actual storage time of the whole distribution process as
The probability distribution of attempt times is P n (k) as calculated above. Therefore, the variance of memory time is
which gives the standard deviation
