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1 Introduction 
This document describes the realization of Canonical Use Case 2, File Transfer, using the 
XSEDE XUAS architectural components. See http://hdl.handle.net/2142/43877 for the use cases. 
It is assumed that the reader has already read and is familiar with the XSEDE Architecture  
Level 3 Decomposition (L3D), in particular §3 (Access Layer), §4.2 (The Web/Cloud Approach 
and XUAS), §6 (XUAS), §7 (XSEDE Architecture Common Elements), §8 (Deployment), and 
§10 (Quality Management). The authors suggest that this document be open or on hand when 
reading this document. 
Additional references include: 
[GO1] Globus Online REST API documentation  https://transfer.api.globusonline.org 
[GO2] Globus Online CLI reference https://www.globusonline.org/docs/clireference/ 
1.1 Structure of this Document 
This document comprises two sections. §2 reviews the file transfer use case and §3 describes how 
the XUAS components are used to implement the use case from §2.  
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2 Canonical Use Case 2 
Canonical use case 2 is “Transfer a file or files.”  The description is “The user transfers one or 
more files and/or directories from one file system to another.”  
The use case starts with a number of assumptions, specifically: 
a) The user knows the address of the file transfer service. 
b) The user is properly authenticated. 
c) The user has generated a file transfer request in the appropriate format, specifying the 
file(s) and/or directory(s) that are to be transferred, and the source and destination file 
systems. 
d) The source file(s) and directory(s) named in the request exist and the user is authorized to 
read them. 
e) There is sufficient space for those file(s) and directory(s) on the destination file system, 
and the user is authorized to write at the specified destination location. 
f) The file transfer service, source file system, destination file system, and intervening net-
work do not fail during execution of the file transfer. 
Tables 1 and 2 list quality attributes and variations for the use case, respectively. 
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Table 1: File transfer use case quality attributes 
UCCAN 2.0 Transfer a file or files 
QAS-CAN2.a Any request to the file transfer service is acknowledged within one 
second. 
QAS-CAN2.b The file transfer service can support, XSEDE-wide, a request rate of 
up to 1 requests/second in aggregate from all users without error. 
QAS-CAN2.c The file transfer service can support XSEDE-wide, without error, at 
least 1,000 active transfer requests (i.e., under management, could be 
pending, active, etc.) requests. 
QAS-CAN2.d Once a file transfer completes, the user may check its status for at least 
one month. 
QAS-CAN2.e Request patterns that exceed the stated request submission rate or total 
active request limits are handled gracefully: e.g., by declining to accept 
further requests. 
QAS-CAN2.f The file transfer service can be restarted (e.g., following failure or 
system administrator action) without losing track of file transfer re-
quests that are queued or active at three Sigma. 
QAS-CAN2.g Valid file transfer requests complete at two Sigma. 
QAS-CAN2.h The file transfer service will be available at three Sigma. 
QAS-CAN2.i The file transfer service can restart a transfer that is interrupted by 
transient failures. 
QAS-CAN2.j The combination of transfer efficiency and impact of failures and re-
starts provides efficiency that is at least as good as 50% of peak theo-
retically possible throughput of optimal network path and storage sys-
tems. 
QAS-CAN2.k If a user’s request cannot be accommodated by the transfer service (for 
example, if the user attempts to access a file system for which access is 
not authorized or if there is insufficient storage on the destination), the 
error message returned should be consistent, meaningful, and helpful. 
QAS-CAN2.l The transfer service should provide “at most once” semantics, meaning 
that if the user submits the same file transfer request more than once 
(e.g., because an earlier submission was not acknowledged), the trans-
fer will be executed at most once. 
QAS-CAN2.m The transfer service must provide a user-selectable option for request-
ing that the destination preserves the modification and access 
timestamps and mode bits (assuming Unix on both ends) from the 
original file(s) 
QAS-CAN2.n The transfer service must provide a user-selectable option for enabling 
confidentiality in the transfer request. I.e., cryptographic methods are 
used to prevent anyone else from eavesdropping the data being trans-
ferred. 
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QAS-CAN2.o The transfer service must provide data integrity checking on all trans-
fers. 
 
Table 2: File transfer use case variations 
UCCAN 2.0 Transfer a file or files 
UCCAN 2.a (removed from the use case description) 
UCCAN 2.b (removed from the use case description) 
UCCAN 2.c Instead of specifying a list of files/directories to be transferred, the user 
may request that a source file or directory and a destination file or 
directory be synchronized, meaning that only files that differ between 
the source and destination are transferred. 
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3 Transfer a file or files 
Assume that  
1. XSEDE-operated services are in their normal operating states. 
2. The Globus Connect Multiuser service (a XUAS component described in [L3D] §6.4) has 
been installed and configured on the XSEDE storage system(s) involved in the transfer. 
3. If the file or files(s) are to be transferred to or from the user’s client system (laptop or 
desktop), the Globus Connect software (a XUAS component described in [L3D] §6.4) 
has been installed and configured on that system and is currently running. 
4. If the file or files(s) are to be transferred to or from a shared, non-XSEDE system (e.g., 
NERSC, OSG, campus server), the Globus Connect Multiuser service is correctly in-
stalled and configured on that system. 
5. The user has established an XSEDE identity per XSEDE canonical use case 9.0. 
6. The user is authorized to read the directory(ies) and file(s) at the source and is authorized 
to write the directory(ies) and file(s) at the destination. 
7. The user has a standard Web browser and Internet access. 
 
Steps: 1. Launch a Web browser and connect to the XUAS Transfer interface at http://www.globusonline.org/.  This is a hosted “cloud” service (Software-as-a-Service or SaaS) that provides a Web browser user interface to the XUAS Transfer REST interface, as described in [L3D] §4.2. 
2. Click “Log In” in the menu bar at the top of the page.  
3. 3A below assumes the current XSEDE identity management configuration. 3B assumes 
the new identity management configuration described in the proposal from XSEDE A&D 
and SD&I. 
A) Enter the Username and Password associated with the Globus Online identity to be 
used OR click “alternate login” and select XSEDE as the identity provider and enter 
the XSEDE Username and Password OR select another federated identity provider 
and authenticate via that provider. This step results in an OAuth 2.0 user authentica-
tion as described in [L3D] §6.3.1 (if the Globus Online or XSEDE userid and pass-
word are used) OR §6.3.2 (if another federated identity provider is used instead).  
B) Enter the Username and Password associated with the XSEDE identity to be used OR 
click “alternate login” and select a federated identity provider and authenticate via 
that provider. This step results in an OAuth 2.0 user authentication as described in 
[L3D] §6.3.1 (if the XSEDE userid and password are used) OR §6.3.2 (if a federated 
identity provider is used instead).  4. Click “Start Transfer” on the Globus Online “Manage Data” dashboard or in the menu. 5. Enter the endpoint names in the source and destination boxes or select names from the popup lists provided. (Typing “xsede#” in the box will present a popup list of all published XSEDE endpoints. If Globus Connect is running on the end user’s system, the user can select that system by typing the username in the box.) This step results 
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in “endpoint activation” for both endpoints via the XUAS Transfer REST interface as described in [L3D] §6.1.1.2. In more detail, each endpoint has an associated identity 
provider. When you select an endpoint, you must authenticate to that endpoint's associat-
ed MyProxy or MyProxy OAuth identity provider ([L3D] §6.2.2.2), which will return a 
temporary X.509 proxy credential ([L3D] §7.1.2.2) that XUAS Transfer can use to inter-
act with that endpoint for some period of time. The credential will be cached in XUAS 
Transfer until it expires or is deleted by the user, for subsequent interactions with that 
endpoint, or any other endpoint that uses the same identity provider.  The XUAS Transfer service now has delegated credentials for the user that are acceptable for authenti-cating to each of the endpoint systems via the GridFTP interface [L3D] §7.1.1.1. 6. Browse the file systems at source and destination and specify the file or files to be transferred. The directory listings for each endpoint are obtained via the XUAS Transfer REST interface’s “ls” action and the GridFTP interface.  7. Click the arrow to start the transfer. This requests the transfer via the XUAS Trans-fer REST interface’s “transfer-start” action. The transfer itself is a third-party Grid-FTP transfer between the source and destination endpoints, as described and illus-trated in [L3D] §6.3.3. The user is automatically registered to receive an email notification when the transfer request changes state. 8. (optional) Click “view activity” in the “Manage Data” dashboard or menu to watch the transfer’s progress. Transfer activity is obtained via the XUAS Transfer REST in-terface’s “transfer-status” and/or “transfer-details” actions. XUAS Transfer obtains status information from the endpoints via the GridFTP interface and translates this information to make it user-friendlier. 9. (optional) If the user wishes to cancel the transfer request at any time between submission and completion of the request, he/she clicks “view activity” in the “Man-age Data” dashboard, finds the transfer to be cancelled in the list of transfer re-quests, and clicks “cancel.” XUAS transfer will either remove the request from the queue if it has not yet started, or use the GridFTP protocol to cancel any active trans-fers between GridFTP servers. 10. The user receives an email message when the transfer completes. 11. (optional) If the user wishes to obtain performance information about the transfer, he/she clicks “view activity” in the “Manage Data” dashboard, finds the transfer I the list of transfer requests, and clicks the arrow to view information about the transfer. Performance information including the request time, the completion time, the total bytes transferred, and the number of files and directories transferred is displayed in the interface. 
3.1 Variations 
3.1.1 Variant UCCAN 2.c – Synchronization 
It is important to note that “synchronization” in this context is a one-time operation, not a contin-
uous state. The file transfer service performs a one-time synchronization, at the end of which the 
files at source and destination are “synchronized.” Changes on either system after the operation’s 
completion will not be synchronized until the user requests another synchronization operation. 
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XUAS Transfer supports several styles of synchronization and related features. These are speci-
fied via the XUAS Transfer REST interface when the transfer request is submitted by specifying 
a value for the sync_level element as described in [GO1]. The following types of synchronization 
are supported. (Higher levels include the checks from lower levels.) 
0 - Copy files that do not exist at the destination. 
1 - Copy files if the size of the destination does not match the size of the source. 
2 - Copy files if the timestamp of the destination is older than the timestamp of the source (rec-
ommended default).  
When any of the above synchronization types are selected, the XUAS Transfer service uses the 
GridFTP protocol to retrieve the directories at source and destination and compares the directory 
contents to make decisions about whether or not to transfer each file. The result is a list of indi-
vidual file transfers that must take place, which XUAS Transfer then manages individually via 
the GridFTP protocol. XUAS Transfer catches a wide variety of exceptional conditions returned 
from the GridFTP protocol and restarts or retries each transfer until the transfer completes suc-
cessfully. 
3 - Copy files if checksums of the source and destination do not match. Files on the destination 
are never deleted. 
When this synchronization type is selected, XUAS Transfer first performs the directory compari-
son described above for types 0-2, generating a list of files to be transferred.  For the remaining 
files (those that do not appear different based on directory contents), XUAS Transfer requests the 
checksum from source and destination. If the checksums do not match, XUAS Transfer adds the 
file to the transfer list. To be clear, the file is only transmitted over the wire if the checksums do 
not match. 
In addition to the synchronization setting, XUAS Transfer also provides related options for delet-
ing files on the destination that don’t appear on the source (using directory listing as described 
above) and for preserving file modification timestamps. 
These settings are exposed via the Web browser interface as a “more options” link on the “Start 
Transfer” page. 
3.2 Quality of Service Attributes 
3.2.1 Request response time 
Attribute: “Any request to the file transfer service is acknowledged within one second.” 
Response: Requests to the file transfer service can be broken down into the following steps. 
1. User’s web browser (or REST client) transmits HTTP request over Internet to XUAS 
Transfer service. 
2. XUAS Transfer service processes request and stores the request data in an external data-
base for persistence. 
3. XUAS Transfer service responds to client via HTTP over Internet.  
XSEDE does not have control over the user’s connection to the Internet, which is used for the 
initial request and final response transmission. We assume that the time for steps 1 and 3 above is 
not included in the one second. However, we also note that Step 2 requires only a fraction of the 
second, leaving most of the time for Steps 1 and 3. 
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Step 2 requires the XUAS Transfer service to store the request in its persistence database. Both 
the XUAS Transfer service and the database service are cloud services, hosted by a cloud service 
provider. With the current hosting arrangements, both our testing (conducted by Globus develop-
ers) and our continuous operations (monitored by Globus developers) demonstrate that the time 
required to complete the database transaction is far less than one second. 
3.2.2 Submission rate 
Attribute: The file transfer service can support a request rate of up to 1 requests/second in aggre-
gate from all users without error. 
Response: XUAS implements transfer requests using a REST-style interaction between the client 
and the XUAS Transfer service. Because of the two-stage commit, there are actually two requests 
per submission. Consequently, this quality attribute can be translated to: “The XUAS Transfer 
service must support REST submission interactions at a rate of up to 2 requests/second.”   
As described above, each REST interaction involves communication between the REST client 
and server and the REST server and the service database. The round-trip for each request is far 
less than a second. The REST service is multi-threaded and engineered to support dozens of sim-
ultaneous HTTP connections.  The system is easily able to handle two requests/second from the 
aggregate of these connections. 
3.2.3 Active requests 
Attribute: The file transfer service can support XSEDE-wide, without error, at least 1,000 active 
transfer requests (i.e., under management, could be pending, active, etc) requests. 
Response: XUAS implements transfer requests as REST resources using the task-id as the re-
source name. The service uses a database service to store the resource data. Thus, this quality 
attribute can be translated to: “The XUAS Transfer service’s database must be capable of storing 
at least 1,000 simultaneous task resources.” This barely scratches the surface of the capabilities of 
modern database systems, and presents no challenge for XUAS Transfer. 
3.2.4 Status check 
Attribute: Once a file transfer completes, the client can check its status for at least one month. 
Response: XUAS Transfer refers to file transfers (current and past) via the task-id assigned when 
the transfer is requested. At the current rate of 1500 transfer requests per day, one month (30 
days) of requests is just under 50,000 requests. It is well within the capability of XUAS Transfer 
service’s database to store 50,000 request records at a time. The current implementation and oper-
ating procedures  for XUAS Transfer do not allow task-ids to be recycled. Transfer records are 
available practically indefinitely. 
3.2.5 Graceful response to excessive load 
Attribute: Client request patterns that exceed the stated request submission rate or total active 
request limits are handled gracefully: e.g., by declining to accept further requests. 
Response: XUAS is built on standard web server technology, which is in turn based on a standard 
Unix operating system and IP network stack.  Assuming that the web server is engineered using 
multi-threading and multi-processing (as all modern web servers are), and assuming that the Unix 
operating system on which it runs allows for TCP connection limits (which all modern systems 
do), the XUAS system behaves exactly as described here. Heavy load will cause REST transac-
tions to slow down.  At some point the web server will stop accepting new client connections, at 
which point the client must retry. 
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3.2.6 Restart 
Attribute: The file transfer service can be restarted (e.g., following failure or system administrator 
action) without losing track of file transfer requests that are queued or active at three Sigma. 
Response: Under the assumption of ordinary operating conditions, we are confident that XUAS 
Transfer will satisfy this quality attribute. All of the state associated with file transfers is stored in 
an SQL database (specifically Postgres) hosted in an Amazon Elastic Cloud 2 (EC2) instance, 
with the data stored on an Amazon Elastic Block Storage (EBS) volume. So as long as the data-
base on the EBS volume is not corrupted, restart is no problem.  We currently use only one Post-
gres instance, but the EBS volume backing it should support three Sigma. If it becomes necessary 
to further increase the reliability of the service, this can be achieved by adding a Postgres mirror. 
3.2.7 Completion 
Attribute: Valid file transfer requests complete at two sigma. 
Response: Valid requests are defined in the use case description glossary as those where the 
source and destination both exist, where the target has sufficient disk space, where the user has 
permission to read the source and write the target, and where there exists a communication path 
from the source to the target. 
Given that all of the above conditions are true, there remain a wide variety of transient and non-
transient issues that could postpone completion of the request. XUAS Transfer uses the following 
list of mechanisms to work around these failures. 
• XUAS Transfer stores all requests and their status (e.g., state, completion, etc.) in an external da-
tabase, so if the XUAS Transfer service fails for some reason, it will reload all request state when 
the service is restarted. The external database service is rated at three Sigma reliability via its 
service agreement. 
• Transient failures in the network connections between source and destination are detected by 
the GridFTP protocol and XUAS Transfer automatically restarts if this occurs. State information 
from the transfer (how far the transfer progressed before the failure) is used to avoid retransmit-
ting data. 
• Non-transient failures such as misconfiguration in the source or destination endpoints (GridFTP 
servers), endpoint downtime, etc. are detected by XUAS Transfer and notifications are delivered 
to the human XUAS Transfer operators so that they can contact endpoint operators and resolve 
the issues.  
• XUAS Transfer reports failure to complete to the end user only if both automatic and human op-
erator responses are unable to resolve the issue prior to the requested completion deadline. 
3.2.8 Availability 
Attribute: The file transfer service will be available at three Sigma. 
Response: The methods used by both X-WAVE and XUAS to ensure service availability are de-
scribed in [L3D §9]. The general methods described there satisfy three Sigma availability. 
3.2.9 Fault recovery 
Attribute: The file transfer service can restart a transfer that is interrupted by transient failures. 
Response: The general methods used by both X-WAVE and XUAS to ensure fault recovery are 
described in [L3D §9]. More specifically, XUAS Transfer utilizes a persistent store for recording 
transfer requests (both completed and not completed). If the XUAS Transfer service fails for 
some reason, the record of all requests is loaded from this store when the service restarts, and all 
uncompleted transfers are restarted. 
Comment [LL1]: This is a reference to the NEW material in 
the L3D document (still under review) on quality management. 
That material needs to be approved in order to complete this 
response. 
Comment [LL2]: This is a reference to the NEW material in 
the L3D document (still under review) on quality management. 
That material needs to be approved in order to complete this 
response. 
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XUAS Transfer also uses the GridFTP protocol to accomplish file transfers, and it uses the fol-
lowing features of GridFTP to recover from transfer failures. 
• Progress checkpointing – GridFTP regularly reports the progress of transfers in progress, 
and this progress is stored by XUAS transfer in its persistent store of requests. Thus, the 
service knows how far each transfer has progressed and can restart without repeating 
parts of the transfer that have completed already. 
• Partial file transfer – Given the checkpointing data described above, GridFTP allows par-
tial transfers. Thus, when a transfer is restarted, XUAS Transfer uses partial transfers to 
complete the portions of each transfer that did not complete. 
• Error return codes – When a GridFTP transfer fails for any reason, a return code is given 
to XUAS Transfer that notes the cause of the failure. XUAS Transfer uses this infor-
mation about the cause of the failure to determine whether to retry the transfer or to noti-
fy service operators or the end user of a non-transient (unrecoverable) failure.  
XUAS Transfer is able to identify a variety of non-transient failures that can be corrected by 
GridFTP endpoint operators (e.g., certificate expiration, misconfiguration) and these failures 
are reported to XUAS Transfer operators so that they can work with endpoint operators to re-
solve the cause of failure and restart the transfer without reporting failure to the end user. 
3.2.10 Performance 
Attribute: The combination of transfer efficiency and impact of failures and restarts provides 
efficiency that is at least as good as 50% of peak theoretically possible throughput of optimal 
network path and storage systems. 
Response: Globus Online uses the GridFTP service for file transfer, which has been amply 
demonstrated to be capable of meeting this quality attribute if appropriately tuned.  Globus 
Online uses heuristics to tune its use of GridFTP (concurrency, parallelism, and pipelining).1 
3.2.11 Error messages 
Attribute: If a user accesses a file system for which access is not authorized, the error message 
returned should be consistent, meaningful, and helpful. 
Response: Access to file systems is provided via the GridFTP interface. (See [L3D] §7.1.1.1.) 
The XUAS Transfer REST interface translates GridFTP error codes into user-friendly responses 
which are passed through to the Web browser and CLI interfaces. 
3.2.12 At-most-once semantics 
Attribute: The transfer service should provide “at most once” semantics, meaning that if the user 
submits the same file transfer request more than once (e.g., because an earlier submission was not 
acknowledged), the transfer will be executed at most once. 
Response: The XUAS Transfer REST interface uses a two-phase submission protocol, where in 
the first phase the client gets a submission_id, which it then uses in the second phase as part of 
the request. Subsequent requests made with the same submission_id will be executed “at-most-
once.” Thus, if an initial request is interrupted before the client receives a response with the cor-
responding task-id, the client can resend the request without fear that it will be executed twice. 
Once the task-id is received, the client can assume that the request will be executed and can refer 
to the request using the task-id. 
                                                
1 https://www.globusonline.org/files/2011/07/Globus-Online-SaaS-Simplification-of-Data-Movement.pdf 
Template 02November2004 
12  last saved: Thursday, August 29, 2013 
3.2.13 Preserving file metadata 
Attribute: The transfer service must provide a user-selectable option for requesting that the desti-
nation preserves the modification and access timestamps and mode bits (assuming Unix on both 
ends) from the original file(s) 
Response: When requesting a transfer, the user may click “more options” to reveal the transfer 
settings. One of the settings is “preserve source file modification times.” Enabling this setting for 
the transfer will cause the destination files to have the same modification times as the correspond-
ing source files. This is accomplished via the GridFTP protocol. XUAS Transfer obtains the 
source modification timestamps from the source directory listing via GridFTP. After the transfer, 
it sets the destination timestamps via separate GridFTP protocol requests. The access timestamp 
and mode bits are not affected. 
While the current implementation of XUAS Transfer does not provide a setting for access 
timestamp or mode bit preservation, these could be implemented the same way that the modifica-
tion timestamp current works. GridFTP provides a protocol request for changing the mode bits.  It 
does not provide a means to change access timestamps, so adding that functionality would require 
deploying new GridFTP servers with that (new) feature at all XSEDE endpoints.  
3.2.14 Confidentiality 
Attribute: The transfer service must provide a user-selectable option for enabling confidentiality 
in the transfer request. I.e., cryptographic methods are used to prevent anyone else from eaves-
dropping the data being transferred. 
Response: When requesting a transfer, the user may click “more options” to reveal the transfer 
settings. One of the settings is “encrypt transfer.” Enabling this setting for the transfer will enable 
confidentiality during the data transfer between source and destination. This is accomplished via 
the GridFTP protocol. XUAS Transfer instructs the source and destination endpoints to enable 
data channel confidentiality prior to initiating the transfer. Source and destination then mutually 
authenticate and establish a session encryption key for all associated data channels during the 
transfer. [L3D] §6.3.3 describes the GridFTP third-party transfer in detail, showing where data channels are used and which credentials are available to each endpoint for establishing mutual authentication and a session key. 
3.2.15 Data integrity 
Attribute: The transfer service must provide data integrity checking on all transfers. 
Response: XUAS Transfer provides this feature by default for all transfers. The end user can dis-
able it, but if they do not to that, the following method is used. 
During the transfer, each endpoint’s GridFTP server uses the checksum method provided by the 
underlying TCP protocol to provide some assurance of integrity. We know from experience, how-
ever, that this is no guarantee of integrity. (The XSEDE network has been proven to allow data 
integrity failures at a small, but not insignificant, rate.) Once a file has been successfully trans-
ferred, XUAS Transfer uses the GridFTP protocol’s checksum request to compare the files’ 
checksum at source and destination. The checksum is computed locally on each endpoint and 
reported to XUAS Transfer. If the checksums do not match, XUAS Transfer considers this a 
transfer failure and restarts the transfer, replacing the previously transferred file on the destina-
tion. GridFTP uses the _________ algorithm for file checksums. This guarantees integrity up to 
_________. 
Comment [LL3]: Is this true? Need to double check. 
Comment [LL4]: Double check this.  This could be a big 
deal if the requirement is important to stakeholders. 
Comment [LL5]: Name it 
Comment [LL6]: Fill this in with a value. 
