Abstract-This paper presents a power-constrained contrast enhancement algorithm for organic light-emitting diode display based on multiscale retinex (MSR). In general, MSR, which is the key component of the proposed algorithm, consists of power controllable log operation and subbandwise gain control. First, we decompose an input image to MSRs of different sub-bands, and compute a proper gain for each MSR. Second, we apply a coarse-to-fine power control mechanism, which recomputes the MSRs and gains. This step iterates until the target power saving is accurately accomplished. With video sequences, the contrast levels of adjacent images are determined consistently using temporal coherence in order to avoid flickering artifacts. Finally, we present several optimization skills for real-time processing. Experimental results show that the proposed algorithm provides better visual quality than previous methods, and a consistent power-saving ratio without flickering artifacts, even for video sequences.
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I. INTRODUCTION

M
ODERN display panels can be categorized into emissive and non-emissive displays. The cathode-ray tube (CRT), the plasma display panel (PDP) and the organic lightemitting diode (OLED) are representative emissive displays that do not require external light sources, whereas the thin-film transistor liquid crystal display (TFT-LCD) is non-emissive. In general, emissive displays have several advantages over non-emissive ones [1] , [2] . First, since an emissive display can turn off individual pixels, it can express complete darkness and achieve a high contrast ratio. Second, emissive displays consume less power than non-emissive ones because each pixel in an emissive display can be independently driven and the power consumption of the pixel is proportional to its intensity level. Note that non-emissive displays should turn on their backlight regardless of pixel intensity.
Thus, the OLED is regarded as the most promising candidate for the next-generation display [3] , [4] , which will The authors are with the Department of Electronic Engineering, Inha University, Incheon 402-751, Korea (e-mail: namyo@inha.edu; pride0723@inha.edu; bcsong@inha.ac.kr).
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replace the TFT-LCD displays currently dominating the commercial market. Even though the OLED is mainly used for small panels in mobile devices, its mass-production technology is being developed rapidly. So large-size OLED panels may soon be adopted in a wider range of devices such as highdefinition television (HDTV) and ultra HDTV [3] . Note that display modules consume most of the power in digital media devices [5] . So techniques to minimize power consumption in the display are inevitably required. Several image processing techniques for power saving in display panels have been proposed, beyond circuit-level power savings. Unfortunately, such techniques focus on reducing backlight intensity for TFT-LCDs while preserving the same level of perceived quality [6] - [10] . So they cannot be applied to power saving in emissive display devices such as OLED.
Lee et al. proposed a power-constrained contrastenhancement algorithm (PCCE) for emissive displays based on histogram equalization (HE) [11] , [12] They developed a power-consumption model for OLED displays and formulated an objective function that consists of the HE term and the power term. By minimizing the objective function based on the convex optimization theory, they tried to simultaneously achieve contrast enhancement and power savings. However, with HE-based contrast enhancement there is an inherent risk of overstretching. Also, since their method depends on certain parameters it cannot automatically, consistently and accurately provide the power-saving level desired by a user.
On the other hand, various contrast enhancement techniques have been developed for dozens of years [13] - [20] . As one of them retinex is a well-known non-linear enhancement method used for contrast enhancement as well as dynamic range compression. The retinex theory was proposed by Land and McCann [13] , and Jobson et al. adapted their theory to singlescale retinex (SSR) [14] and multi-scale retinex (MSR) [15] . Retinex theory assumes that the human visual system has three independent ways to perceive short, medium, and long wavelengths in the visible light spectrum. Based on the retinex theory, SSR utilizes Gaussian low pass filter (LPF) and log operation to accentuate a specific wavelength range of the image, and MSR gives an output image as the weighted sum of the retinex output images by using several linear LPFs having different support regions.
This paper proposes a power-constrained contrast enhancement algorithm using a sub-band decomposed MSR (SD-MSR) [16] for OLED display. First, we designed a modified log function for dynamic power saving. Second we propose a coarse-to-fine power control mechanism based on SD-MSR, which jointly achieves contrast enhancement and dynamic range compression using an adaptive weighting strategy proper for an input image. Finally, we present a power control scheme for a constant power reduction ratio in video sequences by using temporal coherence in video sequences. Experimental results show that the proposed algorithm provides better visual quality than previous methods, and a consistent power-saving ratio without flickering artifacts for video sequences.
The rest of this paper is organized as follows. Section II reviews a typical MSR and the SD-MSR which is a basic framework of the proposed algorithm. Section III defines a power model for OLED display and proposes a power-constrained contrast enhancement algorithm for video sequences as well as still images in detail. Section IV presents several optimization skills for real-time processing. Section V provides intensive experimental results. Finally, Section VI concludes this paper.
II. SUB-BAND DECOMPOSED MULTI-SCALE RETINEX
MSR is an extended SSR with multiple kernel windows of different sizes. MSR output is a weighted sum of several different SSR outputs [14] - [16] . The MSR output for a single spectral component can be represented as
where
Here, R n (x, y) denotes a retinex output associated with the n-th scale for an input image I (x, y). Note that gain w n is determined so that it can satisfy the condition of w n = 1. The symbol "*" in Eq. (2) denotes the convolution operation and N is the number of scales. F n (x, y) denotes a surround function and is given by
where K n is determined so that F n (x, y) can satisfy
n denotes the variance of the Gaussian kernel at the n-th sub-band. Under the condition σ n >σ n−1 for every SSR, we can derive successive frequency sub-bands. Note that a small σ n is suitable for enhancing fine details, whereas a large σ n is suitable for improving tonality. Thus, it is important to select an appropriate value of σ n in the MSR.
Based on this rationale, Jang et al. proposed an SD-MSR that consists of a modified logarithmic function, sub-band decomposition, space varying sub-band gain, and an automatic gain/offset control [16] (see Fig. 1 ). The modified log (mlog) is defined as
where τ is a user-defined threshold and D denotes an image dynamic range. For example, D is 256 for an 8-bit image. w L and w H denote weighting parameters according to τ and are defined as
As a result, the mlog function of Eq. (4) enhances the contrasts of dark regions as well as bright regions. In this way, we can enhance image details both in highlights and shadows.
Another feature of SD-MSR is to decompose the modified retinex outputs into nearly non-overlapping spectral bands. The following equation accomplishes this sub-band decomposition:
As n increases, R n corresponds to the low frequency region more and more. Here, R n is computed by replacing the log of Eq. (2) with the mlog of Eq. (4) Next, the space varying sub-band gain at the n-th sub-band is defined as
where σ max = max n∈{1,2,...,N} σ n . Also, ε g and ε σ are two constants to avoid dividing by zero. In this paper, ε g and ε σ are set to 0.1 and 0, respectively. N R n denotes the normalized SSR at the n-th sub-band and is defined as
R n max (8) where
R n . In a high spectral band of small n, they make the gain difference between pixels larger, especially for the pixels with low N R n (x, y). This is because this spectral band has large high-frequency components representing image details. Meanwhile, they lower the gain difference between pixels in a high spectral band of large n to maintain the characteristics of a natural scene. Thus, using Eq. (7), the final enhanced image I is output as follows:
III. THE PROPOSED ALGORITHM
We propose a power controllable contrast enhancement algorithm for OLED display based on SD-MSR. Fig. 2 describes the proposed algorithm, which is composed of three stages. The first stage coarsely reduces the power of an input image nearer to the target power with contrast enhancement, and the second stage finely controls the image power such that it is very close to the target power. If the input is a video sequence, the final stage adjusts the power of each image so that it is similar to those of its neighbors by considering the temporal coherence of the input video sequence.
The proposed algorithm is differentiated from previous methods in the following three aspects. First, we control the target power level automatically. Second, we avoid the flickering phenomenon by keeping the power levels of adjacent images constant for video sequences. Third, we achieve realtime processing of the proposed algorithm on a generalpurpose graphics processing unit (GPU) even for full HD video sequences.
A. Power Modeling for OLED Display
Before presenting a detailed explanation of the proposed algorithm, we need to model power for an OLED display. Dong et al. presented a pixel-based power model that estimates the power consumption of OLED modules based on the redgreen-blue (RGB) specification of each pixel [21] . The power consumption of an OLED display with K pixels, i.e., P is
) indicate the power consumption of red, green, and blue devices of the pixel, respectively and i stands for the pixel index in an image. C is a constant to account for the static power contribution made by the non-pixel part of the display, which is independent of the pixel values. In this paper, the constant C is not considered for convenience. Also, we consider only the Y-component because it dominates the entire overall power. Note that the Y-component indicates the luminance component in YUV color format. So we use the Y-component power consumption (YP) of an OLED display with K pixels [11] as
where γ is a parameter for gamma correction for a given display device. 
B. The Proposed Algorithm
This section details the proposed algorithm.
1) Coarse Control Stage:
The mlog of conventional SD-MSR plays a role in enhancing the contrasts of highlight and shadow regions. In other words, contrast in the dark region becomes high by increasing the intensity level of the pixels in the region, and contrast in the bright region also becomes high by decreasing the intensity level of the pixels in the region. However, the increase of the intensity values in the shadow region results in the increase in power consumption for the OLED display. So, for low power consumption as well as contrast enhancement, even in the shadow region, we redefine a so-called power-constrained log ( plog) from the mlog of Eq. (4) as follows:
Here, α is a sort of penalty parameter. Fig. 3 describes the plog graph according to α values. In Fig. 3 , plog is equivalent to mlog when α is 1. We can observe that mlog tends to increase the contrast of extremely darker range within the dark interval below τ , and decrease the contrast of the middle range around τ . So mlog works for images having extremely dark region, but its effect on contrast enhancement may be marginal for the other images. On the other hand, we can see that plog makes the pixel values in the dark region change less as α decreases. So plog provides less contrast enhancement than mlog for dark pixels, but the former shows better contrast enhancement than the latter for middle intensity pixels. Note that the human visual system tends to be relatively insensitive to contrast change in the dark region [15] . Therefore, the plog of Eq. (12) has the effect of controlling the increase in power consumption while partially lowering the contrast in the dark region. From Eq. (7) and MSRs computed by plog, i.e., {R n }, we can derive the following output image.
g nRn (13) where t indicates the iteration number. Initially, t is set to 0.
On the other hand, basing YP on Eq. (11), the power reduction ratio of an input image and its output image is defined as follows:
where R N t is the normalized version of R t such that it has the same dynamic range as the input image I , i.e., [l, L] . In this paper, R N t can be computed with Eq. (15) as in [16] .
where M = max( R t ) and m = min( R t ). p t should be controlled to be close to target power reduction ratio P. Let δ t denote the difference between p t and P as in Eq. (16).
δ t has an identical meaning in the fine control stage (FCS) as well as the coarse control stage (CCS), and it is re-defined as δ C t and δ F t in the CCS and FCS, respectively. We make use of δ C t as a criterion to determine the range of power reduction at every iteration of the CCS. Using δ C t , we propose an effective strategy to achieve quick convergence speed. If δ C t is within a sufficiently small range, we just terminate the iteration(s) in the CCS. Also, if δ C t is too large, we increase the variation of τ in Eq. (12) to achieve fast convergence. Let T 1 and T 2 be the thresholds for the two decisions, respectively. Section V depicts how T 1 and T 2 are determined.
According to the above-mentioned strategy, if p t is sufficiently close to P, that is, −T 1 < δ C t < T 1 , we go to the FCS without further iterations (see Fig. 2 ). Otherwise, we have to control τ for approaching P. Note that the decrease of τ suppresses the range of intensity increase by reducing the shadow region, and it concurrently expands the range of intensity decrease by widening the highlight region. So we can achieve P by controlling τ properly. The basic mechanism to control τ is to quickly approach target power reduction ratio P with a big change in τ for a large δ C t , and get close to P with a small change in τ for a small δ C t . More specifically, if δ C t < −T 2 , we significantly increases τ as in Eq. (17) because such a condition indicates an excess of power reduction over P.
Simultaneously,R t is reset toR t −1 because it exceeds the target power. If −T 2 < δ C t < −T 1 , we increase τ relatively small as in Eq. (18) because δ C t weakly overruns P.
In this case,R t is also reset toR t −1 . On the other hand, T 1 < δ C t < T 2 indicates weak power reduction below P. So we approach P by decreasing τ relatively small as in Eq. (19) .
Finally, if δ C t > T 2 , p t falls short of P noticeably. So we rapidly approach P by decreasing τ significantly.
As a result, τ t +1 is adaptively computed with the abovementioned update rule, and this entire CCS iterates with the updated τ . Note that the initial τ , i.e., τ 0 affects the number of iterations in the CCS. If τ 0 is considerably larger or smaller than an optimal value for each frame, the convergence speed may get slower due to the increased number of iterations. Since the optimal τ 0 per frame is generally unknown, this paper empirically sets τ 0 to 80 for the first frame of each video sequence. For the following frames τ 0 is updated according to a specific rule, which will be discussed in the next subsections.
For extremely high P values, the CCS does not often achieve the target range of −T 1 < δ C t < T 1 , and can be caught in an infinite loop trap. In order to mitigate computational damages by such a phenomenon, we limit the maximum number of iterations to 5. However, the CCS works well except such an extreme case.
2) Fine Control Stage: Since p t still cannot get close to P through the proposed CCS, we require additional power control. Let δ F t denote the difference between the power reduction ratio at the t-th iteration of the fine control stage and P. Initially, δ F 0 is set to the final δ C obtained from the CCS. If δ F t < e, this FCS terminates as in Fig. 2 , and the output image I is obtained by normalizing the finalR from the previous stage. Here, e indicates the allowable tolerance. Fig. 4 (a) shows the number of iterations in the FCS according to e, and Fig. 4 (b) is the graph of the power control error vs. e. For this experiment, the first frames of all the test video sequences and still images (as mentioned in section V) are employed, and their average values are displayed in Fig. 4 . We can observe that the number of iterations decreases as e increases. In other words, the increase of e indicates quick convergence speed. On the contrary, the increase of e tends to augment the power control errors. Especially, if e becomes larger than 0.001, the power control error rapidly increases. Also if e is large, the so-called flickering artifact may happen for video sequences due to inconsistent luminance levels between adjacent images. So we set e to 0.001. For instance, if P is 20%, this FCS iterates until p t is included in [19.9% 20.1%] .
If δ F t ≥ e, a regular FCS begins. In general, the highfrequency region of an image is highly involved in details of the image, but its impact on the power of the image is negligible. On the other hand, the low-frequency region is rarely related to image details, but it dominates image power as a whole. So we try to approach P by finely controlling the proportion of the lowest-band MSR which may have most of the image power. In detail, we control the gain of R N as follows:R
where λ indicates a control parameter for the lowest-band MSR. λ, which is updated according to Eq. (22) enables the FCS to approach the target power with little change of contrast
where λ 0 is set to 0. This entire FCS iterates until δ F t < e. Finally, the output image I is obtained by normalizingR.
3) Power Control Stage for Video Sequence: With image sequences, the τ parameter for the current image can be derived from that of the previous image because of high temporal correlation. So, if we know the power reduction ratio of the previous image in advance, we can determine the increase and decrease in τ for the current image. Based on this rationale, we determine τ 0 of the next image, i.e., τ 0,next from τ 0 of the current image according to δ In detail, since δ C t < −T 2 indicates an excessive power reduction over P, we try to decrease the power consumption ratio of the next image by setting τ 0,next to τ 0 +5. Similarly, with −T 2 < δ C t < −T 1 , we determine τ 0,next to τ 0 +3 for weak power consumption. On the other hand, withT 1 < δ C t < T 2 , we set τ 0,next to τ 0 -3. Finally, withT 2 < δ C t , we set τ 0,next to τ 0 -5 for strong power consumption.
IV. COMPUTATIONAL OPTIMIZATION
In order to reduce the computational complexity of the proposed algorithm, we employed two algorithmic optimization approaches. The first approach is multi-resolution processing (MRP) where all the operations in the low-frequency bands are performed using the low-resolution images instead of the full-resolution counterparts. Another approach is to replace nonlinear log operations with look-up table (LUT). After the algorithmic optimization, we dramatically reduced the entire running time by Compute Unified Device Architecture (CUDA) programming on the GPU.
A. Algorithm-Level Optimization
1) Multi-Resolution Processing:
As seen in Eq. (2), the computation of MSRs includes convolution in the spatial domain. Since the kernel size of Eq. (3) is normally very large, the computational load due to convolutional operation is significant. We reduce such a huge computational cost by employing MRP. For instance, MRP has ever been used for fast motion estimation [22] . Since MRP coincides with hierarchical frequency structure of MSRs, we applied MRP for computational optimization of MSRs.
Note that the high-frequency band tends to have a low spatial correlation, but the low-frequency band has a high spatial correlation in general. So we use high-resolution images for computing MSRs at high-frequency bands and employ low-resolution images for calculating MSRs at low-frequency bands. We call this multi-resolution processing, and describe its structure in Fig. 5 . In this figure, '2↓' indicates downsampling with a scale ratio of 2:1, and '2 N ↑' stands for upsampling with a scale ratio of 2 N :1. In this paper, we adopted Lanczos filter [23] for up-sampling. As a result, if the downsampling ratio for a specific frequency band is set to β, the computational complexity to compute the corresponding MSR decreases up to 1/β 4 .
2) LUT-Based Log Operation:: The fastest solution for implementing a nonlinear function in a computer program is the LUT [24] .The plog operation in deriving MSRs generally requires significant computation due to its nonlinearity. So we replace such an operation with LUT, already computed in off-line. Since there are D different τ values and D plog values per τ , the dictionary has D 2 pre-computed plog values. Assuming a fixed α, plog of 4-byte float-type, and D of 256, the dictionary size is 256 Kbytes.
B. CUDA Programming
In addition, we implemented the proposed algorithm using CUDA toolkit 4.0 on GPU, i.e., nVidia GeForce GTX 460, which consists of 336 core processors. As the main central processing unit (CPU), an Intel Core2 Quad CPU Q9400 at 2.66GHz was used.
All the operations except computing τ and λ were implemented through parallel processing on the GPU. Note that τ and λ are computed on the CPU. For CUDA programming, 128 threads were used, and parallel processing by 32 blocks was performed. The execution time of the proposed algorithm is explained in Section V.
V. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed algorithm, we chose two images from Kodak Lossless True Color Image Suite 1 (caps and beach) and a high dynamic range (HDR) test image memorial. Also, we employed six common intermediate format (CIF) video sequences: container (500 frames), football (90 frames), Paris (300 frames), foreman (300 frames), bus (500 frames), Stefan (90 frames) and five 720p sequences: big ship (60 frames), crew (60 frames), jets (60 frames), night (60 frames), raven (60 frames), and four 1080p sequences: crowd run (500 frames), park joy (60 frames), toys and calendar (60 frames) traffic (60 frames). We processed only the luminance components in the experiments. More specifically, given a color image, we converted it to the YUV color space and then process only the Y-component without modifying the U-and V-components.
A. Evaluation in Terms of Subjective Visual Quality
We compared the proposed algorithm with a typical linear algorithm as the most trivial approach and a power-constrained contrast enhancement (PCCE) proposed in [11] in terms of qualitative visual quality. Here, the linear algorithm indicates a method that transforms I to I √ 1 − P for a given P. In the proposed algorithm, α and τ 0 were set to 0.1 and 80, respectively. Also, T 1 and T 2 were set to 0.05 and 0.1. Since PCCE cannot automatically control its parameters, μ was set to 5 and ρ was manually chosen for a given P.
First, Fig. 6 and Fig. 7 are the results of several algorithms for the caps and beach images when P is 10%. Both the proposed algorithm and the PCCE achieve significant contrast enhancement compared to the linear algorithm. However, the PCCE loses the details in the yellow cap and shows toodarkened shadows as seen in Fig. 6(c) . Similarly, the PCCE loses details in the cloud in Fig. 7(c) and darkens the forest too much. This is a phenomenon that histogram-based approaches such as the PCCE often suffer from. On the other hand, 1 http://r0k.us/graphics/kodak the proposed algorithm can enhance details while effectively preserving the overall intensity level of the input image.
Figs. 8 and 9 compare several algorithms for the first frames of Paris and big ship sequences when P is 20%. Fig. 8 shows that the proposed algorithm enhances the details such as a man's suit and cup's shade better than the PCCE and the linear method. Similarly, Fig. 9 proves that the proposed algorithm successfully represents the details in a sail on a ship in comparison with the PCCE.
Figs. 10 and 11 show the comparison results of several algorithms when P is 30%. They result from the first frames of traffic and crowd run sequences. The PCCE still provides high performance in enhancing contrasts, but loses details in the dark region (for example, the shaded buildings and trees) as seen in Fig. 10(c) . However, Fig. 10(a) and Fig. 10(d) show that the proposed algorithm preserves the overall luminance level of the input image with enhanced contrasts even for a high P of 30%. Similarly, Fig. 11 proves that the proposed algorithm is superior to the other algorithms. Figs. 12, 13 and 14 compare several algorithms for night, crew, and memorial images, respectively when P is 50%. The PCCE is still good for enhancing contrasts in comparison with the other algorithms. Especially observing lights and electric signs in Fig. 12(c) , we can find that the PCCE outperforms the other methods in terms of contrast enhancement. However, the PCCE loses some details in the dark region. On the other hand, note that the proposed algorithm preserves most of the details of the original image while providing reasonably enhanced contrasts in comparison with the other algorithms as shown in Fig. 12(d) . Fig. 13 and Fig. 14 also prove that the proposed algorithm produces better visual quality than the other algorithms.
B. Evaluation in Terms of Objective Visual Quality
In order to quantitatively evaluate the performance of power control algorithms, some metrics to measure the degree of edge preservation were employed [9] , [10] . Among them, we The resulting images from crowd run when P is set to 30% (a) original, (b) linear algorithm, (c) PCCE [11] , (d) the proposed algorithm (τ t = 40). Fig. 12 . The resulting images from night when P is set to 50% (a) original, (b) linear algorithm, (c) PCCE [11] , (d) the proposed algorithm (τ t = 40).
adopted a metric using the Lapacian operator. First, we obtain a Laplacian image using the following equation.
other wise (23) Fig. 13 . The resulting images from crew when P is set to 50% (a) original, (b) linear algorithm, (c) PCCE [11] , (d) the proposed algorithm (τ t = 80). where Lap indicates an image obtained by the conventional 3 × 3 Lapacian operator, and T is a threshold to determine edge pixels. Let ψ T denote the operator for counting the number of pixels whose ψ(., .) is 1. Now, we calculate the edge-preservation ratio ψ E , defined as the ratio between the number of preserved edge pixels ψ T (I ) and the number of original edge pixels ψ T (I )
where I and I stand for the input and output images. Here, a pixel is declared to be a preserved edge pixel if it is an edge image in the original image but not in the processed image. So if ψ E is less than 1, we presume that the edges were lost by processing. On the other hand, if ψ E is larger than 1, we can say that the edges were enhanced after processing. In this subsection, we quantitatively compared the proposed algorithm with the other algorithms in terms of ψ E from Eq. (24) . Fig. 15 is the ψ E graph for different T values in Eq. (24) . In this graph, the average ψ E values for all the 1080p images are plotted when P is 10%. The linear algorithm shows noticeably lower ψ E values than the PCCE and the proposed algorithm regardless of T . Note that the proposed algorithm provides much better ψ E values than the PCCE when T is less than 120. Even though the PCCE is better than the proposed algorithm if T is larger than 120, such a T range Fig. 15 .
Comparison of edge-preservation ratios of several algorithms according to T values. is meaningless because effective edges rarely exist in the T range in practice. As a result, we find that the proposed algorithm is superior to the previous algorithms in the effective T range. Table I shows the ψ E values according to T 1 when P and T were set to 20% and 60. As T 1 is smaller, we obtain better ψ E values. On the other hand, Table II shows that as T 1 is smaller, the number of iterations increases. Based on this observation, we decided to set T 1 to 0.05. Table III shows the δ C t values according to T 2 when T 1 is fixed at 0.05. In this experiment, the δ C t values are the averages for all of the test video sequences. We find that as T 2 is above 0.12, the error increases. Thus, we set T 2 to 0.1.
Finally, Table IV compares the ψ E values of several algorithms for two different P values when T 1 , T 2 , and T were set to 0.05, 0.1, and 60, respectively. The proposed algorithm outperformed the other algorithms in both cases. For example, when P is 10%, the proposed algorithm provides at maximum 36% and on average 15% higher ψ E values than the PCCE. Also, when P is 30%, we can see that the proposed algorithm shows at maximum 30% and on average 6% higher ψ E values than the PCCE. For this experiment, we used noisefree video sequences, and we confirmed that the proposed algorithm shows outstanding detail enhancement performance. Note that noise components in video sequences normally boost In addition, we evaluated the proposed algorithm in terms of several quantitative quality metrics. Agaian et al. presented a contrast enhancement metric called EME in [25] .
where the image is broken up into H × V blocks, I max;h,v and I min;h,v are the maximum and minimum in a given block, and ξ is a small constant equal to 0.0001 to avoid dividing by 0. Table V compares the EME values for several algorithms when P is set to 10% and 30%, respectively. Note that the proposed algorithm provides significantly higher EME values than those of the input images in spite of the reduced power. We can observe that the proposed algorithm noticeably outperforms the linear method, but shows slightly lower EME values on average than the PCCE. Even though the PCCE provides the best EME values, it tends to further darken dark areas and is often hard to discriminate some details in the dark areas as shown in Fig. 10(c) .
We also evaluated the proposed algorithm in terms of a sharpness enhancement metric proposed by Fan and Au in [26] . The sharpness enhancement metric, i.e., S is defined as in the image. In this paper, typical 1D gradient operators are employed for computing gradients. Table VI compares the S values for several algorithms when P is set to 10% and 30%, respectively. We can observe that the proposed algorithm shows higher S values of 1.21 at maximum and 0.49 on average than the PCCE when P is 10%. Even when P is 30%, the proposed algorithm still outperforms the PCCE as well as the linear method. This is because the proposed algorithm based on the MSR can easily control the highest frequency gain for detail enhancement in comparison with the other algorithms. Also, in order to evaluate the dynamic range compression performance of the proposed algorithm, we adopted a tone-mapped image quality index (TMQI) proposed by Yehaneh et al. [27] . First, the structural fidelity (SF) score and the statistical naturalness (SN) score are computed from an input low dynamic range (LDR) image and the corresponding high dynamic range (HDR) image. Second, the TMQI value for the LDR image is derived from the two scores. Table VII shows the TMQI values for several algorithms when P is set to 20%. We can find that all the algorithms have similar SF scores, but the SN value of the proposed algorithm is noticeably higher than those of the other algorithms. This indicates that the proposed algorithm produces more natural images than the other algorithms. As a result, the proposed algorithm provides higher TMQI value of 0.02 on average than the other algorithms. Table VIII shows the output power reduction ratios for various P values. For fair experiment, we limited the maximum iteration number of the CCS to 5. We can observe that the proposed algorithm keeps the maximum error below 0.1%, and also provides very stable standard deviation less than 0.1. As a result, the proposed power control mechanism is very accurate and robust.
C. Performance Evaluation for Video Sequences
This section deals with the performance evaluation for video sequences. Fig. 16 compares the power reduction ratios cause flickering artifacts. Table IX shows that the proposed algorithm provides noticeably lower F values than the PCCE. Especially, the PCCE has an outstanding F value for football sequence. This indicates that the PCCE is likely to undergo flickering artifact for the sequence. Actually, Fig. 17 shows the power reduction ratios for the football video sequence when P is set to 30%. For this experiment, ρ for the PCCE is manually tuned to 0.3 according to the given P. Since the PCCE cannot keep the power reduction ratio consistently, it may face the so-called flickering artifact. The 41 st and 42 nd images from the PCCE have different contrast levels, but those of the proposed algorithm show consistent contrast levels. Therefore, the proposed algorithm does not suffer from the visually annoying flickering artifact. On the other hand, Fig. 18 proves that the proposed algorithm converges quickly in terms of the number of iterations as well as the control error. These graphs result from the park joy video sequence when P is set to 20%. In Fig. 18(a) , we can see that δ C 0 dramatically decreases owing to the proposed video sequence rate control as time goes on. Also, Fig. 18(b) shows that the proposed algorithm requires no more iterations. Table X shows the execution times of the proposed algorithm for different 1080p images. With only MRP, we can reduce the entire running time up to about 30%. If we additionally employ LUT-based optimization, we can further save execution time of 10%. Finally, if we utilize all the optimization skills including GPU-based parallel programming, we can accomplish the entire execution time of 9 ms per image.
D. Computational Complexity
VI. CONCLUDING REMARKS
This paper proposes an SD-MSR-based image processing algorithm for fine power control in OLED displays. We designed a power-constrained log function for effective power saving in dark regions. Using the power-constrained log function for SD-MSR and an adaptive weighting strategy proper for an input image, we proposed a coarse-to-fine power control mechanism for still images. Finally, we presented a power control scheme for a constant power reduction ratio in video sequences by using temporal coherence in video sequences. Experimental results showed that the proposed algorithm provides better visual quality than previous works, and a consistent power-saving ratio without the flickering artifact even for video sequences. Specifically, the proposed algorithm provides at maximum 36% and on average 13% higher edge-preserving ratios than the state-of-the-art algorithm (i.e., PCCE [11] ). In addition, we proved the possibility of real-time processing by accomplishing an entire execution time of 9 ms per 1080p image. 
