Introduction
Well-designed mechanistic models can provide insights into biological networks that are imperceptible to machine learning techniques. For example, where suitable experimental data exists, mechanistic models can often provide strong evidence for the causative relationships that underpin a given biological model [1] . Mechanistic, multi-scale models have been able to assimilate physical features and behaviours that span multiple time-and spatial-scales [2] .
To draw reliable conclusions from a mechanistic model, experimental data are often used to inform the planning, implementation and usage of the model. In particular, inference methods are frequently used to choose numerical parameters for a given model, or perhaps to select the most appropriate from a class of possible models. It thus essential that uncertainties in inferred parameters, and hence, in any conclusions, are accurately quantified.
In this work, we focus on discrete state-space stochastic models that are governed by the Chemical Master Equation (the CME). Whilst originally designed to model biochemical reactions, CME-based models are now frequently used to describe a wide range of biological phenomena mathematically [3, 4, 5] . For CME-based models, Approximate Bayesian Computation (ABC) is becoming an increasingly popular method of inferring model parameters [6, 7, 8] .
Parameter inference has traditionally been seen as the preserve of Bayesian statistics. Any existing knowledge of a parameter, θ, is encoded as a prior distribution, π(θ); the probability of a parameter, θ, given data D, P[θ | D] is then known as the posterior distribution [9] .
Following Bayes' theorem, the likelihood, P[D | θ], relates the posterior distribution to the prior :
For many mechanistic models, the likelihood is intractable, rendering many Bayesian inference methods infeasible [8] . As a likelihood-free method, ABC is unaffected and is often able to infer parameters with a high degree of accuracy. ABC uses stochastic simulation to infer parameters: after sampling parameters from a prior distribution, sample paths or realisations of the model of interest are generated. By studying the sample paths that have been generated, the posterior distribution is estimated.
In this work, we describe and implement an efficient multi-level ABC method for investigating model parameters. In short, we generate sample paths of CME-based models with varying time resolutions. We will first generate low resolution sample paths, by which we mean sample paths with few time-steps (and therefore low-quality approximations of the model dynamics), and we will later generate high resolution sample paths, by which we mean sample paths with more time-steps (but which require more computational resources to generate). The multi-level ABC ('ML-ABC') method that we set out in this manuscript proceeds to:
1. Start by generating low-resolution sample paths to infer model parameters.
2. Choose a subset of sample paths, with a view to improving their time resolution. The subset is chosen to include more of the sample paths likely to influence the posterior distribution. The sample paths not included in the subset, are discarded.
3.
Step 2 is then recursively repeated with the remaining sample paths, until all sample paths have a sufficiently high resolution. The posterior distribution is then estimated.
The result is that we are able to discard many (if not most) sample paths after a quicklygenerated low-resolution version is generated. The bulk of the computational effort is thus expended on improving the time resolution of those sample paths that most likely to contribute to the posterior distribution.
This work is predicated on, and seeks to unify, three principal previous works:
1. Whilst rejection sampling had previously been used to sample a posterior distribution [10] , Toni et al. [8] provide perhaps the most widely-read account of the ABC inference framework, and we build on their framework. 2. Prangle [11] describes a 'lazy' ABC approach. In this work, we apply the theory developed by Prangle [11] in a novel way.
3. Giles [12] describes a multi-level method for calculating Monte Carlo estimates. A recent work [13] discusses the means to re-use random inputs to generate sample paths with different time resolutions. We follow this approach.
This manuscript is arranged as follows: in Section 2 we provide background material covering biochemical reaction networks, and the ABC algorithm. In Section 3 our new framework is set out. The framework is implemented and tested in Section 4, and a discussion of our results then follows.
Inference for stochastic biochemical networks
This section is in two parts: first, we explain the CME modelling framework in Section 2.1, and in Section 2.2, the Approximate Bayesian Computation methodology is outlined.
Biochemical reaction networks
We study a biochemical network comprising N species, S 1 , . . . , S N , that may interact through M reaction channels, R 1 ,. . . ,R M . In our case, the dynamics of a biochemical reaction network are governed by the Chemical Master Equation(CME) framework [14] . At time t, the population, or copy number, of species S i is denoted by X i (t), and the state vector, X(t), is given by
We associate two quantities with each reaction channel R j . The first is the stoichiometric or state-change vector,
where ν ij is the change in the copy number of S i caused by reaction R j taking place. The second quantity is the propensity function, p j (X(t)). For infinitesimally small dt, the rate p j (X(t)) is defined as follows:
We assume that the system is well-stirred, so the reaction activity can be modelled with mass action kinetics. In this case, the propensity function of reaction R j , p j , is proportional to the number of possible combinations of reactant particles in the system [14] . The constants of proportionality are known as rate constants and must be inferred from experimental data [5] .
For our purposes, it is convenient to use the Random Time Change Representation (RTCR) of the CME framework, which was first described by Kurtz [15] . The RTCR describes the dynamics of a biochemical network by using a set of unit-rate Poisson processes. The number of times reaction R j (for j = 1, . . . , M ) takes place ('fires') over the time interval (0, T ] is given by a Poisson counting process
where Y j is a unit-rate Poisson process, and Y j (α, β) is defined as
Every time reaction R j occurs, the state vector (see Equation (1)), is updated by adding the appropriate stoichiometric vector (see Equation (2)) to it. Therefore, by considering all possible reactions over the time interval (0, T ], we can determine the state vector at time T as
We can think of different sets of Poisson processes, {Y j for j = 1, . . . , M }, as providing the randomness for different sample paths of our biochemical reaction network. Each random sample path is thus uniquely associated with a set of Poisson processes (and each reaction channel is associated with a specific Poisson process).
It is possible to directly simulate the sample path described by Equation (4) by using the Modified Next Reaction Method (the MNRM) [16] . The MNRM is set out as Algorithm 1; the sample paths produced by this method are statistically indistinguishable from the sample paths generated with the famed Gillespie Algorithm. As with the Gillespie Algorithm, the MNRM is a serial algorithm: it uses a relatively high level of computational resources to generate each sample path as it 'fires' only a single reaction at each step of the algorithm. As alluded to above, a feature of the MNRM is that it associates a specific Poisson process with each reaction channel; we will rely on this feature throughout the remainder of this manuscript.
Sample paths of X(t) can be generated more efficiently by using the tau-leap assumption.
Algorithm 1
The MNRM. A single sample path is generated by using Poisson processes, Y j (for j = 1, . . . , M ), to 'fire' reactions through different reaction channels. Require: initial conditions, X(0), and terminal time, T . 1: set X ← X(0), and set t ← 0 2: for each R j , set P j ← 0, generate T j ← Exp(1) T j is the first inter-arrival time of Y j . 3: loop 4: for each R j , calculate propensity values p j (X) and calculate ∆ j as
set ∆ ← min j ∆ j , and k ← argmin j ∆ j
6:
if t + ∆ > T then set X(t + ∆) ← X(t) + ν j , set t ← t + ∆, and for each R j , set P j ← P j + p j · ∆ 10:
In this case, the state vector, X(t), is only updated at fixed times: for example at times t = τ, 2 · τ, . . . , where τ is an appropriate time-step. The tau-leap assumption means the following substitution can be made in Equation (4):
Equation (4) can then be rearranged into an update formula:
Effectively, Equation (6) states that, to advance from time t = (K − 1) · τ to time t = K · τ , we 'read-off' the number of times each Poisson process, Y j (for j = 1, . . . , M ), has 'fired' during the
As explained above, each sample path is associated with a unique set of Poisson processes, {Y j for j = 1, . . . , M }. The same set of Poisson processes can be used, but with a different value of τ , to change the resolution at which a sample path is constructed.
We illustrate with an example:
Case study. Consider a reaction network comprising a single species, X, together with a reaction channel R 1 , which we specify as:
We take X(0) = 10 and θ = 0.3. In Figure 1 , we use a single Poisson process, Y, to generate a single sample path, but at different resolutions. As τ ↓ 0, the sample path corresponds with a sample path generated by the MNRM. (7) is shown, but which has been generated by using different time-steps in Equation (6) . We show sample paths with τ = 1.0 (10 steps) and τ = 0.2 (50 steps), together with the MNRM sample path (τ ↓ 0). The same Poisson process is used throughout.
Approximate Bayesian Computation
We now detail how ABC infers the parameters of the CME-based stochastic model described in Section 2.1. In Section 1 we explained that the ABC method is an example of a likelihood-free inference method that allows us to directly estimate the posterior,
• The prior, π(·), encodes any existing knowledge regarding the parameters. An uninformative prior -for example, a uniform distribution -can be used if little is known about the model.
• A parameter 1 , θ, is sampled from the prior. Then, based on this parameter choice, a sample path, X, is generated. We write X ∼ f (·|θ) to indicate this. This step can be repeated N times to generate many sample paths.
• The sample paths, {X 1 , . . . , X N }, are compared with the observed data, which we label X. As the CME model is stochastic, the observed data are very unlikely to co-incide with a generated sample path.
Therefore, summary statistics are specified, and the summary statistics of sample paths are compared with the summary statistics of the raw data. For example, we might take
, and then compare summary statistics with the Frobenius norm for matrices, s(X) − s( X) 2 .
• A tolerance, ε > 0, is specified. Those sample paths that match the data -for example, where s(X) − s( X) < ε -are accepted, whilst the remainder are rejected. The parameters associated with the accepted sample paths are used to empirically generate an approximate posterior distribution,
Where the summary statistics are sufficient, as ε ↓ 0, the true posterior, P[θ | X], can be recovered [6] .
This is the rejection ABC algorithm, and it is stated as Algorithm 2. This basic algorithm can be improved through the use of a Markov-Chain Monte Carlo (MCMC) approach [17] , or through a Sequential Monte Carlo sampler method [8] .
Algorithm 2 Rejection ABC. The loop is repeated to generate sample paths, X ∼ f (· | ·), until sufficiently many values of θ have been accepted.
Require: data, X, tolerance, ε, summary statistic, s(·), distance metric · , and prior, π(·) 1: loop 2:
generate sample path X ∼ f (· | θ)
end if 7: end loop Before proceeding to Section 3, we point out that Algorithm 2 can be viewed as a weighted sampling algorithm. In particular, after each parameter, θ, is sampled, it can be given a weight,
This opens up at least two possibilities: firstly, one can sample θ as θ ∼ g(·), where g(·) has been carefully chosen to explore the parameter space most likely to result in a parameter being accepted. The weight of θ is then scaled by a factor of π(θ)/g(θ). The second possibility involves terminating the simulation of X prematurely: we explore this idea in Section 3. The use of non-integer weights means that an effective sample size needs to be calculated. Kish's effective sample size is given by
Having discussed the CME modelling framework, and described the ABC method, we are now in a position to set out our new multi-level ABC (ML-ABC) method.
Multi-level Approximate Bayesian Computation
This section is in three parts: first, in Section 3.1, we discuss and adapt Prangle [11] 's 'lazy' ABC method; then, in Section 3.2 we refer to an earlier work [13] to explain how to generate the requisite sample paths. Finally, Section 3.3 spells out our method.
Early-rejection ABC
Prangle [11] introduces what we will call an 'early-rejection' ABC method, which we now summarise. Let X refer to the sample paths of the model of interest, and recall that X is sampled as X ∼ f (· | θ). Let Y refer to a partial sample path of the model that meets the following requirements:
• Y can be sampled as Y ∼ g(· | θ) cheaply.
• Given the partial sample, Y , a full sample can be deduced as
The early-rejection procedure is as follows: a sample path Y is generated. Then, a decision function α(θ, Y ) provides a continuation probability: with probability α(θ, Y ), the partial sample Y is upgraded to a full sample, X, by simulating X ∼ f (· | θ, Y ). The weight of the full sample is then re-scaled by a factor of 1/α(θ, Y ), and the ABC algorithm proceeds.
Alternatively, if the partial sample, Y , is not upgraded, it is discarded.
Prangle [11] envisage a range of scenarios where early-rejection ABC can be implemented. For example, suppose that the sample path X is generated over a time-interval [0, t). Then the partial sample path, Y , could be generated over a shorter time-interval [0, s) (with s t, or with s a random stopping time). Based on the shorter sample path, the probability of the complete sample path meeting the ABC acceptance criterion, P s(X) − s( X) < ε | θ, Y , can be estimated. Unlikely sample paths can thus be discarded after using only a small amount of computational resources, but at the cost an increased variance. Asymptotically, the optimal efficiency is achieved where the ratio of the expected effective sample size (see Equation (8)) to the expected CPU time per sample, E[T ], is maximised:
Let φ(θ, Y ) be a summary statistic 2 that describes θ and the partial sample path Y . Then, let T 1 be the CPU time required to simulate Y ∼ g(· | θ), and T 2 the CPU time required for simulating X ∼ g(· | θ, Y ). It can be shown that taking
is optimal [11] . The early-rejection ABC method is stated as Algorithm 3.
Algorithm 3 Early-rejection ABC. The loop is repeated to return pairs of (θ, ω).
Require: data, X, tolerance, ε, summary statistic, s(·), distance metric · , and prior, π(·) Require: summary φ(θ, Y ) and continuation probability, α(φ) 1: loop 2:
generate sample path Y ∼ g(· | θ)
4:
with probability max(1, α(φ(θ, Y ))) continue 5:
return (θ, ω) 8: end loop
Generating sampling paths with different resolutions
In Section 1 we explained that the stochastic process, defined by Equation (4),
Thus, let the tau-leap process, Y , be defined by Equation (6) , which is,
We let Y take the role of the partial sample path in Algorithm 3. More generally, we let Y τ : τ ∈ {τ 1 > τ 2 > . . . } be a family of partial sample paths. From Equation (6) • The Poisson random number, P(∆), indicates the number of arrivals in the Poisson process over an interval length ∆ (but does not indicate the specific arrival times).
• The exponential random number, Exp(1), indicates the waiting time between successive arrivals in the Poisson process.
The tau-leap method generates sample paths quickly by using Poisson random numbers to 'fire' multiple reactions at once; there is no time-saving (over the MNRM) if exponential random variables are simulated.
As such, we start by generating Y τ with time-step τ ← τ 1 . This means that, to advance from time t = 0 to time t = K · τ in Equation (6), we need to compute the number of arrivals in the time intervals (0,
. . . , for the appropriate j = 1, . . . , M . Poisson random numbers can be used to generate these quantities.
The resolution of the sample path, Y τ , can be increased if we change the time-step to τ ← τ 2 .
In this case, we need to compute the number of arrivals in the time intervals (0, 2τ ) )·τ ], . . . , for the appropriate j = 1, . . . , M .
These do not correspond with the intervals previously generated, and so the existing Poisson process needs to be interpolated. The following rule is used to interpolate such processes: Rule 1. If there are K arrivals in a Poisson process over an interval (α, γ) then, for β between α and γ, the number of arrivals over the interval (α, β) is binomially distributed 3 as
A return to our earlier case study illustrates the interpolation of a Poisson process:
Case study. A sample path of System (7) was generated with multiple resolutions, and the results detailed in Figure 1 . In Figure 2 we show how a single Poisson process is repeatedly interpolated to generate the sample path with different resolutions. Where the number of arrivals needs to be calculated at different time-points, the process is interpolated per Rule 1.
The ML-ABC algorithm
We are in a position to set out the ML-ABC method. First, we settle on a choice of approximate sample resolutions, and therefore the set Y 1 , . . . , Y L : where Y has time-step τ . Then,
• Sample θ ∼ π(·) and fix the Poisson processes, Y j for j = 1, . . . , M .
• Generate Y 1 with time-step τ 1 .
With probability α 1 (φ 1 (Y 1 )) proceed to (using the aforementioned Poisson processes):
• Generate Y 2 with time-step τ 2 .
With conditional probability α 2 (φ 2 (Y 1 , Y 2 )) proceed to (using the Poisson processes):
• Generate Y 3 with time-step τ 3 .
Proceed recursively, until, with conditional probability α L (φ L (Y 1 , . . . , Y L ) ) we proceed to (using the Poisson processes):
• Generate X with the MNRM. X is the exact or complete sample path.
A pair (θ, ω) is then returned; the weight, ω, is given by
In practice, we suggest the following procedure for choosing α . A small number of survey simulations are generated, with α 1 = · · · = α L = 1. Then, we take φ to be the current 'error', given by:
For clarity, we label the quantity (13) as err(Y ). Then, following Equation (10), we take
Note that we have suppressed the usage of φ, as it no longer is necessary. Carrying on this way, we take
Note that the probabilities are to be weighted by the probabilities of level being reached. The probability P s(X) − s( X) < ε | s(Y ) − s( X) indicates the chance that, based on the current error err( ), that the associated full (exact) sample path, X would be within an ε-distance of the test data, X, and would consequently be accepted. The probabilities, P[·]
can be estimated in many ways -for example, it could be sufficient to fit a decision function 
Case studies
In this section, we present two case studies; a discussion of our results then follows in Section 4.3. The first case study is concerned with a birth process (Section 4.1), and the second case study models the spread of a disease through an S-I-S compartment model (Section 4.2). Figure   3 presents the in-silico data that we have generated to test the ML-ABC algorithm on. For each of Case studies 1 and 2, a single time-series is shown; all our sample paths were generated on an Intel Core i5 CPU rated at 2.5 GHz. 
Case study 1: a birth process
The first case study is concerned with a birth process. As in Section 2, this process comprises a single species, X, together with a reaction channel R 1 :
with X(0) = 10. We seek to infer the parameter θ. The data, X, are shown in Figure 3 (note that X(0) is chosen in accordance with Figure 3 ). In particular, for our purposes it is sufficient to let the summary statistic, s, be given by the final population, s(X) = X(10).
We use a uniform prior distribution, taking π(·) ∼ U[0.01, 1.00]. We then generate N = 10 (7) are shown. Different simulation methods are used; a parameter of ε < 35 is used to decide whether to accept a sample. Approximately 3.1% of MNRM sample paths are accepted; where tau-leaping is used, 4.2% of sample paths are accepted where τ = 1.0, and where τ = 0.2, the rate is 3.3%.
The ML-ABC method is now implemented. To illustrate the method, we take τ 1 = 1.0 and τ 2 = 0.2. As outlined in Section 3, we sample θ ∼ π(·), and we then generate a sample path with time-step τ 1 = 1.0, Y 1 . If Y 1 is such that it is likely to contribute to the empirical posterior distribution, then we re-generate Y 1 , but with a time-step of τ 2 = 0.2. As the same Poisson processes are used, Y 2 is a higher-resolution version of Y 1 . Based on Y 2 , we decide whether the exact (or complete) sample path, X should be generated. At each stage, we re-weight our sample to avoid introducing an additional bias.
In order to decide which sample paths to refine, we first generate a number of survey simulations to calibrate the model. We take N = 1000, and therefore generate 1000 triples {Y 1 , Y 2 , X}.
Any suitable machine-learning classifier can then be used to probabilistically associate the error, err(Y 1 ) (see Equation (16) 
To this end, we use a simple, Gaussian-form probability function, which is fitted to the test data. The function, ψ 1 , is indicated on the left side of Figure 5 . Following from Equation (10), it is sufficient 4 for our continuation probability, α 1 , to be taken as
Having specified α 1 , our attention turns to α 2 . Whilst Section 3 indicated more general formulations are possible, we seek to relate
We use another Gaussian-form probability function, which is fitted to the test data. This decision function is labelled ψ 2 . The data are weighted in proportion to the previous continuation probability, α 1 . This means that samples that are unlikely to continue to the second stage have a relatively small effect on ψ 2 . The right side of Figure 5 indicates the second decision function.
As before, we now take
The values of λ 1 and λ 2 are now optimised on the set of N = 1000 sample points. 
Case study 2: an S-I-S model
In this second case study, we consider an S-I-S infection model [18] . The model comprises two species, S (the 'susceptible' individuals) and I (the 'infected' individuals). Initially, S = 950
and I = 50 (these quantities can be deduced from Figure 3 ). There are two reaction channels:
We seek the values of parameters θ 1 and θ 2 . The data, X, are shown in Figure 3 . In particular, for our purposes it is sufficient to let the summary statistic, 
Taking a tolerance of ε = 250, an empirical posterior distribution is plotted, and the results detailed in Figure 6 . The maximums of the point-wise empirical posterior distributions are (θ 1 , θ 2 ) = (0.0035, 1.207), which compares with the choice of ( θ 1 , θ 2 ) = (0.003, 1.000) used to generate the in-silico data.
The ML-ABC method is now implemented. Given the larger domain spanned by the prior, π(·),
we will use an adaptive tau-leap method to generate Y 1 . This means that, instead of specifying τ directly, we specify a parameter, ξ, that parameterises a tau-selection algorithm. In this case, the precise value of τ is chosen according to ξ and the state vector (see Equation (1)). We use the popular tau-selection method of Cao et al. [19] . We use only one approximation level, so posterior distribution, then we generate the complete sample path, X.
As before, we must first generate a small number of survey simulations to calibrate the model.
We take N = 1000, and therefore generate 1000 pairs {Y 1 , X}. As before, any suitable machine-learning classifier can then be used to associate the error, err(Y 1 ) (see Equation (16)) with the final outcome, I{err(X) < ε}. In this case, we use logistic regression to estimate the probability that, given err(Y 1 ), that the full path, X will be within a ε-distance of the test data, X. Our logistic regression is shown in Figure 7 . A moving average is shown in green, and a logistic regression curve is fitted in orange.
Following from Equation (10), it is sufficient for our continuation probability, α, to be taken as
The value of λ is optimised on the set of N = 1000 sample points. 
Discussion
Stochastic models of complicated real-world phenomena often rely on carefully chosen parameters. As such, the design and development of efficient inference algorithms plays a pivotal role in underpinning the work of the modelling community. In this work, we presented the ML-ABC method, and demonstrated its efficacy at inferring model parameters. In particular,
we demonstrated a multi-resolution inference method, where a machine-learning-led approach is able to select sample paths for further refinement, without introducing an additional bias.
Decision functions. We make only one further point. In Section 4.1, we presented a case study of a birth process. In Figure 8 , we consider, err(Y 1 ) and err(Y 2 ) − err(Y 1 ) . The first quantity indicates the distance between the summary statistics of Y 1 and the data, X, whilst the second quantity indicates the change in the error, as τ is reduced from τ = 1.0 to τ = 0.2. We show how the aforementioned quantities are related to (a) the parameter that has been drawn from the prior, θ; and (b) the final error, that is s(X) − s( X) . Under certain circumstances, it might be favourable to generate both Y 1 and Y 2 , and then, make a single decision as to whether one should continue to generate the complete sample, X.
In our view, the future of Approximate Bayesian Computation is inextricably tied to machine learning approaches that probabilistically select sample paths and parameters for further investigation. The left-side graph shows a data point for each triple, {Y 1 , Y 2 , X}, with the colour of the data-point corresponding to the parameter, θ, sampled from the prior. The right-side shows the same data points, but with the colour corresponding to the final error, s(X) − s( X) . The colour-bars have been truncated; approximately 43% of data points are within the axes limits.
