Abstract
Introduction
Multilayer neural networks (MLNNs) have been applied to a wide variety of fields. They include prediction, diagnosis, analysis, pat tern classification, function approximation and so on [l] . An essential function used in all applications is pattern mapping. In order to realize the neural networks, several design methods have been proposed to minimize network size [2] - [6] .
An important point is a rule, which governs the pattern mapping. If different rules are involved in a problem, it is difficult to solve it by using only a single MLNN, which consists of linear connections and continuous activation functions.
Modular neural networks are useful approaches to this kind of problem from performance view point [7] , [8] .
However, this method requires an independent expert network for each rule. One expert network is only used for a single mapping rule, and cannot be shared by different rules. Therefore, from network size view point, this approach is not elegant. In order to share the same network by different mapping rules, gate units are embedded in the neural networks [9] . A single neural network changes its structure with respect to the input data, and works just as different networks.
A simultaneous learning algorithm for connect ion weights and gate functions has been proposed [lo] . The gate function is formed with a sigmoid function, with sharp inclination. The switching point of the gate functions are trained together with the connection weights. Some stabilization techniques have been proposed. However, the input is limited to one dimensional.
In this paper, the above method is expanded to multi-dimensional input neural networks. In this case, the gate functions should be optimized in the multidimensional space. New methods for determining the initial guess, controlling the slope and the hypersurface of the gate functions are proposed. Computer simulation of discontinuous function approximation will be shown in Sec.7 to confirm usefulness of the proposed method. gate units as follows:
The gate unit output gJ takes 1 or 0 depending on the input x. Therefore, the hidden units are selected based on the input data. The input potential V k and the output of the output units are given by
$0 is bias. fo() is an activation function in the output layer.
Gate Units
The gate function fg3 () is trained together with the connection weights wJZ and W k l . For this purpose, the following function is employed.
1 fgJ(x) = 1 + e(b,h(X)+c,)
An inclination and a switching point are determined by b3 and c J / b 3 , respectively. To realize a switching function, b3 must be large. However, a large b3 will cause s ome difficulty in a learning phase, that is slow convergence or local minimum. It will be controlled in the learning process from a small value to a large value gradually. Since we do not know discontinuous points in mapping rule, that is switching points of the gate functions, c3 must be automatically adjusted for each application.
Simultaneous Learning Algorithm
The learning algorithm is based on the gradient decent method. A cost function is given by dk is the target. The correction term is determined by the partial derivative. Letting p ( n ) be a parameter at the nth iteration, it is updated by Learning the gate function is similar to the activation function training [5], [6] . Compared with the above, the hidden unit outputs are replaced by the gate unit outputs in the new structure. From Eqs.(33), (3) and (4), the gate output is expressed by which can be regarded as a constant in adjusting b3 and c.7.
On the other hand, in calculating the partial deriva--tive of E with respect to wjZ, the other function
can be regarded as a constant. Therefore, the update formula proposed for the trainable activation functions can be basically applied 
Awk,(n 4-1) = 71d)kY3 f aAWk3(n)
wJZ(n + 1) = wJz(n) + Aw,,(n + 1)
Awp(n + 1) = ~4 3~
Swtching Point Update
7, and a, are a learning rate and a momentum term.
Gate Functions for Multi-Dimensional Input

Hypersurface of Gate Function
The gate function fgj() is defined by Eq.(7). How to determine h ( z ) is discussed here. Since the gate units are assigned to the hidden units, one way is to set the hypersurface, on which the gate function is formed, to be the same as that of the activation function given by
) is formulated as
A ratio among w ,~ determine the hypersurface, and absolute value of wj2 affects inclination of the gate function, which should be controlled by b,. Therefore, w ,~ are normalized in the above formulation, which determine only the hypersurface. One example is shown in Fig.2 . The activation function and the gate function are formed on the the same hypersurface. The inclination of the gate function is very sharp.
Compensation of Switching Point
The switching point of the gate function locates on the Qj axis, and should be located within the range, where Q, is distributed. However, the range of Q, changes as the connection weights are adjusted. Therefore, the This process is illustrated in Fig.3 . of ?ij rang due to connection weight adjustment.
Learning Process
Multi-Stage Learning Process
In the multi-dimensional input network, determining the initial guess for the gate functions is rather difficult. So, the following multi-stage learning process is proposed.
Stepl To find the initial guess for the gate functions, the network without the gate units is used to learn the given problem. The sigmoid functions are used to emulate the gate functions. After convergence, information about the gate functions are extracted from the activation functions, that is the switching points, the hypersurface and the inclination as will be described in Sec.5.2. Random gate units and flat gate units are also added to make the network has more freedom.
Step2
The connection weights and the gate functions are simultaneously updated. The inclination b3 is adjusted by the annealing way, which will be described later. The network shown in Fig.1 is used.
Step 3 In this step, the hypersurface of the gate functions are assumed to be optimized, and are fixed. Since the connection weights are adjusted more, the hypersurface of the activation functions can move toward different direction. The switching points are further slightly adjusted.
Initial Guess for Gate Functions Initial Guess of Inclination
In Stepl, the activation functions are expressed as
Here, the following is defined,
i=l Equation (33) is rewritten using f i j , Furthermore, f i 3 is related to ii3 as,
From these relations, Eq.(33) is finally expressed using ii3 as follows:
Comparing Eq. (7), the inclination of fh(uj) on the i i j axis is determined by 1wjil. Therefore, the initial inclination of the gate function is determined using xi'=, lzujil after Stepl.
Initial Guess for Switching Points
From Eq. (7), the swit.ching point is given by -c j / b j . Comparing Eq.(37), the following relation can be held.
Therefore, cj satisfying the above relation is used for the initial guess of the switching point. However, if the initial switching point obtained above
locates outside the range of iij, it does not work well. In this case, the switching point, which randomly located or the center of the iij range; is used instead.
Stabilization of Learning Process
Control of Gate Function Inclination
The inclination of the gate function fg3 () must be sharp, in order to realize discontinuous function. However, the optimum switching points are not known exactly before hand, even though the initial guess is estimated in Stepl. The switching points are optimized by adjusting c3 in a learning process. In this phase, if the inclination is very sharp, that is bj has a very large value, the partial derivative of fg3() is very small in a wide range of u3. This causes very slow convergence, and the gate function cannot move toward the optimum switching point. For this reason, in the proposed method, the inclination b3 is adjusted in an annealing way. It is controlled from a relatively large value to a very large value gradually in a learning process. Change of the inclination is shown in Fig.4 . 
Reinitialization of Connection Weights
In the proposed method, the sigmoid functions are used in the hidden units and the gate units. This means the hidden units can play a role of the gate units instead. However, the role of the hidden units is to approximate the mapping rule in each section. For this purpose, the inclination of both functions are controlled.
The inclination of the sigmoid function with fixed coefficients is determined by absolute value of the connection weights (wjil. If they have a large value, the inclination, that is, a y j l d x becomes sharp, which can work as the gate function. If the hidden units play as a role of switching, the gate units cannot move toward the optimum switching points. In order to avoid this problem, the connection weights wjz are reset to small random numbers or scaled down to small numbers. This means the learning of the connection weights is restarted using small numbers at some intervals.
In Step2, the connection weights are compressed so as to maintain the hypersurface of the gate functions. Like this, the connection weights used for the gate functions are normalized, therefore, this re-initialization of the connection weights does not affect the gate functions. On the other hand, in Step3, the hypersurface of the activation functions and the gate functions are independent, then random small numbers are used for re-initializing the connection weights.
Step2
Simulation and Discussions
Problem
Discontinuous function approximation is taken into account to evaluate the proposed method. The target is generated using the same network shown in Fig.1 with random parameters. Figure 5 shows scheduling of inclination control and reinitialization of the gate functions. Figure 6 shows the target. The result of Stepl is shown in Fig.7 , which roughly approximates the target. Using this result, the gate functions are initialized. Figure  8 shows the learning curve. The connection weights are reinitialized at 20,000, 35,000 and 40,000 iterations. The mean square error (MSE) defined by the following equation is well reduced.
Control and Reinitialization of Gate Functions
Simulation Results
Furthermore, transition of switching points and inclination of the gate functions are shown in Figs.9 and 10, respectively. In Fig.9 , the switching points are adjusted from 20,000 iterations. Before that, the initial guess are only shown as constant, which has no meaning. The inclination control is different for each gate function. Finally, the approximation result is shown in Fig.11 . It is almost the same as the target. 
Conclutions
In this paper, a synthesis and learning method for the neural network with embedded gate units and a multi-dimensional input has been proposed. In multidimensional input, gate functions are controlled in a multi-dimensional space. The hypersurface, on which the gate function is formed, is optimized. The switching points should be considered on the u3 axis, which is the input potential of the hidden units. The initialization and stabilizing methods for the gate functions including the hypersurface, the switching point and the inclination, have been proposed. The gate units can be trained together with the connection weights. Discontinuous function approximation has been demonstrated to confirm usefulness of the proposed met-hod.
