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INTRODÜCCION
INTRODÜCCION
El objeto de esta tesis doctoral es aportar una 
exposiciôn general de la conexiÔn entre la Hetodologîa 
Estadîstica y el proceso del Conocimiento Econômico. La 
necesidad de un trabajo de investigaciôn de esta naturale- 
za se evidencia al observer las limitaciones que surgen 
cuando se aplican los métodos formales de razonamiento 
en la captaciôn de la realidad econômica.
El diseAo de la tesis pretende evitar las propues- 
tas tradicionales porque utilizan a veces principios de 
autoridad, conceptos poco precisos y/o dotados con una 
fuerte carga ideolôgica como origen de sus axiomas.
Comenzamos haciendo una descripciôn de las diverses 
metodologîas y de su actitud ante la inducciôn, basândonos 
en que el desarrollo cientifico conlleva mayores posibili- 
dades de obtener evidencias empiricas con las que criti- 
car y evaluar las diferentes posturas filosôficas segûn 
los resultados que proporcionan, facilitando la bûsqueda 
de inducciones que conduzcan a conclusiones ciertas.
La situaciôn actuel del problème de la inducciôn
cientîfica, desde el punto de vista de la teorîa del cono- 
cimiento, es que no permite llegar a una soluciôn defini­
tive en lo que concierne a la elaboraciôn cientîfica del 
conocimiento econômico, pero el camino de la Inferencia 
Estadîstica proporciona aproximaciones aceptables y su 
evoluciôn future acotarâ con mas precisiôn el ambicioso 
planteeuniento especificado en el tema de la tesis.
En multiples ocasiones, la Ciencia Econômica no 
ha sabido dar respuesta a los problemas cruciales del mun- 
do en crisis, en el que viviraos. De los sucesos q^.,ya 
han acaecido, las explicaciones que proporciona suelen 
ser excelentes, pero su potencia es escasa en la elaü^pra- 
ciôn de predicciones.
Existen tantos factores de incertidumbre que influ- 
yen en los anâlisis de la realidad social, que es imposi- 
ble incluirlos a todos; ademâs, los cambios en las modas, 
en los hâbitos, en los deseos, en la psicologîa de los 
ciudadanos y sobre todo, la obsolescencia tecnolôgica que 
producen los nuevos descubrimientos, nos indican que sôlo 
contamos con aproximaciones para intentât comprender lo 
que ya ha ocurrido y sobre esa explicaciôn retrospective 
tratar de proyectar el future.
El carâcter empîrico de la Ciencia Econômica re­
quière que sus teorîas se basen en la observaciôn sistemâ- 
tica del mundo real. El hecho de que los problemas de me- 
dida y agregaciôn sigan sin resolverse, indica la direc-
ciôn que deben seguir los trabajos de investigaciôn con 
pretensiôn de mejorar el arsenal de los economistas.
Necesitamos datos que ayuden a plantear y solucio- 
nar los problemas econômicos, con la condiciôn de manejar- 
los correctaraente y en su contexte. No les podemos exigir 
que den lugar a leyes seguras o ciertas, ni que sus pre­
dicciones sean exactas, cuando la realidad econômica se 
caracteriza, en general, por estar scsnetida a un principio 
de azar. El cuerpo de conocimiento que mejor estructura 
el tratamiento de los fenômeno.s de azar es sin duda la 
Ciencia Estadîstica, pues su propôsito es captar inforroa- 
ciôn para potenciar la toma de decisiones.
La nociôn de incertidumbre posibilitô interpretar 
de otra manera los mécanismes del mercado, enriqueciendo 
la Ciencia Econômica con la nociôn de estrategia y habi- 
tuando al économiste a razonar segûn la lôgica de la teo­
rîa de juegos.
La vinculaciôn entre la Ciencia Estadîstica y la 
Ciencia Econômica tiene dos vertientes, una de ellas es 
metodolôgica, puesto que los économistes, al utilizer mo­
delos cientîficos y operatives con la finalidad de prede- 
cir o de intenter explicar una realidad concrets, estân 
empleando metodologîa estadîstica de agrupaciôn de dates. 
La otra vertiente es instrumental, ya que la forma de cal­
culer los paramètres y de estimar el modelo se corresponde 
con los métodos matemâticos de la Estadîstica.
En las Ciencias Sociales es prâcticamente imposible 
realizar expérimentes de laboratorio. Por tante, los go- 
biernos y las empresas deben recurrir directamente a la 
realidad cuando no pueden hacer pruebas, mediante sendees 
de alcance limitado y de aplicaciôn amplia.
Las interrelaciones entre los diferentes aspectos 
del proceso econômico son cada vez mâs complejas, por eso 
necesitamos instrumentes mâs precisos que mejoren sus re­
sultados. De todas formas, conviens no olvidar que el 
emplear excesivos instrumentes matemâticos y métodos de 
exposiciôn rigurosos, oculta a veces que no podemos resol- 
ver los problemas o se trata de ocultar la presencia de 
teorîas antiguas, dotândolas de un aspecto nuevo y mâs 
complejo.
Las leyes econômicas y las proposiciones que hacen 
los économistes, ya sea en las empresas o en el Estado, 
nos proveen de grados de comportamiento dentro del campo 
de la racionalidad, con lo que se explican cômo se van 
a hacer las cosas y en funciôn de qué.
La conexiÔn entre la informaciôn y el esquema con­
ceptual que enmarca los distintos problemas econômicos, 
se realiza mediante la idea de modelo. Expresiôn genêrica, 
por tanto, abstracta, que describe en términos lôgicos 
una realidad concrets y que es expresable en términos ma­
temâticos .
Un modelo es operativo para la toma de polîticas 
espécxficas y de decisiones, si contiene coherencia, per- 
tinencia y mensurabilidad. Debe explicar el universe so- 
cioeconômico con un numéro no excesivo de ecuaciones y 
de variables, a causa de la coherencia interna; ademâs, 
coherencia externa con la realidad que trata de describir. 
Las relaciones del modelo han de ser mensurables con un 
criterio lo mâs mecânico y objetivo posible. Finalmente, 
es necesario que sea pertinente respecto a una realidad 
dada.
En el mundo de los negocios se observa una tenden- 
cia actual hacia sistemas de direcc'iôn descentralizados 
y con mayor participaciôn, lo que demanda una mayor exi- 
gencia de coordinaciôn.
La calidad de los directivos sufre un continuo des- 
gaste producido por los aumentos en agresividad y eficacia 
en la conquista del mercado. Hay que llegar antes que los 
demâs y con los recursos necesarios para aprovechar la 
oportunidad, lo que se consigue con un tipo de direcciôn 
directe, entusiasta, activa, que analice los temas con 
una lôgica sencilla y recurra a modelos simples.
Los mementos de crisis econômica agudizan la impor- 
tancia de la seguridad en el empleo, con lo que las empre­
sas, muchas de ellas con una dimensiôn excesiva, se ven 
obligadas a reeducar a sus directivos y empleados, pudien- 
do de esta forma cambiarlos de misiôn y de objetivos.
Los nuevos directivos prefieren menos rigidez jerâr 
guica y una disminuciôn en la claridad de las llneas de 
autoridad y en la precisiôn del ârea de responsabilidades. 
Con ello pretenden fomentar la autodirecciôn y revitalizar 
la productividad, llevando los cambios también a la forma 
de trabajar, de negociar e incluso de relacionarse entre 
si todos los colaboradores de la organizaciôn.
La creciente dimensiôn de las organizaciones hace 
mâs difîcil la elecciôn de la estructura jerârquica que 
consiga la excelencia, huyendo de los posicionamientos 
tensos e ineficientes mediante un estilo capaz de définir 
y unificar la escala de valores y las motivaciones que 
impulsen a cumplir una misiôn comûn. Si se refuerza la 
disciplina y se burocratiza, muchas iniciativas créâtivas 
de los empleados no se llevarân a cabo. Dejândola total- 
mente libre, las ideas pueden no realizarse por la debili- 
dad operativa.
La tesis doctoral se ocupa asimismo de la elabora­
ciôn de expectatives, lo que résulta imprescindible si 
queremos comprender los modelos normativos de decisiôn 
y planificaciôn. Al analizar la funciôn objetivo aparece 
la necesidad de realizar hipôtesis respecto de los niveles 
asignados a las variables, niveles esperados en el futuro 
que se obtienen a partir de series temporales de observa- 
ciones.
El proceso real de formaciôn de expectatives es
poco conocido a nivel empîrico, por eso existen varias 
formas de elaborar las expectativas; describimos las mâs 
conocidas, y de ellas destacamos las expectativas raciona­
les .
Los cientîficos, en el ejercicio de su actividad, 
valoran los resultados de sus investigaciones y proponen 
los instrumentos a utilizar en la aprehension de la reali­
dad. Existe el peligro de que trasladen las valoraciones 
a los contrôles metodolôgicos, convirtiêndolos en protago­
nistes del método, a la vez que pasan a un segundo piano 
los motivos que dieron origen a ese estudio.
Nosotros hemos pretendido evitar caer en este 
error, pues somos conscientes de que los instrumentos ma­
temâticos no son un fin en sî mismos, y que conviene evi­
tar los excesos en la formalizaciôn.
La metodologîa empleada en la descripciôn de la 
bibliografîa se basa en las normas internacionales para 
la descripciôn bibliogrâfica (ISBD), fijadas en la Reuniôn 
Internacional de Expertes en Catalogaciôn (INCE). Estas 
normas especifican las reglas necesarias para la descrip­
ciôn de publicaciones unitarias -libres, revistas,...- 
y determinan un orden para los elementos descriptives de 
la obra, fijando el sistema de resena y puntuaciôn:
AUTOR; Apellidos con mayûscula seguido de "coma", 
nombre o primera letra del nombre.
TITULO: Se transcribirâ como figure en la portada,
utilizando mayûscula sôlo en la primera 
letra de él.
PIE DE IMPRENTA: Expresa el lugar de ediciôn, edi­
tor y ano, por este orden y separados por 
comas. Si hay mâs de un volumen y/o la 
obra forma parte de una colecciôn, se ex­
presa a continuaciôn.
ARTICULOS DE REVISTAS: Se citarân indicando: Apelli 
dos del autor, tîtulo del articule, titulo 
de la revista subrayado o entre comillas, 
o precedido de [en], n* de volumen, ns 
de fascicule, si lo hay, fecha (mes, ano) 
y pâginas (citando la primera y la ûlti- 
ma) .
USO DE SIGNOS: Se utilizarâ corchete para indicar
un date tomado de un lugar de la publica- 
ciôn no usual.
Se usarâ paréntesis para dar un date orien 
tativo, indicândolo, ademâs, con las abre- 
viaturas: (S.I.), (S.e.), (S.a.),
Ejemplo: (S.I.: Madrid), (S.e.: Aguilar),
(S.a.: 1985).
Si no existe editorial o editor en la 
obra,- puede consignarse en su lugar la
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imprenta o el impresor, con la abreviatu- 
ra (S.i.:).
TRATAMIENTOS DE PARTICULAS, ARTICULOS Y PREPOSICIO- 
NES: Los articules o preposiciones Iran
detras del nombre como regia general, ex­
cepte en el case de los apellidos anglosa- 
jones que iniciarân el apellido por la 
particula.
CERA DE VARIOS AUTORES (Colectivas): Se considera- 
rân anônimas las obras de mâs de très auto 
res, iniciando su encabezamiento por la 
primera palabra del tîtulo.
Si en la obra uno de los autores figura 
como director de la misma la consignaciôn 
se harâ encabezando por este el asiento.
CAPITULO I
EL PROBLEMA DE LA INDUCCION Y LAS SALIDAS AL MISMO
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I. EL PROBLEMA DE LA INDUCCION Y LAS SALIDAS AL MISMO
1.1 DIFERENTES FORMAS DE ELABORAR EL CONOCIMIENTO. EL
METODO CIENTIFICO
Existen dos formas de accéder al conocimiento, una 
clâsica o estâtica, defendida por Los fundadores de la 
teorîa cognoscitiva, y otra mâs actual o dinâmica.
La actitud clâsica se basa en que la naturaleza 
estâtica y los conocimientos adquiridos lo son para siem- 
pre. Esto queda reflejado en el réalisme trascendente de 
Platon, la creencia aristotélica en formas inmanentes, 
las ideas innatas de Descartes, la armonîa preestabléeida 
de Leibniz, las categorîas a priori de Kant, incluso Comte 
con su insistencia en que los procedimientos de razonar 
son constantes y comunes para todos los Membres. Para es­
tes pensadores, el conocimiento es un hecho y no un proce­
so.
La actitud dinâmica surge del probabilisme de 
Cournot, de la doctrina del conocimiento de L. Brunschwicg, 
de las teorîas de Natorp; "Todo ser u objeto que la cien-
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cia intente fijar debe disolverse de nuevo en la corriente 
del devenir. En ultimo têrmino, ûnicamente de este devenir 
y de él sôlo, podemos decir que es un hecho". No podemos 
olvidar la aportaciôn de Th. S. Kuhn con su libro sobre 
las revoluciones cientîficas. Estos pensadores consideran 
el conocimiento como un proceso dinâmico.
Toulmin describe con gran acierto la confrontaciôn 
entre ambos enfoques: "La gran divisoria de la ciencia
del siglo XX es la que discurre entre los filÔsofos plato- 
nizantes que tratan de encontrar una estructura permanente 
en la ciencia y aquellos otros para quienes la cuestiôn 
principal consiste en dar razôn del cambio cientifico".
Las epistemologlas platônicas, racionalistas o 
aprioristicas, creyeron encontrar instrumentos del conoci- 
miento ajenos, superiores o anteriores a la experiencia. 
No realizaron una verificaciôn de sus teorîas, se limita- 
ron a describir las propiedades que atribuîan al instru­
mente de conocimiento empleado, sin tener en cuenta que 
la experiencia es asimilaciôn de estructuras.
Desde que el hombre empezô a hacer filosofîa orien- 
tô una parte de sus invest igaciones a descubrir qué es 
la ciencia, entendida como conocimiento de la verdad en 
contraposiciôn con la opiniôn, la ilusiôn, etc. ^Qué moti­
vaciones encontramos para esta actitud?
La necesidad de comprender lo que es la ciencia
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se debe a la esperanza en conseguir una sociedad mâs libre 
e ilustrada, en la que todos poseeunos una cultura human!s- 
tica. Para conseguirlo comenzaremos la bûsqueda de un cri­
terio que distinga lo que es cientifico de lo que no lo 
es. Un criterio de estas caracteristicas supone un gran 
avance, pues introduce orden y rigor en las investigacio- 
nes, aunque también incorpora un elemento negative, la 
tendencia a transformar el criterio hallado en un dogma 
infalible que excluye a todos los demâs. Hay que despren- 
der a la investigaciôn de este aspecto negativo para que 
no anule todo su valor.
Es de general conocimiento lo que la ciencia hace: 
observa, expérimenta, descubre, mide, inventa teorîas que 
explican el cômo y el porqué de las cosas, réfuta, confir 
ma o no confirma, sépara lo verdadero de lo falso, lo que 
tiene sentido de lo que no lo tiene; en definitive, nos 
dice cômo llegar a donde queremos llegar. ^Pero qué enten- 
demos por ciencia?
La ciencia, desde el punto de vista de su estructu­
ra, constituye un cuerpo organizado y sistemâtico de cono­
cimientos que hace uso de leyes o principios générales. 
Es una descripciôn del mundo que permite a los cientîficos 
utilizar lenguajes y criterios comunes para la justifica­
ciôn de presuntos conocimientos y creencias. Por lo tanto, 
la ciencia es universal aunque el conocimiento cientifico 
no sea plenamente independiente del tiempo, el lugar y
15
la circunstancia.
La ciencia no es sôlo un cuerpo de conocimientos 
cuya estructura podemos investigar, teunbién es un complejo 
de actividades y funciones dirigidas a un fin. La parte 
funcional de la ciencia son sus actividades caracteristi- 
cas, sus objetivos y su desarrollo.
De todo esto obtenemos la conclusiôn de que la cien 
cia es un gran éxito, pero résulta difîcil admitir por 
completo tal seguridad de propôsitos y método. Existen 
muchas cosas que la ciencia no puede explicar y es nece­
sario admitir una incertidumbre radical en los fundamentos 
de su conocimiento. Vaunos a realizar un exzunen crîtico 
y racional de sus rasgos fundamentales, teniendo en cuenta 
que no hay misterios en la ciencia, ûnicamente nos encon- 
traremos con lo que précisa ser comprendido y estudiado.
La ciencia se encuentra ligada en su continuidad 
histôrica con la experiencia comûn, con los modos habitua- 
les de comprender, hablar y pensar, ya que la ciencia no 
surgiô plenamente desarrollada sino que pasô por creci- 
mientos, modificaciones y replanteamientos radicales, com- 
partiendo todo esto con la tradiciôn y con conceptos atro- 
fiados.
Existe una interacciôn entre la razôn natural y 
la ciencia, pues todas las investigaciones suponen, dados 
unos conocimientos previos, los conocimientos comunes y
16
los conocimientos cientîficos obtenidos con anterioridad; 
ademâs, las sucesivas indagaciones que se realizan, van 
corrigiendo o rechazando parcelas del conocimiento ordi- 
nario.
El sentido comûn es el conjunto de previsiones cer- 
teras que se refieren a lo que todo el mundo debe saber 
de las actividades bâsicas de la vida cotidiana. Es un 
conocimiento que hace posible el trabajo y la vida social, 
delimitando la aleatoriedad y el peligro en la acciôn. 
No es tan invariable ni tan universal como para no cam- 
biar segûn los entornos y perîodos histôricos. Su adapta- 
bilidad nos indica que es un instrumente importante para 
la supervivencia de la especie humana, similar al uso que 
otras especies animales hacen de la coloraciôn protectora 
o la organizaciôn social. Porque es un conocimiento tâcito 
o inexplîcito estâ mâs cerca del hâbito que del pensamien- 
to consciente, asimismo es, en muchos casos, errôneo y 
generalize demasiado impidiendo su uso en situaciones es- 
peciales y nuevas.
El conocimiento cientifico y el conocimiento de 
sentido comûn pretenden ser racionales y objetivos. La 
racionalidad los hace crîticos y coherentes, mientras que 
la objetividad les oblige a adaptarse a los hec^ lj^ s en vez 
de permitirse especulaciones. Pero el conocimiento de sen­
tido comûn tiene una objetividad limitada por su estrecha 
vinculaciôn con la percepciôn y la acciôn, cuando sale
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de este context© cae en el mit©. P©r el contrario, la cien 
cia consigne la construcciôn de imâgenes de la realidad 
que son verdaderas e impersonales, pues se basan en teo- 
rîas contrastables. La ciencia no terne a las hipôtesis 
no observables si permanecen bajo su control a través de 
pruebas a los supuestos.
En cuanto a la racionalidad, el sentido comûn es 
la acumulaciôn de unidades informativas poco vinculadas 
entre si, mientras que la ciencia, al basarse en teorîas, 
puede sistematizar coherentemente los enunciados de tal 
forma que estén fundados y se puedan verificar.
Existen pensadores cientîficos, como por ejemplo 
los escolâsticos medievales, los realistas escoceses, los 
filôsofos del lenguaje como G.E. Moore, etc., que consi­
der an las teorîas cientîficas supeditadas al sentido co­
mûn. Si llevâramos adelante esta forma de discurrir ten- 
drîamos que rechazar la genêtica, la fîsica relativists 
y las teorîas cuânticas, ya que chocan con el conocimiento 
de sentido comûn. Pero debemos comprender que la ciencia 
surge cuando el sentido comûn no puede resolver problèmes 
o déjà de plantearlos. El crecimiento cientîfico va supe- 
rando continuamente los cànones de validez existentes y 
créa otros nuevos, por lo que el conocimiento de sentido 
comûn no puede ser el juez de la ciencia.
El cientîfico arrastra la herencia del sentido co­
mûn que esta perfectamente ceunuflada en el comportamiento
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y en el lenguaje, también posee la herencia de formulacio- 
nes metafîsicas, epistemolôgicas y lôgicas que se han in- 
corporado a la ciencia durante su desarrollo. Esta heren­
cia no crîtica, ni criticada, puede entorpecer su trabajo 
con normas ocultas.
La limitaciôn a la crîtica por parte del conocimien 
to de sentido comûn nos obliga a separarnos de él, a pesar 
de su amplitud y potencia inductiva. En adelante vamos 
a adentrarnos en el método cientîfico como ûnico procedi- 
miento que va a coordinar y définir los elementos bâsicos 
de la ciencia.
El hombre desea no solo saber, sino teunbién com­
prender; esto hace que exista una fuerte tendencia a obte- 
ner el conocimiento en forma de un todo que intégré lo 
que sabemos, sin tener en cuenta los conocimientos suel- 
tos. Este impulso hacia la claridad conceptual y la cohe- 
rencia sistemâtica es una exigencia de la prictica cientî- 
f ica.
El estudio de la ciencia consiste en el anâlisis 
del esquema general de la investigaciôn cientîfica, la 
lôgica del discurso cientîfico y las implicaciones de su 
método y resultados. Esta introspecciôn de la ciencia se 
interesa por el conocimiento cientîfico independientemente 
de su origen psicolôgico, de sus bases culturales y de 
su evoluciôn histôrica.
19
Los êxitos del planteamiento cientîfico, asî como 
su independencia del tema en estudio, han originado una 
potencia expansiva de la ciencia, que se ocupa ahora de 
temas cubiertos antes por otras disciplinas. La adopciôn 
universal de una actitud cientîfica va a hacernos mis cau- 
tos en la recepciôn de informaciôn, en la admisiôn de 
creencias y en la formulaciôn de previsiones. También va 
a aumentar la exigencia en la contrastaciôn de nuestras 
opiniones, haciendo que seamos mâs tolérantes, permitiên- 
donos eliminar los mitos mediante su sustituciôn por una 
confianza en la experiencia guiada por la razôn y a la 
vez una contrastaciôn de la razôn con la experiencia. Todo 
esto posibilita que planeemos y controlemos mejor nuestras 
acciones, seleccionando los fines coherentemente con el 
conocimiento disponible y no basândonos en el hâbito y 
en la autoridad.
^Pero es la ciencia en su conjunto una actividad 
racional? ^Podemos interpretar el mundo como un orden geo- 
métrico al estilo de Platôn, o por el contrario, como su- 
giere Aristôteles, el movimiento no puede ser recogido 
por un universo estâtico como el de las ideas matemâticas 
de la geometrîa y la aritmética? ^Distinguiremos entre he- 
chos y teorîas, entre lenguaje teôrico y observational, 
o resaltaremos la dependencia teôrica de la observaciôn? 
ôUtilizaremos la induceiôn, o tendremos que buscar solu- 
ciones partiales al problema de la generalizaciôn cientî- 
fica?
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Los cientîficos no se ponen de acuerdo respecto 
de estos tentas, lo que da lugar a una proliferation de 
lîneas de pensamiento, que van a proporcionarnos modelos 
partiales sobre la realidad. La ciencia no obtiene, por 
tanto, verdades definitivas; no es un conocimiento final 
sin posibilidad de corregirse, pues siempre podemos encon- 
trar evidencias falsadoras o argumentaciones desfavorables 
de los supuestos initiales y de las conclusiones.
Reconocer que los conocimientos que posee la huma- 
nidad son provisionales e inciertos, estimula la investi­
gaciôn, la bûsqueda de ideas que permitan accéder a los 
hechos de un modo cada vez mâs adecuado. La investigaciôn 
cientîf ica va a provocar ceunbios sucesivos en el conjunto 
de los conocimientos, suscitando nuevos problèmes.
Ante la diversificaciôn de caminos cientîficos, 
surgen intentos de sistematizar un método que asegure la 
aplicabilidad de los resultados esperados, a través de 
un modelo teôrico y una estructura lôgica que va a contras 
tarse con la experiencia para validarse o invalidarse, 
y que incorpora elementos de juicio que permiten decidir 
entre diverses alternatives teôricas. Esta estructura que 
subyace a todas las técnicas, es un método general de la 
ciencia c[ue denomineunos "El método cientîf ico”. La exis- 
tencia de una estructura metodolôgica ûnica no se debe 
a una teorîa cientîf ica ûnica, que lo abarque todo, y teun- 
poco a un lenguaje unificado y utilisable para cualquier
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fin, sino que se basa en la unidad de su planteamiento.
La justificaciôn del método cientîfico tiene una 
componente pragmâtica, no conocemos otras reglas que se 
adecûen mâs a la finalidad de la ciencia, esto es, la cons 
trucciôn de modelos conceptuales que posean la mayor apro- 
Ximaciôn posible a la realidad; y la ciencia afirma ser 
mâs verdadera que cualquier otro modelo no cientîfico, 
pudiendo ademâs probarlo mediante la contrastaciôn. Ade- 
mâs, todos los intentos de captar la realidad directaunen- 
te, sin elaboraciôn alguna, han fracasado sin excepciôn, 
ya que la mayorîa de los hechos estân mâs allâ de la expe­
riencia y tienen que ser objeto de hipôtesis, no de intui- 
ciôn directe. También posee el método cientîfico una jus­
tif icaciôn teorética, pues sus reglas estân basadas en 
las leyes de la lôgica y las leyes de la ciencia.
El método cientîfico logra sobrepasar al sentido 
comûn, al lenguaje comûn y a la actividad comûn, constru- 
yendo un esquema conceptual que se adecûa al tema de tra­
bajo con la precisiôn deseada, mediante la crîtica y la 
verificaciôn de conceptos. Con esta abstracciôn conceptual 
y lingüîstica podemos reemplazar la manipulaciôn de cosas 
y sucesos por la utilizaciôn de sîmbolos, permitiendo que 
operemos con las representaciones de los hechos y sus re- 
laciones, en lugar de hacerlo con los hechos mismos.
Nuestro pensamiento es un proceso de formaciôn de 
conceptos y de elaboraciôn de estructuras mâs o menos sis-
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temâticas, dentro de las cuales los conceptos se relacio- 
nan entre sî. Estos conceptos, aunque se refieren a situa- 
ciones particulares, pertenecen a clases de cosas y tipos 
de situaciones, por lo tanto poseen una mayor o menor ge- 
neralidad. Los conceptos van a ser, por tanto, la herra- 
mienta de trabajo de la ciencia, permitiéndonos sintetizar 
fenômenos complejos, reflejar sus relaciones y represen- 
tarlos de forma comunicable.
Veeunos ahora cômo se origina y transforma la cien­
cia, las etapas que recorre el saber cientîfico, y cuâles 
son sus limites. El proceso cientîfico de anâlisis y sîn- 
tesis comienza con la discriminaciôn o distinciôn de rela­
ciones lôgicas entre conceptos, y continua con la descrip- 
ciôn de proposiciones que se organizan en teorîas, ya que 
lo que conocemos como ciencia es el conjunto de proposi­
ciones demostradas que estân estrechamente vinculadas 
entre sî de forma sistemâtica, siendo el sistema la unidad 
arquitectônica de las verdades y la teorîa la unidad de 
las fundamentaciones o demostraciôn de esas verdades.
Esto hace necesario que estudiemos los dos procedi- 
mientos de sîntesis o sistemâticas que se basan en rasgos 
objetivos, la preteorética y la teorética. La sistemâtica 
teorética es la ûnica que puede introducir sin arbitrarie- 
dad propiedades no observables, pues la teorîa mejora la 
conexiôn entre los datos y las hipôtesis a través de con­
ceptos que se refieren a caracterîsticas esenciales, la
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mayorîa de las veces ocultas a nuestros sentidos, y que 
por lo tanto solo son hipotetizables. La sistemâtica pre­
teorética, al no incorporât una teorîa que pueda corregir- 
la o enriquecerla, va a ser menos profunda que la teoréti­
ca .
Como la sistemâtica teorética contiene los resulta­
dos de la investigaciôn empîrica y de la investigaciôn 
en teorîas, se produce una interrelaciôn entre la sîntesis 
teorética y la teorîa incorporada en ella, de tal forma 
que la teorîa explica la sistemâtica, y la sistemâtica 
resume e ilustra la teorîa que le sirve de base. Los pro- 
cedimientos de sîntesis que incorporan una teorîa se con- 
vierten en algo mâs que una subordinaciôn lôgica que po- 
drîa ser arbitraria.
Los cientîficos ven, oyen y manipulan condicionados 
por una interacciôn intimista con las cosas, lo que les 
lleva a estudiar estructuras, leyes, relaciones, origen 
y desarrollo de los procesos, ordenaciôn de las secuencias 
producidas por los cambios, etc. Pero antes de empezar 
la investigaciôn, elaboran un plan de trabajo que délimité 
la sucesiôn ordenada de pasos a dar, teniendo cada uno 
de ellos un objetivo bien delimitado. El proceso es como 
sigue:
a) Se debe formuler el problema con claridad, sin 
vaguedades en los conceptos o ambigüedades en 
los signos, evitando las fôrmulas lôgicamente
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defectuosas.
b) Identificar los constituyentes, senalando las 
premisas y las incognitas.
c) Determinar si el problema es sustantivo o estra- 
tégico, especificando en el primer caso si es 
empîrico o conceptual, y en el segundo, si es 
metodolôgico o de valoraciôn.
d) Informerse de los antecedentes del problema para 
que el trabajo sea mâs rutinario.
e) Valorar las ventajas e inconvenientes de los 
posibles procedimientos a utilizer, seleccionan­
do el que se ajuste mâs a la clase de soluciôn 
deseada.
f) Introducir supuestos simplificadores que elimi- 
nen la informaciôn repetida y compriman los da­
tos .
g) Programar una estrategia que desmenuce el pro­
blema en sus unidades mâs simples y coloque es­
tos subproblemas en orden de prioridad lôgica, 
o segûn su grado de dificultad.
h) Si es posible, transformer el problème mediante 
la variaciôn de su formulaciôn o de sus consti­
tuyentes, para conseguir una problemâtica équi­
valente que sea mâs fâcil de resolver.
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i) Controlar la soluciôn obtenida, comprobando si 
es corrects o al menos razonable, y estimar la 
precisiôn alcanzada, para determinar las posi­
bles vîas que mejoren la soluciôn.
j) Repetir todo el proceso con una técnica distinta 
que permits comparar resultados.
El pensamiento cientîfico se inicia con preguntas, 
con dificultades, por eso el primer paso consiste en tomar 
conciencia de un problema al que vamos a delimitar y ubi- 
car dentro del saber ya adquirido para enriquecerlo o rec- 
tificarlo. El segundo paso consiste en la elaboraciôn de 
conjeturas o hipôtesis que se fundamentan en indicios y 
probabilidades, con los que poder explicar y comprender 
mejor el problema. Estas previsiones o expectatives pro­
visionales llevan incorporada una estructura cuya misiôn 
es facilitarnos las pruebas expérimentales que las apoyen 
o dejen de apoyar.
La ultima etapa de este proceso es la comprobaciôn 
de las hipôtesis formuladas, teniendo en cuenta que algu- 
nas requieren la observaciôn directa, otras necesitan que 
hagamos un experimento y en tercer caso es cuando las hi­
pôtesis estân expresadas matemâticamente y hay que recu- 
rrir a la inferencia. La racionalidad cientîfica va a li- 
mitar la observaciôn dentro de un sistema ordenador, es 
decir, de un sistema de medida. Pero la precisiôn de las 
observaciones no es importante, en sî misma, lo que nece-
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sitamos es una precisiôn apropiada que esté determinada 
por el alcance y la intenciôn del experimento. Por lo tan­
to, lo que va a régir y controlar los expérimentes son, 
el lenguaje, los valores obtenidos, la teorîa que los 
encuadra, los instrumentes de medida disponibles y las 
expectativas del observador.
Hay que diferenciar dos clases de problèmes cientî­
ficos, los rutinarios y los de investigaciôn. Los rutina- 
rios se tratan con estrategias fijas, por que no dan lugar 
a novedades durante su resoluciôn. Por el contrario, los 
problemas de investigaciôn exigen estrategias multiples, 
ya que la ordenaciôn parcial de las- proposiciones suele 
alterarse durante la investigaciôn, ya sea porque surgen 
problemas no previstos al plantear la estrategia inicial 
o debido a que los resultados que se van obteniendo propor 
cionan nuevos enfoques de los problemas initiales.
Pero no hay recetas infalibles para obtener una 
soluciôn definitiva de los problemas de investigaciôn. 
La metodologîa cientîfica esté en un estado descriptive, 
preteorético. No consigne dar una justificaciôn teôrica 
a las reglas del método cientîfico. Esta situaciôn se debe 
en parte al supuesto tâcito por el que se mantiene que 
todo lo que da resultado es bueno, pero tenemos que darnos 
cuenta que el método cientîfico no da resultados perfec- 
tos.
Las discusiones metodolôgicas sôlo se animan en
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los comienzos de cada ciencia y cuando el método dominante 
fracasa, mientras tanto, los cientîficos adoptan una acti­
tud de ensayo y error, incluyendo en su rutina cotidiana 
las réglas de investigaciôn que les resultan mâs eficaces. 
La ûnica régla general del trabajo cientîfico consiste 
en ser audaces al establecer las hipôtesis y rigurosos 
cuando se someten a contrastaciôn.
lY si la adhesiôn de los cientîficos a sus teorîas 
fuese en ûltima instancia un acto de f e? si en la ciencia 
hubiera dogmas al igual que en la religiôn? ^Estâ la cien­
cia en oposiciôn a la ideologîa?
Existen varias posturas respecto a la separaciôn 
de contextes o independencia entre hechos y teorîas. Empe- 
cemos por Cari Gustav Hempel, que es un autor représentât! 
vo de la ciencia analîtica, en su "Theoretical Concepts 
and Theory Chance" describe cômo la ciencia ha realizado 
un gran esfuerzo para esclarecer la estructura y el fun- 
cioneuniento del método cientîfico, a través de una inter- 
pretaciôn empirista y un tratamiento lôgico de los proble­
mas. Représentantes de este enfoque son el Cîrculo de Vie- 
na (Carnap), el Cîrculo de Berlîn (Reichenbach), también 
los precursores (Raunsey) y los continuadores (Braithwaite, 
Nagel) del empirismo lôgico; finalmente, incluiremos a 
Karl R. Popper.
Posteriormente ha surgido una interpretaciôn y un 
tratamiento de la ciencia que se basa en consideraciones
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histôricas y sociolôgicas. En este segundo enfoque encon- 
tramos a Thomas S. Kuhn, Feyerabend, Hanson y Toulmin.
La tercera posiciôn es la defendida por M. Polanyi, 
que rechaza al tribunal de los cientîficos como método 
de juzgar la adecuaciôn global de un modelo metodolôgico 
determinado, ya que una caracterizaciôn general es imposi- 
ble. Sôlo en cada caso concreto cabe preguntarse si tal 
o cual decisiôn es o no cientîficamente racional y los 
cientîficos implicados en el problema son los ûnicos que 
poseen el conocimiento tâcito para decidir.
El Cîrculo de Viena, el de Berlîn y los empiristas 
lôgicos pretenden liberar a la ciencia de especulaciones 
metafîsicas, recluyéndola en el uso riguroso de la lôgica 
y la experiencia. Pero el neopositivismo no incorpora la 
preocupaciôn del positivismo clâsico de que el conocimien­
to cientîfico es podgr, en cuanto que permite manipuler 
la naturaleza y el mundo social; estos temas eran ajenos 
al anâlisis del lenguaje cientîfico de los empiristas lô­
gicos.
Analicemos ahora la postura de Karl R. Popper, que 
es partidario de la separaciôn de contextes ; para justifi- 
carlo recurre a la falsabilidad como lînea divisoria entre 
los sistemas cientîficos y los que no lo son. Unicamente 
considéra cientîficos los sistemas de enunciados que pue- 
den chocar con los hechos, demostrando su falsedad a tra­
vés del esquema modus tollens: "Si T se dériva de O y la
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naturaleza demuestra que O no es el caso, entonces T no 
puede ser verdad".
Para Popper la principal tarea de la ciencia es 
la bûsqueda de la verdad, de teorîas verdaderas, que ade­
mâs posean un alto poder explicative, pues para él la ver­
dad debe ser provechosa. Wittgenstein y sus seguidores 
dan mayor importancia al problema del significado en detr_i 
mento del de verdad, pero Popper piensa que el significado 
aprisiona a los cientîficos en el anâlisis del lenguaje 
cientîfico, mientras que la verdad obliga a decir algo 
acerca de la correspondencia entre las teorîas cientîficas 
y la realidad. La concepciôn de verdad popperiana no aban­
don a el horizonte lingüîstico de los cientîficos analîti- 
cos que, segûn Tarski, consiste en la adecuaciôn entre 
los enunciados y los hechos, en un lenguaje dado. Pero 
esta condiciôn lingüîstica no disminuye su objetividad, 
ya que es asintôtica para cada enunciado o conjunto de 
enunciados que forman una teorîa, dando lugar a un grado 
mâs o menos alto de verosimilitud o aproximaciôn a la ver­
dad. Esta verosimilitud se calcula en base a las probabi­
lidades, pero no son probabilidades subjetivas, pues bus­
car la verdad no es lo mismo que poseerla, y Popper piensa 
como Lessing que Dios es el ûnico poseedor de la verdad, 
nosotros debemos contentarnos con la tendencia indefinida 
hacia ella.
La concepciôn acumulativa del progreso cientîfico
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es rechazada por Popper, que observa cômo los investigado- 
res alcanzan soluciones a los problemas mediante la cons­
trucciôn de teorîas y estas acaban dando lugar a otros 
problemas al entrar en conflicto con observaciones inespe- 
radas o por contradecir otras teorîas. Para él sôlo hay 
progreso al considerar el ensancheuniento continuado del 
âmbito de problemas de la ciencia. Como es un gran defen­
sor de la racionalidad en la ciencia, piensa que los cien­
tîficos sôlo dan pasos que estân lôgicamente controlados 
y empîricamente asegurados sin excluir la crîtica de hipô­
tesis y teorîas. Si se produce una refutaciôn de las con­
jeturas hay que seguir creando nuevas hipôtesis y teorîas. 
En esto consiste el desarrollo popperiano del conocimien­
to.
Las ideas popperianas han influido en la economîa, 
asî los términos "contrastaciôn", "refutaciôn", "contenido 
enpîrico", etc., son empleados normalmente por los écono­
mistes, pero ^cuâl es el método adecuado para las ciencias 
sociales, y en concreto para la economîa?
Citemos a Popper:
"Yo, al principle, he hablado de 
argumentes centra la unidad del mêtede 
entre las ciencias sociales y las fîsi- 
cas, luego he descrite argumentes a fa- 
ver de la unidad de métodos. Durante 
mi carrera he cambiado de epiniôn sobre
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este aspecto bastantes veces. Pensaba 
que had)Ia encontrado el punto de diver- 
gencia entre las ciencias sociales y 
naturales, y luego se me ocurrîa un con-
traejemplo que me hacia ver que no era
tal... La ûnica tesis sobre la unidad 
de métodos que yo defenderîa es que siem 
pre aprendemos por la crîtica, en cuamto 
a lo demis, la diferencia puede ser tan 
grande como se quiera".
Popper no resuelve el problema, lo ûnico que hace
es dar pistas de por dônde puede estar la soluciôn. Como,
segûn él, la aplicaciôn de métodos psicologistas a las 
ciencias sociales conduce a la pérdida de objetividad, 
se deben sustituir por modelos basados en la lôgica de 
la situaciôn, ya que en ellos todo es contrastable. Y en 
lugar de utilizer leyes empîricas que configuran la expli- 
caciôn del proceso cientîfico, se emplearé el principio 
de racionalidad.
Para Popper las ciencias sociales tienen unos lo- 
gros inferiores a los de las ciencias naturales, no porque 
su objeto de estudio sea mâs complejo, sino por el empleo 
de métodos esencialistas, influencias hegelianas, verba- 
lismo y por el psicologismo que algunas veces las carac­
térisa.
Los elementos del método a emplear en las ciencias
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sociales son dos. En primer lugar las condiciones inicia- 
les o explanans del cientîfico que va a recoger cuâles 
son sus intereses personales y propôsitos. Los factores 
situacionales o informaciones disponibles por las personas 
implicadas en la investigaciôn y la ley o leyes universa­
le s adecuadas a este proceso cientîfico. En segundo têrmi- 
no hay que aplicar el principio de racionalidad o suposi- 
ciôn de que las personas actûan mâs o menos racionalmente. 
El procedimiento descrito es la lôgica de la situaciôn 
de Popper. Si una teorîa es contrastada y résulta errônea, 
tenemos que decidir a que parte constitutive veunos a hacer 
responsable del fracaso. Una polîtica metodolôgica pruden­
te aconseja la contrastaciôn y crîtica de las condiciones 
iniciales del modelo, en lugar de hacerlo al principio 
de racionalidad (que sustituye a las leyes empîricas uti- 
lizadas normalmente en una explicaciôn).
Finalmente, la metodologîa de Popper ante la exis- 
tencia de teorîas rivales, supone que una de ellas va a 
levantarse siempre sobre la destrucciôn de la otra, o al 
menos va a dejaria mal herida.
Pasamos ahora al anâlisis de Kuhn. Su comienzo como 
filôsofo se debe al descubrimiento del desacuerdo entre 
el modelo clâsico y los comportaunientos reales intuitiva- 
mente progresivos. Kuhn es poco dado a declaraciones de 
principio, para él lo importante es explicar por qué la 
ciencia progresa tal como lo hace:
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"Al descubrlr que gran parte del 
comportamiento cientifico, eludla per- 
slstentemente los cànones metodolôgicos 
aceptados, hube de preguntarme por quë
taies fallos de adecuaciôn no pareclan
inhibir en absolute el ôxito de la empre
sa. Posteriormente descubrl que una vi- 
siôn distinta de la naturaleza de la 
ciencia transformaba lo que antes pare- 
cia una conducta incorrect a en parte 
esencial de la explicaciôn del Ôxito 
cientifico".
En "The structure of Scientific Revolutions", Kuhn 
expone el desarrollo del conocimiento cientifico. Describe 
la ciencia cotidiana o ciencia normal, como aquella que 
el cientifico acepta sin critica, dejando de cuestionarse 
a cada paso la vigencia de una teoria o grupo de teorias. 
Posteriormente, Kuhn define como "paradigme" al conjunto 
de elementos ccaq>artidos por los miembros de la comunidad 
cientifica, incluyendo también las condensaciones teôricas
vigentes bajo la forma de soluciones arquetipicas a proble
mas, y ademés las generalizaciones simbôlicas, categoriza- 
ciones y valoraciones profesionales comunes.
Segûn la visiôn histôrica de Kuhn, la ciencia nor­
mal es reformists, mientras que las revoluciones cientifi- 
cas son una excepciôn, pues suponen una rupture radical
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con el pasado. Cuando un paradigms encuentra dificultades, 
lo normal es que sus seguidores traten de solucionarlo 
en lugar de resignarse y ver cômo desaparece.
Un nuevo paradigms va a proporcionarnos una manera 
distinta de conceptuar la realidad. Por eso, que obtenga- 
mos en un experimento un resultado diferente al esperado 
carece de relevancia por si mismo, no sirve para refutar 
el paradigme utilizado, pues es susceptible de diverses 
interprétéeiones teôricas.
El ver siempre la realidad desde la perspective 
de una teoria va a cuestionar a la lôgica y la experiencia 
como ûnicos patrones de procedimientos metodolôgicamente 
aceptables, existen otras posibilidades distintas al empi­
risme lôgico como metodologîa cientifica. También queda 
en entredicho la caracterizaciôn popperiana de la ciencia 
como bûsqueda por aproximaciôn a la verdad, pues aunque 
los hechos sean los mismos, son vistos de distinta manera 
por las diferentes teorias. Esto impide que dos teorias 
rivales puedan apelar a una supuesta realidad comûn para 
solucionar su enfrentamiento, pues son inconmensurables 
entre si.
El desarrollo de la ciencia presentado por Kuhn 
ha provocado numerosas reacciones. Para Popper es un pro­
ceso irracional, mientras que Feyerad)end defiende este 
irracionalismo como una salida vélida cuando la lôgica 
y la experiencia no pueden explicar el cambio de teo-
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rîas. Kuhn pretende mantenerse equidistante entre las dos 
posturas en su trabajo "Logic of Discovery or Psychology 
of Research", en donde considéra que la ciencia no es ra­
cional ni irracional, sino arracional; "La ciencia es lo 
que es y no lo que a los cientîficos les gustarîa que fue­
se" .
Dentro del enfoque histôrico-sociolôgico del trata­
miento de la ciencia hay que hacer mèneiôn también a 
Feyerabend, que no es partidario de las reglas metodolô­
gicas, pues siempre podemos encontrar para cada una de 
ellas, una trasgresiôn que proporcione éxitos importantes:
"Considero cada ejenq>lo de investi­
gaciôn no sôlo como un caso posible de 
aplicaciôn de una régla, ademés es una 
contrastaciôn de la misma. Podemos per- 
mitir que la régla gule nuestra investi­
gaciôn, pero también podemos hacer que 
nuestra investigaciôn suspenda la régla 
o la conceptûe inaplicad)le, aun cuando 
todas las condiciones conocidas exijan 
su aplicaciôn".
Irônicamente, Feyerabend piensa que la ûnica régla 
universal es "todo vale*.
El enfrentamiento Popper-Kuhn ha provocado distin­
tas posturas en los cientîficos; analizaremos très de
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ellas. La primera es la de un discîpulo de Popper, Imre 
Lakatos, defensor a ultranza de una metodologîa normativa 
que especifique por adelantado unos criterios de carâcter 
lôgico para définir y decidir acerca de la racionalidad. 
Oponiéndose a Kuhn, el procedimiento de Lakatos recoge 
los idéales clâsicos normatives y élimina de ellos los 
componentes psicolôgicos, que sustituye por criterios lô­
gicos. Asî, veremos despué s que el concepto de progreuna 
de investigaciôn de Lakatos, es la versiôn lôgica de la 
nociôn kuhniana de paradigme.
Segûn Lakatos, el aspecto mâs efectivo de la visiôn 
paradigmâtica es el carâcter irrefutable de los supuestos 
bâsicos (ontolôgicos, formales y metodolôgicos), que defi- 
nen una tradiciôn cientîfica; pero rechaza la posibilidad 
de emplear como criterio de valoraciôn racional de las 
decisiones cientîficas los valores de las élites cientî­
ficas, en lugar de utilizer las reglas.
La idea kuhniana de crisis es sociologies, por eso 
las discusiones, entre tradiciones alternatives, no tienen 
en cuenta criterios objetivos para évaluer el estado de 
cada una de ellas, y esto hace que décidâmes en funciôn 
de mécanismes irracionales, taies como la propagande. Al 
prescindir de los algoritmos convertîmes cada decisiôn 
cientîfica en una discusiôn que sienta precedents, lo que 
impide reconocer cuândo una tradiciôn cientîfica estâ es- 
tancada o dégénéra.
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Ya expusimos antes que la concepciôn popperiana 
de la ciencia consiste en que una teoria sucumbe ante otra 
rival por no poder hacerse caurgo de los hechos, que si son 
explicados por la segunda teoria, la teoria antigua es 
subsumida como un caso particular de la teoria nueva. Pero 
la reduceiôn de teorias encuentra grandes dificultades, 
segûn Feyerabend, al tratar de abreviar teorias inconmen­
surables, el aparato conceptual de la teoria reductora 
impone modificaciones decisivas a la base empirica de la 
teoria reducida, con lo que esta se convierte en una teo­
ria distinta de la original. Ademâs, los cientificos que 
defienden teorias rivales emplean lenguajes que se difë- 
rencian en los aspectos relevantes de su discrepancia, 
por lo que no se pueden utilizer los referentes de los 
enunciados de estos lenguajes para resolver la discusiôn.
Para resolver el problema creado por Popper, Laka­
tos emplea el concepto kuhniano de paradigme, denominândo- 
lo programa de investigaciôn. Este programa consta de très 
partes, la primera es la heuristica negative, segûn la 
cual los programas disponen de un nûcleo teôrico que es 
inmune a la refutaciôn o estâ refutado con anterioridad, 
este nûcleo se conserva hasta que de je de promover nuevos 
problemas o conduzca a problemas sin ningûn interês. En 
esta primera parte, el programa va a explorer hasta dônde 
se puede llegar con los compromisos previos que forman 
el nûcleo.
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En segundo lugar, la heuristica positiva indica 
cômo se van a desarrollar los programas para que puedan 
solucionar:
a) Los problemas que vayan surgiendo.
b) Sofisticaciones èmpleadas y dônde vamos a intro- 
ducirlas.
c) Qué soluciones vamos a considerar adecuadas y 
qué résulta no peritiisible.
En la tercera parte, los programas de investigaciôn 
contienen un elemento din&nico, las hipôtesis auxiliares, 
que establecen las condiciones iniciales de las deduccio- 
nes con las que el nûcleo forma su contenido empirico. 
A esto Lakatos lo denomina cinturôn protector, porque es 
la parte del sistema que eliminamos cuando al aplicar la 
falsaciôn se obtiene una contrastaciôn empirica negativa 
y tenemos que elegir entre modificar las hipôtesis auxi­
liares o cambiar el nûcleo.
Después de establecer la estructura y el desarrollo 
general de los programas de investigaciôn, Lakatos preten­
de encontrar normas para su evaluaciôn. Como considéra 
que no es posible là critica de un paradigme desde el mis­
mo paradigme, utiliza el criterio de comparaciôn para de­
terminar la superaciôn de los programas. Segûn este crite­
rio un programa es teôricamente progresivo si las sucesi- 
vas modifieaciones del cinturôn protector (hipôtesis auxi-
39
liares) lleva a nuevas predicciones, en lugar de resolver 
dificultades concretes, y es empîricamente progresivo si
alguna de las predicciones se corrobora.
Aunque algunas de las predicciones no se confirmen, 
Lakatos va a estimar que el programa progresa, basandose 
en que toda innovaciôn provoca un aumento de contenido 
empîrico y las anomalies en el proceso se resuelven modi- 
ficando sucesivamente el cinturôn protector.
Cuando el programa deja de predecir y de descubrir 
nuevos hechos, entra en una etapa de degeneraciôn, su es­
trategia consiste en defender sin ampliarlo el nivel pro- 
blematico alcanzado. Un programa aislado que degenera ne- 
cesita un programa alternativo que tenga un mayor conteni­
do empirico y permita pasar de la evaluaciôn a la déci­
sion, al poder predecir mâs que su rival.
La dif icultad estâ en saber cuândo y en virtud de
qué criterios un programa de investigaciôn continua roere-
ciendo nuestra adhesiôn. ^Por qué no esperar siempre un 
poco mâs antes de retirerle nuestra confianza por pensar 
que estâ estahcado?
Para Feyerabend, Kuhn, Grünbaum, etc., el modelo 
de Lakatos es dif Ici 1 de aplicar, ya que no establece me- 
didas del progreso y de la degeneraciôn de los programas. 
Sin precisiôn, las ideas cualitativas de progreso y supe­
raciôn deben decidirse segûn cada caso concreto, indicando
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situaciones pasajeras de los programas de investigaciôn 
y dependiendo de factores psicosociolôgicos que tanto cri- 
ticaba Lakatos a Kuhn.
Otra reacciôn a la confrontaciôn Kuhn-Popper es 
la de J.D. Sneed y Wolfgang Stegmüller, quienes al hablar 
de racionalidad en la ciencia distinguen la racionalidad 
empleada dentro de un paradigma, de la que se utiliza en 
la competencia de dos o mâs paradigmas.
El proceso cientifico comienza cuando mantenemos 
una teoria y mediante la investigaciôn buscamos modelos 
para ella. La racionalidad intraparadigmâtica aconseja 
aplicar la lôgica y la experiencia en este proceso, para 
obtener los resultados esperados. ^Qué significado tiene 
que lo hallado no se ajuste a las predicciones de la teo­
ria? Pues que nuestro sistema ya no es un modelo de la 
teoria originaria, aunque si puede serlo de otra nueva 
por construir o ya construida.
Stegmüller habla de racionalidad y progreso cienti­
fico entendido a modo de evoluciôn darwiniana, por eso 
los cientîficos eligen las teorias que tienen mayor capa- 
cidad de explicaciôn y predicciôn. Su metodologîa es una 
versiôn mâs fiel a las ideas de Kuhn que la desarrollada 
por Lakatos y sus programas de investigaciôn. De Popper 
incluyen el rendimiento explicativo-predictivo de las teo­
rîas en calidad de objetivo ultimo de la ciencia, pero 
rechazan los experimentos cruciales que acreditan como
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verdadera a la teorîa victoriosa y descalifican por falsa 
a la vencida. Para ellos, las teorîas sobreviven mientras 
baya modelos que la satisfagan, pudiendo revivir las no 
utilizadas cuando se les aplica las transformaciones nece- 
sarias, ya que en el mundo habrâ siempre mâs hechos que 
teorîas y por lo tanto, ninguna teorîa puede agotar toda 
la realidad.
La tercera reacciôn al enfrentamiento Popper-Kuhn, 
es la de Willard V.O. Quine, quien conceptûa que la dife­
rencia entre la antigua y la nueva metodologîa cientîfica 
consiste en la posibilidad de refutar las teorîas cientî­
ficas de tal forma que los enunciados han de ser contras- 
tados con los hechos. Pero los términos empleados en los 
enunciados sôlo logran medirse en funciôn de la teorîa 
que los incluye, y ninguna mediciôn puede ir en contra 
de una ley dentro de una teorîa, cualquier contradicciôn 
de la ley y los hechos se atribuye a un error de medida, 
en lugar de considerar inadecuada a la ley.
Ademâs, hay que tener en cuenta al usuario del len­
guaje y el contexto lingüîstico global en donde se desarro 
lia el proceso. La unidad lingüîstica bâsica para Quine 
no son los términos que integran los enunciados de las 
teorîas cientîficas, ni las teorîas que intervienen en 
el paradigma o en el programa de investigaciôn. La unidad 
lingüîstica bâsica es el todo de la ciencia y dentro de 
esa totalidad, cualquier principio teôrico puede eludir
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la refutaciôn si consideramos que es una convenciôn lin- 
güîstica.
Con el fin de compenser, Quine opina que ningûn 
principio o enunciado estâ libre de revisiones o despla- 
zamientos dentro del sistema hacia la zona en que el len- 
guaje contacta con la realidad. Su concepciôn de lo que 
es la ciencia, no excluye la posibilidad de competencia 
de subtotalidades del sistema o entre sistematizaciones 
alternatives de la totalidad, como si fueran paradigmes 
kuhnianos. Quine sépara los principios teôricos y los enun 
ciados observacionales, por eso no se puede resolver la 
c<xnpetencia de teorîas rivales mediânte refutaciones en 
un experimento crucial. Surge entonces el problème de la 
inconmensurabilidad entre dos sistemas irréconciliables, 
lo que quiere decir que es imposible la comunicaciôn racio 
nal de sus respectivos adeptos. Quine piensa que la traduc 
ciôn es a la vez semântica y pragmâtica, ya que consiste 
en la correlaciôn del lenguaje traducido, el lenguaje tra- 
ducente y una realidad extralingüîstica comûn a ambos, 
ademâs es necesario un traductor capaz de sumergirse en 
uno y otro concepto, reviviendo alternativamente la expe- 
riencia de la realidad desde los dos lenguajes.
El usuario del lenguaje cientîfico es la comunidad 
cientîfica y no el cientîfico considerado aisladaunente, 
por tanto, hablaremos de totalidad social o pûblica. El 
todo de la ciencia es, segûn Quine, una totalidad histôri- 
ca en un momento dado.
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1.2 DAVID HUME Y LAS ALTERNATIVAS QUE SÜRGEN A PARTIR
DE EL
Si no nos aventuramos mâs alla de lo que ya sabe- 
mos, icômo podemos aprender de la experiencia? Aunque te- 
nemos que ser precavidos y no caer en generalizaciones 
apresuradas. (Morris Cohen y Ernest Nagel, “Introducciôn 
a la lôgica y al método cientîfico", Amorrortu Editores, 
Buenos Aires, 1979).
Aristôteles es el primero que utiliza el término 
inducciôn, describiéndolo como un proceso mental por el 
cual se percibe y se identifies un carâcter o relaciôn 
universal en un caso concrete. Es decir, la inducciôn ser- 
virîa para designar los casos de argumentaciôn no demos- 
trativa, en los que la verdad de las premisas no contiene 
la verdad de la conclusion.
Los primeros escritos acerca de la inducciôn pre- 
tendîan demostrar que las conclusiones de las argumenta- 
ciones inductivas eran verdaderas. Posteriormente (a fina­
les del siglo XIX), surge una corriente de pensamiento 
con ambiciones mâs modestas, conformândose con obtener 
probabilidad en lugar de certeza.
Los tipos de argumentaciôn inductiva han sido nume- 
rosos, veamos algunos ejemplos:
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a) Inducciones priaarias
Se deben a Jean Nicod y consisten en argumentacio- 
nes no demostrativas en las que las premisas obtienen su 
certeza o probabilidad independientemente de cualquier 
inducciôn.
b) Inducciôn por enuneraciôn conyleta
Consiste en establecer una proposiciôn universal 
mediante la enumeraciôn exhaustive de todos los casos que 
es posible subsumir en ella.
Evidentemente, esta inducciôn sôlo es posible cuan- 
do todos los casos de la proposiciôn universal estân en 
conformidad con ella, pero no se puede aplicar para infe- 
rir algo acerca de casos no examinados. El uso de estas 
proposiciones universales exige siempre un razonamiento 
circular.
Es difîcil encontrar situaciones en las que podamos 
emplear la inducciôn perfecta o por enumeraciôn compléta, 
ya que el conjunto de casos a enumerar suele ser demasiado 
grande o resultan indéterminables en el espacio y el tiem- 
po.
El problems con el que se enfrenta la ciencia con­
siste en cômo generalizar cuando los casos examinados no 
constituyen todos los casos posibles. Los cientîficos ne- 
cesitan un proceso de generalizaciôn que, partiendo de
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un enunciado verdadero para algunos casos observados, 11e- 
gue a un enunciado verdadero para todos los casos posibles 
de una cierta clase.
Este proceso de generalizaciôn sôlo es vâlido si 
las ocurrencias examinadas pertenecen a una clase homogé- 
nea; pero en el estado actual del conocimiento humano, 
tal homogeneidad ûnicamente puede establecerse con un cier 
to grado de probabilidad.
La lôgica sôlo puede darnos un precepto negativo, 
eliminar la falacia de selecciôn, es decir, el error de 
suponer que la caracter1stica comûn a los acontecimientos 
observados de una clase es necesariamente verdadero para 
todos los miembros posibles de esa clase.
En general, no sabremos si todas las premisas lôgi- 
cêunente necesarias en un razonamiento inductivo son verda­
deras, pues ignoreunos si los casos verificatorios de la 
proposiciôn general que hemos examinado son muestras im- 
parciales de la clase total a la cual pertenecen. El pro­
blems de la inducciôn es determiner en que medida las mues 
tras son imparciales. Los elementos de juicio en favor 
de proposiciones universales relatives a cuestiones de 
hecho nunca pueden ser mâs que probables.
Es necesario encontrar sucesos en los que taies 
generalizaciones se verifiquen, pero la repeticiôn de cir- 
cunstancias confirmadoras no sirve como elemento de juicio
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en favor de la verdad de estas proposiciones, pues los 
casos concretos son sôlo una parte de las proposiciones 
universales.
Stuart Mill senala que hay ocasiones en las que 
un numéro muy grande de hechos verificadores résulta insu- 
ficiente para establecer una generalizaciôn sôlida, mien- 
tras que en otros acontecimientos bastan unos pocos para 
que les asignemos nuestra confianza o convicciôn.
^Por qué en algunos casos basta un solo ejemplo
para realizar una inducciôn compléta y en otros, miles
de ejemplos coïncidentes no sirven para establecer una 
proposiciôn universal?
Quien responda a esta pregunta habrâ resuelto el 
problema de la inducciôn.
Examinemos el papel que juega la repeticiôn de 
ocurrencias en la determinaciôn de la probabilidad de las 
proposiciones universales.
Sôlo despuês de una larga serie de experimentos
uniformes alcanzamos un alto grado de confianza y seguri- 
dad con respecto a un suceso particular.
Todo intento de verificaciôn de una proposiciôn
universal exige identificar algûn hecho real como ejemplo 
verdadero de ella, y dicho acaecimiento debe pertenecer 
a una clase de objetos cuyas propiedades nos son familia-
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res y siempre aparecen asociadas. Este proceso de identi- 
ficaciôn se conoce como razonamiento analôgico.
Si bien nunca podemos estar completaunente seguros 
de que la circunstancia verificadora exauninada sea una 
muestra impartial de todos los acontecimientos posibles, 
en algunas situaciones la probabilidad de que ello sea 
verdad es muy alta. Eso sucede cuando el objeto de la in- 
vestigaciôn es homogéneo en aspectos importantes. En estas 
ocasiones es innecesario repetir un gran numéro de veces 
el experimento confirmatorio de la generalization.
Todo depende del conocimiento que tengamos del cam- 
po en el que se hace la inducciôn, por eso, la repeticiôn 
de los casos sôlo tiene valor cuando ignoreunos si los su­
cesos son homogéneos. La justificaciôn de muchas generali- 
zaciones proviene de la analogîa entre sus ocurrencias 
y las de otras generalizaciones ya establecidas.
Es conveniente distinguir entre proposiciones uni­
versales y aquelles que se apoyan entre si en virtud de 
su pertenencia a un sistema lôgicamente coherente, ya que 
la probabilidad de las proposiciones del primer tipo de­
pende de la repeticiôn de acontecimientos y de considera- 
ciones analôgicas.
En un estadio avanzado del desarrollo de una teo- 
rla, su probabilidad no aumenta sensiblemente al anadir 
casos verif icadores, mientras que si la afecta el mayor
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o menor poder sistematizador de una teorîa rival.
c) Inducciôn matemâtica
La matemâtica se describe como una ciencia deduc- 
tiva, en la que todos los teoremas son consecuencia nece- 
saria de los axiomas. La inducciôn matemâtica es por lo 
tanto un método que no tiene nada que ver con los método s 
de experimentaciôn y verificaciôn de hipôtesis empleados 
en las ciencias empîricas, dado que de hecho la proposi­
ciôn general que se induce se encuentra incluida en las 
premisas initiales e incluse con frecuencia la manera de 
probar la validez de la proposiciôn se apoya en reglas 
asimilables a las del lenguaje deductivo.
El matemâtico francés Fermat formulô explîcitamente 
en el siglo XVII, el procedimiento por el cual se estable- 
cen verdades de universalidad esencial o irrestricta. Su 
argumente consiste en lo siguiente:
Si el primer término de una serie posee una propie- 
dad y puede probarse que cuando la cumple el término 
n-ésimo, también la satisface el término n+1; entonces to­
dos los términos de la serie tienen esa propiedad, pues 
llegarîamos a elles por sucesivas adiciones de un término. 
De igual modo, el matemâtico James Bernouilli empleô este 
procedimiento en sus investigaciones.
La inducciôn recursiva o matemâtica es rigurosa 
y deductiva, debido a que no utiliza experimentos, no es
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consecuencia de una enumeraciôn compléta y depende de la 
ordenaciôn de los casos de una serie, por lo que no es 
intuitive.
tQué significa la generalizaciôn en matemâticas?
La generalization matemâtica se basa en la permanentia 
o invarianza de propiedades formales.
d) La inferencia probable
No siempre se dispone de elementos de juicio com- 
pletos o concluyentes, sino que por lo general son par­
tiales o incomplètes. Una inferencia del tipo: "La mayorîa 
de los A son B, C es un A, por lo tanto, C es un B”, se
llama probable y con ella conseguimos mâs aciertos que
errores a largo plazo. La inferencia probable parte de 
premisas verdaderas para llevarnos a conclusiones que tam- 
biên lo son en la mayorîa de los casos.
El procedimiento cientîfico exige que las generali­
zaciones que no pueden ser probadas de forma concluyente 
deben poseer el mayor grado de probabilidad posible. El 
problema es que existen diferentes concepciones de la pro­
babilidad, lo que da lugar a distintos enfoques de la 
inferencia probable.
Asî, para los frecuencialistas una inferencia es
probable si pertenece a una clase de razoneunientos taies 
que cuando las premisas son verdaderas, las conclusiones 
lo son con una cierta frecuencia relative. Cuando se uti-
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liza esta inducciôn conviens fijar con antelaciôn un mar- 
gen de variaciôn para la razôn de la conclusion.
La probabilidad en general tiene un valor definido 
que depende de la concepciôn que utilicemos, pero en algu­
nos casos va a ser imposible obtenerla por no disponer 
de los elementos de juicio suficientes. La complicaciôn 
surge al intentar calcular la probabilidad de proposicio­
nes que no son verificables directamente.
Siguiendo el ejemplo de los frecuencialistas dire- 
mos que los elementos de juicio sobre los que se basa la 
probabilidad de una teorîa consisten en muestras de todas 
las consecuencias necesarias de dicha teorîa.
Otra forma de inferencia probable es la presunciôn 
de hecho que se fundamenta en hacer generalizaciones de 
sucesos no observables directamente. Igual que en el caso 
anterior la verdad de la generalizaciôn se pone a prueba 
observando si sus consecuencias son validas en nuevas si­
tuaciones .
Nuestra vida depende de que utilicemos las genera­
lizaciones mâs probables, ya que mientras no conozcamos 
cômo se va a desarrollar el future, la totalidad de nues- 
tras generalizaciones son falibles o probables, como la 
historia se encarga de demostrar.
Caracterîsticas de las inferencias probables;
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1) La inferencia probable, como toda inferencia, 
se basa en ciertas relaciones entre proposicio­
nes. El grado de probabilidad de una proposiciôn 
depende, no sôlo de ella misma, sino también 
de su relaciôn con otras que son los elementos 
de juicio a su favor.
2) La probabilidad y la validez de las proposicio­
nes deben obtenerse sin que influya arbitreria- 
mente el estado de la persona que lo consigue.
3) La probabilidad de una proposiciôn varia segûn 
los elementos de juicio que se aduzcan en su 
apoyo.
4) Los elementos de juicio que apoyan una proposi­
ciôn pueden ordenarse en diferentes grades de 
importancia, segûn que auroenten mâs la probabi­
lidad.
5) El nûmero de casos en que estâmes en condiciones 
de determiner con exactitud la magnitud de la 
probabilidad es relativamente pecjueno.
e) Inducciôn eliminativa
Francis Bacon, llevô a cabo el primer intento mo­
derne de desarrollar una metodologîa de la ciencia natu­
ral, su bûsqueda se centra en encontrar los cânones forma- 
les de los procedimientos utilizados en el razonamiento
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inductivo.
Segûn Bacon, el sistema de lôgica aristotêlica no 
sirve para realizar descubrimientos cientîficos, pues con 
êl no podemos hacer predicciones. Tampoco es factible ba­
ser la verdad de una generalizaciôn inductiva coleccionan- 
do una serie de casos que la confirmen, al no poder ex- 
cluir la posibilidad de que se présente un caso desfavora­
ble.
La teorîa de la inducciôn de Francis Bacon parte 
de la idea de que hay una asimetrîa lôgica entre la confir 
maciôn y la eliminaciôn de hipôtesis, lo que garantira 
la superioridad del método eliminativo respecto del enume- 
rativo.
La inducciôn eliminadora de Bacon estâ unida a 
su teorîa de las formas, concibe las leyes naturales como 
enunciados en los que se conectan naturalezas générantes 
con naturalezas generadas. Como Francis Bacon no explica 
con precisiôn qué entiende por naturaleza recurrimos a 
A. Lalande, para quien la naturaleza son las propiedades 
o cualidades sencillas, cuya suma da lugar a un cuerpo. 
Entre las propiedades hay un nûmero limitado de naturale­
zas générantes o causas de las diversas naturalezas gene­
radas o efectos.
Para Bacon la inducciôn tiene como misiôn encontrar 
la forma de una naturaleza dada, por eso ideô très tablas
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de investigaciôn basada en reglas de presencia, ausencia 
y grados. La régla de presencia permite elaborar la tabla 
de afirmaciôn, en ella ponemos los casos que concuerden 
con la naturaleza buscada, eliminando las circunstancias 
en que difiere. La régla de ausencia proporciona una tabla 
de negaciôn respecto a esa naturaleza. Finalmente, la ré­
gla de grados da lugar a la tabla de comparaciôn, en donde 
se incorporan los ejemplos en los que la naturaleza inves- 
tigada se halla en mayor o menor cantidad, eliminândose 
las circunstancias que no varian concomitantemente con 
la modificaciôn cuantitativa de la naturaleza que anali- 
zamos.
Las tablas de Bacon sôlo pueden asegurar la false- 
dad de ciertas hipôtesis, pero nada dicen de la verdad 
de una hipôtesis no eliminada. Sôlo en el caso que podeunos 
eliminar todas las hipôtesis alternatives excepto una, 
se puede alcanzar la certeza respecto a la verdad de esa 
hipôtesis. Ademâs, tenemos que admitir que el nûmero de 
propiedades lôgicamente independientes es finito para cual 
quier individuo.
Bacon piensa que todos los fenômenos de la natura­
leza pueden reducirse a combinaciones de un nûmero limita­
do de elementos; pero como su tabla es incomplets respecto 
a las cualidades elementales, aconseja emplear otro método 
basado en el ensayo y el error.
Estos supuestos teôricos los desarrolla J.M. Keynes
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como postulado de variedad independiente limitada. Pero 
el intento mâs importante de formalizaciôn del proceso
de generalizaciôn a partir de casos singulares es el de
John Stuart Mill, para el que la inducciôn es una bûsqueda 
de causas y la causalidad es una conjunciôn constante.
En su obra "System o£ Logic", en lugar de très ta­
blas como Bacon, J.S. Mill propone cinco métodos; el de 
la concordancia, que équivale al requisite de copresencia; 
el de la diferencia, que se corresponde con la coausencia;
el de conjunto, que es una mezcla de los dos anteriores;
el de las variaciones concomitantes, que es similar al
requisite de covariaciôn, y el de los residues, que es 
una variante del de la diferencia.
En base a estos procedimientos, segûn J.S. Mill, 
se puede afirmar que un suceso es la causa de otro si es 
el ûnico candidate que satisface los requisites para ser 
su causa. El principio de causalidad universal es funda­
mental para explicar su filosofla inductiva y como es emp£ 
rïsta, considéra que este principio procédé a su vez de 
la experiencia, de la que se obtiene por inducciôn.
El método de ensayo y errer que sugerîa Bacon es 
utilizado por William Whewell, contemporâneo de J.S. Mill. 
Para Whewell el conocimiento estâ formado por el elemento 
empîrico y el elemento a priori, por ejemplo, sensaciones
e ideas, cosas y pensamientos, verdades de experiencia
y verdades necesarias, etc. Sin el elemento empîrico no
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habrîa realidad y en el caso que faltara el elemento a 
priori no habrîa conexiones.
La inducciôn parte de elementos empîricos taies
como hechos, datos, sensaciones, cosas, etc., y los conec- 
ta entre sî mediante los elementos a priori como las
ideas, teorîas y concepciones; con este material consigue 
proposiciones générales de las que se obtienen nuevos ele­
mentos empîricos por deduceiôn.
Si queremos obtener una teorîa cientîfica, no bas­
ta, segûn Whewell, con una colecciôn de datos como propo-
nen Bacon o Stuart Mill, es necesario que encontremos una 
ligazôn entre los hechos que sea verdadera y adecuada.
El problema reside en que no hay reglas metodolô- 
gicas para formular estas ligazones y encontrarlas es eues 
tiôn de perspicacia.
En su libro "Of Induction, With Special Reference 
to Mr. J.S. Mill's System of Logic", Londres, 1849, 
W. Whewell explica claramente cômo el hombre es un inter­
prets de la naturaleza y no un espectador, por eso, en 
toda inducciôn interviens la concepciôn aportada por el 
investigador, no porque sean impuestas por los hechos ob­
servados, sino como reflejo de la actividad de nuestra 
mente. Advirtiô también que toda nueva inducciôn provoca 
una innovaciôn lingüîstica.
W. Whewell, en su obra "Novum Organum Renovatum",
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describe unas tablas inductivas que proporcionan una jerar 
quia de proposiciones que van de forma ascendents des de 
los datos particulares hasta leyes de mayor generalidad. 
Las proposiciones générales son descubiertas por induc­
ciôn, pero si se analiza la tabla de forma descendante 
encontramos una cadena de deducciones, es decir las induc­
ciones se comprueban con deducciones; este criterio de 
verdad inductiva es para Whewell una justificaciôn lôgica 
del procedimiento inductivo.
f) Aducciôn o inducciôn en sentido zui^ lio
W.E. Johnson la denomina incomplete o problemâtica, 
siendo C.S. Peirce el que la llama eunpliativa, debido a 
que va mâs allâ de las premisas o hechos singulares de 
la experiencia.
Teunbién Max Blanck es partidario de este tipo de 
inducciôn, pues segûn él, las argumentaciones se pueden 
ampliar anadiendo informéeiôn suplementaria respecto al 
modo de selecciôn de las ocurrencias incorporadas a las 
premisas y en la conclusiôn es factible presuponer la exis 
tencia de casos que no se han tenido en cuenta, por ejem­
plo los casos negativos.
Para C.S. Peirce la inducciôn se apoya en un prin­
cipio que surge de la relaciôn entre el conocimiento huma­
no y cierta realidad objetiva. El salto inductivo es por 
tanto una disposiciôn natural del entendimiento que se
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basa en su facultad de formaciôn de hâbitos.
Las leyes de la naturaleza son pautas seguidas por 
las relaciones entre sucesos, ya que existe una propension 
universal de toda la naturaleza a generalizar partiendo 
de casos aislados.
Peirce, lo ûnico que consigue es vincular la induc­
ciôn con el estudio de una gran variedad de procesos natu­
rales parecidos o anâlogos, que dan lugar a la adopciôn 
de hâbitos. Asî, segûn êl:
"La totalidad del conocimiento se 
basa en la experiencia y la ciencia sôlo 
avanza merced a la verificaciôn experi­
mental de teorîas. Pero existe otra im­
portante verdad, todo conocimiento huma­
no, no es otra cosa que el desarrollo 
de nuestros instintos animales inna- 
tos".
La inducciôn es, segûn Peirce, una régla metodolô- 
gica que proporciona el criterio de lo que debemos creer, 
criterio basado en elementos de juicio suficientes respec­
to a una creencia razonable o justificada.
Como considéra que las creencias son hâbitos de 
actuaciôn, cuando enunciamos una creencia estamos determi- 
nando cuâl es la propensiôn a actuar de cierta manera en 
determinadas condiciones prefijadas. Los hâbitos no hacen
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que actuemos siempre de la misma forma, existe la posibi­
lidad de crear condiciones en las que el hâbito no se pue- 
da cumplir. Por eso, cuando proponemos un enunciado espe- 
rando que sea verdadero, estamos manifestando nuestra ten- 
dencia a creer en su verdad.
Peirce estima que la uniformidad de la naturaleza 
no es un axioma o verdad metafîsica que pueda emplearse 
para defender la inducciôn, por eso dice:
"Es absurda la idea de que en la 
naturaleza hay uniformidad general, si 
nos parece uniforme, se debe a que nues- 
tras facultades estân adaptadas a nues­
tros deseos".
El enfoque de C.S. Peirce lo desarrolla posterior- 
mente H. Reichenbach, y Quine lo critica en su libro "Pa- 
laübras y objeto", de la editorial Labor, Barcelona, 1968.
g) La educciôn proporcional
Se denomina educciôn a las argumentaciones de par­
ticulares a particulares, es decir, de una muestra a otra. 
Este proceso inductivo permite obtener la frecuencia de 
ocurrencia de un carâcter cualquiera de una muestra, par­
tiendo de la frecuencia de ocurrencia de ese carâcter en 
otra muestra. Las conclusiones a las que llegamos son del 
tipo: "cualquier A es B", que faculta para accéder a una
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frecuencia aproximada de ocurrencia en posteriores mues­
tras, tanto si las obtenemos con el mismo procedimiento 
como con cualquier otro.
El razoneumiento deductivo résulta muy atractivo 
para los cientîficos, pues es el ûnico que permite obtener 
nuevas verdades si se parte de premisas verdaderas y ade­
mâs proporciona una sensaciôn de simplicidad y orden. Por* 
el contrario, la inducciôn es un proceso oscuro y miste- 
rioso, que aûn utilizando premisas verdaderas puede lle­
varnos a conclusiones opuestas.
La inducciôn admite grados de fiabilidad y transmi­
te verosimilitud, el problema estâ en cômo explicar por 
qué un hombre razonable debe basarse en verosimilitudes 
a falta de verdades, sin olvidar la dificultad que supone 
asignar verosimilitudes.
Es comprensible que muchos autores, si no encuen- 
tran una respuesta satisfactoria, después de buscar solu- 
ciones para la inducciôn, pierdan la esperanza en ella 
y se unan a los que consideran superior el método deduc­
tivo, llegando a pensar, como Locke, que la inducciôn ba­
sada en la experiencia proporciona conveniencia en lugar 
de ciencia.
La discus iôn se complice mâs debido a que la con­
cepciôn racionalista del conocimiento frena el desarrollo 
de la ciencia natural.
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El proceso deductivo sôlo proporciona las consecuen 
cias lôgicas que las generalizaciones derivadas de alguna 
fuente externa nos permiten obtener. La deducciôn es limi­
tada, ya que obtiene conclusiones implicadas necesariamen­
te por las premisas, de tal forma que si una conclusiôn 
deductiva es singular es porque, al menos, una premisa 
es singular.
La experiencia, tanto si se ha obtenido esporâdica- 
mente como si es sistemâtica, proporciona un conocimiento 
de verdades particulares. Por eso es necesario justificar 
el paso a generalizaciones suficientemente potentes que 
van a servir de premisas de las deducciones lôgicas y mate 
mâticas.
Al defender la inducciôn hay que dar respuesta a 
très cuestiones:
I. Justificaciôn: ^Es razonable aceptar las conclu 
siones inductivas como verdaderas, o al menos, 
como probables?
II. Comparaciôn: ^Es preferible una conclusiôn in­
ductiva a otra que no lo es?
III.Anâlisis: criterios deciden cuâl de dos 
procesos inductivos es preferible?
Estas preguntas no pueden contestarse por separado, 
es necesario elaborar una argumentaciôn conjunta, ya que
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su legalidad no puede aislarse de la forma como se reali­
ze .
Para obtener una vision histôrica del proceso induc 
tivo empezaremos por describir las aportaciones de David 
Hume.
1.2.1 Hume plantea el problema
David Hume (1711-1776) nace en Edimburgo en una 
familia emparentada con la nobleza escocesa. Realize estu- 
dios de jurisprudencia por presiones familiares y se dedi- 
ca brevemente al comercio, pero su interés se centré en- 
seguida en las investigaciones filosôficas.
A los 25 anos redacta en Francia su primera obra, 
"A Treatise of Human Nature", posteriormente regresa a 
su pais donde la publica de forma anônima y dividida en 
très libros, los dos primeros salen en 1739, y el tercero 
al afio siguiente. Como era muy joven y no ténia maestros 
que lo apoyaran, el "Treatise" tuvo una aceptaciôn escasa; 
esto origina un tremendo sentimiento de fracaso en Hume, 
explicable por las grandes expectatives que ténia puestas 
en su obra, pues esperaba que se produjeran encendidas 
polémicas a su alrededor.
En 1740 publica, también anônimamente, el "Abstract 
of a Book lately published entitled a Treatise of Human 
Nature". Con esta obra pretende divulgar la tematica expre
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sada en el "Treatise", pero sus ideas resultan poco orto- 
doxas para los filosofos tradicionales ingleses, ya que 
eran demasiado empiristas, escépticas y arreligiosas para 
ser aceptadas por ellos.
Ante este rechazo, Hume no reconoce ser su autor, 
pero sigue obsesionado con las ideas del "Treatise", como 
queda reflejado en todos sus trabajos posteriores. Segûn 
consta en sus memories, pensaba que su fracaso se deb I a 
mâs a la forma de exponer sus ideas que al contenido de 
las mismas.
En 17 58 publica el "Enquiry concerning Human Un­
destanding", obra considerada como la exposicion autori- 
zada de las ideas de Hume. Su descripciôn es mâs coherente 
y précisa que la del "Treatise", pero ya no contiene la 
rebeldîa y valentîa de su primera obra. Hume se arrepiente 
de su radicalismo inclinândose por una mayor moderaciôn. 
Entre las majoras que aporta el "Enquiry", encontramos 
que suprime las reflexiones sobre el tiempo y el espacio, 
e incorpora unas matemâticas mâs modernas que distinguen 
entre ciencias empîricas o inductivas y ciencias demostra­
tivas .
Despuês de viajar por Austria e Italia, dedicado 
a la vida diplomâtica y polîtica, vuelve a Escocia para 
preparar dos obras: "Political Discourses" y "An Inquiry
concerning the Principles of Moral". Los "Political Dis­
courses" obtienen un éxito cada vez mayor, mientras que
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la "Inquiry", que era una refundiciôn del segundo y tercer 
libro del "Treatise” pasô inadvertida.
El relative éxito de algunas de sus obras le anima 
a presentarse en la Universidad de Edimburgo para conse- 
guir una câtedra de Moral. Al no obtenerla va a la Univer­
sidad de Glasgow como aspirante a la câtedra de Lôgica. 
al final tiene que consolarse con el cargo de biblioteca- 
rio en Edimburgo; la magnifica biblioteca que tiene a su 
disposiciôn va a permitirle realizar la obra que le dio 
mâs prestigio en su época, "History of Great Britain".
En esta época, la inquietud f ilosôf ica de Hume se 
habîa extinguido ante la sospecha de que la f ilosof la era 
una ficciôn, esto hace que abandone la tarea fundamentado­
ra para dedicarse a dar razôn histôrica a las ideas y los 
hechos.
En 1763 y 1765, vive en Paris, siendo secretario
del Embajador. La acogida que le proporcionan los enciclo-
pedistas es magnifies, pudiendo constatar que ellos si 
habian entendido las ideas del "Treatise". Posteriormente 
regresa a Escocia, donde muere en 1776.
Es curioso que Hume sea mâs conocido en su época
por los "Political Discourses" y por "History of Great
Britain", que por su obra f ilosôf ica; esta situaciôn se 
puede explicar en base a que su escepticismo y preocupa- 
ciôn por el método le convertian en un insatisfecho cons-
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tante que abandona con relativa frecuencia las posiciones 
alcanzadas para seguir su investigaciôn antidogmâtica por 
otros caminos, dando lugar a que su obra tenga multiples 
lecturas y sea el origen de su aparente contradicciôn e 
inconsistencia.
Para Kant, Hume es genial, original y el ûnico que 
fue capaz de arrancarle del sueno antidogmâtico, pero a 
la vez piensa de êl que es discontinuo, negativo y no ofre 
ce un camino de esperanza. Kant no sabe dar una respuesta 
a las preguntas formuladas por Hume, y pretende ocultarlo 
con su critica.
La Historia de la Filosofia acepta la versiôn kan- 
tiana acerca de Hume, pero decir de él que es el anticipa- 
dor de las problemâticas y modos filosôficos actuales es 
una forma de ocultar que Hume sospechaba de la filosofia.
Se atreviô a cuestionar el sentido comûn, la razôn, 
la experiencia, la reflexiôn, los fundamentos, la eviden- 
cia, las causas, las sustancias, el orden natural, el or­
den lôgico, etc. Pero su desconfianza de toda ley del mun- 
do y del yo, la hizo con buen humor, no obstinândose en 
hacer de su sospecha una posiciôn defendible, para él pen­
sar es un juego necesario por el que no merece la pena 
arriesgar la felicidad o la vida.
David Hume vive una época histôrica en la que Ingla 
terra surge como potencia mundial, debido a su creciente
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control de los négocies marîtimos de Europa y America; 
ademâs, la geografîa religiosa no coincide con la polîti­
ca, llegando a existir diverses credos religiosos dentro 
de las mismas fronteras. Todo esto aconseja la tolerancia 
en las relaciones sociales y la redefiniciôn de los con- 
ceptos de soberanîa, justicia y derecho.
El pensamiento del siglo XVIII se hace cada vez 
mâs laico, predominando una mîstica del enriquecimiento, 
situaciôn que aprovechan conjuntamente los propietarios 
de tierras, los financières y los sacerdotes anglicanes, 
para demandar un pensamiento cientîfico que estructure 
dogmâticeunente este tipo de relaciones, basândose en la 
razôn y la experiencia para realizar las investigaciones. 
Entre los économistes de entonces, destaca el escocés John 
Law y su doctrine mercantilista.
En esta nueva ciencia, influenciada por lo prâcti-
co, la moral y el derecho, hay que destacar la aportaciôn
de Bacon y su teorîa de la observaciôn. El conocimiento 
abstracto ya no es vâlido sôlo porque su encadeneuniento 
lôgico responda a unos principios fijos, las teorîas sôlo 
tienen vigencia cuando es posible confrontarlas con la 
realidad.
También contribuye a esta nueva ciencia, la crîtica
que realizaron Locke y Berkeley acerca de las teorîas car-
tesianas. Descartes afirma que existe una realidad objeti­
va, que hace posible una sustancia material sin conexiôn
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con nuestra percepciôn, por lo tanto, hay verdades que 
son conocidas independientemente de la experiencia. A esto 
responds Locke que si prescindimos de todas las cualidades 
que acompanan a la percepciôn de la realidad, nos queda 
un soporte de naturaleza confusa, un residuo que no puede 
ser ninguna idea simple o dato ultimo e irréductible del 
conocimiento. La experiencia es la fuente de todos los 
conocimientos que poseemos.
Berkeley va a avanzar un poco mâs que Locke, al 
defender que el mundo objetivo se agota en la impresiôn.
Hume se incorpora a la polémica negando definitiva- 
mente la sustancia y la causalidad, de tal forma que no 
existen supuestos dogmâticos, principios o postulados que 
sean independientes de lo experimental, su proyecto de 
elaborar un sistema complete de las ciencias se basa en 
una teorîa de la naturaleza humana, que sustituye la me­
tafîsica y la lôgica por la antropologîa. Para él, la cien 
cia es producto del hombre y no descubrimiento de la ley 
escrita en la Naturaleza, desde y para siempre.
Hume demuestra que la filosofia moral y natural 
se fundamenta en concepciones arbitrarias y no sobre la 
experiencia; estas filosofîas recurren a la imaginaciôn 
para establecer la doctrina de la virtud y la felicidad, 
sin estudiar la naturaleza humana, que es el origen de 
todas las verdades de la crîtica y la moral.
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El optimisme initial de Hume desaparece en la con­
clusion del libro primero del "Treatise", ya que en lugar 
de encontrar los limites del conocimiento para asi poten- 
ciar su eficacia, lo que consigue es su debilitauniento 
y que aparezca como un mecanismo de fiction en el que ya 
no hay razôn para creer.
Igual que Descartes, utiliza la duda como una fic­
tion superable por réduction al absurdo, para al final 
llegar a creer; pero descubre que el conocimiento es un 
juego necesario que no tiene origen ni razôn.
El efecto de todo esto es la desesperanza, no puede 
lleunar conocimiento a la fiction, realidad a lo imagina- 
rio, pero no tiene razones para justificar su no creencia.
La reflexion de Hume llega al limite de la filoso- 
fia y traspasa sus fronteras; en ella, la razôn pasa a 
ser efecto de un hâbito generado por una necesidad de ori­
gen desconocido, los principios equivalen a las falacias 
y la evidencia se expone como inconsciencia. La ley es 
irrational, los objetos son imaginarios y el hombre esta 
inmerso en el juego de luces y sombras que son las percep- 
ciones. El objeto no tiene la sustancia que sirve de so- 
porte y de justificaciôn a las relaciones fijas entre las 
cualidades que dan consistencia, continuidad e identidad 
a las cosas. Toda conexiôn, vinculo y energia se deben 
a la determinaciôn de la mente, dando lugar a una subjeti- 
vidad creadora del mundo que actûa bajo el control de unas
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cualidades asociativas que rigen el flujo de ideas y ponen 
apariencia de orden en el azar. Esto lleva a una election 
entre una razôn falsa o ninguna razôn en absolute.
Lo usual en filosofîa es partir de lo universal, 
para después pasar a la multiplicidad y finalmente llegar 
a lo individual. Este proceso denominado deductive, cons- 
truye la realidad como una totalidad articulada. Hume re- 
chaza este método prefiriendo adentrarse en un camino que 
comienza en las diferencias y trata de llegar a lo univer­
sal. Para justificarlo se basa en que el universe esté 
formado por atomes en movimiento, lo que hace que el hom­
bre y todo lo que le rode a sea también variaciôn, y es 
en este contexte de ceunbio, donde tiene sentido hablar 
de un proceso inductive que posibilite la toma de decisio- 
nes en el mener tiempo posible y ton poco margen de errer.
Las percepciones van a ser la pieza clave de la 
argumentaciôn de Hume, ya que para él son contenidos de 
conciencia y esto hace que su presencia sea indudable. 
Como buen seguidor de la ontologia empirista y atomista, 
considéra que las percepciones son unidades simples, dis­
tintas y diferenciadas. El paso siguiente es analiear la 
mente humana y sus operaciones; para lograrlo Hume distin­
gue entre impresiones e ideas. Las impresiones son todas 
nuestras sensaciones, pasiones y emociones, tal como apa- 
recen por primera vez en el aima, por tanto entran ton 
mâs fuerza. Mientras que las ideas son unas imâgenes débi­
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les de las impresiones que utilizamos al razonar y pensar. 
Para Hume el têrmino impresiôn no debe utilizarse como 
la manera en que las percepciones se producen en la mente, 
ya que esto lo desconoce, sino como una simple sensation. 
Despuês, Hume estadslece el principio de correspondentia 
entre las impresiones y las ideas, ya sean simples o com- 
plejas. Las impresiones van siempre seguidas de las ideas, 
por eso las ideas dependen de las impresiones y no al rê­
vés. Esta argumentaciôn la usarâ Hume para criticar a los 
conceptos metafîsicos, pues ante cualquier idea, pedirâ 
la impresiôn de la que es copia.
El siguiente paso dado por Hume es preguntarse cuâl 
es el origen de las impresiones. En su opiniôn no podemos 
explicarlo ton la razôn, es imposible saber si provienen 
del objeto, si se producen por la capacidad creativa del 
espiritu o si se derivan de Oios, sôlo podemos hablar de 
apariciôn y desapariciôn de ideas en el ceunpo de los fenô- 
menos sensibles. Esta posiciôn descriptiva es la que va 
a dar fuerza al empirismo de los siglos siguientes.
Todo lo que pensamos esté traducido a imâgenes, 
por eso el estudio de su uniôn o separaciôn es el funda- 
mento de la actividad cientifica. Cuando observâmes las 
percepciones vemos que mantienen una cierta regularidad 
aunque a veces se producen variaciones en la constancia 
y en la forma; esta regularidad nos indica que el proceso 
puede ester sometido a una ley. El problème esté en quien
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pone la ley que convierte a la sucesiôn de percepciones 
en representation en lugar de convertirlas en arbitrarie- 
dad, pues son los principios universales los que impiden 
que sea el azar el que determine la forma de unirse las 
ideas.
La ley es la que hace que la imagination sea enten- 
dimiento, delirio, memoria o fantasia; por lo tanto, la 
imagination no puede ser el origen de la ley. Tampoco 
es el hombre el origen de la ley, porque su espiritu es 
efecto de la misma. El espiritu no es el lugar donde se 
dan las ideas, sino el nombre que recibe el flujo in- 
interrumpido y constante de percepciones.
Otras posibilidades son la teorla de Hobbes, segun 
la cual el cuerpo es el que détermina la ciencia, lo que 
da lugar a un conocimiento basado en la fisio-biologla. 
Têunbién, podemos considerar que lo social es el détermi­
nante bâsico de la ciencia, lo que nos llevarla a la Psi- 
cosociologla.
Para descubrir quien pone la ley. Hume analiza la 
naturaleza humana y no encuentra en ella un sujeto activo 
que ponga orden, garantice y explique el que ciertas sen­
saciones aparezcan reunidas y se sucedan ton regularidad, 
luego es necesario que ese orden esté en las mismas sen­
saciones. Hume explica los fenôraenos de la conciencia como 
Newton lo hace ton los fenômenos naturales; para él exis- 
ten afinidades y repulsiones entre las sensaciones, de la
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misma manera que encontramos fuerzas elementales de atrac- 
ciôn y repulsion entre las particulas. Posteriormente uti­
liza el hâbito y la costumbre, que son las ûnicas leyes 
que no se derivan de postulados o principios mâs senci- 
llos, para averiguar cômo las ideas simples se enlazan 
y forman nociones mâs complejas.
Hume distingue siete clases de relation filosôfica; 
cuatro de ellas, la semejanza, la contrariedad, los grados 
de cualidad y las proporciones en cantidad o numéro, de­
penden ûnicéunente de las ideas, y por lo tanto dan lugar 
a un conocimiento cierto. Por el contrario, las très res­
tantes, que son las relaciones de identidad, espacio-tempo 
raies y causales, pueden cambiar sin que varîen las ideas 
y el conocimiento que proporcionan es sôlo probable.
La probabilidad es utilizada por Hume de distinta 
forma a como se entiende en la teorla matemâtica probabi- 
listica, ya que para él los dates empîricos se obtienen 
mediante inferencias que no son demostrativas.
Cualquier enunciado es verdadero o falso, sin que 
existan grados intermedios, y asî, cuando decimos que un 
enunciado es mâs probable que otro, estamos reflejando 
nuestra mayor creencia en su verdad. El cientifico al ir 
revisando sus pruebas, aumenta la confianza en sus hipôte- 
sis y origina una nueva probabilidad. De la indefiniciôn 
de la probabilidad no podemos culpar al objeto, sino que 
procédé del sujeto que al ser incapaz de conocer pasa a
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la situaciôn de creer.
En las ciencias de la naturaleza, las reglas y los 
principios son probables y esto condiciona a los enuncia­
do s construidos con ellos. Si ademâs anadimos la variabi- 
lidad de nuestra mente a la hora de emitir juicios, es 
imposible que tengamos certezas, teniendo que conformarnos 
con una mayor o menor creencia. El grado o fuerza de la 
creencia depende de la estimation que tengamos de la ver­
dad y fidelidad de nuestras facultades personales, pero 
^quién establece el grado de fiabilidad del entendimiento 
para su utilization cientifica? Segûn Hume, el entendi­
miento sale de si mismo para conocerse, se convierte en
objeto de su anâlisis y esto nos lleva a un proceso de
autorreflexiones que van anadiendo incertidumbre a la si­
tuaciôn initial. Al elevar el razonamiento del meta-discur 
so nos estcunos alejando de la confianza y la certeza que
se da espontâneaunente en el conocimiento corriente. La
fuerza de la creencia aumenta cuanto mâs espontânea sea, 
mientras que disminuye al intentar conocer los mecanismos 
del conocimiento. Al no encontrar una instancia ultima 
que haga legîtimo el control, aumenta nuestra desconfianza 
y lleva a afirmar que todo razonamiento probable no es 
sino una especie de sensaciôn.
Segûn Hume, la razôn humana tiene dos objetos de 
investigaciôn, las relaciones entre las ideas, que serian 
las matemâticas, y las cuestiones de hecho, que constitu-
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yen las ciencias naturales. En las matemâticas utilizamos
la demostr aciôn, y en el campo de los hechos, la inferen-
cia causal. Hume conexiona el anâlisis de la causalidad
con el problema filosôfico de la inducciôn, ya que para
él es necesario que en todo razonamiento probable, haya 
algo présente al espiritu, ya sea visto o recordado, que 
tomamos como base para inducir lo nuevo que no es visto 
ni recordado.
En la época de Hume, la ciencia es mecanicista y 
por lo tanto considéra que la sucesiôn de los fenômenos 
se debe a la relaciôn causa-efecto. Parece natural suponer 
la relaciôn causal cuando en experiencias diferentes apa- 
recen contiguos dos objetos, es decir, que supuesto uno 
de ellos, el otro debe aparecer obligatoriamente.
Caben dos posibilidades, que la causa sea una cua­
lidad o que se trate de una relaciôn. La idea de causa 
no surge de la observaciôn de cualidades, ya que pueden 
existir diferentes objetos, considerados por nosotros como 
causa, que no tengan las mismas cualidades. Veamos enten­
tes si la causa puede obtenerse de alguna relaciôn obser­
vable .
El anâlisis de la causalidad élaborado por Hume
tiene dos partes, una objetiva y otra subjetiva. La doc-
trina objetiva dite que al considerar que A produce a B,
lo realmente sucedido es la observaciôn frecuente de A
y B asociados, es decir, que A ha sido seguida inmediata-
74
mente o muy râpidamente por B. El efecto y la causa se 
dan con cierta proximidad que puede ser espacial o tempo­
ral, cuando analizamos la contigüidad temporal estamos 
asignando una anterioridad en el tiempo a la causa respec­
te del efecto, siendo necesario averiguar que obliga a 
la causa que esta inactiva a pasar a la actividad.
Pero aunque observemos muchos casos de conjunciôn 
de A y B, no podemos deducir que A tiene que estar seguida 
por B en el future, ni tenemos argumentes para suponer 
que haya entre A y B otra relaciôn distinta de la secuen- 
cial. La causalidad es defendible en termines de secuencia 
y no como una nociôn independiente.
La parte subjetiva de la teorla de Hume se basa 
en que la ley del hâbito explica la esperanza, en que la 
asociaciôn entre A y B se de en el future; pero no la jus­
tifies, ya que la inducciôn por simple enumeraciôn no es 
una forma vâlida de argumente.
Como vimos anteriormente, la régla fundamental de 
Hume es que toda idea, para ser aceptada, debe poderse 
sentir como copia de una impresiôn, y el problema es que 
no poseemos impresiones de contigüidad espacial o tempo­
ral. Esto lleva a Hume a la conclusiôn de que la necesidad 
de conexiôn entre causa y efecto no puede encontrarse en 
el mundo externo, sino que nace como idea de una impresiôn 
interna de la mente, que se ve impulsada a llevar nuestros 
pensamientos de un objeto a otro.
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Ningûn objeto descubre, por las cualidades que nos 
llegan a los sentidos, ni las causas que lo han producido, 
ni los efectos que surgirân de él; necesitamos de la ex- 
periencia para realizar una inferencia acerca de lo real­
mente èxistente. Segûn esto, la causalidad es una ficciôn 
que se mantiene por el hâbito de suponer que en todos los 
casos, el futuro ha de parecerse al pasado.
La vinculaciôn entre causa y efecto se debe a una 
sensaciôn real y a la experiencia pasada por el sujeto. 
Pero las experiencias personales, la educaciôn, el medio, 
etc., determinan una gran variabilidad en la uniôn de las 
impresiones de los sentidos, por tanto su validez queda 
limitada a un determinado grupo de relaciones causales 
y no podemos defender su universalidad. Que un objeto apa­
rezca contiguo a otro en cualquier situaciôn, significa 
ûnicamente que ese objeto existe realmente.
Al ser toda causa incognoscible, de la ley sôlo 
se pueden conocer sus efectos, por lo tanto nuestras creen 
cias no son racionales, es decir, deducibles; aunque se 
apoyan en la experiencia pasada, lo que de alguna manera 
las hace razonables.
El escepticismo de Hume se basa en el rechazo del 
principio de inducciôn, que consiste en lo siguiente: he- 
mos visto que A ha estado con mueha frecuencia acompaRada 
o seguida de B y no se conoce ningûn caso en que A no haya 
estado acompanada o seguida por B, luego, es probable que
76
en la prôxima ocasiôn en que A sea observada esté acompa­
nada o seguida por B. Al tener un numéro suficiente de
casos, la probabilidad manejada estarâ muy cerca de la
certeza. El problema reside en que este principio, segûn 
Hume, no es verdadero y es imposible por tanto, obtener 
leyes cientificas générales a partir de observaciones par- 
ticulares.
El principio de inducciôn no puede ser inferido
de uniformidades observadas, ya que habrîa que justificar 
esta inferencia, de manera que debe deducir se de un prin­
cipio independiente, no basado en la experiencia, ni en 
otros principios lôgicos. Como esto no es posible. Hume 
considéra que la inducciôn es una ficciôn de la imagina- 
ciôn que la razôn no puede legitimar, pero la naturaleza 
y la vida se encargan de que creamos en ella, pues en la 
naturaleza humana existe una necesidad absolute e incon­
trôlable que nos impulsa a juzgar y a considerar que cier- 
tos objetos son mâs o menos probables segûn su conexiôn 
habituai con una impresiôn présente.
Hume se da cuenta que el entendimiento logra la
unidad basàndose en ficciones, la unidad del objeto la 
consigue a través de la ficciôn sustancia o conexiôn nece- 
saria, la unidad de los objetos con la ficciôn ideas uni­
versales y la unidad del mundo en base a la ficciôn causa- 
efecto. Todas estas ficciones de la ciencia se deben a 
necesidades del pensamiento. En su afân de sobrevivir Hume
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acepta la sumisiôn de los sentidos y del entendimiento 
a la naturaleza. Cuando le fallan los razonamientos utili­
za la fuerza natural que nos empuja a pensar y a realizar 
el esfuerzo filosôfico. Sigue creyendo en la ciencia con- 
siderada como una creencia natural y espontânea, de tal 
forma que la creencia serâ mayor o menor, dependiendo de 
la fuerza con que nos afecte, de su utilidad y del placer 
que proporcione. La legitimaciôn de una idea va a ser ma­
yor si produce felicidad que si es verdadera, aunque él 
piensa que toda idea verdadera produce siempre placer y 
el placer es la expresiôn de la potencia de la vida. En 
consecuencia, la razôn ya no es la guîa de la vida, sino 
la costumbre.
Hume se cuestionô la fundeunentaciôn de la conducta 
humana, de la moral y del derecho, lo que le llevô a unas 
conclusiones escépticas que son igualmente difîciles de 
refutar como de aceptar. La evoluciôn a la que se vio so­
metido comienza con un Hume filosôfico, continua con un 
Hume que busca la explicaciôn sociolôgica de la gênesis 
de las ideas y termina con un Hume historiador, mucho mâs 
moderado que al principio y asumiendo que su teorla tiene 
muchas lagunas y confusiones.
1.2.1.1 Tipos de soluciôn al planteamiento de Hune
Después del desânimo provocado por las conclusiones 
de David Hume, veamos qué soluciones proporcionan las di-
ferentes corrientes del pensamiento respecto de la induc­
ciôn .
En primer lugar, comentaremos la posiciôn que con­
sidéra a la inducciôn excluida como argumente rational, 
debido a que somos incapaces de encontrar una soluciôn 
satisfactoria para las cuestiones planteadas por Hume.
En segundo lugar, analizamos el planteamiento lin- 
güistico. Segûn sus seguidores, es necesario realizar un 
examen riguroso y detallado de las palabras clave que se 
utilizan en la formulaeiôn del problema inductivo, lo que 
pone de manifiesto que se incumplen los criterios de uso 
correcto de dichos termines.
Para los filôsofos lingüîsticos. Hume cae en con- 
fusiones conceptuales y lingüîsticas, la forma de compro- 
barlo es volviendo a exponer sus dudas, fijândose en las 
palabras clave de los argumentes, ya que estes termines 
cruciales presuponen que es verdad lo que tratan de demos- 
trar y no es necesario justificar la inducciôn, pues el 
problema desaparece.
Los lingüistas consideran que todo ser humane actûa 
de forma sistemâtica con las mismas pautas générales de 
elaboraciôn de inducciones respecto a lo no observado, 
y esto hace que las personas esperen ver confirmadas por 
experiencias posteriores, los casos observados de asocia­
ciôn de atributos, y si no ocurre de esta forma es porque
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existen factores compensatorios.
También es caracterîstico del hombre considerar 
que un aumento en el numéro de casos independientes con- 
firmatorios de una ley, refuerza o al menos no débilita 
la probabilidad de la verdad de la ley.
Todos estos comportamientos permiten suponer que 
los hombres tienen un sistema inductive de aprendizaje 
a partir de la experiencia, que posee una estructura mâs 
o menos delimitada aunque no inmutable, transmitida de 
generaciôn en generaciôn y que se concrete en prohibicio- 
nes, autorizaciones, normes de conducta y preceptos de 
realizaciôn, que nuestros antepasados adoptaron por en- 
contrarias ventajosas para sobrevivir.
Estas normes inductivas son a la vez descriptives
y normatives, debido a una aceptaciôn de reglas asociadas
de afirmaciôn, evaluation y valoraciôn de las acciones, 
que permiten discriminer entre razonamientos alternatives 
y sirven para utilizer correctamente en el lenguaje conceg 
tos abstractos y esquemâticos taies, como probabilidad 
relative, argumentaciôn fundada, etc.
Los conceptos inductivos que adquirimos con el ejem
plo y la educaciôn son modificados por nuestras experien­
cias, ya que la experiencia de nuestros antepasados no 
tiene una autoridad absolute. La instituciôn inductive 
aunque impone normes de creencia y de conducta, es intrîn-
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secamente autocrîtica, lo que la salva de la circularidad.
Si pudiérêunos conseguir que un hombre aprendiera 
sôlo de su experiencia, sin proporcionarle una informa- 
ciôn previa acerca de las reglas inductivas, estarîamos 
imposibilitando que usase el lenguaje empleado para hablar 
del mundo y de uno mismo, desapareciendo asimismo los con­
ceptos incorporados en el lenguaje.
El esquema lingüîstico se diferencia del conven­
tional ismo en que las reglas lingüîsticas no son una con- 
venciôn y la pregunta ipoi qué acepteunos reglas inducti­
vas?, carece de sentido. El cientifico, para fundamentar 
hipôtesis empîricas, debe retroceder sobre su conocimiento 
especîfico de hechos y teorîas relevantes, de tal forma 
que la inducciôn es el ejercicio de una aptitud o habili- 
dad, en lugar de ser la aplicaciôn automâtica de un método 
de decisiôn. De todas formas, las reglas inductivas impli- 
can restricciones que si se olvidan producen sinsentidos.
Al comparer el esquema lingüîstico con las teorîas 
de Hume, observâmes que las dos concepciones coinciden 
en estimar que la practice inductive es un hecho social 
y contingente que se utiliza de una forma determinada en 
périodes concretes de la historié del hombre. La concep- 
ciôn lingüîstica difiere de Hume en que presupone reglas 
normatives con las que todo hombre esté comprometido.
El planteamiento lingüîstico no resuelve las difi-
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cultades comparativas y analîticas de la inducciôn, con- 
formândose con mostrar que el problema general de la justi 
ficaciôn se debe a una confusiôn del lenguaje ordinario. 
Esto hace que las conclusiones de las argumentaciones in­
ductivas sôlo estén avaladas por buenas razones, pero no 
se clarifican sus criterios de valoraciôn preferencial.
La crîtica mâs frecuente que se hace a los lingüis­
tas es que emplean teorîas insuficientemente elaboradas 
en cuanto a su significado y uso. Ademâs su acusaciôn de 
confusionismo semântico a la justificaciôn es demasiado 
simple, pues recurrir al lenguaje ordinario no es decisivo 
de s de el punto de vista filosôfico. Nada obliga a conti- 
nuar hablando de la manera habituai ni a estar sometidos 
a los prejuicios metafîsicos de los que establecieron es­
tas reglas de uso.
Pasamos ahora a describir el planteamiento pragmâ- 
tico. Para los practicistas el ünico razonamiento comple- 
tamente aceptable es el deductivo, esto hace que la induc­
ciôn no sea vâlida, pero se puede obtener su justificaciôn 
en base a que las normas inductivas son razonables.
La defensa pragmâtica de la inducciôn comienza con 
C.S. Peirce y continua con Hans Reichenbach. Estos auto- 
res se basan en que en la vida se presentan situaciones 
de las que no poseemos un conocimiento seguro de las con- 
secuencias, lo que justifica que tomemos decisiones in­
ductivas, pues no se pierde nada con correr el riesgo.
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Peirce defiende la racionalidad de los prograunas 
inductivos debido a la eficacia que tienen a largo plazo 
para llegar a conclusiones aproximadas a la verdad o en 
gran parte verdaderas. Para él la inducciôn es un proceso 
que sirve para poner a prueba hipôtesis estadisticas me­
diante experimentos aleatorios.
La teoria de Peirce comienza por définir la dedue- 
ciôn estadîstica como el proceso que lleva la frecuencia 
de ocurrencia de un atributo en una poblaciôn a ser una 
frecuencia probable y aproximada de la ocurrencia de dicho 
atributo en una muestra extraîda al azar de la poblaciôn. 
Posteriormente pasa a describir la probabilidad como fre­
cuencia limite y a explicar lo que es para él el azar, 
siendo su concepciôn de la aleatoriedad tan restringida 
que va a condicionar enormemente sus teorîas.
Todas estas definiciones le permiten demostrar que 
la mayor parte de las muestras obtenidas en ambiente de 
incertidumbre tienen aproximadamente la misma composiciôn 
que la poblaciôn original, por lo que es vâlido utilizer 
la abducciôn o proceso inverse a la deducciôn estadîsti­
ca, que generalize a la poblaciôn los datos obtenidos en 
las muestras. El proceso inductivo es el ûnico que intro­
duce nuevas ideas y aunque no tiene fuerza demostrativa, 
proporciona generalizaciones que posteriormente hay que 
verificar.
Segûn Peirce, al repetir indefinidamente la induc-
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ciôn lo convertimos en un método autocorrectivo, consi- 
guiendo que converja asintôticamente a la verdad. El pro­
blema radica en que la inducciôn depende de la aleatorie­
dad de las muestras que utilizaunos.
Las crîticas a la teorla de Peirce se basan en que 
la tendencia autocorrectora de la inducciôn no esta garan- 
tizada a priori, ya que los sucesivos ajustes que son ne- 
cesarios realizar segûn se acumula mâs evidencia no tienen 
por qué converger a un valor limite.
Têunbién se cuestiona la aplicabilidad de la teoria 
de Peirce a los procesos de verificaciôn, pues éstos se 
realizan necesariamente a corto plazo y él considéra que 
los acontecimientos son caractères o hâbitos générales 
reales que se descubren en series muy largas de ensayos 
y que nos acercan a la verdad tanto como queramos, al irse 
haciendo infinita la sucesiôn. Por eso, las ideas de Peir­
ce son poco relevantes para valorar las hipôtesis dadas 
y no resuelven la toma de decisiones entre hipôtesis riva­
les, pues él no explica cômo descubrir los re&sgos généra­
les. El pragmatismo de Peirce es tan utôpico como la me- 
tafîsica que critica.
La soluciôn que propone Reichenbach se basa en que 
la probabilidad de ocurrencia de un carâcter determinado 
es el limite de la frecuencia relativa de ocurrencias de 
dicho carâcter en una sucesiôn infinita de acontecimien­
tos. Segûn sus teorîas, el ûnico programs defendible racio
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nalmente es el que usa la frecuencia relativa de ocurren­
cias alcanzada hasta ese momento, como valoraciôn provi­
sional del valor limite definitivo.
Esta forma de procéder no garantira que las esti- 
maciones obtenidas de las series acumuladas gradualmente 
nos lleven a un valor limite de frecuencia, pues los valo- 
res de las frecuencias relativas pueden diverger y nuestro 
programa predictivo fracasarla. Pero en el caso de que 
la serie llegue a un valor limite respecto de la frecuen­
cia relativa, podremos saber con antelaciôn y con certeza 
que nuestro programa predictivo permite estimaciones tan 
cerca del limite como deseemos.
Segûn Reichenbach el programa mâs adecuado es el 
inductivo, pues si la serie de acontecimientos examinados 
es lo suficlentemente regular podemos obtener los resul- 
tados previstos y si la serie es tan irregular que desacon 
seja apiicar el programa inductivo, los resultados espera- 
dos no sirven para nada, pero estamos en una situaciôn 
que no es peor a la de haber elegido una alternative dis­
tinta. Los programas inductivos son preferibles a cual­
quier otro porque sabemos que a largo plazo se acercan 
a los valores limite y son, por lo tanto, eficaces. Her­
bert Feigl llamô vindicaciôn a este tipo de justificaciôn 
de la inducciôn.
A Reichenbach se le objeta que en estado de perfec­
ts ignorancia no hay ningûn método que pueda considerarse
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superior a otro. Ademâs, el programa inductivo sôlo con­
sigue una convergencia asintôtica a una frecuencia rela­
tiva limite, no pudiendo excluir que a corto plazo sea 
un método irracional.
Para el hombre no es factible llegar al final de 
la sucesiôn infinita, por eso la defensa pragmâtica de 
la inducciôn no ofrece razones diferenciales para preferir 
un programa inductivo respecto a cualquier otro método.
Wesley Salmon aporta razones suplementarias que 
sirven para rechazar prograunas indeseados, con lo que con­
sigue mejorar la concepciôn original de Reichenbach, pero 
no se desprende de la restricciôn que supone la determi­
naciôn de los valores limite de frecuencias relativas y 
su imposibilidad de aplicaciôn a corto plazo.
Otra defensa de la inducciôn supone considerar la 
lôgica inductiva como una subdivisiôn de la lôgica deduc- 
tiva. Segûn esta teoria, los razonamientos inductivos ne- 
cesitan la adiciôn de nuevas premisas o la sustituciôn 
de las conclusiones por afirmaciones de probabilidad, que 
los permit a irse perf eccionando, de tal forma que la va­
lidez de la conclusiôn se obtenga demostrativamente a par­
tir de las premisas.
El esfuerzo por justificar la inducciôn mediante 
una reconstrucciôn que la haga deductivamente vâlida ha 
tomado diferentes formas. Empezamos describiendo la recons
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trucciôn basada en la bûsqueda de principios inductivos 
supremos, cuyo origen es la existencia de una regularidad 
probable en el universo que permite obtener conclusiones 
verdaderas de forma sistemâtica, cuando realizamos induc­
ciones en condiciones de azar. Esta regularidad es la que 
se pretende expresar en forma de principios o postulados 
fundamentales, partiendo de premisas que se suponen verda­
deras .
Existen numerosos postulados que corroboran lo an­
teriormente expuesto, asî por ejemplo, David Hume afirmaba 
que el futuro se asemeja al pasado y también Stuart Mill 
utiliza un principio general de causalidad, segûn el cual, 
todo acontecimiento debe tener una causa suficiente y un 
principio de homogeneidad espacio-temporal que consiga 
que las localizaciones y las fechas sean poco relevantes.
Los métodos empleados por Stuart Mill son procedi- 
mientos deductivos de eliminaciôn de candidates inadecua- 
dos mediante condiciones necesarias o suficientes. La ma­
nera de actuaciôn consiste en seleccionar un atributo de 
un acontecimiento que siempre le hemos observado asociado 
a otro atributo que se encuentra inmerso en una relaciôn 
finita de atributos conocidos Aj^ , Ag, ... A^. Al efectuar 
sucesivas observaciones de acontecimientos similares, exis 
te la posibilidad de que se vayan eliminando todos los 
atributos excepto el que busceunos. Hay que resaltar las 
grandes dificultades que encontrô Stuart Mill en su inves-
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tigaciôn acerca de los principios inductivos supremos, 
teniendo que recurrir a la enumeraciôn para conseguir una 
supuesta fiabilidad.
Têunbién hay que mencionar los postulados de J.M. 
Keynes y C.D. Broad, por su creaciôn de un principio de 
variedad independiente limitada, que garantiza a los atri­
butos de los individuos la reuniôn de un numéro finito 
de grupos. Esto le lleva a Keynes a renunciar de sus prin­
cipios empîricos, manteniendo que la fundamentaciôn de 
las premisas supremas se debe al conocimiento sintêtico 
y directo de la regularidad general del universo.
Otra forma de reconstruir la inducciôn es recurrien 
do a la probabilidad. Segûn Keynes, cuando no es posible 
anadir premisas verdaderas, podemos obtener el mismo efec­
to debilitador incluyendo referencias explicitas a la pro­
babilidad en las conclusiones de las argumentaciones in­
ductivas .
La teoria de la confirmaciôn de Keynes consiste
en partir de una probeibilidad inicial distinta de cero 
e inferior a la mixima de ocurrencia, entonces la probabi­
lidad de la generalizaciôn de una serie ininterrumpida
de casos corroboradores tiende siempre a la unidad, debido 
a la acumulaciôn de evidencias que se producen.
En oposiciôn a la teoria de la confirmaciôn de
Keynes, estân Nicod y G.H. von Wright; segûn ellos, la
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convergencia asintôtica de la probabilidad sôlo es posible 
cuando se examinan todos los casos de la generalizaciôn, 
lo que hace inviable esta teoria para aplicaciones prâcti- 
cas.
La teoria de Carnap eunplia las ideas de Laplace 
y Keynes, al suponer que la probabilidad es una relaciôn 
lôgica entre proposiciones, que posibilita en lenguajes 
simplificados la definiciôn de la extensiôn o eunplitud 
lôgica de una proposiciôn. La definiciôn de extensiôn lô­
gica utilizada en cada caso va a depender de cuâles sean 
los universos posibles que puedan expresarse en un lengua­
je concreto, por eso es necesario encontrar un método que 
compare los universos entre si y de ellos elija los que 
sean compatibles con una proposiciôn prefijada.
La critica a los procedimientos alternativos y mé­
todos inductivos con coherencia interna de Carnap se debe 
a que proporcionan generalizaciones que no son confirma- 
bles, puesto que una serie continua de casos positivos 
no garantiza que la probabilidad de la generalizaciôn sea 
mayor que cero. También se observa que al seleccionar dis­
tintas definiciones de confirmaciôn podemos obtener creen- 
cias diferentes.
Carnap les responde que la confirmaciôn como él 
la define es de carâcter analitico y proporciona eviden­
cias que ratifican en cierto grado las hipôtesis dadas. 
Para Carnap el grado de confirmaciôn dado por una propo-
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siciôn X a una proposiciôn Y es la razôn de la extensiôn 
de X.Y a la extensiôn de X.
Basàndose en el principio de maximizaciôn de la 
utilidad esperada, Carnap conexiona la confirmaciôn y la 
creencia racional, lo que le permite utilizar estimaciones 
subjetivas de probabilidad y utilidad.
La asignaciôn de probabilidades supone un salto 
inductivo que deja el problema de la inducciôn sin resol- 
ver, debido a que veunos mâs allâ de las premisas dadas 
cuando recurrimos a conjuntos finitos o infinitos de acon­
tecimientos no incluidos en ellas. Esta dificultad se évi­
ta, segûn Carnap y Keynes, empleando su interpretaciôn 
lôgica de la probabilidad, que convierte las argumentacio­
nes inductivas en otras que son deductivas, lo que las 
hace inmunes a las pruebas empîricas que efectuemos des- 
pués. El inconveniente de esta interpretaciôn de la pro­
babilidad consiste en que proporciona conclusiones con 
una informaciôn menor que la suministrada por las premi­
sas, haciendo imposible su uso para la obtenciôn de pre- 
dicciones respecto de lo desconocido, siendo esta la carac 
terîstica esencial de la argumentaciôn inductiva.
Finalmente, vamos a describir las teorîas de los 
defensores abiertamente y con todas las consecuencias de 
la inducciôn, destacaremos las aportaciones de R.B. Brait- 
hwaite y Max Black, que justifican la inducciôn porque 
ha sido eficaz en el pasado y suponen que seguirâ siêndolo
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en el futuro.
La inducciôn contrôla las hipôtesis mediante la 
verificaciôn de sus consecuencias observables, de tal for­
ma que los casos negativos convierten en falsa una hipôte­
sis, mientras que los casos positivos permiten su uso has­
ta que una prueba experimental posterior la falsee. En 
cuanto a las hipôtesis, consideran que son conjeturas sin 
demostraciôn posible, pero racionalmente aceptables, dado 
su carâcter autocorrectivo, lo que permite clasificar su 
alcance y la solidez de los juicios que de ellas se deri­
van.
Para los defensores incondicionales de la induc­
ciôn, la dificultad surge por la falta de precisiôn res­
pecto a que consideramos satisfactorio en el uso de las 
reglas inductivas cuando se utilizan en la argumentaciôn 
del proceso como un modo autônomo de razonamiento.
Las exposiciones anteriores ponen de manifiesto 
que no existe todavîa una explicaciôn satisfactoria para 
la inducciôn. Es necesario que los defensores de la impor- 
tancia de la probabilidad en la inducciôn, desarrollen 
una reconstrucciôn consistente, sistemâtica y relevante 
del concepto de probabilidad. Los que rechazan la induc­
ciôn por consideraria como un mito, deben elaborar una 
relaciôn detallada y comprensible de la prâctica cientifi- 
ca que utilice procedimientos basados en cuestiones de 
hecho. Respecto a los que pretenden construit una lôgica
91
inductiva, es necesario que eliminen las restricciones 
que supone el empleo de lenguajes artificialmente simpli- 
ficados, ademâs tendrân que demostrar la necesidad del 
uso de enunciados analîticos de probabilidad en las pre- 
dicciones inductivas. Los justificacionistas tienen que 
resolver el problema de la elecciôn entre hipôtesis alter­
natives y ademâs demostrar cômo se puede aplicar a corto 
plazo la convergencia a largo.
En cuanto a los c[ue consideran la inducciôn como 
pseudoproblema, han de elaborar una teorla del lenguaje 
presupuesto, indicando los orîgenes y el carâcter de las 
confusiones que ellos detectan.
1.2.2 Racionalistas. Deductivistas. Descartes
Los escolâsticos utilizaban el razonamiento silo- 
gîstico porque disponîan de principios générales alcanza- 
dos por medio de la fe, de la verdad revelada o fundados 
en la autoridad de la Iglesia o de Aristôteles. A estas 
verdades générales le anaden un caso particular incluido 
en ellas, para extraer una conclusiôn que es la nueva ver­
dad. ^Pero qué valor tiene este proceso deductivo cuando 
no se acepta la verdad de la premisa mayor?
El racionalismo y el empirismo rechazaban el silo- 
gismo como criterio de verdad, haciéndole responsable del 
atraso de la ciencia hasta el siglo XVII. Asî, Descartes,
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en las "Reglas para la direcciôn del espîritu", sostiene 
que el silogismo "es conq>letamente inûtil para los que 
desean investigar la verdad de las cosas, y solo puede 
aprovecharse a veces para exponer con mayor facilidad a 
los otros las razones ya conocidas" (1).
El criterio empîrico con la observaciôn y la expe- 
rimentaciôn inductiva consigne un conocimiento ma s seguro 
que el basado en la autoridad. Pero la validez de los prin 
cipios générales depende de los casos particulares contem- 
plados, por lo que nunca podremos estar seguros de que 
un nuevo hecho los desmienta, a menos que exeuninemos la 
totalidad de los casos posibles. Esta inducciôn compléta 
no aumenta nuestro conocimiento y ademâs es frecuente en- 
contrar cuestiones en las que los casos posibles son infi- 
nitamente superiores a los casos que podemos observer.
La imposibilidad de extraer de la experiencia leyes 
o principles universales fue advertida por Descartes, de 
ahî que no la utilizara para construir su filosofîa.
René Descartes naciô en La Haya en 1596, su familia 
era noble y con recursos econômicos, lo que le permitiô 
vivir de las rentes y dedicarse a la bûsqueda de la ver­
dad. Para encontrar el conocimiento claro y seguro rechaza 
el camino de los libres o de los Membres doctes, prefirien 
do indagar en sî mismo y en el mundo. Después de licencier
(1) DESCARTES, René. "Reglas para la direcciôn del espîri­
tu", p. 83.
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se en derecho comienza a viajar, visita las cortes euro- 
peas y participa en las batallas mâs importantes de su 
época,
El 10 de noviembre de 1619 descubre, mientras sona- 
ba, los undamentos de una ciencia universal. Se apodera 
de él una especie de entusiasmo mîstico que le libera de 
una crisis espiritual, pero le carga con una gran respon- 
sabilidad. A partir de este momento Descartes busca la 
tranquilidad que le permite meditar y realizar sus traba- 
jos, llevândole esta garantîa de independencia intelectual 
y personal a vivir en Suecia, donde muere en 1650, a causa 
de una pulmonîa mal curada.
Debido a que es el mismo espîritu quien abarca las 
diversas ciencias. Descartes piensa que debe abordarlas 
con un método ûnico, en oposiciôn a los escolâsticos que 
utilizaban procedimientos diverses, porque los objetos 
de la ciencia son diferentes.
De todas las ciencias tan solo la matemâtica logra 
alcanzar demostraciones ciertas y évidentes, por esto la 
filosofîa cartesiana toma dicha ciencia como modelo y éla­
bora un método cuyos pasos son:
12) No admitir como verdadera cosa alguna hasta 
que poseamos evidencia de que lo sea.
22) Dividir cada dificultad en tantas partes como 
podamos o en cuantas requiera su mejor solu-
94
ciôn, hasta alcanzar los elementos o naturale- 
zas simples que se aprehenden por intuiciôn.
3 2 ) Ordenar ascendentemente por deduceiôn de los 
elementos simples al conocimiento de lo comple- 
jo, y
4 2 ) Examiner con cuidado la cadena deductive para 
estar seguros de que no se ha omitido nada ni 
se ha cornetido ningûn error.
El mensaje que aporta Descartes es la afirmaciôn 
de la razôn como criterio fundamental de verdad y fuente 
principal de conocimiento, iniciando' con ello dos movi- 
mientos filosôficos, el racionalismo y el idealismo.
Se denomina criterio de verdad a la norme que utili 
zamos para determiner la certeza o falsedad de un juicio. 
Para Descartes, "las cosas que concebiroos muy clara y dis- 
tintamente son todas verdaderas" (2). Entendiendo por cla­
ro lo que esta présente y manifiesto a un espîritu atento, 
y por distinto, aquello que es tan preciso y diferente 
de todo lo demâs que solo comprende lo que aparece ante 
nosotros cuando lo consideramos de forma adecuada. La fi­
losofîa cartesiana rechaza lo probable y lo verosîmil.
En el método de Descartes es imprescindible la exis 
tencia de verdades inmediatamente accesibles al conocimien
(2) DESCARTES, René. "Discurso del método". p. 95.
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to humano, que sitûan a la metafîsica por encima de la 
ciencia, aunque él no abandonô nunca la experimentaciôn, 
como lo demuestran las innumerables disecciones que reali- 
zaba y sus trabajos técnicos.
Para eliminar las opiniones y falsas creencias que 
pudieran haberse apoderado de su espîritu ocultândole la 
verdad. Descartes introduce en su método el precepto de 
la duda slstemâtica, que le lleva a cuestionarse toda la 
realidad del mundo exterior, incluso la existencia del 
propio cuerpo. En el "Discurso del Método", lo expresa 
como: "Pensé que debîa rechazar ccxno edssoluteunente falso
todo aquello en qpie pudiera imaginar la menor duda, para 
ver, si despuês de hecho esto, no me quedaba en mis creen­
cias algo que fuera enteraunente indudable" (3).
De lo primero que duda Descartes es de la informa- 
ciôn que proporcionan los sentidos, porque le han enganado 
algunas veces. En las "Meditaciones metafIsicas", va a 
formular con mâs precision esta duda, llegando a la con­
clusion de que no se puede distinguir clareunente entre 
sueno y vigilia, "cuântas veces no me habrâ ocurrido so- 
Rar, por la noche, que estaba aquî mismo, vestido, junto 
al fuego, estando en realidad desnudo y en la cauna" (4).
Tras la duda de los objetos complejos, pasa a anali^ 
zar las cosas simples y générales, taies como la aritméti-
(3) DESCARTES, René. "Discurso del método". p. 93.
(4) DESCARTES, René. "Meditaciones metafIsicas". pp.14 y 19.
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ca y la geometrîa, "que contienen algo cierto e indudable, 
pues duerma o esté despierto, siempre el cuadrado tendra 
cuatro lados" (5).
Descartes, en su esfuerzo por eliminar todo posible 
error, logra mostrar que taies verdades no son absoluta- 
mente indudables. Muchos hombres han hecho razonamientos 
matemâticos equivocados, luego es necesario dudar de la 
matemâtica y de la geometrîa. Ademâs, podemos suponer que 
en lugar de Dios hay un genio roaligno cuya voluntad con­
siste en engaRarnos, lo que nos llevarîa a dudar de todo 
incluso de las verdades matemâticas.
Cuando el escepticismo completo parece ser la con- 
secuencia lôgica de un largo proceso de anâlisis riguroso. 
Descartes encuentra la verdad mâs simple y évidente que 
cualquier otra, "pienso, luego soy". El acto de dudar su- 
pone una acciôn y por tanto es necesario que exista un 
sujeto pensante. Esta proposiciôn es verdadera e induda­
ble, puesto que si du do de ella, lo ûnico que consigo es 
confirmer su verdad; si dudo, pienso, y no puedo pensar 
sin ser. Se puede dudar de Dios, del mundo y del cuerpo; 
pero no del pensamiento, ya que dudar es una forma de pen­
sar. Ni el genio maligne puede enganarme, ya que para con- 
seguirlo tengo que existir.
Esta primera verdad, es al mismo tiempo el criterio
(5) DESCARTES, René. "Meditaciones metafîsicas". Primera 
parte.
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de evidencia de toda verdad, pues solo verdades con esta 
certeza pueden ser aceptadas. La filosofîa, al pensarse 
en sî misma, puede conocer su poder, cual es el lîmite 
de lo que puede decir y cômo fijar su ley.
Solo sé que soy, dice Descartes, pero aûn no sé 
que cosa soy. La introducciôn del concepto cosa es conse- 
cuencia del substancialismo que da por supuesto que no 
puede haber una actividad o cualidad sin que haya un ente 
substantial que la sostenga.
Soy, pues, una cosa que piensa, es decir, "que du­
da, entiende, concibe, afirma, niega, quiere, imagina y 
siente" (6). Para Descartes, el termine pensamiento tiene 
el sentido actual de vivencia.
En la filosofîa cartesiana la relation causa-efecto 
se identifies con la relation premisa-consecuencia. El pen­
samiento no es el creador de la realidad, sino que su fun- 
ciôn consiste en legislar que es lo que tiene derecho a 
existir. Solo lo pensable es real.
Para llegar a la certeza de que el mundo y los ob­
jetos que en él aparecen existen en realidad, es necesario 
abandonar la hipôtesis del genio maligno, aunque esta su- 
posiciôn no es demostrada por Descartes, y conseguir la 
veracidad de la existencia de Dios. Encerrados en su pro- 
pia conciencia, los cartesianos tienen que apoyarse en
(6) DESCARTES, René. "Meditaciones metafîsicas". p. 103.
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Dios para probar la existencia del mundo exterior.
Al excuninar Descartes los pensamientos, asigna el 
nombre de ideas, a los que son como las imâgenes de las 
cosas. Posteriormente, divide las ideas en très clases: 
1*) las ideas innatas que se poseen al nacer; 2*) las ad­
ventitias que proceden de fuera de nosotros, y 3*) las 
ficticias que son inventadas por uno mismo.
Es évidente que debe haber tanta realidad en la 
causa como en el efecto, pues el efecto obtiene su reali­
dad de la causa, la nada no puede producir cosa alguna 
y lo menos perfecto no puede dar lugar a algo mâs perfec- 
to.
Entre las ideas que tengo esta la idea de Dios, 
pero yo soy un ser finito y no puedo haber produc i do la 
idea de un ser infinite. Otra forma de exponer esta prueba 
consiste en el razonamiento siguiente. No hay duda de que 
yo existe. Pero si no debo mi existencia a Dios, es porque 
tengo que deberla: a) a mî mismo, b) a haber existido siem 
pre, y c) a causas menos perfectas que Dios. Si yo soy 
la causa de mi propio ser me habrîa dado todas las perfec- 
ciones y me parecerîa a Dios, luego yo no soy causa de 
mî mismo. El existir antes no resuelve el problems de que 
para existir ahora necesite una causa que me tree de nuevo 
de forma continua, permitiendo que pueda conservarme. La 
existencia no se debe a los padres o a alguna otra cosa 
menos perfects que Dios, pues tiene que haber tanta reali-
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dad en la causa como en el efecto. Los padres son la causa 
de la genesis fîsica de los hombres, pero no de su espîri­
tu. La causa del ser tiene que consistir en una cosa que 
piensa y que posea todas las perfecciones que atribuyo 
a Dios, entre otras la de haber recibido su existencia 
de sî misma.
En la quinta meditation ofrece Descartes otra prue­
ba de la existencia de Dios, es el argumente ontolôgico: 
"Es inq>osible concebir a Dios sin su existencia, es decir, 
pensar un ser sumeunente perfecto sin una de las perfeccio­
nes, ya que la existencia es una perfecciôn" (7).
Dios garantiza que las cosas sean existantes y pro- 
porciona la creencia de que las ideas que tengo parten 
de las cosas corporales. Como él no es capaz de enganarme, 
hay que concluir que las cosas corporales existen.
El problema que Descartes no resuelve es el del 
dualismo, segûn el cual dos sustancias radicalmente dife- 
renciadas, sin nada en comûn que sirva para compararlas, 
son dos sustancias incomunicadas y autosuficientes. ^Cômo 
conocer si el yo pensante es esencialmente diferente al 
mundo exterior? ^Cômo explicar que la vida cotidiana una 
el aima y el cuerpo rompiendo esta inconexiôn?
El racionalista Arnold Geulincx aporta una solution 
ingeniosa. En realidad lo que ocurre es una constante y
(7) DESCARTES, René. "Meditaciones metafîsicas". pp. 132- 
-135.
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ordenada creaciôn divina a dos niveles sustanciales, tan 
perfectêunente sincronizados y coordinados que producen 
en nosotros la ficciôn de la interacciôn entre el aima 
y el cuerpo. Parece que unas cosas siguen a otras y pensa- 
mos que aquêllas son efectos y estas causas.
Otro racionalista, Nicolas Malebranche, retoma esta 
problemâtica, afirmando que los hombres, debido a una in­
terpretation equivocada de la causalidad, lleunan causa- 
ef ecto a dos acontecimientos cuando son sucesivos. Las 
causas naturales son una ficciôn, la ûnica causa es Dios. 
La creaciôn del mundo se rige por leyes que expresan la 
esencia divina, por tanto, son eternas e inmutables. La 
regularidad en el mundo esta garantizada porque Dios créa 
siempre con la misma ley.
Las teorias de Geulincx y Malebranche respecte de 
la causalidad van a influir enormemente en David Hume.
La duda cartesiana acaba con la incredulidad de 
los escépticos y traslada el lugar donde se da la re- 
flexiôn filosôfica pasando a ser el sujeto pensante el 
fundamento de su ciencia universal.
El mecanicismo de Descartes, convierte a la natura- 
leza en un fondo espacial uniforme, piano y homogéneo. 
Las cosas son acotaciones de la sustancia denominada natu- 
raleza y poseen movimiento, pero la cantidad global de 
movimiento se mantiene constante. Las fuerzas de la natu-
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raleza son vectores con direcciôn y magnitud definidas, 
mientras que las cualidades son niveles de movimiento.
Nada es arbitrerio. La vida puede pensarse como 
una maquina y los seres vivientes como autômatas, pero 
el pensamiento queda fuera de lo mecanizable, de la exten­
sion y del movimiento, por eso su subjetividad es libre.
La filosofîa cartesiana describe très posibilidades 
de conocer el mundo. La primera consiste en que el sujeto 
pensante es capaz de intuir la esencia en la realidad, 
captando de ella lo universal; pero Descartes rechaza este 
camino, porque el entendimiento no ve, sôlo piensa, y pen­
sar es una actividad interior. La segunda propone que el 
sujeto encerrado en sî mismo descubre la ley; Leibniz es 
partidario de esta soluciôn, pero Descartes prefiere pen­
sar que el orden de los hechos debe ser descubierto. La 
tercera indica que la comunicaciôn entre las sustancias 
es algo necesario, lo que nos obliga a buscar el lugar 
donde se produce esta relaciôn, y para Descartes esto ocu­
rre en la glândula pineal.
La herencia cartesiana ha cumplido una misiôn es- 
clarecedora, quitando prejuicios que eran un lastre para 
el desarrollo de la ciencia. Pero los triunfos de la razôn 
en el progreso del conocimiento llevaron al racionalismo 
a intentar aplicar su metodologîa en campos poco propicios 
por su naturaleza, para lograr éxitos.
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Influenciados por Descartes, aparecen en la histo- 
ria de la filosofîa, Spinoza, Malebranche, Leibniz, Kant 
y Edmund Husserl, fundador de la fenomenologîa.
1.2.3 Empiristas
El empirisme asigna a la filosofîa un campo de fe- 
nômenos propios y unos procedimientos estandarizados, para 
eliminar el caos, la oscuridad y la ambiguedad en los enun 
ciados del proceso de conocimiento. El espîritu va a ser 
el ambito en el que se perciben los fenomenos y la filoso­
fîa la ciencia que los estudia.
Los conceptos de la fîsica newtoniana son traslada- 
dos al mundo de la mente, de tal forma que los atomos de 
la fîsica equivalen a las impresiones o ideas; unidades 
cognoscitivas que son el soporte de todo, haciéndose nece­
sario el anâlisis de sus combinaciones, apariciones y 
desapariciones, formas, regularidades, cantidades, etc. 
Segûn Locke, el conocimiento es la percepcion de las co- 
nexiones y discrepancias entre nuestras ideas.
Los filôsofos son mâs intransigentes con los con­
ceptos que los cientîficos, por eso, cuando los empiristas 
incorporan el principio de experiencia, su postura es re­
chazar todo lo que no pueda ser representado imaginativa- 
mente, desestimando también la distinciôn entre cualidades 
primaries y secundarias.
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Segûn los empiristas, lo que observaunos son nues­
tras ideas y sôlo podemos hablar de lo dado en nuestro 
espîritu, no hay razôn para sacar conjeturas de lo objeti- 
vo, las sustancias, las relaciones transcendentales, etc.
El lîmite de nuestra reflexiôn son las ideas con- 
templadas por nuestra mente, ir mâs allâ supone introducir 
se en las preguntas sin respuesta o con pluralidad de res- 
puestas de la metafîsica. Esto permite a Berkeley criticar 
las ideas abstractas, que Locke parecîa admitir.
J. Locke (1632-1704) es el fundador del empirismo. 
Su filosofîa a este respecto la expuso en 1690 en el libro 
"An Essay concerning Human Understanding", en donde se 
describe cômo pasar de lo particular a lo universal, de 
lo sensible a lo inteligible, en oposiciôn a las ideas 
cartesianas que parten del todo.
Su colaboraciôn con el medico Sydenham y con el 
quîmico Boyle, le sirve para descubrir el procedimiento 
empîrico empleado en la nueva ciencia. La lôgica escolâs- 
tica-aristotélica pierde todo su sentido ante un método 
que utilize la experiencia sensible para obtener conoci- 
mientos seguros y firmes.
Segûn Locke, los sentidos dan entrada en la mente 
a ideas particulares, llenando receptaculos hasta entonces 
vacîos; después, feuniliarizândose poco a poco con alguna 
de estas ideas, las aloja en la memoria y les da nom-
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bre. Mâs adelante, abstrae y aprende a usar los nombres 
générales.
Antes de la percepcion hay silencio, indetermina- 
cion y oscuridad, ya que las ideas no son innatas; pero 
cuando se produce surgen las cosas y las diferencias, la 
realidad que da lugar al conocimiento.
Cuando la mente percibe el acuerdo o desacuerdo 
de dos ideas de modo inmediato y por sî misma s, tenemos 
el conocimiento intuitivo, que es la maxima certidumbre 
que podemos alcanzar. Si aprecicunos este acuerdo o des­
acuerdo no inmediatamente, obtenemos un conocimiento de- 
mostrativo formado por una cadena de intuiciones que 11a- 
maremos pruebas. El pensamiento es un proceso ordenado, 
pues hay regularidad en la asociaciôn de las ideas simples 
y en la fabricaciôn de las ideas complejas.
Las fuentes del conocimiento son, segûn Locke, la 
reflexiôn o representaciôn de las operaciones internas de 
nuestra mente y la sensaciôn o impresiôn que se produce 
en el espîritu debido a la percepciôn, mediante los sen­
tidos, de objetos externos. La reflexiôn y la sensaciôn 
son fenômenos pasivos, pero dan lugar a la experiencia 
que es el origen de todo saber.
Resumiendo el pensamiento de Locke, se puede decir 
que tenemos un conocimiento de nuestra propia existencia 
por intuiciôn, de la existencia de Dios por demostraciôn.
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y de las otras cosas por sensaciôn. Partiendo de la dife- 
rencia y la individualidad de la sensaciôn, intenta conse­
guir la Universalidad.
G. Berkeley (1685-1753) desarrolla y sistematiza 
los principios empiristas contenidos en el "Ensayo" de 
Locke. Su actitud es progresista e ilustrada, pues reivin- 
dica un nuevo método que évité la confrontaciôn entre la 
razôn y los sentidos. El problema reside en que culpeunos 
a nuestras capacidades de los errores cometidos, pero no 
cuestionamos el uso que hacemos de ellas.
Este método no llega a ser especificado por Berke­
ley, limitândose a dar unas reglas de actuaciôn basadas 
en sustituir los principios falsos por otros nuevos, de 
esta forma se impi de que la razôn nos lleve a obtener pa- 
radojas y que, utilizando deducciones de principios verda- 
deros, resulten consecuencias insostenibles o irréconci­
liables entre sî.
El empirismo berkeleyano es inmaterialista, porque 
niega filosôficamente a la materia, asî como a toda sus­
tancia que trascienda a la mente. Es también espiritualis- 
ta por afirmar que pensar es percibir, de tal forma que 
la realidad esté constituida por sensaciones o ideas cuya 
existencia consiste en ser-percibidas. Por ultimo, es no­
minalists, pues considéra que las ideas abstractas y uni­
versales son colecciones de cosas-ideas.
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La negaciôn de la materia y de la realidad objetiva 
sôlo se puede justificar si se reduce el concepto de exis­
tencia al hecho de ser percibido. Poniendo de manifiesto 
esta conciencia sensible, su intente de unificar lo real 
y lo consciente.
Idea es todo lo percibido por los sentidos, recor- 
dado o imaginado, luego necesitamos un ser que observe. 
Berkeley prescinde de la realidad material, pero précisa 
de un sujeto que reciba la informaciôn pasivamente, sin 
poder participer en la explicaciôn del mundo. Su funeiôn 
consiste ûnicamente en iluminar a los objetos para sacar- 
los del no-ser, que es la oscuridad, convirtiêndolos en 
la diferenciaciôn y la particularidad que supone el ser. 
La mente da el ser, pero no en el sentido de causa real.
Las leyes de la naturaleza son ideas procédantes 
de los sentidos c[ue se imponen a nuestra voluntad, ofre- 
ciendo una gran constancia y regularidad en sus relacio­
nes. ^Quê sentido tiene este orden para Berkeley si ha 
renunciado al mundo objetivo?, y ademâs, ^quién garantiza 
esta regularidad que hace posible la ciencia?
Segûn Locke, la naturaleza es la que pone las ideas 
en el espîritu; pero Berkeley piensa que el empirismo pue­
de conducir al escepticismo o al ateîsmo, y para impedir- 
lo, prefiere confiar en Dios como origen de esas persis­
tencies. El hecho de ser un predicador protestante influye 
en su concepciôn del empirismo haciêndolo mâs débil, pues
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necesita una divinidad para llevarse a cabo.
Una idea particular se transforma en otra general 
cuando se la hace representar a todas las ideas particula­
res de la misma clase. Pero Berkeley rechaza las ideas 
abstractas y los conceptos por no poder percibirlos.
Son, asimismo, empiristas: Hume, Helvetius, Cabanis 
y, en cierto sentido, Condillac.
I.2.3.1 Positivistas
En 1929, el sociologo Otto Neurath, el matematico 
Hans Hahn y el filosofo Rudolf Carnap, concluyen un mani- 
fiesto que resume la concepciôn cientîfica de un grupo 
de especialistas en diferentes materias. Siendo conocidos, 
a partir de ese momento, como el Cîrculo de Viena.
En esta proclauna especif ican sus preocupac iones 
y objetivos, a la vez que reconocen las influencias sobre 
ellos del talante positivista y empirista de Hume, Comte, 
J.S. Mill, Avenarius, Mach, etc., del tratamiento metodo- 
lôgico de Helmhotz, Riemann, Poincaré, Duhem, Boltzmann, 
Einstein, etc., y de los estudios sobre lôgica de Leibniz, 
Peano, Frege, Schroder, Russell, Whitehead, Wittgenstein, 
etc.
El movimiento al que dan lugar se denomina de multi 
pies formas: "neopositivismo", "positivismo lôgico", "empi
108
rismo lôgico" y muchas mâs, pero aunque tengamos en cuenta 
las diferencias que existen entre ellos, todos coinciden 
en conferir al pensamiento la facultad de reflexionar so­
bre si mismo, de imponer reglas, diciendo lo que se puede 
y debe decir para no salirse de los limites de la concien­
cia sensible.
Para el positivismo, sôlo tiene interés el razona­
miento experimental sobre cuestiones de hecho y de exis­
tencia. Por eso, trata de liberarse de la metafîsica, re- 
duciendo el campo del conocimiento a las matemâticas y 
a las ciencias naturales.
La fîsica era hasta finales del siglo XIX el modelo 
que servîa para entender las demâs ciencias, utilizândose 
como Ccunpo de experimentaciôn; pero el problema de la fun- 
deunentaciôn empiric a de la fîsica comienza cuando los in- 
vestigadores comprueban que ahora, no todos sus conceptos 
son reducibles a impresiones.
Pero el positivismo no se da por vencido, olvidân-
dose de su origen ilustrado, indaga sobre la certeza de
la conciencia, pretendiendo leer en los fenômenos las re­
glas de lo real, aunque luego las leyes que obtengeunos 
lleven el anadido de probables o queden especificadas como 
frecuencia o tendencia.
Pasar de lo individual a lo universal, es la opeiôn
que eligen los positivistas. Para legitimar la inducciôn
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se ven obligados a anadir al piano descriptivo en el que
se mueven y que consideran como el ûnico legîtimo, la ca-
pacidad que tiene la mente para elaborar expectativas, 
es decir, cômo la asociaciôn de sensaciones permite que 
imaginemos situaciones de las que no se ha tenido experien 
cia. La alternativa a este planteamiento psicologista sera 
el anâlisis del lenguaje.
El desarrollo del anâlisis infinitesimal, de la
teorîa de conjuntos, de la axiomatizaciôn de las matemâti­
cas y de las geometrîas no euclîdeas, va a favorecer el 
desarrollo de la lôgica formai como elemento fundamentador 
del conocimiento humano.
Se pretende liberar a la. filosofîa, y especialmente 
a la lôgica y la matemâtica, de todo psicologismo. Asî, 
Bertrand Russell (1872-1970), en su "Principia mathemati- 
ca", nos dice que para comprender el pensamiento hay que 
fijarse en el lenguaje, pues es allî donde se encuentra 
expresado. Ademâs, hay que aceptar como real, todo lo que 
el sentido comûn admite como tal, rechazando la visiôn
idealista que califica de apariencia todo lo que el sen­
tido comûn cree. Es, pues, una actitud que mantiene el 
proyecto de David Hume, pero desplazado al lenguaje.
Segûn Russell y Wittgenstein, la ciencia es una 
estructura lingüîstica que describe los hechos pertene- 
cientes al mundo objetivo, mediante términos biunîvocos 
procedentes del isomorfismo lenguaje-mundo. Para combinar
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estas proposiciones bâsicas o atômicas que representan 
hechos elementales, se utilizan las reglas de la lôgica 
y los conectores "y", "o", "si", "entonces", etc., lo que 
permite llegar a proposiciones générales o moleculares, 
cuya verdad y sentido depende de que todas las projposi- 
ciones empleadas para obtenerla sean empîricas o lôgica- 
mente verdaderas, y que constituyan un sistema sin contra- 
dicciones.
La ûnica realidad que interesa a la ciencia es la 
dada a nuestra percepciôn y la contenida por la experien­
cia. Esto hace, segûn Russell, que sea difîcil demostrar 
la evidencia del mundo objetivo, porque se refiere a creen 
cias que proceden de la conciencia. De todas formas, este 
contexto de cosas individuales, cualidades, relaciones 
y hechos, es el ûnico que puede hacer verdadera o falsa 
una proposiciôn y que permite confirmer o negar las creen­
cias .
Ludwig Wittgenstein (1889-1951), cree que el len­
guaje se impone como ûnico campo del conocimiento, por 
eso intenta descubrir cuâl es la potencia representative 
del lenguaje cientîfico, es decir, busca sus limites y 
reglas. Ademâs, tenemos la garantîa de su eficacia cuando 
utilizamos proposiciones de significado unîvoco.
Hay dos postures en Wittgenstein, una de ellas estâ 
desarrollada en el "Tractatus" y, junto a la influencia 
de Russell, va a dar lugar al neopositivismo. Wittgenstein
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pretende que la filosofîa sea una actividad crîtica del 
lenguaje, una actividad normative que garantice significa- 
dos y lenguajes bien hechos. Por eso, al construir teorîas 
es necesario realizar confrontéeiones empîricas que veri- 
fiquen las proposiciones elementales y las reglas de cohe- 
rencia lôgica.
El segundo Wittgenstein abandons el lenguaje ideal 
pasando a utilizer el lenguaje ordinario. Este nuevo plan­
teamiento de su pensamiento es ampliado en la obra "Inves- 
tigaciones filosôficas" y en los "Cuadernos", sentando 
los principios que, unidos a los de Moore, sirven de ini- 
cio a la filosofîa analîtica. El lenguaje ya no es una 
estructura lôgica prototipo, sino el enlace de multiples 
combinaciones lingüîsticas, que permiten diversidad de 
uso y signif icado a los signos, debido a las posibles de- 
terminaciones semânticas, psicolôgicas y sociales.
Los filôsofos positivistas pretenden ser los guar- 
dianes de la ciencia, a la que consideran creencia racio- 
nal ûnica. Los neopositivistas defienden el empirismo como 
dogma, pero son conveneionalistas y tolérantes con sus 
normas internas. Finalmente, los filôsofos analîticos son 
técnicos que describen la topologîa del lenguaje.
1.2.3.1.1 Verificadores: Los Neopositivistas
El neopositivismo se désarroilô râpidamente en la^''. 
universidades estadounidenses, proporcionando abundan^i
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producciôn teôrica. Su originalidad, como dice Ayer, "radi 
ca en que hacen depender la imposibilidad de la metafîsica 
no en la naturaleza de lo que se puede conocer, sino en 
la naturaleza de lo que se puede decir" (8).
La inclinaciôn de los filôsofos hacia la metafîsica 
se debe a un mal uso del lenguaje, ya que sus proposicio­
nes no son significatives, es decir, no pueden verificar- 
se.
Siguiendo las teorîas de Russell y Wittgenstein, 
piensan que el contenido de verdad de los enunciados com­
plejos es el resultado de la certeza que haya en los enun­
ciados simples que le sirven de componentes. Como estas 
expresiones elementales enuncian directamente hechos, tie­
nen contenido empîrico y se puede verificar su verdad, 
o lo que es igual, se puede decidir acerca de su signifi- 
caciôn.
La verificabilidad es la condiciôn principal de
las teorîas cientîficas, pues consigue evitar la presencia 
en el lenguaje de cualquier signo o proposiciôn que no 
sea nombre de un objeto o no describe un hecho empîrico.
La ciencia es un lenguaje que se va sofisticando cada vez
mâs y por tanto, tiene un riesgo mayor de impurezas meta- 
fîsicas.
El significado de una proposiciôn depende de su
(8) AYER, A.J. "El positivismo lôgico". p. 16.
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verificaciôn, pero el problema estâ en que enunciados me­
taf îsicos se de ben eliminar si useunos un criterio que es 
de su misma clase. Su legitimidad no es demostrable y sôlo 
se puede justificar mediante el pragmatisme de aceptar 
que necesitamos una definiciôn exenta de fundeunentaciôn.
Las proposiciones universales no se pueden verifi- 
car porque los casos que incluyen son infinités y esto 
imposibilita su comprobaciôn. £.Quê hacer entonces con los 
enunciados de la lôgica y de las matemâticas? Como estas 
proposiciones no tienen contenido empîrico, los neopositi­
vistas las consideran tautologies, pero intentan salvar 
en cierta forma su significaciôn y sentido, ya que preci- 
seunente por esta carencia de contenido empîrico se pueden 
utilizer como representaciôn de cualquier realidad.
Teunbiên pretenden escapar al solipsismo que supone 
manejar las sensaciones como modificaciones del sujeto, 
en lugar de considérer que son los efectos que produce 
el objeto sobre el individuo pensante. Todo esto les lleva 
a flexibilizar la formulaciôn del principio de verifica­
ciôn, mediante la utilizaciôn de termines taies como, con- 
firmabilidad, testabilidad, etc. Incluso se llega a iden- 
tificar la verificabilidad con la posibilidad que tiene 
una proposiciôn de ser deducida de un conjunto de enuncia­
dos observacionales pertenecientes a una teorîa.
Todas estas formulaeiones son apropiadas, pues se 
llega a ellas por procedimientos y criterios que deciden
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su aceptabilidad, pero no resuelven cuestiones como, 
^cuândo daremos por finalizada la verificaciôn?, ^cômo 
verificar proposiciones alejadas de nosotros en el espacio 
o en el tiempo?, suponiendo que un enunciado es verifica- 
ble, £cuâl es su valor como verdad?, etc.
Los neopositivistas se adjudican el papel de garan­
tes del contenido empîrico de los conceptos y teorîas cien 
tîficas. Para lograr lo renuncian a que el pensauaiento re­
flexions sobre sî mismo, considerando preferible analizar 
el raciocinio expresado en lenguaje, consiguiendo de esta 
forma la sîntesis entre empirismo y racionalismo, el razo­
namiento lôgico-matemâtico pone la universalidad, ya que 
es una tautologîa y la base empîrica contribüye con la 
significabilidad.
El positivismo del siglo XVIII decîa que la ciencia 
es un sistema de proposiciones empîricas, ahora los neopo­
sitivistas anaden, y de tautologies. Pero no tienen en 
cuenta estos filôsofos que la palabra puede ser una forma 
insuficiente de representar a la idea y esto el pensamien­
to no logra solucionarlo por encontrarse sometido a los 
limites del lenguaje.
El pretender legitimar una adecuaciôn entre lôgica 
y experiencia, lleva a los neopositivistas a considérât 
la experiencia como fruto del proceso individual de la 
mente. El significado de todas nuestras conclusiones va 
a ser subjetivo, pues no hay nada que garantice la racio-
115
nalidad de las demâs mentes y no se puede tener conoci­
miento exacto de sus experiencias.
Para solucionar esta dificultad, Russell y Poinca­
ré, tienen la teorîa de que el saber cientîf ico es cono­
cimiento de estructuras. Asî, aunque no podamos advertir 
si las sensaciones de distintas personas ante un mismo 
hecho son semejantes, sî que lo son las relaciones estruc- 
turales empleadas por ellos.
Con esta explicaciôn se cae en un contrasentido, 
ya que al manejar las proposiciones como experiencia in- 
tersubjetiva de la estructura en que dicha sensaciôn se 
incluye, estaunos utilizando un significado que no es empî­
rico.
Para conseguir la verificabilidad con la experien­
cia de las proposiciones cientîficas, Rudolf Carnap las 
traduce al lenguaje empleado por la fîsica y relaciona 
a los enunciados elementales con estados corporales.
Segûn Carnap, toda experiencia es personal, lo que 
no impi de su uso como base de la ciencia, pues empleeunos 
oraciones que estân hechas siempre con el mismo lenguaje, 
siendo esta terminologîa comûn una forma de unificar la 
ciencia.
La lôgica es un metalenguaje que describe el len­
guaje o incluye consejos para su utilizaciôn. Esto lleva 
a Carnap a pensar que cada individuo puede construir su
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lôgica, influenciado por criterios pragmâticos, de econo- 
raicidad o de elegancia.
El neopositivismo ha ido evolucionando para inten­
tar dar soluciôn al problema del significado. Con Carnap 
se llega a una situaciôn totalmente alejada de las ideas 
que le dieron vida. El convencionalismo termina por despla 
zar el anâlisis desde la semântica hasta la sintaxis y 
los sistemas hipotêtico deductivos son sustituidos por 
formalismos o reglas de construcciôn y transformaciôn de 
proposiciones.
1.2.3.1.2 Analistas del Lenguaje
Wittgenstein impartiô clases en las universidades 
de Cambridge y Oxford, sus discîpulos John Wisdom, Gelbert 
Ryle, John Austin, Peter F. Strawson, etc., consolidaron 
una nueva manera de entender el anâlisis, basada en lo 
que se ha dado por llamar segundo Wittgenstein.
Este grupo inglés tiene el inconveniente de que 
es poco homogéneo en sus conclusiones, incluso la forma 
de définir el lenguaje es diferente entre ellos. Asi John 
Wisdom en su obra "Problems of Mind and Matter", estudia 
las contradicciones del escepticismo y de las posiciones 
filosôficas que cuestionan la existencia de objetos mate- 
riales, para justificar su defensa del sentido comûn y 
la aceptaciôn de las cosas como son, con su diversidad
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de existir. Siendo para él la ûnica actividad lîcita, la 
del descifrêuniento de significados tal como lo hace el 
Psicoanâlisis.
En el Psicoanâlisis, les elementos psicolôgicos 
que producen les traumas son unidades cuya significaciôn 
usual se ha transformado, han pasado a ser inexpresables, 
por eso, cuando se pone de manifiesto lo oculto, el pro­
blème se disuelve y se reconstruye la significatividad. 
De igual forma, el filôsofo analista debe resolver sus 
interrogantes y dudas, descifrando el lenguaje, pues des- 
cribiendo sus falsedades estamos consiguiendo que récupéré 
su significado.
Gilbert Ryle, en su ensayo "Systematically Mislea­
ding Expressions", advierte del peligro que supone aban- 
donar la utilizaciôn del lenguaje usual, sustituyêndolo 
por expresiones esquemâticas y abstractas. En su obra 
"Dilemas", amplîa esta idea, llegando a la conclusion de 
que los debates filosôficos son irresolubles porque se 
habla desde lenguajes diferentes. Para dar salida a la 
polémica es imprescindible que se analicen las reglas y 
los niveles de significaciôn de cada lenguaje.
Su método de anâlisis consiste en la descripciôn 
detallada y lôgica de los conceptos fundamentaies que se 
utilizan en la actividad mental. Descubriendo cômo el uso 
cotidiano del lenguaje introduce dicotomias taies como, 
interno-externo, yo-los otros, fîsico-espiritual, etc,.
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y ademâs incorpora relaciones causales de explicaciôn.
John Austin en su libro "How to do Things with 
Words", defiende igualmente al lenguaje habitual, ya que 
es el mas adecuado y su suficiencia es total, como lo ha 
demostrado durante siglos. Las dificultades surgen cuando 
se emplea en filosofia, pues el lenguaje ademâs de un con- 
junto de enunciados es una sucesiôn de actos lingüîsticos, 
junto a las proposiciones siempre se expresan sentimientos 
y emociones.
Peter F. Strawson tiene de novedoso que aplica una 
lôgica inexacta para analizar el lenguaje corriente. Dese- 
cha la lôgica formal porque se da cuenta de que al hablar 
utilizamos termines con gran consistencia y sistematicidad 
para reflejar objetos materiales o personas. Por eso no 
se puede someter al lenguaje a reglas diferentes a las 
suyas.
Para terminar diremos que el proceso analista em- 
pieza siendo empirista y buscando un lenguaje ideal, pero 
la observaciôn de la vida le desplaza hacia el reconoci- 
miento de la suficiencia y riqueza del lenguaje usual. 
No consiguen elaborar un método general que resuelva pro- 
blemas lingüîsticos, pero encuentra soluciones a casos 
concrètes.
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1.2.3.2 Falsadores: Popper
Karl R. Popper naciô en Viena en 1902. Su formaciôn 
intelectual es fundamentalmente autodidacte, aunque estu- 
diô durante algûn tiempo en la Universidad de Viena con 
Hans Hahn y Moritz Schlick, hombres del Cîrculo de Viena, 
con los que no perderâ nunca el contacto.
La exigencia marxiste de intensificar la lucha de 
clases, le hace ser crîtico del carâcter cientîfico del 
socialisme. Posteriormente, generalize esta actitud, me- 
diante la bûsqueda de condiciones que garanticen el carâc­
ter cientîfico de las teorîas y asî llega al criterio de 
deroarcaciôn entre ciencia y pseudociencia, que va a ser 
una de las piezas claves de su filosofîa.
En 1934 publica en alemân la "Lôgica de la Investi- 
gaciôn Cientîfica", y en 1963 "El Desarrollo del Conoci- 
miento Cientîfico: Conjeturas y Refutaciones". Participa 
en el simposio sobre "La crîtica y el desarrollo del Cono- 
cimiento", celebrado en 1965. Hoy dîa continua escribiendo 
acerca de temas filosôficos de la ciencia, aunque su ulti­
mo libro editado es de 1972, "Conocimiento objetivo, un 
enfoque evolucionista".
El alto gra4o de comunic^ciôn que mantiene Popper 
con sus oponentes, hace pensar que existen elementos comu- 
nes con elles y dificulta que se le situe filosôficaunen- 
te. Entre los que polemizan con él estân los positivistes.
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en particular Carnap; también los nuevos filôsofos de la 
ciencia, cuyo mayor représentante es T.S. Kuhn y los nue­
vos lôgicos de la ciencia, J.D. Sneed y W. Stegmüller.
El enorme poder explicative del psicoanâlisis y 
del marxisme produce en Popper un sentimiento inicial de 
admiraciôn. Las dos teorîas encuentran con facilidad con- 
firmaciones y su verificaciôn es considerada inevitable 
por sus partidarios. La sospecha surge al compararias con 
la teorîa de la relatividad de Einstein y con su actitud.
La teorîa que mâs verificaciones ha tenido a lo 
largo de dos siglos es la de Newton, y sin embargo este 
no ha side suficiente para hacerla verdadera, pues Eins­
tein consigne superaria mostrando sus limitaciones. ^Cuâ- 
les son entonces las posibilidades y el significado de 
la verificaciôn? Para empezar habrâ que plantearse la even 
tualidad de que las teorîas de Einstein sean rechazadas 
en el futuro; aunque su teorîa contiens una gran aporta- 
ciôn, establece de modo preciso en que situaciones y con 
que experimentos concretos puede confirmarse o invalidar- 
se.
Esta postura, segûn Popper, refleja la auténtica 
actitud cientîfica, ya que no necesita de continuas veri- 
ficaciones y permite distinguir entre lo que es ciencia 
y pseudociencia, al reflejar la rentabilidad o testabili- 
dad de las teorîas.
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Las dos grandes cuestiones de la filosofîa por las 
que Popper se interesa son, por un lado, el problema plan- 
teado por Hume respecto de la inducciôn, que afecta a la 
garantîa de las reglas para construir la ciencia. También 
el problema desarrollado por Kant con relaciôn al estable- 
cimiento de los limites de la ciencia, para lograr la de- 
marcaciôn entre ciencia y metafîsica.
Los positivistas lôgicos toman del "Tractatus" de 
Russell y Witgenstein, la idea de que sôlo hay dos clases 
de proposiciones a las que podemos dar un cierto sentido, 
las que son verdaderas y las que son falsas. Surge asî 
el criterio empirista de significado, que en las ciencias 
naturales consiste en ser discernible por la observaciôn 
o verificable por la experiencia.
Las tesis positivistas hacen coincidir los concep­
tos empîrico y verificable, de tal forma que la verdad 
de las teorîas cientîficas se basa en la verdad de los 
enunciados observacionales y el método de la ciencia es 
el inductivo. El inconveniente de este procedimiento es 
que excluye a la metafîsica y a las leyes cientîficas, 
ya que los principios générales no pueden observarse, dif^ 
cultando su validaciôn.
Popper, en su obra "La Lôgica de la Investigaciôn 
Cientîfica", rechaza que se pueda pasar de enunciados sin- 
gulares a enunciados universales. Esto sôlo serîa posible 
si existiera un principio de inducciôn sintético y no
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tautolôgico. Asî, subraya que si no queremos caer en una 
regresiôn infinita que justifique los enunciados de tipo 
general con nuevas inducciones superiores, dando lugar 
a un proceso acumulativo y asintôtico hacia la verdad, 
tenemos que aceptar que la inducciôn es un hâbito, como 
decîa Hume, o es valida a priori, segûn las teorîas de 
Kant.
El problema psicolôgico de la inducciôn, basado 
en la pregunta, ^por que personas razonables creen que 
las experiencias futuras seran como las pasadas?, y el 
problema lôgico, que se apoya en la cuestiôn, ^es justifl- 
cable que a partir de cosas de las que tenemos e^érien- 
cias reiteradas podeunos llegar mediante razon'^ientos a 
otras de las que no tenemos experiencia?, llevan a Popper 
a pensar que la inducciôn no es rigurosamente valida ni 
teunpoco necesaria para salvar a la ciencia, como lo de- 
muestra su principio de transferencia, segûn el cual, lo 
que es verdad en el dominio de la lôgica, lo es teunbiên 
en el método cientîfico y en la historia de la ciencia. 
Luego, como desde el punto de vista lôgico no existe in­
ducciôn por repeticiôn, teunpoco puede haberla en la cien­
cia. Popper no dice cômo surge el principio de transfe­
rencia, ni lo justifica; pero le va a llevar a un idéalis­
me cuyas conclusiones psicolôgicas e histôricas son inde- 
fendibles.
De su crîtica a la inducciôn. Popper saca en con-
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secuencia que debe abandonar la teorîa subjetivista, pues 
de forma ingenua supone que el conocimiento es algo que 
esta en nosotros, lo hemos recibido pasivamente; por eso, 
los errores se cometen por una asimilaciôn inadecuada de 
la informaciôn proporcionada por los sentidos, que son 
los garantes de su validez. En lugar de pensar que los 
hechos estân dados, debemos aplicar una teorîa evolucio­
nista del conocimiento que considéré que los hechos van 
a ser seleccionados siempre segûn nuestras expectativas 
e hipôtesis.
Las teorîas no pueden ser verificadas, impidiendo 
que sepamos si son verdaderas; en cambio, pueden ser fal- 
seadas. La ciencia es una constante construcciôn de hipô­
tesis o conjeturas de las que constantemente se decide 
su no aceptabilidad. Lo que importa no es la legitimaciôn 
de las teorîas, sino su falsaciôn, pues asî aumenta la 
verosimilitud y el desarrollo cientîfico se extiende. Esta 
sustituciôn de la verificaciôn por la falsaciôn no es sôlo 
un caunbio de técnica de demarcaciôn, es ademâs una nueva 
concepciôn filosôfica.
Segûn los falsacionistas, nacemos con un conocimien 
to que es psicolôgica y genêticamente a priori, es decir, 
anterior a toda experiencia observacional, por eso, las 
hipôtesis son previas a las observaciones. Popper sôlo 
analiza una hipôtesis innata, la necesidad de hallar regu- 
laridades.
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La teorîa de Popper acerca de que los hombres nacen 
dogmâticos, pretendiendo imponer sus hipôtesis con veri- 
ficaciones aunque se adapten inadecuadamente a la realidad 
y posteriormente, los individuos suelen anadir una actitud 
crîtica, sometiendo a prueba mediante la refutaciôn a las 
hipôtesis, originando asî una actividad cientîfica, no 
es evolucionista como él pretende, en el sentido que lo 
es la de Piaget, pues su enfoque y problematics son de 
carâcter lôgico e independiente de la historia.
La investigaciôn de los nuevos filôsofos Hanson 
y Kuhn comprueba que los cientîficos pueden mirar al mismo 
sitio y ver cosas distintas, lo que signifies que los enun 
ciados observacionales no son neutrales y fijos, sino que 
tienen una carga teôrica, de tal forma que las teorîas 
determinan los hechos y no al rêvés.
Por un camino distinto. Popper llega a una formula- 
ciôn similar, "no puede haber percepciôn purs, ni lenguaje 
observacional puro, pues todo lenguaje esta impregnado 
de teorîas y mitos" (9).
Esta coincidencia es sôlo de carâcter formai, pues 
la dependencia teôrica de los hechos estâ para él basada 
en la lôgica. El ûnico método vâlido cientîficamente para 
contrastarlas, segûn los falsacionistas, es el hipotético 
deductivo, pues las observaciones sôlo sirven para verifi-
(9) POPPER, Karl. "Conocimiento objetivo". pp. 75 y 141.
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car a posteriori las teorîas.
El modelo que utilize Popper para describir el 
desarrollo del conocimiento cientîfico consiste en, prime- 
ro, enfrentarse al problema de que se incumplen a veces 
nuestras expectativas o teorîas; el segundo paso, serîa 
elaborar teorîas alternatives que intenten solucionarlo, 
dando por supuesto que estas nuevas teorîas son contrasta- 
bles; en tercer lugar se comparan las teorîas rivales pro- 
puestas, eligiendo a la que sea menos falsa que las demas. 
Finalmente, esta teorîa plantearâ a su vez nuevos problè­
mes que serân mâs utiles y fecundos que los anteriores, 
lo que représenta un progreso.
Para Popper, el incremento del conocimiento cientî­
fico no consiste en la acumulaciôn de observaciones, sino 
en sustituir, por otras nuevas, las teorîas que resultan 
falseadas cuando se las somete a contrastaciôn, pero siem­
pre es posible protéger una teorîa de la refutaciôn empî- 
rica aôadiéndola hipôtesis ad hoc, por lo que la primera 
régla metodolôgica debe ser no recurrir a estratagemas 
conveneionalistas.
Al intentar evaluar y comparar diversas teorîas 
para determinar cuâl es la que représenta mayor progreso, 
encontramos grandes dificultades. Popper piensa que una 
teorîa no supera a otra porque tenga un mayor grado de 
probabilidad, sino por poseer un mayor numéro de enuncia­
dos lôgicamente implicados por él. A esto, Kuhn senala
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que es imposible comparer teorîas rivales, pues los térmi-
nos y enunciados de ambas tienen un significado distinto.
Tras publicar Tarski su teorîa de la verdad obje- 
tiva y absolute, en la que la verdad surge como correspon-
dencia con los hechos. Popper, en base a estas nuevas
ideas, élabora el concepto de verosimilitud para explicar 
el crecimiento del conocimiento cientîfico.
El grado de verosimilitud nos mide el acercamiento 
a la verdad de una teorîa, "una teorîa se aproxima mâs 
a la verdad que otra Tj^ , si y sôlo si, se siguen de mâs 
enunciados verdaderos, pero no mâs enunciados falsos, o 
al menos igual cantidad de enunciados verdaderos y menos 
enunciados falsos" (10).
"Cuando la refutaciôn fracasa, tenemos razones para 
pensar que nuestra teorîa no tiene mâs falsedad que su 
predecesora, luego posee un mayor grado de verosimilitud. 
Pudiendo explicar con este método gran parte de la histo­
ria de la ciencia" (11).
El procedimiento desarrollado por Popper para com- 
parar teorîas, hace necesario que sus enunciados bâsicos 
tengan que ser comunes, actuando como experiencia mutua 
y fija, lo que contradice la impregnaciôn teôrica que él
(10) Op. cit. p. 58.
(11) Op. cit. p. 63.
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mismo habia estudiado antes.
Los nuevos lôgicos de la ciencia, Sneed, Stegmu- 
11er, etc., aunque en cierta forma son continuadores de 
Popper, argumentan que utiliza una concepciôn de teorîa 
basada en un sistema veritativo-funcional de enunciados, 
que résulta inapropiado para aplicar a las ciencias empî- 
ricas. Segûn ellos, una teorîa es algo muy complejo que 
sôlo un enfoque estructuralista de la lôgica de la ciencia 
puede abarcar. Hay que tener en cuenta que lo publicado 
por los cientîficos en articules y libres no tiene por 
que coincidir con la pretendida reconstrucciôn lôgica de 
lo que produce el cientîfico.
Karl Popper rechaza la inducciôn, considerândola 
superflua en una lôgica de la ciencia. Ni siquiera el re- 
curso a la probabilidad en lugar de hacerlo a la verdad 
nos sirve para escapar de la regresiôn infinita o del 
apriorisme. Si, por ejemplo, una hipôtesis ha quedado fal- 
sada mil veces en una contrastaciôn de dos mil veces, la 
probabilidad frecuencialista atribuirîa el valor 1/2 en 
lugar de asignar un valor cero.
Tenemos que hacernos a la idea de que la ciencia 
no es un cuerpo de conocimientos, sino un sistema de hipô­
tesis, conjeturas o anticipaciones que no son susceptibles 
de just if icaciôn, pero con las que operamos mientras su- 
peren las falsaciones. No pudiendo decir que son verdade­
ras, ni siquiera probables.
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1.2.4 Escépticos
El escepticismo, que puede ser metafîsico, religio­
se e incluse se utiliza como método, surge tras la muerte 
de Aristôteles en la Escuela de Pirrôn de Elis, continua 
con su seguidor Tirrôn y prosigue en la Academia, siglo 
IV antes de Cristo, siendo Arcesilao el que dice que no 
se puede tener una certeza total del conocimiento, pero 
sî una probabilidad de él, mientras que Carnéades distin­
gue très grados de probabilidad.
El pensamiento escéptico se desarrolla posterior­
mente con Montaigne, Charron, La Mothe Le Vayer, Pascal, 
etc. Todo s ellos piensan que el conocimiento no es posi­
ble, ya que el sujeto no logra nunca aprehender el objeto, 
por lo tanto sôlo queda el recurso a refugiarse en las 
razones del corazôn. El escepticismo clâsico tiene una 
concepciôn mîstica del limite de la ciencia.
El individualisme del Renacimiento francés provoca 
una avalancha de memories entre las que destaca los 
"Essais", de Michel Eyquen Montaigne, pues su meditaciôn 
individual es un buen método para que cualquiera pueda 
conocerse.
Montaigne es educado por grandes maestros, pero 
a la vez convive con gentes humildes, que influyen en su 
sencillez narrative basada en decir lo que siente, sentir 
lo que dice y procurer que las palabras concuerden con
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la vida.
Su penseuniento no es ajeno al sentido comûn y a 
los presentimientos del corazôn. Observa incansablemente 
la naturaleza y a los hombres, contrastando sus juicios 
personales con otros pensadores. Pero sin pretender impo­
ner sus conclusiones o su criterio, se siente inseguro, 
por eso todo lo que escribe estâ impregnado de un sentido 
dubitativo y escéptico.
El medio que utiliza para averiguar la verdad de 
las cosas, es preguntarse ^qué sé yo?, y esta cuestiôn 
la lanza contra todos y hacia sî mismo. "Yo me estudio 
a mî mismo, mâs que cualquier otra cosa..." (12), "con 
mi experiencia encuentro bastante para hacerme saüaio..."
(13), "hay que ser prudentes, el aprendizaje lo ûnico que 
consigue es hacernos sentir lo que nos falta por apren- 
der" (14).
El deseo mâs natural del h ombre es el del conoci­
miento y para conseguirlo emplea todos los medios a su 
alcance; cuando (alla la razôn, recurre a la experiencia, 
pero tanto la razôn como la experiencia tienen formas y 
consecuencias diversas. Esto hace que nunca se convenza 
pleneunente de sus conclusiones ni de las de los demâs.
(12) MONTAIGNE, M.E. "Ensayos complètes". Tcxno III. p.238.
(13) Ibidem, p. 239.
(14) Ibidem, p. 241.
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Las actitudes dogmaticas le molestan, pero también 
le desagradan los que niegan los dogmas de forma rutina- 
ria y no son capaces de sustituirlos por otros que tengan
interés. Tiene cautela y temor ante todo conocimiento ab-
soluto, para evitar que sus limitaciones queden superadas, 
pues todos los razonamientos son, segûn él, arriesgados 
y temerarios, porque ademâs de los hechos participa tam­
bién el azar. Por eso, las afirmaciones de Montaigne van 
siempre acompanadas de la definiciôn que subyace.
Su escepticismo y libertad para opinar de todo lo 
resume Montaigne en una frase: "yo no afirmo ni niego". 
Con esto quiere dar a entender que todas las teorîas se 
enfrentan con graves objeciones que son insuperables para 
él y para cualquier otro. Esto le lleva a decir (15):
"Nuestras polémicas son siempre 
verbales, si pregunto qué son Naturale­
za, Voluptuosidad, cîrculo, la demanda 
es puramente de palabras y se responde
a sî misma... Si pregunto qué es un cuer
po, se responderâ substancia, ly qué 
es substancia?, etc. Se cambia una pala­
bra por otra, a menudo mâs desconoci- 
da... Para satisfacer una duda se provo- 
can très".
(15) Op. cit. pp. 235 y 236,
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Blaise Pascal publico tratados fîsico-matemâticos 
y ademâs redactô algunos fragmentes de temas filosôficos 
y religiosos. En ellos toma una postura escéptica que se 
opone en cierta forma al cartésianisme y a su confianza 
en la razôn.
El penseuniento de Pascal estâ fuertemente influen- 
ciado por el cristianismo, esto le hace ver al hombre como 
un ser pensante que estâ abrumado por su fragilidad, me- 
nesterosidad y miseria. Sôlo Dies puede sacarle de esta 
situaciôn mediante su grandeza, pues la verdad fuera de 
Dies es un Idole que no se ha de amar ni adorar.
La razôn segûn Pascal, es raciocinio o silogismo, 
que se debe fundamentar en los conocimientos que propor- 
ciona el corazôn y el instinto. Conocemos la verdad no 
sôlo por la razôn, sino tzunbién por el corazôn, por eso 
cuando actûan los dos a la vez se consiguen principios 
mâs firmes que si interviens sôlo el razonamiento.
Su actitud filosôfica se resume en no excluir la 
razôn, pero admitir algo mâs que la razôn.
El escepticismo moderno es una actitud universal- 
mente aceptada en el eunbiente cientîfico de los siglos 
XVII y XVIII. Surge como reacciôn a las nuevas teorîas 
que sustituyen por otras inéditas, las verdades mantenidas 
como inamovibles por la tradiciôn. Pero este racionalismo 
escéptico ilustrado no es comparable al escepticismo clâ-
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sico, pues considéra que la dificultad para llegar al cono 
cimiento definitive es el precio que paga la ciencia a 
cambio de conseguir bienestar.
Hay dos posicionamientos en el escepticismo moder­
ne, une progresista basado en la pregunta ^existen razones 
para ser escéptico ante las pocas verdades seculares que 
aûn se mantienen?, y otro regresivo que se cuestiona, ,?qué 
garantîa de eternidad y universalidad tienen las nuevas 
teorîas?, aunque los dos son criterios no dogmâticos que 
emplean la duda metôdica o duda razonable para discutir 
los principios aceptados.
Toda filosofîa que garantice el conocimiento abso­
lute va a estar vigilada por el escepticismo, pero no im­
pidiendo su tendencia fundamentadora, sino sospechando 
de la capacidad del hombre para conocer la realidad. La 
ciencia es un instrumente que créa progreso, es el triunfo 
del hombre sobre la Naturaleza, pero no es el camino de 
lo absolute, ni de la verdad.
Es imposible légitimer toda fundêunentaciôn racio- 
nal, habîa dicho Hume, la razôn debe asumir su arbitrerie- 
dad y darse cuenta que no necesita justificaciones porque 
es su ûnica causa. Por eso son ficciones todo intente de 
autentificar la experiencia, la lôgica, la intuiciôn, lo 
innate, etc.
La inducciôn no tiene sentido en este contexte.
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pero el impulse de supervivencia nos lleva a pensar que 
la razôn contrôla la acciôn del método cientîfico.
CAPITULO II
LA INFERENCIA ESTADISTICA COMO RESPUESTA 
AL PROBLEMA DE LA INDUCCION
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II. LA INFERENCIA ESTADISTICA COMO RESPUESTA AL PROBLE­
MA DE LA INDUCCION
A partir de Kant, la filosofîa pretende solucionar 
el desafîo de David Hume respecto de la fundamentaciôn 
de la inducciôn. ^Puede la experiencia justificar la induc 
ciôn? La respuesta es no, porque los enunciados de las 
ciencias expérimentales son proposiciones universales que 
rara vez se expresan como juicios perceptivos, lo normal 
es que empleen el lenguaje teôrico. Ademâs, segûn P.F. 
Strawson en su libro "Introduction to Logical Theory", 
Londres, 1952, recurrir a la experiencia para que respalde 
la inducciôn produce circularidad, pues si afirmcunos que 
sabemos por experiencia que es verdadero, tendremos que 
utilizer un principio de inducciôn de orden superior para 
justificarlo y asî sucesivamente, lo que lleva, inevita- 
blemente, a una regresiôn infinita.
Kant tratô de solucionar esta dificultad admitiendo 
que el principio de inducciôn, lleunado por él principio 
de causaciôn universal, era vâlido a priori, pero obtuvo 
poco éxito en la justificaciôn a priori de los enunciados 
sintéticos.
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No es posible elaborar una teorîa de la inducciôn 
basada en la experiencia, pues nos lleva a una regresiôn 
infinita o a apoyarse en un principio apriorîstico que 
no puede ser contrastado empîricaunente. La experiencia 
es un reflejo de lo que ha pasado o lo que pasa, pero no 
dice nada respecto de lo que va a suceder. Asî, B. Russel 
indica que cuando poseemos una creencia fundada en las 
evidencias obtenidas anteriormente no estamos en mejor 
posiciôn que la gallina, la cual, ante la presencia del 
hombre que la ha aliment ado hasta hoy, cree que seguirâ 
haciéndolo siempre.
La inducciôn va mâs allâ de las const at aciones ex­
périmentales, permitiendo hacer predicciones, senal de 
que contiene mâs de lo que la experiencia le suministra.
Teunpoco podemos justif icar la inducciôn con la afir 
maciôn de David Hume respecto a que el futuro se asemeja 
al pasado, ni con la ley de la uniformidad de la natura­
leza de B. Russel, o con el postulado de limitaciôn de 
la variaciôn independiente de J.M. Keynes, ya que son, 
entre otros, intentos para convertir los razonamientos 
inductivos en deductivos a partir de una preraisa supre- 
ma.
El principio de uniformidad de la naturaleza es 
una proposiciôn que formula una verdad general de tipo 
abstracto respecto de la constituciôn del universo, pero 
este principio es un rasgo de nuestra imagen del mundo
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y no una verdad acerca de él. Wittgenstein lo expresa di- 
ciendo:
"La naturaleza de la creencia en 
la uniformidad de los sucesos quizâs 
se vue 1 va mâs clara en el caso en que 
sentimos miedo de lo que esperamos. Nada 
podrîa inducirme a poner la mano en el 
fuego, aunque sôlo me haya quemado en 
el pasado. La creencia de que la llama 
me quemarâ es del mismo tipo que el mie­
do a quemazme*.
Es necesario encontrar una soluciôn, ya que sin 
inducciôn quedaumos reducidos al flujo de lo vivido. El 
proceso que permite pasar de los juicios de percepciôn 
a las leyes expérimentales y de éstas a los principios 
de las teorîas cientîficas, tiene como ûnica salida la 
inferencia estadîstica.
Segûn Reichenbach:
"Hemos descrito el principio de 
inducciôn como el medio por el que la 
ciencia decide sobre la verdad. Para 
ser mâs exactos, deberîamos decir que 
sirve para decidir sobre la probabili­
dad; pues no le es dado a la ciencia 
llegar a la verdad ni a la falsedad _
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los enunciados cientîficos pueden alcan- 
zar unicamente grados continues de pro­
babilidad, cuyos limites superior e in­
ferior, inalcanzadiles, son la verdad 
y la falsedad".
Ya Luis Vives combina la teorîa de la probabilidad 
con la inducciôn, de tal forma que, las verosimilitudes, 
conjeturas e hipôtesis, permiten progresar a la ciencia 
mâs que la dialéctica escolâstica; cobrando cada vez mâs 
importancia los razonaunientos que no aspiran a la certe­
za, ni a la evidencia, conformândose con ser mâs verosîmi- 
les que los argumentes contraries.
Paralelamente se produce el paso de la lôgica biva­
lente a la plurivalente, Kant introduce de forma expresa 
y razonada una vîa intermedia en su sistema lôgico, mien­
tras que Hegel incorpora el devenir o llegar a ser entre 
el ser y el no ser. Todo ello abre el camino de la lôgica 
probabilîstica, asî para la escuela subjetivista, es ne­
cesario relacionar la diversidad de posibilidades del mun­
do real con la lôgica continua. Bruno de Finetti, considé­
ra la teorîa de la probabilidad como una lôgica polivalen- 
te en una escala de modalidades continua, superpuesta so­
bre una lôgica de dos valores ; lo que équivale a decir 
que para cada suceso se admiten sôlo dos resultados y la 
infinidad de modalidades intermedias sirve para medir nues 
tra duda cuando aûn no sabemos cuâl de las dos modalidades
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es la correcta. Lukasiewiez y S. Mazurkiewiez defienden 
igualmente una lôgica de escala de modalidades continua, 
pero sin superponerla sobre una lôgica de dos valores como 
hace de Finetti.
La lôgica clâsica es necesaria para todo razona­
miento en el que hay sôlo dos alternatives para cada suce­
so, ocurrir o no ocurrir; por el contrario, la lôgica de 
una escala continua de valores se utiliza en los razona­
mientos en los que hay un grado de duda, un juicio de cer­
teza o una estimaciôn de la verosimilitud de un aconteci- 
miento.
Segûn Poincaré, sin el câlculo de probabilidades 
la ciencia es imposible, ya que la probabilidad es la co- 
nexiôn entre ciertas condiciones matemâticas y el conteni- 
do pragmâtico o significado real del lenguaje cientîfico, 
de los negocios, o de los medios de comunicaciôn. Por eso, 
la inferencia estadîstica es una soluciôn valida al pro­
blema de la inducciôn filosôfica.
II.1 EL CONOCIMIENTO ESTADISTICO
Existen mûltiples maneras de captar la realidad, 
una de ellas consiste en considérât que la vida es un con- 
junto de fenômenos de los que tenemos nociôn a través de 
sus concreciones. Como a lo largo de la existencia del 
hombre surgen reiteraciones que no son ocasionales, sino
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aspectos particulares de una gama de fenômenos que apare- 
cen de modo astable, la Ciencia Estadîstica tiene como 
objeto recoger de forma agrupada la informaciôn que se 
produzca de estes fenômenos. Los hechos aislados no son 
contemplados en el anâlisis estadîstico.
En la sociedad contemporânea, poseer informaciôn 
es una aspiraciôn general, pues su sistematizaciôn y anâ­
lisis permite obtener leyes générales que posibilitan un 
mejor conocimiento de la realidad, sobre el que fundamen­
tar y originar decisiones.
La Estadîstica utiliza dos caminos para potenciar 
la informaciôn a la que tenemos acceso, por un lado emplea 
un conjunto de proposiciones que sirven para tratar sis- 
temâticamente a los sucesos ya acaecidos, esta parte de 
la estadîstica es la denominada descriptive. Al otro pro­
cedimiento se le conoce como inferencia estadîstica. Es 
este, un proceso que se da en termines de aleatoriedad 
y consiste en proyectar la informaciôn a âmbitos de apli- 
caciôn mâs eunplios que los inicialmente analizados.
Con él concretaremos una serie de hipôtesis cuya 
validez se discute en base a contrastes o tests.
Un fenômeno se llama determinista si se concrete 
siempre en un mismo suceso y un fenômeno se considéra alea 
torio cuando no se puede asegurar cuâl va a ser su compor- 
tamiento futuro, aunque las condiciones en las que se ve-
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rifique sean siempre las mismas.
El procedimiento clâsico para expresar leyes cien­
tîf icas consiste en la utilizaciôn de relaciones funcio- 
nales deterministas entre las magnitudes incorporadas en 
esta esquematizaciôn limite. La dificultad surge cuando 
no podemos eludir el uso de interacciones universales en­
tre las diversas causas y circunstancias que influyen, 
dando lugar a que aparezcan la incertidumbre y la relaciôn 
probable.
Cuando se pretende clasificar la informaciôn pros- 
pectivaroente, es decir, recogiendo evidencias de sucesos 
que todavîa no se han dado, pertenecientes a fenômenos 
aleatorios, aparece el azar. Asimismo, la informaciôn re- 
trospectiva, que sea incompleta respecto a fenômenos que 
estân ocurriendo en el présente o es inexacta para sucesos 
que se han dado en el pasado, produce aleatoriedad.
Los términos azar y aleatorio aparecen muchas veces 
juntos e incluso se utilizan como équivalentes, lo que 
es muy lôgico, pues ambos hacen referencia al mismo aspec- 
to en su origen. La palabra azar proviens del ârabe 
az-zahr, que signif ica "el dado para jugar", y la expre- 
siôn aleatorio procédé del latîn aleatorius, cuya acepciôn 
es "propio del juego de dados", ademâs los dos aluden a 
la casualidad y a los sucesos fortuitos. Las manifesta- 
ciones de estos sucesos fortuitos, ya sea vîa ârabe o vîa 
latina, implican un llameuniento a la probabilidad.
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Otra interpretaciôn consiste en expresar que no 
sabemos si el azar es un desorden objetivo o bien es fruto 
de nuestra ignorancia.
También hay definiciones ma s amplias del término 
azar, considerado como un proceso que no es algoritmiza- 
ble.
La actitud del hombre frente al azar, se expresa 
diciendo que vitalmente sabemos cômo trabajar si existe 
azar, pues nos lleva a la utilizaciôn de una estrategia. 
Cuando nos referimos a la relaciôn del observador con la 
realidad aparece el azar, debido a que el hombre genera 
aleatoriedad de informaciôn a través de su comportamiento 
y en particular con la toma de decisiones. El espîritu 
humano no se limita ûnicamente a observar, ademâs es con- 
ceptualizador de la realidad y la posible perturbaciôn 
entre observaciôn y conceptualizaciôn es la causa del 
azar.
Finalmente subrayemos que el azar aporta lo que 
el determinismo oculta.
Vamos a comentar brevemente el término incertidum- 
bre, ya que el azar comporta incertidumbre respecte de 
los procesos en los que interviene. Es difîcil encontrar 
una definiciôn que délimité el sentido de las expresiones 
utilizadas en el lenguaje comûn, como azar, aleatoriedad, 
incertidumbre, racionalidad, etc., pues su origen es muy
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concrete en un marco de referenda especifico y cuando 
se han pretendido aplicar a otros campos de actuaciôn sin 
preocuparse de su formalizaciôn, aumentan las dificultades 
de su puntualizaciôn.
Diremos que la incertidumbre es la falta de certe- 
za, entendiendo por certeza, el conocimiento seguro y cla- 
ro de alguna cosa. También nos referiremos como incerti­
dumbre a la diferencia de nivel entre la informaciôn que 
necesitaroos o deseamos y la informaciôn disponible.
El ambiente de incertidumbre exige una llamada a 
la racionalidad y a la necesidad del pensamiento complejo, 
considerado como una estrategia que conduce al conocimien­
to.
Vamos a considerar que el punto de partida de toda 
investigaciôn estadîstica es una situaciôn real en ambien 
te de incertidumbre en la que recabamos informaciôn acerca 
de un colectivo o universo. Como ya hemos visto, la exis- 
tencia de incertidumbre hace que el fenômeno observado 
o el experimento realizado, posea una variedad de resulta- 
dos posibles, sin que sepamos con antelaciôn cuâles van 
a ser sus concreciones en un momento dado. Por eso, para 
facilitar la obtenciôn de inferencias estadisticas que 
permitan elegir las acciones idôneas, hay que reemplazar 
la lôgica clâsica por la lôgica probable, lo que da lugar 
a un método de juzgar, prever y actuar.
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Los modelos que emplearemos para explicar el mundo 
de los hechos van a ser probabilîsticos, pues la proba- 
bilidad es un lenguaje que relaciona el modelo con los 
datos potenciales, sirviendo de puente entre la descrip- 
ciôn de lo que ya ha pasado y la proyecciôn al futuro que 
es la inferencia. La probabilidad mide, por tanto, el gra- 
do de aleatoriedad que se produce en ese paso; la cuestiôn 
que se plantea ahora es si résulta factible determinar 
tal medida y cômo calcularla.
La justificaciôn lôgica de la inferencia hace refe- 
rencia al conocimiento cuando este se encuentra en su eta- 
pa de désarroilo y por eso, aiejado de su origen sensible, 
lo que esta en consonancia con los fenômenos sociales que 
son el objeto de nuestro estudio, ya que no suelen ser 
expérimentales en sentido estricto, sino mas bien, obser­
vables nada mâs.
La inferencia estadîstica se plantea un triple ob­
jetivo, en primer lugar pretende disminuir el riesgo in- 
ferencial, pero sin llegar a evaluar las consecuencias 
del riesgo, porque esto serîa ya la teorîa de la decisiôn. 
La aleatoriedad que conlleva la elecciôn de la muestra 
entrana el riesgo de que los datos muestrales se desvîen 
considerablemente de la realidad; para solucionarlo se 
deben emplear muestras grandes, lo que conduce a los mis- 
mos inconvenientes que la estadîstica de censos, como son 
el coste y el tiempo de obtener la informaciôn, la des-
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trucciôn de los elementos encuestados, etc. La medida del 
riesgo se expresa en têrminos de probabilidad. El segundo 
objetivo de la inferencia estadîstica es el de la preci­
sion de los datos muestrales, de tal forma que cuando el 
intervàlo es menor, la precision aumenta. Finalmente, esta 
el objetivo de la economicidad, que aconseja la utiliza­
ciôn de muestras pequenas.
iSe pueden conseguir los très objetivos a la vez? 
No, ya que son incompatibles. Cuando usamos muestras gran­
des lograunos disminuir el riesgo y aumentar la precisiôn, 
pero empeora la economicidad; si empleamos muestras peque­
nas aumenta el riesgo y disminuye la precisiôn, aunque 
la economicidad mejore. Por eso, se fijan dos de los obje­
tivos y las técnicas inferenciales determinan el valor 
del otro.
II.2 EL ORIGEN DE LA TEORIA DE LA PROBABILIDAD
En la conversaciôn cotidiana se emplean los voca- 
blos probabilidad y probable, con significados diferentes. 
Para Aristôteles lo probable es lo que ocurre con frecuen- 
cia, posteriormente se utiliza como équivalente a verdad, 
a continuaciôn es considerado con apariencia de verdad 
o semejante a la verdad, y en el siglo XVII, lo probable 
se refiere a un punto intermedio entre lo f also y lo ver- 
dadero, entre la imposibilidad y la certeza.
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De la palabra probable se dériva la de probabili­
dad. El interés del término probabilidad se ve incrementa- 
do por su conexiôn con el concepto de racionalidad, asî 
P.S. Laplace escribe que los problèmes mas importantes 
de la vida son, por lo general, los que hacen referenda 
a la probabilidad. Cualquiera que pretenda la racionalidad 
en su toma de decisiones debe guiarse entre la incertidum­
bre mediante probabilidades. Va a ser un indicador numéri- 
co de oportunidades. Con la probabilidad se intenta reali- 
zar predicciones que estén justificadas por la evidencia 
y que a la vez sean verdaderas, por lo tanto, no debe iden 
tificarse el concepto de probabilidad con su medida numé- 
rica, ya que para tomar decisiones basta con que sean or- 
denables. Algunas de las concepciones de la probabilidad 
que vamos a analizar no contemplan la posibilidad de que 
la probabilidad sea cuantificable.
El origen de la probabilidad se asocia con los jue- 
gos de azar, pero es desconocido cuando se inventaron és- 
tos, ya que los mâs sencillos y simples son tan antiguos 
como la Humanidad. Lo que si sabemos es que su uso se ex- 
tendiô por todas las civilizaciones debido a que propor- 
cionan diversion y distracciôn, incluso llegaron a tener 
un sentido mâgico, religioso o mîtico, que impidiô su re­
laciôn con el câlculo matemâtico.
Segûn Ronald Fisher, el concepto de probabilidad 
matemâtica era desconocido para los griegos y los inves-
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tigadores islâmicos de la Edad Media, siendo la nobleza 
de Francia y de Inglaterra del siglo XVII, la que posibi- 
lita su desarrollo, pues posee una tecnologîa que les par­
mi te preparar instrumentes de juego con la suficiente pré­
cision para aplicar calcules matemâticos.
Cardano, en 1520, expresa la probabilidad en un
juego de azar como una fracciôn que sirve para referir 
la parte al todo. Es ademâs, el primero que utiliza la 
media aritmética de un conjunto de observaciones en lugar 
de emplear las observaciones simples, cuando el numéro 
de las mismas es grande, de tal forma que el numéro de 
ocurrencias de un suceso en n pruebas independientes es 
y = nP, siendo F la probabilidad constante de la ocurren- 
cia de este suceso en una prueba.
Posteriormente, los matemâticos franceses Pedro 
Fermat (1601) y Bias Pascal (1623), construyen las bases 
de la teorîa de las probabilidades, basândose en la for- 
mulaciôn de Cardano.
Pascal, en su ensayo filosôfico sobre las Probabi­
lidades, dice:
"Podemos sed>er que de très o de
un numéro mayor de sucesos, solo debe
suceder uno, pero nada induce a creer 
que une de elles sucederâ antes o mejor 
que los otros”.
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Con este estado de indecision es imposible pronun- 
ciarse con certeza sobre un acaecimiento y para solucio­
narlo reduce todos los sucesos del fenômeno general a un 
numéro de casos igualmente indecisos sobre su existencia.
El fisico, geômetra y astrônomo holandés Christian 
Huygens, recopila los trabajos de Pascal y Fermat en su 
obra "Application of Matematical of Probability to expec­
tation of human life", publicada en 1669; en ella desarro- 
11a el concepto de esperanza matemâtica y aplica la teorîa 
de la probabilidad en la construcciôn de tablas de morta- 
lidad, rentas vitalicias, etc.
En la primera mitad del siglo XVII se produce la 
persecuciôn de los protestantes en los Paîses Bajos y en 
Bêlgica, con motivo de la Reforma. La familia Bernouilli 
se ve involucrada en estos hechos, por lo que huye de 
Amberes a Frankfort. Hablar de los Bernouilli produce cier 
ta confusiôn, pues destacaron en matemâticas y en fîsica 
nueve de sus miembros, y las referencias que a veces nos 
llegan de ellos es simplemente Bernouilli, sin especificar 
a quién se refiere.
El mâs interesante para nosotros es Jacobo Bernoui­
lli, pues establece los principios fundamentales del câl­
culo de probabilidades y de la teorîa combinatoria en su 
obra inacabada "Ars conjectandi", publicada en 1713. Su 
definiciôn acerca de la probabilidad es la que hoy en dîa 
se considéra clâsica y la expresa como:
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"Si existen n casos igualmente pro- 
beü>les y que se excluyen mutuamente, 
de un suceso S, y entre ellos hay m fa­
vorables a un cierto acontecimiento A, 
la probabilidad matemâtica de A es el 
cociente m/n".
Esta definiciôn no fue del agrado de Leibniz, por­
que pensaba que tendria pocas posibilidades de aplicaciôn 
prâctica en los diferentes ceumpos cientificos, debido a 
la igualdad de posibilidades y a la garantia de indepen- 
dencia entre todas las ocurrencias.
Jacobo Bernouilli dirige una carta a Leibniz en 
1703, en la que argumenta:
"Podemos determinar, por considera- 
ciones a priori, en que cuantîa es mâs 
probable obtener la suma siete, al lan- 
zar los dados, que la suma ocho; pero 
no podemos determinar, con taies proce- 
dimientos, la probeibilidad de que un 
hombre de veinte anos sobreviva a otro 
de cincuenta. ^Serâ posible obtener este 
conocimiento a posteriori de haber obser 
va do un gran numéro de parejas de h om­
bres , anâlogas a la anterior?"
Leibniz le contesta que el câlculo de probabilida-
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des es muy valioso, pero en las investigaciones estadîsti- 
cas es necesario, aparté de los calcules matemâticos, el 
enunciado precise de todas las circunstancias que intervie 
nen. La Naturaleza tiene sus hâbitos, pero debido a la 
concurrencia de multiples causas estes no son générales 
e inmutables. Con todo, piensa Leibniz, los câlculos empî- 
ricos aunque sean inexactes, pueden ser adecuados en asun- 
tos prâcticos.
J. Bernouilli ante estas objeciones promets elabo­
rer un procedimiento para estimar probabilidades a poste­
riori mediante una inversion de su teorema, pero no le 
da tiempo a realizarlo.
En la ultima parte de "Ars conjectandi" incorpora 
un teorema que intenta deducir medidas estadisticas a par­
tir de probabilidades individuales, para ello supone que 
la probabilidad constante de un suceso es P, si al reali- 
zar la experiencia n veces, dicho suceso tiene lugar m 
veces, el cociente m/n se acerca tanto como se quiera a 
P, con tal de que el numéro n de pruebas sea suficientemen 
te grande. Posteriormente a este teorema se le llamô ley 
de los grandes numéros.
La aportaciôn del matemâtico Abraham de Moivre su­
pone un gran avance para el câlculo de probabilidades, 
ya que es el primer autor que trata el azar como concep­
to. Las ideas deterministas de la Naturaleza de Galileo 
y Newton son superadas por de Moivre y Süssmilch, con su
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teorîa de la fluctuaciôn y su opinion de que las magnitu­
des son aleatorias.
En 1711, A. de Moivre publica "De mensura sortis, 
seu, de probabilistate eventuum in ludis a casu fortuite 
pendentibus", en donde explica el teorema de la probabili­
dad compuesta y la aproximaciôn de la distribuciôn bino­
mial a la normal. En 1718 édita "Doctrine of chances",
que expone diferentes problèmes referentes a juegos de
azar, seguros de vida y aplicaciones de la probabilidad
a cuestiones sociales.
Veamos cuâles eran sus ideas respecte a la ley de 
los grandes numéros ;
"Si despuês de realizar un gran 
numéro de experimentos se percibiera 
que los êxitos y los fracasos aparecen 
en una cierta proporciôn... deberâ con- 
cluirse que las probedsilidades de éxito 
o de fracaso en otro tiempo distinto,
serân muy prôximas a esa proporc iôn y 
que cuanto mayor ha sido el numéro de 
experimentos, mâs prôxima a la verdad 
serâ la conjetura que se ha derivado 
de ellos. Pero supongamos que, no obstan 
te, la racionalidad de construir conje- 
turas en base a observaciones, debido 
al gran poder del azar los sucesos pue-
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den ocurrir, en grandes sucesiones de 
pruebas, en distinta proporciôn de la 
que tenlan predisposiciôn... se asigna 
entonces, ante las diferencias observa- 
das, una valoraciôn que esté mâs acorde 
con las conclusiones inferidas mediante 
exper imentos".
En 1730, Abraham de Moivre publica su ultimo 
libro, "Miscellanea emalîtica de Seriebus el Quadraturis".
Influenciado por Descartes, Leibniz y J. Bernoui­
lli, el francés Denis Diderot (1713), en un artîculo de 
su Enciclopedia, escribe :
"Nosotros podemos percibir mâs o 
menos las relaciones que pueden existir 
entre dos ideas, o la conveniencia de 
la una sobre la otra. Fundândonos en 
las condiciones que les liga y suponien- 
do que son todas ellas conocidas, vamos 
a obtener certeza; pero si no conocemos 
mâs que una parte de las condiciones, 
tenemos entonces una simple probabilidad 
que posee mâs verosimilitud cuanto mayor 
sea el numéro de condiciones de las que 
estanos seguros, siendo ellas las que 
formen el grado de probabilidad”.
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II.3 DESARROLLO DE LA INFERENCIA ESTADISTICA
El anâlisis estadîstico inferencial comienza en 
17 52 con el método de Maupertius, ya que lo efectûa en 
ambiente de incertidumbre y con validez probable. Estudia 
una genealogîa familiar a lo largo de cuatro generaciones 
en la que encuentra que poseîan mâs dedos de los habitua- 
les. A partir de los datos y mediante inferencias formula 
un modelo hipotético con el que demuestra que taies anoma­
lies no pueden ser atribuidas al azar. Maupertius era 
newtoniano, por eso calcula probabilidades directes y las 
utiliza como probabilidades inversas.
Los avances en el câlculo de probabilidades anima 
a los matemâticos a aplicar conceptos probabilîsticos en 
el estudio de las diferencias en las observaciones. Asî, 
Simpson en 1756, incorpora el concepto de distribuciôn 
de errores, fijando como condiciôn que las distribuciones 
deben ser finitas y de rango finito. Es ademâs el primero 
que utiliza una distribuciôn continua de forma triangular, 
con la que demuestra que la media aritmética es preferible 
a una simple observaciôn; también deduce la probabilidad 
de un error dado para la media aritmética, en el caso li­
mite .
II.3.1 El Teorema de Bayes
El matemâtico inglés R. Thomas Bayes continua los 
trabajos de J. Bernouilli donde éste los habîa deja-
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do. En 17 63 obtiene la formula de la probabilidad inversa 
en base a probabilidades de causas desconocidas y détermi­
na la probabilidad de que la probabilidad de un suceso 
esté comprendida entre unos limites prefijados.
El anâlisis de Bayes es una apuesta por los proce­
sos de inferencia en oposiciôn a las técnicas que resuel- 
ven tipos particulares de problèmes. Represents, por tan­
to, un intente de incorporer directamente toda la infor­
maciôn, que esta disponible y sea importante, al proceso 
inferencial referido a un estado subyacente de la natura­
leza que necesitamos préciser, pues es incierto.
La utilidad de los estudios de Bayes se debe a que 
permite tener en cuenta de forma explicita conjeturas per- 
sonales o subjetivas, a la hora de formuler decisiones 
basadas en inferencias estadîsticas; pues considéra que 
a la experiencia se la puede asignar une cierta medida.
La técnica mediante la cual Bayes determine el es­
tado de la naturaleza desconocido consiste en suponer que 
existe un conjunto de sucesos excluyentes entre si y com- 
plementarios, que se consideran posibles. Con anterioridad 
se conoce que sôlo uno de estos sucesos ocurrirâ realmen- 
te, pero hay incertidumbre respecte a cuâl de ellos serâ. 
En primer lugar se asigna una probabilidad a cada suceso 
en base a la evidencia disponible, estas probabilidades 
se conocen con el nombre de a priori. Aplicando el teorema 
de Bayes se obtiene una evidencia adicional que anèdiremos
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a las probabilidades a priori, con objeto de revisarlas 
y no de sustituirlas totalmente. Las probabilidades que 
resultan de este proceso se denominan a posteriori.
El método bayesiano puede expresarse diciendo que 
si la probabilidad a priori de un suceso es P, y considéra 
mos a P como una variable que adquiere un valor determi- 
nado, tenemos una hipôtesis cuya verosimilitud es:
(JJ) P* (1-P)""*
después de haber observado x veces el suceso en n pruebas.
Siendo f(P) la funciôn de densidad de p, el teorema 
de Bayes proporciona la probabilidad a posteriori de que 
P esté entre dos valores P ' y P".
(JJ) P* (1-P)""* f (P) dP 
P [ P ' < P < P " / x ] .  V  n. V _ n - x --------
(“ ) P'' (1-P)“ " f (P) dP 
0 *
Como f(P) esta acotada, f (P) » 0, para P fijo y 
■Cq f(P) dP « 1, por ser 0 < P <1. Por lo que la convergen- 
cia de las intégrales de la expresiôn anterior queda ase- 
gurada.
Este método es mâs eficiente cuanto mâs evidencia 
proporcione respecte al estado futuro del Universo, dismi- 
nuyendo de esta forma nuestra incertidumbre, pues el hecho 
de utilizer probabilidades a priori reduce la cantidad 
de informaciôn adicional, por ejemplo, tamaho de la mues­
tra, necesaria para alcanzar un grado relative de certeza
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determinado. En cambio cuando no las tenemos en cuenta 
hay que aumentar la cantidad de informaciôn adicional para 
obtener el mismo nivel de certeza anterior. Esto hace que 
cuanto mayor sea el coste de adquirir informaciôn adicio­
nal, mâs valiosas son las probabilidades a priori.
Segûn Bayes, desde el momento en que la informaciôn 
mâs importante esté contenida en las suposiciones a prio­
ri, es poco acertado dejar de utilizarlas, especialmente 
cuando es muy costoso adquirir informaciôn adicional.
Si las probabilidades a priori fuesen objetivas, 
es decir, se conocieran con suficiente certeza como para 
que individuos diferentes las interpretasen de manera idén 
tica, los estadîsticos las utilizarian de igual forma que 
se aplican en el método de Bayes, ya que éste difiere de 
los otros métodos fundamentalmente en el componente filo­
sôfico y no tanto en la parte metodolôgica en si.
A veces se encuentran en el anâlisis de Bayes pro­
babilidades a priori difusas, cuya representaciôn son fun- 
ciones de probabilidad rectangulares o uniformes, y tienen 
una varianza relativeunente grande.
La funciôn de probabilidad uniforme représenta me­
diante un rectângulo, la equiprobabilidad de todos los 
valores posibles de la variable aleatoria, mientras que 
los valores exteriores al intervàlo considerado tienen pro­
babilidad cero. En el limite se estima que todo valor de
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la variable aleatoria que tenga una verosimilitud cual­
quiera de ocurrir en una muestra no se desprecia de antema 
no, aunque juzguemos que tiene una probabilidad tan peque- 
na que se puede ignorar, ya que una probabilidad a priori 
cero implica una probabilidad a posteriori cero.
Por tanto, todo valor de la variable aleatoria que, 
con base en la evidencia adicional, tenga una probabilidad 
cualquiera de ocurrencia, aunque sea pequena, se trata 
como igualmente probable por la funciôn de probabilidad 
difusa.
La equiprobabilidad se ha interpretado por algunos 
autores como indicador de la ignorancia a priori del valor 
verdadero de la variable aleatoria, lo que lleva a la con- 
clusiôn de que todo valor conceptualmente posible debe 
considerarse equiprobable hasta que una informaciôn adi­
cional indique lo contrario.
El problema a resolver es si se puede expresar la 
ignorancia de una manera formai cualquiera; de todas for­
mas, asignar probabilidades a priori iguales a todas las 
ocurrencias posibles de la variable aleatoria analizada, 
puede parecer un postulado positivo y no una expresiôn 
de ignorancia verdadera.
Otra justificaciôn para usar probabilidades a prio­
ri iguales es que disminuye la posibilidad de discrepancia 
entre las suposiciones a priori y la informaciôn de la
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muestra, disminuyendo asî la desviaciôn tîpica posterior 
de la variable aleatoria. Por lo tanto, la igualdad de 
las probabilidades a priori hace mînimo el error mâximo. 
Se emplean probabilidades a priori difusas porque evitan 
una dependencia de los resultados respecte de la especifi- 
caciôn a priori de los sucesos posibles. Las probabilida­
des posteriores se calculan a partir ûnicamente de la evi­
dencia mostrada.
Finalmente se puede resaltar que una funciôn de 
probabilidad a priori difusa no necesita ser exactamente 
rectangular, es suficiente con que asigne aproximadamente 
los mismos valores. Segûn esto, una evidencia muestral 
suficientemente grande tenderâ a dominar sobre la funciôn 
a priori. Lo que ocurre cuando la varianza a priori y la 
varianza muestral disminuye al aumentar el tamaho de la 
muestra.
La inferencia bayesiana asigna directamente proba­
bilidades al espacio del par&metro, al margen de los valo­
res que puede tomar el propio parâmetro, incluso a la exis 
tencia de un valor verdadero del parâmetro no se le ten- 
drîa en cuenta, ya que no es observable.
En la toma de decisiones es conveniente utilizer 
el método de Bayes, pues permite la existencia de conse­
cuencias explicitas y de costes identificables para obte­
ner informaciôn, proporcionando la mayor ventaja posible 
de la informaciôn utilizable.
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El teorema de Bayes ha suscitado muchas discusiones 
entre lôgicos, probabilistas y estadîsticos, pues algunos 
niegan su validez como instrumento de inferencia y limitan 
su aplicaciôn para obtener un conocimiento lôgico de los 
fenômenos del mundo, por el hecho de que en la fôrmula 
se mi de la probabilidad a priori que es un concepto mate­
mâtico y no puede derivarse de ninguna otra concepciôn 
que lo sustituya.
Bayes se planteô desde el principio la conveniencia 
o no de sacar a la luz los estudios que habîa realizado, 
pues temîa que su postulado pudiera no parecer racional 
a todos. Para superar las posibles objeciones introduce 
un experimento auxiliar para medir la probabilidad a prio­
ri y prefiere utilizar este artificio si con ello évita 
que en su razonamiento matemâtico haya cualquier cosa que 
origine polémica.
Su preocupaciôn por ampliar el caunpo de aplicaciôn 
del teorema hace que se cuestione caso por caso, el câlcu­
lo de un parâmetro que puede ser imposible de obtener.
Segûn sir Ronald A. Fisher, sôlo en algunas cir­
cunstancias bien especificadas, puede estar justificado 
el concepto de probabilidad a priori. Fisher no quiere 
excluir totalmente su admisiôn axiomâtica, pero la difi- 
cultad conceptual que de él se dériva le lleva a afirmar 
que no puede existir ninguna probabilidad a priori cuando 
se trata de determinar ciertas medidas de la naturaleza.
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como por ejemplo el peso atômico de un elemento.
La probabilidad a priori interviene en el câlculo
de la probabilidad a posteriori, sôlo cuando un experimen­
to auxiliar permite un procedimiento anâlogo al que Fisher
llama argumento fiduciario o de confianza; tal es el caso
del procedimiento de Student cuando détermina en una mues­
tra, la media y la varianza de la poblaciôn. También admi­
ts Fisher que hay casos como por ejemplo en genética, en 
que la probabilidad a priori esté ihnata en los mismos 
datos, es évidente que su medida se debe a la experiencia 
precedents y consiguienteraente es una generalizaciôn in­
ductive.
Jeffreys utiliza un argumento similar al de Fisher 
para justificar a las probabilidades a priori. El princi­
pio de la probabilidad inversa; segûn él, ha contado con 
el mâs eficaz de los experimentos, el argumento crucial 
o decisive de la inferencia, que es el valor creciente 
que adquiere la probabilidad proporcionada por la fôrmula:
P(Q,/e) . P(p/Q^.e)
P(Q_/o . p) - --------------------
fP(Qj./e) . P(p/0^.e)
valor que tiende a la unidad cuando e tiene una probabili­
dad pequena en todas las hipôtesis contenidas en el sumato 
rio del denominador, salvo la r-ésima y con la condiciôn 
de que varias sean comparables, es decir, que sus proba 
bilidades a priori no difieran demasiado. Con esta ûltima 
condiciôn, Jeffreys introduce el principio de indiferen-
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cia, al que se oponen numerosos teôricos.
Para el astrônomo inglés, el teorema de la probabi­
lidad inversa es lo mismo que el teorema de Pitâgoras para 
la geometrîa, sin ella la inducciôn es imposible. Ademâs, 
la probabilidad a priori puede ser medida vâlidamente de 
varias maneras, es suficiente y mâs que suficiente que 
todas las proposiciones consideradas tengan probabilidad 
positiva de su conocimiento inicial. El problema surge 
cuando se quiere efectuar la mejor selecciôn para el pro­
ceso de razoneuniento.
Jeffreys sustituye la nociôn comûn de "probabilidad 
a priori" por la de probabilidad preliminar, ya que la 
primera acepciôn es usada inadecuadamente por los lôgicos 
que se sirven de ella en las proposiciones aceptadas inde- 
pendientemente de la experiencia.
La probabilidad preliminar se debe entender como 
la nociôn que se tiene o se adquiere de la experiencia 
y puede estar influenciada por informaciôn precedents. 
Posteriormente, Jeffreys aumenta la confusiôn entre a prio 
ri y preliminar cuando argumenta (16);
"A la probabilidad de los resulta­
dos del juego de dados, que si hablamos 
con propiedad no son probabilidades.
(16) JEFFREYS, H. "Scientific inference", p. 30.
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sino verosimilitudes o si se quiere ex- 
pectativas, se la llama frecuentemente 
probabilidad a priori".
La distincion entre expectatives y probabilidad 
esta expuesta con gran precision en "Statistica, teorîa 
e metodi", de M. Boldrini.
Al igual que Bayes, el geofîsico y astrônomo 
Jeffreys pretende evitar que la probabilidad a priori lle- 
gue a ser sôlo un concepto matemâtico, en lugar de utili­
zar se como una informaciônal menos vagamente experimental. 
Su exigencia de que los de la fôrmula de Bayes sean 
relativamente uniformes, supone una condiciôn que prescin­
ds de la incontenible y variable realidad.
II.3.2 La teorîa de la probabilidad de Laplace
En el siglo XVIII aparecen enlazados al câlculo 
de probabilidades, estudios acerca de las diferencias fi­
nitas y la interpolaciôn, debidos a Leibniz, Newton, Tay­
lor, Cotes, Stirling, Euler, Nicole, etc. Las aplicaciones 
del câlculo diferencial a la geometrîa efectuadas por 
Euler y Juan Bernouilli, sirven de base a Buffôn para plan 
tear un problema de probabilidad geométrica en el que los 
casos posibles y favorables dejan de ser numéros finitos.
El matemâtico inglés Rogelio Cotes, en su obra 
"Opera miscellanea”, refleja las investigaciones iniciales
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de lo que mâs tarde serîa la teorîa de errores y élabora 
un método para determinar el valor mâs probable de un cier 
to numéro de observaciones, estableciendo el concepto de 
peso de una observaciôn.
Daniel Bernouilli, en 1777, envîa a la Academia 
de San Petesburgo una Memoria titulada "La elecciôn mâs 
probable entre varias observaciones discrepantes y la for- 
maciôn, a partir de ellas, de la inducciôn mâs verosimil"; 
en ella explica que lo que sucede en el curso de una obser 
vaciôn particular, escaseunente lo conocemos "ex hipôte­
sis", por eso, esta profunda ignorancia nos obliga a ha­
blar de verosimilitud en lugar de verdadero y de mâs pro­
bable en sustituciôn de certeza. La afirmaciôn de que esto 
sea siempre y en todas partes idéntico a la media aritmé­
tica, usualmente aceptada, es cosa que puede ser razona- 
blemente puesta en duda.
Daniel Bernouilli formula, de forma clara y expli­
cita, la teorîa de la mâxima Verosimilitud, en el sentido 
de que las observaciones provienen de un sistema generador 
que las otorga mâxima probabilidad. Al igual que sus con- 
temporâneos estâ influenciado por la idea de que la dis­
tribuciôn de errores debe tener rango finito y esto le 
lleva a utilizar una distribuciôn semicircular que termina 
abruptamente en los extremos. Finalmente destacaremos que, 
en el pârrafo 16 de su Memoria, expone la necesidad de 
establecer un principio de minima varianza.
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Basândose en el esquema lôgico de Daniel Bernouilli 
y en las probabilidades directes, P.S. Laplace verifica, 
en 1789, la hipôtesis de que los cometas pertenecen al 
sistema solar. La teorîa clâsica de los errores se va a 
apoyar con Laplace en la ley de los grandes numéros.
A mitad del siglo XVIII aparece el matemâtico y 
astrônomo francés Pedro Simôn Laplace, al que en la mayo- 
rîa de los tratados se le considéra el creador del câlculo 
de probabilidades, debido a la precisiôn de sus métodos 
analîticos y al gran numéro de cuestiones estadîsticas 
que desarrolla desde el punto de vista matemâtico y filo­
sôfico. Asî por ejemplo, consigne una exposiciôn mâs sen- 
cilla de los problemas de particiôn y de la teorîa bayesia 
na sobre los limites de la probabilidad cuando el numéro 
de pruebas es grande.
Laplace juzga como extraordinario el avance produ- 
cido por la Estadîstica, que empezô resolviendo problemas 
en los juegos de azar y ha llegado a ser uno de los mâs 
importantes objetivos del conocimiento. Partiendo de las 
observaciones permite establecer leyes y predecir, por 
tanto represents el fundamento de la ciencia.
En 1812 publica "Théorie analytique des probabili­
tés", en donde amplîa los estudios de Pascal y Fermat, 
consiguiendo aplicar la funciôn generatriz a las probabi­
lidades mediante algoritmos adecuados; también obtiene 
la demostraciôn exacta del método de los mînimos cuadrados
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que Legendre y Gauss habîan expuesto de forma empîrica.
La medida de la probabilidad de los distintos es­
tado s de un experimento va a basarla en la equiprobabili­
dad, de tal forma, que la probabilidad de un suceso vendra 
dada por la relaciôn entre el numéro de casos favorables 
y el numéro total de casos.
Laplace utiliza el principio de razôn suficiente 
bajo una forma negative, para justificar la equiprobabili­
dad de los sucesos. Considéra la existencia de sucesos 
en los que no hay ninguna razôn para que uno cualquiera 
de ellos se produzca mâs veces que los demâs, lo que irîa 
en detrimento de los otros; por lo tanto, al no encontrar 
razôn alguna que explique una posible diferencia entre 
sus probabilidades y como nada es sin razôn, debemos esti­
mar que estos sucesos son equiprobables. Este razonamiento 
que permite pasar del desconocimiento absolute a la equi­
probabilidad ha recibido numerosas crîticas, entre ellas 
destacaremos la de von Mises, quien se opone al axioma 
"ex nihilo, nihil", pues sostiene que no se puede llegar 
a conclusiôn alguna partiendo de la ignorancia.
En 1814, Laplace imprime "Essai philosophique sur 
les probabilités". Este libro refleja su pensamiento res- 
pecto de la certeza entendida como el limite ideal que 
el hombre espera conseguir en todos los campos de su acti- 
vidad y expone las razones que le llevan a tener fe en 
el determinismo.
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El hecho de que todo esté determinado afecta a la 
probabilidad impidiendo que pueda ser la propiedad de un 
suceso, convirtiéndola en una magnitud que depende del 
estado del conocimiento de un sujeto particular. La proba­
bilidad queda relativizada pasando a ser el grado de cer­
teza que mantendria un hombre que fuese razonable y que 
ajustase correctamente sus expectativas a la evidencia 
que posee.
El grado justificativo de creencia que utiliza 
Laplace respecte de la producciôn o no de un suceso en 
base a nuestra ignorancia o a nuestro conocimiento, es 
mâs ideal que real.
Es el matemâtico inglés Auguste de Morgan, quien 
expone con rigor el concepto de probable, interpretândolo 
como el estado de ânimo referente a algo que, debido a 
la falta de informaciôn, no tenemos certeza o conocimien­
to. De esto deduce que el grado de certidumbre de una pro- 
posiciôn, es decir, su probabilidad, va a ser el grado 
de creencia con que se mantiene.
A la teorîa de Laplace se le critica que no propor­
ciona un criterio para decidir cuândo nos estamos enfren- 
tando a un experimento de casos equiprobables. Ademâs, 
a la hora de aplicarlo encontramos algunos inconvenientes:
is) La definiciôn de la probabilidad de un suceso 
A como el cociente entre los casos favorables
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y los casos posibles, P(A) = NA/N, incurre en 
circularidad, ya que todos los casos se consi- 
deran igualmente verosîmiles y esto équivale 
a igualmente probables, por lo que el concepto 
a définir aparece en la definiciôn. Ademâs, 
en muchos casos hay gran dificultad para deci- 
dir que alternatives son igualmente verosîmi­
les, lo que represents graves problemas para 
determiner N y NA.
2») Esta teorîa solo puede usarse para una clase 
limitada de problemas. Si por ejemplo, la pro- 
babilidad de obtener el 5 en un dado no equili- 
brado es 1/4, no podemos obtener este numéro 
con la definiciôn clâsica.
3») Aunque las ideas de Laplace parecen una necesi- 
dad lôgica a priori, realmente usan de forma 
implicite la interpretaciôn de la probabilidad 
basada en la frecuencia relativa.
49) En muchos problemas, el numéro posible de resul 
tados es infinite. En estos casos hay que intro 
ducir algûn tipo de medida de lo infinite, ya 
sea una longitud o un ârea. De todas formas 
résulta dificil determiner la probabilidad de 
los diverses sucesos usando la concepciôn clâ­
sica en estas ocasiones.
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59) No tiene sentido hablar de la probabilidad de 
un suceso sin especificar con claridad el expé­
rimente correspondiente.
Un intento de soluciôn para estos problemas es la 
aplicaciôn del principio de Cournot. En 1843, Antonio 
Auguste Cournot termina la obra "Exposition de la théorie 
des chances et des probed>ilités”, en la que desarrolla 
una serie de conceptos nuevos conducentes a dar una defi­
niciôn distinta a la clâsica.
Laplace détermina la equiprobabilidad de ciertos 
sucesos basândose en el principio de indiferencia; pero 
aunque este principio sirva para medir probabilidades, 
no proporciona un contenido empîrico a las afirmaciones 
sobre la probabilidad. Para dar una respuesta a esta di­
ficultad Cournot expresa que si en condiciones constantes 
se realizan m pruebas u observaciones, y un cierto suceso 
se présenta n veces, la probabilidad de ese suceso es el 
limite al que tiende el cociente n/m cuando m crece inde- 
finidamente; ademâs establece un principio, segûn el cual, 
un suceso cuya probabilidad es muy débil no se producirâ. 
Por lo tanto, es necesario fijar un umbral por debajo del 
cual las probabilidades se consideran despreciables.
Los estudios de Borel permiten determiner ese um­
bral dependiendo de la naturaleza de los sucesos y con 
él conseguimos dar una significaciôn empîrica a las pro­
babilidades insignificantes. Las dificultades aparecen
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debido a que el principio de Cournot considéra iihposibles 
a los sucesos con probabilidad muy pequeRa y sin embargo 
es lôgico que alguno de ellos se produzca cuando analiza- 
mos una familia compléta de sucesos, todos con probabili­
dad por debajo de un umbral fijado con anterioridad.
Estos inconvenientes no son exclusivos de Laplace, 
toda teoria basada en el concepto clasico de probabilidad 
se enfrenta con ellos, excepto el sistema de Fisher que 
consigue superarlos.
Coetaneos de Laplace y con gran influencia en él, 
fueron Legendre y Gauss. Legendre escribe en 1805, "Nouve­
lles Méthodes pour la Determination des Orbites des Comè­
tes", en su apéndice explica cômo al intentar llegar a
conclusiones exactas partiendo de medidas de observaciôn,
obtenemos casi siempre un sistema de ecuaciones de la for­
ma :
q
E. = I b . Z.. - X. (i » 1, 2,  N >q)
1 j»l J 31 1
Siendo b^ las incognitas, los errores, Z^^ coefi
cientes conocidos y x^ medidas observadas.
Legendre {*) pretende estimar los q parâmetros 
bj, de tal forma que cada error se haga muy pequeno y los 
errores extremes se mantengan dentro de unos limites muy
(*) Legendre, puede aparecer citado teunbién como Delaunbre, 
nombre que corresponde al autor en la vida civil.
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estrechos, con independencia del signo. Para lograrlo pro­
pone un principio que minimize la suma de los cuadrados 
de los errores E^.
El principio de minimo sugerido por Legendre es 
confirmado por el cientifico aleman Carlos Federico Gauss 
en su obra "Theoria motus corporum coelestium", editada 
en 1809, en donde expone de forma précisa cômo es la dis- 
tribuciôn de probabilidad de los errores E^. El proceso 
que sigue, parte de una distribuciôn uniforme a priori 
del parâmetro de posiciôn, se da cuenta de que la moda 
de la distribuciôn a posteriori de N errores independien-
tes es su media aritmética y llega a la conclusiôn de que
la distribuciôn de los errores, supuesta continua, tiene 
forma de caunpana invertida y la denominô curva normal.
Gauss analiza en profundidad los errores aleatorios 
en su obra de 1826, "Theoria ccxnbinationis observationum 
erroribus minimis obnoxiae"; veamos cual es su argumenta- 
ciôn, utilizando sus palabras :
"Determinar una magnitud por medio 
de observaciones es como un juego en
el que hay riesgo de perder sin esperan-
za de vencer... La magnitud de la pérdi- 
da debe ser valorada con una funciôn 
de los errores siempre positiva. Entre 
el infinite numéro de funciones que sa- 
tisface estas condiciones parece natural
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escoger la mas simple, el cuadrado del 
error".
Segûn esto, el modelo lineal
= r bj 2ji ■ *i 
es el mas adecuado para precisar los errores obtenidos 
mediante muestras independientes de una poblacion normal 
con media cero y desviaciôn tipica a. Con Gauss comienza 
la teoria de la estimacion.
El matematico francês Simeon Denis Poisson realizô 
una ampliaciôn de las teorias de J. Bernouilli y de De
Moivre. A los 18 anos, publico una Memoria sobre diferen-
cias finitas, y a partir de este momento escribe multitud 
de libros, destacando el de 1837, "Recherches sur la pro­
babilité des jugements en matière criminelle et en matière 
civile, précédées des règles générales du Calcul des Pro­
babilités". Sus estudios han sido el origen de los fenôme- 
nos Poisson y de las distribuciones que analizan los tiem-
pos de espera en estos fenômenos.
Poisson, en "Recherches...", escribe:
"Las cosas de la naturaleza estan 
sœuetidas a una ley universal que se 
puede llamar ley de los grandes numé­
ros ... esta ley es para nosotros un he- 
cho general e incontestable, resultado
172
de experiencias que no se contradicen 
jamâs".
El lenguaje empleado para describir estas ideas 
es exagerado y poco preciso, pero resalta que en medio 
del desorden aparente que supone el mundo del azar, existe 
un sistema de causas constantes que actûa siempre y se 
confirma en las largas series de hechos, resultando que 
los diversos sucesos ocurren en una determinada proporciôn 
de casos observados. Los argumentos que utiliza no expli- 
can si esta ley natural por él descrita, se basa o no en 
la experiencia, pero ponen de manifiesto una cierta armo- 
nîa entre las probabilidades a priori'y la ley universal.
Adolfo Quetelet (1796-1874), popularize las idea 
se Poisson incrementando el numéro de comprobaciones de 
la ley de los grandes numéros. La mayor la de las aplica- 
ciones de esta teoria las realizô en el ceunpo social, aun­
que utilizô la ley de los grandes numéros como si fuera 
un precepto de la fisica y por tanto, sin tener en cuenta 
la necesidad de un anâlisis o explicaciôn posterior.
La conexiôn entre la teoria estadistica y la teoria 
de la probabilidad se produce con Davidov al contrastar 
en 1855 la significaciôn estadistica de varias diferencias 
empiricas y por utilizar en 1885 el teorema limite de De 
Moivre-Laplace, para eliminar "deduceiones inmaduras", 
es decir, datos iniciales sin verificaciôn probabilîsti- 
ca.
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Wilhelm Lexis publiea sus trabajos entre 1875 y 
1879, en ellos desarrolla un mêtodo inferencial basado 
en probabilidades que son el resultado de consideraciones 
fisicas y no de aspectos lôgicos. Ademâs, utiliza en su 
argumentacion un conjunto de observaciones sobre varios 
grupos de sujetos a los que aplica distintas frecuencias 
respecto al carâcter que se investiga.
Si denominaunos z al numéro de observaciones reali-
zadas, el cociente z^/z indica cuâles de ellas pueden per-
tenecer al grupo i-ésimo con probabilidad a priori P^. Da­
das las frecuencias de todos los grupos, la probabilidad 
P para el grupo total agregado se obtiene como:
*1 ^2 
P = P^ + P2 t
Cuando P ^ = P g =  ... = P, se dice que P es indepen-
diente y que satisface la condiciôn de tener interpreta­
ciôn definitive.
Lexis y su discîpulo Bortkiewicz comprueban que 
la probabilidad tiene interpretaciôn definitive con inde­
pendencia del espacio y del tiempo, y que no es una pro­
babilidad promedio de una serie de grupos. Para demostrar- 
lo separan el material estadîstico en grupos cuyas carac- 
terîsticas sean relevantes para la generalizaciôn buscada, 
esto da lugar a un numéro de frecuencias que se distribu- 
yen en torno a su media, las diferencias entre las fre­
cuencias y la media no son significatives, tenemos un argu
174
mento inferencial para considerar esa caracteristica como 
irrelevante.
La aportacion de Lexis consiste en el estudio de 
los diferentes tipos de dispersion de las frecuencias en 
torno a su valor medio, entre ellos encontre uno que llamô 
dispersion tipica. Presupone que los valores individuales 
fluctûan aleatoriamente alrededor de un valor constante 
fundamental, siguiendo una ley normal de error, por lo 
tanto, habrâ desviaciones sistematicas grandes y desvia- 
ciones accidentales pequenas. Con Lexis y Bortkiewicz co­
mienza la teoria de la significaciôn.
El matematico ruso Pafnuty Tchebycheff desarrollô 
en 1867, unas desigualdades respecto de la probabilidad 
de los valores que puede tomar una variable causal, de 
la que sôlo conocemos su esperanza y su varianza. Ideô 
taunbién un método denominado de los momentos para demos- 
trar el teorema central del limite.
Los trabajos de Tchebycheff fueron completados y 
ampliados por su discipulo Markov y los de ambos por 
Liapounoff, que es el autor de la demostraciôn de que la 
distribuciôn aproximada de la probabilidad para sumas for- 
madas por un gran numéro de componentes independientes 
con distribuciones casi arbitrarias, tiende a ser normal 
cuando el numéro de componentes tiende a infinite.
En 1854 nace el eminente astrônomo, fisico, matemâ-
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tico y filôsofo Enrique Poincare, que es taunbién un gran 
impulser de la teorîa de las probabilidades. Advertîa 
Poincaré que la probabilidad présenta dos aspectos distin- 
tos, el primero es metafîsico o lôgico, pues légitima la 
variedad de conveneiones, y el segundo es matemâtico, ya 
que aplica la misma convenciôn a la regulaciôn del calcu­
le. Su obra "Calcul des Probabilités", £ue publicada en 
1896, en ella se utiliza por primera vez sistemas de ejes 
coordenados rectangulares para medir conjuntos de figuras 
cualesquiera.
En el siglo XX hay varias escuelas de estadîsticos 
y probabilistas, en la francesa destacan Lévy, Fréchet, 
Borel, Darmois, etc.; en la rusa Markov, Liapounoff, 
Tschuproff, Kolmogoroff, Bernstein, etc.; en la anglosa- 
jona K. Pearson, Yule, W.S. Gosset, R.A. Fisher, Jeffreys, 
Keynes, B. Russel, Kendal, Neyman, Nagel, Polya, etc.; 
en la escandinava Gram, Thiele, Charlier, Cramer, Wold, 
etc., y en la italiana Castelnuovo, Gini, De Finetti, etc.
II.3.3 Concepciôn frecuencialista de la probabilidad
La teorîa clâsica utiliza frecuencias para determi­
nar probabilidades, pero no justifies rigurosamente su 
uso. Por eso, cuando se intenta aplicar a fenômenos dis- 
tintos a los juegos de azar aparece la necesidad de com- 
plementarla con una interpretaciôn que se fundamente en 
lo que ha venido ocurriendo hasta ese momento con el fenô-
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meno estudiado. Histôricamente se puede observât cômo las 
companîas aseguradoras comprobaron que no era igual de 
probable el incendio de una casa de madera en determinadas 
condiciones geogrâficas que en otras condiciones distin­
tas, teunpoco todos los modelos de barcos tenian la misma 
probabilidad respecto al numéro de siniestros, etc.
La teorîa frecuencial de la probabilidad es la que 
utiliza con mayor eficacia la experiencia acumulada sobre 
cualquier investigaciôn, debido a que conecta el neo-posd^ 
tivismo con el idealismo de Berkeley y permite resolver 
el problema de las relaciones entre los datos sensibles 
y los enunciados de objetos del mundo real. El medio que 
emplea para conseguirlo es una implicaciôn probable defi- 
nida como un valor limite de frecuencias relativas de ocu- 
rrencias de sucesos.
La evoluciôn de la teorîa frecuencialista ha sido 
considerable, extendiêndose por toda la ciencia. Hoy en 
dîa sigue teniendo vigencia, sin ella las empresas que 
hacen encuestas serîan como adivinos y su trabajo resulta- 
rîa inûtil.
Anticipândose a la concepciôn frecuencialista, 
Locke considéra que el argumente probable es una prueba 
que en su mayor parte comporta verdad, y posteriormente 
Leslie Ellis define la teorîa de la probabilidad como una 
ciencia que se refiere a las cosas tal como realmente exis
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ten, de tal forma que en una larga serie de ensayos todo 
suceso tiende a emplear las frecuencias relativas como 
probabilidades.
. El primero que formula la interpretaciôn frecuen­
cialista es Juan Venn, en su libre "Logic of Chance" en- 
contraunos la siguiente argumentaciôn. Esteunos acostumbra- 
dos a decidir nuestro comportamiento por la consideraciôn 
de las venta]as y desventajas de cada parte, cuando las 
situaciones o circunstancias son de incertidumbre. Esto 
équivale a emplear la frecuencia observada o inferida con 
que una u otra alternat i va se ha presentado, de tal forma 
que esta frecuencia influye en las conductas posteriores. 
Venn identifica explicitamente la probabilidad con una 
frecuencia limite.
También son esenciales los trabajos de Bertrand, 
Boole, Edgeworth, Peirce, etc.; todos ellos desarrollan 
aspectos lôgicos y filosôficos de la estadistica y de la 
teorîa de la probabilidad. Para O.S. Peirce, la probabi­
lidad nace de las argumentac iones ma s que de los sucesos, 
por eso se obtiene del numéro proporcional de veces que 
la argumentaciôn conduce de premises verdaderas a conclu­
siones verdaderas, estableciéndose mediante investigacio- 
nes empiricas los éxitos obtenidos a largo plazo.
Karl Pearson inicia la estadistica inferencial al 
descubrir, en 1900, el test de la x^, con este criterio
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comprueba que la accidentalidad de las discrepancias entre 
los modelos teôricos y los datos empîricos era debido al 
azar del muestreo. A continuaciôn desarrolla la teoria 
de la significaciôn influenciado por las ideas de Lexis, 
proporcionando una respuesta al problema de la existencia 
de factores sistemâticos en los errores fenomenolôgicos 
de una sucesiôn de observaciones estadisticas.
La contribuciôn de Karl Pearson a la estadistica 
no es sôlo a nivel teôrico, sus aplicaciones al Ccunpo so­
cial, a los problemas de la herencia y a los eugenésicos 
quedan reflejados en mâs de 125 ocasiones, entre libros, 
articulos, memories y trabajos; es ' asimismo el creador 
de la revista Biométrica. Su vida esta perfecteunente des­
crita en el libre "Inteligencia, energla y voluntad", del 
profesor argentine L. Caspar.
William S. Gosset, de sobrenombre Student, comprue­
ba que los postulados y esquemas teôricos disenados para 
muestras grandes no tienen validez en muestras pequenas, 
por lo que disena un test que resuelve este problema y 
con el que se consigue dar un gran impulse a la inferencia 
estadistica.
Pearson concentrô su atenciôn en la informaciôn 
suministrada por los datos, mientras que Gosset acude a 
la intuiciôn con sentido critico y antidogmâtico, lo que 
le lleva a valorar la probabilidad a priori como medio
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de determinar las expectativas de que una constante se 
halle dentro de un intervalo prefijado.
Los frecuencialistas emplean la nociôn de probabi­
lidad soleunente en fenômenos de masa cuyos sucesos sean 
uniformes y capaces de repeticiôn. Por eso identifican 
la probabilidad de un suceso con su frecuencia de apari- 
ciôn en una serie de pruebas independientes prolongadas 
indefinidamente.
Esta definiciôn no tiene en cuenta la frecuencia 
de las series finitas de pruebas en las que la frecuencia
de un suceso suele diferir bastante de su probeüsilidad.
Para solucionar este problema, los frecuencialistas preci- 
san que la probabilidad es el limite hacia el que tiende 
la frecuencia de un suceso en una serie infinite de prue­
bas .
De todas formas surgen dificultades a la hora de 
hablar de pruebas independientes y al tratar de justificar 
la idea de probabilidad constante de prueba a prueba, ya 
que utilizan la probabilidad para una serie considerada 
globalmente y no para cada prueba en particular. Asimismo 
se les objeta a los frecuencialistas que el calcule de 
probabilidades comprends el estudio de series de pruebas 
que no son independientes y en las que la irregularidad
de resultados esta atenuada, tal y como ocurre, por ejem­
plo, en las cadenas de Markov.
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Ricardo von Mises évita estos inconvenientes esti- 
mando que la serie sera aleatoria y las pruebas indepen­
dientes en la medida que no podemos prever con antelacion 
cual va a ser el resultado, aunque analicemos resultados 
anteriores o nos basemos en el rango que tiene en la se­
rie. ASÎ, en su obra de 1919, "Prob«d)ility, Statistics 
and Truth”, mantiene que el concepto de probabilidad debe 
aplicarse uniceunente a colectivos de sucesos que cumplan 
la condiciôn de aleatoriedad y en los que se pue da obser- 
var la tendencia a converger de las frecuencias relativas 
a un parâmetro determinado.
Se pregunta von Mises, ^por qûé definimos la inde­
pendencia para distribuciones de probabilidad, en lugar 
de hacerlo para distribuciones de masa?, ^cuâl es la causa 
de usar variables?, ya que para él, la teorîa de la proba­
bilidad no pertenece a la ciencia matemâtica, pues no de- 
bemos suponer que la utilizaciôn de una terminologîa mate­
mâtica sea suficiente para su inclusiôn en ella.
Justifica la presentaciôn de la probabilidad en 
base a axiomas, debido a su facilidad para especificar 
la naturaleza de las hipôtesis bâsicas y las relaciones 
idealizadas de la realidad. Siendo las hipôtesis bâsicas, 
segûn él;
19) 1im —  — P^, i — 1, 2, ...,k
n--  ^ ^
es el nûmero de resultados correspondientes
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a un valor dado del espacio muestral, entre 
los n primeros de la sucesiôn, con la hipôtesis 
adicional:
£ P. = 1 
i=l
29) En la teoria de la probabilidad trataremos nor- 
malmente con sucesiones particulares que satis- 
facen la hipôtesis anterior y para las cuales 
puede suponer que el limite frecuencial de un 
resultado a^ no depende del punto de elecciôn. 
Si esto se verifies, el limite sera la probabi­
lidad P(a^) de hallar el resultado a^ en la su­
cesiôn considerada.
Los frecuencialistas como von Mises, E. Tornier 
y A. Wald, utilizan el termino probabilidad refiriendose 
al limite de la frecuencia relativa y sus alusiones a una 
verificaciôn aproximada de la frecuencia, aunque sôlo sea 
a nivel conceptual, no se refiere a la verificaciôn tal 
como la entienden Kolmogorov, Cramer o Frechet.
Von Mises formula la condiciôn que expresa la irre­
gularidad de una serie de pruebas basândose en el concepto 
de colectivo. Siendo F una parte de E, diremos que una 
serie de pruebas es un colectivo para F si la frecuencia 
de los puntos respectivos de esta serie que pertenecen 
a F converge hacia un limite que es invariante para toda 
elecciôn de posiciôn y llamaremos probabilidad de F en
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E a la frecuencia limite de F.
La condiciôn de irregularidad de von Mises consiste 
en suponer que en un colectivo, todas las frecuencias son 
invariantes en cualquiera de las elecciones de posiciôn. 
Consecuentemente, si una serie es un colectivo para F, 
la frecuencia limite de F en toda serie parcial obtenida 
por una elecciôn de posiciôn es igual a la frecuencia de 
F en la serie principal. Esta condiciôn expresa la idea 
de que los colectivos excluyen todo sistema de juego, pero 
en el nûmero de elecciones de posiciôn, figuran las que 
sôlo retienen elementos que pertenecen a F o elementos 
diferentes de F, sea cual sea F, excepto cuando F es una 
parte vacia de E, o cuando es el mismo E, pues en estos 
casos no hay colectivo ni probabilidad.
El conjunto de elecciones de posiciôn tiene la po- 
tencia del continue, ya que sôlo una de ellas atribuye 
a F la probabilidad cero y otra que le asigna la probabi­
lidad uno, el problema es que no se puede saber cuâles 
son sin conocer la serie. Hay, por tanto, un sistema de 
juego aunque sea desconocido por quien va a utilizarlo.
Cuando hablamos de la probabilidad de una parte 
F de E estamos suponiendo que en la serie de puntos repre- 
sentativos, la frecuencia de los que pertenecen a F con­
verge; pero como el axioma de convergencia no tiene por 
que verificarse para toda serie de puntos y toda parte
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de E, no todos los sucesos tendrân necesarieunente una pro­
babilidad y por tanto, no podemos asegurar que estâ siem­
pre definida una frecuencia limite en una serie de prue­
bas.
Los seguidores de von Mises conservan la definiciôn 
de irregularidad de una serie a partir de la invarianza 
de las frecuencias en una elecciôn de posiciôn, pero in- 
tentan restringir el conjunto de las posibles elecciones 
de posiciôn.
La teoria de von Mises ha recibido numerosas crlti- 
cas, entre ellas destacaremos la de Crêuner, para quien 
sus hipôtesis bâsicas contienen una mezcla de elementos 
empîricos y teôricos que normalmente se evitan en las teo­
rias axiomâticas modernas. Pero von Mises le replica que 
la mezcla empirico-teôrica no puede eludirse en la ciencia 
matemâtica.
A.H. Copeland, en un articulo publicado en 1928 
con el titulo de "Admissible numbers in the theory of pro­
bability", cine su estudio al caso en que el espacio de 
marca se reduce a dos puntos; el cero y el uno. Establece 
la existencia de series en las que las frecuencias son 
invariantes en un conjunto de selecciones cuyo cardinal 
es igual al enumerable.
Resultados mâs fuertes son los obtenidos por A. 
Wald, pues establece las condiciones para que existan
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colectivos. Asi, si E es el espacio de marca, F una fami­
lia de partes de E, S un sistema de selecciones que con­
tienen la selecciôn que retiene a todos los términos de 
una serie y C una serie de n elementos de E, diremos que 
C es un colectivo respecto a S y a F, cuando satisface 
las siguientes condiciones:
19) Sea cual sea G, con G € F, estâ definida la 
frecuencia limite de los elementos de C que 
pertenecen a G.
29) Esta frecuencia es invariante para todas las 
selecciones de S.
En el caso de que E sea finito o enumerable y defi­
nimos sobre P (E) una medida totalmente finita, A. Wald 
demuestra que existen colectivos relatives a P (E) y a 
toda familia enumerable tal que las probabilidades de los 
elementos de P (E) son precisamente las que les asigna 
la medida escogida. Por el contrario, cuando S es enumera­
ble y E tiene la potencia del continue, no existe colecti­
vo relative a S y a P(E).
J. Ville demuestra que no hay colectivos relatives 
a una familia de partes que comprendan todas las inter- 
secciones infinités de abiertos de R. Por eso, el campe 
de los sucesos probabilizables en la teoria del colectivo 
definida por Wald es mâs restringido que el campe de los 
sucesos probabilizables en la teoria clâsica.
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El teorema de J. Ville permite construir un colec­
tivo en el que la frecuencia tienda hacia su limite de 
un modo unilateral. Estima como colectivo, es decir como 
irregulares, ciertas series que la teoria clâsica no con­
sidéra aleatorias y que el buen sentido impide considerar- 
las asi.
A. Church comprueba que la definiciôn del colectivo 
es coherente si se limita a funciones recursivas générales 
en el sentido de Turing. Esta relativizaciôn de la nociôn 
del colectivo implica una concepciôn restrictive de la 
idea de irregularidad que obliga a otorgar privilégies 
a un cierto tipo de leyes simples o leyes formulables en 
un lenguaje determinado, introduciéndose una discrimina- 
ciôn entre los fenômenos, no en base a lo que son sino 
a partir de lo que nuestro modo de conocer nos permite 
captar de ellos. En consecuencia, la teorîa del colectivo 
no élimina el elemento subjetivo que reprochaban a la de­
finiciôn de probabilidad de Laplace.
Hans Reichenbach amplîa el campo de aplicaciôn de 
la teorîa del colectivo, pues suprime los requisitos de 
la irregularidad de las series y conceptûa a la probabili­
dad como una nociôn lôgica que va ligada a la introducciôn 
de un nuevo conector del câlculo de proposiciones. Debido 
a los trabajos de G. Boole podemos sustituir en la teorîa 
de probabilidades los sucesos por proposiciones que afir- 
man que esos sucesos se han producido o se producirân.
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Reichenbach, para définir el concepto de probabili­
dad, débilita las impiicaciones universales del câlculo 
de predicados. Para ello considéra dos clases A y B, y 
dos series de variables e entre las cuales existe 
una biyecciôn tal que X^ 6 A e Y^ 6 B. Las formulaeiones 
de la probabilidad son una implicaciôn general entre enun­
ciados que reflejan la pertenencia a una clase de los ele­
mentos de ciertas series dadas.
Para todo n, tal que X^ 6 A, implica el grado de 
probabilidad P de que Y^ 6 B. Esta implicaciôn probable 
puede expresarse de forma abreviada como A=^B, siendo P 
un funtor numérico que hace corresponder un numéro a una 
pareja de clases.
Reichenbach présenta la probabilidad como una gene­
ralizaciôn del concepto de implicaciôn al que anade unos 
grados o jerarquîas, por eso la probabilidad no es un co­
nector que enlaza proposiciones sino series de proposicio­
nes que deberân ser de un tipo particular.
La dificultad mâs importante con la que se encuen- 
tra este sistema a la hora de aplicarlo, es que no précisa 
si la implicaciôn probable estâ definida de s de el momento 
en que tenemos una pareja de clases o es necesario apoyar- 
se en las dos clases y en dos series de elementos.
Las reglas de uso o axiomas enunciados por Reichen­
bach son:
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a) Axioma de la univocidad, segûn el cual el grado 
de implicaciôn probable estâ unîvocamente deter­
minado cuando se dan dos clases A y B, teniendo 
en cuenta que ciertos elementos de la primera 
serie que escogemos pertenecen a la clase A.
Vn I X^G A y Pg = >  [(A =^B) (A=&^B)] 6 A^ "
b) El segundo axioma se basa en que P(A,B) désigna 
la probabilidad de que un elemento de A perte- 
nezca a B y consiste en lo siguiente:
Si P(A,B) y P(A,C) estân definidos y si las cla­
ses A, B y C cumplen que (A HB O C ) es el vacîo, 
entonces P(A,BUC) estâ definida, siendo:
P(A,BUC) = P(A,B) + P(A,C)
c) El tercer axioma dice: si estân definidos P(A,B) 
y P(ArtB,C), también lo estâ P (A,BHC) y existe 
una aplicaciôn de RxR en R, tal que para todas 
las clases A, B y C se tiene que :
P(A,BAC) * f [P(A,B) ;P(AnB,0] 
siendo f una funciôn producto.
Basândose en estos axiomas, que en lo esencial son 
semejantes a los axiomas clâsicos de probabilidad, Reichen 
bach demuestra que P toma valores en el intervalo [0,1], y 
que si A A B = 0 = »  P ( A, B) = 0.
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El câlculo de probabilidades frecuencialista exige 
a Reichenbach que identifique la probabilidad con una fre­
cuencia- limite, por eso propone una nueva definiciôn. Si 
para una pareja de series e la frecuencia relativa 
tiende hacia un limite P, cuando m tiende a infinito, el 
limite P es llama do probabilidad de A en B, en esa pareja 
de series.
P(A,B) = lim F„(A,B) 
m—  ™
siendo F^^(A,B) la frecuencia relativa de las A que son 
B en una secciôn de m términos. La expresiôn probabilidad 
de A en B, tiene, segûn este autor, la venta j a de mostrar 
que se va de lo conocido a lo desconocido.
Posteriormente, Reichenbach aplica la definiciôn 
de probabilidad a series proposicionales cualesquiera, 
es decir a funciones proposicionales que dependen exclusi- 
vêunente de una variable numérica. La implicaciôn probable 
tendrâ por argumentos no a las series proposicionales, 
sino las expresiones formales que las traducen en términos 
de frecuencia de verdad. Con ello consigue que la nociôn 
de probabilidad se obtenga a partir del concepto de ver­
dad.
La definiciôn propuesta por Reichenbach y la que 
mantienen los otros matemâticos frecuencialistas se dife- 
rencian en que Reichenbach autoriza el uso del término 
probabilidad siempre que se defina una frecuencia-limite,
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incluso si las series consideradas no son irregulares. 
Para justificar su punto de vista, de tal forma que no 
esté en contradicciôn con que la mayor parte de las demos- 
traciones del câlculo de probabilidades se consiguen bajo 
el supuesto de ciertas condiciones de irregularidad, 
Reichenbach se basa en que la teorîa de probabilidades 
comprende el estudio de series que presentan regularidades 
parciales taies como las cadenas de Markov y ademâs hay 
continuidad desde las series irregulares a las series re- 
gulares.
La crîtica a la doctrina de Reichenbach se centra 
en que es imprecise, pues considéra que la obtenciôn de 
una pareja de clases basta para determinar la probabili­
dad. La nociôn de clase no estâ precisada del todo, ya 
que segûn los casos de puede hablar de clases de objetos 
observados definidos por una propiedad, de clases de pro­
posiciones que son consecuencia de una hipôtesis, de cla­
ses de hipôtesis o de teorias, etc. Esto hace que un mismo 
suceso, como puede ser la muerte de un individuo determi­
nado en un plazo dado, tenga probabilidades diferentes 
segûn la clase a la que se refiera, ya sea la clase de 
los individuos de la misma edad o la clase de los indivi­
duo s con el mismo estado de salud, etc. Reichenbach escoge 
como clase de referenda, la clase mâs pequena para la 
que puedan reunirse estadîsticos dignos de confianza; tam- 
poco dice cômo elegir entre dos estimaciones de probeüsili-
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dad, una obtenida a partir de un recuento estadîstico res­
tringido y que tiene en cuenta multiples caractères, mien­
tras que la otra se consigue de un recuento mâs largo, 
pero incorporando menos caractères.
Segûn B. Russel, para que esta definiciôn de proba­
bilidad fuera aplicable habrîa que enunciar un principio 
riguroso que determinase el orden en que deben ser elegi- 
dos los términos de la clase, lo que permitirîa pasar de 
las clases a las series. Segûn Reichenbach, el orden de 
elecciôn es el temporal de las observaciones, por lo tan­
to, su teorîa queda excluida de la teorîa de la probabi­
lidad y se convierte en un estudio de'la naturaleza.
Los frecuencialistas de principios de este siglo 
son R.B. Braithwaite, H. Neyman, Harold Cramer, Egon 
Pearson, R.A. Fisher, etc. Braithwaite, en su libre 
"Scientific Explanation", présenta un modelo conceptual 
en el que la probabilidad de la relaciôn entre un suceso 
A y un suceso B es un parâmetro del modelo, este parâmetro 
se acepta o rechaza segûn las observaciones obtenidas de 
A y B. Las observaciones se consiguen mediante extracciôn 
de muestras.
Ronald A. Fisher continûa la bûsqueda de métodos 
inferenciales empezada por Lexis, Pearson y Gosset. Su 
intenciôn es conseguir procedimientos de investigaciôn 
que sean objetivos, para lograrlo disena instrumentes es­
tadîsticos que extraen la informaciôn optima de los resul-
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tados expérimentales. Las técnicas que emplea son semanti- 
camente neutres, elirainan lo subjetivo y consiguen mues­
tras completamente aleatorizadas.
. A Fisher se deben una teorîa de la significaciôn 
y un criterio de maxima verosimilitud que sirven para en- 
contrar la credibilidad adecuada en el paso inferencial 
de la muestra a la poblaciôn. Con estos conceptos se pue­
den estimar los parâmetros desconocidos de una poblaciôn 
y valorar las hipôtesis respecto a la informaciôn mues­
tral .
Mâs controversia que el criterio de mâxima verosi­
militud provoca Fisher con el argumente de la inferencia 
fiduciaria, lo esboza en un artîculo de 1925, "Theory of 
Statistical estimation", de Ceunbridge Philosophical Socie­
ty XXII, pags. 700-725; posteriormente lo desarrolla en
un artîculo de 1930, "Inverse probability", también en 
Ceunbridge XXVI, pâgs. 528-535.
En un artîculo que M.G. Kendall escribiô en conme- 
moraciôn de Fisher, en "Biométrica", 1963, pâg. 4, vemos 
reflejadas las dos concepciones, como tests de estimaciôn 
y como criterio de selecciôn de hipôtesis, que Fisher daba 
a la inferencia fiduciaria:
"A mi parecer, su idea no esta bien 
meditada y su exposiciôn es oscura. Pe­
ro, en retrospective, estâ claro que
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él tenia en mente una funeion de proba- 
bilidad f(X, e) bajo dos aspectos dife- 
rentes, como distribuciôn de probabili- 
dad de X para un dato e, y como un mar- 
gen permitido de e para un X conocido. 
Si nos fijamos, a esta segunda acepciôn 
primero la denomina distribuciôn fidu- 
ciaria de probaüailidad y mâs tarde sôlo 
distribuciôn fiduciaria. Dando lugar 
a confusiôn, ya que... en ella no se 
advierte ninguna distribuciôn de proba- 
bilidad, ni siquiera es del todo una
distribuciôn".
La metodologîa de Fisher contrasta las hipôtesis
una a una, sin tener en cuenta la hipôtesis alternative. 
Herzy Neyman, en 1926, idea un proceso inferential que 
contempla una pluralidad de hipôtesis disjuntas y rivales. 
En colaboraciôn çon Ergon S. Pearson, hijo de Karl Pear­
son, desarrolla una teorîa de los test de hipôtesis que
distingue entre estimation de paramétrés y el contraste 
de hipôtesis, siguiendo las directrices de Braithwaite, 
pero considerando las afirmaciones en termines de probabi- 
lidad como hipôtesis estadisticas apoyadas nada mâs que 
en evidencias observadas, de tal forma que para saber si 
son o no ciertas, hay que realizar una investigation em- 
pîrica.
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En todos estos razonamientos no se ha resuelto sa- 
tisfactorlamente el problema de la relation entre un lîmi- 
te-frecuencia y una probabilidad. El geômetra italiano 
Castelnuovo nos previene de las posibles inexactitudes 
que se derivan del planteamiento frecuencialista; segûn 
él, el câlculo materoâtico debe servir para predecir la 
frecuencia partiendo de la probabilidad y no al rêvés. 
Considéra que la regularidad de los hechos es una de las 
posibles manifestâtiones de la regularidad clasificatoria, 
por lo tanto, es valida para describir el pasado, pero 
no para predecir el futuro a menos que se formule axiomâ- 
ticêunente como una hipôtesis de trabajo.
A. Papoulis estima que (17):
"Définir la probabilidad de un su- 
"aceso A como F(A) « lim —  es una hipôte 
n * "
sis sobre la existencia de ese limite 
y no una cantidad obtenida experimental- 
mente".
El concepto de frecuencia relative es esencial en
la aplicaciôn de la teoria de la probabilidad al mundo
fisico, pero en un experimento fisico el numéro de pruebas
n, aunque sea grande, debe ser siempre finito y el cocien- 
n
te —  no puede aproximarse al valor de la probabilidad 
de A. Por eso, el frecuencialismo no es estrictamente ve-
(17) PAPOULIS, Athanasios. "Probaüsilidad, variables alea- 
torias y procesos estocâsticos”. p. 9.
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rificable ni faisable.
Otro supuesto implîcito en esta concepciôn, es la 
estabilidad de las frecuencias relativas a lo largo del 
tiempo, lo que no es siempre asumible; pensemos, por ejem- 
plo, en el porcentaje de personas que se curan cada ano 
de una determinada enfermedad, este porcentaje no tiene 
por que mantenerse con el tiempo, de hecho la mejora de 
la sanidad hace que aumente. Lo mismo ocurre con los fenô- 
menos estudiados por las ciencias sociales, ya que a lo 
largo del tiempo cambia el marco en el que se desarrollan.
Los fenômenos aleatorios de carâcter social y econô 
mico suelen ser no observables, excepto si admitimos la 
clausula "coeteris paribus", que impide la modification 
del modelo explicative empleado. Es necesario otro método 
para determinar la probabilidad que esté desvinculado de 
la experimentation, no porque ella se oponga al concepto, 
sino por no ser asequible.
II.3.4 La notion Loqicista de la Probabilidad
La probabilidad intuitiva, lôgica o necesaria, se 
debe a J.M. Keynes, H. Jeffreys, B.O. Koopman, R. Carnap, 
etc., siendo el iniciador de su estudio matemâtico G. 
Boole. Esta acepciôn de probabilidad es una generalizaciôn 
de la lôgica, de tal forma que si tenemos dos proposicio- 
nes, una denominada experiencia (e) y otra hipôtesis (h).
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la probabilidad que las relaciona es la medida en que la 
primera confirma a la segunda.
Es importante observer que la relation lôgica de 
probabilidad no dite nada respecto de la credibilidad de 
la evidencia, ya que es una relaciônobjetiva entre propo- 
siciones, sentencias o declaraciones, y la determinaciôn 
de los grades de confirmaciôn se realize con independencia 
de juicios personales, creencias, etc., mediante reglas 
de lôgica inductive.
C(h,e) es el grado de conf irmaciôn de la hipôtesis 
sobre la base de evidencias. La probabilidad lôgica no 
puede tener représentâtiôn significative fuera de la evi­
dencia, el problema surge al ser imposible garantizar que 
evidencias distintas de una misma hipôtesis den lugar a 
grados de confirmaciôn idénticos. ^Cômo asignar un valor 
aceptable universalmente y no ambiguo para C{h,e)?
Las reglas que determinan el grado de confirmaciôn 
no deben permitir que el evaluador utilité ningûn juicio 
aparté de la evidencia y obligatoriamente cumplirân inter- 
namente la consistencia o no contradicciôn, para evitar 
posibles indeterminaciones.
El primero que formulô explîcitamente la interpre­
tation lôgica de la probabilidad fue Juan Maynard Keynes. 
Segûn él, siempre es posible deducir una proposiciôn des- 
conocida de otra conocida con un grado de certeza, pudien-
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do pasar del desconocimiento completo a la evidencia abso- 
luta. La sustituciôn que hace Keynes de la palabra suceso 
por la de proposition, es mâs que un simple cambio verbal.
En 1921 escribe "A Treatise on probability", el 
primer capitule incluye la frase de Leibniz: "yo he dicho 
mâs de una vez que es necesaria una nueva clase de lôgica 
que trate los grados de probabilidad". Keynes expone una 
teoria de la probabilidad basada en una relaciôn lôgica 
entre proposiciones y definida en termines de grados de 
creencia rational. Utilizando sus palabras (18):
"Para que podçmos tener una creen­
cia rational en P de un grado de proba­
bilidad inferior al de certeza, es nece­
sario que conozcamos un conjunto de pro­
posiciones h y también alguna proposi­
ciôn secundaria q que afirme una rela­
ciôn de probabilidad entre P y h".
Segûn Keynes, entre dos series de proposiciones 
existe una relaciôn en virtud de la cual, conociendo la 
primera, podemos atribuir a la segunda un cierto grado 
de creencia rational; siendo esta relaciôn el argumente 
sustancial de la lôgica de la probabilidad.
El grado de creencia rational représenta la con-
(18) KEYNES, John Maynard. "A treatise on probability".
p. 16.
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fianza que es razonable asignar a la deâucciôn que nos 
lleva del conjunto de proposiciones conocidas a las desco- 
nocidas y que aparece por comparaciôn con un cuerpo de 
evidencia.
Los termines cierto y probable expresan los dife- 
rentes grados de creencia rational que hay en una propo­
siciôn, en base a la information poseîda. Todas las propo­
siciones son verdaderas o falsas, por eso, la idea de pro­
babilidad esta siempre relacionada con un nûcleo de cono- 
cimiento y no es una caracterîstica objetiva de la propo­
siciôn misma.
En este sentido, Keynes anade que la probabilidad 
puede ser una opiniôn subjetiva, pero sin someterse al 
capricho, debiendo referirse al conocimiento objetivo del 
sujeto. Con esta argumentation pretende justificar el ca­
râcter lôgico, es decir rational, cognoscitivo y no psico- 
lôgico de su teorîa.
Keynes no llega a définir formalmente a la probabi­
lidad, se limita a explicarla como concepto, de esta for­
ma ( 19 ) :
"Si un conocimiento de h justifica 
una creencia rational en a de grado 
a, decimos que hay una relaciôn probabi-
(19) Op. cit. Primer capîtulo.
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lîstica de grado a entre a y h, de tal 
forma que a/h = o".
Las probabilidades no son en general, numéricamente 
medibles, y las que lo son forman una clase especial; de- 
bido a que en algunas probabilidades es necesario evaluar 
multiples considérâtiones que no pueden medirse segûn un 
patron comûn, no habiendo posibilidad de determinar si 
una conclusion es mâs probable que otra.
Para describir las probabil idades se basa en un 
esquema geométrico en el que se eligen dos puntos del pia­
no que representan el cero, la imposibilidad, y el uno, 
la certeza. Las probabilidades numéricamente medibles son 
las que estân sobre el segmento que va de cero a uno, mien 
tras que las no medibles se sitûan en caminos curvos que 
van de cero a uno.
De dos probabilidades que estén en el mismo camino, 
podemos decir que la mâs cercana a uno es la mayor, pero 
es imposible comparer probabilidades de caminos diferen- 
tes, excepto si se intersectan. Esto hace que una probabi­
lidad pueda no ser mayor, menor o igual a otra.
Para elaborar la concepciôn lôgica de la probabili­
dad, Keynes se apoya en la lôgica deductive. La lôgica 
es, para él, una ciencia teôrica cuyo objetivo no es el 
juicio, sino la proposiciôn incorporada al juicio o su 
expresiôn lingüîstica, siendo la determinaciôn de las le-
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yes relativas a la no-contradicciôn de un sistema de pro­
posiciones, su aplicaciôn mâs importante.
La idea de no-contradicciôn transporta las propo­
siciones al dominio de lo probable, por eso lleunaremos 
opiniôn a la asignaciôn de una probabilidad a una proposi­
ciôn. El problema surge cuando se quiere dar contenido 
a la idea de coherencia de un sistema de opiniones.
Supongamos que las probzdsilidades asignadas en un 
sistema de opiniones son cocientes de apuestas, absolutas 
o condicionales segûn la naturaleza de las opiniones. Dire 
mos que un sistema es coherente si no existe ninguna dis- 
posiciôn de las apuestas que lleve a una pérdida inevita­
ble al sujeto que la adopte, ya que consideramos a un su­
jeto como incohérente en sus opiniones cuando apuesta a 
tasas taies que sus adversaries tienen certeza de ganar- 
le.
Sea S una cantidad cualquiera (positiva, negativa 
o nula), que denominamos apuesta, h es una formula y P 
un nûmero comprendido entre cero y uno. Un sujeto x que 
juegue sobre h la apuesta S al cociente P, pierde PS si 
h es falsa y gana (l-P)S, si h es verdadera. La razôn 
(1-P)/P es la tasa de la apuesta.
Con este planteamiento Keynes sustâtuye la nociôn 
difusa de racionalidad de los grados de creencia por el 
concepto preciso de coherencia de un sistema de opiniones.
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Aunque la concepciôn de Keynes otorga gran impor- 
tancia a la coherencia y a la lôgica, por si misma no lle­
ga a condiciones de aplicabilidad, pues no encuentra ins­
trumentes que asignen una correcta y no arbitraria valora- 
ciôn de la probabilidad.
Es criticado asimismo por emplear un principio de 
uniformidad de la naturaleza, segûn el cual, los caractè­
res referidos a la localizaciôn espacio-teraporal de un 
objeto no détermina la posesiôn de una propiedad por parte 
del objeto. Esto imp lie a que si hay leyes que conecten 
las propiedades de observaciôn, son validas para todos 
los puntos del tiempo y del espacio.
En la teorîa de H. Jeffreys se pueden reconocer
puntos de contacte con el subjetivismo, pues aunque no
llega a dar una definiciôn formai de la probabilidad, se­
gûn él, no se corre ningûn riesgo al decir que la probabi­
lidad expresa un grado de creencia racional. Es ademâs, 
partidario de emplear la probabilidad inversa, ya que esta 
respaldada por el argumente crucial o decisive de la in- 
ferencia estadîstica, es decir, el valor creciente que 
adquiere la probabilidad proporcionada por la fôrmula de 
Bayes.
Para Jeffreys la probabilidad o grado de confirma­
ciôn de la proposiciôn q, dada la hipôtesis p, viene ex-
presada como a = P(q/p). Como la formulaeiôn proposicional
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tiene carâcter cualitativo, es necesario que se cumplan 
très postulados con los que poder pasar a la cuantifica-
ciôn:
a) Dada la hipôtesis p y las dos proposiciones q 
y r, la primera proposiciôn serâ mâs probable, 
igualmente probable o menos probable que la se­
gunda; teniendo en cuenta que las très opeiones 
se excluyen alternativamente.
b) La relaciôn de diferente o igual probabilidad 
es transitive, de manera que si P(q/p) | P(r/p) y 
también P(r/p) | P(s/p), tendremos que:
P (q/P) I P(s/p)
c) Si dada la hipôtesis p, las proposiciones q y 
r se excluyen entre si, e igualmente se excluyen 
las proposiciones q' y r', qVr y q'Vr' son con- 
firmadas por p.
Jeffreys es el primero que intenta construir una 
teoria de la confirmaciôn de la inferencia basândose en 
el concepto de simplicidad. Este concepto lo aplica a fa- 
milias enumerables, expresando las leyes como relaciones 
funcionales que enlazan un nûmero finito de magnitudes 
fîsicas, denominando al conjunto de relaciones posibles, 
familia compléta de hipôtesis.
Esto le permite a Jeffreys asignar una probabilidad
202
finita a cada una de las relaciones, pero las magnitudes 
fîsicas que emplea son variables que normalmente toman 
valores reales y como el conjunto de las aplicaciones de 
r” en R con valor constante tienen una potencia superior 
al continuo, parece lôgico atribuir una probabilidad nula 
a cada relaciôn funcional f (x^ ,^Xg, ... ,x^) = K.
La soluciôn de este problema pasa, segûn Jeffreys, 
por trabajar con relaciones expresadas en forma de ecuacio 
nes diferenciales de orden y grado finito, con coeficien- 
tes enteros o racionales. Por. derivaciones sucesivas se 
expresarîan de esta forma la mayor parte de las leyes fî­
sicas y para devolverlas a su forma primitiva habrîa que 
determinar constantes de integraciôn a través de las técni 
cas estadîsticas de estimaciôn de parâmetros.
El método de Jeffreys es menos restrictivo que el 
de Keynes y esté mâs prôximo a la prâctica concreta de 
la ciencia, las leyes que utiliza son enlaces funcionales 
y no implicaciones universales entre predicados de obser­
vaciôn. El inconvénients que tiene es que su campo de apli 
caciôn es restringido, pues no todo conocimiento cientîfi- 
co puede expresarse mediante enlaces funcionales, ademâs 
la bûsqueda de estos enlaces requiers haber definido las 
magnitudes y sus procedimientos de medida.
I.J. Good, en 1950, publics "Probability and Weig­
hing of Evidence", donde desarrolla un concepto de proba­
bilidad prôximo al de Keynes y Jeffreys, que es axiomâti-
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CO, subjetivo, basado en los grados de creencia y no numé- 
rico; ya que segûn él, lo mâximo que se puede obtener de 
la probabilidad es que asigne a un suceso una valoraciôn 
mayor o menor que a otro.
Bernardo 0. Koopman es el continuador de las teo- 
rîas de Keynes y de De Finetti, aunque su axiomâtica es 
completamente diferente a la empleada por ellos. En 1940 
publics "The Bases of Probability" e "Intuitive probed)ili- 
ty ëuid sequences", donde define la probabilidad como una 
relaciôn lôgica entre proposiciones del tipo "no mâs pro- 
beüsle que" y "no menos probable que", que es una concep­
ciôn cualitativa u ordinal.
De las proposiciones, sôlo va a utilizar las que 
pueden ser contempladas, ya que posibilitan una definiciôn 
de probabilidad y de ellas selecciona la subclase de pro­
posiciones expérimentales, porque pueden verificarse em- 
pîricamente y cubren todos los casos clâsicos de la pro­
babilidad matemâtica, ademâs de muchos otros.
Los axiomas que propone Koopman, teniendo en cuenta 
que a, b, h y k son proposiciones expérimentales, se pue­
den resumir en seis:
12. Axioma de verificaciôn; Si k implica b, enton- 
ces a en la hipôtesis h no es mâs probable que 
b en la hipôtesis k.
2 2 . Axioma de implicaciôn: Si a en la hipôtesis
204
h no es mâs probable que b en la hipôtesis k 
y h implica a, entonces x implica b.
3 2 . Axioma de reflexividad: Si H équivale a k y
la conjunciôn o producto lôgico entre a y h 
équivale a la conjunciôn entre b y k, entonces 
a en la hipôtesis h no es mâs probable que b 
en la hipôtesis k.
4 2 . Axioma de transitividad: Si a en la hipôtesis 
h no es mâs probable que b en la hipôtesis k 
y b en la hipôtesis k no es mâs probable que 
a en la hipôtesis I, entonces a en la hipôtesis 
h no es mâs probable que e en la hipôtesis I.
5 2 . Axioma de antisimetrîa: Si a en la hipôtesis 
h no es mâs probable que b en la hipôtesis k, 
entonces a en la hipôtesis k no es menos proba­
ble que b en la hipôtesis k.
6 2 . Axiomas de composiciôn: Teniendo en cuenta que 
implica b^ y esta a su vez implica e^  ^ y que 
a^ implies b^, que a su vez implica e^:
a) Sea a^ en la hipôtesis b^ no mâs probable
que en la hipôtesis bg y bj^  en la hipôte­
sis c^ no es mâs probable que bg en la hipô­
tesis Cg, entonces a^  ^en la hipôtesis e^ no
es mâs probable que a^ en la hipôtesis c^.
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b) Sea a^ en la hipôtesis b^ no mâs probable 
que bg en la hipôtesis y bj^  en la hipôte­
sis no mâs probable que a^ en la hipôte­
sis bg, entonces a^  ^en la hipôtesis Cj^  no es 
mâs probable que ag en la hipôtesis Cg.
Con estos axiomas y con algunos mâs que consigue 
demostrar, Koopman forma un sistema completeunente ordenado 
por la relaciôn "no mâs probable que", y con él deduce 
todos los teoremas de probabilidad.
Carnap reprocha a Keynes y Jeffreys el no haber 
tenido en cuenta la estructura del lenguaje y de ahî se 
derivan todas las dificultades y contradicciones de sus 
teorîas. Para superar estos problèmes, Carnap emplea el 
principio de variedad limitada, que afirma que todo siste­
ma de proposiciones de la ciencia experimental es axioma- 
tizable, es decir, que sean cuales sean los hechos recogi- 
dos, es posible construir una representaciôn cientîfica 
que los tenga en cuenta a través de leyes deducibles de 
un nûmero finito de principios.
El principio de variedad limitada refleja una con- 
diciôn de intelegibilidad del universo, pero las propieda­
des de observaciôn consecuencia de él, constituyen un âlge 
bra de base finita expresado en un lenguaje diferente al 
que se emplea para justificar la inferencia.
En la obra fundamental de Carnap, "Logical Founda-
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tions of Probability”, renuncia en principio a définir 
un grado de justificaciôn de la inferencia utilizando un 
lenguaje tan amplio que permit a la expresiôn de todo el 
conocimiento cientîfico; pues si el conjunto de las fôrmu- 
las necesarias es muy extenso, las condiciones formales 
y los requisites intuitives que debe satisfacer el lengua­
je impiden determinarlo, dando lugar a elecciones arbi- 
trarias.
El método que emplea es por etapas, primero define 
explîcitamente un grade de justificaciôn de la inferencia 
basândose en un lenguaje limitado y posteriormente extien- 
de sus caracteristicas esenciales a lenguajes mâs amplios.
En su libre sobre los fundamentos lôgicos de la 
probabilidad desarrolla los conceptos que ya habîa defini­
do en ”Introduction te Smsantics”. El procedimiento se 
caractérisa por définir en el lenguaje objeto varies con­
ceptos semânticos, que se agrupan en sistemas cuya morfo- 
logîa es la de los calcules de orden 1, que sôlo contienen 
un nûmero finito de predicados monâdicos y el simbolo de 
igualdad.
Las reglas de la verdad imponen que las variables 
individuales tengan como dominio de variaciôn el conjunto 
de los designatarios de las constantes individuales, cuyo 
cardinal no sobrepase el enumerable. Esto hace que todo 
objeto tenga un nombre en el sistema semântico. En la me-
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talengua se utiliza la concatenaciôn, o incorporaciôn en 
dos o mâs clâusulas, las conclusiones de la clâusula an­
terior, para formar los nombres de las expresiones.
,Finalmente diremos de Carnap que distingue entre 
dos clases de probabilidades concebidas ambas como cate- 
gorias inferenciales. La primera es el grado de confirma­
ciôn de una hipôtesis, nociôn prôxima aunque no idéntica 
a la posiciôn axiomâtica y una segunda versiôn que consi­
déra a la probabilidad como una frecuencia relativa, acer- 
cândose con ella a la concepciôn frecuencialista.
La probabilidad lôgica se utiliza a veces para to- 
mar decisiones respecto a varios estados de la naturaleza, 
en estos casos, es importante asegurarse de que la eviden­
cia empleada para lograr el grado de confirmaciôn tiene 
alguna validez, en particular si estâ en contradicciôn 
con alguna estrategia o curso de acciôn.
Como sugiere David Hume, la validez de la evidencia 
hay que basarla en otra af irmaciôn que sea asimismo évi­
dente, lo que da lugar a una regresiôn que termina en la 
evidencia mâs primitiva, es decir, aquella que es expe­
riencia directa de nuestros sentidos. Con esta argumenta- 
ciôn, la posiciôn logîstica no queda totalmente explicada, 
ya que el juicio individual estâ implicado en los actos 
de percepciôn, aceptândolos como totalmente vâlidos o asi£ 
nândolos una utilidad parcial y como hemos visto, los gra-
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dos de confirmaciôn se obtienen con independencia de los 
juicios personales o creencias.
II.3.5 Interpretaciôn Subjetivista de la Probeüailidad
La concepciôn subjetiva de la probabilidad estâ 
enmarcada dentro de la tradiciôn estadîstica; J. Bernoui- 
lli define la probabilidad como el grado de certeza que 
posee un sujeto determinado; Laplace desarrolla una doc- 
trina similar, aunque su f e en el déterminisme le impi de 
atribuir probabilidades a los sucesos.
£.Qué mi de una probabilidad definida subjetivamente? 
Para los subjetivistas, la probabilidad atribuida a un 
suceso o a una proposiciôn mi de el grado de creencia en 
la produce iôn de un suceso o en la verdad de una proposi­
ciôn. Esta interpretaciôn difiere de las anteriores en 
que se refiere a una afirmaciôn acerca de un suceso aisla- 
do, sin tener en cuenta promedios de multitud de fenômenos 
y ademâs es subjetiva, pues asignamos una medida de nues- 
tro conocimiento o capacidad de raciocinio.
La probabilidad para los subjetivistas es una rela­
ciôn entre una afirmaciôn y una colecciôn de evidencias, 
esta conexiôn es cas! lôgica, ya que el nûmero asignado 
représenta el grado de creencia. Ademâs, la valoraciôn 
numérica no estâ unîvocamente determinada, ya que a cada 
hecho o aserciôn se le asigna una probabilidad entre cero
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y uno, dependiendo de cuales sean los grados de creencia 
de la persona que las détermina.
Para medir los grados de creencia, Borel y otros 
subjetivistas introducen el método de la apuesta, que con­
siste en la cantidad maxima que se estâ dispuesto a apos- 
tar en favor de la verdad de una afirmaciôn. Si, por ejem- 
plo, apuesta très contra dos, pero no admite una tasa mâs 
desfavorable, su grado de creencia en la produceiôn del 
suceso es 2/5. Este es el grado de creencia de un sujeto 
determinado en un momento concreto, pero no se puede ase- 
gurar que el mismo sujeto haga la misma estimaciôn en otro 
momento, o que otro individuo realice una estimaciôn simi­
lar, aunque disponga de los mismos datos.
Como se ha descrito anteriormente, cuando tenemos 
afirmaciones absolutas o negaciones absolutas de las evi­
dencias, se pueden aplicar los criterios de la lôgica clâ- 
sica de dos valores; pero en los demâs casos hay que em­
plear una lôgica polivalente, es decir, de escala conti­
nua .
Los subjetivistas y los logicistas consideran que 
el sujeto es consistante desde el punto de vista lôgico 
cuando détermina probabilidades, de tal forma, que si tie­
ne evidencia lôgica de que ocurra el suceso S asignarâ 
el mâximo grado de confianza a S y si la evidencia supone 
la negaciôn de S, le concederâ el mînimo grado de confian-
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za. El subjetivismo va a affadir una condiciôn mâs, que 
el sujeto sea teunbién coherente respecto a los motivos 
de su credibilidad.
Defensores de la probabilidad subjetiva son, entre 
otros, Frank Ramsey, Bruno de Finetti y Leonard Savage. 
En cuanto a Ramsey, es el precursor de los trabajos de 
Neumann y Morgenstern; en su obra pôstuma "The Foundations 
of Mathematics and other Logical Essay", desarrolla una 
teoria de la elecciôn que intenta asegurar la coherencia 
de un sistema de opiniones, basada en el concepto de pro­
babilidad subjetiva y en el principio de maximizaciôn de 
la utilidad esperada.
F.D. Ramsey parte de una teoria de la dec is iôn que 
no se limita al caso de elecciôn entre cocientes de apues­
tas y tiene en cuenta funciones de utilidad bien conocidos 
por los économistes. Con ello establece una ordenaciôn 
de "bienes" que estâ determinada por una relaciôn de pre- 
ferencia y que foxmalmente es un pre-orden. Como muchos 
subjetivistas, Ramsey identifies los grados de creencia 
con la adopeiôn de un determinado tipo de conducts.
La determinaciôn de los valores de creencia no su­
pone dificultad alguna para Ramsey, ya que se hace en base 
al conocimiento de los puntos de ventaja que el sujeto 
estâ dispuesto a dar a un resultado respecto de los de­
mâs .
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La teorîa subjetivista tiene como mâximo divulgador 
y garantizador de su desarrollo a Bruno de Finetti, prueba 
de esto son las numerosas publicaciones que ha realizado. 
Entre los conceptos nuevos que incorpora destaca el de 
los sucesos intercambiables o équivalentes, segûn sus pa­
labras (20):
"Se refiere, a lo que habitualmente 
llamamos sucesos independientes con pro­
babilidad constante pero desconocida".
Es decir, sucesos que ocurren aleatoriamente en 
una sucesiôn de pruebas, de tal forma que el orden en que 
se producen no afecta a las probabilidades que queremos 
calculer.
De Finetti, en su obra "La prevision, ses lois, 
ses sources subjetives", publicada en 1937, escribe (21):
"Consideremos un suceso bien deter­
minado del que no sabemos con antelaciôn 
si va a ocurrir o no. Esta duda permite 
establecer comparaciones y en consecuen­
cia graduaciones”.
Elaborar una teorîa de la probabilidad totalmente 
rigurosa, exige como requisito imprescindible, el conoci-
(20) FINETTI, Bruno de. "Gli eventi equivalenti e il caso 
dégénéré", p. 40.
(21) FINETTI, Bruno de. "La prevision, ses lois, ses sour­
ces subjetives”. Capîtulo I.
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miento de un conjunto de axiomas de carâcter exclusivamen- 
te cualitativo. Los cuatro axiomas que él propone son:
12. Saber si un suceso incierto es igualmente, mâs 
o menos probad)le que otro.
22. Conocer si un suceso incierto siempre se nos 
présenta mâs probable que el suceso imposible.
3 2 . Al juzgar a un suceso S como mâs probable que 
otro S', que a su vez, consideraunos mâs proba­
ble que S", el suceso S puede aparecer como 
mâs probable que el S".
4 2 . Dadas las desigualdades, es mâs probable que 
Sg y es mâs probable que S^; puede afirmarse 
que S^U es mâs probable que SgU S^, siempre 
que sea dis junto de y Sg lo sea de S^.
Estos axiomas permiten una medida cuantitativa de 
la probabilidad que al ser sustituida en el teorema de 
la probabilidad total, permite el câlculo de probabilida­
des complejas.
La axiomâtica de B. de Finetti es de carâcter sub­
jetivo, pues define el grado de probabilidad que un indi­
viduo atribuye a un suceso dado, como las condiciones en 
las que el sujeto se encontrarîa dispuesto a apostar por 
este suceso. Pero construye un método axiomâtico porque 
le permite un anâlisis mâs profundo y detallado del proce-
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so que empieza con nociones cualitativas y llega a una 
probabilidad de naturaleza cuantitativa.
Keynes con su generalizaciôn del problema de la 
probabilidad, habla de probabilidad de las proposiciones 
en lugar de utilizar la probabilidad como una relaciôn 
numérica, empleando simbologîa lôgica para aumentar la 
capacidad y el alcance de las proposiciones. El paso de 
esta nociôn general a un planteamiento matemâtico, se rea­
lize por de Finetti mediante el principio de coherencia. 
Este principio af irma que no debe ser posible efectuar 
apuestas taies que garanticen al jugador una ganancia se- 
gura.
La originalidad de su razonamiento reside en que 
el sujeto se comporta como un jugador que tiene libre elec 
ciôn para valorar la probabilidad P, del mismo modo como 
valoraba una esperanza matemâtica, cuando se trataba de 
las verificaciones de un suceso aleatorio. Esta libertad 
sôlo estâ limitada por el hecho de estar P necesarlamente 
entre cero y uno, inclusives. Confia de Finetti en que 
el probabilista, al igual que harla el jugador, se esmera- 
râ en recoger la informaciôn mâs correcta posible y des- 
pués de agruparla toda, operarâ subjetivamente con las 
diferentes alternativas.
Cuando diferentes personas valoran subjetivamente 
la probabilidad aparecen divergencias en sus opiniones 
respecto a los mismos hechos, pero de Finetti piensa que
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esta no es una objeciôn insuperable, ya que se pueden £i- 
jar artificios que unifiquen la distribuciôn de las valo- 
raciones individuales, o se pueden utilizar hallazgos ex­
périmentales de control. Para que su concepciôn de la pro­
babilidad sea opérâtiva y convergente con las conclusiones 
que se derivan de las opeiones objetivas, los comporta- 
mientos de los individuos deben regirse por principios 
de coherencia, ya que si no se produce una contradicciôn 
fundamental.
P(X^/Xj^, ..., Xj, ..., X^) es la probabilidad con­
ditional de X^ en el supuesto de que resuite X^ en la prue 
ba 1, Xj en la prueba j, y X^ en la prueba n. Los frecuen- 
cialistas dirân que hay independencia y equiprobabilidad 
si se verifies que P(Xj^) ■ P(X^/Xj^, ..., X^), en cambio los 
subjetivistas ven en la igualdad anterior que hay inter- 
cambiabilidad, y si se cumple una o las dos relaciones 
siguientes;
P(X^) - P(Xj)
P(X^/Xj^, . . . ,Xj^ ) - P(X^/X^,...,X^) 
también hay intercambiabilidad.
De Finetti, en "La prévisiôn, sus leyes lôgicas, 
sus fuentes subjetives”, analiza el planteeuniento frecuen­
cialista, llegando a la conclusiôn de que no élimina por 
completo el subjetivismo como pretende. El juicio elabora- 
do partiendo de la observaciôn y que lleva a la nociôn 
de frecuencia, se debe necesariamente a un juicio psicolô-
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gico y no sôlo a un mecanismo de racionalidad. Para él, 
la probabilidad es un grado cualquiera respecto a la veri- 
ficaciôn future de un suceso.
Las proporciones o relaciones entre los casos fa­
vorables y los casos posibles, probabilidad segûn la in­
terpretaciôn clâsica, y entre el numéro de las manifesta- 
ciones de un fenômeno y el nûmero de pruebas realizadas, 
frecuencia relativa, no tienen utilidad en la prâctica. 
Segûn de Finetti, la ûnica aplicaciôn posible séria para 
dar una forma cuantitativa aparentemente rigurosa al cri- 
terio a priori, respecto de la probabilidad que todo suje­
to se ve inducido a expresar sobre una experiencia, en 
base a los conocimientos anteriormente llegados a su men­
te.
Respecto a las probabilidades inversas, de Finetti 
es bayesiano y supone que la probabilidad asignada inicial 
mente para realizar los câlculos que llevan hasta la pro­
babilidad a posteriori, refleja la opiniôn czunbiante de 
un sujeto. Como la estimaciôn realizada con estas eviden­
cias puede no ser universalmente aceptada, de Finetti tra- 
ta de justificarla en base al efecto asintôticamente decre 
ciente de las asignaciones de probabilidad a priori, a 
medida que se va acumulando evidencia empirica, llegando 
a demostrar en numerosos casos que las probabilidades ini- 
ciales ejercen una influencia insignificante en las con­
clusiones de la inferencia estadîstica.
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Ademâs del concepto de intercambiabilidad, de Fi­
netti estudia la consistencia y la coherencia junto a A. 
I. Khintchine, E. Hewitt y L.J. Savage; proporcionando 
una estructura bâsica de la probabilidad subjetiva y, por 
tanto, déjà de ser una mer a especulaciôn filosôfica. Pos­
ter iormente, los trabajos conjuntos de A. Shimony, E.L. 
Lehmann y J. Kemeny perfeccionan los resultados obtenidos 
por de Finetti.
Leonard J. Savage, en el libro "The Foundations 
of Statistics", publicado en 1954, comprueba que existe 
una funciôn de probabilidad personal para cada individuo, 
de tal forma que cada hombre actûa- en concordancia con 
la verificaciôn de ciertos axiomas. La teoria de las pro­
babilidades personales es desarrollada por Savage en 1961, 
en su obra "The Foundations of Statistics Reconsidered", 
en la que ademâs expone los puntos de coincidencia de su 
teoria con la de los frecuencialistas; segûn sus pala­
bras (22):'
"Nosotros los bayesianos radicales, 
pretendemos demostrar que todo lo que 
tiene de atractivo la teoria frecuencia­
lista de la probabilidad, estâ implicite 
en la teoria personalista".
Savage desarrolla la teoria enunciada por Ramsey
(22) SAVAGE, Leonard J. "The foundations of statistics 
reconsidered", p. 583.
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respecto a la ordenaciôn mediante funciones de utilidad. 
Como concepto fundamental utiliza el acto, relacionandolo 
con el estado del mundo y con las consecuencias de ese 
acto. El têrmino mundo debe tomarse en un sentido restrin- 
gido y relative a las circunstancias c[ue pueden tener una 
influencia sobre una clase de actos determinada.
Un acto es una f une ion que relaciona los estados 
de la naturaleza con el conjunto de las consecuencias. 
Savage supone que el conjunto de los actos est& totalmente 
ordenado por una relaciôn de preferencia, deduciendo de 
ella un orden que tiene sentido cuando se conoce un suceso 
determinado, pues la informaciôn que posee un sujeto le 
permite seüser que ciertos estados de la naturaleza estân 
excluidos, y con este conocimiento puede modificar sus 
preferencias.
Savage afirma que tanto êl como de Finetti al défi­
nir una probabilidad subjetiva, estân haciendo referenda 
a la opiniôn de una persona, que viene reflejada en su 
conducta potencial o real. Esta conducta se détermina en 
cada individuo suponiendo que efectûa una apuesta de una 
cantidad prefijada sobre su conveneimiento.
En la acumulaciôn de esta potencial apuesta y en 
el precio que el mismo sujeto estaria dispuesto a pagar 
por efectuar una adquisiciôn, existe un paralelismo évi­
dente, que segûn Savage, produce precisiôn en el signifi-
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cado de la probabilidad estimada. En efecto, la apuesta 
se mantiene sôlo eventualmente, pero el precio a pagar 
por una mercancia deseada es algo muy real y cjuien se de­
cide a un desembolso de dinero, lo hace con total conoci­
miento.
Para Savage la cifra apostada y el precio estimado 
teunbién mantienen su sentido después de que el suceso ha 
concluido, ya que gane o pierda, comprô; adem&s estos valo 
res pueden rectificarse experimentalmente. El problema 
estâ en c&no fijarlos para que el precio realmente pagado 
en una adquisiciôn sea el mâs adecuado que se cree debe 
pagarse.
El convencimiento que se tiene de los sucesos queda 
reflejado en la estimaciôn de su probabilidad como un pre­
cio elegido. Que el efecto de esta decisiôn permanece se 
demuestra con la satisfacciôn que sigue a una compra, de- 
bido a haber gastado menos de lo esperado, lo que propor- 
ciona un beneficio imprevisto, o por el enfado que produce 
la sensaciôn de ser engahado y obtener una pérdida. En 
conclusiôn, consiste en aplicar a la probabilidad la an­
tigua nociôn de renta del consumidor.
El économiste inglês R.F. Harrod es partidario de 
définir explîcitamente la probabilidad, en contraposiciôn 
a algunos teôricos como Keynes. Afirma que la probabilidad 
es la relaciôn entre una premise o entre premises y una 
conclusiôn, porque con premises se alcanza una circunstan-
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cia o detalle particular de un hecho, dando lugar a una 
valoraciôn évidente.
De la definiciôn de Harrod se deduce claramente 
que podemos tener proposiciones de certeza taies como "de 
A sigue siençre B", y proposiciones de probabilidad de 
la forma "a veces de A sigue B", y por tanto la proposi- 
ciôn de probabilidad admite grados.
La fôrmula de la inferencia simple e incondicionada 
de Harrod es de la forma x/(x+l), siendo x la experiencia 
pasada, mientras que 1/x es la fracciôn de la experiencia. 
El cociente x/(x+l) relaciona la medida de la experiencia 
parcial pasada y la suma de esta con las que puede obtener 
de forma inmediata a travês de la observaciôn. Cuanto mâs 
pequefla es la extrapolaciôn al futuro, mayor verosimilitud 
tendrâ el sujeto para pronosticar lo que espera del creci- 
miento de la medida de la inferencia.
La proporciôn x/(x+l) o cualquier otra que se ob- 
tenga variando la amplitud de la prevision, es una frac­
ciôn propia y una medida de la probabilidad de obtener 
una inferencia exacta. Para interpretaria conforme a la 
probabilidad de los matemâticos, Harrod la expresa como 
una relaciôn incierta entre la premisa A, que es la expe­
riencia pasada y la consecuencia o expectativa racional 
B.
La inferencia y la probabilidad como la define y
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mide Harrod, es del todo immune, si excluiroos la apelaciôn 
que hace a la memoria, al apriorismo y a la falta de lôgi- 
ca. Se da cuenta de la dificultad de conocer la probabili­
dad a priori en la aplicaciôn del teorema de Bayes, por 
eso su utilizaciôn en la experimentaciôn prâctica debe 
hacer referenda a la posibilidad real de eroplearse en 
la obtenciôn de datos futuros, aunque sôlo contemos con 
realizaciones de hace poco tiempo.
J. Cohen, E.J. Dearneley y C.E.M. Hansel han inves- 
tigado la naturaleza de la probabilidad subjetiva, su cum- 
plimiento de los teoremas de adiciôn y multiplicaciôn, 
las diferencias que hay entre las situaciones de had)ili- 
dad y azar, y la idea de independencia. Cohen y Hansel 
resumen sus hallazgos en "Subjetive pr(*ability, gambling, 
and intelligence", sobre la relaciôn entre la probabilidad 
subjetiva y la objetiva, para ellos esta conexiôn es com- 
pleja y no puede reducirse a una simple fôrmula. En cier- 
tas circunstancias los dos tipos de probabilidad tienden 
a coincidir, en otras divergen y esta divergencia parece 
ser de carâcter sistemâtico. En general las probabilidades 
subjetivas estân enormemente influenciadas por la edad 
y la experiencia. Finalmente, la probabilidad subjetiva 
respecto a una preferencia particular cualquiera estâ afec 
tada por el numéro y el valor de las alternativas que se 
ofrecen.
La teorxa subjetivista supone que se puede roedir
221
el grado de creencia o confianza, lo que es difîcil de 
aceptar por algunos estudiosos de la estadîstica. Aderoâs 
los métodos de conducta a seguir que describe, parece pro­
pia de corredores de boisa o de intermediarios en divisas, 
por lo que no la consideran idônea para un anâlisis de 
la racionalidad en general, dudando de que las verdades 
a priori puedan anticipar lo desconocido sobre la base 
de razonamientos no demostrativos. Esto da lugar a la po- 
siciôn semiprobabilistica de William Fellner y la no pro- 
babilîstica de G.L. Shackle.
Williaun Fellner, en "Probability and Profit", pu- 
blicada en 1965, parte de la concepciôn subjetivista, pero 
acepta que decisiones razonables desarrollen un sistema 
mediante el cual su inestable y controvertida probabilidad 
subjetiva sirva de freno o de premio a las probabilidades 
de tipo frecuencialista.
Segûn Fellner (23);
"Esto es importante para reconocer 
que una persona razonable pueda atribuir 
una determinada pérdida de utilidad al 
hecho de estar expuesta a una disminu- 
ciôn de confianza debido a inestables 
moviraientos interiores".
(23) FELLNER, William. "Probability and profit", p. 72.
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Es decir, que un gran numéro de decisores actuarân 
de forma distinta segûn que estên influenciados por grados 
de creencia débiles, o que lo estên de grados de creencia 
firmes y estables.
Una hipôtesis es para Fellner una conjetura que 
contribuye a precisar los juicios de probabilidad de un 
individuo respecto a la ocurrencia de sucesos. Cuando el 
decisor se fia del valor numêrico de una hipôtesis, a esta 
se la denomina hipôtesis directa y en caso contrario, hi­
pôtesis elusiva.
La posiciôn no probabi list ica se debe a G.L. Sha­
ckle, que en "Decision, déterminisme et temps", désarroila 
la dialéctica aparente entre libertad de juicio, decisiôn 
y probabilidad de previsiôn, en base a que en el pensamien 
to encontraunos sentimientos "ciertamente falsos", "cierta- 
mente verdaderos" y otros sentimientos mâs o menos aleja- 
dos de ellos.
Los diferentes estados del pensamiento los expresa 
Shackle mediante los valores de una variable, distingue 
ademâs entre variables distributives y no distributi­
ves (24):
"Una variable de incertidumbre dis­
tributive consiste en tcxnar el nûmero
(24) SHACKLE, G.L.S. "Decision, determinisms et temps", 
p. 84.
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uno y hacer le cor responder la idea de 
ciertamente verdadero. Si una respuesta 
considerada ciertamente verdadera es 
un agregado de partes y cada parte es 
indispensable para expresar la totalidad 
de la respuesta, no le corresponde la 
unidad como medida a ninguna de las par­
tes consideradas aisladamente, debiendo 
contentarse con la fracciôn convenien- 
te... por eso, que el estado de una res­
puesta esté mâs o menos aie j ado de la 
situaciôn ciertamente verdadera o cierta 
mente falsa, es de naturaleza distinta 
segûn que la vjuriable sea de incertidum­
bre distributive o no distributive”.
La probabilidad es situada segûn esta teorîa dentro 
de las variables de incertidumbre distributives, siendo 
necesario que la lista de respuestas asignadas a la varia­
ble esté compléta y no existan hipôtesis residuales sin 
especificar.
En cuanto a las variables de incertidumbre no dis­
tributives, segûn Shackle hay muchas, ya que entre la ex- 
presiôn perfectamente posible, que no produce en nosotros 
ninguna sorpresa, y el término absolutamente posible, que 
provoca la mâxima sorpresa, existen grados de sorpresa
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que se corresponden con grados de probabilidad (25):
"Los grados de posibilidad son jui­
cios subjetivos emitidos por un cierto 
individuo respecto de sucesos concretos, 
que proporcionan diferentes grados de 
sorpresa cuando los sucesos ocurren de 
hecho. Camo estos juicios provienen de 
un individuo determinado, pueden expre­
sar se en termines de sorpresa potencial, 
por lo que convenimos una corresponden- 
cia biunivoca entre grados de posibili­
dad y grados de sorpresa potencial; de 
tal forma que a una sorpresa potencial 
nula le corresponde una posibilidad per-
fecta y a un mâximo absolute de sorpresa
potencial, una imposibilidad perfecta".
En los casos de incertidumbre no distributive, la 
variable propuesta es la sorpresa potencial que permite 
distinguir y expresar diverses grados de posibilidad, lo 
que no podemos conseguir con la probabilidad. El concepto 
de sorpresa potencial se ha pretendido equiparar al de
probabilidad, pero Shacicle entiende que la expresiôn per­
fectamente posible estâ muy alejada del enunciado cierta­
mente verdadero, al que le corresponde la probabilidad
(25) Op. cit. p. 86.
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uno y una probabilidad inferior a la unidad no puede repre 
sentar la posibilidad perfecta.
La teorîa de Shackle no confia en la probabilidad 
subjetiva al plantear el problema del decisor frente al 
tiempo, pues segûn él, para el sujeto activo sôlo existe 
el momento présente, instante crucial que le proporciona 
todas las consecuencias actuales como base para tomar una 
decisiôn. Por eso, la idea de probabilidad no es conve- 
niente utilizarla como variable asociada a la incertidum­
bre, resultando mâs adecuada la nociôn de sorpresa poten­
cial .
La sorpresa potencial y el grado de creencia, sus- 
tituyen conjuntaroente a la probabilidad en el esquema de 
Shackle, pero rechaza que se puedan sumar los grados de 
posibilidad otorgados a las diversas hipôtesis alternati­
vas, ya que es el nûmero de ellas quien confiere a una 
hipôtesis dada su status y no su carâcter intrînseco. Por 
lo tanto, la sorpresa potencial es una variable de incer­
tidumbre no distributive.
Define también Shackle la idea de deseabilidad, 
lo que permite considérer un orden por grados de posibi­
lidad y otro por grados de deseabilidad, de los hipotéti- 
cos resultados de un conjunto de acciones.
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II.3.6 Anâlisis Matemâtico de la Probabilidad
David Hilbert se basa en el mêtodo deductivo de
los griegos para elaborar un método axiotnâtico que con- 
vierte en fôrmulas toda proposiciôn matemâtica. En 1931 
el matemâtico austriaco Godel radicalize las ideas de 
Hilbert y asigna valores numêricos a cada fôrmula, signo 
o prueba de un sistema axiomâtico, aritmetizando de esta 
forma la axiomâtica.
Ya hemos visto que todas las concepciones de la
probabilidad pueden axiomatizarse, ademâs las axiomâticas 
que hemos obtenido son compatibles entre si, debido a que 
cumplen las condiciones de consistencia e independencia. 
Ahora vaunos a desarrollar la concepciôn matemâtica de la 
probabilidad, teniendo en cuenta que los teoremas y conse­
cuencias matemâticas que obtengamos son aplicables a las 
demâs concepciones de la probabilidad.
El desarrollo posterior de la teorîa matemâtica 
de la probabilidad se debe a E. Borel, H. Steinhaus, P.
Lévy y A.N. Kolmogorov, siendo el matemâtico ruso Kolmogo­
rov el primero en exponer de forma sistemâtica la teorîa 
de la probabilidad sobre bases axiomâticas; en 1933 pu- 
blica "Foundations of the theory of probability", en donde 
queda reflejado cômo perfecciona las teorlas formuladas 
por von Mises respecto de la propiedad aditiva de las fre- 
cuencias y cômo establece una axiomâtica que en union de 
las aportaciones de Fréchet es la universalraente admitida,
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aunque algunos autores anaden a veces axiomas complemen- 
tarios.
Antes de describir los axiomas de Kolmogorov es 
necesario especificar que llamaremos E al espacio univer­
sal o conjunto de todos los sucesos elementales, y A es 
la minima familia de Borel.
Los axiomas de Kolmogorov son los siguientes:
is. A cada suceso S € A le corresponde un nûmero 
real P(S), que es su probabilidad, tal que 
0 (P(S).
22. p(E) = 1.
32 y 4 2 . La sintesis de estos dos axiomas consiste 
en que siendo Sj^ , Sg, ... disjuntos, se cumple:
P(U S.) = I P(S.) 
i=l  ^ i=l ^
5 2 . Axioma de continuidad: Si tenemos una sucesiôn
decreciente de conjuntos ...O ...,
cuya intersecciôn se aproxima al conjunto vacîo
cuando n * -, entonces lim P(C) = 0.
n-*-
El axioma quinto es équivalente al que hemos lla­
ma do 32 y 4 2 , ya que una familia de conjuntos completamen-
te aditiva cumple esta continuidad y viceversa.
Lo que se pretende con esta axiomâtica es explicado
por H. Cramer en "Randcxn varied)les and Probability Distri-
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butions", Caunbridge, 1931:
"Siguiendo a Kolmogorov, tomaumos 
c(xmo punto de partida la observaciôn 
de que la probabilidad P(S) puede ser 
considerada como una funciôn aditiva 
del conjunto S. Nos contentamos con pos­
tuler la existencia de una funciôn de 
este tipo, definida por una cierta fami­
lia de conjuntos A en el espacio en que 
nuestra variable puntual X estâ restrin- 
gida y que P(A) désigna la probabilidad 
de que X 6 A".
Cramer se da cuenta de que los axiomas de Kolmogo­
rov son aplicables a variables aleatorias definidas en 
espacios mâs générales de los hasta entonces utilizados, 
por lo que desarrolla un nuevo axioma: "Si Xj^ , Xg» ...» X^ 
son varied>les aleatorias, toda variable que sea combina- 
ciôn de (X^, ..., X^) es asimismo una variable aleatoria".
La axiomâtica de Kolmogorov estâ influenciada en 
su origen por el frecuencialismo, pero después juega un 
papel neutro respecto de la asignaciôn de probabilidad 
a los sucesos efectuada por las demâs interpretaciones 
de la probabilidad. La concepciôn matemâtica de la proba­
bilidad proporciona una estructura abstracta que permite 
calculer la probabilidad de sucesos complejos, referidos 
a la union, intersecciôn y complementaciôn de sucesos sim-
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pies, de probabilidad conocida.
Para Semiuel Wilks, la axiomatizaciôn es una abstrac 
cion o conceptualizacion basada en la sustituciôn de obje- 
tos empiricos por ideales, por eso en la axiomâtica de 
Kolmogorov, la teoria matemâtica comienza después de haber 
asignado probabilidades a los sucesos simples.
De igual forma, Bertrand Russell, en "El conocimien 
to humano", expone (26):
"Como no hay acuerdo en la inter- 
pretaciôn de la prob«d)ilidad, la deci­
siôn que se toma es enumerar los axiomas 
de los que se deduce la teorîa y consi- 
deraur que cualquier concepto que los 
satisfaga tiene el mismo derecho desde 
el punto de vista matemâtico, a ser 11a- 
mado probabilidad. Si hay muchos de ta­
ies conceptos y si esteunos decididos 
a elegir entre ellos, los motives de 
la elecciôn deben permanecer fuera de 
la matemâtica".
La definiciôn de la probabilidad de un suceso par­
ticular S, que proporciona la concepciôn matemâtica, no 
especif ica nada acerca del valor de P(S), sino que se re-
[26) RUSSELL, Bertrand. "El conocimiento humano". p. 34 6.
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fiere a las propiedades que cumple dicha probabilidad y 
a las relaciones o axiomas que existen entre las propieda­
des .
William Feller define también una medida P de pro­
babilidad sobre una o -algebra A en el espacio E , asi 
en su obra "An Introduction to Probability Theory" di­
ce (27):
"Esta definiciôn es ûnicamente el 
fundamento para una estructura general, 
pero en casos individuales es necesario 
elegir una sigma-algebra adecuada y cons 
truir sobre ella la medida de probabi­
lidad" .
Al espacio probabilistico se le exige que sea 
sigma-âlgebra para que admita un sistema generador mlni- 
mo; segûn el sistema generador elegido se obtendrân dife- 
rentes funciones de probabilidad.
Mencionaremos también a P.R. Halmos. En 1950 pu- 
blica "Measure Theory", y en el capitulo nueve se déclara 
partidario de que la probabilidad sea una rama de las ma­
temâticas. Posteriormente escribe "The foundations of pro­
bability", en donde especifica que (28):
"La probeüailidad numérica es una
(27) FELLER, William. "An introduction to probability 
theory", p. 112.
(28) HALMOS, P.R. "The foundations of probability", [en] 
American Mathematical Monthly, vol. 51. p. 493.
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funciôn de medida, esto es, una funciôn 
P aditiva, finita, no negativa y numera­
ble, de elementos en un sigma-âlgebra 
de Borel".
A diferencia de los axiomas de Kolmogorov, los de 
E. Tornier senalan los elementos bâsicos para construir- 
los, la condiciôn minima de amplitud y la de completitud. 
Parte de un conjunto o espacio B que représenta infinitas 
sucesiones que lôgicamente, pueden obtenerse con la régla 
experimental estudiada; de tal forma, que cada sucesiôn 
infinite particular es un punto de B.
Los axiomas de Tornier son:
12. Los conjuntos de B forman una familia.
2 2 . Todos los conjuntos bâsicos de B, incluidos 
el B y el vacio, pertenecen a B.
3 2 . a) A todo conjunto A de B le asigneunos un numé­
ro entre cero y uno, que representaunos por
J(A). En particular J(B) = 1, y J(0) = 0.
b) Si A = A^UAgV ..., tal que A^ disjuntos, pa­
ra A 6 B y A^ 6 B, tenemos que :
J(A) = r J(A^)
4 2 . Sea M un conjunto de B y A^, B^ sucesiones de 
conjuntos de B taies que para todo n = 1, 2,... 
B^3 MDA^, para todo c > 0 y suficientemente pe-
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queûo, puede hallarse n tal que J(B^) - J(^)<c y
J(M) « lim J(A ) = lim J(B ). 
n-- n*»
5». B es la familia minima que satisface los cuatro
axiomas anteriores.
Citaremos tcunbién a D.A.S. Frasser, defensor de 
la inferencia estructural, con la que intenta unificar 
las distintas posturas del pensamiento estadistico respec­
to de la inferencia. Su mêtodo no es fâcil de llevar a 
la prâctica, ni su aplicaciôn se puede generalizar a todos 
los casos, aunque hay que resaltar el valor de su afân 
integrador. La exposiciôn de esta teoria se encuentra en 
"The Structure of Inference", obra que publicô en 1968.
El matemâtico von Neuman desarrolla en 1927 la teo­
ria de los juegos y la teoria de la utilidad. En 1944 su 
colaboraciôn con Oscar Morgenstern da lugar al libre 
"Theory of Games and Economic Behavior". Posteriormente 
Abraham Wald relaciona la teoria de juegos con el contraste 
de hipôtesis, lo que le lleva a considerar el razonamiento 
estadistico como un proceso de decisiôn en ambiente de 
incertidumbre en el que el estadistico realiza un juego 
con la naturaleza.
Raiffa, Schleifer, Ferguson, De Groot, etc., apli- 
can la teoria de Bayes en la asignaciôn de distribuciones 
de probabilidad a los posibles estados de la naturaleza, 
desarrollando la teoria de la decisiôn bayesiana. Los pro-
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blemas de inferencia, segûn ellos, implican una elecciôn 
entre alternativas cuyo grado de preferencia puede expre- 
sarse mediante una funciôn de utilidad, que depende del 
estado desconocido de la naturaleza. La mejor acciôn a 
tomar se obtiene al maximizar la utilidad esperada, tenien 
do en cuenta que la distribuciôn a posteriori se obtiene 
a partir de la distribuciôn inicial que hemos asignado 
a los estados de la naturaleza y por la informaciôn que 
nos proporciona la muestra.
CAPITULO III
DIFERENTES TECNICAS DE LA INFERENCIA ESTADISTICA
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III. DIFERENTES TECNICAS PE LA INFERENCIA ESTADISTICA
La generalizaciôn que supone la Inferencia Estadis- 
tica hace necesario especificar la poblaciôn sobre la que 
se van a recopilar datos, con objeto de encontrar un cri- 
terio decisional que permita elegir el curso de acciôn 
apropiado. Por lo tanto, la poblaciôn se define en base 
a una problemâtica dada con la que se identifican las uni- 
dades elementales antes de observarlas y que proporciona 
la nociôn de si la poblaciôn escogida es accesible o no.
La teorîa de la decisiôn requiers valores numéri- 
cos y argumentos probables con los que calculer los ries- 
gos originados por la incertidumbre, esta informaciôn po- 
sibilita accéder al verdadero estado natural en el que 
se gesta la selecciôn de cômo procéder y ademâs sirve para 
justificar el deseo de actuar.
En la mayorla de los casos, la distribuciôn de pro­
babilidad poblacional es imposible de percibir, ya sea 
en su totalidad o en parte, por lo tanto, se recurre a 
la elaboraciôn de muestras con el objeto de decidir cuâl 
de las acciones es la idônea, dada una situaciôn concreta
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de elecciôn.
El hecho de que la poblaciôn tenga propiedades que 
la caractericen y que estên limitadas las variaciones de 
sus elementos, faculta la selecciôn de una muestra aleato­
ria insesgada de tamano relativamente pequeno que sea re- 
presentativa de las particularidades poblacionales. Con 
las muestras se expresan nada mâs que parte de los datos 
poblacionales, lo que dificulta nuestra intenciôn de eli- 
minar del todo la incertidumbre y existe la posibilidad 
de escoger acciones errôneas.
Cuando la poblaciôn es inabordable hay que elaborar 
un marco de referenda dencnninado poblaciôn, operacional- 
mente factible de ser muestreada. En estos contextos es 
precise incluir todas las unidades elementales de la po­
blaciôn original, ya que de lo contrario obtendremos con- 
clusiones sin ninguna utilidad o que son perjudiciales 
por sus repercusiones.
El procedimiento cpie selecciona la acciôn adecuada 
segûn las normas de decisiôn derivadas de los resultados 
muestrales, se denomina contrastaciôn estadîstica. La ela­
boraciôn de contrastes exige la incoporaciôn de la racio­
nalidad al anâlisis, pues hay que solucionar con su ayuda 
y con los datos disponibles, la ambigüedad hallada en los 
conjuntos de alternativas o en situaciones mâs o menos 
complejas, consiguiendo conformer una elecciôn.
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Para realizar contrastes es imprescindible formulât 
una o mâs hipôtesis respecto de la poblaciôn. Las hipôte­
sis son predesignadas, es decir, para concretarlas no usa- 
mos datos muestrales, pues résulta ilôgico emplear la mues 
tra en la contrastaciôn de hipôtesis que han sido sugeri- 
das por ella misma. El criterio utilizado en la decisiôn 
relacionarâ todas las opciones posibles con las observa- 
ciones antes de obtener estas.
Con taies ideas no estamos queriendo decir que se 
prescinda del muestreo al sugerir hipôtesis imprevistas 
o nuevas teorîas, pero entonces habrîa que tener la pre- 
cauciôn de contraster las hipôtesis con valores muestra­
les distintos a los iniciales y por lo tanto, con valores 
futuros independientes de los anteriores.
III.1 ANALISIS ESTATICO
La realidad es difîcil de sistematizar, por eso 
recurrimos a aislarla en el espacio o en el tiempo. El 
enfoque estâtico contempla, interpréta e incluso recons- 
truye el estado del mundo, utilizando unidades de obser­
vaciôn en un momento dado del tiempo (anâlisis transver­
sal). El conocimiento de los fenômenos exige averiguar 
las interdependencias internas entre las unidades selec- 
cionadas, sus relaciones con el exterior y sus comporta- 
mientos. Todo ello con un grado importante de simplifies-
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ciôn que logre descripciones inteligibles.
Desde un punto de vista metodolôgico, el anâlisis 
estâtico admite que nos olvidemos completamente de la in­
fluencia del tiempo, al que considéra un soporte sobre 
el que efectuar el examen de los datos. Por esta razôn 
no figura el tiempo ni explicita ni implîcitamente en la 
especificaciôn de sus relaciones, pues se estiman atempo- 
rales. Ademâs, lo estâtico suele circunscribirse a conexio 
nés entre componentes que por su escasa variaciôn caracte­
ricen la estabilidad de los fenômenos considerados.
La orientaciôn estâtica de los hechos observables 
se justifies porque aporta elementos imprescindibles para 
interpretar la realidad. Los valores y las relaciones que 
unen en un instante cualquiera las unidades de observa­
ciôn, constituyen una gama de posibilidades que acotan 
y determinan los ceunbios futuros, ya que se encuentran 
inmersos en ellas factores que tienden a dinaunizar las 
relaciones existentes y elementales que llevan a mantener- 
las en su estado actual.
Las decisiones tomadas en base al anâlisis estâtico 
seleccionan la perspectiva efectiva entre las potenciales, 
sin olvidar que las predicciones consistirân en la estima­
ciôn del comportamiento de los elementos no observa- 
dos.
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III.1.1 La lôqica de la contrastaciôn paramétrica frente 
a la no paramêtrica
La contrastaciôn paramêtrica da por hecho que cono- 
cemos el tipo de distribuciôn de probabilidad de la pobla­
ciôn y que ignorâmes el valor de uno o varies de sus para­
métrés . Por tanto, las hipôtesis harân referencia a estos 
paramétrés desconocidos.
Para simplificar, supondremos que los problèmes 
a resolver requieren una doble acciôn. El nûmero de hipo- 
tesis a contrastar sera entonces de dos, una se désigna 
hipôtesis nula Hq y la otra, hipôtesis alternative Hy Cuan 
do arobas hipôtesis son complementarias, el rechazo de 
Hq significa la aceptaciôn de y viceversa.
También hay que agrupar en dos categories mutuamen- 
te excluyentes a los valores muestrales. El primer con­
junto de sucesos ocasiona el rechazo de Hq , por lo que se 
denomina regiôn de rechazo o regiôn crîtica; el segundo 
acepta Hq y por eso es la regiôn de aceptaciôn.
Debido a la aleatoriedad de la muestra, al contras­
tar las hipôtesis podemos incurrir en dos clases de erro- 
res, el error de primera especie Ej^ , que consiste en recha 
zar Hq siendo verdadera y el error de segunda especie 
E2 , cometido cuando se acepta H q , pero résulta ser falsa.
La relaciôn entre estos dos errores es inversa.
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ya que si queremos disminuir la probabilidad de que ocurra 
uno de ellos aumenta la probaübilidad del otro. El equili- 
brio se logra en base a la informaciôn a priori disponible 
respecto de Hq y o vauriando el tamaüo muestral, pero 
la prâctica habituai consiste en hacer lo mâs pequena po­
sible la probabilidad de que suceda el error de primera 
especie, basândose en la-creencia de que la hipôtesis nula 
es la correcta y sôlo acontecimientos poco verosîmiles 
pueden rechazarla.
Las consecuencias derivadas de los dos tipos de 
errores no siempre aconsejan disminuir la probabilidad 
de rechazar H q . H.H. Kelejan y H.E. Oates, en "Introduc- 
tion to Econometrics : Principles and implications", 1974, 
han desarrollado un ejenplo donde la regia, minimizar el 
error de primera especie, no es la mâs conveniente.
Lo mismo le ocurre a Ramsey cuando compara dos mo­
dèles para averiguar cuâl de ellos es el que mâs se ajusta 
a la realidad, por eso distingue entre discriminaciôn fuer 
te y discriminaciôn debil, segûn la mayor o mener seguri- 
dad que se tenga respecto de la certeza de los modèles, 
aconsejando tomar las peculiaridades de cada caso como 
fundamento satoxe el que fijeu: el tamaûo de los dos erro­
res.
El tipo de contraste a utilizar dependerâ de la 
forma que tosæn Hq y H^ ,^ pues no es lo mismo que las hipô­
tesis estén anidadas o que sean no anidadas. Supongamos
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que una variable aleatoria se distribuye f(x,b), donde 
b es un vector de par&netros, ademâs poseemos dos hipôte­
sis acerca de la forma de la distribuciôn y de
los parâmetros.
H q : f ^ ( x , b ^ )  b ^  6  0 ^
H j^ : fgix . b g )  b g  e Og
En el caso de que f^ sea igual a fg enccntrzunos très
posibilidades:
1*) Oj « Oj^  ô o^n Og »
22) 0^0 Oj / 0]^  y ^ Og
3*) O^n 0 ^ / 0
El primer apartado se refiere a hipôtesis anidadas, 
ya que una de ellas estâ incluida en la otra; mientras 
que el segundo y tercero dan lugar a hipôtesis no anida­
das, siendo el tercero el que constituye las feunilias se- 
paradas de hipôtesis.
Cuando fj^  y f g son diferentes proporcionan hipôte­
sis no anidadas. Este tipo de hipôtesis es problemâtico, 
ya que al usar el contraste de la razôn de verosimilitud 
no podemos asegurar que el denominador sea siempre mayor 
que el numerador y la proximidad a uno de la razôn deja
de interpretarse ctxno seflal de aceptaciôn de la hipôte­
sis .
242
Las hipôtesis anidadas perniiten emplear sin incon- 
venientes la razôn de verosimilitud y utilizar el contras­
te secuencial, que facilita infcrmaciôn adicional en case 
de rechazo de la hipôtesis nula. El contraste secuencial 
requiere que se elaboren hipôtesis intermedias anidadas 
y ordenadas, situadas entre Hq y De esta forma si la
hipôtesis nula es rechazada se puede conocer en cuâl de 
las hipôtesis intermedias se produce el rechazo.
G.A.F. Seber, en "Lineeur Hypotheses and Induced 
Tests", 1964, compara los contrastes directe, inducido 
y secuencial de hipôtesis anidadas, llegando a la conclu- 
siôn de que no hay una régla fija para seleccionar el con­
traste ma s conveniente, todo depende de los valores para- 
métricos elegidos. De todas formas considéra que los con­
trastes propuestos para situaciones con escasa informaciôn 
inicial ser&n asimismo utiles cuando el conocimiento del 
tema resuite mayor. A veces hay que contester a preguntas 
taies como, ^reducirâ un nuevo procedimiento de montaje 
el tiempo medio de ajuste de cierto mecanismo?, ^ha heü»ido 
cambios en la expectativa de vida de los espaholes durante 
los ûltimos cinco afios?, etc. Mediante contrastes paramê- 
tricos podemos analizar las variaciones de la media pobla- 
cional o si êsta es significativamente mayor o menor que 
algûn valor concreto.
Tambiên es factible contraster atributos poblacio- 
nales, como que los productos fabricados son defectuosos'.
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los votantes son de tal o cual partido, etc.; pero tenien- 
do en cuenta que con datos cualitativos se debe verificar 
la proporciôn poblacional de êxitos mediante la proporcion 
muestral.
Si nuestro interes se centra en la comparéeion de 
dos poblaciones, viendo las diferencias existantes entre 
las médias poblacionales, proporciones poblacionales o 
varianzas de la poblaciôn, solucionaremos problèmes de 
decision parecidos a, ^tiene una poblaciôn de fumadores 
mayor riesgo de contraer câncer pulmonar que otra pobla­
ciôn de no fumadores?, ^es m&s popular un progreuna de tele 
visiôn que otro?, etc. Si apliceumos la chi cuadrado a los 
contrastes pareunétricos se logra contrastar la varianza 
poblacional.
En muchas situaciones es imposible especificar la 
forma de la distribuciôn poblacional y sôlo podemos supo- 
ner en forma razonable que es continua. Al proceso que 
permite sacar conclusiones directcunente de las observa- 
ciones muestrales sin tener que formuler la expresiôn ma- 
temâtica de la distribuciôn poblacional, se le llauna con- 
trastaciôn no paramétrica o mêtodos de libre distribu­
ciôn.
La teorîa no paraunétrica surge cuando en 1900, Karl 
Pearson expone el modelo de contraste de la independencia 
y el de la bonded del ajuste, utilizando como base la chi
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cuadrado. Pero el mayor impulso de los contrastes de libre 
distribuciôn se debe a Spearman con su contraste del coef^ 
ciente de correlaciôn de las categories para la covariabi- 
lidad, que popularizaron Harold Hotelling y Margaret R. 
Pabst en 1936. Posteriormente, en 1945, Wilcoxon propone 
un contraste para el caso de dos muestras, método que pro- 
porciona buenos resultados y ademâs es fâcil de user.
Entre las multiples razones para emplear la con- 
trastaciôn no paramétrica, hay que destacar una de elles, 
que siempre aspiraremos a utilizar procedimientos inferen- 
ciales con el menor numéro posible de restricciones impues 
tas por los supuestos subyacentes en el problems. Por lo 
tanto, conviens disponer de técnicas que seen simples y 
de eunplia aplicaciôn.
Hemos visto cômo la teorla clâsica de la inferencia 
se fundaments en la aleatoriedad, pues exige que la mues- 
tra sea aleatoria, que las observaciones muestrales resul- 
ten independientes entre si y que cada components muestral 
se distribuya igual que la poblaciôn.
Habré situaciones en las que no tendremos en cuenta 
este supuesto, ya sea por que la poblaciôn ceunbia alguna 
de sus caracteristicas mientras se extras la muestra o 
porque las observaciones muestrales se vuelven dependien- 
tes. En estos casos se recurre a alguno de los contrastes 
no paramétricos de la aleatoriedad, que estân basados en 
el concepto de sucesiôn. Por ejemplo, las sucesiones por
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encima y por debajo de la mediana, las sucesiones ascen- 
dentes y descendantes, conocidas también con el nombre 
de del signo, etc. Los contrastes de la aleatoriedad ana- 
lizan fundcunentalmente datos transversales.
Al examiner los datos econômicos ordenados en se- 
cuencias temporales nos damos cuenta que no son muestras 
aleatorias. Las observaciones de la produceion, del ingre- 
so nacional, de los precios, etc., de un mes o de un ano, 
dependen por lo general de la variable del perîodo ante­
rior. El grado de dependencia de los sucesivos valores 
hallados en el tiempo se puede medir con el método de la 
correlaciôn serial o con la razôn de von Neumann, cuya 
argumentaciôn es la diferencia de médias cuadrâticas sub- 
siguientes.
Otro grupo de contrastes no paramétricos son los 
que emplean la distribuciôn chi cuadrado y su posibilidad 
de contrastar hipôtesis relatives a datos clasificados 
o por categories. El procedimiento consiste en formuler 
una hipôtesis nula Hq en la que se fijan las frecuencias 
esperadas, denominadas también teôricas, a continuaciôn 
se obtienen datos muestrales para establecer las frecuen­
cias observadas y después se especifica un criterio de 
decisiôn con el que comparer los dos tipos de frecuencias, 
verificando con él si las diferencias existantes son debi- 
das al azar del muestreo aleatorio, o por el contrario, 
no son achacables al azar y teneroos que rechazar Hq .
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El método inferencial suele suponer casi siempre 
que la poblaciôn es normal o que podemos aprovechar las 
ventajas del teorema central del limite por ser las mues­
tras lo suficientemente grandes. La normalidad no es un 
requisite imprescindible en la generalizaciôn de las mé­
dias muestrales, pero influye cuando se extraen las con­
clusiones de la inducciôn estadistica de las varianzas 
muestrales. Necesitamos un contraste que corrobore la ade- 
cuaciôn del modelo de probabilidad establecido a priori 
respecte de la poblaciôn, en los casos en que éste sea 
desconocido. La bondad del ajuste es una de las aplica- 
ciones del contraste chi cuadrado que tiene esa finalidad.
La bondad del ajuste actûa como la chi cuadrado 
con las frecuencias, sôlo que ahora se calculan las fre­
cuencias teôricas en base a estadisticos muestrales que 
intervienen como estimadores de los correspondientes parâ- 
metros poblacionales.
Tanto la bondad del ajuste como el contraste de 
frecuencias se refieren a poblaciones multinomiales clasi- 
ficadas de acuerdo con un atributo, pero la chi cuadrado 
puede ser adoptada por poblaciones y muestras ordenadas 
segûn dos o mâs atributos, recibiendo entonces la denomi- 
naciôn de contraste de independencia o de cuadros de con- 
tingencia. Estos nuevos contrastes pretenden descubrir 
si los principios y criterios empleados en la clasifica- 
ciôn cruzada son significativos, es decir, si tienen efec-
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tividad.
Como ultima aplicaciôn del contraste chi cuadrado 
tenemos el contraste de homogeneidad que consiste en la 
determinaciôn de si dos o mâs muestras aleatorias indepen­
dientes proceden de la misma poblaciôn, o por el contra­
rio, se extraen de poblaciones distintas. Este contraste 
es una ampliaciôn del de independencia y en ambos se ana- 
lizan datos de clasificaciôn transversal.
Wald y Wolfowitz han elaborado un procedimiento 
para contrastar la identidad de dos distribuciones pobla­
cionales en base a dos muestras independientes obtenidas 
de las sucesiones, suponiendo que la variable subyacente 
es continua. Este contraste es menos efectivo que el con­
traste paramétrico de la t de Student y que los contrastes 
no pareunétricos que estudian la igualdad entre las dis­
tribuciones poblacionales; su utilidad procédé de que en 
ciertos casos es la uniea que puede aplicarse.
Wilcoxon consigne elaborar el contraste mâs potente 
de todos los no paramétricos respecto de la identidad en­
tre dos poblaciones con pares igualados. Por eso se selec- 
cionan dos muestras de igual tamaho y se anotan los signos 
de las diferencias entre cada par de valores, después cada 
par de numéros se emplea como una ordenaciôn de estas di­
ferencias .
Finalmente, W.H. Kruskal y W.A. Wallis extendieron
248
el contraste de Wilcoxon al caso de varias muestras inde­
pendientes que se extraen de poblaciones continuas con 
la misma distribuciôn de probabilidad. Como novedad esta 
que incorporan el anâlisis de la varianza del modelo con 
un solo criterio y siendo su apoyo los datos posicionales. 
A este contraste se le conoce con el nombre de H, sus re­
sultados son majores que los del contraste de la mediana 
y que el contraste F del anâlisis de la varianza, el pro­
blème es que con muestras grandes résulta difîcil ordenar 
las observaciones.
Hemos visto cômo la contrastaciôn no pareunêtrica 
se ocupa bâsicamente de las relacioiies ordenadas, ya que 
los datos suelen ocurrir en forma de categories. Las obser 
vaciones proporcionan magnitudes relatives a la propiedad 
ordinal subyacente, que permite alcanzar un criterio acer- 
ca de la independencia de las variables. Ademâs, cuando 
sôlo se consideran las relaciones ordenadas de los datos, 
la logica de los métodos no paramétricos requiere una teo­
rîa probabilistica relativaunente simple, que permite ha- 
llar con facilidad las distribuciones muestrales discre- 
tas.
Si comparaunos los contrastes paramétricos con los 
no paramétricos en los casos en que pueden aplicarse am­
bos, tenemos que los paramétricos consiguen majores resul­
tados en dos situaciones, por lo menos. En primer lugar, 
se demuestra que con poblaciones normales, el contraste
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del signo, por ejemplo, requiere de un 4 a un 50 por cien- 
to mâs de observaciones que el contraste de la t, para 
ser igualmente potente. Luego, los contrastes no parauné- 
tricos son menos eficientes que los paramétricos.
También es évidente que las hipôtesis de los con­
trastes no paramétricos son menos précisas y proporcionan 
peor informaciôn en las conclusiones, que las paramétri- 
cas. Asî vemos, que al rechazar la hipôtesis nula Hq de que 
las distribuciones poblacionales son las mismas, si hemos 
us ado el método del orden de compar aciôn de varias mues­
tras, no podemos precisar si son diferentes en términos 
de tendencia central o si lo son respecto de la varianza.
El alejamiento de la identidad entre las distribu­
ciones de probabilidad poblacionales vuelve a los proce­
dimientos no paramétricos muy insensibles y aunque esta 
falta de perceptividad se puede disminuir o incluso élimi­
ner, habrîa que establecer los mismos supuestos que trata- 
mos de evitar con la intenciôn inicial de utilizar la es­
tadistica de orden.
Desde el punto de vista teôrico, la contrastaciôn 
no paramétrica tiene multiples ventajas, tal vez la mâs 
importante es que requiere menos informaciôn que la para­
métrica para poder aplicarse. Sôlo se exige que la dis­
tribuciôn poblacional sea continua, pero no hace falta 
especificar la forma de la distribuciôn. Para terminar 
diremos que hay expérimentes en los que sôlo los métodos
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no pareunétricos pueden contrastar los datos obtenidos.
P.J. Dhrymes y otros, en "Criteria for Evaluation 
of Econometric Models", 1975, y J.B. Kadane en "Testing 
a Subset of the Overidentifying Restrictions", 1974, han 
estudiado las diferencias entre los contrastes paramétri­
cos y los no paramétricos. Para ellos, los paramétricos 
se dividen en clâsicos y bayesianos, siendo su fundcunento 
estadisticos con propiedades estocâsticas derivadas de 
las hipôtesis. En cambio, los no paramétricos utilizan 
una medida descriptive que intenta poner de manifiesto 
el grado de coincidencia entre los resultados de la teorîa 
y los observados en la realidad. A los procedimientos no 
paramétricos les falta expliciter formaImente su base es­
tadistica y que las elecciones adoptadas a partir de ellos 
sigan los criterios de decisiôn estadistica.
J.B. Ramsey no es tan intransigents como ellos, 
en "Classical Model Selection through Specification Error 
tests", 1974, establece una disparidad simplements de ma- 
tiz entre los términos "contraste de una hipôtesis" y 
"discriminaciôn entre modelos", ya que segûn él: "Ambos
utilizan los mismos contrastes y las diferencias radican 
en el contenido informative previo que cada uno incorpora 
en el problems".
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III.1.2 Disenos expérimentales
El programs cientîfico va unido a la experimenta- 
ciôn, ya que ayuda a mostrar que cosas estân relacionadas 
entre si y cômo es la relaciôn que las liga. El inconvé­
nients estâ en que la naturaleza asigna siempre con sesgo 
las conexiones o procedimientos empleados en los experi- 
mentos, impidiendo su comparaciôn. Por eso, el experimen- 
tador fija de tal forma las fases del proceso que las uni- 
dades expérimentales se determinan sin sesgo, permitiendo 
la observaciôn de los efectos diferenciales.
El britânico R.A. Fisher da a conocer a partir de 
1923, el concepto de diseho experimental. En 1935 publica 
"Mêtodos estadisticos para investigadores", donde expone 
las conclusiones de multiples trabajos sobre este tema. 
Poster iormente, Frank Yates introduce nuevos disefios de 
mayor utilidad.
Segûn Fisher, no podemos ençlear los datos expéri­
mentales de forma directa, sino que es necesario elaborar 
juicios de valor respecto del fenômeno estudiado, que ha- 
gan posible la toma de decisiones; ademâs, hay que referir 
los datos a un modelo que los agrupe adecuadamente.
El diseûo de experimentos requiere très etapas, 
la planificaciôn de los experimentos, la observaciôn de 
los resultados y la interpretaciôn de los mismos. Desarro- 
llaremos la ûltima parte porque en ella interviene la in-
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ferencia estadistica, al precisar que las muestras sean 
aleatorias.
El objeto del diseno es la repeticiôn del experi- 
mento para conseguir mayor precision y la asignaciôn alea­
toria de los niveles del elemento estudiado a las unidades 
expérimentales, con esto se asegura que ningûn nivel resul 
te mâs favorecido que los otros y se disminuye el error 
experimental, al impedir una nueva fuente de variaciôn 
que oculte las diferencias existantes entre los niveles 
del factor o elemento examinador.
Las técnicas mâs frecuentes son el anâlisis de la 
varianza y el anâlisis factorial, cuya misiôn es averi- 
guar el grado de relaciôn entre dos o mâs variables, te- 
niendo en cuenta que esta conexiôn es de naturaleza alea­
toria.
111.1.2.1 Anâlisis de la varianza
Los investigadores estân interesados en disenar 
experimentos que destaquen las diferencias entre las nue- 
vas teorias y los métodos estandar, incluso hay veces que 
necesitan evaluar disenos expérimentales.
La comparaciôn simultânea de varias poblaciones, 
como por ejemplo, estudiar la productividad relativa de 
distintas clases de fertilizantes, confronter la calidad 
de algunas marcas de neumâticos, etc., oblige a enlazar
253
las muestras dos a dos, y utilizar los mêtodos de contras­
taciôn clâsicos, para de esta forma inferir los valores 
muestrales. El problema es, cômo generalizar a la vez to­
dos los contrastes, y lo que es peor, cuando se incorporan 
nuevas muestras para su evaluaciôn aumenta considerable- 
mente el numéro de contrastes a realizar, incrementândose 
la probabilidad de que las conclusiones sean errôneas.
Si de cinco poblaciones se extraen cinco muestras, 
el numéro de contrastes a realizar son = 10. Fijado el 
nivel de signif icaciôn al 5%, los diez contrastes de la 
t de Student respecto de las médias muestrales proporciona 
una probabilidad de llegar a la decisiôn correcte de 
0,95^^, luego la probabilidad de obtener por lo menos un 
resultado errôneo es 1 - 0,95^® » 0,40, es decir, tendrîa 
mos un error de primera especie en mâs del 40% de las ve­
ces.
El anâlisis de la varianza es una têcnica para el 
contraste simultâneo de la igualdad de médias de mâs de 
dos poblaciones, en lugar de hacerlo dos a dos. El primero 
que lo aplicô fue Fisher en la resoluciôn de dificultades 
propias de experimentos agricoles, por eso la terminologîa 
se encuentra plagada de vocablos como parcelas o bloques 
en relaciôn a la tierra y de tratamientos que aluden a 
variedades de semillas, fertilisantes o métodos de cul- 
tivo.
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W.G. Cochran en "Some Consequences when the assump­
tions for the Analysis of variance are not Satisfied", 
1947, expone las condiciones necesarias para que el anâli­
sis de la varianza tenga validez. Lo considéra un método 
de interdependencia que contrasta la heterogeneidad entre 
distintas poblaciones distribuidas normaImente y con va­
rianza comûn, los tratamientos y los efectos del ambiente 
deben ser aditivos; mientras que los errores expérimenta­
les o residues tienen que ser independientes y su distri­
buciôn N(0, o). En el caso de empezar con varianzas dife­
rentes, antes que nada, hay que contrastar la igualdad 
de varianzas poblacionales.
La hipôtesis nula es Hg: = ... = (i = 1,
2,...,k), mientras que la hipôtesis alternative consiste 
en Hj^ : 3 ^ ^t" contrastarlas separamos o desglosa
mos la variaciôn observada en las componentes muestrales 
X^, lo que nos ayuda a determiner si esta variedad es atri 
buible o no a las distintas causas que suponemos influyen 
o si por el contrario se debe al azar.
Si las poblaciones son homogéneas no cabe duda que 
nuestro objeto de estudio es la causa determinants de las 
diferencias encontradas en las X^, pero si son heterogé- 
neas necesiteunos reparar en otras causas que influyen y 
podemos hacerlo de dos formas;
a) Realizando un anâlisis marginal, segûn el cual, 
las causas que aûadimos no actûan sobre la causa
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propuesta inicialmente.
b) Abordar el estudio de las diferencias partiendo 
de la investigacion conjunta de todas las cau­
sas, pues las considérâmes interdependientes.
Esto da lugar a una primera clasificaciôn atendien- 
do al objetivo que pretende el anâlisis, de tal forma que 
si se tiene en cuenta una causa el modelo es de clasifi- 
caciôn simple y con vaurias causas simultâneas, el modelo 
es de clasificaciôn multiple.
En un modelo de clasificaciôn doble es muy probable 
que junto a las dos causas que se exeminan, existan otras 
que hemos marginado y que en uniôn de las dos anteriores 
explicarîan tôtaImente la heterogeneidad entre las pobla­
ciones. Para evitar esta marginaciôn se debe agrupar de 
manera adecuada la informaciôn estadistica obtenida de 
las poblaciones, procurando que los datos de los distintos 
grupos no estén correlacionados.
Las modalidades que surgen motivan una segunda cla­
sif icaciôn en modelos aleatorizados completamente y mode­
los aleatorizados en bloques. El diseRo completamente alea 
tor iz ado tiene la venta j a de que es el mâs sencillo, pero 
sëlo es util cuando las diferencias entre las unidades 
expérimentales son pequeRas y si el numéro de niveles del 
factor estudiado es reducido. Consiste en asignar al azar 
los tratamientos a la totalidad de las parcelas, por eso
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la variaciôn existante entre dos unidades sometidas al 
mismo nivel de factor se atribuye al error experimental, 
mientras que la variedad manifiesta al aplicarse a dos 
niveles diferentes se explicarâ por el error y por los 
distintos efectos de los niveles.
El diseno en bloques aleatorizados se emplea en 
los casos en que la variabilidad y la homogeneidad de las 
unidades expérimentales es grande.
Cuando hay poca homogeneidad no sabemos si las di­
ferencias encontradas entre dos unidades se deben a que 
los efectos reales de los tratamientos son distintos o 
a la heterogeneidad de los datos disponibles. Por eso se 
dividen las unidades expérimentales en sustratos muy homo- 
géneos, realizando después la distribuciôn aleatoria den- 
tro de cada bloque, de tal forma que las diferencias obser 
vacionales en un mismo bloque se deberân a la variabilidad 
entre las parcelas del bloque y a los distintos efectos 
producidos por los tratamientos, mientras que las diferen­
cias observacionales entre bloques son causadas por lo 
anterior y ademâs influye la variabilidad de los bloques.
^Qué alcance concedemos a las conclusiones del anâ­
lisis de la varianza? Tenemos dos posibilidades, una es 
obtener informaciôn compléta limitando la inferencia que 
realizamos respecto de la influencia o efectos de las cau­
sas a las poblaciones seleccionadas inicialmente, la otra
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es generalizar a un colectivo mâs amplio, del cual las 
poblaciones citadas son sôlo una parte, produciêndose in­
complet itud informativa que es fuente de aleatoriedad y 
justifies la clasificaciôn en modelos de efectos fijos 
y modelos de efectos aleatorios.
Como las clasificaciones citadas no se excluyen 
entre sî, permiten elaborar la siguiente tipologîa del 
anâlisis de la varianza:
Modelos de 
clasificaciôn
Simple
Aleatorizados
Completamente
En bloques
Doble
etc.
Completamente
En bloques
de Efectos 
Fijos
Aleatorios
Fijos
Aleatorios
Fijos
Aleatorios
Fijos
Aleatorios
Los problemas que surgen al manejar poblaciones 
con distribuciôn de probabilidad distinta a la normal han 
sido estudiados por M.G. Kendall en "The Advanced Theory 
of Statistics”, 1947. Aunque Fisher fue el primero en com- 
probar que la hipôtesis de no normalidad aplicada a los 
residuos, no introducia errores graves, excepto en los 
casos en que habia asimetria mâxima en la distribuciôn
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de probabilidad considerada. Segûn sus câlculos, la no 
normalidad para un nivel de signif icaciôn del 1% hace que 
la probabilidad verdadera de la F de Snedecor esté situada 
entre el 0,5% y el 2%, y si aumenteunos el nivel de signi- 
ficaciôn hasta el 5%, la probabilidad verdadera de la F 
variarâ del 4% al 7%. Luego, estas diferencias se producen 
porque la no normalidad comporta la aceptaciôn de demasia- 
dos resultados como significativos.
La parte bâsica del anâlisis de la varianza es que 
permite la descomposiciôn de toda la informaciôn potencial 
de los datos en partes distintas que reflejan aspectos 
especificos del experimento, consiguiendo la separaciôn 
e identificaciôn de los factores que contribuyen a la dis- 
persiôn de los datos observados.
STC = SCO + SCE
La suma total de cuadrados STC mide la variabilidad 
muestral general y es igual a la suma de cuadrados dentro 
SCO que refleja las diferencias producidas por el azar 
muestral y por las causas no incorporadas en el anâlisis, 
mâs la suma de cuadrados entre SCE que justifies la fluc- 
tuaciôn muestral y la incidencia de la causa o factor es­
tudiado, es decir, existe sôlo cuando hay heterogeneidad 
entre las poblaciones, si Hq es cierta recoge sôlo la flue 
tuaciôn muestral.
La contrastaciôn de la hipôtesis nula Hq requiere ela
259
borar un estadîstico d, tal que: 
a » P(d >d^/Hg)
Cada uno de los modelos descritos con anterioridad 
da lugar a una distribuciôn distinta del estadîstico d, 
asî por ejemplo, en el modelo de clasificaciôn simple, 
completamente aleatorizado y con efectos fijos,
. _ SCE/K-1 
^ " SCD/K(n-lV
se distribuye como una K(n-l)' K el numéro de
poblaciones y n el tamano de todas las muestras. Luego, 
la regiôn crîtica es:
^  ^^K-l,K(n-l)
Si la hipôtesis Hq de igualdad de médias résulta 
rechazada, el anâlisis de la varianza no indica dônde re­
side la diferencia entre las poblaciones, es decir, no 
précisa cuâl es la poblaciôn cuya media difiere de las 
demâs y para averiguarlo hay que bajar al contraste dos 
a dos.
El problems surge entonces con la transitividad, 
pudiêndose rechazar que très médias de très poblaciones 
sean iguales y sin embargo lo son dos a dos. La transi­
tividad no tiene necesariamente que darse en un espacio 
estocâstico.
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III.1.2.2 Anâlisis factorial
Se denomina anâlisis factorial a un conjunto de 
métodos caracterizados por intentar reducir la dimension 
de la estructura con la que describimos una parte de la 
realidad, en base a la proyecciôn de un espacio de dimen­
sion K, deliroitado por las caracteristicas inicialmente 
observadas, en el espacio definido por las cualidades mâs 
relevantes.
Como veremos después, los modelos de regresiôn pre- 
suponen cuâles son las variables explicatives y qué varia­
ble es la explicada, ademâs consideran que a esta relaciôn 
de dependencia le corresponde una determinada estructura 
maternâtica, que normalmente viene descrita por una fun- 
ciôn. El estudio de la regresiôn tiene varias fases, co- 
mienza calculando los parâmetros mediante la estimaciôn, 
para después contrastar o validar el modelo con tests, 
estudiar la correlaciôn, etc. Al final te puedes encontrar 
con que la determinaciôn es muy pequena, incluso con el 
caso extremo de que los coeficientes de regresiôn son nu- 
los, teniendo que admitir que el modelo elegido no explica 
nada.
En el anâlisis factorial ocurre todo lo contrario, 
se escogen como variables explicatives todas las variables 
que puedan existir y en cuanto a su estructura surgirâ 
sôlo si realmente la hay, y si no, no saldrâ. Esto hace
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que sea innecesario contrastar a posteriori el modelo, 
pues emerge del conjunto de observaciones.
Otra particularidad del anâlisis factorial, es que 
permite trabajar simultâneamente con magnitudes o varia­
bles cualitativas, cuantitativas, discrètes, continuas, 
homogéneas o heterogêneas. Por eso, las estructuras que 
proporciona suelen ser lineales, ya que la linealidad es 
la ûnica que respeta la cualidad de cada elemento que in­
terviene. En cuanto al anâlisis de regresiôn y al de la 
varianza trabajan siempre con todas las variables explica­
tives en la misma unidad de medida.
Todo proceso de observaciôn debe permitir el mâximo 
conocimiento de la realidad examinada, una profunda nociôn 
de los instrumentos empleados y unos objetivos especîficos 
que alcanzar. Cuando se habla de recoger la posiciôn rela­
tiva de los datos nos estamos refiriendo a la proximidad 
o lejanla de los mismos y, por tanto, a la distancia que 
hay entre ellos.
Desde el punto de vista matemâtico existen très 
escalas, la nominal A ^ B que procédé de la equivalencia 
y de la clasificaciôn (si - no, hombre - mujer, etc.), 
la de orden A <B que especif ica (mayor - menor), y la de 
intervalos B - A ■> 5 unidades. La cuantificaciôn es muy 
inq>ortante, ya que al ascender en el nivel de las escalas 
se obtiene mâs informaciôn, conçrobândose fâcilmente que 
la de intervalos incluye la de orden y las dos la nomi-
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nal. El ideal es llegar a la mâxima escala, aunque hay 
veces que no podemos acceder a.ella o bien no es necesario 
tanto aporte informativo en la soluciôn de un problema 
concreto.
El proceso de medicion de las K caracteristicas 
que se quieren estudiar sobre el conjunto de observacio­
nes produce una K-upla de estructuras de distinta natura­
leza, de orden, nominales o de intervalo; definiendo cada 
estructura una dimension. En consecuencia, las estructuras 
obtenidas con el anâlisis factorial no pueden agregarse 
porque son heterogêneas.
En el anâlisis factorial la influencia del observa- 
dor no es definitive, si bien el subjetivismo interviene 
en la representatividad de la tabla de datos X, ya cpie 
contribuye en la elecciôn de las caracteristicas que per­
miten establecer la pertenencia de una observaciôn a dicho 
conjunto. Mientras c[ue las restricciones tienen mayor 
transcendencia, pues senalan las situaciones en las que 
se puede emplear dicho anâlisis, clarifican sus limitacio- 
nes y resaltan los inconvenientes.
Aparecen restricciones cuando se considéra que el 
conjunto de observaciones X es un espacio vectorial, cuya 
dimensiôn es K si nos referimos a las observaciones y N 
si reparamos en las caracteristicas. Esta informaciôn acep 
ta que la suma de dos observaciones es otra observaciôn 
y de forma équivalente que la suma de dos caracteristicas
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es otra caracterîstica. Generalizândolo segûn las dos ope- 
raciones que configuran la estructura de espacio vecto­
rial, tendremos que toda combinaciôn lineal de observa­
ciones sera una observaciôn y tambiên, la combinaciôn li­
neal de caracteristicas darâ lugar a una caracteristica. 
Por tanto, en el caso de que carezca de senti do combiner 
determinadas observaciones o caracteristicas no podremos 
emplear el anâlisis factorial.
Con los espacios ocurre lo mismo que con las esca­
las de medida. El mâs sencillo es el topolôgico que se 
refiere a (cerca - lejos), después estâ el proyectivo que 
detalla (delante - detrâs - derecha - izquierda), y final­
mente el espacio mêtrico que incluye una distancia, es 
decir, una mêtrica. El espacio mêtrico proporciona mâs 
informaciôn que el proyectivo y ambos mâs que el topolô­
gico.
Asimismo, haremos la conjetura de que la naturaleza 
de los datos es una restricciôn impuesta que influye en 
la elecciôn de la distancia entre dos vectores observa­
ciôn, o bien, entre dos vectores caracterîstica.
Si partimos exclusivamente de dos observaciones, 
el anâlisis de regresiôn implica una proyecciôn sobre el 
eje de la variable explicative prefijada, que produce una 
deformaciôn de la posiciôn relativa entre los dos puntos 
del conjunto de observaciones. El planteamiento del anâli­
sis factorial es tôtaImente distinto, ya que busea un nue-
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VO sistema de referenda que recoja lo mejor posible la 
variabilidad de las observaciones. Con un simple giro o 
rotacion de los dos ejes iniciales se obtienen dos direc- 
ciones inéditas denominadas factores, que se caracterizan 
por ser una, paralela al segroento que une los dos puntos 
y, por tanto, explica el 100% de la distancia que los sé­
para; mientras que la otra no explica nada, el 0%, debido 
a que la proyecciôn sobre ella es un punto. Los ejes se 
giran hasta la posiciôn donde la perdida de informaciôn 
es minima.
En la reducciôn de dimensiôn del espacio vectorial 
ni intervienen restricciones ni contribuye el subjetivis­
mo, sôlo hay que tener en cuenta el principle de minimiza- 
ciôn de la pérdida de informaciôn referente a la posiciôn 
relativa de las observaciones o de las caracteristicas, 
segûn sea el caso.
El proceso de disminuciôn de dimensiôn posee dos 
peculiaridades, una es que las particiones y ordenaciones 
simultâneas que obtiene conservan la mâxima informaciôn 
acerca de la posiciôn relativa de los puntos que represen- 
tan observaciones o caracteristicas. El otro, se refiere 
a la consecuciôn de varios ejes factoriales con los que 
describir las relaciones esenciales y déterminantes de 
la estructura real de los datos, que permanecen ocultas 
a la observaciôn directa debido a la complejidad de la 
informaciôn inicial.
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Los ejes factoriales se seleccionan de tal forma 
que optimicen la inercia de la nube de puntos, lo c[ue se 
consigne si la posiciôn relativa entre dos puntos cuales- 
quiera permanece inalterable.
El control de la participaciôn de cada una de las 
variables en el comportamiento de la nube de puntos, se 
consigne mediante los correspondientes autovalores que 
definen los autovectores como direcciones principales del 
elipsoide de inercia. Los autovalores expresan el porcen- 
taje de explicaciôn de cada una de las variables respecto 
de la posiciôn relativa del conjunto de puntos de la nube, 
lo que permite jerarquizarlas de mayor a menor poder des­
criptive.
El método factorial es de aproximaciôn vigilada, 
en cualquier momento conoces el error que cometes al ex- 
cluir alguna variable del anâlisis, pues la suma de los 
autovalores de las variables que aceptas informa del grado 
de explicaciôn que consigues con ellas y la suma de los 
autovalores de las variables que rechazas indica la expli­
caciôn que pierdes.
Lo normal es que entre la primera, segunda y terce- 
ra variable o factor se explicpie del 98 al 99% del conjun­
to de observaciones, esto hace que la supresiôn del reste 
de las variables contenga un coste que no suele llegar 
al 2%. Ademâs, como todas las variables estân jerarquiza- 
das siempre se puede mejorar la aproximaciôn incluyendo
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nuevas variables.
Hemos visto que la jerarquîa proporcionada por el 
anâlisis factorial se fundamenta en la elecciôn de una 
distancia o diferencia entre los elementos de la tabla, 
permitiéndonos conocer los distintos grados de pérdida 
de informaciôn que conlleva la sucesiva reducciôn de di­
mensiôn. Los umbrales de cada variable, una vez escogida 
la pérdida de informaciôn que estamos dispuestos a asumir, 
facilita la elecciôn de cuantas variables se utilizaran.
Describiremos ahora el método factorial, empezando 
por suponer dado el espacio vectorial en el que se si­
tua una nube de N puntos definida por las coordenadas 
tal que i = 1, ..., N y j = 1, ..., k. Cada punto
estâ provisto de una masa m^ y la métrica utilizada es 
la euclidiana canônica, por tanto, el producto escalar 
de dos vectores sera el producto matricial de la traspues- 
ta de uno de los dos vectoi;es columna por el otro vector.
Cada direcciôn de R^ se puede representar mediante 
un vector unitario U, de coordenadas U^. La inercia expli­
cada por la direcciôn U respecto del punto P que normal­
mente es el origen, aunque a veces se utiliza el centro 
de gravedad de la nube de puntos, es la inercia de los 
puntos obtenidos al proyectar ortogonalmente los X^^ so 
bre el vector U.
La inercia total de la nube de puntos N(I) respecto
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■ij -
la inercia de la direcciôn U se formula asl:
de P se expresa, ( I ) = z  ||X<< - P|| , mientras que
1 ^ ( 0 )  =  r mj^ I I Z ^ l  1^ =  I m ^  U '  X |  U  =
= U' [ r m^ X^ X|] Ü = U ’ V U
La matrix V = ? m^ X^ X| es de orden (K,K), se pue 
de diagonalizar, como Vjj, “ ^j»j» también es simétrica, 
de termine general Vjj, = ç m^ X^j X^j, y con valores pro 
pios Xa, todos elles positives o nulos, ordenados de ma­
yor a mener poder explicative (x^, ...» x^J.
La bûsqueda del primer eje factorial consiste en 
encontrar una direcciôn del espacio que maximice la expre- 
siôn I^(U) » U'VU. El mêtodo empleado es el de Lagrange, 
bajo la condiciôn de que U'U » 1.
L - U'VU - XU’U
» 2 (VU - XU) - 0 
VU ■ xu
El primer eje factorial es une de les vectores pro- 
pios de V, que denominaremos U^, y como el multiplicador 
de Lagrange es igual al valor propio asociado a ël, 
V Ui - Xi Ui» tendremos que I^(U^) « U£ V Uj^  « x^. La inœ 
cia explica^a per el eje factorial U^ es x^, el valor pro­
pio mës grande de V.
La diagonalizaciôn tiene una argumentaciôn lôgica
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sencilla, pero como hay que aplicarlo iterativamente nece- 
sita un gran volumen de câlculos. Es en esta etapa donde 
el an&lisis factorial consume el mayor tiempo-mâquina,
que se incrementarâ al ir aumentando la dimension de V.
Aunque el anâlisis factorial surge en 1920, se aban 
don a debido a la magnitud de los câlculos. La apariciôn 
de los ordenadores a mediados de los anos sesenta hace
que se vue1va a reconsiderar su utilizaciôn, pero de todas 
formas el numéro de experiencias con este tipo de técnicas 
es escaso, por eso muchas de las interpretaciones estân
todavia por hacerse e incluso las pocas interpretaciones
existantes resultan poco familiares.
El subespacio de P dimensiones que especifica la 
maxima inercia es el que contiene los P primeros vectores 
propios Uj^ , ..., Up de V. La inercia explicada por un sub­
espacio es igual a la suma de sus valores propios corres- 
pondientes + ... + Xp. Por tanto, si P = K, la inercia
justificada con la traza de V (T^ = x^ + x^ + ... + x^) es 
la de todo el espacio.
Los ejes factoriales hallados son las direcciones 
del espacio a lo largo de las cuales se conserva la mejor 
representaciôn de las distancias entre los puntos de la 
nube. Se puede medir la parte de inercia explicada por 
un eje factorial cualquiera de rango a, con tal de especi- 
ficar el cociente x^/T^.
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Finalmente se escogen tantos ejes factoriales como 
nivel de explicaciôn se pretenda, en base a seleccionar 
tantos autovalores correspondientes a los ejes, cuya suma 
sea la inercia escogida.
J.P. Guilford en "When not to factor Analyze”, 
1952, describe cuales son los errores m&s frecuentes a 
la hora de aplicar el anâlisis factorial. Entre ellos des- 
tacaremos los siguientes:
IS) Recoger los datos antes de planificar el anâli­
sis factorial.
2>) Emplear variables con distribuciones muy sesga- 
das y regresiones no lineales.
3s) Incluir variables similares.
4») Utilizer variables dependientes entre sî.
5>) Seleccionar un numéro elevado de factores, ya 
que son necesarios mâs de cinco variables por 
cada factor.
6<) Elegir un tamaho muestral tan pequeHo que impi- 
da conseguir correlaciones estaibles.
7») Combiner dos grupos distintos con estructuras 
factoriales diferentes.
8>) Concebir una soluciôn ortogonal en los casos 
en que una soluciôn oblîcua proporciona la re-
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presentaciôn de los datos optima.
9 9 ) Producir un grado de oblicuidad injustificado.
IQB) Sacar conclusiones acerca de los factores sin 
poseer suficiente evidencia verificadora, tal 
cosa ocurre cuando la explicaciôn de los auto­
valores es pequena y no existe informaciôn ex­
terna confirraadora.
III.1.2.2.1 Anâlisis de componentes principales
El primero en utilizer el anâlisis de componentes 
principales fue Hotelling en 1933, de manera que es el 
mâs antiguo de los métodos de anâlisis de datos. Se basa 
en la idea de que los puntos prôximos de la nube suelen 
représenter comportamientos anâlogos, por eso conviene 
estudiar la mayor o menor cercania entre los datos en lu- 
gar de averiguar cuâl es la posiciôn de la nube respecto 
de un sistema de referenda. Su interés prâctico es énor­
me, ya que puede emplearse en el estudio de las matrices 
de correlaciones y también en el de las tablas de distan­
cias .
El anâlisis de componentes principales consiste 
en proyectar la nube de P puntos en sobre unos pianos, 
de tal manera que la proyecciôn, déformé lo ménos posible 
la estructura de los datos.
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Supondremos que la nube de P puntos representative 
de N individuos sobre los que observaunos los valores de 
K variables es centrada y normada, es decir, que cada va­
riable ha sufrido una transformaciôn lineal por la que 
su media pasa a ser cero y su varianza uno.
Siendo el valor de la variable j para el indivi 
duo i, tendremos como nuevos valores;
con.
"j ■ T  f '*13 ■ "3 '^
Ademâs, asociaunos una masa unidad a cada punto .
Esta transformaciôn permite eliminar el efecto ar- 
bitrario producido por la elecciôn de unidades de medida 
en la nube de puntos N(I) y el centro de gravedad se en- 
cuentra en el origen de R^, por tanto, utilizaremos la
métrica euclidiana canônica.
El siguiente paso es diagonalizar la matriz simé-
trica V de tamano (K,K), con término general:
Vjj. . I X,j X,j.
ya que m^ = 1.
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Designando por X a la matriz (N,K) de les ten­
dremos que V a XX.
Una vez identificados los valores y vectores pro­
pios de V se puede visualizar la nube N(I) mediante su 
proyecciôn sobre los pianos definidos por los pares de 
vectores propios. La proximidad entre dos puntos X ^ y X|si£ 
nifica que los valores de y de K^ij estân muy cerca el 
uno del otro para todos los j.
La inercia total de la nube de puntos N(I) es igual 
a NK, al ser la varianza uno a lo largo de cada eje en 
la base canônica. Por consiguiente, la varianza total es 
igual a K y como la inercia es el producto de la varianza 
por la masa total, résulta que valdrâ NK. Sabemos también 
que la inercia explicada por el primer eje factorial es 
forzosamente superior o igual a la inercia justificada 
mediante uno de los ejes de la base canônica, donde:
Si en vez de construir y analizar la nube de indi­
viduos nos interesa aplicar el anâlisis de componentes 
principales a la nube de variables N(J), asociaremos a 
cada variable j un punto y^ de R^, siendo la i-ésima coor- 
denada:
1y
N
X =
oj / w
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La masa de cada punto se toma como la unidad pa­
ra simplificar.
Yj se obtiene a partir de Pj mediante dos operacio- 
nes, proyecciôn sobre el subespacio de N-1 dimensiones 
ortogonal al vector donde todas las componentes son uno 
y proyecciôn del centro en una esfera de origen cero y 
radio uno. Por eso, todos los puntos y^ estân situados 
sobre la esfera (0,1) y en el subespacio ortogonal al vec­
tor (1,1,1,...,1).
El coeficiente de correlaciôn entre las variables 
j y j' es;
ij Oj Cj , (ïj I
' - r  Vjj.
mientras que el coeficiente de correlaciôn de las varia­
bles j y j ' es igual al producto escalar de los vectores 
y: e y...
La distancia entre y^ e y^,, depende del coeficien- 
te de correlaciôn p^j, = y^ y ^ , pues ;
ilyj - yj.M^ “ llyjli^ + lly^.M^ - 2 y^ y^,
Ilyjl1^  » Ilyj.I1^  = 1
luego;
i y j  -  y j . 1 1 ^  *  2  ( 1  -  P j j . )
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Produciéndose los siguientes casos:
a) Si las variables j y j' tienen una correlaciôn 
de +1, los dos puntos se confunden;
I lyj - yj. 11 = 0
b) Si j y j' son independientes = 0, entonces
los vectores (yj «y^,) son ortogonales, resultan-
do que :
lyj - yj. 11 = 2
c) Si la correlaciôn de las variables (j.j*) es 
-1, Ilyj - yj I I I = 2 ,  por tanto, los puntos 
(yjfyji) se encuentran en lugares diametraimente 
opuestos sobre la esfera (0,1).
La nube N(I) de puntos-variables no esta nunca cen­
trada, pues el origen no coincide con su centro de grave­
dad. Para realizar el anâlisis factorial de N (I) a partir 
de su origen necesitamos diagonalizar la matriz r de or­
den (N,N) y con término general;
y,,,  ^ ï yij yi.j = —   ^ x,Aij „^,j
] ]
Luego r = —^  XX', siendo X la matriz (N,K) de los
Xij.
r tiene los mismos vectores propios que V = XX* 
y sus valores propios son los de V divididos por N;
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Entonces, la inercia total de N(J) sera K.
- Ug es el vector propio de V asociado al valor pro­
pio ^ 0, es el vector propio unitario de r asocia­
do al valor propio x^/N. Definiendo X U, , que
1
tambien puede expresarse como U* = — ---  X' Wo, se logra
calcular las coordenadas de los puntos-individuo sobre 
los ejes factoriales Fg (i) si se conocen los vectores y 
valores propios de la matriz de inercia de los puntos-va 
riable.
La coordenada Fg(i) de X^ sobre es la i-ésima 
coordenada del vector XUg de R^, que représentâmes por:
Fg{i) . W^./T7
Recîprocamente, es suf iciente con sedser cuâl es 
la matriz de inercia de los puntos-individuo para lograr 
una representaciôn euclidiana de los puntos-variable. La 
coordenada G^(j) de y^ sobre el eje factorial unitario 
Wg es la j-esima coordenada del vector — -—  X'W^ de R^,don 
de :
Gg(i) = Ug.^'N
Estas relaciones son el origen de dos aplicaciones 
del anâlisis de componentes principales, la representaciôn 
euclidiana de un conjunto de variables a partir de una
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matriz de correlaciones y la representaciôn euclidiana 
de un conjunto de individuos apoyândose en una tabla de 
distancias.
Las coordenadas de los puntos sobre un eje facto­
rial cualquiera son proporcionales a los cosenos directores 
del eje factorial asociado perteneciente al anâlisis al- 
ternativo, con independencia de que nos estemos refiriendo 
a los puntos-individuo o a los puntos-variable.
Con la utilizaciôn de un anâlisis factorial ûnico 
y la propiedad anterior, se consiguen las proyecciones 
de las nubes N(I) y N(J) sobre los ejes factoriales asocia 
dos Ug y Wg.
Gg(j) = I X. . F,(i)
En el anâlisis de componentes principales se rotan 
los ejes y aunque esto puede parecer que mantiene la di- 
mensiôn del espacio, realmente la disminuye, ya que habrâ 
ejes que no expliquen nada y podemos olvidarnos de ellos.
En cuanto a sus limitaciones, tenemos que con una 
poblaciôn dada, los resultados del anâlisis dependerân 
de cômo esté configurada la nube N(J), es decir, de qué 
variables escojamos. Por otra parte, la proyecciôn sobre 
los pianos formados por pares de ejes factoriales suele
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deformar la nube, pues se alteran mâs unos puntos que 
otros. Asimismo, hay veces que résulta imposible asegurar 
la certeza de los ejes factoriales, o su explicaciôn es 
tan évidente que el anâlisis se considéra innecesario. 
Conjunteunente con los casos anteriores encontramos que 
no siempre es posible dar una interpretaciôn econômica 
de los ejes.
III.1.2.2.2 Anâlisis de correspondencias
En tanto que mecanismo de câlculo, el anâlisis de 
correspondencias puede aplicarse a cualquier tabla de nu­
méros positivos o nulos, pero si queremos que los resulta­
dos tengan interpretaciôn se debe utilizer nada mâs que 
en tablas de contingencia y por extensiôn en otras que 
no siêndolo se transforman con ponderaciones en tablas 
de contingencia. Esta extensiôn présenta ciertos riesgos 
y sus conclusiones hay que aceptarlas con prudencia.
Una tabla es de contingencia si tiene sentido la 
suma de casos, ya sea por filas o por columnas, aunque 
con modificaciones también se consideran de contingencia, 
las tablas yuxtapuestas de contingencia, las tablas de 
signes, las tablas lôgicas, series cronolôgicas, etc.
Comenzaremos el estudio de este anâlisis con la 
especificaciôn de una correspondencia entre dos conjuntos 
finitos I y J mediante una ley de probabilidad sobre el
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producto ixJ. En las aplicaciones practices nunca se cono- 
ce el valor de Pjj» sino la distribuciôn de frecuencias 
en^iricas observada en una poblaciôn E.
La poblaciôn E posee S elementos de los que N son 
modalidades I, y K son modalidades de J. Para N y K fini­
tos el entrecruzeuniento IxJ es una tabla de contingencia 
de N filas y K columnas, con término general S^j.
Suponiendo que las frecuencias empiricas f^j se ob- 
tienen como f^j « S^^j/S se puede asociar a la tabla de 
contingencia dos nube s de puntos N(I) y N(J). N(I) esta 
formada por N puntos situados en el espacio R^, cada uno
con masa f^ y coordenada X^j * f^ ; mientras que N(J) se 
compone c 
l'ij ■
de K puntos y^ de R**, con masa f^ y coordenadas
En N (I ) se utilize la métrica chi-cuadrado centrada 
sobre la distribuciôn marginal f^, tal que:
d^(X. ,X. . ) - I - r  (f^ - fï)^
1 1  i 5
De forma équivalente N(J) emplea la métrica chi- 
cuadrado centrada en la marginal f^ para :
d^(y.,y.,) = Z ^  (f? -1 1  i li 1 1
El anâlisis de las correspondencias tiene la venta- 
ja de que la chi-cuadrado es una funciôn de entropie que 
mi de la cantidad de informaciôn que se pierde al ir redu- 
ciendo la dimensiôn de la estructura.
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En el caso de querer usar la métrica euclidiana 
canônica hay que modificar las coordenadas de los puntos. 
Esta simplif icaciôn de la métrica va a suponer una mayor 
complejidad en las coordenadas, ya que:
X, ^  » — -—  f'
/T~ ]
1
La inercia de las nube s N(I) y N(J) es la medida 
aproximada de la informaciôn que aporta la tabla de con­
tingencia. Asl, por ejemplo, la inercia de N(I) es igual
i i *a la distancia entre las distribuciones fj y f^ , calcula- 
da segûn la métrica chi-cuadrado y centrada sobre f^. Esta 
proximidad o alejamiento de los puntos X^ y X^, de N(I) se 
puede interpreter también como una separaciôn entre estruc 
turas.
De todas las métricas que permiten calcular una 
distancia entre distribuciones, la chi-cuadrado es la ûni- 
ca que admite la equivalencia de las distribuciones. Segûn 
esta propiedad es factible reemplazar dos lineas i e i' 
de la tabla, taies que fj » fj , por la fila i" sin que se 
modifiquen las distancias d^(y^,y^,) en la nube N(J), pues
^i-i fij + fi.j.
Se reduce en una unidad el numéro de lîneas de la 
tabla y la dimensiôn del espacio, sin variar las distan­
cias de N(J).
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El accéder a una pérdida de informaciôn se justifi­
es con la ganancia obtenida en significado, por eso la 
interpretaciôn de los resultados es la etapa mâs larga 
e importante del proceso, exigiendo en ocasiones la reali- 
zaciôn de nuevos câlculos.
Veamos algunas conclusiones:
1*) La distancia entre las proyecciones de dos pun­
tos i e i' de N(I) es la imagen inferida median 
te los efectos de perspective proyectiva de 
la distancia entre las distribuciones fj y f^ . 
Representaciôn que lleva a considérer el anâli­
sis de correspondencias como un estudio detalla 
do de las diferencias existantes entre la tabla 
de contingencia f^j y la tabla f^.fj, producto 
de sus distribuciones marginales.
2*) La contribuciôn a la inercia del punto de ma 
sa f^ respecto del eje a es:
CTR„(i) » f. F^(i)
o *g 1 G
Si el valor de f^ es pequeno, un punto con 
|F^(i)| muy grande puede no contribuir fuerte- 
mente a la inercia de ese eje y reciprocamente, 
un valor débil lF^(i)| es factible que posea un 
gran CTR^(i) si su masa f^ es abundante.
3*) Cada anâlisis de correspondencias comporta la 
realizaciôn de dos anâlisis factoriales, uno
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sobre la nube N(I) y otro respecto de N(J). 
La venta j a esté en que podemos transiter siem­
pre que lo deseemos por los ejes de N(I) 
y de N(J) para pasar de una nube a otra.
4*) La interpretaciôn demanda volver nuevamente 
a la tabla inicial de los K^j, f^ y f^. Ne
cesitamos utilizar estadisticas diferentes a 
las anteriores con la finalidad de que ayuden 
a precisar dicha tabla, las nuevas variables 
que obtengamos las representaremos como varia­
bles ilustrativas.
La variedad de casos prâcticos desanima a realizar 
una sistematizaciôn mâs exhaustiva de las interpretaciones 
del anâlisis de correspondencias. Es un mêtodo empîrico 
y por tanto susceptible de amplieurse, adapterse, etc.
III.1.2.2.3 Anâlisis discriminante
El anâlisis discriminante es un mêtodo descriptivo 
y de estimaciôn muy eficaz, ademâs su campo de aplicacio­
nes es extenso. Hay autores cjue lo consideran el procedi- 
miento de regresiôn de las variables cualitativas.
Sea una poblaciôn de N individuos sobre los que 
se miden K variables cuantitativas centradas. Los indivi­
duos estân representados por una nube N(I) de N puntos 
en R^, asociamos a cada la masa unidad. Como las
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variables toman los valores centrados el centro de
gravedad de la nube esta en el origen de R^.
Incorporâmes una variable cualitativa Y que asigna 
a cada individuo una unica modalidad de las m que tiene 
Y, siendo n^ el numéro de individuos que posee la modali­
dad K. Por tanto, Y détermina en I una particiôn, tal que 
N(I^) es la nube de individuos con la modalidad K.
N(I) » U N(I„)
K ^
El centro de gravedad de N(I^) se denomina G^, sien 
do su coordenada:
" ' 4 '  iGlK ""'i
con masa n^.
Se puede generar una nube de m puntos G^ que desig­
ner emos N(G).
Segûn el teorema de Huygens, la inercia de N{I) 
se puede expresar como la suma de la inercia entre clases 
y la inercia interna de cada clase:
I„(I) - I„IS) * I
supondremos que la inercia interna corresponde a una nube 
N'(I) de puntos » X^ - Gj^ .
Si denominamos T, E y D a las matrices de inercia 
respectives de N(I), N(G) y N'(I), el anâlisis discrimi­
nante consiste en descubrir una direcciôn U en R^ tal que.
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sea maxima; lo que équivale a hacer maximo debi­
do a la igualdad U'TU = U'EU + U'DU.
Se puede asociar una forma lineal F(i) * (U/X^ )^ de 
varianza g U'TU, a todo vector unitario de R^. Discriminer 
es intenter diferenciar, por tanto, la finalidad del an&- 
lisis discriminante consiste en identificar cuâl de las 
formas lineales definidas sobre las K variables j, es la 
que pone de manifiesto la mayor separaciôn entre las cla­
ses.
que:
Empleando los multiplicadores de Lagrange tenemos
L - U'EU - X U'DU 
1 ^ - 2  (EU - X DU) » 0
Suponiendo que la matriz D posee inversa, obtenemos 
que D ^E » XU. La soluciôn del anâlisis discriminante serâ 
el vector propio U de D ^E que contenga el mayor valor 
propio X -
El procedimiento se complica cuando buscamos, no 
una direcciôn U, sino un subespacio definido por los vec­
tores U^, ...» U^, ..., Up: pues habrâ que exeuninar la
proyecciôn de las nubes sobre este subespacio, teniendo
en cuenta que la razôn varianza entre clases y varianza 
en las clases debe ser mâxima, que el operador D ^E no es 
simétrico y que en consecuencia los vectores propios no
284
son ortogonales. La forma de recuperar la simetria es ha- 
ciendo un anâlisis factorial de la nube N(G) en base a 
la métrica D aungue teunbién se consigne diagonalizando
el operador simétrico
Como el operador a diagonalizar d '^E es de dimen­
sion K, el anâlisis discriminante resultarâ menos costoso 
si se limita el numéro de variables. Hay dos procedimien- 
tos que lo consiguen, realizar al principio del proceso 
un anâlisis en componentes principales y el método del 
paso a paso.
La transiciôn por el anâlisis de componentes prin­
cipales se usa cuando las variables estân enlazadas me­
diante correlaciones fuertes, lo que permite reemplazarlas 
por un pequeRo numéro de combinaciones lineales que con- 
servan la mayor parte de la informaciôn aportada por 
ellas.
Las combinaciones lineales estân asociadas a los 
primeros ejes F^(i) de un anâlisis en componentes princi­
pales, cuya particularidad reside en que son incorrelacio- 
nadas dos a dos y su inercia es conocida e igual a Xg. Lo 
que lleva a considerar las variables:
con inercia unidad y tomadas por pares su correlaciôn es 
nula.
El anâlisis discriminante queda limitado a diagona-
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lizar la matriz de inercia entre las clases de E calcula- 
das a partir de las Vg(i), que son las coordenadas de una 
nube con matriz de inercia total T igual a la matriz uni­
dad.
En cuanto al procedimiento paso a paso, diremos
que obtiene un resultado aceptable para un coste no muy 
alto. El criterio c[ue se utilize en la seleccion de las 
variables es el hacer mâxima la traza de D~^E, es decir, 
maximizar el cociente ^ % r ï F n î a - " é ^ l ^ c î k % ^ ' siendo:
— £ Xg = — traza (D E)
*^0-1 ^
Esta relaciôn aumenta al hacerse mâs grande el va­
lor de la traza de D ^ E, por lo c[ue se irân escogiendo
las variables segûn sea su proximidad en rendimiento a
la seleccionada en primer lugar.
Hemos visto cômo el anâlisis discriminante pone 
en evidencia la particiôn realizada por la variable cuali­
tativa Y en el conjunto de individuos de los que se han 
observado a la vez K variables j. Las mismas pruebas son 
validas para realizar una clasificaciôn de individuos su- 
plementaria sobre los cuales se contemplan las K variables 
j, pero se desconoce la influencia de Y.
III.1.2.2.4 Anâlisis canônico
Los anâlisis de datos estudiados hasta ahora se
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han justificado por sus grandes posibilidades de aplica- 
ciôn practice. Este no es el caso del anâlisis canônico, 
ya que proporciona resultados difIcilmente interpretables 
y su ûnica defensa es que suministra una visiôn globaliza- 
da de algunos de los anâlisis ya descritos, como son el 
anâlisis de correspondencias y el discriminante.
El anâlisis canônico se efectûa en una poblaciôn 
de N individuos sobre los que se observan los valores de 
P variables X^, ..., Xp y de Q variables Yj^ , ..., Yq . La ma 
triz X de los valores X^j que toma Xj para el individuo 
i es de tamano (N,P), mientras que la matriz Y de las 
Yjjç de Y^ para un individuo i es de tamano (N,Q).
A cada variable Xj e Y^ se le puede asociar un vec­
tor de que denominaremos también Xj e Y^ respectivamen- 
te. Los vectores Xj determinan en R^ un subespacio de P 
dimensiones que representaremos mediante E^; los vectores 
Y^ establecen un subespacio de dimensiôn Q que lleunaremos 
Ey -
Una vez efectuado el producto escalar derivado de 
la métrica euclidiana ordinaria, (Z/T) = z Z^t^, el anâli­
sis canônico pretende encontrar dos vectores Z 6 E^, T 6 Ey 
taies que cos (Z,T) » | [ É U^TlTI | mâximo.
Cuando aumenta el coseno entre dos vectores, el 
ângulo correspondiente se hace mâs pequeno, por tanto he­
mos de buscar dos direcciones E^ y Ey que estén lo mâs
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prôximas posible.
Supongamos que aplicaunos los multiplicadores de 
Lagrange para encontrar dos vectores U € y W 6 taies 
que U'X'X'O » WY'YW » 1, siendo ü’X'YW mâximo.
L - Ü'X'YW - oU'X’XU - 8 WY'Y W  
 ^ ^  » X'YW - 2 oX'XÜ « 0 
^  - Y'XU - 2 8 Y'YW - 0
U'X'YW « 2 oü'X'XÜ « 2 o
{
U'X'YW - 2 8W'Y'YW - 2 8
a » 8 ■ J COS (Z,T)
{ 2 2 
X m COS (Z,T) « 4 o
u - —  (X'X)"^ X'YW 
/ T
^ , JL_ (Y'Y)"^ Y'XU
/ r
La matriz (X'X) tiene inversa porque los vectores 
Xj son libres en R^.
La resoluciôn del problema canônico se encuentra 
mediante ordenador y consiste en hallar los vectores pro­
pios U y W de los operadores:
(X'X)”^ X'Y(Y'Y)"^ Y'X
 ^ -1 -1 (Y'Y)  ^Y'X(X'X) X'Y
que corresponden al mayor de los valores propios de 
X * cos^ (Z,T).
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Las variables e pueden ser cuantitativas o 
bien representar modalidades de una variable cualitativa, 
en cuyo caso X^j « 1 si el individuo posee la modalidad 
representada por la columna j, X^j = 0 si no es asî. A 
veces se reemplazan los X^j por X^^-Xj, pero esta opera- 
cion no es indispensable en el anâlisis canônico y por 
lo general no se realize.
III.1.3 Anâlisis de la regresiôn
La labor esencial de cualquier estudio cientifico 
es descubrir las relaciones générales entre las variables 
observadas y expresar la naturaleza de taies conexiones 
en forma matemâticamente précisa, de modo que se pueda 
predecir el valor de una variable en base al valor de 
otra.
La importancia de la decisiôn por asociaciôn reside 
en que reduce los costes en la toma de decisiones, lo que 
se comprueba fâcilmente, pues en muchos productos una prue 
ba directa de su calidad requiere destruirlos fisicamente, 
sin embargo, algunas de sus propiedades estân relacionadas 
con las caracterîsticas de otros productos, pudiendo éva­
luer las primeras en funciôn de las ultimas. Asî, por ejem 
plo, se détermina la resistencia a la rotura de piezas 
fabricadas con polvo de métal comprimido, calculando la 
densidad media de las piezas; también, se précisa la re-
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sistencia al aire de las juntas de las alas de los aviones 
computando el di&metro de las soldaduras, etc.
Si queremos ahorrar tiempo y dinero en la polltica 
de empleo de una empresa, en lugar de contratar el perso­
nal a prueba, se adopta la polltica de predecir la actua- 
ciôn de un solicitante de empleo al asociarla con los re­
sultados de ciertos tests.
Podemos hallar que una o algunas de las variables 
explicatives son lo suficientemente précisas y permiten 
restringir la investigaciôn a un numéro menor de varia­
bles. Incluso existe la posibilidad de aumentar la preci- 
siôn de la predicciôn, asociando los cambios de unas va­
riables con los de otras, que hacen estimaciones mâs exac­
tes .
El estudio de la conexiôn entre variables tiene 
dos aspectos, el primero analiza el grado de correlaciôn 
de las variables y el segundo concrete la regresiôn o re­
laciôn funcional de las variables claramente conectadas. 
Ambos argumentes se pueden aplicar a dos variables, dando 
lugar al anâlisis simple y a très o mâs variables, que 
es el anâlisis multiple, sin olvidar que es factible su 
tratamiento de forma lineal o no lineal.
La posible asociaciôn de las variables vamos a cir- 
cunscribirla a solamente dos (X,Y), en la hipôtesis de 
que la vinculaciôn entre las variables se establezca a
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través de un modelo lineal, determinaremos el grado de 
relaciôn existante entre ellas mediante el coeficiente 
de correlaciôn poblacional p, que se define en termines 
de la covarianza de X e Y.
p « 9°^. tal que - 1 < p < + 1
El coef iciente p es un numéro, pues se obtiene 
como cociente de la covarianza y el producto de sus res­
pectives desviaciones tlpicas. Cuando la cov (X,Y) « 0, 
p también vale cero indicando la ausencia de relaciôn en­
tre las dos variables; si la covariabilidad es perfects 
encontramos dos eventualidades, que. X e Y varien en la 
misma direcciôn proporcionando un p = +1 y que evolucio- 
nen de forma opuesta obteniéndose o = - l .
No siempre son asequibles los datos poblacionales 
y entonces hay que recurrir al coeficiente de correlaciôn 
muestral r extraido de una muestra de n pares de observa- 
ciones, suponiendo que los valores de X e Y son aleato- 
rios, aunque no necesarlamente independientes. La estima­
ciôn conseguida en r no puede generalizarse a p debido 
al error muestral, por lo tanto, ni siquiera el signo de 
r tiene que coincidir con el correspondiente de p . Sin 
embargo al contraster la hipôtesis nula de que no existe 
correlaciônen la poblaciôn encontramos que la distribuciôn 
muestral de r sufre modificaciones con las variaciones 
de p y del tamano muestral.
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Cuando la distribuciôn poblacional es desconocida, 
no se puede hallar el grado de relaciôn entre X e ï con 
el coeficiente de correlaciôn; la forma de obtenerlo con­
siste en extraer una muestra aleatoria de n pares de va­
lores y con ella establecer la covariabilidad mediante 
el coeficiente de correlaciôn por rango desarrollado en 
1904, por C. Spearman.
El coeficiente de Spearman es bastante eficaz en 
los casos en que sôlo se conoce el orden de los individuos 
de un grupo y si les podemos asignar un numéro que indique 
su rango. El uno se le concede al primero en cantidad, 
calidad, etc., el dos para el segundo y asî sucesivamente 
hasta llegar al n-ésimo.
Llamando X^ al rango del individuo i-ésimo de la 
variable X e al de la variable Y, el coef iciente de 
correlaciôn por rango de Spearman se define como:
6 I (X,-Y, )2
r„ ■ 1 -------- K--------  en el que -1 < r, < +1
® n (n^ -1) ®
Reflejando r^ » -1 la correlaciôn perfecta negati- 
va, r^ « +1 correlaciôn perfecta positiva, y r^ » 0, ausen 
cia de cualquier relaciôn entre los dos conjuntos de ran­
ges.
Los conceptos de correlaciôn y de causalidad crean 
a veces confusiôn, siendo conveniente establecer sus dife­
rencias. Asî, por ejemplo, hay que resaltar, que la pre-
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sencia de correlaciôn no impliea causalidad, pero la exis 
tencia de causalidad siempre requiere una conexiôn como 
la correlaciôn. La evidencia estadîstica solo llega a es- 
tablecer la presencia o ausencia de relaciôn entre las 
variables, en cuanto a que baya o no causalidad dependerâ 
del razonêuniento empleado.
Encontramos varies motives que justifican la afir- 
maciôn anterior, la causalidad no tiene que ser consecuen- 
cia de la correlaciôn ya que esta asociaciôn de las varia­
bles puede deberse a la aleatoriedad o a la influencia 
de un tercer factor comûn a las dos, o porque es imposible 
determinar cuâl de las dos variables es la causa y cuâl 
el efecto, por ser ambas causa-efecto al mismo tiempo, 
por interc2onbiar su carâcter en ciertos mementos, etc.
Pasaremos ahora a describir el anâlisis de regre- 
siôn. En realidad es un proceso de predicciôn que en la 
mayoria de les cases ignora cuâl es la distribuciôn pobla- 
cional y tiene que recurrir a datos muestrales para con- 
cretar la forma de la relaciôn existante entre las varia­
bles poblacionales. Désarroilemos primero el modele de 
regresiôn lineal simple.
La poblaciôn del modele de regresiôn simple es bi- 
variante (X,Y) y en él se supone que los valores de una 
de las variables estân en cierta forma conexionados con 
la cuantîa tomada por la otra variable. Se aprecian sub- 
poblaciones de Y cuya medida es el valor esperado de Y
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segûn una X dada, pudiendo expresar la relaciôn media en­
tre las variables con la ecuaciôn lineal:
E(Y/X) * A + BX
' Los valores de Y en cada subpoblaciôn se represen- 
tan de la forma y = E(Y/X) + e, donde e es la desviaciôn 
del valor real de Y respecto del valor esperado, tal que 
E(e) - 0. Finalmente, supondremos que las varianzas de 
todas las subpoblaciones son idênticas entre si e iguales 
a la varianza del error.
V(Y) « E [Y - E(Y/X)]^ » oj - Oj - ... “ *
» V(e)
El objetivo principal de la regresiôn lineal con­
siste en estimar los coeficientes de regresiôn poblacional 
A y B, mediante n observaciones de pares muestrales 
(Xi,Yi), (Xj.Yj), ..., (X^,Y^). Si no se conocen las dis­
tribue iones de las subpoblaciones Y, de acuerdo con el 
teorema de Gauss-Harkov, el mejor estimador lineal de 
(A+BX) se consigne con el mêtodo de los minimos cuadrados. 
El método de los minimos cuadrados minimisa la suma de 
las desviaciones al cuadrado de los valores de y reales 
respecto de los ÿ estimados, haciendo que:
K y  - ÿ)^ « rainimo
Si por el contrario, creemos que las distribueiones 
poblacionales son normales, podemos aplicar el mêtodo de
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maxima verosimilitud para alcanzar un estimador insesgado 
de (A+BX).
Las ecuaciones:
ly = na + b îX
iXy = a IX + b ix^
posibilitan el calculo de a y b, que son las estimaciones 
de A y  B, tanto si empleeunos el método de los minimos cua­
drados como si utilizamos el método de maxima verosimili­
tud.
La ecuaciôn de regresiôn muestral ÿ = a + bX sirve 
para predecir el valor medio de Y, o el valor de una obser 
vaciôn individual de Y respecto de cada dato concrete de 
X, de tal forma, que sus predicciones serân mas o menos 
fiables, dependiendo de la variabilidad en el ajuste entre 
los valores de Y y la lînea de regresiôn. En calidad de 
medida aproximada de la relaciôn existante entre las dos 
variables (X,Y), tomaremos la desviaciôn tipica muestral 
®YX' que al disminuir majora los pronôsticos elaborados 
por la ecuaciôn. En cambio, los aumentos de tamano mues­
tral, proporcionan una regresiôn mâs exacta, pero no redu- 
cen significativamente la desviaciôn tipica.
Las inferencias basadas en la ecuaciôn de regresiôn 
muestral, se encuentran con dos dificultades mâs; pues 
aunque ÿ = a + bX sea idéntica a la verdadera ecuaciôn 
de regresiôn poblacional, la predicciôn de los valores
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de Y, conocidos los de X, pueden contener algûn error si 
la conexiôn de las dos variables no es perfects. El tamaAo 
de este error no debido al muestreo se mi de con la des­
viaciôn tipica poblacional de la regresiôn, pero los coefi 
cientes de regresiôn poblacionales son desconocidos, lo 
que impide evaluar el error poblacional.
Introducimos otro error al vaticinar resultados 
con la ecuaciôn de regresiôn muestral, ya que las estima­
ciones de A y B tenderân a variar de muestra en muestra. 
La medida de esta desviaciôn de las muestras se realiza 
en têrminos de sus respectives distribuciones de proba- 
bilidad.
Después de aceptar como vâlida la ecuaciôn de regre 
siôn muestral se élabora un intervalo de confianza o banda 
de confianza para la llnea de regresiôn poblacional 
E(Y/X) « A + BX. Los valores poblacionales de X se selec- 
cionan de tal modo que resulten simétricos respecto de 
los muestrales X y asi los câlculos de la segunda mitad 
son los duplicados de los anteriores.
Las conclusiones de las bandas de confianza se pue­
den resumir como:
a) La desviaciôn tipica estimada de la regresiôn 
varia directamente con los intervalos de predic­
ciôn.
b) Los intervalos de predicciôn se modifican inver-
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samente con el tamano muestral n por dos razo-
- 2
nes, cuanto mayor es n, aumenta i(X-X) y menor 
es el error tipico; ademas, n grande hace que 
disminuya el valor crîtico de t^_2 y que se es- 
treche el intervalo de confianza.
c) Grandes diferencias en los valores de Y reducen 
el intervalo, ya que l(X-X)^ aumentarâ.
d) Los limites de la predicciôn son mâs amplios 
a medida que los valores de X se aiejan de X, 
pues la cantidad (X-X)^ se increments, produ- 
ciendo un error tipico mayor.
Hemos descrito la regresiôn lineal simple y el coe- 
ficiente de correlaciôn, se han construido bajo supuestos 
distintos y la informaciôn suministrada resultô perfecta- 
mente diferenciada, pero existen algunos puntos de uniôn. 
Uno de ellos es que el tipo de relaciôn coincide en ambos, 
lo que estâ confirmado por el hecho de que r tiene el mis­
mo signo que b y fijado un nivel de significaciôn, tanto 
r como b serân representatives o no, los dos a la vez. 
El valor de r, ademâs de controlar el grado de asociaciôn 
entre las variables, también puede considerarse una medida 
de la proximidad de los valores muestrales a la linea de 
regresiôn a través de r^, pues cuanto mayor es r mejor 
es el ajuste y mâs eficaz résulta la predicciôn con la 
ecuaciôn de regresiôn.
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Los mêtodos analîticos de la regresiôn y de la va­
rianza son igualmente comparables, pues se aplican al mis­
mo conjunto de datos y utilizan una lôgica similar. Ambos 
se basan en las sumas de cuadrados que miden los caunbios 
de las diferentes fuentes de variaciôn. Sin embargo, el 
objetivo que persiguen con su investigaciôn no es coinci- 
dente, por lo que unas veces nos interesarân las ventajas 
del anâlisis de la regresiôn y otras pretenderemos calcu­
ler las diferencias entre las médias poblacionales con 
el anâlisis de la varianza.
Si generalizeunos este anâlisis al caso de varias 
variables tendremos el anâlisis de regresiôn lineal mul­
tiple en el que se supone que la variable dependiente Y
se relaciona con K variables independientes, X^, Xg, ••• ,
X^, mediante una ecuaciôn lineal:
E(Y/Xj^, ..., Xjç) » A + + BgXg + ... + B^X^
siendo el valor individual de Y de la forma:
y - E(Y/X^, ..., Xjç) + e
A y Bj^  son los coeficientes de regresiôn poblacio­
nales, mientras que el error e es una variable aleatoria 
que mi de la desviaciôn de una y individual respecto del 
valor medio de Y asociado con un conjunto de medidas fijas 
de X^.
Estimaremos A y B^ con a y b^, de tal modo que:
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I (y - a - - ... - b^x^ ) ^  = minimo
Esto da lugar a un sistema de ecuaciones normales,
para las n observaciones de la muestra:
na + b^ lx^  ^+ b^zx^ + ... + b^lx^ = ly
arxj^ + bj^rxj^X2 + ^ 2 ^X 2  + ... + b^zx2X^ = rx2y
a^Xj, + b^zx^x^ + b2ZX2X^ + ... + \ Z x ^  = Zx^y
pero el procedimiento se alarga demasiado cuando el numéro 
de variables independientes es grande.
En el anâlisis de asociaciones multiples, las va­
riables pueden venir expresadas en diferentes unidades 
de medida, para facilitar la interpretaciôn y la compara- 
ciôn de los coeficientes de regresiôn parciales b^, pode­
mos transformer los datos originales en porcentajes para 
realizar los câlculos.
Una vez resuelta la ecuaciôn de regresiôn muestral, 
interesa saber si son significatives los valores obteni- 
dos para los coeficientes parciales b^ y si se puede dedu- 
cir que los correspondientes coeficientes de regresiôn 
de la poblaciôn alcancen valores distintos de cero. Estas 
dos cuestiones se comprueban con procedimientos estadîsti- 
cos basados en el anâlisis de la varianza.
Las desviaciones totales de los valores Y con rela-
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ciôn a la media estimada se puede dividir en dos partes 
independientes, una que mi de la cantidad de variaciôn en 
Y que es explicada por la regresiôn y otra que cuantifica 
la evoluciôn de Y no incluida en la regresiôn, constitu- 
yendo, por lo tanto, las variaciones residuales o de error 
del muestreo. La F de Snedecor se emplea para contrastar 
la hipôtesis nula • ••• » B^ = 0.
Una extensiôn lôgica del estudio de relaciones en­
tre variedjles es suponer modèles de asociaciôn curvili- 
neal, ya que al observât el diagrama de dispersiôn elabo- 
rado con los datos muestrales, o debido a consideraciones 
teôricas, encontramos, a veces, que el ajuste adecuado 
es la regresiôn de forma no lineal.
En la Ciencia Econômica, la teorîa de la preferen- 
cia de la liquidez sugiere que la demanda de dinero en
forma de saldos en efectivo es una funciôn no lineal de-
creciente de la tasa de interês. También la ley de los 
rendimientos decrecientes sefiala que la produceiôn total 
se relaciona no lineal y positivamente con la variable 
insumo, etc.
La relaciôn no lineal més sencilla entre variables 
es la multinomial, si lo llevamos al campo de dos varia­
bles résulta un polinomio en el que la variable dependien­
te Y se aproxima mediante la expresiôn:
E(Y/X) - A + BX + CX^ + ... + Nx"
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en donde X es la variable independiente.
La ecuaciôn de regresiôn muestral résultante es:
y = a + bx + cx^ + ... + nx"
a la que aplicamos el principle de los minimos cuadrados 
Pcra obtener un sistema de ecuaciones normales que propor- 
cione los coeficientes de la regresiôn muestral a, b, c, 
...» n; pues son los estimadores de los coeficientes de 
la regresiôn poblacional.
En los casos en que no es posible aplicar la fun­
ciôn polinomial, se puede recurrir a la funciôn exponen- 
cial y si con ella no resolvemos el problems utilizaimos 
la funciôn potencial.
Cuando la representaciôn de los datos muestrales 
extraldos de dos variables X e Y se pueden ajuster con 
una curva exponencial, la ecuaciôn de regresiôn muestral 
consiste en y = ab^, donde a > 0 para que Y aumente indefi- 
nidamente a medida que X se incrementa, si b < 1 ]a funciôn 
se aproxima a cero asintôticaonente al aumentar X y se in­
crementa ilimitadëimente al ir disminuyendo X, si b = 1 
tenemos que Y = a, por lo tanto, esta funciôn no présenta 
mâximo o minimo. Para a < 0 la funciôn es siempre negative 
y se comporta como imagen refleja de lo descrito anterior- 
mente.
La suma de cuadrados que minimizan la funciôn expo­
nencial es, ï(y-ab^)^ = minimo, y el conjunto de ecuacio-
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nes normales que permiten calcular los coeficientes de 
regresiôn muestral a y b son:
ib^y = a £ b^*
£xb*"\ » a £xb^*"^
Hay que tomar logaritmos en ambos miembros, ya que 
en todas las sumas aparece la incôgnita b; ademâs, esta 
transformaciôn posibilita que consigamos una ecuaciôn li­
neal de regresiôn denominada semilogarîtmica,
log ab* « log a + x log b
con ella se pueden alcanzar los valores de a y b de la
forma usual en la regresiôn lineal.
Para représentât la relaciôn entre x e y, cuando 
la funciôn polinomial es impracticable, se puede recurrir 
también a la funciôn potencial. Su ecuaciôn de regresiôn 
muestral es y « ax^, donde el valor de b condiciona la 
evoluciôn de las variables x e y.
1») Si b >1, a medida que x aumenta su valor, y 
se incrementa con una tasa creciente.
2») Si 0 < b < 1, los incrementos de x provocan cre- 
cimientos de y a una tasa cada vez menor.
3») Si b ■ -1, la funciôn potencial se convierte
en una hipérbola rectangular en la que x.y »
■ constante.
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48) Si b <-1, los aumentos x conllevan tasas de 
disminuciôn de y mâs que proporcionales.
58) Finalmente, si - 1 < b <0, al incrementarse la 
X disminuirâ la variable y a una tasa menor.
La precision de las estimaciones proporcionadas 
por la curva de regresiôn potencial muestral mejora toman- 
do logaritmos, log y = log a + b log x. Con esta modifi- 
caciôn doble logaritmica hemos obtenido una ecuaciôn de 
regresiôn lineal simple, cuya resoluciôn consiste en apli­
car el principio de los minimos cuadrados a los valores 
logarîtmicos de las variables.
Resumiendo el método de regresiôn curvilineal, di- 
remos que los coeficientes de regresiôn no lineal son es­
timaciones minimo cuadrâticas de los correspondientes coe­
ficientes poblacionales. La proximidad del ajuste la medi- 
remos con el coeficiente de correlaciôn muestral r^, si la 
relaciôn es simple, y con el coeficiente de determinaciôn 
R^, en los casos en que la conexiôn sea multiple. Los coe­
ficientes de correlaciôn parcial o de correlaciôn simple 
de los modelos curvilineos se calculan e interpretan igual 
que en los modelos lineales, pero sus valores se conside- 
ran siempre positivos aunque la pendiente de la regresiôn 
curvilinea cambie de signo en diversos puntos.
En general, los datos se transforman, ya sea recî- 
proca o logaritmicamente para conseguir que la asociaciôn
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entre las variables sea aproximadamente lineal. El interês 
por estas modificaciones lineales se debe a que facilita 
los câlculos extraordinariamente y a que la teorîa estadîstica 
admite el supuesto de linealidad en su desarrollo bâsico.
III.2 ANALISIS DINAMICO
Un modelo de anâlisis de la realidad se convierte 
en dinâmico, cuando las variables relacionan perîodos de 
tiempo diferentes y tienen enlaces con el pasado o con 
el futuro a través de mecanismos taies como tendencies, 
retardes, tasas de cambio de las variables, hipôtesis so­
bre las expectatives o procesos de ajuste parcial.
El anâlisis dinâmico sirve para estudiar el camino 
seguido a lo largo del tiempo por las variables o algunas 
propiedades particulares de ese recorrido, al pasar de 
una posiciôn de equilibrio a otra, debido a cambios en 
un parâmetro o en una variable exôgena.
En particular, interesa saber si la posiciôn de 
equilibrio es estable y si una vez alcanzada puede mante- 
nerse.
Diremos que una posiciôn es totalmente estable cuan 
do se llega con independencia de la situaciôn de partida 
de las variables y que es parcialmente estable, si se im- 
ponen restricciones al comienzo del estudio de la evolu-
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ciôn y el equilibrio se alcanza en el limite partiendo 
de condiciones iniciales no demasiado alejadas de él.
El establecer que la posiciôn de equilibrio sea 
estable a lo largo del tiempo, simplifies los câlculos 
y permite realizar predicciones respecto del comportamien- 
to de las variables en los instantes t+1, t+2, me­
diante la proyecciôn de las estimaciones de los valores 
de las variables en esos perîodos de tiempo, El problems 
latente en este planteamiento es que se halls en contra- 
dicciôn con la ides de dinamismo, segûn la cual, habrîa 
que analizar las modificaciones producidas en las relacio­
nes que conectan las variables, en 'lugar de enunciarlas 
temporalizadas.
Como queremos determinar el camino seguido a lo 
largo del tiempo por las variables endôgenas del sistema, 
tenemos que representar la serie temporal de datos median­
te una funciôn temporal que relacione la variable endôgena 
con las variables exôgenas y los parâmetros estructurales. 
Esto proporciona un diagrama y para obtenerlo hay que re­
solver la ecuaciôn en diferencias finitas correspondiente.
El anâlisis dinâmico y el estâtico estân conecta- 
dos, ya que en cada modelo dinâmico podemos encontrar un 
modelo estâtico que describe su posiciôn de equilibrio, 
incluso puede darse el caso de que un mismo modelo estâti­
co describe la situaciôn de equilibrio de varios modelos 
dinâmicos.
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La bûsqueda de estabilidad en los procesos dinâmi­
cos se debe al conveneimiento de que el mundo real es es­
table, pues nuestra experiencia lo ratifica muchas veces. 
Si admitimos la restricciôn de estabilidad, los valores 
de los parâmetros que son a priori razonables vendrân con- 
dicionados por ella, y si la estimaciôn de un parâmetro 
cae fuera de ese campo de valores, la lôgica aconsejarâ 
rechazar el modelo empleado, por no representar adecuada- 
mente el mundo real.
En el enfoque determinista, la estabilidad del mo­
delo implica que los valores tomados por las variables 
endôgenas se aproximan a sus medidas de equilibrio, pero 
como dependen de las variables exôgenas, los valores de 
equilibrio irân caunbiando de perîodo en perîodo. Cuando 
en lugar de variables exôgenas tengamos constantes, el 
equilibrio es un estado estacionario en el que las varia­
bles endôgenas toman el mismo valor todo el tiempo.
Cuando el anâlisis es dinâmico y estocâstico a la 
vez, hay que affadir perturbaciones aleatorias a las ecua­
ciones del modelo. Entonces, las variables endôgenas retar 
dadas y las variables exôgenas se consideran predetermina- 
das, en el sentido de que sus valores pretéritos son inde­
pendientes de los têrminos actuales de la perturbaciôn 
aleatoria.
La orientaciôn estocâstica requiere que se abandone 
el hablar de valores de las variables para, en su lugar.
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utilizar los momentos.
Si el método es estable, las esperanzas matematicas 
tenderân a su cuantîa de equilibrio y en el caso de que 
la matriz de varianzas y covarianzas de las variables en­
dôgenas converja a una matriz de constantes que no depen­
den del tiempo, el modelo sera siempre estacionario.
G.C. Chow, en "Analysis and Control of Dinamic Eco- 
ncKnic Systèmes", 197 5, realiza un pormenorizado desarrollo 
de las trayectorias estacionaria y dinâmica, en el que 
conexiona el corto plazo con el enfoque determinista y 
el largo plazo con el estocâstico.
Para completar la estructura estocâstica y dinâmica 
es necesario hacer la descripciôn del comportéuniento de 
las perturbaciones aleatorias. Saber, por ejemplo, si obe- 
decen a una distribuciôn conjunta de tipo normal o si sus 
covarianzas poseen propiedades particulares, e incluso 
si se puede introducir alguna hipôtesis relative a la de- 
pendencia serial.
Podemos encontrar, a veces, correlaciôn entre los 
diferentes elementos de las perturbaciones aleatorias, 
ya que reflejan variables omitidas y alguna de ellas es 
posible que participe en varias ecuaciones. Teunbién, es 
factible observer la autocorrelaciôn, es decir, la corre­
laciôn entre los valores de ese término. Hay que tener 
en cuenta que existen elementos de continuidad, el pasado
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nunca estâ desligado del presente ni del futuro.
En la Teorîa Econômica veunos a mane jar series de 
datos, £,cuândo diremos que una serie ha cubierto un ci- 
clo? Un ciclo comprende cuatro partes, en la primera la 
variable estudiada va aumentando su valor, después aparece 
un punto denominado cumbre, a partir de él comienza otro 
perîodo en el que la variable decrece hasta llegar al pun­
to llamado fondo, iniciândose a continuaciôn una repeti- 
ciôn del proceso. La duraciôn de un ciclo es el perîodo 
que transcurre entre dos cumbres o dos fondos consecuti- 
vos.
Después de concretar côroo son los ciclos se puede 
averiguar el numéro de ellos, su duraciôn media, en qué 
medida los perîodos de ascenso y descenso cambian con el 
tiempo, etc.
Los modelos econométricos reflejan ciclos de forma 
interna cuando existe alguna raîz compleja o si todos los 
datos de las variables son reales mediante el efecto 
Slutzky, con el que se realizan manipulaciones algebrâicas 
a las variables independientes entre sî. Asimismo, pueden 
producir ciclos de forma externa si las variables exôgenas 
llevan incorporadas en sus valores el comportamiento cî- 
clico, o si suponemos que las perturbaciones aleatorias 
estân mutueunente correlacionadas serialmente.
Para obtener las caracterîsticas dinâmicas de las
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trayectorias temporales, es necesario conocer el tipo de 
comportamiento cîclico seguido por cada variable, qué pé­
riodes son los mâs importantes, la comparaciôn del itine- 
rario de las variables, comprobando si el ciclo de una
variable antecede, sigue o coincide con el de la otra u
otras variables.
El enfoque espectral responde a todas estas cuestio 
nes y su desarrollo se debe a Granger-Hatamaka, con su 
obra "Spectral Analysis of Economie Time Series", 1964, 
Drymes con "Econometrics", 1970, Chow con "Analysis and 
Control of Dynamic Economie Systems", 1975, etc.
La base del enfoque espectral es que todo proceso 
estacionario real puede descomponerse en un numéro infini- 
to de funciones sinusoïdales, pudiéndose escribir que :
X(t) - ^  COS t X dU^(X) + j  sen t x dv^{x)
Cada frecuencia da lugar a dos funciones sinusoïda­
les fuera de fase con amplitudes aleatorias dU^(x) y dV^ (x), 
que dependen de la frecuencia.
La varianza del proceso estacionario puede descom­
ponerse en una suma de varianzas de las amplitudes reco- 
gidas en las funciones sinusoïdales. En cuanto a la fun­
ciôn de densidad espectral g^ ( x ) sirve para hallar las êun- 
plitudes que explican la varianza del proceso estaciona­
rio, en su mayor parte, la frecuencia angular x^  tiene co­
mo frecuencia x j/2 ir y de perîodo La funciôn de den
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sidad espectral toma valores altos para algunas frecuen- 
cias, lo que significa que el proceso tendra un componente 
cîclico bien definido para el perîodo correspondiente a 
esa frecuencia y permite saber como son los ciclos que 
sigue cada variable. Si el proceso es sencillo, la funciôn 
de densidad espectral se obtiene a partir de los datos 
observados del proceso, utilizando la funciôn de autova- 
rianza y si es complejo, mediante transforméeiones de 
Fourier.
A1 relacionar las variables vemos que unas van de- 
lante, detras o coinciden en el tiempo respecto de otras, 
pudiendo clasificarse las variables en adelantadas, retar- 
dadas o coïncidentes. El problems es que a veces una va­
riable antecede a otra con unas frecuencias y va detras 
para las restantes, dependiendo de si la diferencia de 
fase ceunbia o no de signo.
La Ciencia Econômica se enfrenta muchas veces con 
la elecciôn entre distintas alternatives sin conocer cuâ- 
les son sus consecuencias con precisiôn. Necesitamqs méto­
do s de predicciôn de uso universal que posibiliten la
transmisiôn de resultados, con el fin de aprender de los
fracasos y de los éxitos conseguidos en las diferentes
investigaciones.
C.W.J. Granger y P. Newbold, en "Forecasting Econo­
mic Series", 1977, analizan las dificultades de emplear 
series econômicas para predecir. No olvidemos que las
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condiciones en las que se dan los fenômenos econômicos 
resultan imposibles de repetir y ni siquiera son suscep­
tibles de reproducirse artificialmente, lo que complica 
enormemente efectuar inferencias a partir de series econô­
micas .
La i dent if icaciôn de estos modelos se basa en que 
las realizaciones efectuadas en el pasado por los fenôme­
nos econômicos describen en parte su evoluciôn futura. 
Es, asimismo, imprescindible esclarecer cuâles son las 
hipôtesis utilizadas en la construcciôn del modelo, pues
habra que recurrir a ellas cuando nos enfrentemos a cam­
bios no descubiertos al examiner lo yâ acontecido.
Se han desarrollado varios mêtodos de predicciôn 
con series econômicas, los enumeraremos de menor a mayor 
grado de complejidad, ya que esto lleva emparejado un cos-
te de obtenciôn en aumento. Todos los modelos son necesa-
rios e interesantes, su aplicabilidad dependerâ de lo im­
portante que sea la organizaciôn que la efectûa o encarga 
y de la cuantîa de los beneficios que esperan lograr con 
las predicciones.
Empezaremos describiendo los mêtodos de predicciôn 
univariante, en parte por las reflexiones anteriores, pero 
también porque su elaboraciôn es mâs sencilla que la de 
un modelo multivariable y debido a que en algunas ocasio- 
nes sôlo poseeremos datos respecto de uno de los fenômenos 
estudiados, desconociendo lo que ocurre con los demâs co-
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nectados con él.
Si precisamos en qué grado la modif icaciôn de una 
serie estâ explicada por su propio pasado y cuâles son 
los casos en que la inf ormaciôn de otros factores es im­
prescindible, nos damos cuenta que los modelos de varias 
variables suelen aportar majoras poco importantes respec­
to de la predicciôn en comparaciôn con los modelos de una 
variable. Por tanto, la decisiôn de comenzar los anâlisis 
de series con modelos univariantes es adecuada, en la cir- 
cunstancia mâs desfavorable servirân como referenda para 
otros modelos mâs complejos.
Comenzaremos detallando los mêtodos basados en el 
alisado de series econômicas, ya que poseen multiples ven­
tajas, entre otras, su coste de aplicaciôn es menor que 
el de los demâs sistemas, las predicciones se obtienen 
con gran celeridad y no es necesario que lo manejen per­
sonas expertas en el tema, pues su câlculo estâ automati- 
zado.
El mêtodo de alisado exponencial simple alude a 
la conveniencia de ponderar decrecientemente las observa­
ciones, a medida que nos alejamos del instante t conside- 
rado.
El fenômeno se representarâ mediante = X* + e^, 
siendo e^ el componente aleatorio de media cero y varianza 
Og, mientras que X* = a X^ + a(l-a)X^_j^ + a ( 1-a ) ^ X^_2+. • • =
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“ X*_i + a(X^-X*.^) = ax^ + (l-a)X*_^.
La ecuaciôn X* » aX^ + (l-a)X*_j^ indica que el ni­
vel alcanzado por la variable en el perîodo t se estima 
en funciôn del valor esperado en t-1, mâs la rectificaciôn 
originada por la nueva observaciôn. Por tanto, no es nece­
sario recoger todo el desarrollo anterior de la serie a 
lo largo del tiempo, basta con conocer y X^, loque jus
tifica su economicidad de manejo y que sea considerado 
una buena aproximaciôn de series econômicas cuando estân 
desprovistas de variaciôn estacional.
Un predictor se conceptûa ôptimo si minimize el 
error cuadrâtico medio de las predicciones hechas en el 
instante t respecto del valor que tendrâ la serie en el 
momento t+1. En el método de alisado exponencial simple 
el ôptimo es el modelo integrado de médias môviles de or- 
den uno, X^-X^_^^ = e^- ( l-a)e^_^. En caso de que a = 1, 
el modelo se convierte en un ceunino aleatorio, cuya apli­
caciôn mâs conocida es la formaciôn de precios en mercados 
muy especulativos.
El método de Holt y Winters para series no esta- 
cionales se ajusta mâs a las necesidades reales, sobre 
todo del nivel microeconômico. Se représenta como:
X^ = X* + Nt +
donde X* es el nivel de la serie, la tendencia y e^ la 
perturbaciôn aleatoria.
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X* = aX^ + (l-a)(X*.^ + N^_^)
= b(X* - X*_j^ ) + (l-b)N^_j^
Holt y Winters proponen otro modelo que tiene en 
cuenta la variaciôn estacional de las series:
* " t > \  * 't
El factor estacional ejerce un efecto multipli- 
cativo sobre el nivel y la tendencia de la serie.
X* - + d-a)(X*_]^ + N^_^)
= b(X* - X*_j^ ) + (l-b)N^_i 
A^ = c(X/X*) + (l-c)A^_jç 
donde k es el retardo estacional.
El predictor de este modelo no es lineal, por lo 
tanto no podemos encontrar un proceso estocâstico lineal 
para el que este predictor sea ôptimo.
Existen mâs modelos de alisado exponencial tales 
como los de Harrison y Stevens, que utilizan el anâlisis 
bayesiano en la incorporaciôn de informaciôn al sistema, 
o el de Brown, etc.; de todos ellos, el de Holt-Winters 
es el que proporciona mejores predicciones.
III.2.1 El enfoque Box-Jenkins
Los mêtodos de regresiôn dinâmica son una alternati
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va a los procedimientos de regresiôn clâsicos de la Eco- 
nometrîa. Los modelos desarrollados por la Econometria 
conventional son lineales, con variables explicatives con- 
trolaüsles y que fundamentalmente resuelven cuestiones de 
carâcter estâtico.
Existen très problèmes bâsicos en la Econometria, 
la especificaciôn de modelos con retardos en los que no 
haga faite préciser a priori su forma teniendo en cuenta 
consideraciones teôricas, la obtenciôn de nuevas reglas 
de estimaciôn y el contraste de las hipôtesis del modelo.
La teorîa econômica no aclara demasiado cômo espe­
cif icar las estructuras dinâmicas y los errores del mode­
lo, segûn esto el investigador debe basarse nada mâs que en 
la informaciôn facilitada por los datos.
Cuando la Econometria generalize sus modelos linea­
les para adaptarlos a una perspective dinâmica, las esti­
maciones que proporcionan de los parâmetros son inexactes, 
originando predicciones poco fiables. Esta falta de preci­
siôn se produce porque los retardos y la correlaciôn se­
rial entre las perturbaciones aleatorias se encuentran 
mal explicitados en el modelo.
La metodologîa Box-Jenkins consigne la estructura 
adecuada de retardos a partir de la informaciôn disponi­
ble, pudiéndose representar con ella cualquier tipo de 
norma de variaciôn con un nûmero mînimo de parâmetros;
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y es que suponen desde el principio que las variables son 
dinâmicas. Asî, por ejemplo, ante la contingencia de en­
contrar autocorrelaciôn en las perturbaciones, Box y 
Jenkins las incluyen en la estructura del ruido en lugar 
de buscar nuevas vîas de estimaciôn lineal que evitasen 
la autocorrelaciôn, como ocurre con los mêtodos de regre­
siôn clâsicos.
El contraste elaborado por Durbin-Watson se refiere 
nada mâs que al coeficiente de autocorrelaciôn del primer 
retarde, mientras que la regresiôn dinâmica contempla glo- 
balmente la serie de residues al plantear los contrastes 
de la funciôn de transferencia y, por tanto, necesitan 
conocer en su totalidad la funciôn de autocorrelaciôn.
A. Treadway en "Efectos sobre la economia espaffola 
de una devaluaciôn de la peseta”, 1978, explica cômo los 
mêtodos dinâmicos Box-Jenkins abandonan los procedimientos 
lineales mînimo-cuadrâticos y los sustituyen por algorit- 
mos de optimizaciôn no lineal, que son mâs fâciles de apli 
car, poseen la mejora de unificar la manera de actuar ante 
los diferentes tipos de anâlisis posibles e incorporan 
la estimaciôn no condicionada, con lo que podemos aproxi- 
marnos asintôticamente a los estimadores de mâxima verosi­
militud.
La conclusiôn que obtenemos es que la regresiôn 
dinâmica permite identificar erapîricamente la estructura 
del modelo de forma mâs ventajosa que la regresiôn clâsica
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y ademâs proporciona contrastes mâs potentes para enjui- 
ciar su validez.
La inferencia estadîstica utiliza en sus generali- 
zaciones muestras aleatorias simples; en ellas el orden 
de extraction de las observaciones no tiene transcenden- 
cia, pues el entorno de los experimentos se supone esta­
ble. En cambio, los fenômenos econômicos suelen estar con- 
dicionados de distinta forma segûn el instante temporal 
que elijamos, es por tanto imprescindible ordenar tempo- 
ralmente los valores de las variables.
Las teorîas estadîsticas que se basan en un encade- 
namiento secuencial son los Procesos Estocâsticos y las 
Series Temporales. El mêtodo desarrollado por G.E.P. Box 
y D.A. Jenkins en "Time Series Analysis; Forecasting and 
Control", 1970, combina las dos formulaeiones anteriores 
con el câlculo computerizado, dando lugar a un procedi­
miento que describe el ritmo de la inf luencia de una o 
mâs variables sobre las demâs.
Box y Jenkins proponen un lenguaje matemâtico que 
permite advertir cômo cambian los outputs cuando varîan 
los inputs, los mecanismos que intervienen en la determi­
naciôn de los outputs y lo que ocurre con los outputs si 
no se altera el procéder conjunto del sistema.
Podemos considerar que un proceso estocâstico es 
un conjunto de variables aleatorias ordenadas en el tiempo
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y controladas por leyes probabillsticas, por tanto, una 
serie temporal concreta puede tomarse como una realizaciôn 
de dicho proceso.
Los procesos estocâsticos facilitan la consecuciôn 
de inferencias estadîsticas aunque se encuentran inmersos 
en un contexto multivariante, pues relacionan las varia­
bles aleatorias segûn su proximidad en el tiempo. Lo que 
nos autoriza a emplear una ûnica serie temporal finita 
de observaciones, cuyo estudio se denomina an&lisis de 
series temporales.
La descripciôn de un proceso estocâstico requiers 
la especificaciôn de su distribuciôn de probabilidad con- 
junta, aunque a veces recurriremos para representarla, 
a su media, varianza y funciôn de autocovarianza, ya que 
la facilidad de obtenciôn compensa la pêrdida de détails 
que conlleva.
La metodoloqia Box-Jenkins divide la investigaciôn 
de modelos generadores de series econôroicas en très eta- 
pas, en la primera hay que especificar la transformaciôn, 
por la cual, una serie pasa a ser estacionaria; en la se- 
gunda se estiman mediants el muestreo los parâmetros de 
los procesos generadores elegidos y por ultimo, en la ter- 
cera, se validan los resultados con contrastaciones de 
las estimaciones anteriores.
La informaciôn de las très etapas nos lleva a un
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modelo definitivo con el que predecir los valores futuros 
de la serie y lo que es mas importante, proporciona carac- 
terîsticas de la serie que habrîan pasado desapercibidas 
si no estimaunos el modelo. No obstante, otras veces sera 
preferible utilizar esta informaciôn en la elaboraciôn 
de especificaciones alternativas a las ya argumentadas, 
obligândonos a realizar nuevas fases de estimaciôn y vali­
dée ion hasta conseguir un modelo final.
Hemos puesto como uno de los objetivos la estacio- 
nariedad, pero las series econômicas son normalroente évo­
lutives, haciendo necesario el diseno de tâcticas que per- 
mitan inducir valores econômicos en base a que muchas ve­
ces estân correlacionadas entre sî, pues sus caracterîsti- 
cas son similares en perîodos de tiempo contiguos. De esta 
manera, las series econômicas podrân conceptuarse genera- 
das por procesos estacionarios.
Los procesos estocâsticos son estrictamente esta­
cionarios cuando la distribuciôn conjunta de probabilidad 
respecto de n observaciones X(t^), ..., X(t^) coincide con 
la distribuciôn conjunta résultante despuês de un despla- 
zauniento temporal K.
F [X(tj^), Xftg)....... X(t^^] *
= F [X(tj^+K), X(tg+K), ..., X(t^+K)]
Los procesos estacionarios en sentido estricto man- 
tienen constantes las autocovarianzas y las autocorrela-
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clones de cualquier orden infinito, aunque a veces la es- 
tacionariedad estricta no se cumple y hay que recurrir 
a la estacionariedad en sentido eunplio, que consiste en 
limitar la igualdad anterior de funciones de distribuciôn, 
en caso de que se an dos el numéro de observaciones del 
proceso.
Si n * 1;
F [X(t)] = F [X(t+K)], V K
Si n = 2:
F [X(tj^), Xttg)] - F [X(tj^+K), X(tg+K)] , V K
Estas dos ecuaciones expresan que las variables 
aleatorias del proceso tienen los mismos momentos, por 
lo tanto, la media y la varianza son astables durante el 
perîodo muestreado y la covarianza depende nada mâs que 
del retardo considerado.
Los estimadores de la media, la covarianza y la 
correlaciôn de un proceso estocâstico son variables alea­
torias cuya distribuciôn de probabilidad es reflejo de 
las oscilaciones muestrales, por eso las muestras grandes 
siempre tenderân asintôticamente hacia una distribuciôn 
normal.
La estimaciôn del proceso plantea la cuestiôn de 
cuântas observaciones de la serie temporal son necesarias 
para garantizar, al menos asintôticamente, las propiedades
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de los estimadores. Si las incrementamos se aunplîa en la 
misma proporciôn la cantidad de parâmetros desconocidos; 
ademâs, las nuevas observaciones dependen de todas las 
anteriores. Mientras que si limitâmes el conjunto de parâ­
metros la inferencia estadîstica es factible, pues nos 
lleva a considerar que las variables prôximas temporalmen- 
te estân mutuamente relacionadas y a medida que se distan- 
cian, su conexiôn va desapareciendo.
Empleando n variables aleatorias, la matriz de va- 
rianzas y covarianzas résultante posee n(n+l)/2 elementos 
distintos, pero como invariablemente es también simétrica 
y semidefinida positiva, la hipôtesis de estacionariedad 
hace que sean iguales los elementos de la diagonal princi­
pal y de las paralelas a ella, reduciéndose el numéro de 
parâmetros a n.
Cuando las series econômicas son evolutivas y que- 
remos transformarlas en estacionarias, tenemos dos posibi- 
lidades, que el origen de los cambios se encuentre en la 
media o la varianza muestral, en cuyo caso es fâcil conse­
guir la estacionariedad mediante modificaciones matemâti- 
cas adecuadas, y que se derive de la covarianza, situaciôn 
mâs complicada, sôlo solucionable si la evoluciôn de la 
serie temporal es lenta, permitiendo la elecciôn de sub- 
muestras sobre las que aplicar la estacionariedad.
El enfoque Box-Jenkins es menos automâtico que el 
de alisado de series temporales, pues requiere elegir en-
321
tre cuatro procedimientos lôgicos diferentes, cual es el 
mâs adecuado para describir los datos, teniendo en cuenta 
también, los resultados encontrados en las etapas interme- 
dias. Por eso, no es un método râpido de aplicaciôn, ni 
teunpoco barato, pues necesita series muy largas; la venta- 
ja que posee son las superiores predicciones que propor­
ciona.
El nivel mâs sencillo de anâlisis de la evoluciôn 
de las variables econômicas a lo largo del tiempo, es el 
modelo estocâstico univariante; con él se generan previ- 
siones de una serie temporal concreta considerando nada 
mâs que la informaciôn de su propio pasado. Las valoracio- 
nes aportadas por este modelo son bastante précisas, ya 
que descubre la existencia de residues producidos por erro 
res en los datos. Sin embargo es ineficaz cuando las va­
riables que condicionan el output del sisterna poseen un 
comportamiento future diferente al pasado.
También estudian modelos estocâsticos de una varia­
ble C.R. Nelson en "Applied Time Series Analysis for Ma­
nagerial Forecasting", 1973, T.W. Anderson en "The Statis­
tical Analysis of Time Series", 1975, y C. Chatfield en 
"The Analysis of Time Series: Theory and Practice", 1975.
A continuaciôn en complejidad, va el modelo empîri- 
co de transferencia de un solo output y multiples inputs, 
pero antes de construirlo es necesario elaborar un marco
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de referenda o sistema conceptual a priori que recoja 
la teoria fundeunental del campo de aplicaciôn. De esta 
forma, con influencias del input no incorporadas en el 
pasado, se consigne ampliar la cantidad de informaciôn 
que sirve de soporte al output.
Las hipôtesis inspiradas en el modelo conceptual 
se van a contrastar mediante la estimaciôn del comporta­
miento anterior de las variables controladas y con la si- 
mulaciôn de sus efectos futuros. Conseguimos asî esbozar 
un control ôptimo de los inputs segûn sean debidas a las 
desviaciones del output respecto del valor esperado, o 
que estên en funciôn de las medidas observadas en los 
inputs no agregados al modelo.
Encontraremos con demasiada frecuencia que los mo­
delos de funciôn de transferencia detentan grandes auto- 
correlaciones cruzadas entre los valores de series que 
no estân conexionadas entre sî, en estas situaciones hay 
que ser precavidos, pues nos enfrentamos a relaciones fal- 
sas.
De igual modo, se reduce su aplicabilidad cuando 
, no se recogen en el modelo inputs significatives y en caso 
de que el output llegue a influir en alguno de los inputs.
C.W.J. Granger y P. Newbold, en "Forecasting Eco­
nomic Time Series", 1977, completan los estudios realiza- 
dos por Box y Jenkins respecto de los modelos que hacen
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predicciones de las series temporales, en base a su pasado 
y al de otras variables relacionadas con ella, modelos 
que hemos denominado de transferencia.
Para analizar la tendencia, estacionariedad e irre- 
gularidades de una serie economics recurriremos al modelo 
estocâstico de una variable, pero si ademâs queremos cono- 
cer cuâles son las inf luencias de cada input, el modelo 
elegido debe ser el de transferencia de un solo output.
La tercera clasificaciôn es el modelo estocâstico 
multivarizible, en el que se detallan multiples outputs 
en funciôn del pasado conjunto de todos ellos. Por tanto, 
su ventaja consiste en que refleja el comportamiento de 
varias series interrelacionadas como una simultaneidad 
dinâmica, pero sin olvidar la realimentaciôn del sistema.
Los autores del modelo estocâstico con diferentes 
variables son Granger-Newbold (1977) y Jenkins (1979), 
quienes encuentran la misma limitaciôn para su utilizaciôn 
que en los modelos anteriores, consecuencia de los efectos 
de las variables no incorporadas.
En la cuarta fase se especifica el modelo de trans­
ferencia de outputs e inputs multiples, donde estân co- 
nexionados a la vez distintos outputs e inputs con los 
que generar previsiones conjuntas para todas las varia­
bles, teniendo en cuenta lo acontecido a todas ellas hasta 
ese momento y sin que haya realimentaciôn de los outputs
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hacia los inputs.
G. Jenkins en "Practical Experiences With Modelling 
and Forescasting Time Series", 1979, y G.P.E. Box - G. 
Tiao en "Curso sobre Series Temporales Multivariantes", 
1980, aportan una vision clarificadora y transcendante 
de estos modelos, resaltando que su identificaciôn es una 
decisiôn provisional que requiere evaluarla posteriormente 
en la etapa de diagnosis.
Box y Tiao, llevados por un deseo de optimizer el 
comportamiento futuro del sistema, elaboran un anâlisis 
de intervenciôn que descubre hechos excepcionales y selec- 
ciona las medidas adecuadas para modelizarlos.
El modelo de intervenciôn posee un solo output y 
muchos inputs con caracterîsticas especiales, por eso se 
emplean en investigaciones relativas a averiguar los efec­
tos producidos por huelgas, cambios en la legislaciôn, 
fiestas môviles, publicidad fuera de lo normal, etc.
Este modelo permite observar mejor las consecuencias de 
los caumbios en los inputs, ya que diferencia si las alte- 
raciones son grandes o pequenas, para lograrlo desagrega 
las series econômicas de variables controladas. En cuanto 
a los inputs del modelo de intervenciôn, unas veces son 
asumidos como residuos de modelos estocâsticos univarian- 
tes y otras se manejan en forma de hipôtesis a contrastar.
La variaciôn de las series econômicas, puede apre-
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ciarse observando su tendencia, estacionalidad y comporta­
miento errâtico. Estas magnitudes se extraen bajo supues- 
tos que aseguran la proximidad de los elementos tendencia- 
les y estacionales a una estructura que permite predecir, 
con bastante exactitud, los valores futuros de las varia­
bles del proceso, conocido su comportamiento pasado. De 
los procesos estocâsticos factibles utilizaremos los de 
tipo lineal.
Un proceso estocâstico es ruido blanco si las va­
riables aleatorias se distribuyen de forma idêntica e inde 
pendiente con media cero y varianza constante, de donde 
se deduce las très propiedades siguientes:
E[X(t)]« 0, V t 
{ E [X(t)^]= cov[X(t), X(t+K)], K * 0, V t 
E IX(t), X(s)]= 0, t ^ s
Ccmo estas series son estacionarias, su ordenaciôn 
en el tiempo es innecesaria y el anâlisis conjunto no ana- 
de nada al realizado individualmente, pues la matriz de 
varianzas y covarianzas es escalar.
La hipôtesis de ruido blanco se emplea en la des­
cripciôn del elemento residual de los modelos de regresiôn 
multiple, aunque semejante conveniencia teôrica no es rea­
lists. Normalmente los datos proporcionarân un correlogra- 
ma significativamente distinto de cero, ocasionando esti-
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madones inefidentes y exigiendo modelos de regresiôn 
cuyas perturbaciones aleatorias sigan procesos estocâsti­
cos mâs complejos que el ruido blanco.
A las series ruido blanco se las denomina series 
aleatorias, porque sus puntos oscilan de forma aleatoria 
alrededor de un nivel medio que es constante. Para con­
trastar el comportamiento estocâstico se observan los pun­
tos de giro de la serie.
Designeremos por sendero o camino aleatorio a un 
proceso de la forma X(t) = X(t-l) + e(t), siendo e(t) rui­
do blanco. Al extraer en el instante t una serie temporal 
del proceso sendero aleatorio, tendremos que X^ = X^_^^+e^, 
en donde las perturbaciones e^ se asimilan plenamente du­
rante el perîodo t considerado.
^1 = ^0 ®1
X2 = Xi + e2 = Xq + 6i + e.
X. = X. + I e. , t > 0
^ " i=l ^
t
i.i '
t
E[X(t)]- Xq + I E(e^) -
var[X(t)]= z var (e.) = t . af 
i=l  ^ ®
La media del sendero aleatorio estâ definida y es 
la misma en todas las variables, mientras que la varianza 
depende de t y, por tanto, no es estacionario en varianza.
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aunque la diferencia X ^ - X ^ “ ®t' es.
El modelo c amino aleatorio explica las series de 
precios diarios referidos a mercados eficientes, en los 
que la. informaciôn se aprovecha inmediatamente. A veces 
interesa tomar logaritmos en la fôrmula anterior,
log X^ * log X^ _j^  + e^
Xt - X^-i
puesto que ;
109 - log X^.j. -  X -
t-1
es la tasa de crecimiento de la serie.
En situaciones inflacionarias, las tasas de creci­
miento de los precios aproximados con log X^ - log X^_^ ten 
drân una media distinta de cero, obligândonos a generali- 
zar estos modelos. Taylor, en 1980, propone un modelo ten- 
dencial de precios que recoge la influencia de los facto- 
res incrementadores de los precios en un residuo estocâs­
tico U^.
log X^ » log X^_^ + + e^
U  ^ con probabilidad p
U = {
m + n^ con probabilidad 1-p
Los modelos formulados por Box y Jenkins son inte- 
grados, autorregresivos y de médias môviles, conocidos 
con el nombre de ARIMA; antes de describirlos comenzaremos 
por comentar algunos mâs sencillos. H.O. Wold demostrô
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en 1938, que todo proceso estocâstico estacionario de se- 
gundo orden con media cero se puede descoroponer de forma
ûnica en la suma de dos procesos no correlacionados:
(Z^)= {Y^}+ {X^}
siendo {Y^} un proceso determinîstico lineal de la forma, 
m
Y(W,t) = i [a.(W) COS X. t + b. (W) sen x . t]
j=l 3 3 3 3
en donde los valores futuros se pueden predecir con exac­
titud como una combinaciôn lineal de los datos anteriores; 
y iX^} es un proceso lineal no determinîstico, de médias 
môviles y de orden infinite MA,
X(W,t) » I d. e(W,t-j)
j=0 J
que cumple r d.^ <-,condiciôn necesaria para que el pro- 
i=o J
ceso tenga varianza finita y asimismo sea estacionario 
y ergôdico.
El método de descomposiciôn de Wold permite reali­
zar inferencias desde las muestras hacia los parâmetros 
del modelo, pues la ergodicidad autoriza la aplicaciôn 
de los teoremas y propiedades clâsicas de la estadîstica. 
Segûn Wold, todo proceso estacionario, sea o no lineal, 
se puede separar en una forma lineal. Esta formulaciôn 
serâ satisfactoria dependiendo del tipo de fenômenos estu- 
diado, asî en los casos en que la no linealidad de {X^} es 
importante, el método de Wold aunque es correcto pierde 
su utilidad prâctica.
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La causa de que la metodoloqia lineal deba cambiar- 
se por otra no lineal reside en que la descomposiciôn de 
Wold incorpora variables aleatorias no correlacionadas 
entre sî, pero no se les exige que sean independientes. 
En el caso de reclamar la independencia de las variables 
aleatorias sôlo admitirîan la separaciôn los procesos es­
tacionarios lineales, por eso la aplicaciôn fundamental 
del método de Wold es la realizaciôn de predicciones li­
neales ôptimas.
La descomposiciôn de Wold no es operative con pro­
cesos MA de infinitos parâmetros, utilizaremos procesos 
de médias môviles de orden finito q, MA(q) que recogen 
las desviaciones sobre el valor de equilibrio producidas 
por las perturbaciones registradas hasta q perîodos ante­
riores y cuya representaciôn es:
\  “ ®t ■ *^ 1 ® t - l  ' "  • " *^ 2 ®t-2
donde la variable e^ se considéra ruido blanco con media 
cero y varianza o^. Si aparece una perturbaciôn en el ins­
tante t y no se originan perturbaciones posteriores, el 
sistema tarda q perîodos en volver a un nuevo equilibrio.
La esperanza de es cero, porque todos sus compo- 
nentes tienen esperanza nula y la varianza de X^ es;
2 ^  2 2 2 2oj t d.^ » oj (1 d /  + ... + d/)
® i=0 ] ® ^ ^
donde la necesidad de que dg = 1, no produce pérdida de
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generalidad.
La funciôn de autocovarianzas:
Y(-k) para k < 0
2 q-k
cov = { Og z dj dj^^ para K=0,l,...,q
0 para k > q
Y la funciôn de autocorrelaciôn:
p(-k) para k < 0
1 para k = 0
q-k
jiop(k) = { —J—  ---------  para k=l, .. . ,q
r d.^ 
j=0 J
0 para k > q
Otra clase de procesos lineales son los autorregre­
sivos de orden infinito, X^ = ^l^t-1 ^2^t-2 ■*■••• ®t'
tal que e^ es ruido blanco. Los procesos autorregresivos 
se caracterizan porque pueden invertirse, pues cumplen 
las condiciones précisas, que son expresarse de la forma;
^t ~ ^l\-l ■ ^2^t-2 " “ ®t
y ademâs que :
“ 2r < -
i=o J
La invertibilidad garantira dos cosas, que el pré­
sente se logra representar en funciôn de realizaciones 
anteriores mediante parâmetros finitos y que el pasado
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muy lejano no influye prâcticêunente ya en la actualidad 
estudiada.
El proceso autorregresivo que tiene en cuenta P 
perîodos, se escribe AR(P) y se enuncia como:
^t ^ ^l^t-1 ^2^-2 ■'■•••+ ^p^t-P ®t
siendo e^ ruido blanco. Si nos fijamos en una etapa, el 
esquema autorregresivo de primer orden AR(1) consiste en:
Xt “ ^l^t-1 + ®t 
que sabemos que es invertible, pero sôlo es estacionario 
si |£^| <1, debido a que la covarianza de dos variables 
desfasadas K perîodos tiende a cero cuando el desfase tien 
de a infinito. Lo contrario le pasa al modelo de médias 
môviles de un perîodo MA(1), ya que siempre es estaciona­
rio y para que sea invertible su paramétré estructural
dj^  debe ser en valor absolute mener que uno.
La discrepancia fundamental entre un proceso AR(P)
y un proceso MA(q), es que en el primero la funciôn de
autocorrelaciôn tiene estructura exponencial y/o sinusoi- 
dad decreciente hasta infinito, mientras que la segunda 
posee un punto de corte a partir de K » q, tomando el va­
lor cero en todos los desfases posteriores.
Con estas ideas. Box y Jenkins especifican un mode­
lo estacionario ARMA(P,q), que incorpora términos autorre­
gresivos y de médias môviles, de ecuaciôn:
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Xt “ ^iXfi + ••• + V t - p  ®t "
La ventaja de estos procesos es que consiguen ex- 
plicar la mayoria de los procesos estacionarios encontra­
dos en la practice, con sôlo un numéro finito de parâme­
tros.
Las series temporales manejadas en Economie no sue- 
len ser estacionales, pero efectuando diferencias sucesi- 
vas se consigne que se comporten como taies. En base a 
esto. Box y Jenkins han elaborado los modelos mixtos inte- 
grados ARIMA(P,K,q), cuya formulaciôn es:
(%t - ^lXfc-1 • •••-Vt-P^ =
= ®t - *^l®t-l - • • • - V t - q
donde D(K) es un operador de diferencias que requiere ser 
aplicado K veces para alcanzar la estacionariedad.
La variaciôn estacional de las series econômicas 
no es determinista, sino que evoluciona a lo largo del 
tiempo; ademâs, la correlaciôn entre cualesquiera dos va­
riables aleatorias . y X^^ del proceso estocâstico que 
las describe es distinta de cero ûnicamente si las dife­
rencias temporales (t ^ - t ) son mûltiplos del retardo esta­
cional. Por tanto, las observaciones de estos instantes 
(ti,tj) estân interrelacionadas entre sî, pero no se co-
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nexionan con las observaciones referidas a otros instan­
tes .
Al no ser factible encontrar procesos puraunente 
estacionales. Box y Jenkins llegan a admitir que e^ esté tarn 
bién determinado por un proceso ARIMA.
^t = ®t - ®t-d
^t ■ 9 i V l  - 9p^t-p “
» ®t ■ ^l®t-l - • • • - V t - q
siendo d el numéro de diferencias que logran la estaciona­
riedad.
En general, la identificaciôn de modelos pretende 
describir el comportamiento de las series con el menor 
numéro posible de parâmetros desconocidos, ya que después 
tenemos que estimarlos. Respecto a la identificaciôn de 
los modelos ARIMA consiste en especificar los ôrdenes P 
y q de los polinomios y en determiner el numéro de dife­
rencias K necesarias para eliminar la heterocedasticidad, 
de tal forma que no se altere el esquema de autocorrela­
ciôn, ni se complique el modelo excesivamente.
Estas decisiones requieren que se conozca la fun­
ciôn de autocorrelaciôn y la funciôn de autocorrelaciôn 
parcial, pero como su cuantificaciôn normalmente no es 
posible, hay que evaluarlas mediante muestreo. El correlo- 
grama o estimaciôn de la funciôn de autocorrelaciôn, las
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desviaciones tîpicas de los valores del correlograma y 
las regiones de confianza que originan segûn un nivel de 
significaciôn dado, permiten seleccionar dos o très estruc 
turas ARIMA que expliquen la serie considerada.
La identif icaciôn de P y q en los modelos ARIMA 
(P,q,K) de series estacionarias, proporciona varios corre- 
logrêunas :
12) Si la serie es ruido blanco, los valores del 
correlograma son cero.
22) Cuando q = 0, el proceso es autorregresivo de 
orden P y el correlograma toroa valores distin­
tos de cero que van disminuyendo como una expo­
nencial decreciente o con oscilaciones sinusoi- 
dales cada vez menores.
32) En los casos que P = 0, el proceso es de médias 
môviles de orden q y los valores de la funciôn 
de autocorrelaciôn son cero para retardos supe­
riores a q.
4 2 ) siendo P > q, la funciôn de autocorrelaciôn tie­
ne forma exponencial decreciente u oscilaciones 
sinusoidales decrecientes, mientras que si 
q > P, las autocorrelaciones anteriores a q-P 
se comportan de forma diferente a la descrita, 
y en los retardos posteriores a q-P vuelven
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a ser exponencial o sinusoidad decreciente.
Los modelos ARIMA, tanto en el tramo autorregresivo 
como en el de médias môviles, adroite una descomposiciôn 
multiplicative en dos partes, la regular que engloba los 
retardos de orden inferior al desfase estacional, y la 
estacional con retardos multiples del desfase.
El correlograma estimado nos indica si el proceso 
es autorregresivo, pero no especifica si es AR(P) o
AR(P+1), por eso recurrimos a la funciôn de autocorrela­
ciôn parcial, ya que en base a ella todo proceso AR(P) 
puede describirse mediante P funciones no nulas de los 
coeficientes de autocorrelaciôn.
La identificaciôn de los procesos ARIMA précisa
de especialistas en el tema con mucha experiencia, mien­
tras que los MA(q) sôlo requieren observar los coeficien­
tes significatives de la funciôn de autocorrelaciôn, pues­
to que el orden del proceso es el retardo en el que desapa 
recen y la complejidad de los AR(P) es intermedia entre 
los dos anteriores, su determinaciôn estructural se basa 
en los coeficientes de la funciôn de autocorrelaciôn par­
cial .
Una vez identificados P, q y K, pasamos a estimar
los parâmetros del modelo. El método eficiente de estima­
ciôn es el que proporciona la menor suma cuadrâtica de 
los errores, lo que équivale asintôticamente a maximizar
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la funciôn de verosimilitud, pero en los modelos ARIMA 
la ecuaciôn de los errores no es lineal respecto de los 
parâmetros y, por tanto, habrâ que emplear un método itéra 
tivo de estimaciôn no lineal. El mâs utilizado es el de
D.W. Marquerdt porque combina la linealizaciôn con el mâxi 
mo gradiente y las estimaciones preliminares de los parâ­
metros se consiguen con el método de los momentos; la des­
cripciôn de este procedimiento se halla en "An Algorithun 
for Least Squaures Estimations of non-Linear Parameters", 
1963.
En la etapa de verificaciôn hay que aplicar tests 
que comprueben si los datos concuerdan con el modelo ele­
gido. Box y Jenkins proponen varios, siendo el mâs inte- 
resante el de sobreparametrizaciôn, que consiste en formu­
ler otro modelo con mâs parâmetros, teniendo la precauciôn 
de no anadir a la vez coeficiente en la parte autorregre- 
siva y en la de médias môviles. Si los parâmetros agrega­
dos no son significativos, se acepta el modelo original 
y en caso contrario, se admite la nueva versiôn.
Después hay que verificar si los residuos son ruido 
blanco. Box y Pierce proponen como test:
Q = n E r^ (e)
2
h=l ^
siendo n el numéro de residuos, q los retardos y r^ (e), 
el coeficiente de autocorrelaciôn para el retardo q obte- 
nido con los residuos estimados. Se rechaza la hipôtesis
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de ruido blanco cuando Q supera el valor de X^_p,_g a un n^ 
vel de significaciôn dado, tal que:
P' = P +
y
Q = q +
Seleccionado el modelo ARIMA(P,q,K), que considera- 
mos adecuado, podemos predecir los valores futuros de 
X^. Box y Tiao exponen un test que contrasta la estabili- 
dad del modelo en base a los errores de predicciôn de un 
perîodo t respecto de los perîodos siguientes, mientras 
que Box y Jenkins demuestran que la predicciôn ôptima en 
el instante t de X^^^ es su esperanza condicional referi- 
da a t. Las predicciones se hallan sustituyendo t por t+1 
y tomando expectativas condicionadas en t. Por tanto, la 
metodologîa ARIMA posibilita predicciones puntuales y 
ademâs genera la distribuciôn de probabilidad compléta 
de los valores futuros de la serie.
Como conclusiôn diremos que temporalizar variables 
no tiene nada que ver con dineunizar las relaciones de paso 
de un estado a otro, ya que la estructura de las relacio­
nes puede ser constante, con lo que estarîamos haciendo 
una generalizaciôn temporal, es decir, una proyecciôn de 
la informaciôn a lo largo del tiempo en base siempre a 
la misma estructura; error que procédé de la fîsica por 
su concepciôn de lo estâtico y lo dinâmico. Cuando habla-
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mos de dinamizar estamos obligados a referirnos a los pro­
cesos estocâsticos y a que las relaciones que determinan 
el proceso puedan cambiar.
El modelo de regresiôn Box-Jenkins pretende la so- 
luciôn de algunos de estos problèmes, aunque termina recu- 
rriendo a modelos homogéneos, de igual forma que las ca­
denas de Markov emplean hipôtesis de estacionariedad en 
las probabilidades de transiciôn entre estados, situaciôn 
no dinâmica, pues con la matriz de transiciôn y con las 
condiciones iniciales se logra determiner todo.
En la actualidad, los sistemas dinâmicos son cajas 
negras, ya que desconocemos lo que ocurre en su interior 
y percibimos ûnicamente entradas-salidas, teniendo en cuen 
ta procesos de realimentaciôn y de prealimentaciôn. Esta 
limitaciôn de nuestro nivel de conocimientos hace impres- 
cindible el desarrollo de contrôles metodolôgicos, mate- 
mâticos, estadisticos, etc., que sean mâs potentes, permi­
tiendo la observaciôn de las relaciones dentro de la caja 
y posibilitando trabajar con procesos dinâmicos.
CAPITÜLO IV
EL MODO DE CONOCER EN ECONOMIA
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IV. EL MODO DE CONOCER EN ECONOMIA
No podemos hablar de un método general aplicable 
a la Ciencia Econômica, existen multiples técnicas y pro­
cedimientos de investigaciôn que estân en constante evolu­
ciôn debido a las actitudes c ambiantes que toman los eco- 
nomistas ante las consideraciones ideolôgicas, los juicios 
de valor fundamentados en principios morales y la demanda 
social de cada momento histôrico. Todo ello influye en 
la elecciôn de las categorîas econômicas que se van a uti­
lizar y ocasiona diferentes formas de analizar los proble- 
mas.
El avance de la Ciencia Econômica tiene su origen 
en la interacciôn continuada entre observaciôn y razona- 
miento, por eso la Economie presta la mâxima atenciôn a 
la construcciôn del conocimiento, interesândose en la dis- 
tinciôn de sus aspectos y perspectives. La dificultad estâ 
en que las mejoras metodolôgicas sôlo se producen en pe­
rîodos con grandes discusiones respecto de los conceptos 
bâsicos y en la Ciencia Econômica moderne no ocurren ya 
debates de tal magnitud. La causa es el consenso logrado 
en multiples campos de actuaciôn, siendo frecuente encon-
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trar economistas que aceptan teoremas en sus argumentacio- 
nes cuya aplicabilidad y conveniencia se puede cuestionar 
en ciertos contextes.
Otra caracteristica de la Ciencia Econômica es que 
a partir de Alfred Marshall emplea en sus razonaunientos 
un estilo coloquial y mundano que posibilita una mejor 
comprensiôn por los ciudadanos; pero que obstaculiza el 
descubrimiento de sus fundaunentos, oscurece las conexiones 
con la observaciôn empîrica y con la reflexiôn teôrica, 
ademâs de complicar el reconocimiento de los supuestos 
bâsicos.
Pasaunos ahora a comentar cômo se organize la in­
vestigaciôn, las leyes y relaciones econômicas, teniendo 
en cuenta que suelen referirse a una clase infinitamente 
grande de fenômenos, lo que complice su descripciôn.
IV.1 NATURALEZA DE LAS LEYES ECONOMICAS
La observaciôn de los fenômenos econômicos refleja 
la existencia de regularidades que definen relaciones de 
sucesiôn y similitud, justificando la elaboraciôn de leyes 
econômicas. Con ello, conseguimos que la Ciencia Econômica 
sea un conocimiento racional de una parte importante de 
los problèmes humanos.
Raymond Barre encuentra cuatro caracterîsticas en
342
las leyes economicas:
Ifi) Su validez depende de una escala de observa- 
ciôn, por tanto, conviene distinguir entre le­
yes macro y microeconômicas.
28) Como su naturaleza puede ser lôgica o estadls- 
tica, en el primer caso tendrân un carâcter 
histôrico-relativo y en el segundo, un sentido 
funcional-cuantitativo.
38) Son causales porque enlazan fenômenos que se 
suceden en el tiempo.
48) Tienen un carâcter condicional, ya que su vi- 
gencia depende de que no varîen las condiciones 
de definiciôn originales.
Una cadena de razonamientos es valida desde el pun- 
to de vista lôgico si utiliza premisas o postulados, ya 
que los postulados son enunciados que establecen relacio- 
nes lôgicas entre entidades abstractas denominadas termi­
nes y los termines representan personas, organizaciones, 
cosas, acciones o estados pertenecientes al mundo de la 
experiencia.
Para interpretar los termines y lograr que los pos­
tulados se transformen en afirmaciones que detallen las 
elecciones accesibles, los efectos de las distintas opcio- 
nes y las reglas o principles a partir de las cuales los
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agentes econômicos toman decisiones; el anâlisis econômico 
presupone el uso de un lenguaje que se establece explîci- 
tamente por medio de definiciones, alegaciones o descrip- 
ciones que conectan los termines con los fenômenos obser- 
vados.
El contenido y el cometido de la Ciencia Econômica 
ha ido cambiando a le largo del tiempo, provocando una 
transformaciôn en el significado de las definiciones eco- 
nômicas. Aunque en un momento temporal cualquiera estas 
especificaciones se referirân a un cuerpo de conocimiento 
que estarâ determinado de la manera mâs rigurosa posible 
sobre un conjunte de fenômenos observados y de conceptos 
preestablecidos.
Se nos plantea entonces la pregunta de, si la Econo 
ml a es o no una ciencia objetiva que llega a los mismos 
resultados partiendo de dates idénticos. Segûn Martin 
Bronfrenbrenner (29):
"La objetividad de la Economla se 
concentra en sus aspectos positives, 
coao los hechos, el an&lisis têcnico, 
etc. No habiendo razôn particular para 
esperar que los juicios de valor bâsicos 
o las recomendaciones pollticas del éco­
nomiste sean independientes de su clase
(29) BRONFRENBRENNER, Martin. "La estructura de la Ciencia 
Econômica". p. 12.
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social, de su tipo de culture y del gra­
de de desarrollo econômico de su pais".
La selecciôn de los teoremas y la definiciôn de 
su significado empirico esta supeditada a la discreciôn 
y créâtividad del économiste que las élabora, ya que los 
teoremas se descubren, pero su alcance empirico se cons- 
truye. De ahi que el marco social e histôrico condicione 
las formulaeiones econômicas y que se utilicen expresiones 
con carga valorativa, taies como "bienestar", "eficacia", 
"utilidad", "productividad", "planificado", "estructural", 
etc., con capacidad de interferir las decisiones polîti- 
casî todo lo cual disminuye la objetividad de la Econo­
mie.
Asimismo, no existe norme alguna que garantice la 
conexiôn entre los conceptos y las observaciones. Por tan­
to, sôlo en determinadas ocasiones se lograrâ justificar 
una teoria econômica de forma incuestionable, lo que auto­
risa y excusa la elaboraciôn de diferentes teorias que 
expliquen el mismo ârea de investigaciôn.
La diversificaciôn de teorias ocasiona discusiones 
entre elles, dândonos la oportunidad de encontrar mejores 
fundamentos para las creencias, estimulando la precisiôn 
de los conceptos y obligando a la bûsqueda de formulacio- 
nes mâs emplies que las anteriores.
Una teoria econômica puede considerarse como un
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modelo que se deduce de premisas o axiomas y que ademis 
lleva anexionado un teorema de aplicabilidad con el fin 
de especificar su carâcter general o especial; pues no 
estâ garantizada la utilizaciôn eterna de los modelos en 
el mundo real, siendo évidente que las definiciones, rela- 
ciones y leyes del anâlisis econômico se encuentran siem- 
pre sujetos a perfeccionamiento y crîtica. Los modelos 
econômicos no alcanzarân aproximaciones a la verdad mayo- 
res que su teorema de aplicabilidad, por eso son esencial- 
mente probables.
Un antiguo problema a resolver es la selecciôn ôp- 
tima de los supuestos subyacentes en el Anâlisis Econômi­
co. La posiciôn clâsica contempla la obligaciôn de ser 
realista en la elecciôn de los supuestos, pues es la ûnica 
forma de conseguir que la teoria inspire confianza y re­
suite util. Discrepan con esta manera de pensar Milton 
Friedman y sus seguidores, pues segûn elles, al emplear 
en los razonamientos un numéro elevado de hipôtesis cuyo 
grado de realismo es el mâximo posible, estaunos prescin- 
diendo del teorema de aplicabilidad mencionado anterior- 
mente.
Cuando poseemos varies conjuntos de supuestos al­
ternatives concernientes a un fenômeno econômico, que dan 
lugar a predicciones équivalentes en cuanto a su validez, 
se plantea el interrogante de qué conjunto elegir. Conta- 
mos con cinco opeiones, la de los empiristas inmanentes
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se basa en la filosofia del hombre practice, en su talento 
e ingenio para encontrar -por analogîa el conjunto mâs ade- 
cuado a unas circunstancias concretas, tras observar rau- 
chos hechos o casos durante intervalos temporales amplios. 
Por tanto, el empirisme inmanente no proporciona solucio- 
nes o compromises générales.
Los positivistes elegirân el conjunte menos comple- 
jo desde el punto de vista matemâtico, ya que anteponen 
las funciones lineales a las no lineales y utilizan gran 
cantidad de simplificaciones, taies como la propercionali- 
dad entre la cantidad de dinero y los precios a corto pla- 
zo, etc. El inconveniente de la simplicidad matemâtica 
es que suele implicar mayores dificultades estadîsticas.
Alfred Marshall y la escuela realista procuran ex- 
plicar los acontecimientos histôricos y las situaciones 
actuales mediante abstraceiones de hechos casualmente ob­
servados y con razonamientos no muy largos. Sus modelos 
o estructuras lôgicas son una acumulaciôn de supuestos 
que no aclaran demasiado, pues formalizan nada mâs que 
las caracterîsticas especificas de cada caso edaordado.
Léon Walras, Vilfredo Pareto y la escuela del equi- 
librio general intentan validar de forma lôgica el anâli­
sis econômico y lo logran empleando sistemas de ecuaciones 
con el mismo numéro de ecuaciones que de incôgnitas, sos- 
layando las argumentaciones circulares y la inconsisten- 
cia. De los conjuntos de supuestos elegirân el mâs univer-
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sal, es decir, el que compatibilice con la mayor cantidad 
posible de fenômenos; dando lugar a modelos ex post, que 
requieren explicaciones adicionales para conseguir esta- 
blecer buenas predicciones.
La ultima alternativa corresponde a la escuela axio 
mâtica, quien seleccionarâ las condiciones matemâticas 
mâs simples que consigan garantizar la exactitud mâxima 
de los modelos. Prefieren emplear poco aparato matemâtico 
y lôgico en la elecciôn y conexiôn de los supuestos, incor 
porando preferencias prefijadas de conjuntos de bienes 
con las que logran demostrar de forma rigurosa lo que ya 
creemos saber, olvidândose de los temas nuevos de inves­
tigaciôn.
La conclusiôn a la que llegamos es que las cinco 
opciones escogen el conjunto de supuestos en base a pre- 
ferencias subjetivas y ninguna de ellas resuelve definiti- 
vamente cômo alcanzar la eficacia predictive y explicati­
ve de las hipôtesis.
Desde el siglo XIX existe la polêmica de si la Eco- 
nomîa es una ciencia positiva o normative. Los dos tipos 
de anâlisis no suelen diferenciarse por las interpretacio­
nes que dan a los têrminos bâsicos, sino que discrepan 
en los principios que las mueven a buscar conclusiones 
y en lo que hacen con ellas.
Cuando definimos las âreas de investigaciôn econô-
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mica estâmes aludiendo a la clase de fenômenos que vamos 
a estudiar. Identificaremos la Economie Positiva con el 
anâlisis de la satisfacciôn de las necesidades de la so- 
ciedad y la Economie Normative con la bûsqueda de la mejor 
manera de resolver las carencias de la humanidad teniendo 
en cuenta algûn criterio apropiado, dado un estado de la 
naturaleza y de la tecnologia.
Tjailing C. Koopmans piensa que podemos elegir en­
tre dar una definiciôn de los axiomas muy empirica o, por 
el contrario, poco empirica. Es una decisiôn libre, pero 
una vez adoptada conduce a una serie de restricciones res­
pecte de las implicaciones que es factible surjan. Si los 
axiomas poseen excesivo contenido empirido dan lugar a 
teorias con gran capacidad descriptiva, pero su campo de 
acciôn queda limitado por la generalizaciôn empirica y 
su aplicabilidad se circunscribe a una clase determinada 
de problèmes. La otra opciôn validaria el razoneuniento 
que lleva de los postulados a las conclusiones mediante 
contrastes lôgicos mâs que empiricos.
La ambigüedad normativo-positivista tiene su origen 
en la atenciôn que manifiesta la Ciencia Econômica hacia 
los propôsitos y objetivos de los hombres y en las impli­
caciones valorativas de têrminos como maximizaciôn de la 
utilidad y optimizaciôn. La razôn por la cual no se ha 
podido resolver definitivamente esta polêmica se debe a 
la imposibilidad de verificar estrictamente los supuestos
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de comportamiento de las teorias econômicas.
Cuando juzgamos los enunciados econômicos como nor­
mes de comportamiento que al ser observadas por los indi- 
viduos . permiten alcanzar los fines propuestos, estamos 
en un contexto en el que la Ciencia Econômica pretende 
contrôler mâs que explicar. Por eso, es lôgico considérer 
en él, que el principio de maximizaciôn del bénéficie y 
en general el de optimizaciôn, es una meta fundamental.
Esta forma de pensar ha sido frecuentemente atacada 
desde 1940, argumentando que impide la explicaciôn de los 
fenômenos estudiados. Segûn los positivistes, si admitimos 
que la maximizaciôn del bénéficie es una norma, no podemos 
demostrar de forma sistemâtica su cumplimiento por todo s 
los sujetos econômicos, ya que seguramente existirân empre 
sarios cuyo comportamiento no maximice sus bénéficies. 
No sabremos en un momento cualquiera cuâles cumplen la 
norma y quiénes no; ademâs la posesiôn de una encuesta 
que lo detallara no validaria la norma. Otro tema distinto 
es lo que pasarâ con los empresarios no maximizadores, 
probablemente acabarân siendo desplazados del mercado.
Sigeunos enumerando las dificultades que encuentra 
el intente de integrar en la Economla su concepciôn como 
ciencia de normes y el suponerla un conjunto de proposi- 
ciones a modo de leyes.
Las normas son instrumentes que logran influir en
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el comportéuniento de los agentes econômicos y poseen dos 
caracterîsticas, la comunicaciôn y un conjunto de penali- 
zaciones ligadas a su no cumplimiento. El efecto que pro- 
ducen consiste en cambiar, al menos potencialmente, la 
evaluaciôn relativa de las alternativas, recomendando la 
elecciôn o el curso de acciôn que se supone satisface me­
jor los objetivos propuestos. Cuando las normas se llevan 
a la prâctica es factible contraster los postulados sobre 
los que se basan.
Lawrence Nabers, en un ensayo titulado "Los enfo- 
ques Positivo y Genético", dice (30):
"El desarrollo de las ideas econô­
micas constituye un proceso que hace 
inevitables los juicios de valor. La 
selecciôn de las cuestiones a exeuminar 
presupone cierta capacidad de discrimi- 
naciôn entre lo importante y lo que no 
lo es. Ademâs, la aceptaciôn de un méto- 
do de procedimiento implica un tipo si­
milar de juicio de valor".
Las conclusiones que obtiene Nabers son:
1*) Es necesario especificar normas fâcticas cuando 
no se incluyen todos los hechos.
(30) NABERS, Lawrence. "Los enfoques positivo y genético". 
p. 93.
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2*) Los resultados pueden presentarse de diferentes 
formas, todas ellas conformes con las reglas 
lôgicas aceptadas.
3*) La valoraciôn de la importancia o significaciôn 
de los resultados se hace segûn la posiciôn 
axiolôgica del teôrico que los consigue.
Hay mûltiples ocasiones en las que estamos incorpo- 
rando juicios de valor en las teorias econômicas, ya sea 
explicita o implîcitamente, veamos algunos casos:
- Cuando se elige entre pruebas de contrastaciôn 
rivales.
- Al seleccionar las definiciones que participan 
en las hipôtesis.
- Si una de las relaciones teôricas se toma como 
control, mientras que las demâs son tratadas en 
calidad de factores independientes.
Un ejemplo del ûltimo punto es el de Keynes, pues 
atribuye la mâxima transcendencia al control de la inver- 
siôn para aumentar la demanda global, en lugar de utilizer 
la redistribuciôn de la renta, lo que implica establecer 
valoraciones.
Las doctrines del laissez-faire y del equilibrio 
general tuvieron su origen en la construcciôn racionalista 
de utopies, y sus postulados no siempre fueron explicita-
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dos con la precisiôn adecuada, reaccionando ante esto, el 
positiviste T.W. Hutchison considéra en su obra "Signifi­
cance and Basic Postulates of Economie Theory", 1936, que 
los ûnicos enunciados significativos son los verificables, 
pues se obtienen mediante inferencias elaboradas a partir 
de observaciones de comportamientos. Hutchison define como 
economists ideal a aquel cuya conducts ante las observa­
ciones résulta ser objetiva, y por lo tanto, completeunente 
distinta y aiejade del propôsito de la observaciôn, aunque 
con elle pretends analizar sus propias reacciones. El pro­
blema es que en las ciencias sociales no se puede separar 
epistemolôgicamente el sujeto observador de lo que es ob- 
servado.
Lionel Robbins, en "An Essay on the Natur and Sig­
nificance of Economie Science", 1932, afirma que la esca- 
sez de medios en el logro de los fines dados, orienta la 
misiôn de la Economie hacia el câlculo del mâximo condi- 
cionado. No existiendo necesidad de realizar experimentos 
controlados en la validaciôn de los postulados, pues son 
objeto de nuestra experiencia diaria y basta con enunciar- 
los para reconocerlos como obvios, mientras que los fines 
tienen el cargo de tendencies de conducts que deben in- 
cluirse al estudiar una teoria de la elecciôn. Robbins 
piensa que la Economie es una ciencia a priori.
El planteamiento de Robbins posee el inconveniente 
de que ningûn economists como tel puede elegir entre los
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fines posibles y en que no es tan sencillo como él indica 
expliciter con detalle y detenimiento los postulados bâ­
sicos del anâlisis econômico.
Para Milton Friedman en "Essays in Positive Econo­
mies" , 1953, la Economie es una ciencia en la que son es- 
casas las oportunidades de verificar las predicciones y 
las implicaciones derivadas de los postulados. Esta difi- 
cultad se debe en parte a la imposibilidad aparente de 
realizar experimentos bajo condiciones que se aproximan 
a la realidad. Asimismo, influyen los mûltiples factores 
que intervienen de forma simultânea en los fenômenos eco­
nômicos. Por tanto, es iroprescindible utilizer toda la 
evidencia disponible, ya sea conseguida directe o indirec- 
teunente.
Friedman argumenta que, "la ûnica prueba decisive 
de la validez de una hipôtesis es la comparaciôn de sus 
predicciones con la experiencia". Su actitud metodolôgica 
empirista le lleva a considérer que las teorias econômicas 
originan pronôsticos ûtiles y significatives sobre fenôme­
nos todavîa no observados, por eso recurre a la evidencia 
experimental para confirmarlas, aunque sôlo sea negativa- 
mente.
La elecciôn entre hipôtesis alternativas igualmente 
conformes con la informaciôn disponible, es en cierta for­
ma arbitraria segûn Friedman, pues escogemos apoyândonos 
en criterios de sencillez y fertilidad. Esta conclusiôn
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ha sido muy criticada por inconsistante, ya que situa en 
un mismo piano la experiencia y la sencillez-fertilidad.
Tjalling C. Koopmans refleja su posiciôn metodolô­
gica en "Très ensayos sobre el estado de la ciencia econô­
mica", 1980, donde manifiesta su discrepancia del intente 
de protéger las teorias econômicas ya establecidas, median 
te la afirmaciôn de que los postulados son indiscutibles 
o cuando tratan de evitar la desconfianza en su realismo 
verificando los axiomas con las consecuencias mâs distan­
tes en el tiempo y dificiles de deducir.
Koopmans estima que la Economia no necesita apare- 
cer como invulnerable, sus teorias se sostienen por si 
mismas, ya que constituyen un sistema de pensamiento deduc 
tivo y estâ fundeunentado en un numéro pequeno de premisas 
que, en una primera aproximaciôn a la realidad, hemos to- 
mado como las mâs adecuadas.
La defensa de las teorias econômicas se basa en
el reemplazamiento del conjunto de hechos por una cantidad
exigua de postulados, lo que permite aplicar mâs fâcilmen- 
te la lôgica, la matemâtica y la estadistica, en la for- 
mulaciôn y contrastaciôn de las proposiciones. Ademâs, 
rechaza la adopciôn de fines porque su interés se centra 
en el contenido lôgico de los postulados.
Segûn Koopmans es esencial encontrar un procedi­
miento que ordene las deducciones lôgicas y proporcione
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una pauta de recogida de informaciôn con la maxima fuerza 
discriminante respecto de los postulados peor construidos. 
Esto conduce, empleando sus palabras (31):
"A contenqilar el anâlisis econ&nico 
ccxno una sucesiôn de modelos que preten- 
den expresar en forma sin^lificada dife­
rentes aspectos de una realidad sien^re 
mâs conq>licada".
La Ciencia Econômica relaciona conceptos con obser­
vaciones, reclamando el conocimiento detallado de la reali 
dad econômica y de los procesos de mediciôn utilizados. 
La mayor o menor incidencia del trabajo teôrico frente 
al empirico dependerâ de cuâl sea el fenômeno o qué parte 
de la actividad econômica estudiemos.
En principio parece que los instrumentos cumplen 
una misiôn auxiliar, cuya selecciôn estâ subordinada al 
ârea analizada y a que con ellos se hayan encontrado como 
poco respuestas parciales (32):
"Pero los instrumentos pueden 11e- 
gar a dominar un perîodo o una escuela 
de pensamiento. La soluciôn de problèmes 
importantes puede retrasarse porque no se
(31) KOOPMANS, Tjalling C. "Très ensayos sobre el estado 
de la Ciencia Econômica". p. 155.
(32) Op. cit. p. 183.
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encuentren los procedimientos adecua- 
dos".
Es évidente que el anâlisis econômico ha mejorado 
y aumentado los instrumentos analîticos a lo largo del 
tiempo, ordenando de esta forma los datos empiricos con 
una mayor eficacia para verificar las hipôtesis y logrando 
que las operaciones del sistema econômico sean cada vez 
mejor conocidas.
Joseph A. Schumpeter es uno de los que reclama como 
misiôn del anâlisis econômico el desarrollo de técnicas 
analîticas que clarifiquen los fenômenos econômicos. En 
su metodologîa no incluye los motivos ni la procedencia 
de los juicios de valor implîcitos en los postulados ini- 
ciales, tampoco considéra las razones que llevan a los 
individuos a seleccionar ciertos fenômenos. Hay que recu- 
rrir a M. Blaug si se quiere encontrar una defensa mâs 
fuerte del enfoque analîtico, ya que reconoce la importan­
cia fundêunental de la ideologîa, pero piensa que es el 
economists quien debe descubrir en todo momento si el anâ­
lisis sigue siendo vâlido cuando se le libera de sus ci- 
mientos ideolôgicos.
Mantener que el pensamiento econômico estâ formado 
nada mâs que por enunciados positivos respecto de las re- 
gularidades que subyacen en los datos, obliga a orientar 
el anâlisis hacia el desarrollo de técnicas que permitan
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elaborar sistemas teôricos. La cuestiôn es que existen 
enfoques alternatives taies como el histôrico-causal, que 
no encuentran justificaciôn para que la Economla évité 
las influencias histôricas y sociales.
Los defensores del planteeuniento histôrico-causal 
piensan que todos los acontecimientos deben ser estudiados 
en termines de espacio, tiempo y causa. El présente sôlo 
puede entenderse en base a su genesis y posterior desarro­
llo histôrico, en el que deben contemplerse las relaciones 
entre los hechos. Por tanto, el anâlisis econômico deberîa 
abandonar la clasificaciôn de propiedades y formas, para 
pasar a ocuparse del origen de los modelos econômicos, 
tratando de hacer explîcitos los valores implîcitos.
Los économistes reciben en su formaciôn académica 
un cuerpo de conocimiento, posteriormente descubren situa­
ciones que no saben resolver con él y tienen que adapterlo 
a las nuevas circunstancias. Lo normal es que se produzca 
un cambio continuado en la forma de las teorias y este 
dineunismo es el que los histôrico-causales no encuentran 
en las argumentaciones positivistes.
David Bohm expone con claridad en "Casuality and 
Chance in Modern Physics", que el enfoque atemporel no 
proporcione una comprensiôn total de la relaciôn formai 
que conecta los elementos de un sistema, ya que es impres- 
cindible conocer su evoluciôn.
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Segûn sus palabras (33):
"Para entender por qué las leyes 
causales estân tan ligadas a la defini­
ciôn de las cosas, hay que incluir los 
procesos que explican de dônde provie- 
nen, lo que han sido en otro tiempo y,
como su transformaciôn prosigue, en qué
se convertirân en el future".
La consecuencia que sacamos del anâlisis histôri­
co-causal es que conviene emplearlo en el esclarecimiento
de los cambios producidos en las creencias, valores y po­
llticas econômicas. Aunque no debemos olvidar que este 
procedimiento proporciona resultados poco satisfactorios 
e irregularidades frecuentes.
Otro aspecto importante a comentar de las leyes 
econômicas es si son o no contrastables. Segûn Oscar 
Lange, "el proceso econômico es un conjunto de acciones 
humainas que constantemente se repiten", poner de manifies- 
to taies acciones es algo objetivo y verificable, con in- 
dependencia del conjunto de juicios de valor utilizados 
o de cuâl sea la ideologîa del observador.
El conocimiento econômico es incompleto, pero se 
encuentra metido en un proceso incesante de verificaciôn
(33) BOHM, David. "Casuality and Chance in M o dem Phy­
sics". p. 15.
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de sus teorias, lo que es indispensable si queretnos desa- 
rrollar las implicaciones lôgicamente validas que se dedu- 
cen de los postulados econômicaunente relevantes.
.El conflicto entre realismo y rigor se resuelve 
dando prioridad a lo primero, ya que la existencia de la 
realidad es anterior a su inclusion en el modelo formai. 
Posteriormente se aplica el rigor para consolidar los avan 
ces conseguidos en la aproximaciôn a la verdad. As! que, 
los fundamentos de cada af irmaciôn y su grado de certeza 
dependen de la inclusiôn de los hechos al principio del 
anâlisis bajo la forma de postulados explîcitamente formu- 
lados. Ademâs, cuando es el momento oportuno, hay que con­
fronter las conclusiones o predicciones con observaciones 
adicionales.
En la Ciencia Econômica encontreunos que sôlo cier- 
tas partes de la teoria admiten ser representadas por he­
chos observables, lo que concuerda con la idea generalmen- 
te aceptada de que las teorias contienen algunas proposi­
ciones contrastables en el campo observacional.
El âmbito de aplicaciôn de las teorias econômicas 
tiene su origen en argumentaciones empiricas, prâcticas 
y lôgicas, pero sus limites se estrechan al especificar 
hipôtesis, definiciones operacionales y consideraciones 
de lugar, tiempo y politica. La falta de claridad en los 
campos de aplicabilidad de las teorias ocasiona mûltiples 
conflictos entre ellas. Por tanto, conviene esclarecer
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la forma de seleccionar los axiomas, pues son ellos los 
que definen el campo observacional, fijan el uso que de­
bemos dar a los têrminos teôricos y establecen las rela­
ciones que ligan las teorias con dichos têrminos teôricos. 
El inconveniente es que la incertidumbre acerca de la elec 
ciôn de axiomas no puede resolverse con contrastéeiones 
empiricas.
Las teorias econômicas son mâs dificiles de verifi- 
car que las teorias naturales, ya que en Economia résulta 
muy complejo idear experimentos cruciales y lo que se hace 
es conformarse con efectuar contrastéeiones ocasionales 
cuando las condiciones son propicias. De esta forma se 
mantiene la confianza puesta en las teorias, que serân 
utilizadas en muehos casos en que los resultados no pueden 
ser verificados mediante una correspondencia satisfactoria 
entre las consecuencias deducides y los hechos observa­
dos .
El problema se complice aûn mâs al tratar de expli­
car cômo un conjunto de pruebas o experimentos a favor 
de proposiciones concretas consiguen avaler la totalidad 
de las proposiciones; pensemos, por ejemplo, que puede 
darse el caso de encontrar evidencias empiricas que pro- 
porcionen pruebas refutadoras a una proposiciôn, mientras 
que las demâs estân consiguiendo resultados confirmato- 
rios.
Al establecer la importancia relativa de las diver-
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sas clases de contrastaciôn hay que recorder que una teo- 
rîa es un conjunto de proposiciones relacionadas lôgica­
mente y que el grado de confirmaciôn aportado por una prue 
ba empirica es, en si mismo, materia de evaluaciôn. Luego, 
la transcendencia asignada a una serie de pruebas variera 
segûn sea el alcance de las contrastée iones que propor- 
cionen.
La inclusiôn de condicionantes de aplicaciôn en 
los teoremas y las proposiciones, debido a que van a 
desarrollarse en contextes histôricos, geogràficos, cultu- 
rales y politicos, aumenta la capacidad de una teoria para 
resistir la refutaciôn empirica, ya que si la realidad 
no la confirma se recurre a ellos por ester ante circuns­
tancias especiales.
Es interesante resaltar que las predicciones falsas 
no consiguen refutar las hipôtesis econômicas, por tanto 
no justifican ni obligan a rechazarlas. La forma en que 
se introducen las condiciones restrictives, y el nûmero 
de estas, circunscribe el caunpo de atenciôn de una teoria, 
pero dentro de un conjunto dado de restricciones, las de­
ducciones permisibles son potencialmente infinités.
Una teoria econômica puede explicar y predecir per- 
fectamente los fenômenos de un ârea de investigaciôn y 
sin embargo hacerlo parcialmente o de forma inadecuada 
en otras. No obstante, el éxito en un terreno cualquiera
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anima a extender su aplicaciôn a otros campos de estudio 
mâs amplios.
Las definiciones descriptives de la Economie son 
mâs imprécises que las proporcionadas por las ciencias 
naturales, pues dado un cuerpo de conocimiento y un con­
junto de fenômenos observados, selecciona las variables 
que participan en sus modelos mediante criterios objetivos 
y con decisiones arbitrarias ad hoc.
Desde el punto de vista teôrico no hay limite para 
el nûmero de variables que es necesario mencionar expli- 
citeunente en las leyes econômicas.
Las restricciones vendrân por el lado del coste, 
el tiempo, la complejidad en los câlculos, etc., derivados 
de la obtenciôn y manejo de una cantidad excesiva de 
ellas.
Segûn esto, en los sistemas orientados a la conse- 
cuciôn de un objetivo explicito ûnico, lo normal va a ser 
no incorporer la totalidad de las variables que permiten 
su obtenciôn, y en las ocasiones que se logre especificar 
la globalidad de ellas, es usual que la capacidad explica­
tive del sistema esté disminuida, bien porque el campo 
de variaciôn es demasiado amplio o muy reducido. En los 
sistemas con objetivos mûltiples e implîcitos el sesgo 
todavîa es mayor, pues los fines no suelen ser compatibles 
entre sî y esta falta de reconciliaciôn hace que el siste-
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ma resuite insuficiente.
El efectuar investigaciones econômicas obliga a 
buscar relaciones invariantes, a no ser que creamos que 
los acontecimientos econômicos son completeunente errâticos 
y que incluso rechazan la formulaciôn de leyes probabilîs- 
ticas.
La conexiôn de los têrminos teôricos con el mundo 
observable se logra mediante definiciones operacionales, 
porque con ellas podemos elegir y contraster que clase 
de instrumental teôrico es el mâs apropiado para responder 
a cuestiones particulares. Como la verificaciôn empirica 
puede ser rechazada si el campo de observaciôn descrito 
por la definiciôn operacional no satisface las condiciones 
de los teoremas, emplearemos procedimientos contrastadores 
que ayuden a las teorias a resistir las refutaciones y 
a determinar de manera univoca y précisa los conceptos 
usados en las proposiciones.
La investigaciôn empirica moderna y la teoria es­
tadistica tienen la misiôn de comprobar la suficiencia 
de las definiciones operacionales, la naturaleza de los 
condicionantes, el grado de confirmaciôn que una contras­
taciôn ofrece a una proposiciôn particular o a una serie 
de proposiciones consideradas como un todo y los problemas 
de opciôn entre conjuntos de observaciones que, en aparien 
cia, son divergentes. De tal forma que, cuanto mâs corto 
sea el intervalo temporal que va desde la formulaciôn de
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las predicciones econômicas hasta la fecha a la que se 
refiere la previsiôn, la probabilidad de que resulten co­
rrectes ira en aumento.
No olvidemos que las cadenas deductivas de la Eco­
nomie son mâs cortas que las de otras ciencias y que no 
ha desarrollado ninguna estructura teôrica jerârquica.
IV.2 EL ANALISIS ECONOMICO
Ahora veunos a describir qué se entiende por Anâli­
sis Econômico desde una perspective racional, para pasar 
después a comentar el concepto de expectative y finalmente 
destacaremos diferentes modelos de expectatives, siendo 
el mâs interesante el de expectatives racionales.
Las definiciones de Ciencia Econômica se hallan 
vinculadas o condicionadas por el momento histôrico y por 
las escuelas o doctrines.
Segûn Juan Lôpez de la Manzanara, "esto no justifi­
ée un relativisme en la concepciôn de la Economie, sino 
que pone de manifiesto la dificultad de dar una especifi- 
caciôn ûnica que sea aceptada plenamente por todas las 
corrientes del pensamiento econômico".
La complejidad que supone una definiciôn de la 
Economia puede apreciarse al reviser algunas de las mâs 
conocidas. Iniciaremos la exposiciôn de la evoluciôn del
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término con una descripciôn anônima: "Economia es la cien­
cia de la administraciôn de los recursos escasos". Es im- 
prescindible, asimismo, la referenda a John Stuart Mill:
"Economia es la ciencia que estudia la riqueza y las leyes
de su produceiôn y de su distribuciôn".
Las definiciones que han tenido una repercusiôn 
mayor son la de Marshall y la de Robbins. Para Marshall :
"La Economia es un estudio de la 
humanidad en las ocupaciones ordinarias 
de la vida y examina aquella parte de 
la acciôn individual y social que pueda
tener mâs estrecha conexiôn con la obten
ciôn y uso de los articulos materiales 
necesarios para el bienestar".
La Ciencia Econômica comienza una identificaciôn 
paulatina con una teoria general de la acciôn eficaz, el 
primer paso lo dan Max Weber y Vilfredo Pareto, a conti- 
nuaciôn J.R. Hicks en "A Revision of Demand Theory", 1956, 
y R.D.G. Allen en "A Reconsideration of the Theory of 
Value", 1964, consiguen una interpretaciôn mâs compléta 
y coherente. Hasta llegar a Lionel Robbins, para quien:
"La Economia comprend# la conducta 
humana como relaciôn entre fines y me­
dios escasos con usos alternativos. Cuan 
do el tiempo y los medios son limitados
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y susceptibles de ser clasificados por 
orden de importancia, entonces el compor 
t amiento humano adopta necesariaumente 
la forma de elecciôn".
La escasez y la indeterminaciôn estân siempre re­
lacionadas, ya que segûn Manuel Lôpez Cachero (34):
"Si aceptamos que los bienes econô­
micos son escasos, tendremos tambiên 
que admitir que su aplicaciôn vendrâ 
condicionada por una idea de indetermi­
naciôn, desde el momento en que una uti­
lizaciôn indebida de ellos agravarîa 
la escasez".
La indeterminaciôn nos lleva a formular criterios 
de elecciôn o reglas de conducta que estên basados en el 
principio de racionalidad econômica. Si ademâs apliceunos 
el principio de la eficacia tendremos dos perspectives, 
conseguir el mâximo resultado con los recursos disponibles 
o emplear el mînimo de recursos con los que lograr un obje 
tivo determinado.
François Perroux en su obra "La Economia del siglo 
XX", estima que la Economia se ha caracterizado histôri- 
camente por conflictos y cooperaciones, mediante los
(34) LOPEZ CACHERO, Manuel. "Teoria de la Decisiôn". p. 
25.
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cuales, los individuos y los grupos sociales einplean, pro- 
ducen e interceunbian las cosas susceptibles de ser conta- 
bilizadas.
El fundamento de estas concepciones del Analisis 
Econômico se encuentra en los mêtodos empleados para ga- 
rantizar que las conclusiones sean aceptadas como verdade- 
ras en el ambito de la Ciencia Economica.
La calidad del conocimiento depende de la raciona- 
lidad aplicada en su proceso de obtenciôn, por eso acudi- 
mos a la matem&tica para que nos proporcione diferentes 
racionalidades concretas. La matematizacion de la Economia 
supone un control metodolôgico que posibilita resultados 
rigurosos a cualquier razoneuniento econômico que la 
emplee, eliminando los mitos y dogmas existantes, ademâs 
de hacer factible la traduccion de las categorlas utili- 
zadas en las diversas escuelas.
La formalizaciôn de la Ciencia Econômica es reali­
zable, gracias a que comenzando el siglo XX, la matemâtica 
se ha desprendido del método axiomâtico genêtico inventado 
por los griegos, sustituyéndolo por el sistema axiomâtico 
formai, segûn el cual, los axiornas no tienen por que tener 
significado.
La axiomàtica formai da respuesta a la idea de ra- 
cionalidad entendida como conjunto de principios lôgicos 
que han demostrado ser coherentes y que pueden aplicarse
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en calidad de préceptes organizadores-estructuradores de 
la teorîa. Es, por tanto, un lenguaje aportador de instru­
mentes de calcule que hacen posible la predicciôn y el 
control de los problèmes.
Los économistes contemporâneos aceptan el carâcter 
empirico de la Ciencia Econômica, pero tienen perspectives 
diferentes respecte de la contrastaciôn. Los agentes eco- 
nômicos son, por un lado computadores de informaciôn y 
por el otro intervienen voluntaria y conscientemente en 
la realidad econômica con su comportauaiento a través de 
decisiones. Cuando desean ponerse en contacte con la rea­
lidad recurren a las distintas funciones metodolôgicas 
que la matemâtica proporciona con el anâlisis multidimen­
sional para vigilar los dates y verificar la informaciôn, 
pues es el ûnico método que permite resolver el problema 
de la elecciôn planteado por Robbins.
Samuelson senala como objetivo del anâlisis econô­
mico, la consecuciôn de hipôtesis dotadas de significado 
operacional, "hipôtesis sobre dates empîricos cuya refuta- 
ciôn es concebible, al menos bajo condiciones idéales". 
Este falsacionismo dogmâtico va a provocar la separaciôn 
entre la lôgica del descubrimiento y la lôgica de la jus- 
tificaciôn, la primera progresa mediante los économistes 
teôricos y la segunda se encomienda a los econômetras.
Finalmente, mencionaremos la corriente metodolôgica 
defendida por Koopmans y Wald. La posiciôn de Koopmans
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intenta superar la definiciôn como ciencia a priori dada 
por Robbins de la Economia y la postura empirista de 
Friedman. Para lograrlo introduce el concepto de modelo. 
Asimismo, Wald es partidario de contar con un concepto 
distinto al de teorîa y al de ley, que sirva de gula y 
soporte de la investigaciôn econômica.
De s de un punto de vista intuitive un modelo es una 
aproximaciôn a la realidad, de la que intenta reflejar 
alguno de sus aspectos mis caracterlsticos y en su aspecto 
formai, un modelo es una estructura conseguida a partir 
de ciertos postulados, con la que podemos deducir una mul- 
tiplicidad de implicaciones.
Si las consecuencias del modelo son comparables 
con la observaciôn, se trata de modèles contrastables, 
o mâs exactamente faisables. Otra caracterlstica que dis­
tingue al modelo de la teorîa es su pluralisme teôrico, 
siendo perfectamente compatible que diferentes modèles 
referidos a un mismo fenômeno proporcionen explicaciones 
distintas, sin que ninguno de elles anule a los demâs, 
como ocurre con los modèles del ciclo econômico de 
Googwin, Samuelson, Phillips, etc. También se diferencia 
el modelo y la teorîa en el nivel de generalidad; mientras 
la teorîa requiere un minime de generalidad, el modelo 
puede incluir proposiciones particulares junte a proposi- 
ciones générales.
La formulaciôn de un modelo consiste en establecer
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un conjunto de relaciones que pueden ser de definiciôn, 
de condiciôn o de comportamiento. Las primeras son identi- 
dades establecidas en base a las definiciones, las segun- 
das expresan las condiciones que ha de cumplir el modelo, 
influyendo en que el mismo esté enunciado por un sistema 
de ecuaciones o de inecuaciones y que éstas sean ordina- 
rias cuando el anâlisis es estâtico o sean diferenciales 
o en diferencias si es dinâmico, contribuyendo ademâs a 
que sea o no un modelo de optimizaciôn. Por ultimo, las 
relaciones de comportamiento expresan la causalidad por 
la cual unas variables determinan a otras y el tipo de 
expresiôn que las liga.
Como el sistema econômico es muy complejo, si que- 
remos ordenar, interpretar y comprender la realidad, hay 
que efectuar una selecciôn y simplificaciôn de la informa­
ciôn disponible. El primer paso consiste en restringir 
el âmbito de estudio y limiter el numéro de variables uti- 
lizadas; posteriormente se agregan las variables y sus 
relaciones se hacen mâs sencillas.
La ley de los grandes numéros favorece la preten- 
siôn macroeconômica de manejar un numéro limitado de varia 
bles, prescindiendo de las que explican comportamientos 
individuales. Contando con que el proceso de agregaciôn 
pararâ cuando el coste en términos de pérdida de informa­
ciôn detallada comience a perjudicar el valor explicative 
del anâlisis teôrico, ocultando las verdaderas relaciones
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de comportcuniento.
IV.3 CONOCIMIENTO ECONOMICO Y ECONOMIA DE LA EMPRESA
La evoluciôn social de los ûltimos 160 anos ha pro- 
piciado el crée iraient o, en numéro y en dimension, de di­
versas clases de organizaciones, taies como sindicatos, 
asociaciones profesionales, multinacionales, partidos po­
liticos, burocracia estatal, etc. Estas organizaciones 
surgen de un proceso de cooperaciôn del hombre con sus 
semejantes para lograr una mayor eficacia y, segûn Harvey 
Leibenstein:
"Da lugar a grupos duraderos de 
individuos que realizan ciertas activi- 
dades, de las que por lo menos, algunas 
se dirigen a la consecuciôn de fines 
comunes a todos ellos".
Las causas que producen la colaboraciôn entre los 
seres humanos son difîciles de precisar, pero el progreso 
técnico es sin duda un motivo, pensemos en côroo las nuevas 
tecnologias han obligado a aumentar la dimensiôn de las 
empresas y transformado la estructura de los mercados ha- 
cia formas monopolistas, cada vez mâs alejadas del esquema 
ideal de competencia perfecta.
La revoluciôn de las organizaciones ha creado un
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entreunado de corporaciones que presionan y conforman la 
sociedad actual, por eso résulta extrano que los économis­
tes modernos se hayan volcado en desarrollar un capitalis- 
mo de pequenas unidades en el que solo se dan dos clases 
de mercados, la competencia perfecta y el monopolio, dejan 
do sin resolver el duopolio, el oligopolio o el monopolio 
bilateral. La aplicaciôn de la teorîa de juegos, es el 
ûnico intento serio de superar las dificultades antes men- 
cionadas.
Herbert Simon considéra que la Ciencia Econômica, 
al menos en su parte mâs desarrollada formalmente, como 
es la producciôn y el consumo, es unâ teorîa de la coope­
raciôn inconsciente realizada en base a los precios que 
rigen el mercado. El intercambio de bienes y servicios 
acontece de manera impersonal, pues el fabricante no pien- 
sa en colaborar con los compradores de sus productos, sino 
en el precio que estân dispuestos a pagar por conseguir- 
los.
En caunbio, en una organizaciôn, la relaciôn exis­
tante entre los que pertenecen a ella, es una cooperaciôn 
consciente que no depende directs ni exclusivamente de 
los precios y que la Ciencia Econômica no ha explicado 
completamente todavîa.
La creciente complejidad del entorno en que se mue- 
ven las empresas hace que algunas de ellas estén experi- 
mentando en este momento una euforia de crecimiento aunque
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en realidad se encuentren prôximas al comienzo de su deca- 
dencia. La causa de semejante situaciôn debe imputarse 
al fracaso de direcciôn y no a la saturation del mercado, 
ya que la direcciôn es la funciôn primordial de la Econo­
mia de Empresa. Pensemos que primero se élabora la estra- 
tegia a seguir y luego, hay que adecuar a ella la estruc­
tura empresarial.
Con palabras de Erich Gutenberg (35):
"La direcciôn consiste en fijar 
la polîtica empresarial a corto y largo 
plazo, ademâs de coordinar los distintos 
sectores de la empresa, para poder al- 
canzar los fines previstos".
La soluciôn de los problèmes planteados por el ejer 
cicio de la direcciôn empresarial requiere la especifica­
ciôn de dos actividades mâs, la planificaciôn y la organi­
zaciôn.
La planificaciôn es una anticipaciôn del desarrollo 
future de los suministros, producciôn, stocks, ventes, 
financiaciôn, inversiones e investigaciôn, con arreglo 
a un plan que fi je el orden concrete de realizaciôn. Por 
tanto, permite asegurar los objetivos empresariales y coor 
dinar los sectores partiales de la empresa mediante la
(35) GUTENBERG, Erich. "Economie de la Empresa". p. 28.
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arraonizaciôn de su funcionamiento.
Dependiendo de las caracterîsticas y necesidades 
de cada empresa, la programaciôn induira la totalidad 
de los pasos a seguir, especificados pormenorizadamente, 
o solo se indicarân las ideas fundamentales y los limites 
de actuation. Las empresas grandes con un proceso de pro­
ducciôn complejo darân mâs importancia a la planificaciôn 
organizada que las empresas con técnicas de producciôn 
sencillas y fâciles de contrôler.
A priori, se considéra que ninguno de los diferen­
tes sectores de la empresa prevalece sobre los demâs, por 
eso cuando existen diferencias, se orientarâ el plan glo­
bal hacia la divisiôn mâs débil del sistema, hasta que 
se consiga elevarla al nivel de los restantes sectores.
Si la planificaciôn especifica y ordena los obje­
tivos de los diferentes campos de actividad empresarial, 
la organizaciôn transforma estos proyectos en una realidad 
concreta. Los dos instrumentos se complementan, ya que 
sin planif icaciôn la organizaciôn pierde la referenda 
adecuada y sin posibilidades de realizaciôn lo planteado 
se queda en conceptiôn.
El carâcter instrumental de la organizaciôn de la 
empresa posibilita la elaboraciôn de disposiciones, es 
decir, instrucciones, indicaciones, lîneas de orientaciôn, 
acuerdos, costumbres y decretos légales, con los que guiar
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la consecuciôn de determinados procesos. Estas disposi­
ciones pueden ser accidentales, estableciendo un orden 
de ejecuciôn para un hecho ûnico, o ser générales, regu- 
lando de forma indefinida los procesos que se repiten y 
son semejantes.
La funciôn organizativa se basa en dividir la uni- 
dad empresarial en elementos partiales que se agrupan y 
ordenan en secciones superiores, de tal manera, que queden 
perfectêunente delimitadas las competentias y responsabili- 
dades de cada jerarquia, favoreciendo un desarrollo de 
la empresa sin obstâculos ni dificultades.
La problemâtica empresarial esta vinculada a dos 
mercados, el de adquisiciôn de bienes, servicios y mano 
de obra imprestindible en la actividad productiva, y otro, 
en el que se contemplan las ventas y distribuciôn de los 
artîculos o servicios obtenidos tras la interacciôn de 
los medios de producciôn, es decir, de la combinaciôn del 
trabajo humano con los equipos mecânicos.
La funciôn empresarial no se limita a estas activi­
dades y a su complementaciôn con publicidad, anâlisis de 
mercados, configuraciôn del producto, etc.; sino que tam­
bién requiere el control de la situaciôn financiera, el 
estudio de sus necesidades crediticias a corto y a largo 
plazo, y la déterminât iôn del capital que asegure el pro­
ceso productivo. Finalmente, la contabilidad de explota- 
ciôn realiza el control de las mûltiples influencias a
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que esta sometida la empresa.
La gestion empresarial consiste en combiner los 
factores elementales, como son el trabajo, el equipo y 
las materias primas, dando lugar a una cantidad de produc­
tos por unidad de tiempo. El grado de eficacia del proceso 
o productividad se logra al relacionar los bienes résul­
tantes con los materiales empleados en su consecuciôn, 
por tanto, mi de el rendimiento de la combinaciôn de fac­
tores elegida. Su câlculo numérico es bastante complicado, 
ya que en general existen diferencias cualitativas entre 
los productos y los factores, impidiendo que se adicionen. 
La ûnica posibilidad de reducirlos a una unidad comûn es 
valorarlos monetariamente.
El valor de la productividad total se obtiene de 
un cociente, cuyo numerador refleja los costes de ocupa- 
ciôn normal de la empresa, libres dë la influencia de los 
precios y en el denominador figuran los costes de las can- 
tidades reales de los factores utilizados en la produc­
ciôn despué s de depurarlos de las variaciones en los pre­
cios.
La frecuente imposibilidad de conseguir una expre­
siôn satisfactoria de la productividad global obliga a 
determinar las productividades partiales del trabajo, del 
material empleado, etc. Los incremehtos de estos indices 
informan acerca de las mejoras en el trabajo manual, de 
una mâs fâcil manipulaciôn de los equipos, de medidas de
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racionalizaciôn, etc.
Al emplear la racionalidad en el comportamiento 
empresarial tenemos que admitir el principio de economi- 
cidad, consistante en seleccionar la cantidad de cada fac­
tor que obtiene la mayor producciôn posible con unos me­
dios determinados, o que permite alcanzar una producciôn 
concreta con la minima participaciôn de los factores, re­
lac ionando la situaciôn de costes mâs favorables y la es­
tructura de gastos verdadereunente realizada.
Las decisiones empresariales en los sistemas de 
economia de mercado se apoya en situaciones esperadas de 
ventas, costes y expectatives de desarrollo econômico. 
Con esta concepciôn del maRana hay que adoptar las medidas 
que resuelvan los problèmes actuales. Entre los principios 
bâsicos que los guian el mâs conocido es el de intenter 
conseguir el benefitio mâs alto posible a largo plazo, 
creando situaciones de rentabilidad de carâcter estable 
y lo mâs favorable posible.
Algunas veces la preocupaciôn por la seguridad 11e- 
va a desaprovechar ocasiones con las que lograr benefi- 
cios, ademâs hay empresas que no siguen la recomendaciôn 
del mayor incremento concebible de la rentabilidad, 
reemplazândola por el intento de cubrir costes, perseguir 
la utilidad pûblica, etc.
Otros dos principios fundamentales de la gestiôn
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son el aumento de la productividad de la empresa que pro­
cura la maxima economicidad y el mantenimiento del equili- 
brio financière, por el que se dispone de la liquidez pré­
cisa para cubrir las obligaciones de pago.
La organizaciôn y administrâtiôn de empresas es 
una especializaciôn que surge para estudiar desde un punto 
de vista eminentemente normative las unidades de produc­
ciôn de los sistemas capitalistas. Se divide en dos ramas 
con tendencia actual a entremezclarse, la Organizaciôn 
Cientîfica del Trabajo y la Administrâtiôn Industrial.
Frederick W. Taylor desarrolla el concepto de Orga­
nizaciôn Cientîfica en "The Principles of Scientific Mana­
gement", 1911, cuya misiôn es lograr una progresiva adap- 
taciôn del organisme humano a la mâquina, hasta conseguir 
el maxime rendimiento en su trabajo; por tanto, su visiôn 
de la empresa se puede estimar como mâs técnica que socio- 
lôgica.
La teorîa de la direcciôn administrative se debe 
a R.B.H. Haldane con "Report of the Machinery of Govern­
ment Committee", 1918, H. Fayol con "Industrial and Gene­
ral Administration”, 1930, L.H. Gulick y L. Urwick con 
"Papers on the Science of Administration", 1937, J.D. 
Mooney y A.C. Reyley en "The Principles of Organization", 
1939.
Pretenden obtener la mayor eficiencia del grupo
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de trabajo mediante la estructura optima de relaciones 
y comunicaciones entre sus componentes. Se fijarân en las 
relaciones personales de los trabajadores de la empresa, 
en la forma de la estructura jerârquica y en los problèmes 
de comunicaciôn e informaciôn.
Cuando la Organizaciôn empresarial posee un fin 
general se pueden identificar las actividades productives 
bâsicas, de servicio, superviseras, etc., que permiten 
su consecuciôn. El problema de asignar de forma eficiente 
una cantidad prefijada de actividades entre un grupo de 
personas, aconseja utilizer la departaunentalizaciôn como 
soluciôn factible de la distribuciôn.
H.W. Kuhn y A.W. Tucker en "Contributions to the 
Theory of Geunes", 1953, proponen unos câlculos que lo ex­
plican satisfactoriamente en casos individuales, pero ne- 
cesitamos enunciados générales que describan el reparto 
ôptimo. La dificultad consiste en que la minimizaciôn del 
coste total de estas actividades, requiere que se agrupen 
las unidades mâs simples en otras de mayor dimensiôn, has­
ta llegar a los departamentos; pero existen costes a corto 
plazo que estân asociados a cambios de una actividad a 
otra, costes a largo plazo relacionados con diferentes 
clases de entreneuaiento y recogida de informaciôn. Ademâs, 
el tiempo empleado en la realizaciôn de la suma de dos 
actividades no es igual a la suma de los tiempos de cada 
una de ellas.
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La distribuciôn del trabajo de forma eficiente hace 
necesario un conocimiento empirico de la similitud entre 
actividades, ya que llevan asociadas complementariedades 
y posibilitan su agrupaciôn.
J. Marschak y R. Radner en "The firm as a team", 
1954, elaboran un modelo formai para obtener decisiones 
ôptimas en equipos de trabajo.
La departeunentalizaciôn tiene dos aspectos, la ne- 
cesidad de coordinaciôn y la especializaciôn por habilida- 
des, las dos cosas no se pueden mejorar a la vez, puesto 
que al aumentar el tamano de la empresa, disminuyen las 
ventajas marginales de la especializaciôn y se incrementan 
los costes de coordinaciôn.
De acuerdo con las ideas de Gulick, la manera de 
agrupar el trabajo en las organizaciones empresariales 
dependerâ del objetivo, procedimiento, cliente, lugar o 
tiempo elegido en calidad de alternative.
En consecuencia, los seguidores de la Organizaciôn 
Fisiolôgica y los de la Ciencia Administrativa basan sus 
teorîas en motivaciones incompletas, no recogen el con- 
flicto de intereses interno a la organizaciôn empresarial, 
ni consideran las limitaciones del ser humano como sistema 
de aprovechamiento de la informaciôn. En cuanto al conoci­
miento, no influye de forma suficiente en el momento de 
la identificaciôn del trabajo, de su clasificaciôn o de
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la toma de decisiones.
La selecciôn ôptima dentro de un ambiente perfec­
tamente definido, requiere que se planteen previamente 
el conjunto de alternativas entre las que escoger la ac- 
ciôn a seguir, acompanadas de sus consecuencias. El aun- 
biente social y organizativo sirve de marco de referenda 
para el decisor, determinando que opeiones considerarâ 
y cuâles ignorarâ, los efectos que preverâ y los que no. 
La cantidad de informaciôn asequible al hombre racional 
influira en su elecciôn, por eso, debe conceptuârsele como 
un ser subjetivaunente-racional, en lugar de juzgarlo obje- 
tivamente-racional.
En "La Teorîa de la Organizaciôn", 1981, Jaunes G. 
March y Herbert A. Simon utilizan una terminologîa de tipo 
sociolôgico que permite describir las tâcticas de los in­
tégrantes de cualquier organizaciôn, resaltando los fenô- 
menos econômicos que son consecuencia de la interconexiôn 
de diferentes comportaunientos.
Herbert Simon piensa que los économistes ven al 
hombre como una mâquina, los psicôlogos lo conceptûan mo- 
vido exclusivamente por fuerzas internas y los sociôlogos 
conceden importancia nada mâs que a las inf luencias ex- 
ternas derivadas del ambiente. Tomadas de forma aislada 
estas posiciones no logran predecir cuâl va a ser el com­
portamiento humano en las organizaciones, por tanto, la
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Teorîa de la Organizaciôn las emplea a la vez, perdiendo 
el miedo a los limites disciplinarios.
March y Simon describen très caracterîsticas esen- 
ciales de los procedimientos de influencia empleados en 
las organizaciones empresariales:
12) Los canales de transmisiôn estân perfectamente 
delimitados, aunque debe tenerse en cuenta la 
existencia de incertidumbre en el destino de 
las comunicaciones.
22) Las instrucciones organizadas se basan en un 
lenguaje técnico, preciso 'y en ocasiones tan 
desarrollado que llega a ser crîptico, excepto 
para el que lo emite y el que lo recibe.
32) Los cargos de responsad)ilidad son relativamente 
estables, hallândose perfectamente definidos 
y explicitados desde el instante de su designa- 
ciôn, por eso, el ambiente de relaciones inter- 
personales tenderâ a ser invariable, permitien- 
do realizar predicciones respecto a este tema. 
Un ejemplo que lo evidencie, es el del vendedor 
que lleva su mercancîa al mercado con una ex- 
pectativa bastante aproximada de la cantidad 
total que suministrarâ y del precio de inter­
cambio, aunque desconoce quién serâ el compra­
dor y el precio exacto. Lo que demuestra que
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las transaciones dentro de la organizaciôn em­
presarial pueden preplanificarse y precoordi- 
narse.
El comportamiento humano en la empresa es factible 
examinerlo conceptuando a los empleados o miembros de la 
organizaciôn como instrumentos pasivos que realizan tra- 
bajos, aceptan ôrdenes, carecen de iniciativas y su in- 
fluencia es poco importante. De todas formas, los indivi­
duos poseen actitudes, valores u objetivos que no tienen 
por que coincidir plenamente con los de la empresa, dando 
lugar a conflictos reales o potenciales, y esto hace que 
necesiten una motivaciôn que los haga participar en el 
sistema, en base a la inf luencia, de la estructura de po­
der, del comportamiento de sus companeros y de la moral 
personal.
Otras concepciones consideran que los miembros de 
la empresa son autores de decisiones y solucionan proble- 
mas, por eso la explicaciôn de sus comportamientos requie­
re tener en cuenta los procesos de percepciôn y pensamien- 
to.
F.W. Taylor efectûa mûltiples estudios que facili- 
tan la selecciôn del método que permite obtener un mayor 
promedio de producciôn diaria, asimismo, aconseja la uti- 
lizaciôn de incentivos que favorezcan la realizaciôn del 
trabajo a un ritmo ôptimo segûn el método empleado. El
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problema es que la motivaciôn de los obreros ante incenti­
vos complementerios a la paga no es estable, ya que pueden 
variar sus aspiraciones con el paso del tiempo. Finalmen­
te, sugiere la contrataciôn de expertos que establezcan 
el procedimiento operatorio mâs eficiente para cada si­
tuaciôn concreta y que aseguren su aplicaciôn.
Los autores estudiados resumen las teorîas anterio- 
res a ellos, enlazan conocimientos no conexionados hasta 
entonces y proponen nuevas hipôtesis que intentan verifi­
car. La escasez de material empîrico, impide la posibili­
dad de contrastaciones rigurosas que permitan comprender 
con mâs rigor la validez de los supuestos, evitando que 
sean arbitrarios. Por tanto, no especifican con suficiente 
minuciosidad la cadena de razonaunientos que permite llegar 
a conclusiones determinadas.
Es de suponer que las nuevas lîneas de investiga­
ciôn enunciarân hipôtesis con un mayor grado de verosimi- 
litud y obtendrân el material empîrico suficiente que las 
someta a un riguroso control, con el que rechazarlas o 
modificarlas si es necesario.
IV.4 LAS EXPECTATIVAS RACIONALES
El hombre, a través de su comportamiento y especia^ 
mente con la toma de decisiones, genera aleatoriedad enten 
dida como informaciôn. Vitalmente sabemos trabajar en am-
385
biente de incertidumbre, pudiendo elaborar distintas estra 
tegias, pero la falta de certeza en el conocimiento impide 
la realizaciôn de inducciones que garanticen la verdad 
de las conclusiones.
J. Stuart Mill con su canon de la inducciôn resuel- 
ve el problema de elaborar teorîas contrastables en base 
a unos datos, apoyândose en que la racionalidad obliga 
a una comunicaciôn con la experiencia. Sus ideas han ser- 
vido para que los pensadores matemâticos posteriores 
desarrollen esquemas lôgicos de razoneumiento aplicables 
a los procesos de inducciôn.
Al enfrentarse la matemâtica a la incertidumbre, 
surge una primera etapa de rechazo, en la que el détermi­
nisme es el protagoniste del proceso que lleva a la obten­
ciôn del conocimiento, siendo necesario el uso de varia­
bles ciertas. La incorporaciôn de la incertidumbre da lu­
gar a una segunda etapa que reconsidéra el método cientl- 
fico a la luz de la teorîa de la probabilidad, creando 
variables aleatorias y posteriormente la teorîa de la in- 
ferencia.
Es necesario recurrir a la inferencia estadistica 
como ûnico medio para cuantificar el riesgo asumido en 
los procesos de generalizaciôn de hipôtesis o de téorias. 
La Estadistica proporciona critérios de représentâtividad 
de las muestras y de fiabilidad de las inferencias, dismi-
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nuyendo con elle la posibilidad de efectuar generalizacio- 
nes errôneas. No asegura la verdad de los resultados infe- 
ridos, pero interviens en su contrastaciôn y maximiza su 
grado de exactitud.
IV.4.1 La nociôn de Expectativa
Ya hemos visto cômo el método seguido por la Econo­
mia supone que los seres humanos actûan en toda circuns- 
tancia de forma racional; pero pretender que los hombres 
hacen siempre lo que es mejor para ellos, con el fin de 
predecir y explicar su conducts, no tiene en cuenta la 
dificultad que entrana el desconocimiento de las circuns- 
tancias futuras y présentes.
Todo individuo esté inmerso en incertidumbre a la 
hora de tomar decisiones y ademâs él mismo, al esperar 
descubrir y aplicar nuevos conocimientos, estâ alterando 
sus posibilidades hasta ese momento. Segûn Shackle, la 
incertidumbre es innevitable en la Economia, ya que (36):
"Los enq>resarios desean obtener 
ventaja sobre sus rivales mediante la 
innovaciôn y la introduceiôn de nuevos 
productos o nuevas tecnologias".
(36) SHACKLE, G.L.S. "Perspectives enq>resariales y béné­
ficié". p. 23.
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La innovaciôn es el principal medio para obtener 
éxito en los negocios, en consecuencia, se ejerce cierta 
presiôn sobre los empresarios para que busquen posibilida­
des de renovaciôn del sistema productivo.
La toma de decisiones consiste en una elecciôn en­
tre cursos de acciôn rivales, pero lo que elegimos todavîa 
no se ha realizado, ni son conocidas sus consecuencias 
directamente. En el caso de que si sepamos cuâles son las 
repercusiones de cada elecciôn, escogeremos la que propor­
ciona una secuencia mâs deseable.
Establecer expectatives représenta efectuar antici- 
paciones realizadas por un decisor en un contexto determi- 
nado, respecto de situaciones y acontecimientos futuros.
Lo que va a suceder sôlo tiene existencia efectiva 
en el présente, que es cuando se produce la elecciôn de 
la decisiôn.
El decisor desconoce todas las circunstancias que 
intervienen en el desarrollo de sus decisiones posibles 
y rivales, teniendo que elaborar juicios personales o sub- 
jetivos acerca de los valores futuros de sus consecuen­
cias .
El futuro estâ configurado en parte por las expec- 
tativas de un decisor cualquiera y por la de millares de 
individuos contemporâneos a él. J. Akerman en "Shackl's 
System and Theories o Business Cycles", Metroeconômica,
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volumen XI, 1959, describe la importancia del proceso que 
pretende conectar la expectativa individual y la decisiôn 
a que da lugar, con las de los otros decisores, para pro­
vocar un resultado colectivo enmarcado en la Economia en 
su totalidad. Al tratar de resolver el problema se plan- 
tean multiples cuestiones, tales como ôqué cambios econô­
micos se producirân?, ^qué proceso acumulativo se dériva 
de las nuevas decisiones?
Los resultados posibles de una decisiôn van a ser 
conocidos con antelaciôn debido a que las expectatives 
son producto de la imaginaciôn, pero esto no quiere decir 
que la creaciôn de expectatives sea équivalente a la fic- 
ciôn o la fantasia. El comportamiento de los decisores 
se supone que es siempre racional y se basa en las carac- 
teristicas de la naturaleza humane, en la informaciôn que 
poseen de las cuestiones afines estudiadas con anteriori- 
dad, del planteauniento general del problema y del tiempo 
necesario para que se produzca la transformaciôn prevista 
de la situaciôn actuel.
Los anâlisis de procesos nuevos suelen rehuir la 
incorporaciôn de expectatives, pues siempre serâ preferi- 
ble realizar previsiones respecto al comportamiento futuro 
de los procesos ya conocidos. Las expectatives son posi­
bles gracias al estudio de las condiciones anteriores, 
tanto pasadas como présentes y al comportamiento de los 
procesos, las tendencies de su desenvolvimiento y los eau-
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ces de su evoluciôn. La elecciôn posterior de una de las 
actuaciones posibles, ocasiona un hecho real y ûnico que 
comprueba si las expectatives son ciertas.
Cuando elaboramos expectatives incluimos la con- 
fianza en que los acontecimientos se produzcan tal como 
los hemos previsto. Su formulaciôn puede ser cualitativa, 
pero la reiteraciôn de observaciones y el incremento en 
la exactitud de los pronôsticos, se traduce en valoracio- 
nes cuantitativas que permiten predeterminer ciertas cues­
tiones entre las variables, expresables mediante modelos.
En las Ciencias Sociales, los microacontecimientos 
no influyen de forma individuel en los grandes hechos, 
sino que se manifiestan a través de promedios. Por eso, 
las expectatives en Economie no se refieren a sucesos in­
dividuales, sino a tendencies fundamentales a lo largo 
del tiempo, que son la sintesis de los resultados mâs im­
portantes y déterminantes de los acaecidos.
^Puede un decisor tener la expectativa de que van 
a cambiar sus propias expectatives?, ^qué variaciones son 
factibles de pronosticar sin incurrir en una contradicciôn 
lôgica? Para dar respuesta a estas cuestiones, debemos 
considérer que el paso del tiempo modifies el conocimien­
to, ya que la adquisiciôn de nueva informaciôn respecto 
de los resultados decisionales, en instantes posteriores 
al inicial, posibilita que el decisor altéré sus expecta­
tives.
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Como las expectatives se refieren a acontecimientos 
y condiciones especifices que dan lugar a uniformidades 
o regularidades expresables mediante leyes générales, po­
demos explicar los cambios en las expectatives empleando 
la lôgica subyacente en los modelos econométricos; pero 
existe otra alternativa defendida por G.L.S. Shackle, 
quien no esta conforme con razonamientos funcionales deter 
ministas para prever el futuro a partir del pasado.
Shackle élabora una teoria que asigna un grado de 
sorpresa potencial Y a todos los resultados hipoteticos 
G de un plan de acciôn. Las expectativas del decisor las 
représenta mediante una curva de ' sorpresa potencial 
Y = Y(G), que justificaremos con sus palabras:
"Si yo pienso que, muy verosîmil- 
mente, lloverâ manana, puedo decir que 
a esta idea se le asocia una sorpresa 
potencial mayor que cero; ccxno esta idea 
antagonista puede descomponerse en va­
rias alternativas, sol, cielo cubierto, 
bruma, nieve, etc., yo atribuirê un gra­
do de sorpresa potencial mâs débil a 
unas de estas hipôtesis que a otras".
Que las expectativas del decisor cambien instantes 
después del inicial provoca la adopciôn de una curva de 
sorpresa potencial diferente a la atribuida en primer lu-
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gar. Pero la nueva curva no puede especif icarse de forma 
ûnica, pues esto supondria que el decisor ya la habla pre­
visto desde el principio. Por tanto, la modificaciôn de 
las expectativas détermina un conjunto de curvas de sor­
presa potencial de las cuales el decisor seleccionara una 
como representaciôn del nuevo plan de actuaciôn.
Las expectativas suelen tener un techo temporal 
de aplicaciôn, ya que permiten anticiper experiencias y 
si la fecha es distante en el tiempo, puede hacer perder 
el interés por los sucesos o situaciones esperadas. 
Ademâs, el plazo temporal considerado nos indica el limi­
te, a partir del cual aparece la incertidumbre absolute 
y la toma de decisiones résulta imposible. La influencia 
de los estados o sucesos futuros, aûn cuando se consideran 
ciertos, son una funciôn decreciente de su futuridad. Un 
ejemplo de ello puede ser el descuento a interés compues- 
to.
La acciôn colectiva de los hombres cambia en mûlti­
ples ocasiones los procesos sociales en los que estân in- 
mersos. Las expectativas inducen a una prealimentaciôn 
del sistema que anticipa acontecimientos y permite que 
los hechos futuros se produzcan con cierto retardo o mâs 
pronto o alterados notablemente. En el epigrafe siguiente 
analizaremos en profundidad esta cuestiôn.
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IV.4.2 Las Expectativas en las Ciencias Sociales
Memos estudiado cômo les hombres tenemos expecta­
tivas respecto de la mayorxa de los acontecimientos futu­
res. Las dificultades que este hecho provoca en las Cien­
cias Sociales las ha detallado Frank Knight en "Freedom 
and Reform”, 1947; segun sus palabras:
"La publicaciôn de predicciones 
sobre sucesos venideros hace que los 
individuos influyan en el curso de los 
acontecimientos, falseando la predic- 
ciôn".
No es necesario que la predicciôn esté publicada 
o se la haya dado publicidad, pero si es imprescindible 
que sea posible; lo que implica la necesidad de un modelo 
de predicciôn complète, del que conocemos el valor inicial 
de las variables. Estos modelos suelen incluir, por razo- 
nes de sencillez y operatividad, un numéro pequeAo de va­
riables, de las multiples que se ven afectadas por los 
acontecimientos, y ademâs suelen estar sujetas a la clâusu 
la ceteris paribus. La justificaciôn de este procéder esta 
perfectamente desarrollada por E. Grunberg en "Notes on 
Historical Events and General Laws”, 1953; especificando 
que la predicciôn requiere observaciones que faciliten 
los valores iniciales de las variables y leyes empîricas 
atemporales.
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La predicciôn puede tener un carâcter individual 
o puede ser institucional, en el primer caso no tiene por 
quê existir un conocimiento general de la predicciôn, por 
lo que el comportamiento de los agentes no se verâ afecta- 
do. Cuando esta informaciôn se da a conocer a todos, estâ­
mes ante una predicciôn institucional, que siempre es dis­
ponible y el comportamiento de los agentes se encuentra 
condicionado de tal forma, que la predicciôn misma pasa 
a ser una variable del sistema.
Hay momentos en los que las predicciones publicas 
no afectan las expectativas de los agentes y esto se debe 
a que las dos coinciden. Por tanto, la dificultad estriba 
en establecer una fôrmula concreta que especifique, cômo 
se forman las reacciones de los agentes y los cambios en 
sus expectativas ante nueva informaciôn.
Modigliani y Grunberg, en "The Predictadaility of 
Social Events", 1954, explican cômo el Estado al comunicar 
con antelaciôn la polîtica a seguir, esta favoreciendo 
la destrucciôn de sus objetivos, pues los agentes actuar&n 
de manera diferente que si lo ignorasen, y demuestran las 
condiciones générales necesarias para que las predicciones 
publicas puedan hacer frente a la reacciôn de los agentes, 
mediante el siguiente ejemplo.
Supongeunos que en el perîodo t queremos predecir, 
para obtener alguna ventaja, el precio que prevalecerâ
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^  y la cantidad abastecida en el perîodo t+1.
p^ es el precio de mereado en el perîodo t. 
es la cantidad vendida en el perîodo t.
Pg es el precio que los abastecedores esperan en 
el perîodo t que ocurra en el perîodo t+1.
P es el precio previsto por el estado para el pe­
rîodo t+1.
El precio prépondérante en el mercado durante el 
perîodo t+1 viene determinado por la demanda, *^3t+l^ '
mientras que la cantidad abastecida en t+1, se fija por 
decisiones tomadas en t, en base al precio esperado en 
t+1, por lo tanto, = S(Pg) . Las expectativas del
precio se obtienen a partir del precio en t y de la pre­
dicciôn pûblica, Pg = E(p^,P).
Si no existe predicciôn pûblica P, tenemos très 
ecuaciones con très incôgnitas ‘^ t+l ^ ^e' fâcil
soluciôn. En general no coincidirân P^^j^ y Pg, pues lo nor 
mal es que los agentes econômicos mantengan expectativas 
errôneas, ofertando una cantidad que provoca un precio 
diferente al esperado.
Cuando admitimos previsiôn pûblica P, nos enfrenta- 
mos a un sistema indeterminado de très ecuaciones con cua- 
tro incôgnitas, teniendo que recurrir a la hipôtesis de 
que P sea correcta, P = p^^^.
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Habrâ périodes en los que los agentes econômicos 
no estarân plenamente de acuerdo con la predicciôn del 
Estado, entonces la funciôn de expectativas toma la forma:
a? + (1-a) p^ ■ P + (1-a)(p^-P)
cuyos coeficientes son una medida de la creencia de los 
ofertantes en la predicciôn. Los valores de que salen
ahora son distintos a los que un mercado en equilibrio 
establecerîa.
En tanto que los agentes econômicos realizan suce- 
sivas predicciones, podemos suponer que ocurre un aprendi- 
zaje, mediante el cual, la funciôn de expectativas propor- 
ciona cada vez, resultados mâs aproximados a la realidad. 
Esta mayor habilidad no puede ser aprovechada por el sec­
tor pûblico para controlar los acontecimientos, excepto 
si conoce las posibles reacciones a su polîtica econômica, 
o si sabe cu&les son los déterminantes de las expectativas 
de los agentes econômicos.
Al emplear las expectativas en los modelos econômi­
cos, estamos disminuyendo la incertidumbre y la sustitui- 
mos por m&s informaciôn, aunque sea aproximada. Esto per­
mits unos bénéficiés y una redistribuciôn de los recursos 
que de otra forma no podrîan lograrse.
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IV.4.3 Expectativas Adaptatives y Expectativas Extrapo- 
lativas
La macroeconomîa tradicional no consigne prediccio­
nes que se ajusten suficientemente a la realidad. La causa 
de estas diferencias reside en que parte de un estado de 
equilibrio y lo mantiene hasta el instante t, que es cuan­
do se produce una variaciôn de la variable exôgena X, dan- 
do lugar a una respuesta de la variable endôgena Y. En 
este proceso se esté considerando de forma implîcita que 
la variable exôgena varia a saltos, en lugar de hacerlo 
continuêunente, y que la variable endôgena se ajusta inme- 
diatamente en él hasta que se repita el cambio descrito.
Necesitamos formuler nuevas teorîas que se fundamen 
ten en supuestos mâs realistas y que estudien la fluctua- 
ciôn de las variables mediante modelos dinâmicos. En 
ellos, el ajuste de la variable endôgena a un nuevo valor 
de equilibrio, ya no es instant&neo, pues se han incorpo- 
rado variables lentas o costes de ajuste, ademâs de lags 
o retardos y de expectativas.
En la adopciôn de decisiones, los agentes econômi­
cos tienen en cuenta valores actuales, del pasado y del 
futuro, de las variables relevantes. Respecto de la in- 
fluencia del futuro en las decisiones actuales, son los 
modelos macroeconômicos con mecanismos de formaciôn de 
expectativas, los ûnicos que pueden recogerla.
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J.M. Keynes en su Teorîa General, habla ya de expec 
tativas, distinguiendo entre expectativas a corto y a lar­
go plazo. Para él, los agentes econômicos forman sus expec 
tativas a corto plazo a partir de los valores anteriores 
de la variable estudiada y lo especifica mediante la si­
guiente ecuaciôn:
< - l . t  - ^ < V l '  \ - 2  V n >
siendo ^ el valor predictivo que se ha c^lculadô en,
el instante t-1, respecto a lo que pasarâ, en el instante
t. Los V. . se refieren a los valores de la variable en t-i .
cada instante t-i.
En cuanto a las expectativas a largo plazo, Keynes 
ve en ellas motivaciones mâs psicolôgicas que econômicas, 
son los "animal spirits" los que provocan inestabilidad 
en la Economia.
También el anâlisis "ex ante" de la Escuela de Esto 
colmo es un claro precedents de cômo las expectativas de 
variables econômicas permiten explicar, en gran medida, 
los cêunbios produc i dos en el nivel de actividad de los 
negocios y aunque su aplicaciôn se circunscribe a los pro- 
blemas de corto plazo, ha suscitado numerosos trabajos 
respecto de las expectativas econômicas.
A veces hay que elaborar predicciones en base a 
expectativas que cambian segûn varia la cantidad de infor-
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macion recibida. En otras, la modificaciôn se produce en 
la estructura del sistema. Esto hace que sea imprescindi­
ble fijar la clase de informaciôn a utilizar y determinar 
cômo se incorpora la estimaciôn de las condiciones futures 
en la estructura del modelo.
R. Lucas comprueba que las series temporales de 
Estados Unidos respecto de las tasas de inflaciôn y 
desempleo estân inversamente correlacionadas. Asimismo 
ocurre, cambiando obviamente de signo, con las series tem­
porales de output real, una vez eliminada la tendencia 
y la inf laciôn de salaries monetarios. En base a estos 
datos élabora una teoria de las expectativas, que consiste 
en asociar diferentes sendas temporales del nivel general 
de precios con sendas temporales de output real. También 
Milton Friedman, en "The Role of Monetary Policy", 1968, 
y E.S. Phelps en "Inflation, Expectations and Economic 
Theory", 1970, desarrollan una teorîa similar, que se co­
noce con el nombre de hipôtesis de la tasa natural.
La correlaciôn cîclica entre el output real y los 
precios, surge del acopleuniento de la curva de demanda 
agregada con una curva de oferta, de inclinaciôn positiva 
relativamente estable. El inconvénients de esta teorîa 
se debe a que implica una curva de oferta agregada verti­
cal, las fluctuaciones nominales de la demanda agregada 
conllevan variaciones exclusivamente en los precios y con- 
tradice la ausencia de ilusiôn monetaria referida a los
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agentes economicos.
J.R. Hicks en "Value and Capital", 1946, habîa re- 
suelto este problems en base a que el comportamiento de 
la oferta a corto plazo, con la infoxmacion disponible,
difiere de su comportamiento a largo plazo con informaciôn
perfects. El propio Hicks lo express de esta forma (37):
"Con objeto de explicar la rigidez 
de los salaries, tenemos que suponer 
que las partes participantes en la nego- 
ciaciôn del salarie tienen alguna idea
de los precios normales, que son quizâ 
dificilmente distinguibles de los pre­
cios justes. La rigidez de los salaries
se mantiene durante el tienne que las
partes afectadas emplean en convencerse 
de que los cambios en los precios son 
permanentes, ya sean precios de los pro- 
ductos del tred>ajo o de las cosas que 
el traibajo compra. Una vez que se han 
dado cuenta los salarios tienden a ele- 
varse".
Existen varies modelos que reflejan el comporta­
miento de la oferta descrito por Hicks, con ellos se pré­
tende encontrar la medida ôptima de precios y salarios.
(37) HICKS, J.R. "Value and Capital", pp. 270 y 271.
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actuales y futures; ademâs de fijar la relaciôn entre pre­
cios esperados y precios actuales. Empezaremos describien- 
do el enfoque denominado expectativas adaptativas.
Las expectativas adaptativas se deben a Phillip 
Cagan, con su estudio sobre la hiperinflaciôn y a Marc 
Nerlove, que desarrolla un modelo dinâmico de la oferta 
agricola. Unos anos depués, Milton Friedman utiliza las 
expectativas adaptativas en la obtenciôn de la funciôn 
de consume.
La hipôtesis de las expectativas adaptativas con­
siste en suponer que quien élabora las expectativas las 
corrige o adapta en proporciôn a los errores de previsiôn 
cometidos en el pasado. AsI, para calcular en un instante 
temporal cualquiera t cual es el nivel esperado de la va­
riable, sôlo se tendrân en cuenta las expectativas efec- 
tuadas en el instante inmediatamente anterior t-1, mâs 
la correcciôn del error cometido en esa previsiôn. En los 
perîodos siguientes, el proceso vuelve a repetirse.
Con expectativas adaptativas, los agentes econômi­
cos corrigen o adaptan sus expectativas nada mâs cuando 
son incorrectas, incrementândolas al estimarlas por defec- 
to o reduciéndolas en el caso de haberlas estimado en ex- 
ceso.
Al incorporer la hipôtesis de expectativas a la 
oferta agregada, los precios actuales y los precios es-
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perados P* estân relacionados de la forma:
F* = b Pt + (1-b) P*_^ ,^ siendo 0 ( b < 1
Aunque résulta mâs apropiada la ecuaciôn:
= b P* + (1-b) P^, siendo 0 < b < 1 
pues tiene una finalidad predictiva.
El modelo empleado por Cagan lleva variables conti­
nuas en el tiempo, por eso sus ecuaciones son diferencia- 
les en vez de diferencias finitas.
El examen de la dependencia entre las expectativas 
y los valores efectivos y pretéritos, requiere sustitucio- 
nes repetidas.
= (1-b) P^ + b P* = (1-b) P^ +
+ b [(1-b) P^_^ + b P*_^]= (1-b) P^ +
+ b (1-b) P^_^ + b^ [(1-b) P^_2 + b P*_2]=
= . . . = ( 1-b) r b^ P .
j=0
Los efectos de las expectativas alejadas en el tiem 
po se van apagando, pues el coeficiente b^^^ tiende hacia 
cero conforme r aumenta, dado que 0 < b < 1. Un valor de 
b prôximo a cero implica que los coeficientes (l-b)b^ dis- 
minuyen râpidamente al aumentar j y las expectativas de- 
penderân fundamentaimente de las experiencias recientes.
Los câlculos économatricos originados por las expec
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tativas adaptativas son muy sencillos, por eso existen 
multiples aplicaciones en Economîa. Asimismo, el procedi- 
miento se puede generalizar incorporando tendencias y efec 
tos estacionarios.
La oferta agregada se puede expresar por:
= a(l-b) (P^-P^_^) + (l-b)Y^_j^
donde el coeficiente a(1-b) produce una correlaciôn simi­
lar a la observada en las series temporales de la infla­
ciôn y del output, en anâlisis a corto plazo. Têunbién pre- 
dice que un cambio ûnico y definitivo en el nivel de pre­
cios no tendrâ ningûn efecto a largo plazo sobre el output 
real.
El inconveniente de esta expresiôn de oferta agre­
gada es que proporciona incrementos ilimitados de output 
real, cuando se mantiene una adecuada polîtica inflacio- 
nista. Incluso un incremento ûnico y definitive del precio 
permite aumentos del output en los mûltiples perîodos tran 
sitorios, aunque en el lîmite ya hemos visto que no hay 
expansiôn del output. También hay que tener en cuenta que 
la posibilidad de un output a largo plazo no puede ser 
refutada por la experiencia.
Una ecuaciôn mâs elaborada respecto de las expecta­
tivas adaptativas es la de Dale W. Jorgenson, que es des- 
crita en "Rational Distributed Lag Functions", 1966. 
Jorgenson denomina L al operador de retraso de una serie
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temporal X^, de tal forma, que LX^ = X^_^. Los polinomios 
del operador de retraso se expresan mediante N(L) y V(L), 
proporcionando como ecuaciôn que relaciona los precios 
actuales con los precios esperados P*:
V(L) P* = N(L) P^
La funciôn de oferta agregada résultante es:
V(L) = a [V(D - N(L)1 P^
Restricciones en N(L) y en V(L) pueden garantizar 
que una tasa constante de inflaciôn no tenga efectos a 
largo plazo sobre el output y que una modif icaciôn ûnica 
y definitiva del nivel de precios no conlleve efectos a 
largo plazo sobre el output real. Lucas, Rapping, Cagan 
y Gordon han estudiado las restricciones lineales de los 
coeficientes de esta ecuaciôn.
Una orientaciôn similar a las expectativas adapta­
tivas es la seguida por Modigliani-Suth con sus expectati­
vas extrapolativas, cuya expresiôn matemâtica es:
<  = ''t-l * 11-»’ B '^-1 - ^t-l>
donde 0 <b <1 y es el valor de equilibrio de la
variable calculado a partir de la fôrmula:
V .
Las expectativas adaptativas y las extrapolativas 
no resuelven satisfactoriamente los problemas planteados.
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puesto que los agentes econômicos sôlo tienen en cuenta 
la historia de la variable hasta ese momento cuando forman 
sus expectativas respecto a una variable para hacer predic 
ciones. Otra objeciôn que se les puede achacar a estas 
dos clases de expectativas, es que no conceden capacidad 
de aprendizaje a los agentes econômicos, obligândoles a 
cometer los mismos errores en los perîodos siguientes.
Por otra parte, los esquemas de expectativas adap­
tativas no rechazan la posibilidad de manejar expectativas 
s i stemât icamente sesgadas, segûn la expresiôn:
= a (P^ - P*)
de tal forma, que si las expectativas de precios se man- 
tienen en promedio por debajo de los precios actuales, 
la inflaciôn producirâ por término medio un output real 
mayor.
Dar respuesta a muchos de estos problemas ha lleva- 
do a la elaboraciôn de la hipôtesis de expectativas racio- 
nales.
IV.4.4 Modelos de Expectativas Racionales
Hemos definido las Expectativas como predicciones 
efectuadas sobre sucesos futuros, lo que obliga a precisar 
la distribueiôn de probabilidad subjetiva de los resulta­
dos y a admitir el supuesto de racionalidad.
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Es necesario incorporar la racionalidad, ya que 
es un principio aplicable a todo problème dinâmico; ade- 
mas, si las expectativas no son racionales, los économis­
tes no pueden obtener bénéficiés en su actividad como ge- 
rentes de empresas, especulando con productos o vendiendo 
informaciôn a los propietarios actuales de las mercancîas. 
De igual forma, los sesgos sistemâticos, la informaciôn 
incomplete, la falta de memoria, etc., pueden ser exami- 
nados con métodos analiticos basados en la racionalidad.
La justificaciôn teôrica de la racionalidad se com­
pléta con una comprobaciôn real, que demuestra las venta- 
jas de las teorîas racionales para explicar los fenômenos 
observados respecto de cualesquiera otras teorîas. Los 
estudios de expectativas de datos llegan a la conclusiôn 
de que los modelos utilizados en Economîa con criterios 
de expectativas racionales, son igual o mâs exactos que 
ac[uellos en los que no se tiene en cuenta, constatândose 
también que las expectativas efectuadas suelen subestimar 
el alcance de los cambios que tienen lugar en el présen­
te .
Lo que parece inexplicable es la tardanza en consi­
dérer las expectativas como modelos de dinâmica racional, 
cuando en los demâs aspectos de la conducta empresarial 
la racionalidad se ha asumido desde hace tiempo. En 1954, 
E.O. Heady y D.R. Kaldor publican "Expectations and Errors 
in Forecasting Agricultural Prices", encontrando, que en
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promedio, las expectativas son mâs exactas que las extra- 
polaciones simples. Sôlo en los anâlisis transversales 
de las expectativas es cuando aparecen diferencias impor­
tantes con la realidad. Posteriormente, F. Modigliani y 
H.M. Weingartner obtienen conclusiones sirailares respecto 
a la exactitud de las expectativas racionales, como queda 
reflejado en "Forecasting Uses of Anticipatory Data on 
Investment and Sales", 1958.
La inclusiôn de la hipôtesis de expectativas racio­
nales disminuye la posibilidad. de que se produzcan sor- 
presas, quedando la aleatoriedad como ûnico origen de con- 
fusiôn para los agentes econômicos.' Describiremos ahora 
algunas repercusiones y matizaciones de esta hipôtesis.
En primer lugar supondremos que las expectativas 
elaboradas por los agentes econômicos son iguales a las 
expectativas generadas por el modelo econométrico predic­
tivo empleado. Por otra parte, se considéra que los agen­
tes econômicos no cometen dos veces los mismos errores 
con sus predicciones a lo largo del tiempo, mejorando asî 
la régla con la que forman sus expectativas e impidiendo 
que cometan errores sistemâticos.
Otro principio que exige la racionalidad de las 
expectativas, es el de la selectividad. Cuando los agentes 
econômicos incurren en expectativas imperfectas, sufren 
pêrdidas que les obligan a desaparecer de la Economîa; 
mientras que si trabajan con expectativas mâs correctas
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obtienen bénéficiés e incrementan su participaciôn en la 
Economie.
Hay que tener en cuenta que las expectativas racio­
nales no son predicciones perfectas, es decir, no tienen 
como finalidad establecer el valor futuro exacte de las 
variables, por eso en el modelo se incluye un errer alea- 
torio, al que exigimos sea imprévisible o asistemâtico.
El supuesto de expectativas racionales no requiere 
que los agentes econômicos conozcan los valores actuales 
y pasados de todas las variables del modelo. En cada mode­
lo habrâ que concretar cuâl va a ser la informaciôn dispo­
nible, teniendo en cuenta que algunas variables proporcio- 
nan sus valores con cierto retraso.
Las encuestas realizadas para conocer cuâles son 
las expectativas empresariales, revelan grandes diferen­
cias respecto a las predicciones efectuadas sobre una mis­
ma variable. Por lo tanto, las expectativas racionales 
no pueden suponer que en un momento dado, todos los agen­
tes econômicos elaboran predicciones idénticas. Lo que 
mantendremos es que sus predicciones estân distribuidas 
en torno a un valor promedio, esto nos permite agregar 
las expectativas de todos los agentes en una sola que las 
represents.
Las expectativas racionales resultan ser un proceso 
de aprendizaje por correcciôn de errores. Por eso, los
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ceunbios inesperados en alguna de las relaciones estructu- 
rales de la Economîa, hace que las expectativas elaboradas 
inmediatamente despues, sean no racionales; siendo necesa­
rio corregir progresiveunente los errores hasta lograr que 
las expectativas sean racionales de nuevo. La no aplica­
ciôn de las expectativas racionales en estos instantes 
posteriores a los cambios estructurales sorpresa, no es 
una debilidad propia de este tipo de modelos, no hay mo­
delo predictivo alguno que explique convenientemente los 
comportamientos de la Economîa en esos momentos. Todo esto 
muestra las diferencias entre las expectativas racionales 
y las expectativas adaptativas comentadas anteriormente, 
pero podemos recoger un caso concreto en el que los pre­
cios corrientes son mâs altos que los precios esperados. 
Las expectativas racionales proporcionan un precio estima­
do que estâ en funciôn de cuâl sea la oferta de dinero, 
de tal forma, que si la polîtica econômica favorece los 
incrementos de precios, el precio esperado aumentarâ y 
si contrarresta los saltos inflacionarios, disminuirâ. 
Por el contrario, la incorporaciôn de expectativas adapta­
tivas aconsejarîa que la previsiôn del precio para el pe­
rîodo siguiente fuese mayor que el esperado anteriormen- 
te.
En la hipôtesis de expectativas racionales asumimos 
que las ecuaciones del sistema son lineales y que las per- 
turbaciones causales se distribuyen normalmente, ya que
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segûn H.V. Allen en "A Theorem Concerning the Linearity 
of Regression", 1938, y T. Ferguson en "On the Existence 
of Linear Regression in Linear Structural Relations", 
1955, cuando las variables tienen varianza finita existe 
una funciôn de regresiôn lineal, si y sôlo si, las varia­
bles se distribuyen como una normal.
H.A. Simon, en "Dinamic Programming Under Uncer­
tainty With a Quadratic Criterion Function", 1956, y H. 
The il en "A note on Certainty Equivalence in Dynamic 
Planning", 1957, ariaden la propiedad de equivalencia cier- 
ta a la hipôtesis de expectativas racionales, justifican- 
dola en base a la funciôn de utilidad.
IV.4.4.1 El modelo propuesto por J.F. Muth
En 1961, J.F. Muth, basandose en las ideas propues- 
tas por Modigliani y Grundberg en 1954, publica "Rational 
Expectations and the Theory of Price Movements". Para 
Muth, en ambiente de incertidumbre, las expectativas racio 
nales deben expresarse mediante distribuciones probabills- 
ticas de las variables utilizadas para predecir. Como lo 
normal es que estas distribuciones de probabilidad sean 
desconocidas por nosotros, es aconsejable utilizar una 
hipôtesis practice de expectativas racionales.
Consiste esta hipôtesis en sustituir las distribu­
ciones de probabilidad de las variables por su esperanza
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matemâtica, de tal forma, que las expectativas racionales 
sean predictores insesgados que incorporan integraunente 
la teorîa econômica conocida hasta ese momento y reciben 
la totalidad de la informaciôn disponible.
Siendo el valor de la variable en el instante 
t, ^ el valor esperado de la variable que ha sido
elaborado en t-1 respecto a t, el conjunto de infor­
maciôn disponible en el instante t-1, E(V^/D^_j^) la espe­
ranza matemâtica de condicionada a y e^ un resi­
due aleatorio debido a que las expectativas racionales 
no son predicciones perfectas, al que exigimos que E(e^ ) =0 
para todo t, varianza (e^) = varianza para todo i, y
finalmente E(e^.e^ j^) = 0 para todo i 0.
Muth realiza un anâlisis de las expectativas racio­
nales en un mercado aislado para captar mejor el proceso 
de fluctuaciôn de los precios. El perîodo de variaciones 
de precios lo fija breve y la producciôn de mercancîas 
considéra que no puede ser repuesta. La dificultad la en­
cuentra al estudiar los efectos que ejercen sobre la ofer­
ta los cambios producidos en el numéro de empresas; lo 
soluciona sobre la base de costes dinâmicos y admitiendo 
series de relaciones de oferta cortas y largas. El funda- 
mento de estas suposiciones reside en los trabajos de N.S. 
Buchanan, "A Reconsideration of the Cobweb Theorem", 1939,
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y de G. Akerman, "The Cobweb Theorem", 1957, donde anali- 
zan los efectos que las variaciones en la oferta producen 
sobre los costes.
Las ecuaciones del mercado aislado son:
= - b p^ (Demanda)
= g p® + u^ (Oferta)
= C^ (Equilibrio de mercado)
Muth denomina P^ al numéro de unidades producidas 
en el perîodo t, C^ a la cantidad consumida en t, p^ al pre 
cio de mercado en t, p® al precio de mercado en t influen- 
ciado por la informaciôn recibida en el perîodo t-1, y 
u^ représenta las variaciones en la producciôn del perîo­
do t .
Del sistema de ecuaciones anterior résulta la ex­
presiôn:
’t * ?  Pt ' T" '^ t
El valor de u^ es desconocido cuando se toma la 
decisiôn de producciôn, pero sabemos su valoraciôn en el 
mercado; por eso, la predicciôn de este modelo se basa 
en el reemplazamiento de u^ por su valor esperado condicio 
nado a los sucesos pasados.
Muth supone en primer lugar que u^ no estâ correla- 
cionado serialmente y que E(u^) » 0, en consecuencia es
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E(p^) = ^  p®. La aplicaciôn de estas hipôtesis cuando 
la predicciôn del modelo es sustancialmente mejor que las 
expectativas efectuadas por las empresas, consiste en ob­
tener beneficios especulando con inventarios o contrastan- 
do el informe de previsiôn de precios de las empresas.
La racionalidad obliga a que las predicciones de 
la teorîa coincidan con el conjunto de expectativas elabo­
radas por las empresas E(p^) = p®; desapareciendo la posi­
bilidad de ganancias cuando q/b -1, ya que entonces 
el precio esperado iguala al precio de equilibrio o se 
cumple que p® = 0.
Las perturbaciones sôlo se han tenido en cuenta 
en la funciôn de oferta, por eso los precios y las varia­
ciones en la cantidad de un perîodo respecto al prôximo 
estarân especificados sobre la curva de demanda.
El anâlisis descrito tiene poco interés empîrico 
pues los costes se consideran impredecibles y sin embargo 
en muchos mercados lo primordial es refiejar los efectos 
que producen los ingresos en la demanda y cuâles son los 
costes alternatives de los suministros, dado que algunos 
costes variables pueden predecirse utilizando informaciôn 
anterior, originândose un precio esperado de la forma:
Pt = - Eîq ^<“t>
Esto lleva a Muth a presuponer en segundo lugar 
que las expectativas incorporan perturbaciones correlacio-
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nadas serialmente. Por eso expresa como una combinaciôn 
lineal de la historia anterior de las variables aleato- 
rias E^, que son independientes y tienen distribuciôn nor­
mal de media cero y varianza . La correlaciôn de u^ se ob 
tiene con una elecciôn apropiada de las ponderaciones .
u^ = Z ^t-i' (pie E(Ej ) - 0, y
si i = j
E(Ej.Ej^) = {
0 si i ^ i
El precio p^ es ahora una funciôn lineal de las 
perturbaciones independientes anteriores:
‘ ilo
De igual forma, el precio esperado p®, una vez pre- 
fijada la informaciôn del perîodo t-1, tiene como estruc­
tura:
P t  - “ o “ i " i  ®t-i
ya que E^ se reemplaza por su valor esperado y E(E^) * 0.
Al incorporar estas expresiones en la conexiôn que 
refleja las condiciones de equilibrio de mercado, obtene- 
mos que:
« 0  ^  * l> J i  " i  ® t - i  - - H  ''i ^ - i
Muth iguala los coeficientes de los E^, lo que le
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permite conseguir unas ecuaciones que relacionan los pre­
cios con las funciones de expectativas de precios, en base 
a los costes de los perîodos anteriores, que hemos supues­
to independientes. Estas ecuaciones son:
«0 ' - B ''o
"i ■ ■ BTq ''i 
Con ellas, Muth llega a una fôrmula de predicciôn: 
b
Pt - I Pt-j
con la que puede pronosticar ponderaciones ôptimas, tanto 
si la perturbaciôn incluye component'es permanentes, como 
si son transitorios. Una aplicaciôn de este coeficiente 
de ajuste es el trabajo de Muth denominado "Optimal Pro­
perties of Exponentially Weighed Forecasts". También lo 
emplea M. Nerlove para estimar la elasticidad del suminis- 
tro de ciertos productos agrîcolas en su escrito "The Dy­
namic of Supply: Estimation of Farmers' Response to Pri­
ce", aunque Nerlove no lo hace depender de los coeficien­
tes de oferta y demanda.
Consideremos ahora otro supuesto de Muth, ^qué 
ocurrirîa si no tenemos en cuenta la hipôtesis de raciona­
lidad? Cuando las expectativas rebajan el efecto de las 
variables debido al exceso o minusvaloraciôn de sus previ- 
siones, la ecuaciôn para obtener el precio esperado ôptimo 
queda de la forma siguiente:
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Pt - ”i :t-i + «i :t-i
La ponderacion adjudicada à las perturbaciones exô- 
genas mâs recientes se multiplica por el factor f que va^ 
drâ mâs que la unidad si la informaciôn estâ usualmente 
supervalorada y menos que uno en los casos de infravalo- 
raciôn.
En general, las desviaciones de la previsiôn racio­
nal para una empresa individual estân débilmente correla­
cionadas con las de las demâs empresas, de tal forma que 
las diferencias encontradas en el anâlisis transversal 
producen un efecto insignificante en comparaciôn con las 
variaciones totales de una variable. Sôlo es necesario 
introducir modificaciones cuando la correlaciôn de los 
errores es fuerte y depende sistemâticeunente de otras va­
riables explicatives.
Una de las aplicaciones desarrolladas por Muth es 
la obtenciôn de bénéficies especulando con inventarios. 
El inventario de almacenaje implica unos efectos econômi­
cos debido a c[ue la predicciôn del modelo es mâs exacte 
que las expectativas efectuadas por las empresas. Para 
estudiar esta especulaciôn necesitamos una ecuaciôn de 
demanda de almacenaje que dependa de la diferencia entre 
el precio futuro esperado de las mercamclas y su precio 
actual.
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Supongamos que un individu© tiene la oportunidad 
de comprar con precio desconocido en el t-ésimo perîodo 
para vender en el perîodo siguiente a un precio ignorado 
por él. Ademâs, en el almacenaje, el tipo de interés y 
los costes de transaciôn son poco significativos.
En el momento de la compra no se sabe si se conse- 
guirân bénéficiés, pero siempre existe la expectativa de 
ganar. Llêunando al inventario especulativo existante 
después del t-ésimo perîodo, que puede ser positive o nega 
tivo, el bénéficie obtenido vendrâ representado por:
^t = ^t (Pt+1 - Pt)
Qué cuantîa se adquiera de inventario, depende de 
la expectativa de utilidad del bénéficié, de tal manera 
que para variaciones pequenas en el bénéficie, podemos
aproximar la funciôn de utilidad a un desarrollo en serie
de Taylor, considerado en el origen.
Ut * 0 (r^) * 0 (o) + 0' (o) r^ + ^ 0" (o) r^ +
+ . • •
La utilidad esperada estarâ en funciôn de los mo­
mentos de la distribuciôn de probabilidad de r.
E(u^) = 0(0) + 0'(o) E(r^) + I 0"(o) E(r^)+ ...
Como r^ = ^Pfl " Pt ^ ' podemos escribir que:
E(rt) = (Pt_i - Pt)
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E(r2) . zl - p^)2]
Siendo el promedio condicional del precio en
el periodo t+1, conocida toda la informaciôn disponible 
hasta el période t. \ représenta la varianza condicio­
nal .
Sustituyendo estas expresiones en la ecuacion de 
utilidad esperada, tendremos:
E(u^) = 0(0) + 0 ’(o) ^Pt+1 " Pt^
+ \ (9-(o) f (p'^ i - Pj)h * ...
Como el inventario satisface la condiciôn de que: 
dE(u.)
una primera aproximaciôn de es:
; . <p«i - Pt>
' 0-(o) 1.^,1 (p'^ 1 - Ptl'l
Muth aRade dos supuestos adicionales, que el precio 
se distribuye segûn una normal, con lo que consigue la 
independencia de ^ respecte de p^, y que el cuadrado 
del cambio del precio esperado es relativamente mener que 
la varianza, debido a que sôlo considéra cambios pequeRos. 
Con estes postulados obtiene una ecuaciôn de 1^ m&s simple.
- a (Pfr+i - P»)' donde a « —  
t t+1 t 0 "(o)
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Estos resultados no se alteran de forma importante
si se introducen costes de inventario.
El probleraa de la demanda total de Stocks es que 
depende del tamano del mercado y de la mayor o menor faci- 
lidad para inventariar los productos. La carne puede alma- 
cenarse en estado vivo, en conserva, en proceso de cura- 
ciôn, etc., mientras que otras mercancias no tienen tantas 
posibilidades. For otra parte, los utiles duraderos son 
acumulados por las fcunilias en cuantias importantes, lo 
que no estâ garantizado que ocurra con los no duraderos.
Si las expectativas de precios son racionales, la
especulaciôn con mercancias reduce las desviaciones de 
los precios al extender el efecto de la perturbaciôn a 
varios periodos de tiempo.
Asimismo, M.G. Kendall ha estudiado los inventarios 
en "The Analysis of Economic Time-Series. Part I; Prices", 
en donde describe aplicaciones para las variaciones dia­
rias o semanales de precios de una mercancia cuya produc- 
ci6n es anual..Segûn Kendall, si los flujos de producciôn 
y de consume son poco significativos respecte al nivel
del inventario especulativo, el proceso se aproxima a una 
caminata aleatoria.
IV.4.4.2 El modèle de R. Lucas
En 1969, R. Lucas utiliza las ideas de Muth para
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elaborar, junto a L.A. Rapping, un modelo en el que la 
decision del consumidor se observa en dos periodos y los 
objetos que pueden elegir son cuatro; bienes de consume 
corriente, ocio corriente, bienes futures y ocio future. 
El trabajo que recoge estos conceptos se denomina "Real 
Wages, Employment and Inflation", y en él se emplea una 
funciôn de oferta de trabajo que permite diferenciar la 
respuesta de la oferta segûn los ceunbios sean permanentes 
en los precios y salaries, o sean variaciones transito- 
rias. Ademâs, los precios y salaries corrientes son cono- 
cidos.
Las modificaciones en la oferta de trabajo inciden 
en los mercados de bienes a travês de las empresas, produ- 
ciéndose una funciôn de oferta agregada que es vertical 
respecte a los cambios permanentes en los precios, debido 
a la falta de ilusiôn monetaria. La inclinaciôn de la cur- 
va es positiva para los movimientos transitorios de los 
precios, consecuencia de las correlaciones observadas en­
tre el precio y el output.
Para faciliter el anâlisis, Lucas supone linealidad 
en logaritmos para las ecuaciones del modelo, representan-
do la funciôn de oferta agregada como = a(p^-p*), en don
de Y^ es el logaritmo del output real en el periodo t,
p^ es el logaritmo del nivel de precios en t, y pj el loga
ritmo del indice de precios futuros esperados en t. Lo 
demâs se considéra constante.
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Lucas advierte que la funciôn de oferta agregada 
tiende a incrementarse cuando la tasa de inflaciôn espera­
da cae, por lo que cree necesario anadir dos supuestos 
mâs. Uno estriba en que la respuesta durante el primer 
periodo de p* ante cambios de p^ debe ser menos que propor 
cional para que la curva de oferta a corto plazo tenga 
una inclinaciôn consistante con las correlaciones obser­
vadas entre el precio y el output. La segunda se refiere 
a que p* = p^ si los precios son constantes, ya que hemos 
admitido la hipôtesis de comportamiento racional.
Segûn R. Lucas, las expectativas racionales 
E(p^-p*) = 0, provocan una tasa natural de output en la 
ecuaciôn de oferta agregada, para comprobarlo es necesario 
conocer simultâneamente la distribuciôn de los precios 
actuales y la de los esperados. Recurre también a una cur­
va de demanda agregada + p^ » X^, que es una hipêrbola 
rectangular y en la que représenta el logaritmo del 
PNB nominal.
- ■'l *t-l * '2 %t-2 * h
Siendo {E^} una sucesiôn de variables aleatorias 
independientes que reflejan las decisiones gubernamentales 
y privadas no relacionadas sistemâticamente con las otras 
variables del modelo. Su distribuciôn es idéntica, de tipo 
normal con media cero y varianza o^.
En el anâlisis de las expectativas adaptativas no
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ha hecho falta aludir a que precios futuros se refiere 
el pronôstico p*, pero con expectativas racionales es im- 
prescindible hacerlo. Lucas utiliza el precio del periodo 
siguiente p^^^ como variable para la que p* constituye una
prevision, asignando a p* el valor de su media mâs un
error de predicciôn n^, que se distribuye independientemen 
te de E^, aunque mantiene las misraas propiedades.
Pt = E (Pt+i/Xt' *t-l' "t> + "t
El modelo lineal de Lucas es:
* * (Pt " Pt)
Yt + Pt “ \
^  ' 1^ ^t-1 + 2^ *t-2 + ^
Pt = ® (Pt+i/Xf \ - V  "t) + "t
Muth define las soluciones al sistema de ecuaciones 
como los elementos del espacio formado por sucesiones de 
realizaciones. Lucas es mâs restrictive, pues considéra 
que las soluciones pertenecen al espacio de funciones que 
relacionan las variables estado actuales.
Igualando las dos relaciones primeras se consigue 
eliminar Y^, obteniéndose que (l+a)p^ - ap* = X^, ecuaciôn 
en donde encontramos soluciones lineales para p^ y p*.
Pt * "*■ ^t-1 * ®3
P t  - * =5 * t - l  * "t
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Hay seis restricciones lineales e independientes 
para 5^, S2 , •••, S^.
(1+a) “ a = 1
(1+a) Sg - a Sg = 0
(1+a) Sj - a Sg = 0
S, - Sj + S;
'=1
®6 - 1
Para Lucas, la soluciôn hallada de représenta la 
desviaciôn porcentual del output real respecto de su tasa 
natural.
a(1+a)(1-r,) - r_ a^
Y. * -------------    y X. -
^ (1+a) [1+a (1-rj^)] - rga"^
- - ( 4 . ,  n.
(1+a) [1+a (1-rj^)] - rja^ ^  ^
El coeficiente de X^ vale entre cero y uno, puesto 
que es la correlaciôn observada. Ademâs, si la demanda 
es astable, la media incondicionada de Y^ es cero, ya que 
las médias de X^ y de n^ teunbiên lo son.
La opinion de Lucas es cpie (38):
"Con esta soluciôn para Y^ se pue­
den obtener las propiedades de las se-
(38) LUCAS, Robert E. "Un test econometrico sobre la hipo- 
tesis de la tasa natural", p. 82.
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ries temporales de los precios y del 
output real, con independencia de la 
polîtica econ&nica elegida. Si la deman­
da es perfecteunente astable (r^ = r^ = =
= 0), el output real variarâ de forma 
asistemâtica, debido al error de las 
expectativas n^. Cuando la polîtica es 
de carâcter aleatorio (rj^  » 1, r^ » 0, y 
arbitrario), el output real evolucio- 
narâ de la misma manera asistemâtica 
y el nivel de precios seguirâ una cami­
nata aleatoria. Estas dos polîticas 
econômicas son superficialmente diferen- 
tes, pero conçarten que cualquier despla 
zamiento de la demamda es permanente".
Esta variation ûnica y définitiva de la demanda 
impiica que los parâmetros reflejo de la polîtica econômi- 
ca ceunbian, por tanto, no se pueden estimar los parâmetros 
actuales sumando los de perîodos anteriores, ya que ahora 
son irrelevantes. Para contrastar el modelo emplea el mêto 
do de los mînimos cuadrados ordinarios, con el que consi­
gue estimaciones consistantes y asintôticamente normales 
de los parâmetros a, r^  ^y rg.
Las conclusiones obtenidas por R. Lucas con este 
modelo son:
424
18) Que la hipôtesis de expectativas adaptativas 
manejan parâmetros fijos y esto es incompatible 
con la correlaciôn ciclica entre el output real 
y los precios, recogida estadisticamente.
28) La hipôtesis de expectativas racionales garan- 
tiza la correlaciôn ciclica anterior, en el 
caso de que los errores en las expectativas 
sean la ûnica causa de la rigidez de los pre­
cios.
38) La hipôtesis de correlaciôn ciclica entre el 
output real y los precios, convierte los parâ­
metros en coeficientes de comporteuniento.
El modelo empleado por Lucas para describir la Eco- 
nomia, es en lo fundamental, igual al enunciado por P.A. 
Samuel son en "An exact consunq>tion - loan model of inte­
rest with or without the contrivance of money". La idonei- 
dad del modelo para ejemplificar problemas de teoria mone­
taria es comprobada por Cass y Yaari en "A Re - examina­
tion of the Pure Consumption Loans Model" y en "A note 
on the role of Money in Providing Sufficient Intermedia­
tion".
Lucas realiza una aplicaciôn de su modelo con la 
que intenta resolver la paradoja planteada por J.G. Gurley 
en "A program for Monetary Stability", por eso postula 
que los agentes econômicos deben estar libres de ilusiôn
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monetaria, consiguiendo de esta forma que las expansiones 
monetarias anunciadas y proporcionales, no tengan repercu- 
siones reales.
Un enfoque precursor de este trabajo se debe a E.S. 
Phelps con su "Microeconomic Foundations of Employment 
and Inflation Theory", pues describe la relacion entre 
el empleo y la inflaciôn en un marco neoclâsico. Lucas 
anade el postulado de que todas las transaciones se hacen 
con informaciôn compléta.
Describiremos ahora el ejemplo de Lucas. Los inter- 
Ccunbios tienen lugar en dos mercados separados fIsicamen- 
te, en donde los agentes econômicos se comportan ôptima- 
mente en base a sus objetivos y expectativas. Las pertur- 
baciones se deben a que el numéro de comerciantes asigna- 
dos a los mercados en cada periodo de tiempo, es estocâs- 
tico, lo que origina fluctuaciones en los precios relati- 
vos de ambos mercados. Los cambios estocâsticos en la can- 
tidad de dinero provocarân fluctuaciones en el nivel nomi­
nal de precios, esto es, en el tipo de cambio medio entre 
el dinero y las mercancias.
Los agentes econômicos reciben la informaciôn del 
estado actual de las perturbaciones reales y monetarias 
a través de los precios del mercado particular en que cada 
agente se encuentra. Pero la infotmadiôn facilitada a Ibs 
comerciantes con los precios de mercado es inadecuada para 
que distingan las perturbaciones reales de las moneta-
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rias. En este contexte, los movimientos del output real 
se producen en la misma direcciôn que las fluctuaciones 
monetarias.
Lucas supone que en cada periodo nacen N individuos 
y que todos ellos viven dos periodos, el actual y el si­
guiente. En un periodo cualquiera, habrâ por lo tanto una 
poblaciôn constante 2N, de los que N son de edad cero y 
los otros N de edad uno.
Durante el primer periodo de vida, cada persona 
oferta guiada por sus preferencias, n unidades de trabajo 
que producirân n unidades de output. El output consumido 
por un miembro de la generaciôn mâs joven, que es la que 
no produce, se représenta mediante c® y el output consu­
mido por cada individuo de la generaciôn mâs vieja con 
c^. Admitiendo que no se puede almacenar output, pero se 
permite eliminarlo, las posibilidades agregadas de produc- 
ciôn-consumo per câpita estarân representadas por:
c^ + c^ < n, siendo c®, c^, n > 0
El dinero emitido por el gobierno se transfiere 
a los miembros de la generaciôn mâs vieja cuando comienza 
el periodo y su cantidad es proporcional a las tenencias 
anteriores de cada individuo. Como la herencia no estâ 
contemplada en este anâlisis, los saldos en metâlico re- 
vierten a la autoridad monetaria a la muerte de su propie- 
tario.
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La generaciôn cero estâ repartida estocâsticeunente 
en los dos mercados, por eso asignamos a uno d/2 indivi­
duos y al otro 1 - d/2, mientras que la generaciôn uno
se distribuye de tal forma que se iguale la demanda mone­
taria total. Después de asignar las personas a los merca­
dos, no se pueden producir cambios ni comunicaciôn entre 
ellos, ya que los considereunos fisicamente separados. En 
ellos los jôvenes entregan outputs para obtener el dinero 
que poseen los adultos.
Este mecanismo de situar aleatoriaunente a los co­
merciantes en mercados distintos proporciona un entorno 
en el que la informaciôn es imperfecta y permite la varia- 
ciôn relative del precio. Se podia haber conseguido esto 
mismo con postulados referidos a gustos aleatorios o con 
cambios en la tecnologîa. En cada mercado el comercio se
realiza por subasta y a un precio ûnico.
La oferta monetaria m que es pre-transferida desde 
cada miembro de la generaciôn uno, es conocida por todos 
los agentes econômicos; mientras que los saldos m* de post 
transferencia sôlo pueden percibirse en el periodo siguien 
te y los comerciantes para conjeturar su medida tienen 
que recurrir al nivel de precios présente.
La evoluciôn a lo largo del tiempo de la oferta 
nominal de dinero se représenta porr m ‘ » mx, donde x es 
una variable aleatoria. El estado de le economla en un
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periodo cualquiera, estâ especificado por la oferta mone­
taria m, la variable de transferencia x y la variable de 
reparto de ese periodo d. Al pasar la economia de un es­
tado a otro, supondremos que las decisiones tomadas por 
los individuos son independientes; por tanto, x ' es inde- 
pendiente de x con funciôn de densidad f en (0, •) y la 
variable de reparto del nuevo periodo d ' es independiente 
de d, con funciôn de densidad simétrica y continua g en 
(0 ,2 ).
Para llegar al equilibrio general de la economia 
hay que determiner previamente el equilibrio de cada mer­
cado. Esto se consigue igualando la demanda nominal de 
dinero con la oferta nominal de dinero. La condiciôn de 
equilibrio se basa en varios supuestos, uno de ellos es 
el de mercado eficiente propuesto por R. Roll en "The 
efficient market model applied to U.S.", que consiste en 
la utilizaciôn por los comerciantes de la distribuciôn 
condicional correcta para formar sus expectativas, uni do 
a que todos los intercambios se realizan a precios que 
vacian el mercado.
La fluctuaciôn permanente de los precios en los 
mercados de capitales parece que sigue un comport amiento 
errâtico. Keynes lo atribuyô a la presencia de multiples 
especuladores, guiados por expectativas que incluyen in- 
fluencias extraeconômicas, lo que provoca una desestabili- 
zaciôn de los precios.
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Las expectativas racionales y los procesos estocâs­
ticos permiten que aparezca la teoria de los mercados efi- 
cientes. Ademâs de Roll, ban trabajado en esta teoria, 
P . H . Cootner en "The Randon Character of Stock Marquet 
Prices", Mit. Press, 1964; Fama en "Efficient Capital Mar­
kets; A Review of Theory and Enq>irical Work", Journal of 
Finance, mayo 1970; y C.W. Smith en "Option Pricing: A 
Review", Journal of Financial Economics, 1976, entre 
otros.
La ecuaciôn de equilibrio tiene soluciôn ûnica, 
que se represents mediante:
P(m,x,d) = m *(x/d)
donde es una funciôn continuamente diferenciable y con 
una elasticidad comprendida entre cero y uno. Esto hace 
que los saldos reales per câpita de equilibrio sean cre- 
cientes con x/d, y que los incrementos de la demanda pro- 
duzcan aumentos del output real.
IV.4.4.3 La curva de Phillips y la funciôn de oferta de 
Phelps-Friedman-Lucas
La relaciôn entre el desempleo y la inflaciôn es 
descubierta por Fisher en 1926, pero hay que esperar hasta 
1958, ano en que Phillips publics "The Relation between 
Unemployment and the Rate of Cange of Money Wage Rates 
in the United Kingdom", para que esta conexiôn juegue un
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papel primordial en las discusiones econômicas.
Lo deseable serla conseguir a la vez que no exis- 
tiera inflaciôn y desempleo, pero esto no es posible, deno 
minandose trade off a la elecciôn entre ambos. Mediante 
los circulos de Phillips se representan combinaciones as­
tables a largo plazo entre los promedios de inflaciôn y 
desempleo, lo que permite optar por el pleno empleo o por 
la inexistencia de inflaciôn segûn cuales sean la's prefe­
rencias de los politicos. Ademâs, Phillips distingue el 
trade off a corto plazo del trade off a largo plazo, cons- 
tituyendo el fundamento sobre el que surgirâ la hipôtesis 
de la tasa natural de Milton Friedrtian y de Edmundo S. 
Phelps.
Desde el descubrimiento de la curva de Phillips, 
la lôgica de las expectativas y la influencia de la poll- 
tica monetaria para afectar al output real, se identifica 
con la posiciôn keynesiana de postguerra, segûn la cual, 
es fâcil comprobar emplricamente que la polîtica monetaria 
no influye significativamente en la determinaciôn del com- 
porteuniento del output.
Los estudios realizados por Friedman y Phelps 11e- 
gan a la conclusion de que en el largo plazo el trade off 
de Phillips détermina una proporciôn de desempleo natural 
que es independiente de cuâl sea la medida constante de 
inflaciôn. Esta hipôtesis de tasa natural implica que la 
curva de Phillips a largo plazo es vertical.
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En cuanto al trade off a corto plazo, Friedman pien 
sa que se debe a errores en las expectativas de los agen­
tes econômicos. Los ofertantes de trabajo al comienzo de 
un periodo inflacionista, subestiman el nivel del precio 
que predominarâ en el periodo a que se refiere el contrato 
de trabajo, por consiguiente sobreestiman el salario real 
y presentan una oferta de trabajo superior a la que ofer- 
tarian si las expectativas hubiesen sido correctas.
El resultado de esta situaciôn es que sobra empleo 
respecto del nivel de equilibrio, originândose un trade 
off entre el output y la inflaciôn no prevista. Pero 
Friedman confia en que los errores cometidos al elaborar 
las expectativas van a ajustarse a la realidad lo mâs pron 
to posible, permitiendo cpie el empleo vuelva a su nivel 
de equilibrio y el desempleo a su tasa natural.
Los defensores de las expectativas adaptativas su- 
gieren que una aceleraciôn de los precios de forma mante- 
nida, ocasiona una tasa de desempleo por debajo de la tasa 
natural. En caunbio, los partidarios de las expectativas 
racionales consideran que los errores esperados imposibi- 
litan la utilizaciôn del trade off por los agentes econô­
micos.
Desde hace algunos anos, la curva de Phillips estâ 
perdiendo importancia, ya que los datos empiricos no con- 
cuerdan con las correlaciones a nivel agregado que prevé 
la curva, entre el volumen de actividad economica y la
432
inflaciôn. Segûn Lucas, los cambios en las expectativas 
desplazan la curva, frustando los intentos de moverse a 
lo largo de ella para reflejar la manera en que los agen­
tes econômicos forman y responden a las expectativas de 
precios y salarios.
La funciôn de oferta sorpresa de Phelps-Friedman- 
Lucas, surge para solucionar el problema planteado por 
la curva de Phillips y sus predicciones errôneas. La cuan- 
tia de actividad econômica se puede représentât mediante 
la tasa de desempleo o con las desviaciones del output 
real respecto de su tasa natural. Las dos posibilidades 
estân ligadas a travês de la ley de Okun, por eso da lo
mismo utilizar cualquiera de ellas. Como variable nivel
de precios se maneja un Indice de precios o de salarios.
Si a la formulaciôn general de la curva de Phillips
se le anaden expectativas, tenemos que :
- '^ t - ‘"'t - » ^
siendo el logaritmo neperiano del output real, 
el logaritmo neperiano de la tasa natural de output 
real, la tasa de inflaciôn medida en diferencias loga- 
rîtmicas (V^ = P^ - y P^-i son los logaritmos
neperianos del nivel de precios en el momento t y t-1, 
respectivamente.
El paramètre b représenta el grado en que los agen­
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tes econômicos incluyen sus expectativas de inflaciôn en 
su toma de decisiones, tal que 0 < b < 1. Cuando b = 0 las 
expectativas de inflaciôn no influyen, originândose una 
ilusiôn monetaria total y si b = 1, las expectativas de 
inflaciôn se tienen en cuenta întegramente, dando lugar 
a una carencia total de ilusiôn monetaria. El parâmetro 
c refleja la frecuencia o retraso con que los agentes eco­
nômicos observan el nivel agregado de precios y la veloci- 
dad de adaptaciôn de los precios. Finalmente, E^ es el re­
sidue aleatorio.
Antes de transformer esta ecuaciôn en la funciôn 
de oferta sorpresa de Phelps-Friedman-Lucas, es necesario 
fijar cuatro supuestos:
18) Cuando b = 1, la ausencia de ilusiôn monetaria 
implica verticalidad de la curva de Phillips 
a largo plazo, ya que sôlo influye el componen- 
te no anticipado de la inflaciôn, en las des­
viaciones producidas en el output respecto de 
su tasa natural. Por tanto, hay superneutrali­
dad del dinero esperado y no la hay del dinero 
no esperado.
28) c » 1 significa que los agentes econômicos ob­
servan la evoluciôn del nivel agregado de pre­
cios con un periodo de retraso. Ademâs, exige 
la existencia de equilibrio walrasiano, por 
eso los precios se ajustan instantâneamente
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para igualar oferta y demanda. Este supuesto 
es ouestionable, pues no se justifies el uso 
de un solo periodo para observar el nivel agre­
gado de precios. Ademâs, la Teoria Econômica 
tiende en la actualidad a eliminar la flexibi- 
lidad instantânea de precios.
3®) Es el supuesto de expectativas racionales por 
el que:
<-c,t - ® < V \ - c >
48) La funciôn f es de forma lineal.
La ecuaciôn de oferta sorpresa de Phelps-Friedman- 
Lucas se represents asî:
Y
Con ella se superan algunos de los inconvenientes 
encontrados en la curva de Phillips, pero incurre en 
otros. Una de las causas que mâs se la reprocha es que 
lleva a conclusiones opuestas a las de Keynes y ademâs 
la autoridad monetaria no puede utilizarla para influir 
en el output de forma sistemâtica, ya que las expectativas 
son racionales, por lo tanto sobre la inflaciôn sôlo inci­
den las sorpresas relativas al nivel de precios.
La oferta sorpresa de Phelps-Friedman-Lucas implica 
que las desviaciones del output real respecto de su tasa
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natural son un ruido bianco, pero esto se contradice con 
la existencia de fluctuaciones ciclicas en la Economia. 
Los datos empiricos indican que hay correlaciôn serial 
para algunos i distintos de cero, tal que:
E U \  - * 0
Para eludir la correlaciôn se suele ampliar la fun­
ciôn de oferta sorpresa con variables retardadas, cuya 
justificaciôn hay que encontrarla en la lentitud de los 
ajustes en inventarios, capital, plantillas, etc.
Otra cuestiôn polêmica es que los agentes econômi­
cos pueden conocer en todo momento cuâl es la evoluciôn 
del precio de lo que ofertan, pero las variaciones en el 
nivel agregado de precios les llegan con un retraso de 
un periodo. Cuando la inflaciôn real es superior a la anti 
cipada, los empresarios y trabajadores confundirân el com- 
ponente no esperado de inflaciôn con un aumento en el pre­
cio relativo de lo que ofertan, incrementarân la oferta 
de bienes y la oferta de trabajo respectivamente, provo- 
cando un aumento de la producciôn.
IV.4.4.4 El modèle de S. Fischer
La hipôtesis de expectativas racionales y su apli­
caciôn a los modelos econômicos ha sido ampliamente 
desarrollada por R.J. Barro y S. Fischer; Barro en "Ratio­
nal Expectations and the Role of Monetary Policy", 1976,
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en donde estudia un caso en que la autoridad monetaria 
tiene mâs informaciôn que los agentes econômicos privados, 
pues recibe los datos con antelaciôn a ellos y esto le 
permite realizar una polîtica econômica inesperada que 
consigue variar la evoluciôn del output.
Fischer no confia en la ocultaciôn de informaciôn 
adicional, pues si es util, lo normal es que permanezca 
disponible para todos. Prefiere argumentât la transcen- 
dencia de la polîtica econômica en la existencia de cen­
trâtes a largo plazo, por eso en 1977, en "Long-Term Con­
tracts, Rational Expectations, and the estimai Money 
Supply Rule", analiza un modelo de expectativas racionales 
con solapamiento en los contratos de trabajo, en el que 
dichos contratos tienen una duraciôn de dos periodos.
Demuestra con este modelo, que los contratos a lar­
go plazo introducen en el sistema un elemento que mantiene 
los salarios bajos, ya que la autoridad variarâ la oferta 
monetaria con una frecuencia mayor que la renegociacion 
de las condiciones de los contratos de trabajo. La conse­
cuencia de todo esto, es que las expectativas racionales 
de los agentes econômicos cambiarân el comportamiento del 
output real a corto plazo, pero no podrân influir en él 
a largo plazo.
Stanley Fischer utiliza una funciôn de oferta si­
milar a la de Sargent, Wallace y Lucas:
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\  = a + b (P^ -
Con ella analiza las repercusiones de las expecta­
tivas racionales sobre el output, cuando existen diferen- 
tes alternativas preavisadas de actuaciôn monetaria y la 
economia funciona siguiendo los dictados de la curva de 
Phillips corregida por Lucas.
Los parâmetros a y b son constantes, es el nivel 
de output, P^ el logaritmo del nivel de precios del perio­
do t, P^-1 t expectativa tomada en el periodo t-1 res­
pecto de P^, y es el termino de perturbaciôn aleatoria,
El modelo de Fischer recoge dos aspectos mâs, la 
evoluciôn de los salarios y una ecuaciôn de demanda total. 
La Economia se considéra estacionaria, aunque estâ sujeta 
a perturbaciones aleatorias de oferta real y de demanda 
nominal, que tienen cierta influencia sobre el output y 
el nivel de precios de cada periodo. De todas formas 
Fischer cree que la politica monetaria puede compenser 
algunos de los efectos sobre el output real.
Empiricamente se observa que los salarios se ajus­
tan antes de realizar los contratos de trabajo, por eso 
se supone que los salarios estân predeterminados, mientras 
que el nivel de precios y el output se f i ja en cada pe­
riodo.
Los salarios nominales que se han acordado entre
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los trabajadores y los empresarios, pretenden asegurar 
el mantenimiento del salario real. Esto équivale a conser­
vât constante el empleo y/o el ingreso de trabajo.
Los contratos del periodo t recogen los salarios 
nominales de los periodos t+1 y t+2. Por eso expresareraos 
que:
V i . t  = V i , t  i = 1. 2
siendo ^ el salario que se paga en t pero se fija
en t-i.
Durante el periodo t, la mitad de las empresas es­
tân operando con contratos que comenzaron en t-1 y la 
otra mitad con contratos de t-2. Las ecuaciones del output 
total résultantes son:
<  = Î '"t - ^
 ^ 2
<  - 1  ^
La ecuaciôn de demanda es:
Yt = - Pt -
donde représenta la oferta de dinero en el periodo t, 
y significa el termine de perturbaciôn. Las perturba­
ciones y siguen un esquema autorregresivo de primer 
orden, tal que :
^t = ^1 ^t-i + ®t  ^^
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y estân mutua y serialmente incorrelaciona- 
das, su media es cero y su varianza (OgfOyj) respectivamen­
te.
Como las expectativas racionales se refieren a lo 
que acontecerâ dos perîodos mâs adelante,
® (^t-l,t^t-2 * ^t-2,t 
siendo Pf2,t “ \ - 2,t " \-2,t “ ^t-2,t
Fischer relaciona la oferta monetaria con las per­
turbaciones ocurridas hasta el periodo t-2 inclusive. Ex- 
presando la oferta de dinero en el periodo t de la forma:
"t ' j ,  '1 't - j ,  -i ''t-2
y la oferta de dinero prevista con dos periodos de antici­
pée iôn segûn:
”t-2,t " ^1 ^ 1 ^ t-2 ^t-1
+ ^1 ^ 2 \ - 2  ^^2 ^t-1
Si restaunos las relaciones y M^_2 ob te nemo s
que :
«t - "t-i * h  ‘^ - 1  - "i ®t-2' +
* ■'l <''t-l - "2 ''t-2> *
• h  ®t-i + '1 "t-i
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Por lo tanto, son las perturbaciones e ^ y n^_^ las 
que originan las diferencias en la oferta monetaria, pero 
no pueden influir en el salario nominal del segundo perio­
do contractual.
Con estas referencias, Fischer llega a un output 
total asi:
* Î  ' V ^ '  * i  ♦ ■
* Î < V 2 , t ^ V 2 , t '  - 2 <'t ♦ "t> *
* "l ^-2
Los parâmetros 1^ y r^ no influyen en el output 
para valores de i ^2. Pero si i = 1 le afectan aunque sean 
conocidos, debido a que el salario nominal ya estâ nego- 
ciado y la ûnica que puede cambiar la oferta de dinero 
es la autoridad monetaria, perturbando el salario real 
del segundo periodo y de esta forma modificar el output.
En cuanto a las perturbaciones, e _^^  ^y n^ _j^  serân con 
trarrestadas totalmente por la politica monetaria? mien­
tras que (e^ - n^) no podrâ compenserse. El conocimiento 
de la perturbaciôn real E^_^ sôlo es posible al finalizar 
el contrato de trabajo mâs antiguo, por tanto, la politica 
monetaria no conseguirâ oponerse a ella.
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Aunque el modelo de Fischer no entra en la discu- 
siôn de si la polîtica monetaria puede influir en el com- 
portauniento del nivel de precios, mantiene la estabilidad 
de los mismo s, con la justif icaciôn de que los cambios 
en ellos son costosos.
La conclusiôn a la que llega Fischer, es que una 
polîtica monetaria activa puede conseguir cambios en el 
output, si los contratos son a largo plazo, los agentes 
econômicos desconocen cuâl va a ser la oferta monetaria 
y hay diferencias entre el precio actual y el precio espe­
rado.
Lucas no estâ de acuerdo con Fischer, ya que los 
intentos de la autoridad monetaria por aprovecharse de 
la estructura existante en los contratos de trabajo, para 
cambiar la oferta monetaria, provoca la reapertura de ne- 
gociaciones con el objeto de variar los contratos.
Igualmente, T.J. Sargent y N. Wallace rechazan las 
ideas de Fischer, pues sugieren que el output real no va­
ria con la elecciôn de normas que controlan el suministro 
de dinero efectuado por la autoridad monetaria. Suponiendo 
que las expectativas se forman racionalmente, los agentes 
econômicos contratarân en términos nominales para perîodos 
mâs largos que el tiempo empleado por los responsables 
econômicos en cambiar las circunstancias monetarias. Dis­
cus iôn que estâ reflejada en su obra "Rational Expect a-
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tions, the Optimal Monetary Instrument, and the Optimal 
Money Supply Rule", 1975.
En cuanto a las diferencias entre la exposicion 
de Fischer y las de Phelps y Taylor, consisten en que uti- 
lizan la rigidez del precio en un modelo con precio y pe- 
rlodo unicos, en lugar de emplear la rigidez del salario. 
Ademas, segun ellos, se mantienen los efectos sobre el
output debido a la acumulaciôn de inventarios y no al so- 
lapamiento de los contratos.
No todo son criticas al analisis de Fischer, en 
"Relative Wages and the Rate of Inflation", 1969, G.
Akerlof realiza un detallado desarrollo de un modelo con 
solapamiento de contratos de trabajo y con salaries dife- 
rentes para cada empresa.
IV. 5 LA INFLÜENCIA DE LAS EXPECTATIVAS RACIONALES EN 
LA POLITICA ECONOMICA
Supongamos que el comporteuniento de la Economie 
se puede représenter mediante un sistema de ecuaciones 
diferenciales estocasticas:
Y = f(Y^_j^, X^, c^, e^)
siendo Y^ el vector de variables endogenas excepto los
instrumentes de politics economica, c^ el vector de contro
les de polîtica econômica, y e^ el residue aleatorio.
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El objetivo de la Polîtica Econômica es maximizar 
la funciôn de bienestar social W = W(Y,X), para conseguir 
lo los economistas disenan modelos que se aproximan a la 
realidad, por eso afiaden al sistema de ecuaciones diferen­
ciales estocâsticas, un conjunto de paramètres Q cuyos 
valores se obtienen con estimaciones empîricas.
\  K- °'
Timbergen y Theil fueron los primeros en formuler 
modelos agregados de la Economie en un marco estâtico; 
posteriormente, Klein y otros los amplian bajo supuestos 
dinâmicos. Estes modelos se estiman con los dates disponi­
bles y se optimizan con la simulaciôn de politicas alter­
natives, seleccionando la combinaciôn que produce mejores 
resultados.
La régla con "freedback" que constituye la polîtica 
econômica ôptima puede expresarse como:
^t = G(Y^_^, 1, e^)
Siendo 1 un conjunto de paramétrés que resultan 
del proceso de optimizaciôn y e^ el residue aleatorio que 
représenta las fluctuaciones en X^ por causas ajenas a 
la voluntad de las autoridades econômicas.
Friedman rechaza esta metodologîa por no tener en
cuenta que los efectos de las medidas de Polîtica Eco­
nômica sufren "lags" importantes, de tal forma, que una
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medida encaminada a contrarrestar una depresion puede co- 
menzar a surtir efecto cuando el ciclo econômico se en- 
cuentra en la fase de recuperaciôn, produciendo consecuen- 
cias opuestas a las buscadas.
De forma analoga R.F. Lucas efectua una critica 
a estos modelos en "Econometric Policy Evaluation: A Cri­
tique", Journal of Monetary Economics, 1976. Considéra 
que los coeficientes 0 no son invariantes respecte a dis­
tintas sendas temporales de los contrôles.
La incorporaciôn de las expectativas racionales 
a estos modelos incide en la relaciôn que se produce entre 
los coef icientes 1 y las reglas de comportamiento de los 
agentes econ&nicos, de donde se deduce, que los coeficien­
tes 0 dependen entre otras cosas, de los coeficientes 1.
Distintas politicas econômicas implican distintos 
1, por eso el proceso de optimizaciôn clâsico queda inva- 
lidado al no recoger explicitamente la interacciôn 0(1); 
realizar un anâlisis de los efectos producidos por los 
distintos 1 en un modelo con 0 constante, lleva a resulta­
dos errôneos.
En periodos en los que la variaciôn de los paramè­
tres 1 es pequena o nula, ignorar la dependencia 0(1) no 
tiene consecuencias prâcticas negativas respecte a la for- 
mulaciôn de predicciones. Cuando los parâmetros 1 sufren 
cambios grandes, los modelos tradicionales no sirven para
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coroparar los resultados de las diferentes alternativas 
de Polîtica Econômica, siendo necesario sustituirlos por 
otros modelos que expliciten la relaciôn 0(1) a travês 
de las expectativas racionales.
La visiôn actual de la polîtica macroeconômica uti­
lisa como postulado fundamental que los agentes econômicos 
tienden a anular los efectos no deseados de las medidas 
de Polîtica Econômica, debido a la racionalidad de sus 
expectativas. De tal forma, que sôlo se notarân sus conse­
cuencias cuando los agentes econômicos se vean sorprendi- 
dos por ellas o porque tarden mâs tiempo del necesario 
en adaptarse.
Existen modelos que incluyen expectativas raciona- 
les, en los que las autoridades econômicas disponen de 
ventajas en cuanto a la informaciôn, respecto a los agen­
tes econômicos. S. Fischer describe uno en "Long Term 
Contracts, Rational Expectations and the Optimal Money 
Supply Rule", y E. Phelps-J. Taylor otro en "Stabilizing 
Powers of Monetary Policy under Rational Expectations", 
ambos trabajos estan publicados en Journal of Political 
Economy, Vol. 85, 1977. La Polîtica Econômica que utiliza 
estos modelos consigne ser efectiva.
Las expectativas racionales, impiden aplicar la 
teorîa del control, técnica empleada para optimizar mode­
los dinâmicos. Esta problematics esta desarrollada por
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J.B. Taylor en "Estimation and Control of a Macroeconomic 
Model with Rational Expectations", Econometrica, septiera- 
bre 1979. La consecuencia que obtiene, es que la Polîtica 
Econômica seleccionada, aunque proporcione buenos resul­
tados, no es la ôptima, y aconseja a la autoridad moneta- 
ria que évité crear incertidumbre a los agentes econômi­
cos .
Las teorîas macroeconômicas parten de supuestos 
simplificadores, lo que las hace vulnérables a multiples 
crîticas. Como la validez de los supuestos elegidos se 
mide por su utilidad en comparaciôn con otros supuestos 
alternatives, la hipôtesis de expectativas racionales es- 
tudiada anteriormente, es en este sentido perfectamente 
valida; veamos las crîticas que recibe:
a) Los agentes econômicos tienen que realizar gran­
des desembolsos de dinero para adquirir y proce- 
sar la informaciôn que necesitan, esto hace que 
sôlo inviertan en mejorar sus expectativas si 
el bénéficie que obtienen es mayor que el coste 
en que incurren. Las expectativas racionales 
no son, segûn este anâlisis, resultado de maxi­
mizar la funciôn de utilidad de los agentes eco­
nômicos .
b) El valor que la variable estudiada va a tener 
en el instante t, estâ influenciado por la pre- 
visiôn que respecto de él hacen los agentes eco-
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nôraicos. Este hecho estâ en contradicciôn con 
el supuesto implîcito de las expectativas racio- 
nales, entendidas como un proceso de aprendizaje 
y ajuste.
c) Los modelos de expectativas racionales suelen 
dar lugar a varios puntos de equilibrio, por 
la influencia que en ellos ejercen las burbujas 
de especuladores.
Los trabajos empîricos referidos a la contrasta- 
ciôn de la hipôtesis de expectativas racionales se encuen- 
tran con très tipos de dificultades. La primera es que 
résulta imposible construir un test que contraste directa- 
mente esta hipôtesis, ya que las expectativas son varia­
bles que no podemos observer. Las contrastaciones deberân 
basarse en la combinaciôn de las expectativas racionales 
con otros supuestos, restando credibilidad a los resulta­
dos .
Otra dificultad que disminuye la confianza en los 
resultados, es la arbitrariedad que se introduce al défi­
nir los conjuntos de informaciôn disponible. La tercera 
dificultad se encuentra cuando los datos recogidos lo son 
en periodos durante los cuales no varîan las reglas de 
Polîtica Econômica empleadas por las autoridades econômi­
cas, lo que hace innecesario el supuesto de expectativas 
racionales, al encontrarnos con una equivalencia observa-
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cional.
Un aspecto que no se ha tenido en cuenta, es que 
las decisiones tomadas por la autoridad econômica respec 
to a la polîtica a seguir, no llega a todos los agentes 
econômicos con la misma intensidad, incluso algunos la 
desconoceran. Las repercusiones de esta falta de transpa- 
rencia dependeran de que decisiôn se trate, pues no es 
lo misroo una variaciôn en la oferta monetaria, que una 
estabilidad de los precios en la que todo el mundo inten­
tera acaparar productos.
IV.6 CRITICA DE LAS HIPOTESIS MONETARIAS
M. Friedman, R. Barro, R.E. Lucas, T. Sargent y 
N. Wallace, entre otros, han revitalizado el anâlisis eco­
nômico con la incorporaciôn de la hipôtesis de expectati­
ves racionales a la Macroeconomîa, lo que les lleva a ne- 
gar la posibilidad de una polîtica de estabilizaciôn.
Para Milton Friedman y sus seguidores, las acciones 
sistemâticas de Polîtica Econômica son asimiladas por los 
agentes econômicos, permitiéndoles anticiparse a sus con­
secuencias. Recomiendan, por tanto, una polîtica que con- 
ten^le nada mâs que medidas antiinflacionistas, consistan­
tes en reducciones preavisadas de la tasa de crecimiento 
de la oferta monetaria.
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Consideran que las variaciones de los parâmetros
fiscales y monetarios no son capaces de influir en las
variables reales del sistema, ya que el nivel natural de 
producciôn y empleo no puede alterarse de forma permanente
por las condiciones de la demanda.
Los ceunbios por el lado de la demanda tienen un 
efecto temporal limitado sobre los niveles de producciôn 
y empleo, que para mantenerse requiere de los trabajadores 
que exijan el restablecimiento de su salario real. En la 
representaciôn analîtica de esta hipôtesis emplean la ver- 
ticalidad de la curva de oferta agregada o de la curva 
de Phillips, verticalidad que desaparece sôlo cuando los 
oferentes de trabajo experimentan reducciones en sus in- 
gresos.
Carlos Sebastian en "Sobre la inq>osibilidad de la 
polîtica macroecon&nica", 1981, puntualiza las consecuen­
cias obtenidas por la macroeconomîa neoclâsica, respecto 
de los niveles de producciôn y empleo. Para justificar 
sus eurgumentos, analiza cuatro escenarios teôricos posi- 
bles. El primero contempla dos factores de producciôn de 
carâcter variable, el trabajo y un input materia X. 
Ademâs, supone que los productores maximizan beneficios 
y que las posibilidades de producciôn estân representadas 
por la funciôn:
y » F(K, N, X), siendo F^^ ^  0
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Segûn C. Sebastian (39):
"La constancia del salario real 
^  ^  no es condiciôn suficiente para
que la curva de oferta agregada sea ver­
tical, teunbién debe cumplirse que: 
^  con independencia de que
se puedan sustituir los factores".
En un modelo macroeconômico estâtico con dos facto­
res de producciôn, la Polîtica Econômica es inopérante 
cuando los trabajadores defienden sus salaries reales y 
los oferentes del factor variable mantienen la relaciôn 
real de intercambio entre su producto y los productos fi­
nales .
El segundo mercado descrito por C. Sebastian es 
a quel en que hay racionamiento. Los monétaristes suponen 
que una polîtica expansiva llevarâ a un exceso de demanda 
en el mercado de bienes y servicios, que elevarâ los pre­
cios. La ûnica forma que hay para estimular la producciôn 
es que los salaries monetarios no lleguen a restablecer 
el salario real y esto es difîcil de admitir hoy en dîa, 
ya que la sociedad industrial favorece la defense del sa­
lario real, con independencia de que los salarios sean 
flexibles en el sentido walrasiano.
(39) SEBASTIAN, Carlos. "Sobre la imposibilidad de la po­
lîtica macroeconônica”. p. 142.
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Los monetaristas afirman que la curva de oferta 
es vertical, la novedad que este supuesto incorpora es 
que la verticalidad se produce para un nivel de output 
mayor que si no fueran flexibles.
Un caso de oferentes racionales es explicitado por
C. Sebastian: Las fâbricas tienen una capacidad Ÿ, las
caracterîsticas técnicas de la producciôn no pueden alte­
rarse una vez en funcioneuniento, los precios se fijan con 
un mark-up m al coste medio variable y si la demanda es 
Dq , como estân racionadas, logran vender al precio vi- 
gente, aunque deseaban colocar Ÿ.
Si los oferentes de los factores prevén que los
precios no van a cambiar, no neutralizarân las variaciones
en la demanda, ya que los desplazamientos de la curva de 
demanda producen modificaciones en el output, sin que se 
tengan que alterar los precios. Por el contrario, al anti- 
cipar los oferentes de trabajo, ûnico factor variable, 
que los precios subirân, anularân los efectos de la trans- 
formaciôn de la demanda.
P. Sylos-Labini, en "Trade Unions, inflection and 
Productivity", 1974, defiende la idea de que el mark-up 
varia inversamente a sus costes medios variables, cuando 
se producen reducciones en los costes de los factores. 
Los precios de los productos finales tienden a no recoger 
inmediatamente los cambios en el coste medio variable. En-
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tonces, la curva de oferta agregada sera creciente, si 
no hay ilusiôn monetaria y la prevision de precios es per­
fects .
Como tercera prueba, C. Sebastian analiza la inci- 
dencia que tienen los parâmetros fiscales y financières 
en el mercado de trabajo. La oferta de trabajo se basa 
en la decisiôn renta-ocio de las economîas domésticas, 
por eso, las alternativas en los tipos impositivos que 
gravan la renta personal, hacen que se desplace la curva 
de trabajo.
La decisiôn renta-ocio puede disminuir el salario 
real exigido para cada volumen de oferta de trabajo, al 
estar parte del gasto pûblico satisfaciendo necesidades 
colectivas, que los oferentes de trabajo consideran susti- 
tutivas de consumo privado. Se supone ademâs, que el con­
texte en el que se realiza la elecciôn entre renta y ocio 
es intemporel.
Los incrementos esperados en la rentabilidad de 
la cartera de las economîas domésticas puede hacer que 
estas aumenten la oferta de trabajo, con el objetivo de 
obtener mâs actives rentables; estableciéndose entonces 
una relaciôn creciente entre oferta de trabajo y tipo de 
interés.
Luis Angel Rojo, profundizando mâs en el tema, ana-
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de que (40):
"El tipo de rentabilidad p requeri- 
do por las unidades econômicas sobre 
los actives reales, suele ser mâs eleva- 
do que el tipo de interés de los bonos 
r, reflejando asî el mayor riesgo que 
la posesiôn de aquellos comporta. Es 
évidente que la apreciaciôn de ese ele- 
mento de riesgo y, por consiguiente, 
el diferencial entre p y r se ven afec- 
tados por factores subjetivos expresados 
en las expectativas con que las unidades 
privadas contenqplan el incierto futuro".
Estas proposiciones y el hecho de que la oferta 
de trabajo disminuirâ cuando exista subsidio de desempleo, 
son justificadas empiricamente por R.C. Fair en "A mode11 
of Macroeconomic Activity", 1976.
En un cuarto y ultimo epîgrafe, C. Sebastian deta­
ils los efectos a largo plazo provocados por la politics 
de demanda. Las interrelaciones entre los Stocks y los 
flujos de la Economla son representados mediante modelos 
dinâmicos muy simples, debido a que en los modelos comple- 
jos, es difîcil encontrar condiciones que tengan un signi- 
ficado econômico claro y que garanticen la estabilidad
(40) ROJO, Luis Angel. "Renta, precios y balanza de pa­
ges". p. 105.
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del equilibrio a largo plazo.
El modelo considerado por C. Sebastian se basa, 
en que las empresas financian toda su inversion con la 
emisiôn de acciones, la acumulaciôn de riqueza es el sus- 
titutivo de los bonos emitidos por el gobierno y el gasto 
pûblico se compensa con ingresos fiscales generados por 
un impuesto proporcional a la renta o a travês de la emi­
siôn de bonos y dinero.
La situaciôn inicial es de equilibrio, G = t Yy des 
pués el gasto pûblico se eleva hasta G, proporcionando un 
nuevo estado estacionario, G = t Y^, en el que Yg > Y^. El 
problema estâ en cômo aumentar Y si el mercado de trabajo 
se encuentra en equilibrio y los oferentes de trabajo no 
tienen ilusiôn monetaria, ni pueden incurrir en sorpresas 
potenciales. Se puede conseguir una Y mâs alta para G, cuan 
do las variaciones de los precios de los factores hacen 
que se intensifique la utilizaciôn de capital y que se 
desplace la curva de demanda de trabajo.
Para garantizar la estabilidad, a largo plazo, del 
equilibrio estacionario, es necesario conocer cômo se va 
a financiar el déficit presupuestario. La opiniôn de J. 
Tobin y W. Buiter es que en modelos muy simples, todo el 
déficit se financia con la emisiôn de bonos, lo que impide 
encontrar condiciones suficientes de estabilidad. También 
existe la posibilidad de financiar todo el déficit median-
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te la creaciôn de dinero, situaciôn que no garantira la 
estabilidad, pero permite en algunos casos lograr un nuevo 
estado estacionario, con un nivel de renta mayor, un tipo 
de interés raenor y mâs inflaciôn.
En 1980, W. Brock y S. Turnovsky, en "The analysis 
of macroeconomic policies in perfect foresighit equili­
brium", desarrollan un modelo dinâmico mâs complicado con 
el que llegan a determinar las condiciones necesarias para 
que la estructura impositiva consiga la neutralidad de 
la polîtica de demanda a largo plazo.
Finalmente, C. Sebastian pone en evidencia la di- 
ficultad de encontrar un mecanismo formador de expectati- 
vas racionales que a corto plazo genere predicciones con 
errores ruido bianco. B. Friedman en "Optimal expectations 
and the extreme information assumptions of rational expec­
tations macromodels", 1979, J. Tobin en "Asset Accumula­
tion and Economic Activity", 1980, y W. Buiter en "The 
macroeconomics of Dr. Pangloss. A critical survey of the 
new classical macroeconomics", 1980, han estudiado en pro- 
fundidad la formaciôn de expectativas racionales.
Como conclusiôn diremos que los monetaristas re- 
chazan las politicas de estabilizaciôn por considerarias 
anticiclicas en el sentido keynesiano. Para ellos, el sec­
tor privado es estable y las fluctuaciones posibles son 
originadas por la acciôn gubernamental. Es fâcil comprobar
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cômo las economîas con fuertes impactos externes tienen 
menos campo donde desarrollar la polîtica macroeconômi­
ca.
CAPITULO V
CONCLUSIONES
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CONCLUSIONES
Con esta Tesis Doctoral hemos pretendido explicar 
y justificar la bûsqueda de elementos que proporcionen 
una unidad conceptual y metodolôgica a la aparente diver- 
sidad de campos de conocimiento tratados en el présente 
trabajo de investigaciôn.
De s de que el hombre orienté una parte de sus in- 
vestigaciones a descubrir conociraientos verdaderos en con- 
traposiciôn a la opiniôn, la ilusiôn, etc., comienza la 
bûsqueda de un criterio seguro que distinga lo que es cien 
tifico de lo que no lo es, estableciéndose un orden y ri­
gor en las indagaciones del que antes carecîan. El motivo 
de tal actitud es conocer la naturaleza para poderla mo­
dif icar de acuerdo con sus exigencies y necesidades.
El conocimiento cientîfico es una descripciôn y, 
al mismo tiempo, explicaciôn de la realidad mediante nor­
mes o leyes universales. El peligro surge con la tenden- 
cia a transformer el criterio hallado en dogma infalible 
que excluye a todos los demâs.
Cuando la Ciencia abandons el determinismo se pro-
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duce una revoluciôn epistemolôgica que cuestiona la legiti 
midad de las proposiciones générales, de tal forma que 
las leyes, para garantizar racionalmente su legalidad de- 
ben someterse a procedimientos y contrôles metodolôgicos.
Las teorîas cientîficas recogen un conocimiento 
obtenido por inducciôn, siendo su carâcter hipotético o 
incierto y, por tanto, siempre van acomparlados de un de- 
terminado grado de confianza que refleja la verificaciôn 
de la mayor parte de sus predicciones.
A partir de David Hume esa confianza queda en entre 
dicho, ya que puso en duda la justif icaciôn de la Indue- 
ciôn basândose en el anâlisis causal. Posteriormente se 
ha comprobado que su crîtica afecta a cualquier clase de 
generalizaciôn inductiva. Asî, toda afirmaciôn que hagamos 
sufrirâ el enfrentamiento entre el lenguaje de la obser- 
vaciôn, con el que se expresan los juicios perceptivos 
y el lenguaje teôrico que sirve de soporte a las proposi­
ciones de las ciencias expérimentales.
La Inducciôn es para Hume un hâbito que da lugar 
a leyes psicolôgicas, pero este planteamiento lleva al 
escepticismo. Como es preciso qye poseaunos un cierto grado 
de confianza en las proposiciones formuladas, han surgido 
multiples lôgicas inductivas, descritas en la Tesis, que 
podemos agrupar en dos bloques, uno clâsico y otro proba- 
bilîstico.
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La lôgica inductiva clâsica intenta garantizar la 
certeza y universalidad de las inducciones mediante la 
inclusion de premises o principios lôgicos sobre los que 
apoyarse. En la practice se ve claramente que un plantea­
miento asî es incapaz de fundcunentar el conocimiento cien­
tîfico obtenido en las ciencias expérimentales, ya que 
intervienen multiples causas no necesarlamente simples 
y suele ser preciso utilizer mâs de una condiciôn suficien 
te.
Ante semejante dificultad esta lînea de pensamiento 
evoluciona en el sentido de relajar la pretensiôn de que 
las conclusiones sean verdaderas, désarroilândose una lô­
gica inductiva entendida como un conjunto de reglas que 
aceptan las hipôtesis no invalidadas por la experiencia 
en el proceso de generalizaciôn. Aunque tampoco con ello 
se consigne establecer normas que garanticen la designa- 
ciôn de las hipôtesis mâs pausibles, pues admiten enuncia- 
dos incompatibles entre sî y generan antinomias.
La soluciôn del problema inductivo pasa por asignar 
probabilidades a las conclusiones, identificando el con- 
cepto inductivo de probabilidad con el de probabilidad 
maternâtica, de esta forma ambos poseen los mismos princi­
pios y postulados, lo que facilita la justificaciôn de 
los fundaunentos en los que basar la determinaciôn de la 
probabilidad de cualquier hipôtesis.
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Reichenbach construye una lôgica inductiva que per­
mite estimar probabilidades, Carnap se conforma con cal- 
cular la medida o grado de confirmaciôn que los datos de 
la experiencia aportan a las hipôtesis, pero los axiomas 
de la probabilidad matematica no poseen suficientes condi­
ciones formales para construir una lôgica inductiva proba- 
bilistica. Por tanto, de las distintas direcciones segui- 
das por los investigadores, unas de carâcter numêrico, 
otras comparativas o finalmente clasificatorias, son los 
trabajos de Keynes y de Koopman, respecto de probabilida­
des no numericas, los que indican el ceuaino a los nuevos 
descubrimientos.
De las interpretaciones de la probabilidad las que 
han tenido un mayor desarrollo y repercusiôn son la fre- 
cuencial y la subjetiva. Los frecuencialistas consideran 
prâcticamente seguro que la frecuencia relative estâ tan 
prôxima a la probabilidad que el error cometido es insig- 
nificante. No llegan a determinar el valor de la probabi­
lidad conformândose con una estimaciôn consistante de la 
misma.
La nociôn frecuencialista se basa en el principio 
de estabilidad de las frecuencias y en la independencia 
de realizaciôn de los fenômenos. El problema se plantea 
al comprobar que la frecuencia relativa es una medida de 
naturaleza distinta a la probabilidad, pues mide la pre- 
sentaciôn de los sucesos cuando éstos ya se han dado.
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En los fenômenos sociales y en particular en los 
de carâcter econômico es difîcil poseer experiencia previa 
segûn exigen las probabilidades fundamentadas en el prin­
cipio de regularidad estadîstica. Por tanto, es necesario 
emplear probabilidades subjetivas debido a su consistencia 
lôgica y a su falta de arbitrariedad.
La concepciôn subjetiva de la probabilidad es una 
creencia que se aleja de la arbitrariedad por estar norma- 
da con principios que muestran su coherencia. La consis­
tencia es un esquema lôgico de actuaciôn que aceptaremos 
como principio coherente.
La probabilidad subjetiva réclama acciôn, ya que 
plantea un problema de apuesta y ademâs hace referenda 
a unidades monetarias. La cuestiôn estâ en que no todo 
el mundo considéra de igual modo la cantidad x, por eso 
se recurre a la utilidad de la apuesta en el sentido de 
contemplaciôn de las posibles consecuencias que se suponen 
para el decisor con un nivel concrete de riqueza.
Hemos visto que existe la posibilidad de elaborar 
una teorîa matemâtica de la probabilidad al margen de las 
distintas concepciones. Las insuficientes condiciones es- 
pecificadas por el espacio topolôgico obliga a définir 
otra estructura denominada estocâstica, sobre la que se 
delimitan los requisites que hacen de la probabilidad una 
funciôn de medida.
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La axiomâtica de Kolmogorov permite determinar la 
probabilidad de los sucesos compuestos, dérivados mediante 
uniôn, intërsëcciôn, cômplëmëntaciôh y condiciôn de suce­
sos elemehtaies, cuya probabilidad debe fijarse con ante- 
laciôn rëcurriendo a aiguna de las interpretaciones proba- 
bilîsticas.
Segûn sean laS caractër 1st icas de los fenômenos
aleatorios ëstudiados, dispondremos de distintos niveles
de informaciôn, lo que impiica poder rectificar la proba­
bilidad al irse modificando la incertidumbre asociada a 
cada casOÿ proceso descrito por el teorema de Bayes.
El anâlisis de Bayes incorpora directamente toda
la informaciôn significativa-disponible en el proceso de 
hacer inferëneias respecto de los estados subyacentes de 
la naturaleza, con el propôsito de precisarlos y de for­
muler decisiones basadas en esas inferencias.
Bayes considéra que es muy difîcil obtener probabi­
lidades objetivas, por eso su método permite utilizer de 
forma explicita probabilidades subjetivas. De entre los 
mûltiples campos en los que puede aplicarse el teorema 
de Bayes, es en el mundo de los negocios donde proporciona 
mâs venta jas a la hora de identif icar y medir cuâles son 
las consecuencias posibles y los costes de informaciôn.
Fishér critica el esquema bayesiano debido a que 
recurre al principio de indiferencia para determinar la
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ley a priori de los parâmetros. Asimismo, sustituye la 
idea de probabilidad por la de verosimilitud a la hora de 
medir el grado de creencia en una hipôtesis. La dificultad 
estâ en que la verosimilitud no es aditiva y cuando se 
utiliza en procesos de estimaciôn sôlo se puede atribuir 
a una hipôtesis o valor particular en lugar de hacerlo
a un interval©.
Interpretar la Ciencia como un modo de adquirir
conocimiento lleva a vincular la probabilidad con teorîas 
que analizan las causas, pero existe otra posibilidad, 
relacionar la Ciencia con la idea de estrategia y la pro­
babilidad con normas de comportamiento. Precisamente es 
la Inferencia Estadîstica la que plantea el problema induc 
tivo en termines de acciôn eficaz.
La Estadîstica intenta elaborar modelos que descri- 
ban el comportamiento de los fenômenos de naturaleza alea- 
toria, para conseguirlo utiliza esquemas lôgicos de razo- 
namiento basados en inducciones no matemâticas, pues no
estân sometidos a reglas fijas, ni las conclusiones van
a ser de carâcter cierto. Keynes los describe bastante 
bien cuando dice que muchas veces estos procesos de gene­
ralizaciôn tienen la peculiaridad de apoyarse en premises 
inciertas debido al muestreo, por tanto, informaciôn incom 
pleta y aleatoria, y sus conclusiones también son incier­
tas. Los modelos probabilîsticos indican qué queremos pre- 
guntar a la realidad y la respuesta viene incorporada en
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la rouestra.
La Inferencia Estadîstica surge de la posibilidad 
de elevar las conclusiones inciertas a la categorîa de 
conclusiones probables, asign&ndolas de esta forma algûn 
rango de verdad. Keynes plantea el problema de la probabi- 
lizaciôn de las premisas en los procesos inductivos, pero 
es partidario de una probabilidad no cuantificada y en 
gran parte, eso mismo ocurre en la teorîa de la Inferencia 
al no cuantificar la distribuciôn muestral. Asî, por ejem- 
plo, la funciôn de verosimilitud nunca queda determinada 
en cuanto haya parâmetros poblacionales desconocidos, lo 
que no impide obtener conclusiones probables gracias a 
los principios o mêtodos lôgicos de la Inferencia.
Es légitime considérer la Inferencia Estadîstica 
como, al menos, una teorîa del razonamiento Inductivo, 
ya que sus mêtodos norman esquemas lôgicos de actuaciôn 
con los que avalar la determinaciôn de las conclusiones. 
Son esquemas de distancia, de proximidad y, aunque la cuan 
tîa del error no se llega a conocer en ningûn momento, 
se puede contrôler estableciendo un principio que garanti­
es la coherencia de la especificaciôn de los valores po­
blacionales. La norme de trabajo estâ basada en la lôgica 
de la consistencia.
Cuando examinamos las caracterîsticas de los fenô­
menos enmarcados en las Ciencias Sociales, encontreunos
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que se presentan como acciones orientadas, valoradas y 
modeladas mediante el lenguaje. Los hechos humanos deten- 
tan una estructura que surge al transformar las significa­
ciones objetivas, pero todo proceso de estructuraciôn de 
fenômenos debe poner de manifiesto cuâles son las situa- 
ciones de equilibrio y la existencia de posibles contra- 
dicciones entre los conceptos; por tanto, es aconsejable 
incluir en el anâlisis, técnicas que muestren la dialecti- 
ca cualidad-cantidad.
Savage formalize un procedimiento que permite a 
la Estadîstica utilizer atributos de intensidad no medi- 
ble, de esta forma, las leyes pueden'apoyarse en compara- 
ciones cualitativas y aunque al conceptualizar las cuali- 
dades no es necesario recurrir a la cantidad, no veunos 
a prescindir de la matematizaciôn. La determinaciôn del 
comporteuniento de los factores que intervienen en los fe­
nômenos aleatorios y el estudio de su heterogeneidad deman 
da anâlisis de dependencia e interdependencia. Si trasla- 
deunos el problema al tratamiento racional de lo cualitati- 
vo observamos que participan las nociones de semejanza, 
diferencia y proximidad entre objetos y/o estructuras.
La técnica de clasificaciôn es el primer esquema 
organizador, ya que segûn los diversos grados de abstrac- 
ciôn que usemos define desde una simple particiôn en cla- 
ses hasta la estrat if icaciôn por niveles de la que salen 
enlaces c[ue ligan los elementos entre sî dos a dos, pro-
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porcionando estructuras tales como la lineal, la de red, 
etc. Los esquemas lineales no tienen por qué ser cuanti- 
tativos, en estos casos el concepto de base de espacio 
vectorial permite reducir la complejidad del proceso de 
estructuraciôn, desagregando las diferencias cualitativas 
en distintas intensidades con arreglo al numéro de dimen- 
siones que se admiten como fundamentales.
La perspectiva multidimensional desarrollada, in- 
cluye adem&s de lo cuantitativo, lo heterogéneo, lo cuali- 
tativo y lo discreto, pues consideramos que es la forma 
mis adecuada y objetiva de describir la realidad. I^-aqul 
se deduce la necesidad de mejorar los mêtodos de bbsêrva- 
ciôn actuales con el fin de que las variables cualitativas 
estén al mismo nivel que las cuantitativas.
Pasar de un planteamiento unidimensional a otro 
multidimensional complica el conjunto de observaciones, 
pero mejora las posibilidades de resoluciôn y las conclu- 
siones son mis efactivas. Con ello hemos intentado enrique 
cer la Znferencia Estadlstica, generando nuevos diseüos 
y enumerando los principios sobre los que baser el anili- 
sis de la varianza y la regresiôn, cuyo desarrollo esti 
guiado por el modelo normal n-dimensional y el teorema 
de Cochran.
Hemos comparado los contrastes paramétricos con 
los no paramétricos, estos ûltimos utilizan hipôtesis
468
menos précisas y proporcionan peor informaciôn en las con­
clus iones, pero poseen la ventaja de extraer consecuencias 
respecto de la independentia de las observaciones muestra- 
les, la aleatoriedad de la muestra, la normalidad de la 
poblaciÔn, la bondad del ajuste, la homogeneidad entre 
dos poblaciones, etc., sin tener que formuler la expresiôn 
matem&tica de la distribuciôn poblacional.
Los procedimientos inferenciales empleados en los 
contrastes no paramétricos son muy simples, requieren po- 
cas restricciones y detentan gran capacidad de aplicaciôn. 
Con ellos se consigne una medida descriptiva con la que 
représenter el grado de coincidencia'entre los resultados 
de la teoria y lo observado en la realidad.
El anfilisis factorial es un método de aproximaciôn 
vigilada que consigne la estructura inherente a las obser­
vaciones sôlo en los casos que realmente existe. Comienza 
seleccionando como variables explicatives todas las posi- 
bles, después reduce la dimensiôn del espacio vectorial 
de tel forma que los ejes elegidos mantengan inalterable 
la posiciôn relative de los puntos de la nube.
Las variables se jerarquizan segûn el porcentaje 
de explicaciôn que aportan, lo que permite contrôler la 
pérdida de informaciôn que estamos dispuestos a asumir, 
pues la suma de los autovalores de las variables incorpo- 
radas al anélisis especifica la explicaciôn que se consi-
469
gue y la suma de los autovalores de las variables rechaza- 
das indica el error cometido. Para mejorar la aproximaciôn 
basta con incluir nuevas variables.
Este planteamiento suele escoger estructuras linea­
les porque son las ûnicas que respetan la cualidad de cada 
elemento que interviene, por lo demâs, difiere totalmente 
del diseno esbozado por los modelos de regresiôn, en los 
que se presupone cuSles son las variables explicatives, 
la variable explicada y la estructura matemâtica que las 
relaciona.
La inestabilidad del entorno en el que se desarro- 
llan los fenômenos sociales, impide que podamos examiner 
la incertidumbre relative al estado de desorganizaciôn 
de las estructuras desde un punto de vista estâtico. Las 
asincronîas y los cambios de ritmo en las interrelaciones 
de las variables debido al peso del tiempo, hacen insufi- 
cientes las observaciones durante un instante cualquiera 
de tiempo para descubrir la presencia de continuidades, 
de diferencias, de cuâl es la evoluciôn del proceso, etc. 
Por eso, conviene ordenar temporalmente los valores de 
las variables y después estudiarlos mediante Procesos Es- 
tocâsticos y Series Temporales.
Un anâlisis est&tico de las cadenas de Markov es 
considerar constantes las probabilidades de transiciôn 
de un estado a otro, ya que conocidas las condiciones ini- 
ciales y la matriz de transiciôn podemos determinar cual-
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quier variaciôn del sistema. Mientras que el caracter ergo 
dico de las cadenas de Markov confiera estabilidad a las 
probabilidades e independencia respecto de la situacion 
inicial, siendo aconsejable estudiar la entropxa que lleva 
asociada, con el fin de conocer la cantidad esperada de 
informaciôn de los fenômenos aleatorios.
Equiparamos dinamizar las relaciones del proceso 
con que no sean siempre las mismas, luego, temporalizar 
variables no estaria incluido en esta idea, de donde se 
deduce que faltan contrôles metodolôgicos mas potentes 
que permitan trabajar con procesos dinamicos.
Box y Jenkins, describen la influencia de una o 
mâs variables sobre las demâs, mediante un procedimiento 
que utilize algoritmos de optimizaciôn no lineal, en lugar 
de los mlnimo-cuadrados de la regresiôn clasica; ademâs, 
incorpora variables de carâcter dinâmico. Con él se consi- 
guen estructuras adecuadas de retardes y el numéro de pa- 
râmetros que emplean es el menor posible.
La acciôn selectiva y voluntaria del hombre al in-
tentar modificar la realidad existante conforme a una ra-
cionalidad prâctica, se convierte en un método con el que
maximizar los aciertos o los êxitos. La valoraciôn de las
consecuencias de cada curso de acciôn pasa por saber si 
los criterios son ûnicos o multiples, si es necesario ela- 
borar o no una axiomâtica que trate estos problemas y con-
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siderar que la probabilidad es una medida de la incertidum 
bre referida al medio en el que planteemos el problema 
o como elemento constitutivo del comportamiento racional.
Wald pretende dar contenido a la nociôn de mejor 
funeion de decision, usando para conseguirlo la lôgica 
de elecciôn aleatoria de la teorîa de juegos. Transforma 
las leyes cientîficas en estrategias a adoptar frente a 
un entorno incierto, en base a ser objetivo en la asigna- 
ciôn de la probabilidad y conforme con las normas de ac­
ciôn eficaz.
En cuanto a los procedimientos empleados en la Cien 
cia Econômica para elaborar el conociraiento, hemos visto 
que estân en constante evoluciôn, debido a los cambios 
producidos en consideraciones ideolôgicas, juicios de va­
lor fundamentados en principios morales y por la demanda 
social de cada momento histôrico.
La validez de las leyes econômicas depende de la 
escala de observaciôn utilizada, por eso conviene distin- 
guir entre leyes macro y microeconômicas. Cuando su natu- 
raleza es lôgica tienen un carâcter histôrico-relativo 
y si su origen es estadîstico les corresponde un sentido 
funcional-cuantitativo. Ademâs, las leyes econômicas son 
causales porque enlazan fenômenos producidos a lo largo 
del tiempo y su vigencia depende de que no varîen las con­
diciones en que fueron definidos.
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El motiVO por el cual se elaboran diferentes teo- 
rias para explicar un mismo ârea de investigaciôn, es que 
sôlo en situaciones muy concretas se consigue justificar 
una teorîa econômica de forma évidente. Las definiciones, 
relaciones y leyes del anâlisis econômico estân siempre 
sometidas a perfeccionamiento y crîtica.
En pocas ocasiones podremos verificar la confianza 
puesta en las teorîas econômicas por ser muy complejo 
idear experimentos cruciales. La mayorîa de las veces nos 
conformaremos con que sean équivalentes las consecuencias 
deducidas y los hechos observados. La transcendencia asig- 
nada a una serie de pruebas empîric'as confirmatorias de 
una teorîa dependerâ del alcance de las contrastaciones 
que proporcionen.
La imposibilidad de garantizar el uso perenne de 
las teorîas econômicas, obliga a emplear un teorema de 
aplicabilidad que especifique si su carâcter es general 
o especial.
Las teorîas econômicas surgen de argumentaciones 
empîricas, prâcticas y lôgicas, pero su âmbito de aplica­
ciôn se estrecha cuando se especifican las hipôtesis, las 
definiciones operacionales y las consideraciones de lugar, 
tiempo y polîtica. Conviene precisar los campos de aplica­
bilidad de las teorîas, ya que la ëunbigüedad a este res­
pecto ocasiona multiples conflictos entre ellas y ademâs.
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porque aumenta su capacidad de resistir la refutaciôn em- 
pîrica, pues si la realidad no las confirma se recurre 
a que estamos ante circunstancias especiales.
Considerada una teorîa econômica como un modelo 
no se lograrân con él mayores aproximaciones a la verdad 
que las descritas por su teorema de aplicabilidad; segûn 
esto, son esencialmente probables.
La polémica de si la Economîa es una ciencia posi­
tiva o normativa no ha podido resolverse de forma defini­
tive, ya que es iroposible verificar estrictêunente los su- 
puestos de comportauniento de las teorîas econômicas. La 
discrepancia no se refiere a los términos bâsicos sino 
a los principios que les impulsan a buscar soluciones a 
los problemas y a las distintas interpretaciones que dan 
a las conclusiones.
La economîa positiva se preocupa por satisfacer 
las necesidades de la sociedad, mientras que la economîa 
normativa intenta resolver las carencias de la humanidad 
mediante criterios adecuados en relaciôn con un estado 
concreto de la naturaleza y de la tecnologîa.
Cuando nos desentendemos de los fines para centrar- 
nos exclusivamente en el contenido lôgico de los postula- 
dos econômicos, vemos que la Ciencia Econômica no necesita 
aparecer invulnerable, sus teorîas se sostienen por sî 
mismas, pues constituyen un sistema deductivo fundamentado
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en un pequeno numéro de premises. Defensor de esta llnea 
de pensamiento es Koopmans, empenado en la bûsqueda de 
un procedimiento que utilice la recogida de informaciôn 
para discriminer los postulados peor construidos y que 
ordene las deducciones lôgicas, lo que conduce a contem­
pler el anâlisis econômico como una sucesiôn de modelos 
que pretenden expresar simplificadêunente aspectos de una 
realidad mâs compleja.
Consideramos que los acontecimientos econômicos 
no son completamente errâticos . y que aceptan la formula- 
ciôn de leyes probabilîsticas. Esto hace que las investi- 
gaciones econômicas consigan descubrir relaciones invarian 
tes y, aunque desde el punto de vista teôrico no hay limi­
te de variables a expliciter, no se incorporan la totali- 
dad de las variables con las que conseguir el objetivo 
u objetivos prefijados, pues de una cantidad excesiva de 
ellas se derivan costes, tiempo, complejidad de câlculo, 
etc.
La racionalidad empleada en el proceso de obtenciôn 
del conocimiento econômico détermina su calidad. Acudimos 
a la matemâtica para que nos proporcione las distintas 
racionalidades concretas que necesitamos, esto supone un 
control metodolôgico que garantira resultados rigurosos, 
élimina los mitos y dogmas existantes, haciendo posible, 
asimismo, la traducciôn de las categorîas utilizadas en 
las diversas escuelas del pensamiento econômico.
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La apariciôn de grandes corporaciones ha creado 
un entrêunado de organizaciones que conforman la sociedad 
actual. Para tener éxito en un entorno de creciente comple 
i idad es imprescindible que la direcciôn empresarial tenga 
capacidad de resolver problemas y tomar decisiones, que 
sepa trabajar con sus colaboradores motivândoles, delegan- 
do responsabilidades, poniendo a cada uno a trabajar en 
su campo especifico, creando lazos interpersonales y que 
su aptitud comunicativa, tanto verbal como escrita, sea 
considerable.
Este planteamiento afecta también a las compaRias 
pequenas, ya que estân inroersas en el mercado mundial y 
no en uno de carâcter doméstico, por tanto, estân obliga- 
das a pensar en términos mâs euaplios.
Los empleados de las grandes companies quieren ser 
innovadores, pero les asusta asumir riesgos temerarios, 
en el fondo buscan seguridad. El origen de esta actitud 
se encuentra en que los errores persisten en la memoria 
mâs tiempo que los éxitos.
No se puede tener miedo a las nuevas tecnologias, 
siendo imprescindible proroover planteamientos emprendedo- 
res dentro de la organizaciôn, si se quieren superar los 
inconvenientes de tA excesiva burocracia, que obliga a 
firmar papeles para todo. El deseo de seguir creciendo 
aconseja ensefiar a los empleados a tomar decisiones que
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impliquer! riesgos, con este adiestr amiento y desarrollo 
del espîritu emprendedor se consigue dinamizar la empresa.
Cuando las unidades empresariales intentan alcanzar 
mejores resultados a largo plazo, se deben preocupar de 
cuidar el servicio dado a los clientes, de fomentar la 
innovaciôn constante y mejorar la calidad de los produc- 
tos. Las ventas se basarân entonces en las ventajas que 
obtendrâ el comprador con la adquisiciôn de esos produc- 
tos. Por tanto, en los planes de estudio hay que incluir 
investigaciones prâcticas sobre calidad y productividad, 
sin olvidar los problemas sociales, taies como la contami- 
naciôn, que no deben abandonarse en 'manos del sector pu­
blico.
La fuerza de los sindicatos no es igual en todos 
los paises, en EE.UU. las empresas reconocen la necesidad 
de que sus empleados participen en la organizaciôn gene­
ral, por eso sus sindicatos son mâs débiles que en Europa 
donde funcionan como una fuerza de oposiciôn en lugar de 
ser un punto de apoyo a la hora de solucionar los proble­
mas de las empresas.
Actualmente, la oposiciôn clâsica obrero-patronal, 
no proporciona incrementos de eficiencia en las empresas, 
es indispensable que surja una via unificadora que cambie 
la forma de trabajar, de negociar y de entenderse todos 
los colaboradores de la organizaciôn, permitiendo la adap-
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taciôn de la empresa a las necesidades actuales y futuras, 
con mâs facilidad y menos coste.
La filosofîa de emplear mejor los recursos humanos 
y de esta forma maximizar la producciôn, se basa en dar 
a los colaboradores la oportunidad de participer en las 
decisiones de la organizaciôn. En Japôn utilizan los cîr- 
culos de control de calidad que tan buenos resultados les 
han dado.
La concepciôn que se tiene del manana sirve para 
adoptar medidas que resueIvan los problemas actuales, ya 
que las decisiones empresariales se toman en base a expec­
tatives de ventas, costes y desarrollo econômico general.
La Administréeion Pûblica y los agentes econômicos 
necesitan ester bien informados para poder tomar a tiempo 
las medidas correctoras de la coyuntura econômica. La auto 
ridad monetaria tratarâ de eunortiguar las oscilaciones 
cîclicas, mientras que las empresas preverân stocks, ritmo 
de producciôn e inversiôn, influenciadas por las variacio- 
nes esperadas en las economies domêsticas y en la Admi- 
nistraciôn. De otra parte, las economies familières elabo­
rar ân perspectives respecto de las modificaciones en los 
precios, horas de trabajo, salaries y formas de invertir 
el ahorro personal.
Como estas decisiones tienen un horizonte temporal 
de corto plazo, requieren la captaciôn fiable e instan-
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tânea de los valores tornados por las magnitudes que son 
capaces de modificar una situaciôn dada. La rapidez con 
la que se adquiere la informaciôn aumenta constantemente 
debido a los descubrimientos en informâtica, telecomuni- 
caciôn, etc., pero su exactitud es mâs problemâtica y todo 
intento por mejorarla produce importantes retrasos en la 
adquisiciôn de los datos.
Los mismos hechos pueden afectar de distinta forma 
a los agentes econômicos o a la autoridad monetaria, por 
eso la informaciôn, tanto si estâ cuantificada o no, utili 
zada en la configuraciôn de los pronôsticos, incluye valo­
res individuales que no coinciden con los valores agrega- 
dos empleados en la elaboraciôn de las expectativas. Es 
necesario desarrollar modelos que justifiquen la racionali 
dad de las expectativas y vaticinen la tendencia présente 
y futura de la actividad econômica.
El tratamiento dado a las expectativas ha sido a 
nivel, fundamentalmente, macroeconômico, las expectativas 
empresariales estarîan englobadas en este procedimiento 
mâs general, pero es imprescindible comentarlas brevemen- 
te.
Las empresas conocen diarlamente cuâl es su cartera 
de pedidos, las variaciones en los stocks, el ritmo de 
producciôn corriente, el grado de utilizaciôn de la capa­
cidad productiva, el volumen de ventas del perîodo ante-
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rior, las variaciones en los precios que afectan las com- 
pras y las ventas, las variaciones en los costes, etc. 
Têunbién tienen a su disposiciôn la informaciôn de cuâl 
es la actividad financiera del sistema, la tendencia gene­
ral del nivel de precios, las variaciones estacionales, 
la situaciôn laboral de la economîa, las modificaciones 
de la coyuntura internacional, las expectativas econômicas 
générales, etc.
Aunque las empresas tienen en cuenta todo lo des- 
crito, el grado de confianza de los empresarios respecto 
de que sus previsiones van a convertirse en realidad es 
el componente decisive, ya que pueden rechazar argumenta- 
ciones bien razonadas y apoyadas con cifras anunciadoras 
de czunbios prâcticemiente inevitables, o por el contrario, 
aumentar la probabilidad de sus expectativas por encima 
de un nivel razonable matemâticamente.
Las decisiones de los empresarios afectan a perso­
nas y valores, lo que exige un constante acierto, ademâs 
el temor al riesgo produce un efecto paralizante, si ana- 
dimos la existencia de grandes desajustes entre las pre­
visiones y las realizaciones, sôlo el grado de confianza 
usado como factor de fiabilidad puede facilitar la elec­
ciôn de alternatives.
Las encuestàs dé expectativas empresariales"reflé- 
jan normeImente grandes diférenciâs dé criterid,' éstâ dis-
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paridad de opinion es lôgica porque la informaciôn dispo­
nible suele llegar con cierto retraso a los agentes econô­
micos. La necesidad de incluir anticipéeiones en los mode­
los econométricos obliga a agregar las expectativas en 
una medida que las représente, por eso consideraremos que 
estân distribuidas en torno al valor esperado.
En ciertas ocasiones, las expectativas cambian al 
variar la cantidad de informaciôn recibida, en otras, la 
modificaciôn se produce en la estructura del sistema. Ré­
sulta imprescindible fijar qué clase de informaciôn utili- 
zaremos y cômo se incorporan las estimaciones de las con­
diciones futuras en el modelo.
Las expectativas se han estudiado desde diferentes 
enfoques, uno de ellos se debe a Phillip Cagan y a Marc 
Nerlove, aunque también interviene con posterioridad Mil- 
ton Friedman. Se trata de la hipôtesis de expectativas 
adaptativas, que pretende encontrar mediante la elabora­
ciôn de modelos, la medida ôptima de precios y salarios, 
actuales y futures, teniendo en cuenta el comportamiento 
de la oferta descrito por Hicks.
Los agentes econômicos que aplican expectativas 
adaptativas corrigen sus previsiones conforme sean los 
errores cometidos en el pasado, incrementândolas si las 
estimaron por defecto o reduciéndolas en el caso de haber- 
las estimado en exceso.
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Las expectativas extrapolativas de Modigliani-Suth, 
tienen una orientaciôn similar a las adaptativas, pero 
ninguna de las dos resuelve satisfactoriamente los proble­
mas, pues suponen que los agentes econômicos no tienen
capacidad de aprendizaje de los errores, cometiéndolos 
sistemâticamente en los perîodos siguientes.
Cuando las previsiones concuerdan con el pasado
es porque esperamos que la historia se repita, pero los 
économistes no deben prepararse para resolver la crisis 
que ya pasô. Hay que hacer las modificaciones necesarias 
en las variables explicatives o en el valor de los parame- 
tros con el fin de ester dispuestos a solucionar las cri­
sis econômicas futuras.
Otra forma de enfocar las expectativas es el su-
puesto de racionalidad, que es fâcilmente asumible desde 
el punto de vista teôrico, ya que permite aplicar esquemas 
dinâmicos y la informaciôn que emplea, aunque es incomple­
te o con sesgos sistemâticos, posibilita la obtenciôn de 
bénéficies y una redistribuciôn de recursos que no se con­
seguir îan de otra forma.
Las expectativas racionales no son previsiones exac 
tas de los valores futuros de las variables, proporcionen 
con frecuencia errores aleatorios que no se esperaban. 
Sin embargo, es un método-^que consigue eacplicar los fènô- 
menos observados mejor que sus alternatives. Con^expeeta-
482
tivas racionales no se pueden cometer errores continuados, 
debido a que se basa en ir perfeccionando las reglas em- 
pleadas en la determinaciôn de las previsiones y este 
aprendizaje va suministrando resultados mâs prôximos a 
la realidad.
Los estudios de J.F. Muth, R. Lucas, E.S. Phelps, 
M. Friedman y S. Fischer niegan la posibilidad de una po­
lîtica de estabilizaciôn. El Estado al comunicar con ante- 
laciôn la polîtica que va a seguir, favorece la anticipa- 
ciôn de las consecuencias por los agentes econômicos, ac- 
tuando de forma diferente que si no las conocieran.
Los monetaristas son los teôricos cuantitativos 
modernos, piensan que a corto plazo la polîtica monetaria 
tiene importantes efectos reales, primero sobre la produc­
ciôn y después en los precios. En cambio, a largo plazo 
el dinero es mâs o menos neutral, de tal forma que las 
variaciones en la cantidad de dinero dan lugar sôlo a va­
riaciones del nivel de precios.
La curva de Phillips expresa diferentes combinacio- 
nes de desempleo y de inflaciôn salarial, de tal forma 
que mayores tasas de desempleo provocarân un menor incre- 
mento en los salarios monetarios y viceversa. Los intentos 
de disminuir la inflaciôn en Estados Unidos en los anos 
70, demostraron que el proceso de inflaciôn es mâs comple­
jo de lo que sugiere la curva de Phillips, pues las expec­
tativas de inflaciôn jugaron un papel crucial.
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Friedman y Phelps éunpllan con expectativas de inf la 
ciôn .la curva de Phillips, por eso la tasa de variaciôn 
del salarie reflejarâ dos factores: 1&) Cuanto mâs baja
sea la tasa de desempleo mâs râpidamente crecen los sala­
rios monetarios. 2&) El aumento de la inflaciôn esperada 
incrementa mâs râpidaumente los salarios monetarios. Al 
negociar las empresas y los trabajadores los salarios no­
minales del perîodo siguiente, estân incorporando la in- 
flaciôn prevista en él para mantener constante el salarie 
real.
El proceso seguido por la Economîa ante polîticas 
expansivas es el siguiente: Suponiendo que la situaciôn
inicial es la tasa de desempleo natural e inflaciôn baja, 
las polîticas monetarias-fiscales expansivas producen un 
pequeRo aumento de la inflaciôn y un descenso considerable 
de la tasa de desempleo porque la curva de Phillips a cor­
to plazo es bastante plana.
A continuaciôn se ajustan hacia arriba las expec­
tativas de inf laciôn, incorporândose esa tasa en el in- 
cremento salarial de los convenios laborales. La curva 
de Phillips se desplaza hacia arriba produciendo mayor 
crecimiento de la inflaciôn que reduceiôn del desempleo.
El nuevo aumento de la inflaciôn-esperada se incor­
pora a los salarios y la curva de Phiilip* si^uei txs»l«r> 
dândose hacia arriba. A largo platzo, se igualan^rlaes tesas
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de inf laciôn esperada y la efectiva, de tal forma, que 
la Economîa se encuentra en una situaciôn peor, ya que 
la tasa de inf laciôn es mâs alta y no se ha reducido la 
tasa de desempleo. Durante el proceso de ajuste hay un 
perîodo en el que las tasas de inf laciôn y de desempleo 
aumentan simultâneamente.
La curva de Phillips a largo plazo es vertical, 
no pudiendo hacer nada respecto del desempleo, pues se 
estabilizarâ en su tasa natural con independencia de las 
polîticas de demanda agregada que se sigan. La ûnica forma 
de reducir el desempleo consiste en aumentar la eficiencia 
del mercado de trabajo, creando agendas de colocaciôn, 
prograunas de reconversiôn profesional, etc.
La polîtica econômica es creîble cuando los agentes 
econômicos piensan que se va a mantener y que alcanzarâ 
su objetivo, pero sôlo tendrâ éxito si ayuda a llevar a 
cabo los ajustes reales que debe hacer la economîa ante 
las perturbaciones del sistema que van produciéndose.
La crîtica a las expectativas racionales se basa 
en el alto coste de adquisiciôn de la informaciôn que re­
quieren y en que dan lugar a varies puntos de equilibrio, 
debido a la influencia de los especuladores. Las expecta­
tivas racionales son variables no observables, por eso 
su contrastaciôn hay que hacerla combinândola con otros 
supuestos, lo que disminuye la credibilidad de los resul-
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tados. Por ultimo, siguiendo a Carlos Sebastian expondre- 
mos la dificultad de elaborar expectativas racionales que 
generen predicciones con errores ruido bianco, a corto
plazo. Todo lo expuesto anteriormente, refuerza la exigen- 
cia de construcciones teoricas de expectativas racionales 
que incluyan la nociôn de riesgo, mejorando as! las predic 
clones del modelo.
Existen multiples maneras de captar la realidad,
una de ellas consiste en recoger de forma agrupada la in­
formaciôn disponible de los fenômenos en cuyas concrecio- 
nes surgen reiteraciones astables, es decir, no ocasiona- 
les. La Ciencia Estadlstica contempla el estudio de estos 
fenômenos y rechaza los hechos aislados, potenciando la 
informaciôn a la que tenemos acceso a travês de dos cami- 
nos, por un lado utiliza un conjunto de proposiciones con 
las que sistematiza los sucesos ya acaecidos, es la Esta­
dlstica que se denomina Descriptiva, pues son têcnicas
para describir numêricamente la realidad existante.
El otro procedimiento se da en términos de aleato­
riedad y consiste en proyectar la informaciôn a émbitos 
de aplicaciôn mâs amplios que los inicialmente analiraidos, 
es la Inferencia Estadlstica, cuyo» esqdemas lôgloos de 
actuaciôn consiguen avalar la deteAminaciôn de las conclu-
siones, elevândolas de la categorîa de inciertas a la de
. . a ü : . - ae -hill-pà ü - a
probables, y permiten predecir lo que va a ocurrir.
La Ciencia Estadlstica es una de las fuentes en
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la que se basan las leyes econômicas. En Economîa no se 
puede actuar sin informaciôn, ademâs es una ciencia que 
requiere tomar decisiones, lo que exige obtener datos con 
un propôsito definido, tratarlos rigurosamente para que 
ofrezcan una vision sistemâtica de los hechos y finalraente 
tomar las opeiones que estimemos pertinentes de forma li­
bre y responsable.
La Ciencia Econômica tiene dos vertientes de actua­
ciôn, una consiste en analizar los hechos ya acaecidos 
en base al tratauniento de datos agrupados y que da lugar 
a modelos explicativos de tipo histôrico; la otra es dar 
buenas predicciones de lo que estâ por venir, elaborando 
modelos predictivos mediante la realizaciôn de simulacio- 
nes, y obteniendo modelos matemâticos con una fuerte carga 
estocâstica, con los que intenter determinar el comporta- 
miento futuro de los fenômenos y de esta forma, poder es- 
tablecer decisiones o polîticas especîficas.
La informaciôn estadîstica debe ser suficientemente 
êunplia des de el punto de vista cuantitativo y adecuada 
o pertinente desde el çualitativo, pero necesitamos saber 
en qué marco han de aplicarse, cuâl va a ser su utiliza­
ciôn y cômo se van a desarrollar las cosas. Por otro lado, 
la Ciencia Econômica pone el esquema conceptual que enmar- 
ca los distintos problemas, pero requiere un fuerte sopor- 
te informative para que sus leyes tengan un uso correcte 
y sean operativas, pues estân sometidas a un principio
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de azar, ya hemos visto que los datos estadîsticos permi­
ten conocer la realidad pasada a condiciôn de que se mane- 
jen correctamente y en su contexte, sobre ellos podemos 
proyectar el futuro mediante pautas de comport amiento ra- 
zonables, pues la Ciencia Estadîstica es el cuerpo de co­
nocimiento que mejor estructura el tratamiento de los fe­
nômenos de azar.
La vinculaciôn entre la Ciencia Econômica y la Cien 
cia Estadîstica queda patente en la idea de modelo lôgico 
expresable en términos matemâticos, debido a que es una 
forma genêrica y, por tanto, abstracta de representar rea­
lidades concretas, cumpliendo asimismo el papel de instru­
mente que permite tomar decisiones o polîticas determina­
da s .
Finalizada la exposiciôn, parece necesario conti­
nuer trabajando en la soluciôn de las cuestiones que han 
ido surgiendo a lo largo de la Tesis.
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