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ABSTRACT:
Supervised learning based methods for monocular depth estimation usually require large amounts of extensively annotated training
data. In the case of aerial imagery, this ground truth is particularly difficult to acquire. Therefore, in this paper, we present a method
for self-supervised learning for monocular depth estimation from aerial imagery that does not require annotated training data. For
this, we only use an image sequence from a single moving camera and learn to simultaneously estimate depth and pose information.
By sharing the weights between pose and depth estimation, we achieve a relatively small model, which favors real-time application.
We evaluate our approach on three diverse datasets and compare the results to conventional methods that estimate depth maps
based on multi-view geometry. We achieve an accuracy δ1.25 of up to 93.5 %. In addition, we have paid particular attention to the
generalization of a trained model to unknown data and the self-improving capabilities of our approach. We conclude that, even
though the results of monocular depth estimation are inferior to those achieved by conventional methods, they are well suited to
provide a good initialization for methods that rely on image matching or to provide estimates in regions where image matching
fails, e.g. occluded or texture-less regions.
1. INTRODUCTION
Dense depth estimation is one of the most important and in-
tensively studied tasks in photogrammetric computer vision. It
produces dense depth maps that contain depth estimates at each
pixel and represent the 3D scene geometry from certain view-
points. Depth maps are a key input to numerous applications,
such as dense 3D reconstruction and model generation, naviga-
tion of autonomous vehicles such as robots, cars and unmanned
aerial vehicles (UAVs), as well as scene interpretation and anal-
ysis. Given two or more images, that depict the same scene
from different viewpoints, the process of dense depth estima-
tion can be formulated as the problem of finding a dense corre-
spondence field between the input images, which in turn can be
transformed into a depth map, if the corresponding camera pro-
jection matrices are known. In this, it is assumed that the scene
geometry does not change between the different images, which
does not always hold, especially when trying to reconstruct a
scene with dynamic objects, e.g. an urban area with moving
cars or pedestrians, by means of Structure-from-Motion (SfM).
Recent advancements in the field of deep learning have led to
an increasing effort in attempting to learn how to hypothesize
a depth image from a single input image (Eigen et al., 2014;
Godard et al., 2017; Li et al., 2015). Figure 1 illustrates the
general approach for this task. This process, known as Monoc-
ular Depth Estimation, is motivated by the capabilities of hu-
mans to guess depth estimates from a single image of a known
scene. Similar to the empirical knowledge that humans es-
tablish throughout their lifetime, state-of-the-art convolutional
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Figure 1. Schematic illustration of deep learning based monocu-
lar depth estimation.
neural networks (CNNs) are able to efficiently learn discrimina-
tive image cues that allow them to infer depth information from
a new, so far unseen, image. Evidently, this only holds if the
scene depicted in the new image is the same or at least similar
to the scene that is covered by the training data.
There are a number of advantages to using monocular depth es-
timation instead of conventional image matching. For one, SfM
is unstable when the camera is moving in the direction of the
optical axis or if the camera has a narrow field-of-view. This is
also the reason why image-based depth estimation in the con-
text of autonomous driving is solely relying on a stereo camera
setup. However, since the maximum depth range depends on
the baseline between the images, a stereo camera is not always
an option. Furthermore, monocular depth estimation does not
suffer from occlusions, which are apparent to image matching
in urban environments or when using UAVs flying at low al-
titudes. Finally, one major advantage is the processing speed
which can be achieved by monocular methods. Since they only
require a single image to estimate the scene depth, they can
operate at a much higher frequency than SfM-based methods,
which need at least two images.
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So far, a majority of studies (Eigen et al., 2014; Laina et al.,
2016; Li et al., 2015) have focused on a supervised training
of CNNs for the task of monocular depth estimation. They
show that, with appropriate training data, state-of-the-art net-
works can even outperform conventional methods that rely on
image matching. However, in many cases, supervised training
is not feasible, first and foremost because it requires an appro-
priate dataset that contains labeled ground truth data. In the
case of monocular depth estimation, this would mean to have a
dataset with ground truth depth maps for each input image that
is used for training. Acquiring such a dataset is cumbersome
and costly. Thus, to the best of our knowledge, there only exist
a few datasets (Geiger et al., 2012; Schöps et al., 2017; Silber-
man et al., 2012) that provide suitable data to allow for a super-
vised learning for monocular depth estimation. However, none
of them is appropriate to learn to predict a depth map from a
single aerial image, since they all consist of terrestrial imagery.
To overcome the limitation of such datasets, recent work
on Self-supervised Monocular Depth Estimation (SMDE) has
proven that it is also possible to train a network which is de-
signed for monocular depth estimation by only using image
pairs from a stereo camera or a video from a single moving
camera. During self-supervised training, depth estimation is
posed as a view synthesis and image reconstruction problem in
which one image is transformed into the view of another camera
given the predicted depth and matched with the real image of
the second camera. A network has learned to predict the depth
correctly, if the transformed image corresponds to the actual
image taken by the second camera. The key advantage of the
SMDE approach is that it does not require any special training
data, and thus eliminates a major impediment of deep learning
based approaches. This allows SMDE to be applied to any do-
main without the need for a costly acquisition of an appropriate
training dataset.
Based on the results and advancements achieved by SMDE
in the context of autonomous driving and driver assistance,
we adopt the approach in our work to learn monocular depth
estimation from aerial imagery captured by a single camera
mounted to a commercial off-the-shelf UAV. Thus, in this work
• we show that it is possible to train a network in a self-
supervised manner to predict a depth map from a single
aerial image, not relying on any labeled ground truth dur-
ing training,
• we compare the results achieved by our SMDE approach
to results obtained by conventional methods that estimate
depth maps based on multi-view geometry, and we argue
why it can be feasible to rely on SMDE instead,
• we evaluate the overall performance of the trained model
and draw a conclusion about how well it can be general-
ized to unknown scenes.
We briefly review different approaches on supervised and self-
supervised monocular depth estimation in Section 2. This is
followed by a presentation of our methodology in Section 3. In
this, we give a detailed description on the self-supervised train-
ing for monocular depth estimation. We evaluate our approach
on three different datasets and present the results in Section 4,
together with a discussion, an ablation study and a comparison
to traditional methods. Furthermore, we provide a discussion
on generalization and the self-improving capabilities of the pre-
sented approach. Finally, we provide a brief summary, conclud-
ing remarks and a short outlook on future work in Section 5.
2. RELATED WORK
Approaches that allow for dense depth estimation from aerial
imagery often rely on Markov Random Fields (MRFs). In this,
an energy functional is formulated and minimized to compute
a smooth dense depth map while preserving depth continuities
and geometric relationships, such as occlusions. In particular,
the so-called Semi-Global Matching (SGM) (Hirschmueller,
2008), which minimizes an energy functional by employing dy-
namic programming, has proven to be well suited for dense
image matching from aerial imagery, due to its trade-off be-
tween accuracy and efficiency (Rothermel et al., 2012; Ruf et
al., 2019; Wenzel et al., 2013). SGM can be applied to images
from a stereo camera setup as well as to images acquired from
a single moving camera. If the latter is the case, information
about the movement of the camera is required.
2.1 Supervised learning
Besides classic approaches, there are also learning-based ap-
proaches to dense depth estimation. Most of them are based on
CNNs, which are trained in a supervised manner using ground
truth depth maps (Eigen et al., 2014; Laina et al., 2016; Li et al.,
2015). However, gathering sufficient amounts of training data
is costly, so the number of available datasets is small. Espe-
cially in case of aerial imagery, we are not aware of any dataset
that contains enough color images and dense depth maps to per-
form supervised training on a large scale. Even though some
studies suggest to use synthetic datasets for training (Johnson-
Roberson et al., 2016; Mayer et al., 2018), it is still very time-
consuming to generate large amounts of realistic data. More-
over, the use of a trained model across different domains, e.g.
transferring between terrestrial and aerial imagery, or training a
model on a synthetic dataset and using it to real-world data, is
still an open issue and doesn’t always provide satisfying results.
2.2 Self-supervised learning
A possible solution to not being dependent on a dataset with
ground truth depth maps are self-supervised techniques. Instead
of comparing the predicted depth map with a ground truth, the
problem is modeled as the problem of novel view synthesis. In
earlier works, this approach was used to generate new view-
points from given imagery by estimating the depth of the scene
(Flynn et al., 2016; Xie et al., 2016). In this, the depth map
is only used as an auxiliary resource, since an understanding
of the scene geometry is necessary to sample correct images.
But there are also approaches that take advantage of this in or-
der to predict depth maps. Here, the process of view synthesis
is only used as a training method by comparing the synthetic
image with a given image from the corresponding viewpoint.
This is possible either by estimating the depth from several im-
ages as shown by Khot et al. (2019), or by estimating the depth
from only one image. For the process of sampling synthetic
images, the extrinsic parameters between individual input im-
ages as well as the intrinsic parameters of the cameras must be
known. This is why methods based on stereo cameras like the
one proposed by Godard et al. (2017) are particularly suitable,
since rotation and translation between left and right images are
fixed and can be calibrated a priori. However, relying on a
stereo camera setup is not always feasible. Consequently, there
are methods that exploit the SfM paradigm during training and
rely on images from only one camera by additionally estimat-
ing the relative transformation between the images in order to
estimate the depth (Mahjourian et al., 2018; Wang et al., 2018;
Zhou et al., 2017). This allows to learn directly from a video
without the need for additional ground truth, making it much
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easier to obtain suitable training material. It is especially suit-
able for monocular depth estimation from aerial imagery cap-
tured by commercial off-the-shelf UAVs.
2.3 Self-supervised learning from aerial imagery
Most of the techniques described above derive from the con-
text of autonomous driving. Aerial imagery, however, is very
different from street recordings, since not only the flight alti-
tude varies, but also the angles and movement of the camera.
Knöbelreiter et al. (2018) show that a self-supervised approach
can also be applied to aerial photographs. They rely on recti-
fied stereo image pairs and only use the predicted depth maps
as an initialization to a hybrid approach based on a CNN and
Conditional Random Fields (CRFs) (Knöbelreiter et al., 2017).
In contrast, we directly evaluate the predicted depth maps of our
Self-supervised Monocular Depth Estimation and do not rely
on a secondary procedure to refine the results. Furthermore, we
only use the pictures of one camera as training material. The
training material is obtained from videos captured by a UAV.
Our approach is somewhat comparable to the ones presented in
the context of autonomous driving, since both depth and camera
movements are estimated by our model.
3. METHODOLOGY
In the following, we present and discuss our methodology for
Self-supervised Monocular Depth Estimation1. Since we use a
learning-based approach, we have structured our methodology
with respect to training and inference, whereby we have addi-
tionally divided the section on the training phase into four sub-
sections referring to depth and pose estimation as well as image
projection and image reconstruction, i.e. loss calculation.
3.1 Training
The training data consists of image sequences depicting a scene
for which the network is to be trained. From these input images,
triplets are formed which serve as an input to the training pro-
cess. Each triplet should show a static scene from three different
viewpoints. In this, it is crucial that there exists enough parallax
between the images to predict the depth, but not so much that it
would hinder a matching between the images. In order to fulfill
these conditions, the individual images of a triplet are sampled
from the video with a certain offset. This offset is empirically
determined for each dataset and depends, among other factors,
on the flight speed and the frame rate of the video.
In the following, the middle image of a triplet is referred to as
the reference image Iref and the other two as matching images
Ileft, Iright. In addition, the intrinsic camera parameters are re-
quired for the training procedure.
As shown in Figure 2, the training process is divided into four
consecutive steps that are executed in each training iteration.
1) First, we perform monocular depth estimation to predict a
depth map D from Iref . 2) Afterwards, the relative rotation and
translation between the reference image Iref and the two adja-
cent images Ileft, Iright is estimated. 3) From these additional
viewpoints, synthetic versions of the reference image are then
sampled using the estimated depth map D and relative camera
poses Tk = [Rk tk]. 4) In the last step, an image reconstruc-
tion error is calculated from these synthetic images and the orig-
inal image. This error is backpropagated through the network,
serving as the training loss.









Figure 2. Training procedure with the estimation of depth (1)
and pose (2) information, as well as the sampling of the synthetic
images (3) and the calculation of the reconstruction error (4).
Evidently, the depth and pose estimates will be of low quality at
the beginning of the training process, resulting in a poor image
reconstruction. With each training iteration, the network will
improve its capability to learn how to predict the corresponding
information by minimizing the training loss. It is assumed, that
the network has learned to predict the depth map and relative
camera poses correctly, if the synthetic images generated from
Ileft, Iright correspond to Iref , i.e. when the reconstruction error
is at its minimum.
3.1.1 Monocular depth estimation For monocular depth
estimation, we use a network topology that is based on the U-
Net architecture developed by Ronneberger et al. (2015). It con-
sists of an encoder and a decoder connected with multiple skip
connections to include both high-level and low-level features.
Based on our ablation study (cf. Section 4.5), the ResNet18 ar-
chitecture (He et al., 2016) has shown to provide the best results
when used as the encoder of the U-Net. As decoder, we adopt
the approach of Godard et al. (2017), which uses nearest neigh-
bor upsampling. In contrast to a transposed convolution (de-
convolution), it does not require any additional parameters that
need to be learned during training. The last layer of the U-Net
uses a Sigmoid activation function to predict a depth map with
the same dimensions as the input image.
3.1.2 Pose estimation Because we focus on real-time com-
putation, a small size of our resulting model is important to us.
To reduce the number of trainable parameters, which in turn in-
creases the training speed, we share the weights of our depth
and pose encoders. This means, that our network for pose esti-
mation uses the same layers of the U-Net encoder used for depth
estimation to compute feature maps from the input images. We
feed all three images through the shared encoder and concate-
nate the resulting feature maps. These are then passed through
three dense layers with subsequent global average pooling. In
this way, the parameters of the relative rotation R and transla-
tion t with respect to the reference image are estimated for each
matching image. This approach is similar to the architecture
shown in (Zhou et al., 2017). To sum up, although we differen-
tiate between the networks for depth and pose estimation, both
share a common encoder as depicted in Figure 3.
3.1.3 Image projection To learn the complex process of
image projection and image sampling, and thus synthetic view
generation, we use the concept of the Spatial Transformer Net-
works (STNs) presented by Jaderberg et al. (2015). STNs allow
to learn only the parameters which are necessary for sampling
instead of learning the whole algorithm. As sampling method,
we use bilinear interpolation to generate synthetic images from
a three-dimensional grid constructed from the predicted depth
ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume V-2-2020, 2020 
XXIV ISPRS Congress (2020 edition)
This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 









Figure 3. Network architecture with depth estimation (left) and
pose estimation (right) networks, sharing the encoder (blue). For
pose estimation, the feature maps are concatenated and passed
through the dense layers with a final global average pooling.
maps. The required parameters are formalized below:
Ik→ref = Ik [proj(D,Tk,K)] (1)
The projection Ik→ref of the source image Ik onto the reference
image Iref is formed by the sampling operator [·] from the pixel
coordinates. In this context, D is the predicted depth map of
the reference image, Tk is the transformation matrix into the
camera coordinate system of the source image provided by the
pose network and K is the intrinsic camera matrix.
For a more stable training, we use a multiscale estimation by
outputting a depth map after each upsampling layer. To com-
pare the resulting image projections with the reference image,
the resolution of the depth map is adjusted. Instead of down-
sampling the source image to the resolution of the depth map,
we use the approach presented by Godard et al. (2019) and up-
sample the depth maps to the resolution of the source image.
3.1.4 Image reconstruction and loss calculation In con-
trast to supervised learning methods, the self-supervised ap-
proach does not rely on a ground truth to which a loss function
can be formulated in order to train the network. Thus, instead of
comparing the predicted depth map with a ground truth depth
map, we train the network to reconstruct the reference image
from the matching images, given the predicted depth and rel-
ative transformation between the cameras. Accordingly, our
training loss only indirectly allows reasoning about the qual-
ity of the depth maps, since it only measures the quality of the
reconstructed images.
However, due to the structure of the networks, a good image re-
construction is only possible if depth and pose estimation pro-
vide accurate values. Therefore, the loss function is modeled
to evaluate the quality of the image reconstruction. We addi-
tionally adjust the loss function to enforce smooth depth maps,
which helps in weakly textured image regions. Thus, the aggre-
gated loss L is calculated as follows:
L = Lp + λLs, (2)
with Lp being the photometric loss and Ls being the smooth-
ing loss weighted with the parameter λ. We empirically set the
weighting factor to λ = 0.001.
In order to account for occlusions, we use the pixel-wise mini-
mum of the error maps from both matching images, since it can
be assumed that areas in Iref which are occluded in Ileft will be
visible in Iright, and vica versa (Kang et al., 2001). Therefore,
the photometric loss Lp is composed of the minimum image re-
construction error pe between the reference image Iref and the
two sampled matching images Ik→ref :
Lp = min
Ik
pe(Iref , Ik→ref) (3)
Similar to (Godard et al., 2017; Mahjourian et al., 2018; Zhao et
al., 2016), we employ a combined photometric loss consisting
of a Structural Similarity (SSIM) and a L1 loss:
pe(Ia, Ib) = α
1− SSIM (Ia, Ib)
2
+ (1− α) ‖ Ia, Ib ‖1 (4)
We use a value of α = 0.15, as this leads to a more stable
convergence of our training.
To enforce smooth depth maps, we use an edge-aware smooth-
ness loss like shown in (Wang et al., 2018). The underlying idea
is that discontinuities in depth are accompanied by a change in
the color gradient of the reference image. Because we encoun-
tered problems with degrading depth maps, we used the idea of
depth normalization as presented in (Wang et al., 2018):
Ls =
∣∣∂xd/d∣∣ e−|∂xIref | + ∣∣∂yd/d∣∣ e−|∂yIref | (5)
In this context, the gradient of the normalized depth map d/d is
weighted with the color gradient of Iref in x and y direction.
3.2 Inference
Since our approach aims for monocular depth estimation, the
actual inference is performed on only one image. An arrange-
ment of the images in groups of three is therefore no longer
necessary here. Since image reconstruction using depth and
pose information is only necessary for training, the network
for estimating rotation and translation is no longer needed as
well. Thus, during inference, we only use the network to pre-
dict the depth map from step one of our training procedure. This
leads to a significant reduction in the parameters of the resulting
model and, in turn, to an increase of the inference speed.
4. EVALUATION
In the following, we present and discuss the results achieved by
our approach. First, we address the datasets and hyperparame-
ters used. Then, we present the results achieved and compare
them with results achieved by conventional methods. Addition-
ally, we discuss the findings of our ablation study, done to eval-
uate different configurations of our model.
4.1 Datasets
In our experiments, we evaluate the overall performance of
the Self-supervised Monocular Depth Estimation approach on
three different datasets: two private real-world datasets and
one synthetic one (cf. Figure 4). For the two real-world
datasets, we generate ground truth data by employing state-of-
the-art SfM methods provided in the software bundle COLMAP
(Schönberger and Frahm, 2016; Schönberger et al., 2016).
Since the third dataset is synthetically generated, we can rely
on the simulation capabilities of modern rendering engines to
extract the precise ground truth data.
Our first dataset consists of video sequences showing three dif-
ferent rural scenes recorded from multiple different aerial view-
points. In all sequences, the camera orbits around different
objects of interest at different speeds, camera angles and alti-
tudes. In this, the camera movement is only lateral. The sec-
ond dataset contains multiple video sequences showing an ur-
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ban scene. In contrast to the first dataset, the camera movement
here is only forwards with sharp turns inducing high amounts
of motion blur. Additionally, the image quality and lighting
is reduced due to bad weather conditions such as rain or mist.
Both the rural and the urban dataset were captured with a DJI
Phantom 3 Professional. For our evaluation, we extracted 5,000
images from each of the first two datasets and processed them
with COLMAP to generate ground truth depth maps.
Since COLMAP does not produce perfectly accurate results,
the ground truth depth maps still contain regions with errors.
This causes apparent false positive and negative results that
reduce the final score. To compensate for this issue, we syn-
thetically generated a third dataset using the video game Grand
Theft Auto V (GTA V). Synthetic data does not have the same
level of detail, but it allows a manipulation of the environment.
Thus, we simulated different kinds of flight trajectories, such
as orbiting around buildings or flyovers with varying altitudes.
Additionally, we randomized the weather conditions and time
of day to create different scenes. To extract the depth maps
from the video game, we used the software GTAVisionExport
(Johnson-Roberson et al., 2016) and adapted it to our needs.
In this way, we have collected 5,000 color images with corre-
sponding high-resolution depth maps. We truncated these depth
maps at a maximum of 100m in order to provide comparable
results to the other two datasets.
We train and evaluate our model on all three datasets simultane-
ously. This leads to the same results as training three separate
models, showing that the model is capable to deal with diverse
scenes and camera motions at the same time.
4.2 Implementation details
We implemented our model using the deep learning framework
TensorFlow in version 1.15. To this end, we used a NVIDIA
Titan X GPU for training and inference. We used the Adam
optimizer with β1 = 0.9, β2 = 0.999 and a learning rate of
0.0002. All results shown here are achieved by training with
a batch size of 20. Smaller batch sizes can lead to unstable
training, which is discussed in more detail in Section 4.5. In to-
tal, our model contains 21 million parameters at training time.
Since the network for pose estimation can be omitted for infer-
ence, the model then only has a size of 17 million parameters.
The maximum training duration is difficult to determine, since
training loss and evaluation error are decoupled. We have
trained our networks from scratch up to a flattening of the train-
ing loss. By evaluation after each training period, we found out
that the evaluation error does not improve after about one third
of the total training time. We therefore approximate the maxi-
mum training time until the epoch that achieves the best result
for the first time. With an image resolution of 384×224 pixels,
our network needs about 100 epochs with a training duration
of approx. 24 hours for the full dataset consisting of 15,000
images. The training time decreases proportionally with a re-
duction of the image resolution.
Additionally, we augmented the training data with randomly
cropped and scaled copies of the input images. In order to avoid
a bias in the camera movement, we flipped the images of a train-
ing triplet with a 50 % probability. This reverses the motion that
is to be estimated by the pose estimation network. Finally, we
adjusted contrast, brightness, saturation and hue with random
percentage deviations of up to 0.2, 0.2, 0.2 and 0.1.
Without optimizations, our model reaches speeds of more than
20 fps at a resolution of 384×224 pixels during inference. This
includes the pre-processing of images such as resizing, as well
as loading them into the memory of the GPU and saving them
to the hard drive. To measure the processing speed, the model
was exported as a frozen graph with a batch size of 100.
4.3 Experimental results
We quantitatively assess the results of the Self-supervised
Monocular Depth Estimation approach with respect to the
ground truth based on three metrics, namely the Root Mean
Square Error (RMSE), the relative L1-Norm (L1-rel) as de-
scribed in (Ruf et al., 2019) and the Accuracy. The latter is



















Originating within the context of image-based classification, it
renders a pixel within the estimated depth map as correct, if
the estimate is within a certain threshold θ to the correspond-
ing measurement in the ground truth depth map. Thus, δ1.25
describes the fraction of pixels (m) of the ground truth depth
map for which an estimate exists and for which the difference
between the estimate d and the ground truth d̂ is not higher
than 25% of d̂. This measurement is also used by the KITTI
(Menze and Geiger, 2015) and ETH3D (Schöps et al., 2017)
benchmarks.
In our evaluation, the relative accuracy measures, i.e. L1-rel and
δθ , are the most meaningful ones, since the different datasets
differ greatly in the depicted scene depth and since the depth
maps estimated by monocular depth estimation typically are
free of a metric scale. To adjust the different resolution and
depth range between an estimated depth map and the corre-
sponding ground truth depth map, we have applied a simple
image resizing and a median scaling. Furthermore, during eval-
uation, we use a 90/10 split of training and evaluation data.
Dataset RMSE L1-rel δ1.25 δ1.05
Rural 2.216 0.171 0.935 0.698
Urban 4.430 1.118 0.722 0.326
Synthetic 8.337 0.081 0.910 0.578
Table 1. Quantitative results achieved by our approach. The val-
ues represent the mean score, averaged over all images in the cor-
responding dataset. The last two columns represent the accuracy
at a threshold of 25% and 5% w.r.t. to the ground truth.
As shown in Table 1, our results vary greatly between the differ-
ent datasets. The best accuracy is achieved on the rural dataset,
followed by the synthetic dataset. The results achieved on the
urban dataset are considerably worse, which we assume to be
caused by the bad picture quality and the faulty ground truth.
Figure 4 shows examples of the predicted depth maps from each
dataset, together with the corresponding reference image and
the ground truth. In this, the depth is color coded, going from
yellow (near) via red to blue (far). In the case of the two real-
world datasets (rural and urban), the examples clearly show the
errors in ground truth that have been induced by COLMAP.
Altogether, the results reveal that the presented self-supervised
learning is capable of learning monocular depth estimation
from aerial imagery. The quality of the resulting depth maps,
in both quantitative and qualitative evaluation, is high with re-
spect to the ground truth. Even though the model is incapable
of predicting fine structures like vegetation and sharp edges, the
essential scene geometry and objects are predicted correctly as
can be derived from Figure 4.
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Figure 4. Qualitative results on all three datasets - from top to bottom: rural, urban and synthetic. The first row of each bundle shows
the reference image for which the depth map is predicted. The second row depicts the depth map that is predicted by the presented
SMDE approach. In the last row, the corresponding ground truth depth map is shown. In the case of the two real-world datasets, this is
calculated by means of COLMAP.
4.4 Comparison to traditional methods
In addition to an evaluation of the presented Self-supervised
Monocular Depth Estimation approach with respect to a ground
truth, we have also compared the results to those achieved by
conventional algorithms that are based on the SGM presented in
(Hirschmueller, 2008). We have chosen SGM, since it is one of
the most widely used algorithms for real-time depth estimation
from two or more views. It allows to estimate accurate depth
maps with reasonably low computational complexity.
For our comparison, we have selected the Semi-Global Block
Matching (SGBM) variant provided in the computer vision li-
brary OpenCV, as well as the SGMsn extension presented in
(Ruf et al., 2019). The latter combines SGM with a multi-view
plane-sweep sampling and incorporates local surface normals
to improve the optimization. We have performed the compar-
ison on the rural dataset, since it is the real-world dataset on
which the best results are achieved by the SMDE. The results
are listed in Table 2.
It is evident, that the results of the SMDE are inferior to those
achieved by SGM. However, monocular depth estimation has
a number of advantages compared to methods that rely on im-
age matching. For one, it does not suffer from instabilities that
Method L1-rel δ1.25 δ1.15 δ1.05
SMDE 0.171 0.935 0.894 0.698
SGBM 0.052 0.986 0.876 0.767
SGMsn 0.042 0.968 0.951 0.890
Table 2. Comparison of the presented SMDE approach to two
variants of the SGM algorithm that perform depth estimation by
epipolar geometry, namely SGMsn from (Ruf et al., 2019) and
SGBM from OpenCV.
are induced to SfM-based methods due to a bad choice of the
camera movement. Furthermore, monocular methods produce
fully dense depth maps, providing estimates in regions where
image matching algorithms often fail, such as untextured or oc-
cluded areas. And finally, since the prediction of the depth map
only requires a single input image, such methods can operate at
a much higher frequency as they do not need to wait until the
camera has moved to a new viewpoint.
4.5 Ablation study
Encoder topologies To study the impact of network topolo-
gies, we evaluated the use of three different architectures for
the shared encoder as shown in Table 3. All three topolo-
gies, namely VGG-Net16 (Simonyan and Zisserman, 2014),
ResNet18 (He et al., 2016) and DenseNet (Huang et al., 2017),
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are suitable for learning meaningful depth maps. However,
ResNet18 achieves the best results, while simultaneously hav-
ing less parameters than the other topologies and can thus be
trained faster. We have also tried deeper variants like ResNet32
or ResNet50, but due to the limited graphics card memory, we
had to reduce our batch size, resulting in very unstable training.
Architecture RMSE L1-rel δ1.25
VGG16 2.406 1.985 0.927
ResNet18 2.191 0.734 0.926
DenseNet 2.548 5.370 0.912
Table 3. Comparison of different network topologies used for the
encoder.
Batch size During our final training, we have used a batch
size of 20, which was found empirically. We observe very un-
stable training if we used smaller batch sizes. In particular dur-
ing early iterations, the training tends to diverge and get stuck
in a local minimum. We assume this problem arises from the
pose estimation network, since datasets with a complex camera
movement, i.e. high amounts of rotation without forward mo-
tion, are especially affected. One possible explanation is that
the encoder is shared between the depth estimation network
and the pose estimation network. And since the pose estima-
tion depends on depth information and vice versa, this could
potentially create an endless loop in which the training does
not converge. Using larger batch sizes increases the probability
of processing different varieties of camera movements in one
batch, and thus prevents divergence in early training iterations.
After the network starts to predict reasonable depth maps, the
batch size can be reduced. Furthermore, our experiments have
shown, that batch sizes larger than 20 do not tend to produce
better results but restrict rather the use of a higher input resolu-
tion due to the confined memory on the GPU.
Input resolution The resolution of the input and output data
has a great influence on the training, as it is, depending on the
batch size used, limited by the memory of the graphics card.
Our results shown in Table 1 are achieved with an image reso-
lution of 384 × 224 pixels. However, our model still produces
good results when trained with a very low resolution of 192×96
pixels. Using the higher resolution increases the training time
by a factor of four, achieving a quantitative improvement of
only 2 %.
Size of image bundle Finally, to test whether our model ben-
efits from more than three input images during training, we use
sequences of five images, with four matching images projected
onto the reference image. Our experiments show that this does
not lead to superior results. We assume that the use of more
matching images increases the probability of false positives in
the process of image sampling, i.e. pixels that have a high simi-
larity but are sampled from a wrong location, which hinders the
training procedure.
4.6 Generalization and self-improving capabilities
In order to evaluate the capabilities of our approach to gener-
alize to unknown data, we use a setup that contains two short
video sequences without any overlap or common objects, but
similar conditions, in terms of camera angle and weather. We
begin by training a base model until convergence on the first
sequence (Sequence A) and then evaluate on the second one
(Sequence B). As depicted in Figure 5, the accuracy δ1.25 drops
by approx. 25% when switching to a new, yet similar sequence.
From this, we conclude that the model generalizes rather mod-
erately to unknown data, which hinders a practical use of the





















Figure 5. Evaluation of generalization and self-improving capa-
bilities. After the network is trained until convergence on Se-
quence A, it is evaluated and fine-tuned on a new, yet similar Se-
quence B. The graph shows the accuracy achieved by the model
on the two datasets during fine-tuning.
model. However, since it is a self-supervised method and does
not require special ground truth data for training, the model can
easily be retrained to learn the new sequence. This is often re-
ferred to as self-improving capabilities.
In our experiments, we evaluate how fast the model can be fine-
tuned to the new data. To do so, we have not fixed the weights
of our resulting model but continued training the network with
the new Sequence B. As shown in Figure 5, the model can be
fine-tuned within 2-4 epochs to a similar accuracy as initially
achieved on Sequence A. One epoch corresponds to a training
time of approx. 2 minutes with the same configuration as stated
in Section 4.2. This fine-tuning is about 10 times faster than
training from scratch, simultaneously achieving equal results.
Yet, the experiments also show that the network tends to forget
the old sequence, as the accuracy achieved on Sequence A de-
creased with each epoch in which the model is fine-tuned on Se-
quence B. To prevent this, we also employed in another exper-
iment a combined fine-tuning with images of both sequences,
leading to the same increase of the accuracy on Sequence B,
while maintaining the accuracy on Sequence A. This, however,
again increases the training time, since the dataset is bigger.
Depending on the application, it should be decided whether it is
more important to remember the old scene or to achieve a quick
fine-tuning. In both cases, a base model that is as diverse as
possible should be advantageous and can fine-tuned for a spe-
cialized use case. However, the method of self-improvement
has also some disadvantages. In contrast to a standard applica-
tion, in which only the depth estimation network is needed, the
process of self-improvement also needs the network for pose
estimation, increasing the size of the resulting model. Fur-
thermore, not only the forward pass through the network is
to be processed, as done during inference, but also the back-
propagation in order to adjust the weights during the training,
which increases the processing time for each input image.
5. CONCLUSION & FUTURE WORK
To summarize, we show that it is possible to flexibly train a
deep convolutional neural network to perform monocular depth
estimation from aerial imagery. Our method relies on a self-
supervised learning procedure that does not require any special
training data and thus can be applied to any image sequences
from a video that was captured from a static scene with a mov-
ing camera. During training, our networks learn to predict depth
information from a single input image as well as relative camera
poses between three images. During inference, our approach
only requires the network for depth estimation, decreasing the
size of the resulting model and the processing time. We re-
duce the amount of trainable parameters by sharing the weights
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between the different encoders and by using simple upscaling
instead of deconvolution, which makes our model also suitable
for the use on systems with reduced hardware capabilities.
The conducted evaluation suggests a direct utilization of the es-
timated depth maps for a number of applications, such as real-
time 3D modeling, navigation or scene interpretation without
any further refinement. Even though the quality of the obtained
depth maps is evidently inferior to the results achieved by con-
ventional methods based on image matching, e.g. Semi-Global
Matching, monocular depth estimation can operate at a higher
frequency and does not suffer from typical drawbacks of SfM,
such as occlusions or instabilities associated with inappropriate
camera trajectories. In conclusion, Self-supervised Monocu-
lar Depth Estimation is well suited to complement conventional
methods, for example by providing a good initialization or by
providing estimates in regions where image matching fails, e.g.
occluded or texture-less regions.
Furthermore, our experiments on practical use show that a
trained model generalizes rather poorly and that an application
of a trained model to a new dataset causes a significant drop in
accuracy. However, by exploiting the self-improvement capa-
bility of our approach, we were able to show that a model can
quickly be fine-tuned to the new data. Since we have only been
using offline learning so far, an investigation on whether the
self-improving capabilities of our model can also be realized
with online learning is still to be done.
Additionally, a generalization to changes applied to data which
has been seen during training, such as different weather or light-
ing conditions, as well modifications in the geometry of familiar
scenes, is to be evaluated. This is extremely relevant for the use
case of repeated flyovers, needed for the application of change
detection or for the extension and update of existing 3D models.
Finally, the fact that the depth maps of monocular depth esti-
mation methods do not have a metric scale makes it difficult to
use them for accurate distance measures. Possible solutions to
this could be the augmentation of the training data with a small
number of metric depth maps or the use of a calibrated pose
estimation method. Possible approaches would be the separa-
tion of depth and pose network, as well as the use of classical
approaches of image processing, which would also help to han-
dle more complex camera movements. However, an integration
of conventional methods would reduce the benefit of an end-to-
end solution and the advantage of high processing rates.
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