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El objetivo de esta tesina es encontrar las 
posibles correlaciones que puedan existir 
entre los cultivos; en este caso, el arroz, 
la cebada, el maíz, la patata, el trigo, los 
viñedos y la alfalfa; y la señal climática, 
reflejada en este estudio por las series 
climatológicas de caudal del río Ebro, de 
precipitación acumulada y de 
temperatura. Todos los datos son de la 
provincia de Tarragona. 
 
El siguiente paso ha sido realizar un 
estudio exhaustivo de las series de 
tiempo, en el dominio del tiempo y en el 
dominio de la frecuencia. 
 
Antes de realizar las correlaciones entre 
los cultivos y la señal climática, se han 
analizado por separado cada una de las 
variables. Los análisis realizados han 
sido una búsqueda de tendencias 
monótonas y flexibles, un análisis de la 
tendencia de cada una de las serie 
temporales y una búsqueda de funciones 
que puedan predecir valores futuros para 
la serie escogida. 
 
Por último, se han realizado las 
correlaciones entre los diferentes cultivos, 
entre las series climatológicas y entre 
cada una de las series climatológicas con 
todas las series de conreos. Los 
resultados obtenidos permitieron 
identificar que la patata y los viñedos son 
más sensibles a la variabilidad climática 
analizada, mientras que la cebada es 
más robusta a la misma. 
 
 
The objective of this project is to find 
possible correlations that may exist 
between crops, in this case: rice, barley, 
maize, potato, wheat, vineyards and 
alfalfa; and the climate signal reflected in 
this study for climatological series related 
to Ebro River flow, accumulated 
precipitacion and temperature. All data 
are from province of Tarragona. 
 
The next step has been to perform an 
exhaustive study of data series in time 
and frequency domains. 
 
Before to analyze the correlations 
between crops and climate signal, each 
one of involved variables has been 
analyzed separately. Analyses performed 
have included: search for monotonous 
and flexible trends, trend analysis for 
each series and searching for a function 
that can predict future values for the 
chosen set. 
 
Finally, correlations among different crops 
and weather series and among of each 
one of the weather series and each crops 
series have been performed. The results 
obtained allowed to realize that potato 
and vineyards crops are the more 
sensitive to climate variability analyzed, 









1 ANÁLISIS DE LAS SERIES DE TIEMPO 
1.1 INTRODUCCIÓN 
Las series se pueden dividir en dos tipos. Son las siguientes: 
• Continuas: las observaciones se hacen cada instante de tiempo. Las 
series de tiempo continuas pueden designarse como . Una serie de 
tiempo discreta se mide como una serie de puntos discretos y es tratada 
como una serie discreta. 
• Discretas: en donde las observaciones se hacen en intervalos 
equiespaciados. Una serie de tiempo discreto se puede representar 
como  en la que el subíndice indica el momento en que 
se observó el dato.  
También hay que tener en cuenta que las series de tiempo pueden ser de una 
sola variable o de varias variables. 
Una serie de tiempo está formada por cuatro componentes: 
• Componente de la tendencia: es la componente más larga, es decir, de 
mayor período. Marca la dirección y comprende las bajas frecuencias. 
• Componente de estacionalidad: variaciones cíclicas de período 
conocido, son estacionales y, normalmente, menores a un año. 
• Componente cíclica: variaciones cíclicas de período desconocido, no son 
estacionales. 
• Ruido blanco o aleatorio: residuos. 
La tendencia y la estacionalidad van ligados porque el valor en el tiempo t 
depende básicamente del valor en t-1. 
 
1.2 OBJETIVOS 
Los objetivos principales en el análisis de series de tiempo son los siguientes: 
• Entender la estructura subyacente de la serie de tiempo 
descomponiéndola en sus cuatro componentes.  
• Buscar una función matemática que identifique la predicción valores 
futuros. 
Durante el análisis de las series de tiempo, hay que tener en cuenta que 
existen dos tipos de enfoque en relación a ellas.  
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• Análisis en el dominio del tiempo, representa series de tiempo en función 
del tiempo. Su preocupación mayor es encontrar si la serie de tiempo 
tiene una tendencia (ascendente o descendente) y, si es así, adaptarla 
al modelo de previsión escogido. 
• Análisis en el dominio de la frecuencia, se basa en el supuesto de que el 
comportamiento es regular y predecible, es decir, la serie sea periódica. 
Entonces la preocupación recae en determinar las componentes 
periódicas incrustadas en la serie de tiempo.  
 
1.3 ANÁLISIS EN EL DOMINIO DEL TIEMPO 
 
1.3.1 Definiciones y conceptos 
Estacionalidad: implica homogeneidad de manera que la serie se comporta de 
manera similar con independencia del tiempo lo que significa que sus 
propiedades estadísticas no varían con el tiempo. Matemáticamente, se tiene 
que cumplir que la µ (media) y  (varianza) son constantes por todos los 
valores de t y la covarianza  solo depende de dos elementos porque es 
función de  de ellos. 
 
1.3.2 Series de tiempo aleatorias 
Son aquellas series de tiempo en que los valores fluctúan alrededor de una 
media (µ) y una varianza ( ) que son constantes y son estadísticamente 
independientes. En otras palabras, las series de tiempo no exhiben ningún 
patrón o tendencia.  
• Las observaciones no presentan una tendencia creciente o decreciente. 
• La varianza no aumenta o disminuye con el tiempo. 
• Las observaciones no tienden a ser mayor en algunos períodos que en 
otros períodos. 
Se pueden escribir como: 
  1 
Dónde, 
µ es la media de  y es constante. 
 es el residuo que se supone que tiene una media igual a cero y una varianza 




1.3.3 Puntos de inflexión 
Son los máximos y mínimos que presenta la serie temporal. Son necesarios 
tres puntos consecutivos para definir un punto de inflexión. En una serie 
aleatoria, puede ocurrir que estos tres valores estén en seis órdenes diferentes 
y en cuatro de ellas habrá un punto de inflexión. La probabilidad de encontrar 
un punto de inflexión en un conjunto cualquiera de los tres valores viene 
definida la expresión 2. 
   2 
Si el número observado es mayor al esperado, E(p), entonces no podría haber 
surgido por casualidad, es decir, la serie no es aleatoria. 
 
1.3.4 Autocorrelación 
La característica más importante de las series de tiempo en que los valores 
sucesivos no son independientes. Esto es que están correlacionados. Las 
funciones de autocorrelación permiten describir este tipo de series.  
La autocorrelación es una medida de la dependencia de los valores de la serie 
de tiempo en un momento determinado con los valores en otro momento. Se 
obtiene mediante la correlación de Pearson entre todos los pares de puntos de 
la serie con una separación dada en el tiempo.  
Una autocorrelación positiva de la serie se considera como persistente porque 
los valores altos tienden a seguir los valores altos y los valores bajos tienden a 
seguir los valores bajos. Una autocorrelación negativa de la serie se caracteriza 
por inversiones de valores altos a valores bajos entre segmentos y viceversa 
de tiempo de uno a otro consecutivos. 
Las funciones de autocorrelación de una serie de tiempo determinista (e.g. en 
forma de onda sinodal) persisten en el tiempo sin importar la longitud temporal 
de la serie, mientras que las funciones de autocorrelación de los procesos 
estocásticos tienden a cero para desplazamientos grandes (para las series de 
media cero). 
La matriz de coeficientes de autocorrelación  proporciona información crucial 
sobre la estructura interna de la serie de tiempo. La trama con k como abscisa 
y la ordenada  se denomina correlograma. 




   3 
 
Interpretación del correlograma 
El correlograma resume los rasgos característicos de la serie de tiempo, como 
la aleatoriedad, el aumento o la disminución de la tendencia, la oscilación, etc. 
A continuación se describen algunas claves para interpretar el correlograma. 
 
• Series aleatorias. Si una serie de tiempo es completamente al azar, 
entonces, para N grande,  para todo valor de k distinto de 0. 
• Correlación de corto plazo. Las series de tiempo estacionario muestran 
en valores de correlaciones ( ) a corto plazo, generalmente un valor 
alto de  seguido por dos o tres coeficientes, que si bien 
estadísticamente son importantes, tienden a ser cada vez más 
pequeños. Los valores de  tienden a aproximarse a cero para grandes 
valores de k. 
• Series alternantes u oscilantes. Las observaciones sucesivas de una 
serie de tiempo tienden a alternar en diferentes lados de la media 
general, el correlograma también tiende a oscilar. 
• Series temporales no estacionarias. Si una serie de tiempo presenta una 
tendencia, entonces los valores de  no se reducen a cero, excepto 
para grandes valores de k.  
• Fluctuaciones estacionales. Si una serie temporal se caracteriza por 
fluctuaciones estacionales, el correlograma también presenta 
oscilaciones en la misma frecuencia. 
 
1.3.5 Autocovarianza 
Los factores de auto-correlación se calculan a partir de los coeficientes de 
autocovarianza . La función de autocovarianza de una serie de tiempo en 
retraso k se define por la ecuación núm.4: 
 
   4 
Y el coeficiente de autocorrelación  en retraso k se define en la expresión (5). 
 




1.3.6 Correlación cruzada. 
Es una medida de similitud entre dos series de tiempo. Matemáticamente, es el 
coeficiente de correlación entre dos series en función del tiempo transcurrido 
entre las dos series. Se consideran N pares de observaciones en dos series de 
tiempo  y . 
 
La función de correlación cruzada viene dada por las funciones 6 y 7: 
 
     6 
     7 
Donde, 
 es la correlación cruzada cuando yt va rezagada de xt 
 es la correlación cruzada cuando xt va rezagada de yt 
N es la longitud de la serie 
 y  son las medias 
k es el retraso 
 
La correlación cruzada es la covarianza cruzada escalada por las varianzas de 
las dos series. Véase la expresión (8) 
 
     8 
donde  y  son las varianzas de las series xt y yt. 
 
1.3.7 Ruido blanco. 
El concepto más fundamental en una serie es el ruido. Una serie de tiempo 
estacionaria tal que xt y xt+k no están correlacionadas se llama ruido blanco. El 





1.4 PRE-PROCESAMIENTO DE DATOS 
Con el fin de ajustar un modelo de series de tiempo, es necesario realizar una 
primera transformación de los datos para que haya un buen comportamiento 
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por parte de estos. Eso quiere decir eliminar la tendencia y estabilizar su 
varianza. 
 
1.5 ELIMINACIÓN DE LA TENDENCIA. 
Consiste en eliminar la tendencia en la serie en dos pasos: 
 
• Estimar la tendencia con un ajuste de modelos de regresión lineal o no 
lineal. 
• Restar la serie de tiempo generada por la tendencia a la serie original.  
 
Para lograr la estabilización de la varianza se puede lograr mediante 
suavizados. 
 
Hay dos alternativas también válidas para la eliminación de la tendencia: 
• Primera diferenciación 
• Identificación de la tendencia y su eliminación 
 
1.5.1 Primera diferenciación. 
Una serie de tiempo que no es estacionaria debido a la media puede serlo 
aplicando el proceso de primera diferenciación. La primera diferenciación es la 
diferencia entre los valores de la serie en el tiempo t y t-1. 
 
     9 
Donde xt es la serie de tiempo original y yt es la serie de la primera diferencia. 
El número de observaciones en yt será menor que el número de observaciones 
en la serie original. En el caso que la serie tampoco sea estacionario en el 
pendiente, la estacionalidad puede lograrse con la segunda diferencia.  
 
     10 
Hay que tener en cuenta que cada diferenciación sucesiva disminuirá la 
varianza de la serie.  
 
1.5.2 Identificación de la tendencia y su eliminación. 
Si una serie de tiempo es monótona (siempre creciente o decreciente) y no 
contiene un error considerable (es decir, el ruido aleatorio), la tendencia puede 
ser modelada como una función del tiempo. Sin embargo, si la serie contiene 
mucho ruido blanco es necesario detectar primero la tendencia para después 




El filtro más simple y más utilizado es el filtro lineal, que en general es el más 
adecuado para muchas series monótonas. Sin embargo, si hay una 
componente monótona no lineal habrá que tener en cuenta otras funciones, 
Una vez encontrada la ecuación de la tendencia, hay dos opciones para la 
eliminación de la tendencia: 
 
• Restar el valor de la tendencia a la serie original dando lugar a una serie 
temporal de residuos de la tendencia. Es una opción atractiva debido a 
su simplicidad y que la serie resultante tiene mismas unidades que la 
original. Además, la suma total de los cuadrados de los datos originales 
se puede expresar como la tendencia de suma de cuadrados más la 
suma de cuadrados de los residuos. 
• Consiste en calcular la proporción de la serie de tiempo original en la 
ecuación de la tendencia. Es una opción atractiva para algunos tipos de 
series de tiempo, ya que tiende a eliminar la tendencia que acompaña la 
varianza que puede relacionarse con la tendencia que va ligada a la 
media. Otra ventaja es que la proporción es adimensional. Las 
desventajas principales es que la proporción con la eliminación de la 
tendencia solo es posible para series no negativas y, por otro lado, las 
series sin tendencia mediante este método pueden explotar por valores 
altos si la línea de tendencia se acerca a cero- 
 
1.5.3 Filtrado  
Un filtro es un sistema que separa las componentes específicas de una serie 
de tiempo (por ejemplo, el ruido aleatorio o un rango específico de frecuencias). 
La media móvil es el filtro más común para suavizar la serie de tiempo, debido 
a que es fácil de entender y aplicar. Este filtro es óptimo para reducir el ruido 
aleatorio o ruido blanco sin modificar la tendencia, lo que hace que sea más 
importante para el análisis en el dominio del tiempo. Sin embargo, es malo para 
el análisis del dominio de la frecuencia  por su poca capacidad para separar 
bandas de frecuencias. 
 
Como su nombre lo indica, la media móvil consiste en un promedio de una 
serie de puntos de la señal de entrada para producir un punto en la señal de 
salida. La ecuación (núm.11) se escribe como 
 
 
     11 
 
 
donde xt es la serie de entrada, yt es la serie filtrada, bk son los coeficientes del 




Un promedio no ponderado se mueve con un número relativamente pequeño 
de elementos (de tres a cinco) tendrá su efecto suavizante sin destruir la 
estacionalidad de la serie. A medida que se aumenta el número de elementos o 
los pesos destinados a destacar los elementos hacia el centro del subconjunto 
se elimina cualquier estacionalidad. Para inducir a la estacionalidad hay que 
seguir estos pasos: 
 
• Eliminar la tendencia (primera diferenciación o restando la curva de la 
tendencia). 
• La serie sin tendencia aún podría variar con el aumento de amplitud. En 
este caso la diferenciación de sucesivos no induce estacionalidad. Para 
llegar a ella se puede inducir la transformación de la serie sin tendencia 
en logaritmos. 
 
1.6 MEDICIÓN DE LA TENDENCIA 
Los siguientes métodos son los habituales para el estudio de la tendencia: 
• Inspección visual de la serie de tiempo 
• Ajuste de curvas por mínimos cuadrados 
• Medias móviles 
 
1.6.1 Inspección visual 
En ocasiones inspeccionando los gráficos ya se puede comprobar si la serie 
presenta una tendencia o no. 
 
1.6.2 Modelos de regresión paramétricos 
La tendencia lineal en una serie de tiempo monótona puede ser estimada 
mediante el ajuste de un modelo de regresión simple. 
     12 
donde: 
xt: valor en el tiempo t 
B: es una constante 
At: es el coeficiente de regresión (pendiente de la recta de regresión) 
et: son los residuos de la regresión 
La estimación de los parámetros de A y B se puede realizar a partir de las 





  13 
  14 
Donde 
  15 
  16 
La magnitud de A indica la tendencia y su signo la dirección de esta. B indica el 
valor en el tiempo 0. Cabe señalar que los residuos de la regresión no son 
independientes sino que están correlacionados. 
 
1.6.3 Modelo Makesens 
El modelo Makesens realiza dos tipos de análisis estadísticos. 
• Cuando se detecta la presencia de una tendencia monótona creciente o 
decreciente, se utiliza el test no paramétrico de Mann-Kendall. 
• La pendiente de tendencia lineal se calcula con el método no 
paramétrico de Sen (Gilbert 1987). 
La prueba Mann-Kendall es adecuada para los casos en se cree que la 
tendencia es monótona y carece de ciclos estacionales. El método Sen utiliza 
un modelo lineal para estimar la pendiente de la tendencia y la varianza de los 
residuos debe ser constante en el tiempo. Este método no se ve muy afectado 
por errores en los datos o valores extremos. 
1.6.3.1 Test de Mann-Kendall 
La prueba de Mann-Kendall se aplica en los casos que los valores xi de una 
serie de tiempo obedecen al modelo de la expresión 17. 
  17 
Donde f(t) es una función continua, monótona y creciente o decreciente en 
función del tiempo y los residuos  se pueden suponer con la misma 
distribución anterior y una media igual a cero. Por lo tanto, la varianza de la 
distribución es constante el tiempo.  
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Queremos poner a prueba la hipótesis nula de que no hay tendencia, H0, por lo 
tanto, las observaciones xi son ordenadas al azar en el tiempo; por otra banda 
hay la hipótesis alternativa, H1, donde se observa una tendencia monótona 
creciente o decreciente. Para series de tiempo con menos de diez datos, el 
modelo Makesens utiliza el estadístico S y, en series de tiempo con más diez 
datos se utiliza la aproximación normal o estadístico Z. 
 
1.6.3.2 Series de tiempo con menos de diez datos 
El número de datos anuales de la serie estudiada se denota con la letra n. Se 
permiten valores perdidos y el valor de n puede ser menor que el número de 
años en la serie de tiempo estudiada. 
La prueba de Mann-Kendall se calcula a partir de la fórmula núm.18. 
  18 
Donde xj y xk son los valores anuales, j y k en años, j > k, además 
  19 
Si n es nueve o menor, el valor absoluto de S se compara directamente con la 
distribución teórica de S obtenida por Mann y Kendall (Gilbert 1987). En el 
modelo Makesens, la prueba de dos colas se realiza con cuatro niveles de 
significación α: 0,1; 0,05; 0,01 y 0,001. En cierto nivel de probabilidad, H0 es 
rechazado a favor de H1 si el valor absoluto de S es igual o superior a un 
determinado valor Sα/2, donde Sα/2 es la S más pequeña que tiene la 
probabilidad menor a α/2 en aparecer en el caso de que no haya tendencia. Un 
resultado positivo (negativo) de S indica una tendencia creciente (decreciente).  
Para poder aplicar cada uno de los cuatro niveles de significación son 
necesarios un número mínimo de valores de n. La tabla núm.1 muestra  
Nivel de significación α Número mínimo de datos 
0,1 ≥ 4 
0,05 ≥ 5 
0,01 ≥ 6 
0,001 ≥ 7 
Tabla datos 1. Nivel de significación en función del número de datos 
El nivel de significación de 0,001 significa que hay una probabilidad del 0,1% 
que los valores xi de una distribución aleatoria y con una probabilidad de que 
se cometa un error al rechazar H0 sin que haya tendencia. Así, el nivel de 
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significación de 0,001 significa que es muy probable la existencia de una 
tendencia monótona. 
 
1.6.3.3 Series de tiempo con más de diez datos 
Si n es al menos diez, se utiliza la prueba de la aproximación normal. Sin 
embargo, si hay valores iguales en la serie, se puede ver afectada la validez de 
la prueba. 
La varianza de S se calcula a partir de la expresión núm. 20. 
  20 
Aquí q es el número de grupos vinculados y tp es el número de datos en el 
grupo pth. Los valores S y VAR(S) se utilizan para calcular el estadístico Z de la 
siguiente manera (expresión núm.21) 
  21 
Para detectar la presencia de una tendencia estadísticamente significativa se 
utiliza el valor estadístico Z. Si Z tiene un valor positivo, esto indica una 
tendencia creciente o ascendente (valor negativo da una tendencia 
descendente). El estadístico Z tiene una distribución normal. Para poder 
realizar una prueba de dos colas, ya sea para una tendencia monótona 
creciente o decreciente, para un nivel de significación α, se debe rechazar H0 si 
el valor absoluto de Z es mayor que Z1-α/2, donde Z1-α/2 se obtiene a partir de las 
tablas de distribución normal acumulada.  
 
1.6.4 Método Sen 
El método no paramétrico de Sen se utiliza para calcular la pendiente real de 
una tendencia existente. Se parte de la hipótesis que la tendencia es lineal. 
Esto significa que f(t) responde a la ecuación núm. 22 
    22 
Donde Q es la pendiente y B es una constante. 
Para obtener una estimación de la pendiente Q en la ecuación núm.22, primero 




    23 
Donde j > k. 
Si hay n valores de xj en la serie de tiempo, hay que obtener la mayor cantidad 
de estimaciones de pendientes Qi, . El estimador de la 
pendiente del método Sen es la mediana de los N valores de Qi. Los N valores 
de Qi se ordenan de menor a mayor y el estimador de Sen se obtiene con la 
expresión núm.24. 
    24 
Para obtener un intervalo de confianza 100(1-α)% sobre la estimación de la 
pendiente, hay que utilizar la técnica no paramétrica basada en la distribución 
normal. El método es válido para n pequeñas no superiores a diez debido a 
que si no aparecen muchos lazos. Con el método Makesens se calcula el 
intervalo de confianza con dos niveles diferentes, α=0,01 y α=0,05, resultando 
dos intervalos de confianza diferentes. 
Primero se computa con la ecuación núm.25. 
    25 
Donde VAR(S) se obtiene de la expresión núm.20 y Z1-α/2 se obtiene de la 
distribución normal. 
El siguiente paso es calcular  y . Los límites 
inferior y superior del intervalo de confianza, Qmin y Qmax, son el M1th más 
grande y el (M2+1)th más grande de las N pendientes estimadas Qi ordenadas. 
Si M1 no es un número entero, el límite inferior se interpola. Esto mismo se 
aplica si M2 no es un número entero, en consecuencia, el límite superior se 
interpola también. 
Para obtener una estimación de B en la ecuación núm. 22, los n valores 
diferentes de xi-Qti se calculan. Con la mediana de estos valores se obtiene 
una estimación de B (Sirois, 1998). Para la obtención de B, que es una 
constante, con intervalos de confianza del 95% y 99% se sigue un proceso 
similar al explicado anteriormente. 
 
1.6.5 Suavizado gaussiano 
Es similar a la media móvil, pero es más sofisticado y a menudo da mejores 
resultados, ya que en el proceso de promediado, se asigna mayor peso a los 
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puntos más cercanos al centro de la ventana de suavizado en comparación con 
los puntos de los extremos de dicha ventana (a diferencia de la media móvil, 
que asigna el mismo peso a todos los datos en la ventana de suavizado). La 
distribución de los valores de los pesos en la ventana de suavizado sigue una 
forma de distribución Gaussiana. En teoría, el filtro gaussiano debe ser capaz 
de eliminar mejor el ruido de alta frecuencia distribuido normalmente en los 
datos, manteniendo la forma de la señal.  
 
1.6.6 Filtro Hodrick Prescott 
El filtro Hodrick Prescott (filtro HP), propuesto por Hodrick & Prescott (1980), es 
un método flexible para suprimir la tendencia que es ampliamente utilizado en 
macro investigación empírica. Este filtro descompone las series de tiempo en 
una componente tendencial no estacionaria y un residuo cíclico estacionario. 
De esta manera es posible utilizar el filtro para estimar la tendencia estocástica 
de una serie, si existen evidencias de que no la describe correctamente una 
tendencia determinística.  
Suponiendo que la serie original xt se compone de una componente de 
tendencia gt y de una componente cíclica ct, de tal manera que: 
 t t tx g c= +  26 
El filtro HP aísla la componente cíclica minimizando el error cuadrático medio: 
 ( ) ( ) ( )1 22 1 1
1 2
T T
t t t t t t
t t




− + λ − − −  ∑ ∑  27 
El primer término es una medida del ajuste de la serie de tiempo, mientras que 
el segundo término es una medida del suavizado. Hay un conflicto entre 
"bondad de ajuste" y "suavizado". Para realizar el seguimiento de este 
problema se utiliza el parámetro de compensación λ. Nótese que si λ es 0, la 
componente de la tendencia tiende a la serie original, mientras que si λ→∞ 
(diverge a infinito), la componente de la tendencia se aproxima a una tendencia 
lineal. Como se puede apreciar, el filtro HP elimina la tendencia de los datos 
mediante la solución de un problema de mínimos cuadrados. En notación 
matricial obtenemos 
 ( ) ( )' ' ' min
rG R
X G X G G K KG
∈
− − + λ →  28 
Donde 




1 2 1 0 0 0 0 0
0 1 2 1 0 0 0 0
0 0 1 2 0 0 0 0

















Se puede demostrar que la solución del problema de minimización está dado 
por: 
 ( ) 1'TG I K K X−= + λ  29 
Donde IT es la matriz identidad con dimensión T.  
El valor de λ depende de la frecuencia de los datos. La tabla 2 muestra los 
valores sugeridos en la literatura para λ. 
 
100 datos anuales 
1600 datos trimestrales 
14400 datos mensuales 
 
Tabla datos 2.- Valores propuestos para el valor de λ en el filtro HP 
 
 
1.6.7 Filtro Pasa Banda 
La teoría del análisis espectral de series de tiempo proviene de la idea de que 
en la base de datos hay varias componentes de frecuencia. La teoría también 
proporciona una herramienta para extraer las componentes de frecuencia. Esta 
herramienta es el filtro Pasa Banda "ideal". A continuación, se detalla un 
estudio de las aproximaciones lineales óptimas. La terminología es la siguiente: 
yt: componente generada con el filtro ideal (no factible) 
y't: componente generada con la aproximación 
xt's: datos observados 





Por lo tanto, y't es la proyección lineal de yt para cada dato del conjunto y cada 
proyección es diferente para cada valor de t. Entonces, es necesario calibrar de 
manera correcta el filtro para cada una de esas proyecciones. 
Para aislar la componente xt entre un período que oscile entre pl y pu, dónde     
2 ≤ pl < pu < , la aproximación de yt, y't, se hace de la siguiente manera: 
 
para t = 3, 4, ..., T-2. Dónde: 
 
 
y , son funciones lineales simples de Bj's. 
Con el paso del tiempo, el filtro varia y no resulta simétrico debido a los 
términos pasados y futuros de xt's. Es necesario intentar calibrar los pesos en 
el filtro para conseguir que sea estacionario y simétrico. Y por supuesto, esto 
filtro no es la mejor aproximación al filtro ideal en todos los casos. 
 
1.6.7.1 Filtro "ideal":  
Se considera la siguiente descomposición ortogonal del proceso xt: 
 
El proceso  solo se ejecuta en las frecuencias que están comprendidas en el 
intervalo . El proceso  solo se ejecuta en el 
complementario de este intervalo  Además,  
Se sabe que, 
 
dónde el filtro ideal, representado por B(L), tiene la siguiente estructura: 
 






Si se asume que , implica que B(1)=0. Es decir, para ejecutar utilizando 
B(L) es necesario un número infinito de observaciones de . Por otro lado, el 
hecho de truncar la serie 's no deja claro si se va a llegar a unos buenos 
resultados. 
 
1.6.7.2 Filtro aproximado: 
Suponiendo un número finito de observaciones,  y se conoce las 
propiedades de la población { . La estimación de  es y’. La 
proyección de y sobre los datos que se disponen: 
 
Esto corresponde al siguiente serie de problemas de proyección: 
 
Para cada t, la solución al problema de la proyección es una función lineal de 
los datos disponibles: 
 
Dónde  y , y ’s se soluciona 
 
Presumiblemente, la solución de este problema sería diferente si se tienen en 
cuenta las propiedades  de la población { se usarán simples estimaciones. 
Estudiar la solución de este último caso no es el objetivo deseado en este 
escrito. En todo caso, obtendremos resultados parecidos a la solución sin 
conocer los detalles de las series temporales que representan .  




La estrategia para estimar  descrito más arriba utiliza un filtro 
diferente para cada t. Los filtros difieren de acuerdo a los valores de p y f, que 
varían con t. 
Estrategias alternativas  para estimar 's imponen diversas restricciones.  Por 
ejemplo, se podría imponer estacionalidad de p y f y/o simetría, p = f, en la 
secuencia de proyecciones definida anteriormente. Una característica de estas 
alternativas es que no utilizan todas las observaciones disponibles en para 
estimar. Por ejemplo, la estacionalidad tiene ventajas econométricas. La 
simetría tiene la ventaja de que asegura que no hay un cambio de fase entre 
y  . Por lo tanto, existe un compensación entre la estacionalidad y la 
simetría y la obtención de las mejores estimaciones posibles de . 
Para cada t dada, se puede obtener una solución de forma cerrada al problema 
de la proyección mediante la formulación en el dominio de la frecuencia: 
 
Dónde  es la densidad espectral de . Esta formulación del problema 
hace hincapié en que la solución al problema de la proyección depende de las 
propiedades de series de tiempo de los datos filtrados cuando el filtro ideal no 
tiene ninguna dependencia de ellas. 
 
1.6.8 Modelos no lineales 
Es posible ajustar la tendencia a partir de modelos matemáticos que no son 
lineales. A continuación se detallan una serie de funciones que se pueden 
utilizar para la obtención de la tendencia. 
• Función de Fourier 
• Función racionales 
• Función polinómica 
• Función exponencial 
• Función logarítmica 
• Función hiperbólica 
• Función sigmoidal 
• Función Peak 
• Función de onda 
• Función asintótica 




1.6.9 Modelo auto-regresivo 
El modelo auto-regresivo de una serie de tiempo se basa en la suposición de 
que cada valor de la serie sólo depende de una suma ponderada de los valores 
anteriores de la misma serie más el ruido. Hay que tener en cuenta que el 
tiempo es una variable de la secuencia y no una variable predictiva como en los 
modelos de regresión paramétricos. 
   30 
Donde 
  31 
: es la serie de tiempo original o su transformación no lineal (por ejemplo, 
logarítmica), la serie se supone que es estacionaria con media µ 
: es el ruido blanco 
: son los coeficientes de auto-regresión 
p: es el orden del modelo auto-regresivo, por lo general, p es mucho menor a la 
longitud de la serie (p<N) 
Por lo tanto, un modelo auto-regresivo es simplemente una regresión lineal del 
valor actual de la serie en uno o más valores de antes de la misma serie. Las 
series de tiempo x se considera un proceso autoregresivo de orden p y se 
denota como AR(p). Téngase en cuenta que AR(p) es un orden p-ésimo  del 
proceso de Markov. 
Todos los valores de los coeficientes auto-regresivos no dan lugar a un proceso 
estacionario. Para un AR(p) del proceso, la condición de estacionalidad es que 
las raíces complejas de la ecuación. 
    32 
deben estar fuera del círculo unidad. 
El método más común para derivar los coeficientes consiste en multiplicar la 
definición anterior por xt-k, tomando los valores de confianza y la normalización, 
que se obtiene un conjunto de ecuaciones lineales llamadas las ecuaciones de 
Yule Walker sobre los parámetros de un modelo AR con la secuencia de 
coeficientes de auto-correlación. 
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    33 
La matriz descrita anteriormente (expresión núm. 33) es una matriz Toeplitz, es 
decir, los elementos de cada diagonal son todos iguales y en la diagonal todos 
son unos. Debido a esta propiedad, hay un método iterativo que permite 
obtener las estimaciones de un modelo de orden k-ésimo de las estimaciones 
de la (k-1)-ésimo modelo de una forma rápida y precisa. El modelo se llama 
Levinson o algoritmo d Levinson-Durbin. 
 
1.6.9.1 Selección del orden o grado del modelo 
En la práctica, el orden del modelo auto-regresivo no se conoce, y no existe un 
método sencillo para determinar el orden apropiado. Por lo tanto, sería 
conveniente para resolver las ecuaciones de Yule-Walker para varios valores 
de p que van desde p=1 a p-máx, dónde p-máx es a veces 10 o más. A medida 
que aumenta el orden del modelo, el error medio cuadrático (RMS), 
generalmente, disminuye drásticamente hasta cierto valor y luego más 
lentamente. Un valor justo después del punto en que el RMS se estabiliza, por 
lo general, es un orden apropiado. 
También hay métodos más formales para elegir el orden del modelo. EL más 
común es el coeficiente de Información de Akaike (AIC). 
 
1.7 ANÁLISIS EN EL DOMINIO DE LA FRECUENCIA 
El concepto de espectro se puede atribuir a Newton, quién descubrió que la luz 
del sol se puede descomponer en un espectro de colores que va des del rojo al 
violeta, basado en el principio de que la luz blanca se compone en numerosos 
componentes de luz de varios colores (longitud de onda o frecuencia de onda).  
Espectro de energía significa la distribución de la energía sobre la frecuencia. 
El análisis espectral es una técnica de descomposición de un fenómeno físico 
complejo en sus componentes individuales respecto a la frecuencia. 
 
1.7.1 Superposición de ondas 
Dado que la ecuación de gobierno (la ecuación de Laplace) y las condiciones 
de contorno son lineales en la teoría de ondas de amplitud pequeña, se sabe 
por los fundamentos de matemáticos que las ondas son superponibles. Esto 
significa que la superposición de una serie de ondas lineales con una altura de 
onda y período diferente es posible.  
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Figura 1. Tabla de descomposición de las componentes de una onda. 
A continuación se muestra un ejemplo de superposición de ondas. La figura 2 
muestra la adición de cuatro ondas lineales de altura y período diferentes. 
 
Figura núm.2. Ejemplo de suma de cuatro ondas diferentes. 
En lugar de la figura 2, se puede utilizar un diagrama de varianza, que se 




Figura núm.3. Diagrama de varianza de una serie irregular de ondas. 
En la comparación con la figura 2, el diagrama de varianza mantiene la 
información de la amplitud (ai) y de la frecuencia (fi, por lo tanto, Ti y Li) de cada 
componente, mientras que la información sobre la fase inicial (δi) se pierde.  
El diagrama de la varianza se puede convertir al espectro de la varianza. 
Primero hay que obtener la densidad espectral con la ecuación núm.34. 
    34 
Donde  es el ancho de banda de la frecuencia como se muestra en la figura 
núm.4. 
 
Figura núm.4. Espectro de la varianza de 4 ondas irregulares 
En realidad, un oleaje irregular se compone de un número infinito de ondas 
lineales con una frecuencia diferente. La figura núm. da un ejemplo de espectro 
de varianza escalonado. Cuando  se aproxima a cero, el espectro de la 




Figura núm.5. Espectro de la varianza escalonado 
El espectro de la varianza también se le llama espectro de energía. Pero en 
sentido estricto, la energía de la densidad espectral se define a partir de la 
ecuación núm.35. 
    35 
También se pueden construir series de tiempo del espectro de la varianza. En 
la figura 5,  es conocida y se divide en N partes de . Es decir, una onda 
irregular se compone de N ondas lineales (ecuación núm.36) 
    36 
La varianza de cada onda lineal es obtiene a partir de la expresión 37. 
    37 
Por lo tanto la amplitud es (expresión núm.38) 
    38 
Y la frecuencia angular (expresión núm.39) 
    39 
La fase inicial (  se le asigna un número aleatorio entre 0 y 2π. Por lo tanto, el 
uso de la ecuación núm.36 permite sacar la serie temporal de una onda 
irregular que tiene el espectro de la varianza tal y como muestra en la figura 4. 
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1.7.2 Series de Fourier 
La conversión de una onda irregular en el espectro de la varianza no están 
simple como el ejemplo anterior, donde las componentes lineales de la onda 
irregular son predefinidos (véase la figura 2). Hay que descomponer la onda 
irregular en sus componentes lineales. En primer lugar, se verá cómo hacerlo 
con una función continua conocida x(t). 
 
1.7.2.1 Series Fourier 
Las series de Fourier se usan para representar cualquier función continua en el 
tiempo con período T0. 
 
Figura núm.6. Función periódica en el tiempo. 
 
    40 
Donde ai y bi son los coeficientes de Fourier definidos en la expresión núm. 41. 
    41 
Nota:  y  
 
1.7.2.2 Interpretación física: 
Ahora la función continua x(t) es la serie temporal n(t), que se puede ampliar 








Figura 7. Relaciones trigonométricas 
 
 
    42 
Es decir, cualquier función se compone de infinidad de ondas lineales. 
    43 
 están definidos en la ecuación núm.41. 
 
1.7.3 Análisis de señales discretas 
Normalmente no se parte de una función continua, en nuestro caso, son una 




Figura 8. Representación de una serie de medidas equiespacidas en el tiempo. 
Si la frecuencia de muestreo es fs, entonces el intervalo de tiempo entre dos 
puntos sucesivos es . El número total de puntos es N, por lo tanto, la 
duración de la muestra es . De este modo se obtiene una serie 
de tiempo discreta. 
 
Y los coeficientes de Fourier, 
 
Se puede obtener por la transformada rápida de Fourier (FFT). Es decir, la 
serie de tiempo está compuesta de N ondas lineales. 








Por lo tanto, se puede obtener el espectro de la varianza 
     46 
     47 
 
Un ejemplo de espectro de la varianza se muestra en la figura núm.9. 
 
Figura 9. Espectro de la varianza 
 
1.7.4 Frecuencia Nyquist 
La frecuencia Nyquist (fnyquist) es la frecuencia máxima que puede detectar el 
análisis de Fourier. 
El análisis de Fourier descompone los N datos de la serie temporal en N 
componentes lineales. La frecuencia de cada componente es 
     48 
La frecuencia nyquist es  
     49 
Donde  
fs frecuencia de muestreo 
 intervalo de tiempo entre dos puntos sucesivos,  
N número total de la muestra 
T0 duración del muestreo,  
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El concepto de la frecuencia de Nyquist significa que los coeficientes de Fourier 
 contiene dos partes: la primera parte  
representa las componentes verdaderas mientras que la segunda parte 
 son las componentes despreciables (solapamiento). 
La figura núm.10 da un ejemplo de solapamiento tras el análisis de Fourier de 
una serie de tiempo discreta de una onda lineal. 
 
Figura núm.10. Ejemplo de solapamiento tras el análisis de Fourier 
La solución al solapamiento es simple: se dobla  y se 
deja , y se iguala a cero (véase figura núm.11). Esta 
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es la razón por la cual la frecuencia nyquist también se le llama frecuencia de 
corte. Esta hipótesis supone que las ondas irregulares no contienen 
componentes lineales cuya frecuencia sea superior a la frecuencia nyquist. 
Esta suposición puede ser válida si se elige un frecuencia de muestreo 
suficientemente alta (véase ecuación núm.49). 
 
 
Figura 11. Espectro de la varianza después del recorte (referida a la figura 9). 
 
1.7.5 Ventana de datos ajustada 
El análisis de Fourier necesita que n(t) sea un función periódica con período T0, 
por eso puede ser conveniente modificar la serie de tiempo registrada antes de 
realizar el análisis, para conseguir que la señal se vea como una función 
periódica. La modificación se lleva a cabo con la ayuda de una ventana de 
datos ajustada. 









Figura 12. Ventana de datos ajustada 
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2 ANÁLISIS DE LAS SERIES DE CULTIVOS 
 
2.1 ANÁLISIS DE LAS TENDENCIAS LINEALES Y FLEXIBLES 
 
2.1.1 Rendimiento del arroz 
El resultado (figura 13) de la tendencia lineal monótona observada es 
claramente creciente (pendiente = 0.021), Por su parte, las tendencias flexibles 
muestran “picos” (altas producciones) y “valles” (bajas producciones) relativas a 
la estimación obtenida de la tendencia lineal cuyos periodos son de entre 15 a 
25 años (altas y bajas, respectivamente: 1926- 28; 1942, 1959-63, 1968-71, a 
partir de aquí, la tendencia es muy estable). La tendencia flexible obtenida con 
los tres es muy similar y presenta un coeficiente de correlación entre ellas de 
0.99. De hecho, la correlación entre las tendencias flexibles de todos los 










1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 2010
Variable original BP Trend HP Trend Sens Estimate Gauss Filter
 
Figura 13.- Tendencias lineal (obtenida por medio de la prueba Mann-Kendall) y flexibles (obtenida por 
medio del suavizado gaussiano y de los filtros de pasa banda (entre 2 y 20 años) y HP (λ = 100)) del 
rendimiento de arroz entre 1904 y 2006. 
 
Una vez extraídas las tendencias flexibles de la serie, se obtienen las 
respectivas componentes cíclicas (figura 14) de la producción, donde se 
observa a simple vista que periodos de altas y bajas producciones tienen una 
variabilidad con un periodo menor a 10 años. Cabe destacar que el resultado 
de las componentes cíclicas obtenidas por ambos métodos (filtro band-pass y 
Hodrick-Prescott) es muy similar (el coeficiente de correlación entre ambas 
componentes cíclicas es de 0.98). Con el fin de establecer más concretamente 
los periodos de oscilación de estas fluctuaciones en la producción, se realizó 
un análisis espectral (figura 15) de las componentes cíclicas, donde se observa 
que hay dos periodos bien diferenciados de 5 y 9 años que presentan la mayor 
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densidad espectral, aunque también hay picos menos evidentes de 2 y 3 años 
(es decir, con menor densidad espectral). Esto quiere decir que al eliminar la 
tendencia, la producción total del arroz presenta ciclos de altas y bajas 
producciones de 5 y 9 años, donde las mayores diferencias en los rendimientos 
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BP Cycle Component HP Cycle Component
 
Figura 14.- Componentes cíclicas del rendimiento de arroz obtenida por medio de los filtros de pasa 
banda (entre 2 y 20 años) y HP (λ = 100). 
 





















Figura 15.- Diagrama de densidad espectral para el rendimiento de arroz. 
 
2.1.2 Rendimiento de la cebada 
El resultado (figura 16) de la tendencia lineal monótona observada es 
claramente creciente (pendiente = 0.019). Los periodos de altas y bajas 
producciones observados en las tendencias flexibles, relativas a la estimación 
obtenida de la tendencia lineal, presentan duraciones de 34, 36 y 32 años 
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respectivamente (los valores máximos y mínimos observados en estos 3 
periodos se dan en los años 1921, 1946 y 1998). La tendencia flexible obtenida 













1900 1910 1920 1930 1940 1950 1960 1970 1980 1990 2000 2010
Variable original BP Trend HP Trend Sens Estimate Gauss Filter
 
Figura 16.- Tendencias lineal (obtenida por medio de la prueba Mann-Kendall) y flexibles (obtenida por 
medio del suavizado gaussiano y de los filtros de pasa banda (entre 2 y 20 años) y HP (λ = 100)) del 
rendimiento de la cebada entre 1904 y 2006 
 
Los periodos de rendimientos altos y bajos presentan más variabilidad 
temporal. A primera vista (figura 17), es difícil obtener una estimación de dicha 
variabilidad, aunque si es posible notar que hay mas diferencia entre valores de 
altos y bajos rendimientos entre los años 1904-1936 y 1977 al 2006, que entre 
1937 y 1976. Así, tal y como era de esperar, una vez realizado el análisis 
espectral (figura 18), se obtienen hasta 5 picos, de 2, 2.5, 3.7, 5.4 y 10.3 años. 
El periodo más acusado es el de 3.7, mientras que los de 10.3 y 5.4 tienen una 
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Figura 17.- Componentes cíclicas del rendimiento de la cebada obtenida por medio de los filtros de pasa 
banda (entre 2 y 20 años) y HP (λ = 100). 
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Figura 18.- Diagrama de densidad espectral para el rendimiento de la cebada. 
 
2.1.3 Rendimiento del maíz 
El resultado (figura 19) de la tendencia lineal monótona observada es 
claramente creciente (pendiente = 0.057). Los periodos de altas y bajas 
producciones observados en las tendencias flexibles presentan dos 
comportamientos bien diferenciados. De 1904 hasta 1941, si bien hay cierta 
variabilidad, no hay una tendencia a aumentar claramente definida. A partir de 
ahí, hay un aumento en la variabilidad de la serie, una ligera tendencia a 
disminuir, hasta 1951, donde comienza a aumentar la pendiente de la 
tendencia ininterrumpidamente hasta 1980-81, donde vuelve a disminuir hasta 
1987 y a partir de ahí, aumentar hasta 2003. La mayor variabilidad de la serie 
se observa a partir del año 1977, donde las fluctuaciones alrededor de la 
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Figura 19.- Tendencias lineal (obtenida por medio de la prueba Mann-Kendall) y flexibles (obtenida por 
medio del suavizado gaussiano y de los filtros de pasa banda (entre 2 y 20 años) y HP (λ = 100)) del 
rendimiento del maíz entre 1904 y 2006 
 
Los periodos de rendimientos altos y bajos presentan una cierta homogeneidad 
entre 1922 y 1944. A partir de entonces, la serie presenta una mayor 
variabilidad. Tal como se puede observar (figura 20), a partir de 1960, se 
presentan 3 ciclos con una marcada variabilidad y bastante bien diferenciados 
de 10 años, que se ven reflejados en el espectro del rendimiento del maíz 
(figura 21). El otro pico que se observa, presenta una menor variabilidad y 
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Figura 20.- Componentes cíclicas del rendimiento del maíz obtenida por medio de los filtros de pasa 
banda (entre 2 y 20 años) y HP (λ = 100). 
 
























Figura 21.- Diagrama de densidad espectral para el rendimiento del maíz. 
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2.1.4 Rendimiento de la patata 
El resultado (figura 22) de la tendencia lineal monótona observada es 
claramente creciente (pendiente = 0.2). Entre 1929 y 1968, la serie es 
moderadamente variable, pero con una tendencia presenta un comportamiento 
relativamente estable, ya que prácticamente no hay diferencia entre los valores 
máximo (1949) y mínimo (1962). No obstante, a partir de 1966, la serie 
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Figura 22.- Tendencias lineal (obtenida por medio de la prueba Mann-Kendall) y flexibles (obtenida por 
medio del suavizado gaussiano y de los filtros de pasa banda (entre 2 y 20 años) y HP (λ = 100)) del 
rendimiento de la patata entre 1929 y 2006 
 
Al observar los ciclos del rendimiento (figura 23), se puede notar que no hay 
grandes fluctuaciones salvo para los años 1971 y 1979, donde se presentan 
valores especialmente bajos y que los ciclos de altos y bajos rendimientos 
también son bastante homogéneos. Al realizar el análisis espectral (figura 24), 
se confirma lo anterior, ya que sólo hay dos picos bien diferenciados de 4 
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Figura 23.- Componentes cíclicas del rendimiento de la patata obtenida por medio de los filtros de pasa 
banda (entre 2 y 20 años) y HP (λ = 100). 
 
























Figura 24.- Diagrama de densidad espectral para el rendimiento de la patata. 
 
2.1.5 Rendimiento del trigo 
 
El resultado (figura 25) de la tendencia lineal monótona observada es 
claramente creciente (pendiente = 0.018). Si bien la serie presenta una 
variabilidad moderada entre 1904 y 1972, no hay grandes cambios en la 
tendencia flexible, donde en realidad sólo hay ciclo con un máximo en el 
rendimiento en 1917 y un mínimo en 1964. Es a partir de 1968 donde hay un 
cambio, tanto en la variabilidad de la serie como en la tendencia (creciente 
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Figura 25.- Tendencias lineal (obtenida por medio de la prueba Mann-Kendall) y flexibles (obtenida por 
medio del suavizado gaussiano y de los filtros de pasa banda (entre 2 y 20 años) y HP (λ = 100)) del 
rendimiento del trigo entre 1904 y 2006 
 
Las componentes cíclicas (figura 26) presentan un comportamiento altamente 
irregular, con 3 periodos relativamente bien diferenciados. El primero con ciclos 
3 a 5 años entre 1904 y 1953, ciclos de 2 años entre 1954 y 1970. A partir de 
aquí, los ciclos presentan mayor varianza y tienen de nuevo periodos de 3 a 5 
años. El análisis espectral de la serie (figura 27) muestra la variabilidad de 
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Figura 26.- Componentes cíclicas del rendimiento del trigo obtenida por medio de los filtros de pasa banda 
(entre 2 y 20 años) y HP (λ = 100). 
 



























2.1.6 Rendimiento de los viñedos 
 
El resultado (figura 28) de la tendencia lineal monótona observada es 
claramente creciente (pendiente = 0.05). La serie presenta no presenta 
demasiada variabilidad a lo largo del tiempo, aunque si presenta cambios 
importantes en la tendencia en determinados periodos de tiempo. Entre 1929 y 
1958, la tendencia es decreciente, y a partir de 1960, la tendencia es 
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Figura 28.- Tendencias lineal (obtenida por medio de la prueba Mann-Kendall) y flexibles (obtenida por 
medio del suavizado gaussiano y de los filtros de pasa banda (entre 2 y 20 años) y HP (λ = 100)) del 
rendimiento de los viñedos entre 1929 y 2006. 
 
Las componentes cíclicas (figura 29) no presentan fluctuaciones importantes, 
ya que la mayor parte presenta periodos de entre 4 y 9 años. Al realizar el 
análisis espectral (figura 30), se confirma lo anterior, ya que sólo hay 3 picos 
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Figura 29.- Componentes cíclicas del rendimiento de los viñedos obtenida por medio de los filtros de pasa 




























Figura 30.- Diagrama de densidad espectral para el rendimiento de los viñedos. 
 
2.1.7 Rendimiento de la alfalfa 
El resultado (figura 31) de la tendencia lineal monótona observada es 
claramente creciente (pendiente = 0.58). Los ciclos de altas y bajas 
producciones observados en las tendencias flexibles, relativas a la estimación 
obtenida de la tendencia lineal, presentan periodos de entre 19 y 23 años (altas 
y bajas, respectivamente: 1944- 46; 1948-52, 1987-88, 2002-04). La tendencia 
flexible obtenida con los tres es muy similar y presenta un coeficiente de 
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Figura 31.- Tendencias lineal (obtenida por medio de la prueba Mann-Kendall) y flexibles (obtenida por 
medio del suavizado gaussiano y de los filtros de pasa banda (entre 2 y 20 años) y HP (λ = 100)) del 




Los periodos de altas y bajas producciones tienen una variabilidad de 5 y 9 
años, destacando un rendimiento bastante homogéneo entre 1943 y 1957, y a 
partir de ahí, se presentan ciclos de 3 a 6 años. Es necesario resaltar el bajo 
rendimiento en 1978, seguido de uno de los más altos, en 1980. Igual que con 
el arroz, el espectro muestra dos picos bien diferenciados en 2.5, 5 y 9 años, 
donde las mayores diferencias en los rendimientos tienen un periodo 
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Figura 32.- Componentes cíclicas del rendimiento de la alfalfa obtenida por medio de los filtros de pasa 
banda (entre 2 y 20 años) y HP (λ = 100). 
 





























2.2 ANÁLISIS DE LA TENDENCIA EN LAS SERIES DE CULTIVOS 
 
2.2.1 Resultados del arroz 
 
 
Figura 34. Gráfico con los datos de rendimiento del arroz con los límites de control. 
El gráfico (figura 34) muestra los datos de rendimiento del arroz. Las áreas 
azules muestran las zonas dónde se producen los cambios de tendencia, más 
adelante se analizarán en detalle. También se muestran dos líneas rojas que 
son los límites de control. Representan el rango máximo que los valores 
pueden variar si no hubiera cambios. Si hay puntos fuera de los límites de 
control indican que un cambio se ha producido. 
En la tabla inferior, se aprecian los cambios que detecta el programa. Cada 
cambio lleva asociado un intervalo de confianza y un nivel de confianza, que en 
todos los casos es del 100% menos el último caso que es del 96%. El primero 
es en año 1919, en este se produce un cambio positivo, es decir, una tendencia 
positiva. En este período, en España, hay una revolución industrial que había 
empezado años antes en Inglaterra y otros países europeos. El segundo 
cambio es en el año 1937. Se presenta un cambio descendente, es decir, una 
tendencia negativa. En este caso, esto puede ser debido a que durante este 
período España se encuentra en plena Guerra Civil. El tercer cambio se 
produce en el año 1949, aquí hay un cambio de tendencia positivo. Este 
cambio es debido, muy posiblemente, a la apertura internacional de la 
Dictadura Franquista que gobernaba en esos momentos España. Y el cuarto y 
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último cambio se produce en el año 1980, cuando hay un incremento de la 
tendencia positiva. Este cambio es debido, posiblemente, a que en España 
entra en pleno proceso de democratización y se liberalizan los procesos 
industriales y entra en el país nueva tecnología. 
Ninguno de estos cambios se da con la periodicidad de los ciclos que se han 
encontrado en el análisis espectral. Los cambios de tendencia se dan, según 
este análisis, en ciclos superiores a 12 años algo que no corresponde con los 
valores cíclicos encontrados en el espectro de energía. 
 
Figura 35. Tabla de cambios significantes en la serie de rendimiento del arroz 
 
Figura 36. Gráfico CUSUM de la serie de rendimiento del arroz. 
En la figura 36 muestra un gráfico de suma acumulada (CUSUM). Este gráfico 
sirve para refrendar los valores obtenidos en la tabla superior. A continuación 
se explica cómo entender un gráfico de este tipo. Hay cuatro reglas básicas: 
• Un período en que hay un aumento de la suma acumulada representa 
un período de tiempo en que los datos están por encima de la media 
global. 
• Un período en que hay un descenso de la suma acumulada representa 
un período de tiempo donde los valores están por debajo del promedio. 
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• Un segmento de línea recta representa un período de tiempo donde no 
ha habido cambios. 
• Un cambio repentino de la dirección indica que los valores han 
cambiado. 
Con estas reglas, queda patente que los cambios de tendencia descritos 
anteriormente quedan corroborados con el gráfico CUSUM. 
El último apartado a destacar del análisis realizado con el Change Point 
Analyzer es la desviación estándar. Este apartado queda analizado con un 
gráfico y una tabla que da la siguiente información. 
 
Figura 37. Gráfico de la desviación estándar de la serie de rendimiento de arroz. 
La figura núm.37 es un gráfico donde se ve unas bandas rojas que son los 
límites de control de la desviación estándar. La mayoría de datos se 
encuentran dentro de las bandas de control, pero en ciertos momentos se 
sobrepasa la línea superior, eso quiero decir que hay cambios, algo ya descrito 
anteriormente. 
El valor de la desviación estándar y el valor de confianza se dan en la figura 
núm.38. 
 




2.2.2 Resultados de la cebada 
Como se aprecia en el gráfico inferior (figura 39), la cebada presenta más 
cambios que el arroz. Presenta seis cambios significativos que se verán con 
detalle más adelante. Hay que destacar que el año 2005 presenta un dato de 
rendimiento muy inferior al de años anteriores y, por eso, no se tiene en cuenta 
en el análisis. 
 
Figura 39. Gráfico con los datos de rendimiento de la cebada con los límites de control. 
A continuación, la tabla detallada de los cambios que presenta la serie de 
rendimiento de la cebada. 
 
Figura 40. Tabla de cambios significantes de la serie temporal de cebada. 
El primer cambio se da en el año 1919, dónde se pasa de una tendencia 
descendiente en el rendimiento a un cambio positivo de la tendencia. Esto 
puede ser debido a la introducción de nueva maquinaria proveniente de la 
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revolución industrial. El segundo cambio se da en 1924, cuando se da un 
cambio de tendencia positiva a negativa. En 1929, se produce un tercer cambio 
a una tendencia positiva. El cuarto cambio se da antes del inicio de la Guerra 
Civil española, exactamente en el año 1936. Este cambio un inicio a una 
tendencia negativa que se alarga varios años. El penúltimo cambio, se da en el 
año 1969, cuando aparece una débil tendencia positiva que se verá reforzada 
con el último y sexto cambio dónde esta tendencia es más pronunciada. Estos 
cambios son debidos, con mucha probabilidad, a la entrada de España a un 
nuevo período con la caída de la dictadura y la entrada a la democracia. 
Se puede apreciar que los primeros cuatro cambios se dan con una 
periodicidad aproximada de cinco años, un ciclo que corresponde a una de las 
puntas encontradas de 5,722 años. Esta coincidencia se repite entre los dos 
últimos cambios, el de 1969 y el de 1977 dónde la diferencia entre ellos es de 
ocho años, un ciclo con una elevada energía en el análisis espectral. 
Como se ve, cada uno de los cambios tiene asociados sus intervalos y sus 
niveles de confianza. Los niveles están todos ellos por encima del 96%. 
El siguiente punto de análisis es el gráfico de suma acumulada que va a 
verificar los cambios de tendencia descritos con anterioridad. 
 
Figura 41. Gráfico de la suma acumulada de la serie de cebada. 
El gráfico CUSUM permite ver que los cambios obtenidos a partir de la tabla de 
cambios significantes son correctos porque cada tendencia negativa 
corresponde a un período de suma acumulada negativa (pendiente negativo) y 




Por último, queda por analizar la desviación estándar que presenta la muestra. 
El análisis se realizará a partir del gráfico de control (figura 43) y la tabla 
informativa de la desviación estándar (figura 42). 
 
Figura 42. Tabla de cambios de significantes de la desviación estándar de la serie de la cebada. 
 
Figura 43. Gráfico de la desviación estándar de la serie de cebada. 
En el gráfico se representa la desviación estándar a lo lardo de la serie 
temporal. Los valores no sobrepasan las bandas de control en ningún caso 
antes del año 1974, excepto en un punto de entre 1910-1912. A partir de 1974 
se sobrepasa la banda de control superior varias veces debido a que la serie 
presenta valores muy oscilatorios que dan grandes y pequeños rendimientos 
en espacios muy cortos de tiempo. También hay que ver que el año 2004 hay 
un cambio en la desviación estándar que es debido al valor anómalo de 
rendimiento, muy inferior a los de su alrededor, que se da ese año. 
 
2.2.3 Resultados del maíz 
El maíz presenta una variación cíclica importante y esto se refleja en el gráfico 




Figura 44. Gráfico con los datos de rendimiento del maíz con los límites de control 
Se presentan catorce cambios de tendencia en el cultivo, y se aprecia que el 
rendimiento es muy similar entre 1904 y 1955. A partir de ese año se 
incrementa el rendimiento combinado con algún cambio negativo pero que 
llega a sus máximos sobre el año 2000. Los cambios se definen con exactitud 




Figura 45. Tabla de cambios significantes en la serie de maíz. 
Destacar que el nivel de confianza es superior en todos los casos al 94% y que 
la tabla permite ver cual de los cambios es más importante en la serie. Este 
nivel aparece a la derecha de todo, y marca la importancia de cada cambio. Así 
el más importante se da en el año 1969, el siguiente en 1959 y después hay un 
empate entre los cambio que suceden en 1948 y en 2000. Tres de los cuatros 
cambios más destacados se dan durante el régimen franquista que gobernaba 
España en esos tiempos. 
Si se observa la tabla anterior, los cambios se dan con una periodicidad que va 
desde los tres años hasta los once años. Según el análisis espectral, se 
concentra una gran cantidad de energía entre los  ciclos de entre seis y doce 
años. Es decir, las variaciones cíclicas se corresponden en gran medida a las 
obtenidas en el espectro. Destacar que hay ciclos que se dan con el mismo 
período que las puntas del espectro, que eran 9,364 y 10,3 años. 
El siguiente punto de análisis es el gráfico CUSUM (figura 46), que tiene que 
corroborar las explicaciones y cambios explicados anteriormente.  
 
Figura 46. Gráfico CUSUM de la serie de maíz. 
Este gráfico señala que entre 1904 y 1959, los rendimientos del maíz presentan 
una tendencia general negativa, aunque entre estos años haya cambios 
positivos. A partir de 1969, la tendencia general pasa a ser positiva, 
exceptuando el paréntesis que se da entre 1986 y 1990. 
El siguiente factor de análisis de la desviación estándar. En el gráfico (figura 48) 
se aprecia que al tener una serie temporal con tantos cambios hay varios 
valores que sobrepasan el límite superior de control. Por último, se obtiene el 




Figura 47. Tabla de cambios significantes en la desviación estándar del maíz. 
 
Figura 48. Gráfico de la desviación estándar de la serie de maíz. 
 
2.2.4 Resultados del trigo 
 
 
Figura 49. Gráfico de la serie temporal de trigo con los límites de control. 
Este cultivo presenta seis cambios detectados por el programa, pero cabe 
señalar que aunque no sean cambios que puedan hacer variar la tendencia 
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general, la serie es bastante oscilatoria en ciclos pequeños de tiempo. Hasta el 
año 1974, el cultivo del trigo esta bastante estancado y, es partir de la caída del 
régimen franquista, cuando experimenta un crecimiento muy importante pero 
que también presenta un comportamiento cíclico con períodos cortos que no se 
consideran cambios de tendencia. 
La siguiente tabla (figura 50) señala cuando se producen los cambios en la 
tendencia. Señalar que el nivel mínimo de confianza es del 93% en el cambio 
del año 1950. El más importante se produce en 1977, cuando la producción 
experimenta un crecimiento muy destacable. Por último, señalar que los 
períodos de los cambios no concuerdan con las tres puntas encontradas en el 
análisis espectral. Si se hace un análisis más profundo, se ve que hay ciclos 
muy parecidos a una punta (la cuarta en concentración de energía) del 
espectro de valor 10,3 años. Después remarcar que las variaciones cortas que 
presenta la serie sí que presentan una periodicidad entorno a las puntas 
conseguidas en el espectro que rondan entre los dos y los seis años. 
 
Figura 50. Tabla de cambios significantes de la serie de trigo. 
El siguiente paso es corroborar las explicaciones anteriores con el gráfico 
CUSUM (figura 51), es decir, de la suma acumulada. Desde 1904 hasta 1974, la 
tendencia general es negativa, es decir, que el rendimiento del trigo no 
experimenta ningún crecimiento destacable. A partir de 1974, la tendencia da 





Figura 51. Gráfico CUSUM de la serie de rendimiento del trigo. 
Para acabar falta analizar la desviación estándar, el gráfico (figura 52) señala 
que entre 1904 y 1977 los valores no sobrepasan los límites de control, a partir 
de ese año, los valores sobrepasan el límite superior varias veces debido a las 
grandes oscilaciones que presenta la serie. 
 
 
Figura 52. Gráfico de la desviación estándar de la serie de trigo. 
2.2.5 Resultados de la patata 
Los datos de la serie temporal de la patata empiezan en el año 1929. Presenta 
varias oscilaciones, entre 1929 y 1973 el rendimiento está bastante estancado 






Figura 53. Gráfico de la serie de rendimiento de la patata con los límites de control. 
La serie presenta siete cambios de tendencia detectados por el programa. En 
la tabla inferior se detallan en qué año han sido los cambios con su intervalo y 
nivel de confianza. El nivel mínimo es del 90%. 
El cambio más importante se da en el año 1981 cuando se experimenta el 
mayor crecimiento en el cultivo. En segundo lugar hay un empate, en el año 
1973 y en el año 1999, los dos cambios dan lugar a una tendencia positiva. 
Se puede ver que la periodicidad entre los cambios hay variedad en los ciclos, 
hay ciclos cortos de entre seis y ocho años que concuerdan con las puntas 
obtenidas en el análisis del espectro. También hay ciclos más largos, 
superiores a ocho años que tienen una relación directa con el espectro, sobre 
todo aquellos entre ocho y quince años. Por último, la periodicidad de cuatro 
años obtenida en el espectro tendrá relación con las variaciones cíclicas que 




Figura 54. Tabla de cambios significantes de la serie de patata. 
El siguiente paso es analizar el gráfico CUSUM, es decir, el de suma 
acumulada (figura 55). 
Figura 55. Gráfico de la suma acumulada de la serie de patata. 
La figura núm.55 permite corroborar la información obtenida en la tabla superior. 
Hasta 1971, la tendencia es negativa exceptuando el paréntesis de 1950. A 
partir de 1971, la tendencia pasa a ser positiva hasta la actualidad.  
Por último, es necesario analizar la desviación estándar en toda la serie. El 
gráfico inferior (figura 56) permite ver que la serie sobrepasa varias veces el 
límite superior de control. Estos sobrepases son en su mayoría cambios que 
dan un vuelco de signo a la tendencia. 
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Figura 56. Gráfico de la desviación estándar de la serie de patata. 
Para acabar queda intentar encontrar la desviación estándar que presenta la 
serie temporal de la patata. En este caso, se consigue un valor de la desviación 
estándar alto. 
Figura 57. Tabla de cambios significantes de la serie de patata. 
 
2.2.6 Resultados de los viñedos 
La serie temporal del cultivo de viñedos presenta varios cambios a lo largo del 
tiempo (figura 58). La serie empieza en 1929 y experimenta una tendencia 
negativa general hasta principios de los setenta. A partir de ese momento se 
estanca el rendimiento hasta 1990. En 1990 empieza un período de 
crecimiento interrumpido hasta el 2005 cuando hay una bajada brusca del 
cultivo.   
La serie sobrepasa los límites de control inferior y superior varias veces debido 
a que la serie es bastante irregular. Presenta varias variaciones cíclicas que 
pueden tener una periodicidad relacionada con ciclos encontrados en el 
espectro. 
La serie presenta ocho cambios de tendencia que serán analizados más 
adelante. Cada cambio obliga a una variación en la tendencia pero no a un 
cambio de dirección de ella. 
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Figura 58. Gráfico de la serie de rendimiento de viñedos. 
A continuación, se detallan los años en que suceden los cambios de tendencia 
con sus límites y niveles de confianza (figura 59). 
Figura 59. Tabla de cambios significantes de la serie de viñedos. 
El nivel mínimo de confianza es del 94%, es decir, un grado elevado de 
aceptación. El cambio más importante es en 1992 cuando el cultivo 
experimenta un incremento muy importante de su rendimiento. El segundo en 
importancia es en 1971 cuando el viñedo sale, por fin, de la estanqueidad en la 
que se encontraba desde hacia muchos años. 
Al analizar el tiempo que transcurre en cada cambio, se ve que los ciclos tienen 
unos períodos comprendidos entre tres y cuatros años y entre siete y ocho 
años. Estos ciclos son iguales a los encontrados en el análisis espectral dónde 
las dos principales puntas de energía se concentraban en cuatro y ocho años. 
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Por último, hay un ciclo superior a los quince años que también concuerda con 
el espectro, debido a que en el análisis espectral este período concentra 
bastante energía. 
El siguiente paso es el análisis del gráfico de la suma acumulada (figura 60) que 
tiene que validar las conclusiones a las que se ha llegado anteriormente. 
Figura 60. Gráfico CUSUM de la serie de viñedos. 
Se comprueba que durante las primeras décadas la tendencia general es 
negativa, es decir, el rendimiento no crece a lo largo de los años hasta 
principios de los setenta cuando la tendencia pasa a ser positiva con un leve 
crecimiento durante los primeros veinte años cuando después el pendiente 
aumenta de manera importante hasta llegar a los máximos de principios de 
2000. 
El último punto del análisis es la desviación estándar. En el gráfico inferior 
(figura 61) muestra la desviación estándar de la serie a lo largo de los años, en 
ningún momento se supero los límites de control, exceptuando dos períodos. El 
primero de ello ocurre entre el 1971 y el 1973, el segundo de ellos en el 1992 
cuando hay un repunte de la producción. 
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Figura 61. Gráfico de la desviación estándar de la serie de viñedos. 
Figura 62. Tabla de cambios significantes de la desviación estándar para las serie de viñedos. 
Esta última figura señala que hay una estimación de la desviación estándar 
para la serie de los viñedos. 
 
2.2.7 Resultados de la alfalfa 
Esta serie se caracteriza por ser casi plana  durante los veinte primeros años. A 
continuación, se produce un aumento de la producción que se alarga quince 
años y, antes de 1978, se produce una bajada brusca de la producción. A partir 
de allí vuelve aumentar y, a partir de la década de los noventa desciende con 
variaciones cíclicas. Todo esto se refleja en la figura núm.63. 
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Figura 63. Gráfico de la serie temporal de la alfalfa con sus correspondientes límites de control. 
La serie presenta cinco cambios y son los siguientes (figura 64). 
Figura 64. Tabla de cambios significantes de la serie de la alfalfa. 
Los dos cambios más importantes se dan en 1963 y 1992. El primero marca el 
inicio del crecimiento del rendimiento y el segundo marca el descenso de la 
producción en la década de los noventa. El nivel mínimo del nivel de confianza 
es del 94%. 
La periodicidad de los ciclos en que se producen los cambios son variados. 
Hay un ciclo de cinco años, uno de siete, otro de ocho y dos de más de doce 
años. Hay que recordar que los dos picos del espectro estaban en cinco y 
nueve años y que había mucha energía concentrada entre ciclos de 
periodicidad de diez a veinte años. Por lo tanto, los resultados obtenidos en el 
espectro se asemejan a los obtenidos en el análisis de la tendencia. 
El siguiente paso es la verificación de las explicaciones anteriores con el 
gráfico de la suma acumulada, es decir, el CUSUM. 
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Figura 65. Gráfico CUSUM de la serie de la alfalfa. 
El gráfico (figura 65) muestra una tendencia negativa desde el inicio de la serie 
hasta el 1963, eso quiere decir una disminución de los rendimientos. Entre 
1963 y 1980 hay período de estancamiento dónde la tendencia se mantiene 
plana, a partir de 1969 aumenta la suma acumulada, es decir, pendiente 
positivo que corresponde a un aumento de la productividad. 
El siguiente punto de análisis es la distribución de la desviación estándar a lo 
largo de todo el período de tiempo. 
En la figura núm.66 se aprecia que la desviación se mantiene dentro de los 
límites de control hasta la bajada brusca del año 1977 que provoca un pico que 
sobresale de manera contundente por encima del límite superior. En los 
siguientes años, debido a las variaciones importantes en la productividad, se 
rebasa varias veces el límite superior de control. 
Figura 66. Gráfico de la desviación estándar de la serie de la alfalfa. 
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Por último, hay que examinar la tabla (figura 67) de cambios significantes en la 
desviación estándar. 
Figura 67. Tabla de cambios significantes de la desviación estándar de la serie de la alfalfa. 
Se puede apreciar, que la tabla detecta el cambio del año 1977 detallado 
anteriormente. 
 
2.3 ANALISIS DE LAS FUNCIONES 
En este apartado se va intentar aproximar las series temporales de cultivos con 
una función para, en un futuro, poder predecir valores de rendimiento del 
cultivo. 
Para conseguir las aproximaciones, se parte de diferentes modelos 
matemáticos. Son los siguientes: 
• Función de Fourier 
• Función racionales 
• Función polinómica 
• Función exponencial 
• Función logarítmica 
• Función hiperbólica 
• Función sigmoidal 
• Función Peak 
• Función de onda 
• Función asintótica 
• Funciones de usuario 
 
2.3.1 Resultados del arroz 
Para el cálculo de las predicciones del arroz se han utilizado las funciones de 
Fourier y las funciones racionales. 
Para poder obtener un grado de confianza sobre las funciones que se obtienen 
del ajuste con el Find Graph se recurre al r^2. En este caso todos los valores 
están por encima de 0,39. Se puede apreciar que los valore son muy inferiores 
a los obtenidos en el alfalfa, esto es debido a que hay mucha variabilidad en los 
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datos del cultivo, algo que intenta simular las curvas de Fourier y, en cambio, 
las funciones racionales asimilan la tendencia creciente que presenta el arroz. 
A continuación, se presentan las predicciones obtenidas (tabla núm.3) a partir 
de las funciones conseguidas anteriormente. 
Años 
futuros 
 Fourier (on 4 
harmonics) 
 Fourier (on 6 
harmonics) 






2010 3,910 3,703 3,831 6,031 5,973 
2015 3,639 3,864 3,832 6,136 6,056 
2020 4,264 4,359 4,270 6,244 6,139 
2025 5,162 4,962 5,092 6,356 6,222 
2030 5,445 5,464 5,410 6,472 6,306 
2035 4,881 4,993 4,924 6,592 6,390 
2040 4,108 4,015 4,146 6,716 6,474 
2045 3,910 3,925 3,850 6,845 6,558 
2050 4,415 4,516 4,468 6,978 6,643 
2055 5,088 4,943 5,071 7,117 6,728 
2060 5,413 5,371 5,278 7,261 6,813 
2065 5,387 5,631 5,606 7,411 6,899 
2070 5,325 5,261 5,381 7,568 6,985 
2075 5,396 5,114 5,006 7,730 7,071 
2080 5,510 5,699 5,698 7,900 7,157 
2085 5,599 5,851 5,960 8,078 7,244 
2090 5,745 5,455 5,335 8,263 7,331 
2095 5,934 5,769 5,792 8,457 7,418 
2100 5,861 6,203 6,297 8,660 7,506 
Tabla datos 3. Predicciones para la serie de arroz. 
Para poder apreciar de manera correcta los valores obtenidos, la figura núm.68 




Figura 68. Gráfico de las predicciones obtenidas para la serie de arroz. 
Se puede ver que las funciones de Fourier presentan un carácter cíclico como 
el que presenta el cultivo del arroz. En cambio, las dos funciones racionales 
presentan una tendencia bastante monótona similar a la que presenta toda la 
serie temporal del cultivo. 
 
2.3.2 Resultados de la cebada 
Para el cálculo de las predicciones de la cebada se han utilizado las funciones 
de Fourier y las funciones Gaussian&Line y Sine&Line. 
Las funciones de Fourier presentan un menor índice de correlación que las 
otras dos funciones, aunque presentan un comportamiento parecido a los 
cíclos que presenta la serie temporal. Las cuatro funciones elegida para la 
predicción de valores presentan una correlación superior a 0,6 con el 
rendimiento de la cebada. 
El siguiente paso es el análisis (tabla núm.4) de los datos conseguidos a partir 
de las funciones obtenidas anteriormente.  
Años futuros Fourier (on 7 harmonics) Fourier (on 6 harmonics) Gaussian&Line Sine&Line 
2010 1,081 1,194 3,488 2,992 
2015 1,238 1,311 3,592 2,836 
2020 2,022 1,835 3,696 2,715 
2025 1,519 1,650 3,800 2,670 
2030 1,459 1,502 3,904 2,726 
2035 1,969 1,792 4,008 2,892 
2040 1,457 1,610 4,111 3,155 
2045 1,032 1,042 4,215 3,488 
2050 1,217 1,055 4,319 3,849 
2055 1,236 1,406 4,423 4,191 
2060 1,427 1,402 4,527 4,473 
2065 1,501 1,359 4,631 4,662 
2070 1,470 1,652 4,734 4,742 
2075 2,154 2,096 4,838 4,718 
2080 2,683 2,565 4,942 4,611 
2085 2,690 2,877 5,046 4,459 
2090 3,016 2,928 5,150 4,307 
2095 3,282 3,192 5,253 4,200 
2100 3,376 3,562 5,357 4,175 




Figura 69. Gráfico de las predicciones de la serie de la cebada. 
En la gráfica (figura núm.69) se puede apreciar como hay dos tipos de 
comportamientos bien diferenciados, las funciones de Fourier siguen el ciclo 
descendente de la cebada en los últimos años del 2000 y no presentan 
crecimiento hasta el año 2040, en cambio, las funciones de Gauss y del seno 
presentan un comportamiento que sigue la tendencia creciente presente en la 
serie de rendimiento en los últimos cuarenta años. 
 
2.3.3 Resultados del maíz 
La serie del maíz presenta un comportamiento bastaste fácil de describir. 
Durante los primeros cincuenta años presenta subidas y bajadas que al realizar 
la media dan un rendimiento estancado. A partir de la década de los 50, este 
comportamiento se incrementa de manera rápida y no para de crecer hasta la 
finalización de la serie a mediados del 2000. 
Por lo tanto, para las predicciones del maíz se han escogido unas funciones 
que siguen esta tendencia positiva, pero presentan un comportamiento distinto 
a medida que avanza la predicción. 
Tres de las cuatros funciones elegidas para la predicción, prevén un 
crecimiento casi lineal del rendimiento del maíz. Por otro lado, la última función 
empieza con un crecimiento parecido a las tres anteriores, pero a partir del año 
2025 se estanca y prevé un crecimiento nulo del cultivo. 











2010 8.073 7.800 7.975 7.924 
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2015 8.546 8.071 8.430 8.349 
2020 9.006 8.294 8.877 8.761 
2025 9.454 8.476 9.317 9.160 
2030 9.890 8.624 9.750 9.547 
2035 10.314 8.742 10.178 9.923 
2040 10.727 8.838 10.599 10.289 
2045 11.129 8.914 11.015 10.645 
2050 11.520 8.974 11.426 10.991 
2055 11.900 9.023 11.832 11.329 
2060 12.271 9.061 12.234 11.658 
2065 12.631 9.092 12.632 11.979 
2070 12.982 9.116 13.026 12.292 
2075 13.323 9.135 13.415 12.597 
2080 13.655 9.150 13.802 12.896 
2085 13.978 9.162 14.184 13.188 
2090 14.292 9.172 14.564 13.473 
2095 14.598 9.179 14.940 13.752 
2100 14.896 9.185 15.313 14.025 
Tabla datos 5. Predicciones para la serie del maíz. 
Las funciones que prevén un aumento ininterrumpido del maíz son las 
funciones sigmoidales de Weibull y de Logistic y la función exponential de 
Phased Bi-Exp. En cambio, la función sigmoidal de Gompertz proporciona unos 
valores de estancamiento alrededor de 9 a lo largo de todos los años. 
La figura de abajo muestra la representación gráfica de las funciones elegidas 
para la predicción de valores de rendimiento del maíz. 
Por último, destacar que los valores de correlación de las funciones con la serie 
temporal son muy elevados, alrededor de 0,80 debido al comportamiento que 
presenta el maíz a lo largo de los años y que es fácilmente predecible con las 




Figura 70. Gráfico de las predicciones para la serie de maíz. 
 
2.3.4 Resultados de la patata 
Para el análisis de la patata se han elegido cuatro modelos de funciones para 
poder obtener una ventana ancha de predicciones y los resultados confirman 
esta anchura. A la vista de los resultados hay dos visiones en la predicción del 
rendimiento, la vista optimista y la vista conservadora.  
Las cuatro funciones elegidas han sido la función exponential (Phased Bi-Exp), 
la función sigmoidal (Weibull), la función gaussiana y lineal y, por última, la 
función suma de dos Lorentizian. Hay que destacar que los valores obtenidos 
de correlación de las funciones respecto a la serie temporal de la patata son 
muy elevados, por encima del 0,88; siendo la función gaussiana y lineal la que 
obtiene un valor mayor cercano a 0,9. 
Respecto a la adaptación de las funciones al comportamiento de la serie, hay 
que separar entre la parte inicial del cultivo y la parte final. La parte inicial 
presenta una serie de ciclos que presentan una media estanca entorno a 10; en 
este tramo sinuoso las funciones gaussiana&lineal y la suma de dos Lorentizian 
se adaptan a estos ciclos y, en cambio, las otras dos presentan una línea recta 
que pasa por valores medios. En la segunda parte de la serie, las cuatro 
funciones tienen un comportamiento muy parecido que solo varía en la parte 
final cuando cada una escoge un camino diferente. 
El siguiente paso es el análisis de los resultados obtenidos (tabla núm.6) que 











Sum of two 
Lorentizian 
2010 24,804 24,533 24,943 26,042 
2015 25,391 25,196 25,948 27,462 
2020 25,871 25,794 26,954 28,920 
2025 26,262 26,339 27,959 30,422 
2030 26,582 26,837 28,964 31,975 
2035 26,842 27,295 29,969 33,584 
2040 27,055 27,719 30,975 35,252 
2045 27,229 28,112 31,980 36,984 
2050 27,371 28,478 32,985 38,785 
2055 27,487 28,820 33,990 40,658 
2060 27,581 29,140 34,996 42,608 
2065 27,658 29,440 36,001 44,641 
2070 27,721 29,723 37,006 46,760 
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2075 27,773 29,989 38,011 48,971 
2080 27,814 30,240 39,017 51,279 
2085 27,849 30,478 40,022 53,691 
2090 27,877 30,703 41,027 56,212 
2095 27,899 30,917 42,033 58,850 
2100 27,918 31,120 43,038 61,610 
Tabla datos 6. Previsiones de rendimiento para la serie de la patata. 
El siguiente paso, para poder comparar de manera clara los resultados, se 
presenta figura núm.71 el gráfico de las funciones en función de los años 
futuros. 
 
Figura 71. Gráfico de las previsiones de la serie de patata. 
Como se ha dicho anteriormente, en el gráfico se ve claramente que hay dos 
funciones que prevén un aumento significativo del rendimiento de la patata y 
otras dos que prevén un estancamiento de este. 
 
 
2.3.5 Resultados del trigo 
Las tres funciones escogidas para la predicción de valores tienen un 
comportamiento muy parecido respecto a la serie de trigo. Es a partir de los 
años futuros donde los valores presentan variaciones importantes, estos se 
verán más adelante. 
Las funciones elegidas son la función seno y lineal, la función gaussiana y 
exponencial y la función gaussiana y lineal. Los valores obtenidos de 
correlación son bastante elevados, en todos los casos superan el 0,7 y el 
mayor de ellos es para la función seno y lineal que obtiene un valor r^2 de 0,74. 
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El siguiente paso es analizar las predicciones obtenidas (tabla núm.7) a partir 
de las funciones anteriores. 
Años futuros Sine&Line Gaussian&Exp Gaussian&Line 
2010 2,849 3,477 3,658 
2015 2,633 3,515 3,781 
2020 2,494 3,547 3,904 
2025 2,479 3,576 4,027 
2030 2,613 3,602 4,150 
2035 2,894 3,626 4,272 
2040 3,291 3,647 4,395 
2045 3,754 3,666 4,518 
2050 4,221 3,683 4,641 
2055 4,626 3,699 4,763 
2060 4,918 3,713 4,886 
2065 5,066 3,726 5,009 
2070 5,063 3,738 5,132 
2075 4,933 3,749 5,254 
2080 4,721 3,758 5,377 
2085 4,488 3,767 5,500 
2090 4,299 3,775 5,623 
2095 4,211 3,782 5,745 
2100 4,261 3,789 5,868 
Tabla datos 7. Predicciones obtenidas para la serie de trigo. 
La figura núm.72 muestra el gráfico de las previsiones mediante las funciones 
elegidas anteriormente. La función gaussiana&lineal prevé unos rendimientos 
en constante crecimiento, la función gaussiana&exponencial también prevé un 
crecimiento pero mucho más moderado que la anterior función. Por último, la 
función seno&lineal es mucho más sinuosa y hay que destacar el inicio de las 
predicciones con una bajada importante del rendimiento, para después 
experimentar un crecimiento muy elevado que llega a situarse por encima de 




Figura 72. Gráfico de las predicciones para la serie de trigo. 
2.3.6 Resultados de los viñedos 
La serie temporal del cultivo de viñedos presenta dos tendencias generales 
bien diferenciadas. Desde el inicio, el año 1929, hasta el año 1955 la tendencia 
es negativa, y de ahí para delante, la tendencia cambia de signo y pasa a ser 
positiva. Por lo tanto, las funciones escogidas tienen que recoger esta 
característica peculiar que presentan los datos. 
Para la predicción futura de datos, se han escogido cuatro funciones que 
presentan un valor de correlación con la serie alrededor de 0,82; pero que dan 
valores bastante diferentes a medida que se avanza con la predicción. 
Las cuatro funciones elegidas son una regresión lineal de grado 3, dos 
funciones racionales y una función hiperbólica inversa. 
El siguiente paso será el análisis de las predicciones obtenidas (tabla núm.8) a 





Rational (degree N=2, 
M=1) 




2010 7.432 7.437 6.478 7.764 
2015 8.253 8.290 7.528 8.806 
2020 9.090 9.181 8.645 9.926 
2025 9.935 10.106 9.830 11.122 
2030 10.781 11.064 11.086 12.392 
2035 11.620 12.052 12.411 13.737 
2040 12.445 13.067 13.806 15.153 
2045 13.247 14.109 15.273 16.642 
2050 14.018 15.175 16.811 18.201 
2055 14.752 16.264 18.420 19.829 
2060 15.440 17.374 20.102 21.525 
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2065 16.075 18.505 21.855 23.289 
2070 16.649 19.655 23.681 25.119 
2075 17.154 20.822 25.579 27.014 
2080 17.583 22.007 27.549 28.973 
2085 17.928 23.208 29.593 30.995 
2090 18.181 24.423 31.709 33.079 
2095 18.334 25.653 33.898 35.225 
2100 18.380 26.897 36.160 37.431 
Tabla datos 8. Predicciones para la serie de viñedos. 
Con solo echar un primer vistazo a los datos anteriores, se puede ver que los 
datos varían bastante una vez se llega al final de la predicción el año 2100 
(figura núm.73).  
 
Figura 73. Gráfico de las predicciones para la serie de viñedos. 
Las funciones racionales (grado N=3, M=2) y la función hiperbólica inversa 
predicen unos valores optimistas del rendimiento del viñedo a medida que 
avanzan los años, la función racional (grado N=2, M=1) disminuye estos 
valores en cierto grado y la regresión lineal de grado 3 presenta unos valores 
crecientes, pero un 50% menores a los obtenidos con las funciones más 
optimistas.  
 
2.3.7 Resultados de la alfalfa 
En este cultivo se han utilizado las funciones de Fourier (con seis y siete 
harmónicos) y de onda para poder ajustar los valores. Para poder saber si el 
ajuste es correcto, se ha usado el error medio cuadrado como valor de 
referencia. Los valores obtenidos son mayores a 0,86. 
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El siguiente paso ha sido averiguar si las funciones obtenidas por el programa 
dan unos valores futuros dentro de las posibilidades esperadas. Los resultados 
son los siguientes (tabla núm.9). 
Años 
futuros 
Valores Fourier (on 6 
harmonics) 




2010 16.873 17.426 27.147 
2015 15.856 19.722 26.131 
2020 21.804 18.514 21.924 
2025 28.519 27.299 23.528 
2030 30.223 34.195 26.255 
2035 42.467 41.084 24.388 
2040 38.098 34.337 22.680 
2045 48.150 53.704 24.613 
2050 57.220 55.316 25.544 
2055 57.163 54.161 23.684 
2060 39.352 42.968 23.363 
2065 45.017 45.488 25.051 
2070 30.468 26.480 24.894 
2075 14.271 16.813 23.450 
2080 17.459 20.085 23.967 
2085 25.852 20.212 25.120 
2090 27.763 30.861 24.352 
2095 35.960 37.949 23.514 
2100 41.470 37.726 24.433 
Tabla datos 9. Previsiones para la serie de la alfalfa. 
Se puede apreciar que los valores en las funciones de Fourier presentan un 
crecimiento hasta llegar al año 2055, dónde hay un punto de inflexión, a 
continuación hay una tendencia negativa para llegar al mínimo, en el año 2075, 
para a partir de ese momento volver a experimentar un crecimiento positivo. En 
el caso de la función de onda, los valores previstos de cara el futuro se 




Figura 74. Gráfico de las predicciones para la serie de la alfalfa. 
El gráfico (figura núm.74) muestra las predicciones obtenidas con el MS Excel 




3 ANÁLISIS DE LAS SERIES CLIMATOLÓGICAS 
 
3.1 3.1. ANÁLISIS DE LAS TENDENCIAS LINEALES Y FLEXIBLES 
3.1.1 Resultados del caudal del río Ebro 
El resultado (figura núm.75) de la tendencia lineal monótona es claramente 
descendiente (pendiente = -3.56). Por su parte, las tendencias flexibles 
muestran un comportamiento muy similar con un coeficiente de correlación 
entre ellas superior a 0.98. Las tendencias obtenidas con los tres métodos 
presentan un valle desde el inicio (en 1913) hasta 1930, cuando empiezan un 
repunte hasta llegar un pico en 1941 aproximadamente. Después llega un leve 
descenso y seguido de un estancamiento para después, a partir de 1960, 
iniciar un descenso muy importante que llega a su punto más bajo en 1990. A 
partir de ese momento las tendencias vuelven estancarse en torno a los 
260m3/s.  
Las tres series presentan un comportamiento muy parecido a lo largo del 
tiempo, especialmente a partir de 1960. Esto queda corroborado con los 
coeficientes de correlación entre las diferentes tendencias flexibles que en 
todos los casos están por encima de 0.98. 
 
Figura 75. Tendencias lineal (método Mann-Kendall) y flexibles (obtenidas por medio del suavizado 
gaussiano, del filtro pasa-banda (entre 2 y 20 años) y el HP (λ=100 años) para la serie de caudall del Ebro 
entre 1913 y 2007. 
Una vez extraídas las tendencias flexibles de la serie, se obtienen las 
respectivas componentes cíclicas (figura 76) del caudal del río Ebro, donde se 
observa a simple vista que periodos de altos y bajos caudales tienen una 
variabilidad con un periodo menor a 10 años. Cabe destacar que el resultado 
de las componentes cíclicas obtenidas por ambos métodos (filtro band-pass y 
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Hodrick-Prescott) es muy similar (el coeficiente de correlación entre ambas 
componentes cíclicas es superior a 0.98).  
Con el fin de establecer más concretamente los periodos de oscilación de estas 
fluctuaciones en la producción, se realizó un análisis espectral (figura 77) de las 
componentes cíclicas, donde se observa que hay dos periodos bien 
diferenciados de 3.6 y 9.5 años que presentan la mayor densidad espectral, 
aunque también hay un pico menos evidente de 2.2 años (es decir, con menor 
densidad espectral). Esto quiere decir que al eliminar la tendencia, el volumen 
por unidad de tiempo del río Ebro presenta ciclos de altas y bajas caudales de 
3.6 y 9.5 años en una proporción muy igualada entre los dos ciclos. 
 
Figura 76. Componentes cíclicas de la serie de caudal obtenidas por medio de los filtros pasa-banda 
(entre 2 y 20 años) y HP (λ = 100 años). 
 




3.1.2 Resultados de la temperatura 
El resultado (figura núm.78) de la tendencia lineal monótona es ascendente en 
toda regla con un pendiente de 0.0129. Si se miran las tendencias flexibles, los 
resultados obtenidos son similares aunque la adaptación a la variabilidad 
cíclica que presenta la serie de temperatura no es la misma en todas ellas. Las 
tendencias flexibles obtenidas con Hodrick-Prescott y el suavizado gaussiano 
se adaptan mejor a los picos y los valles de la serie temporal, en cambio, la 
tendencia flexible obtenida con el filtro pasa banda no sigue está línea de 
adaptación. Esta explicación anterior se corrobora con los coeficientes de 
correlación entre tendencias flexibles, entre la tendencia del filtro pasa banda y 
las otras dos tendencias esta alrededor de 0.98; el coeficiente de correlación 
entre las tendencias de HP y del suavizado gaussiano está por encima de 0.99. 
Al inicio de la serie hasta mediados de la década de los setenta, las tendencias 
flexibles fluctúan alrededor de los 17ºC. A partir de 1980 experimentan un 
crecimiento importante que lleva a situarlos por encima de los 18ºC a principios 
del año 2000. 
 
Figura 78. Tendencias lineal (método Mann-Kendall) y flexibles (obtenidas por medio del suavizado 
gaussiano, del filtro pasa-banda (entre 2 y 20 años) y el HP (λ=100 años) para la serie de temperatura 
entre 1920 y 2009. 
Una vez extraídas las tendencias flexibles de la serie, se obtienen las 
respectivas componentes cíclicas (figura 79) de la temperatura, donde se 
observa a simple vista que periodos de altas y bajos temperaturas tienen una 
variabilidad con un periodo relativamente pequeño. Es destacable que la 
componente cíclica obtenida a partir del filtro pasa banda presenta unos pico y 
unos valles más puntiagudos, es decir, más extremos que la componente de 
HP. Cabe destacar que el resultado de las componentes cíclicas obtenidas por 
ambos métodos (filtro band-pass y Hodrick-Prescott) es muy similar (el 




Con el fin de establecer más concretamente los periodos de oscilación de estas 
fluctuaciones en la producción, se realizó un análisis espectral (figura 80) de las 
componentes cíclicas, donde se observa que hay dos periodos bien 
diferenciados de 3 y 7.5 años que presentan la mayor densidad espectral. Esto 
quiere decir que al eliminar la tendencia, la temperatura presenta ciclos de altas 
y bajas caudales de 3 y 7.5 años, donde las mayores diferencias en la 
temperatura tienen un periodo característico de 3 años, pero hay que añadir 
que se concentra mayor energía alrededor del pico de 7.5 años, por lo tanto, es 
muy posible que las diferencias más importantes aparezcan en períodos de 
entre 7 a 10 años. 
 
Figura 79. Componentes cíclicas de la serie de temperatura obtenidas por medio de los filtros pasa-banda 
(entre 2 y 20 años) y HP (λ = 100 años). 
 
Figura 80. Diagrama de densidad espectral para la serie de temperatura. 
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3.1.3 Resultados de la precipitación 
El resultado (figura núm.81) de la tendencia lineal monótona es ascendiente 
(pendiente = 0.145), pero debido a la gran irregularidad de la serie de 
precipitación este patrón de crecimiento no es muy creíble. Por otra parte, las 
tendencias flexibles muestran un comportamiento bastante similar aunque con 
sus diferencias. El comportamiento de las tendencias obtenidas a partir del 
suavizado gaussiano y el filtro HP es casi igual (coeficiente de correlación 
superior a 0.99), en cambio, la tendencia flexible obtenida con el filtro pasa 
banda obtiene una correlación con las otras dos tendencias alrededor de 0.94. 
Las tendencias flexibles empiezan con un valle en 1923, para después seguirle 
un pico en 1938, un valle en 1951 y un pico en 1967. A partir de este año hay 
un descenso generalizado con un estancamiento hasta la actualidad. 
 
 
Figura 81. Tendencias lineal (método Mann-Kendall) y flexibles (obtenidas por medio del suavizado 
gaussiano, del filtro pasa-banda (entre 2 y 20 años) y el HP (λ=100 años) para la serie de precipitación 
entre 1920 y 2009. 
Una vez extraídas las tendencias flexibles de la serie, se obtienen las 
respectivas componentes cíclicas (figura 82) de la precipitación, donde se 
observa a simple vista que periodos de altas y bajos temperaturas tienen una 
variabilidad con un periodo pequeño. Es destacable que la componente cíclica 
obtenida a partir del filtro pasa banda presenta unos pico y unos valles más 
extremos que la componente de HP. Cabe destacar que el resultado de las 
componentes cíclicas obtenidas por ambos métodos (filtro band-pass y 
Hodrick-Prescott) es muy similar con un coeficiente de correlación entre ambas 
0.99.  
Con el fin de establecer más concretamente los periodos de oscilación de estas 
fluctuaciones en la producción, se realizó un análisis espectral (figura 83) de las 
componentes cíclicas, donde se observa que hay tres periodos bien 
diferenciados de 2, 3.5 y 5.6 años que presentan la mayor densidad espectral. 
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También hay que destacar que la diferencia entre el primer pico y los otros dos 
es muy importante. Por lo tanto, las mayores diferencias en la precipitación 
tienen un período característico de 2 años. Esto quiere decir que al eliminar la 
tendencia, la temperatura presenta ciclos de altas y bajas precipitaciones de 2 
y 3.5 años. 
 
Figura 82. Componentes cíclicas de la serie de temperatura obtenidas por medio de los filtros pasa-banda 
(entre 2 y 20 años) y HP (λ = 100 años). 
 
Figura 83. Diagrama de densidad espectral para la serie de precipitación. 
3.2 ANÁLISIS DE LA TENDENCIA 
3.2.1 Resultados del caudal del río Ebro 
La figura núm. 84 muestra la distribución de los datos a lo largo de los años, y a 





Figura 84. Caudal medio anual (m3/s) en función del año. 
Este cambio se produce a finales de los años setenta, exactamente en 1980, 
cuando España está en pleno proceso de democratización. La serie supera 
varias veces los límites de control, en los casos que se supera el límite superior 
es por caudales extremos en el río Ebro y en los que se supera el límite inferior 
es debido a épocas de sequía donde toda el agua del río queda almacenada en 
los embalses que hay a lo largo del curso del río.  
 
 
Figura 85. Tabla de cambios significantes en la tendencia de la serie de caudal. 
La figura 85 muestra la tabla de cambios en la tendencia y confirma que hay 
varios cambios. El más importante de ellos es en el año 1980. Además da 
información extra como el intervalo de confianza asociado a cada cambio y el 
nivel de confianza. 
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Para poder diferenciar el signo de la tendencia, es decir, si es creciente o 
descendente, hay que observar el gráfico de suma acumulada. 
 
Figura 86. Gráfico de la suma acumulada de la serie de caudal. 
La figura 86 muestra el gráfico CUSUM, que permite averiguar que antes de 
1965, la serie presenta una tendencia ligeramente ascendente. A partir de ese 
año, la tendencia se invierte y pasa a ser descedente. 
El último paso es averiguar si la serie presenta una desviación estándar encaje 
dentro de los límites de control establecidos por el programa. 
 
Figura 87. Gráfico de la desviación estándar de la serie de caudal. 
La figura núm. 87 muestra que la desviación estándar de la serie de caudal se 
mantiene la mayor parte del tiempo dentro de los límites de control 
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exceptuando una punta en el año 1930 y otra que roza en 1980. En los dos se 
supera el límite superior. 
 
Figura 88. Tabla de cambios significantes de la desviación estándar. 
La figura núm. 88 demuestra que el período que ha sido interpolado por falta de 
datos (Guerra Civil y inicio de la dictadura franquista) produce un cambio en la 
desviación estándar que el programa ha detectado. 
 
3.2.2 Resultados de la precipitación acumulada 
La precipitación acumulada aparece como una serie muy irregular donde hay 
una gran variabilidad de valores, tanto picos como valles.  
 
Figura 89. Grafico de la serie de precipitación acumulada. 
La figura núm. 89 muestra el gráfico de la serie de precipitación. Aunque haya 
mucha variación en los datos en ningún momento se superan los límites de 
control y solo aparece un cambio significativo en la tendencia. La figura núm.90 
afirma que este cambio se produce en 1932. El intervalo de confianza se 




Figura 90. Tabla de cambios significantes en la serie de precipitación. 
El siguiente paso es poder decir que signo presentan las dos tendencias 
identificadas en la serie. El gráfico CUSUM (figura núm.91) permite esta 
identificación. Antes del año 1932, la suma acumulada es negativa por lo tanto 
la tendencia es descendente, y a partir de 1932, la tendencia pasa a ser 
ligeramente creciente hasta llegar a un máximo cerca de 1975 y, después, 
empieza a descdender de nuevo. 
 
Figura 91. Gráfico de suma acumulada en la serie de precipitación. 
Por último, hay que buscar que la serie presenta una desviación estándar. El 
gráfico de la desviación estándar (figura núm.92) en toda la serie permite 
comprobar los límites de control no son superados en ningún momento y 
permite decir que hay dos cambios significativos en la desviación estándar. Los 




Figura 92. Gráfico de la desviación estándar en la serie de precipitación. 
 
Figura 93. Tabla de cambios significativos de la desviación estándar. 
 
3.2.3 Resultados de la temperatura 
La serie de temperatura presenta una variabilidad importante a lo largo de los 
años, pero se aprecia a simple vista (figura núm.94) que la tendencia general de 




Figura 94. Gráfico de la serie de temperatura. 
La serie presenta un cambio significativo (figura núm.95) en 1994, cuando la 
serie climática experimenta un aumento importante.  
 
Figura 95. Tabla de cambios significativos de la serie de temperatura. 
Este punto de inflexión es muy significativo porque con un nivel de confianza 
del 100% permite afirmar que la media es muy diferente a un lado y otro de 
1994. Quiere decir que ente 1920 y 1993, la media esta alrededor de 17ºC y 
entre 1994 y 2009 sube hasta los 18ºC. 
El siguiente paso es la obtención del signo de las dos tendencias que hay en 
esta serie. Es muy posible que las dos tendencias sean positivas, pero habrá 




Figura 96. Gráfico de la suma acumulada de la serie de temperatura. 
El gráfico CUSUM demuestra que la tendencia a partir del año 1994 tiene un 
peso mucho más importante que la comprendida entre 1920 a 1994. En el 
primer período la suma acumulada es negativa cuando en el período entre 
1994 a 2009 es positivo, esto permite deducir el peso de cada una de las 
tendencias. 
Para terminar destacar que la desviación estándar de la serie no supera los 
límites de control (figura núm.97) y que hay un cambio significativo (figura núm. 
98) en la desviación estándar en el año 1974, cuando la desviación se reduce 
de 0,62 a 0,18. 
 




Figura 98. Tabla de cambios significativos en la desviación estándar. 
 
3.3 ANÁLISIS DE LAS FUNCIONES 
El objetivo en este apartado es de conseguir una función o varias funciones 
que permitan, en un futuro próximo o a largo período, predecir un valor 
estimado para las series climatológicas que en este caso son el caudal en el río 
Ebro, la precipitación media anual y la temperatura media anual. Todos los 
datos están recogidos en la provincia de Tarragona en la población de Tortosa. 
Para conseguir las aproximaciones, se parte de diferentes modelos 
matemáticos. Son los siguientes: 
• Función de Fourier 
• Función racionales 
• Función polinómica 
• Función exponencial 
• Función logarítmica 
• Función hiperbólica 
• Función sigmoidal 
• Función Peak 
• Función de onda 
• Función asintótica 
• Funciones de usuario 
 
3.3.1 Resultados del caudal del río Ebro 
El caudal del río Ebro está regulado en todo su curso por diferentes embalses, 
por lo tanto, el objetivo ha sido encontrar una función que permita obtener unas 
valores acorde a los datos obtenidos hasta el momento. 
Las funciones elegidas han sido las funciones Peak de Gram-Charlier, de 
Edgeworth-Cramer y Asymptotic Power Peak 
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Los coeficientes de correlación obtenidos con las funciones elegidas no son 
muy elevados, entre 0,43 y 0,46, siendo el mayor de ellos obtenido a través de 
la función de Edgeworth-Cramer. 
A continuación se presentan las predicciones (tabla núm.10) obtenidas a través 
de las funciones descritas anteriormente. 
Años futuros Gram-Charlier Edgeworth-Cramer Asym. Power Peak 
2010 289.513 275.657 264.439 
2015 309.440 288.998 259.495 
2020 331.640 307.657 256.104 
2025 353.033 328.913 253.811 
2030 371.654 350.351 252.282 
2035 386.604 370.099 251.279 
2040 397.808 386.926 250.632 
2045 405.704 400.224 250.223 
2050 410.962 409.916 249.968 
2055 414.282 416.308 249.814 
2060 416.276 419.941 249.723 
2065 417.415 421.454 249.670 
2070 418.036 421.480 249.641 
2075 418.360 420.574 249.625 
2080 418.520 419.182 249.616 
2085 418.596 417.627 249.612 
2090 418.631 416.123 249.610 
2095 418.645 414.791 249.609 
2100 418.652 413.683 249.609 
Tabla datos 10. Predicciones obtenidas para años futuros para el caudal del Ebro. 
Como se ve los resultados obtenidos son variados, ya que hay dos puntos de 
vista. El punto de vista optimista cree que el caudal aumentará y se estabilizará 
en torno a los 415m3/s (función Gram-Charlier y Edgeworth_Cramer), y por otra 
parte, el punto de vista conservador que da unos resultados en torno a los 
250m3/s (función Asymptotic Power Peak. 
Estas diferencias quedan bien explicitas en el gráfico (figura núm.99) de las 




Figura 99. Gráfico de las predicciones para el caudal en el río Ebro. 
 
3.3.2 Resultados de la precipitación acumulada 
La serie de precipitación acumulada es quizá la más difícil de ajustar por su 
inestabilidad y por sus cambios a lo largo del paso del tiempo. Para esta serie 
se han escogido tres funciones oscilatorias que dan unas previsiones muy 
diferentes con el paso de los años.  
Las funciones escogidas son la función de Fourier de 4 harmónicos, la función 
de onda SineSqr y la función Sine&Line.  
Los coeficientes de correlación obtenidos con estas funciones son muy bajos 
debido a la gran cantidad de ciclos que presenta la serie de precipitación. La 
función de Fourier obtiene un coeficiente de correlación de 0,058, la función 
Sine&Line de 0,039 y la función de SineSqrt de 0,024. 
A continuación se presentan las predicciones (tabla núm.11) obtenidas a través 
de las funciones descritas anteriormente. 
Años futuros Fourier (on 4 harmonics) Sinesqrt SineLine 
2010 469.610 541.536 476.948 
2015 430.564 566.694 442.656 
2020 498.495 588.854 479.301 
2025 609.192 603.882 547.927 
2030 636.081 608.974 577.928 
2035 562.097 603.182 536.923 
2040 500.932 587.585 462.809 
2045 538.732 565.093 426.248 
2050 626.663 539.900 460.738 
2055 663.090 516.707 529.456 
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2060 622.931 499.838 561.704 
2065 556.088 492.441 522.879 
2070 502.023 495.894 448.718 
2075 468.665 509.555 409.931 
2080 470.413 530.875 442.218 
2085 515.367 555.876 510.937 
2090 557.139 579.897 545.389 
2095 530.738 598.456 508.789 
2100 455.329 608.093 434.673 
Tabla datos 11. Predicciones obtenidas para años futuros para la precipitación acumulada en la 
provincia de Tarragona. 
Las predicciones obtenidas presentan diferencias importantes aunque dos de 
las funciones lleguen al año 2100 con una predicción parecida. Las funciones 
de Fourier y de Sine&Line presentan unas oscilaciones en el tiempo parecidas 
pero con resultados superiores para la función de Fourier. Por otra parte, la 
función SineSqrt presenta unas oscilaciones de período superior que implican 
unas predicciones diferentes a las dos anteriores. Toda esta explicación queda 
reflejada en la figura núm.100. 
 
Figura 100. Gráfico de las predicciones para la precipitación acumulada en la provincia de Tarragona. 
3.3.3 Resultados de la temperatura 
La serie de temperatura se caracteriza por tener unos ciclos iniciales donde la 
temperatura media se mantiene alrededor de 17ºC, pero a partir del año 1975 
experimenta un crecimiento sostenido hasta la actualidad. Por lo tanto, las 
funciones elegidas para realizar predicciones deben seguir este tendencia 




Las funciones elegidas han sido la función Gaussian&Line, la función Peak de 
tipo distribución Rayleigh y la función sigmoidal de tipo Logistic. 
Los coeficientes de correlación obtenidos son similares a los obtenidos en el 
cálculo de predicciones en la serie de caudal, es decir, están por encima de 
0,4. El coeficiente de correlación más elevado se ha obtenido con la función de 
distribución de Rayleigh que es igual a 0,446 y el más bajo proviene de la 
función Gaussian&Line que da un valor de 0,429. 
A continuación se presentan las predicciones (tabla núm.12) obtenidas a través 
de las funciones descritas anteriormente. 
Años futuros Rayleigh distribution Sigmoidal: Logistic 
Gaussian & 
Line 
2010 18.212 18.163 18.278 
2015 18.315 18.254 18.436 
2020 18.393 18.332 18.577 
2025 18.446 18.400 18.703 
2030 18.473 18.460 18.816 
2035 18.477 18.512 18.920 
2040 18.460 18.559 19.018 
2045 18.423 18.600 19.112 
2050 18.369 18.637 19.203 
2055 18.301 18.671 19.293 
2060 18.222 18.701 19.382 
2065 18.134 18.728 19.470 
2070 18.041 18.753 19.559 
2075 17.946 18.776 19.647 
2080 17.850 18.797 19.735 
2085 17.755 18.816 19.823 
2090 17.663 18.834 19.912 
2095 17.577 18.850 20.000 
2100 17.495 18.865 20.088 
Tabla datos 12. Predicciones obtenidas para años futuros para la temperatura media en la 
provincia de Tarragona. 
Los previsiones obtenidas prevén tres entornos bien diferenciados, mientras 
que la funciones Gaussian&Line y la sigmoidal tipo Logistic predicen aumento 
ininterrumpido de las temperaturas, la función de distribución Rayleigh predice 
un máximo en el año 2035 y, a partir de aquí, un descenso de la temperatura 
media. También hay que añadir que el aumento previsto por las dos funciones 
anteriores es muy diferente con una diferencia de más de un grado en el año 
2100. En el gráfico (figura núm.101) inferior se visualizan las previsiones de 









El coeficiente de correlación de Pearson es un índice que mide la relación lineal 
entre dos variables aleatoria cuantitativas. La correlación de Pearson es 
independiente de la escala de medida de las variables. 
El índice de correlación varía entre [-1,1] y hay que interpretarlo de la siguiente 
manera: 
• Si r = 1, existe una correlación positiva perfecta. El índice indica una 
dependencia total entre las dos variables denominada relación directa. 
Cuando una de ellas aumenta, la otra también lo hace en proporción 
constante. 
• Si 0 < r < 1, existe una correlación positiva. 
• Si r = 0, no existe relación lineal. Esto no implica que las variables sean 
independientes, pueden existir relaciones no lineales entres las dos 
variables. 
• Si -1 < r < 0, existe una correlación negativa. 
• Si r = -1, existe una correlación negativa perfecta. El índice indica una 
dependencia total entre las dos variables llamada relación inversa. 
Cuando una de ellas aumenta, la otra disminuye en proporción 
constante. 
El objetivo principal de este trabajo es encontrar las posibles correlaciones que 
existan entre las series climáticas y las series de cultivos. 
 
4.1 CORRELACIONES ENTRE LAS SERIES CLIMÁTICAS 
Los coeficientes de correlación obtenidos son bastante interesantes como 
demuestra la tabla inferior (tabla núm.13). 
Coef.'s Correlación 
Caudal y Temperatura -0.398 
Caudal y Precipitación 0.201 
Temperatura y Precipitación -0.245 
Tabla datos 13. Coeficientes de correlación obtenidos para las series climáticas. 
Se puede apreciar que existe una correlación positiva entre el caudal y la 
precipitación, algo que tiene bastante sentido debido a que un aumento de la 
precipitación afecta de manera directa a que se incremente el caudal del río.  
Por otra parte, existe una correlación negativa entre el caudal y la temperatura 
debido a que un aumento de la temperatura implica un mayor uso del agua por 
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parte de la población y, en consecuencia, una mayor parte del agua que fluye 
por el río queda almacenada en los embalses; también hay que tener en cuenta 
que un aumento de temperatura, aumenta la posibilidad de evaporación del 
agua. También existe una correlación negativa entre la temperatura y la 
precipitación aunque de menor grado que la que existe entre el caudal y la 
temperatura, está relación viene, posiblemente, debida a que las mayor 
cantidad de precipitación que se acumula se da en estaciones del año dónde la 
temperatura no alcanza sus máximos, es decir, en primavera y otoño. 
 
4.2 CORRELACIONES ENTRE LAS SERIES DE CULTIVOS 
Todas las correlaciones obtenidas en el análisis dan una correlación positiva 
como se puede ver en la tabla (tabla núm.14) inferior.  
Coef.'s Correlación 
Arroz y Cebada 0.406 
Arroz y Maíz 0.517 
Arroz y Trigo 0.414 
Arroz y Patata 0.423 
Arroz y Viñedos 0.379 
Arroz y Alfalfa 0.466 
Cebada y Maíz 0.749 
Cebada y Trigo 0.885 
Cebada y Patata 0.755 
Cebada y Viñedos 0.729 
Cebada y Alfalfa 0.678 
Maíz y Trigo 0.722 
Maíz y Patata 0.809 
Maíz y Viñedos 0.828 
Maíz y Alfalfa 0.693 
Trigo y Patata 0.794 
Trigo y Viñedos 0.697 
Trigo y Alfalfa 0.751 
Patata y Viñedos 0.781 
Patata y Alfalfa 0.733 
Viñedos y Alfalfa 0.600 
Tabla datos 14. Coeficientes de correlación obtenidos para las series de cultivos. 
La primera observación posible es que los coeficientes de correlación del arroz 
con los otros cultivos son más bajos que los demás, esto podría ser debido a 
las condiciones de cultivo específicas que requiere el arroz y no son necesarias 
en los otros cultivos estudiados. También destacar que los cultivos de la 
cebada y el maíz obtienen los índices de correlación más elevados y, 
sobresalen por encima de todos, el coeficiente de correlación entre la cebada y 
el trigo que vale 0.885. Esta correlación casi perfecta puede ser debida a que 
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los dos cultivos son cereales y necesitan unas características de cultivo muy 
similares. 
 
4.3 CORRELACIONES ENTRA EL CAUDAL Y LOS CULTIVOS 
Los resultados obtenidos en el análisis dan unas correlaciones negativas en las 
combinaciones posibles. En la tabla inferior (tabla núm.15) se pueden ver los 
coeficientes de correlación obtenidos. 
Coef.'s Correlación 
Caudal y Arroz -0.458 
Caudal y Cebada -0.462 
Caudal y Maíz -0.613 
Caudal y Trigo -0.463 
Caudal y Patata -0.661 
Caudal y Viñedos -0.562 
Caudal y Alfalfa -0.632 
Tabla datos 15. Coeficientes de correlación obtenidos para las combinaciones entre la serie de 
caudal y las series de cultivos. 
Los coeficientes de correlación obtenidos son elevados porque la mayoría de 
ellos superan el valor de 0,5. El mayor de todos ellos es el que aparece con la 
combinación de las series de caudal y de la patata que tiene un valor de -0,66, 
es decir, existe una relación bastante negativa entre ellos.  
Hay que decir que el aumento o la disminución del caudal no se rige por 
factores climatológicos sino por factores externos debido a la regulación que 
presenta el río Ebro. Además en el rendimiento de los cultivos también afecta 
factores externos ajenos a las inclemencias climáticas. Pero una de las 
posibles causas de esta correlación negativa es que un aumento del caudal del 
río Ebro implica un aumento de la humedad en la zona y, este factor ambiental, 
afecta de manera negativa en los cultivos como es el caso de la patata. 
 
4.4 CORRELACIONES ENTRE LA PRECIPITACIÓN Y LOS CULTIVOS. 
Los coeficientes de correlación obtenidos (tabla núm.16) permiten decir que 
índices de relación entre la precipitación y los cultivos son casi nulos 
exceptuando el caso de combinación entre la precipitación y de la patata.  
Coef. Correlación 
Precipitación y Arroz -0.155 
Precipitación y Cebada -0.030 
Precipitación y Maíz -0.035 
Precipitación y Trigo -0.091 
Precipitación y Patata -0.214 
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Precipitación y Viñedos -0.114 
Precipitación y Alfalfa -0.088 
Tabla datos 16. Coeficientes de correlación obtenidos para las combinaciones entre la serie de 
precipitación y las series de cultivos. 
Se puede apreciar que los coeficientes obtenidos son mayormente inferiores al 
15%, solo en el caso de la precipitación y de la patata llega al -21,4%. Por lo 
tanto, la conclusión que se puede llegar es que la precipitación no influye de 
manera significativa en el rendimiento de los cultivos, y en todo caso, el efecto 
que pueda provocar un episodio de precipitación en poco tiempo, elemento 
característico del clima mediterráneo, será negativo. 
 
4.5 CORRELACIONES ENTRE LA TEMPERATURA Y LOS CULTIVOS. 
La temperatura es un elemento importante que afecta de manera clara al 
rendimiento del cultivo y esta afirmación queda corroborada con los 
coeficientes obtenidos (tabla núm.17) en el análisis. Hay que añadir que en 
todos los casos de combinación estudiados la correlación es positiva.  
 
Coef.'s Correlación 
Temperatura y Arroz 0.317 
Temperatura y Cebada 0.315 
Temperatura y Maíz 0.514 
Temperatura y Trigo 0.400 
Temperatura y Patata 0.575 
Temperatura y Viñedos 0.528 
Temperatura y Alfalfa 0.367 
Tabla datos 17. Coeficientes de correlación obtenidos para las combinaciones entre la serie de 
temperatura y las series de cultivos. 
Los coeficientes de correlación obtenidos varían entre 0,3 y 0,6. El menor de 
los casos se da en la combinación entre la temperatura y el arroz con un valor 
del 31,7% y el mayor de los casos se da en la combinación entre la 
temperatura y la patata con un valor del 57,5.  
La correlación positiva viene dada a que las temperaturas en la provincia de 
Tarragona son suaves a lo largo de los meses fríos y elevadas en los meses 
más cálidos, elementos necesarios para obtener un rendimiento correcto de los 





Después de analizar de manera detallada los coeficientes de correlación 
obtenidos, se puede llegar a la conclusión de que cultivos estás más expuestos 
a las condiciones climáticas y aquellos que les resulta indiferente las 
condiciones climáticas del entorno. Así los cultivos más vulnerables a las 
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