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Abstract
In this paper we study the hyponormality and subnormality of 2-variable weighted shifts using the Schur
product techniques in matrices. As applications, we generalize the result in [R. Curto, J. Yoon, Jointly hy-
ponormal pairs of subnormal operators need not be jointly subnormal, Trans. Amer. Math. Soc. 358 (2006)
5135–5159, Theorem 5.2] and give a non-trivial, large class satisfying the Curto–Muhly–Xia conjecture
[R. Curto, P. Muhly, J. Xia, Hyponormal pairs of commuting operators, Oper. Theory Adv. Appl. 35 (1988)
1–22] for 2-variable weighted shifts. Further, we give a complete characterization of hyponormality and
subnormality in the class of flat, contractive, 2-variable weighted shifts T ≡ (T1, T2) with the condition that
the norm of the 0th horizontal 1-variable weighted shift of T is a given constant.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The Lifting Problem for Commuting Subnormals (LPCS) asks for necessary and sufficient
conditions on commuting pairs of subnormal operators on a Hilbert space (we use H0 to denote
the set of such pairs) to admit a joint normal extension. It is well known that the commutativity
of the pair is necessary but not sufficient [1,15–17], and it has recently been shown that the
joint hyponormality of the pair is necessary but not sufficient [10]. In previous work we gave
abstract solutions ([6, Theorem 3.1], [20, Theorem 2.7]) and concrete necessary conditions, albeit
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shifts. In this paper we study the hyponormality and subnormality of 2-variable weighted shifts
using the Schur product techniques in matrices. In Theorem 2.1 we show that for two given
k-hyponormal (k  1) 2-variable weighted shifts R := (R1,R2) and S := (S1, S2) with weights
α := (α(1)(k1,k2), β
(1)
(k1,k2)
) and β := (α(2)(k1,k2), β
(2)
(k1,k2)
) (k1, k2  0), respectively, the Schur product
R ◦ S is also a k-hyponormal 2-variable weighted shift with weights
α ◦ β := (α(1)(k1,k2)α(2)(k1,k2), β(1)(k1,k2)β(2)(k1,k2))∞k1,k2 .
As an application of Theorem 2.1, we generalize the result in [10, Theorem 5.2]. For this, let
Wα := shift(α0, α1, . . .) be the 0th horizontal 1-variable weighted shift of T := (T1, T2) ∈ H0,
with ‖Wα‖ = b, where b > 0 is given (see Fig. 2). Further, let TM be subnormal with Berger
measure δ{b2} × μβ1 , where M := {k ∈ Z2+: k2  1}, δ{b2} denotes the point-mass probability
measure with support the singleton {b2} and μβ1 is the Berger measure of shift(β1, β2, . . .). We
can then show that the Berger measure μα of Wα has an atom at {b2} if and only if T is subnormal
if and only if T is hyponormal (Theorem 2.8). In Theorem 2.8 and Lemma 3.2 we give a non-
trivial, large class satisfying the Curto–Muhly–Xia conjecture [7] for 2-variable weighted shifts,
that is, T ∈ H0 is hyponormal if and only if T is subnormal. The class in Theorem 2.8 contains
the examples in [10, Section 5], [11, Corollary 4.7 and Proposition 4.10], [12, Remark 3.5], [13,
Theorem 3.10] and [20, Example 2.12]. Finally, in Section 3, we give a complete characterization
of hyponormality and subnormality in the class FC of flat, contractive 2-variable weighted shifts
T ∈H0 with the condition ‖Wβ‖ = b, where b > 0 is given (see Fig. 3(ii)).
We devote the rest of this section to establishing our basic terminology and notation. LetH be
a complex Hilbert space and let B(H) denote the algebra of bounded linear operators on H. We
say that T ∈ B(H) is normal if T ∗T = T T ∗, and subnormal if T = N |H, where N is normal and
N(H) ⊆H. An operator T such that T ∗T  T T ∗ is said to be hyponormal. For S,T ∈ B(H)
let [S,T ] := ST − T S. We say that an n-tuple T : = (T1, . . . , Tn) of operators on H is (jointly)
hyponormal if the operator matrix
[
T∗,T
] :=
⎛⎜⎜⎝
[T ∗1 , T1] [T ∗2 , T1] · · · [T ∗n , T1][T ∗1 , T2] [T ∗2 , T2] · · · [T ∗n , T2]
...
...
. . .
...
[T ∗1 , Tn] [T ∗2 , Tn] · · · [T ∗n , Tn]
⎞⎟⎟⎠
is positive on the direct sum of n copies of H (cf. [2,7]). The n-tuple T is said to be normal if
T is commuting and each Ti is normal, and T is subnormal if T is the restriction of a normal
n-tuple to a common invariant subspace. Clearly, normal ⇒ subnormal ⇒ hyponormal. The
Bram–Halmos criterion for subnormality states that an operator T ∈ B(H) is subnormal if and
only if∑
i,j
(
T ixj , T
j xi
)
 0
for all finite collections x0, x1, . . . , xk ∈ H [3,4]. Using Choleski’s algorithm for operator ma-
trices, it is easy to see this is equivalent to the k-tuple (T ,T 2, . . . , T k) is hyponormal for all
k  1.
For α ≡ {αn}∞n=0 a bounded sequence of positive real numbers (called weights), let
Wα :
2(Z+) → 2(Z+) be the associated unilateral weighted shift, defined by Wαen := αnen+1
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venience, we will write sometimes “shift{α0, α1, . . .}” for Wα . In particular, U+ := shift{1,1, . . .}
and Sa := shift{a,1,1, . . .}. For a weighted shift Wα , the moments of α are given as
γk ≡ γk(α) :=
{1, if k = 0,
α20 · · ·α2k−1, if k > 0.
It is easy to see that Wα is never normal, and that it is hyponormal if and only if α0  α1  · · ·.
Similarly, consider double-indexed positive bounded sequences αk, βk ∈ ∞(Z2+), k ≡ (k1, k2) ∈
Z
2+ := Z+ ×Z+ and let 2(Z2+) be the Hilbert space of square-summable complex sequences in-
dexed by Z2+. (Recall that 2(Z2+) is canonically isometrically isomorphic to 2(Z+)⊗ 2(Z+).)
We define the 2-variable weighted shift T := (T1, T2) by
T1ek := αkek+ε1 and T2ek := βkek+ε2 ,
where ε1 := (1,0) and ε2 := (0,1). Clearly,
T1T2 = T2T1 ⇔ βk+ε1αk = αk+ε2βk (for all k). (1.1)
In an entirely similar way one can define multivariable weighted shifts. Trivially, a pair of uni-
lateral weighted shifts Wα and Wβ gives rise to a 2-variable weighted shift T ≡ (T1, T2), if we
let α(k1,k2) := αk1 and β(k1,k2) := βk2 (all k1, k2 ∈ Z2+). In this case, T is subnormal (respectively
hyponormal) if and only if so are T1 and T2; in fact, under the canonical identification of 2(Z2+)
and 2(Z+) ⊗ 2(Z+), T1 ∼= I ⊗ Wα and T2 ∼= Wβ ⊗ I , and T is also doubly commuting. For
this reason, we do not focus attention on shifts of these types, and use them only when the above
mentioned triviality is desirable or needed.
We recall the notion of moment of order k for a pair (α,β) satisfying (1.1). Given k ∈ Z2+,
the moment of (α,β) of order k is
γk ≡ γk(α,β)
:=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if k = 0,
α2(0,0) · · · · · α2(k1−1,0), if k1  1 and k2 = 0,
β2(0,0) · · · · · β2(0,k2−1), if k1 = 0 and k2  1,
α2(0,0) · · · · · α2(k1−1,0) · β2(k1,0) · · · · · β2(k1,k2−1), if k1  1 and k2  1
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
We remark that, due to the commutativity condition (1.1), γk can be computed using any non-
decreasing path from (0,0) to (k1, k2). We now recall Berger’s Theorem, a well-known charac-
terization of subnormality for multivariable weighted shifts (due to C. Berger (cf. [14])): T ≡
(T1, . . . , Tn) (n 1) has commuting normal extension if and only if there is a probability mea-
sure μ (called Berger measure) defined on the n-dimensional rectangle R = [0, a1]×· · ·×[0, an]
where ai = ‖Ti‖2 such that
γk =
∫
R
tk dμ(t) :=
∫
R
t
k1
1 · · · tknn dμ(t), for all k 0.
(Here k 0 means ki  0 (for all i = 1, . . . , n).) If T ≡ Wα , that is, for single variable weighted
shifts (cf. [4, III.8.16]), Wα is subnormal if and only if there exists a probability measure μα
supported in [0,‖Wα‖2] such that γk(α) := α20 · · ·α2k−1 =
∫
tk dμα(t) for all k  1. If Wα is sub-
normal, and if for h 1 we let Mh :=∨{en: n h} denote the invariant subspace obtained by
removing the first h vectors in the canonical orthonormal basis of 2(Z+), then Berger measure
of Wα|Mh is 1 th dμα(t).γh
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To detect hyponormality for 2-variable weighted shifts, there is a simple criterion involving
a base point k in Z2+ and its five neighboring points in k + Z2+ at path distance at most 2 (called
Six-point Test; [5]; see Fig. 1(i)), that is, given 2-variable weighted shift T ≡ (T1, T2), with weight
sequences α and β (see Fig. 1(ii)),[
T∗,T
]
 0 ⇔ (([T ∗j , Ti]ek+εj , ek+εi ))2i,j=1  0 (for all k ∈ Z2+)
⇔ H(k) :=
(
α2k+ε1 − α2k αk+ε2βk+ε1 − αkβk
αk+ε2βk+ε1 − αkβk β2k+ε2 − β2k
)
 0(
for all k ∈ Z2+
)
. (1.2)
We say that T ≡ (T1, T2) is k-hyponormal (k  1) (see [6]) if
T(k) := (T1, T2, T 21 , T2T1, T 22 , . . . , T k1 , T2T k−11 , . . . , T k2 )
is hyponormal, or equivalently([(
T
q
2 T
p
1
)∗
, T m2 T
n
1
])
1n+mk
1p+qk
 0.
If T ≡ (T1, T2) is 2-variable weighted shift with weight sequences α ≡ {αk} and β ≡ {βk}, then
T is k-hyponormal
⇔ Mk(k) := (γk+(n,m)+(p,q)) 0n+mk
0p+qk
 0 for all k ∈ Z2+ [6, Theorem 2.4].
(1.3)
2. Schur product in commuting 2-variable weighted shifts
In this section we study the k-hyponormality (k  1) of 2-variable weighted shifts using
the Schur product. For matrices A,B ∈ Mn(C), we let A ◦ B denote their Schur product. For
α ≡ {αn}∞ and β ≡ {βn}∞ , the Schur product of α and β is defined by α ◦ β := {αnβn}∞ .n=0 n=0 n=0
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two 1-variable subnormal weighted shifts Wα and Wβ , their Schur product Wα ◦ Wβ , which
we denote by Wαβ , is subnormal. That is, if Wα and Wβ are k-hyponormal (k  1) 1-variable
weighted shifts, then the Schur product Wαβ ≡ Wα ◦Wβ is a k-hyponormal 1-variable weighted
shift [8]. In Theorem 2.1 we extend this result to 2-variable weighted shifts. We first define the
Schur product between 2-variable weighted shifts R := (R1,R2) and S := (S1, S2). Let R and S
be 2-variable weighted shifts with weights α ≡ (α(1)(k1,k2), β
(1)
(k1,k2)
) and β ≡ (α(2)(k1,k2), β
(2)
(k1,k2)
) for
some k1, k2  0, respectively. We define the Schur product of α and β by
α ◦ β := (α(1)(k1,k2)α(2)(k1,k2), β(1)(k1,k2)β(2)(k1,k2))∞k1,k2 .
We denote the class of commuting k-hyponormal (k  1) pairs of subnormal operators on a
Hilbert space by Hk and a commuting subnormal pair by H∞. We then have:
Theorem 2.1. Let R ≡ (R1,R2) and S ≡ (S1, S2) be k-hyponormal (k  1) 2-variable weighted
shifts with weights α and β , respectively. Then R ◦ S is a k-hyponormal (k  1) 2-variable
weighted shift with weights α ◦ β .
Proof. Let γ (1)k and γ
(2)
k (k ∈ Z2+) be the moments of α and β , respectively. Further, let M(1)k (k)
and M(2)k (k) (k  1) be the moments matrices (given by (1.3)) of R ≡ (R1,R2) and S ≡ (S1, S2),
respectively. If we assume that R ≡ (R1,R2) and S ≡ (S1, S2) are k-hyponormal 2-variable
weighted shifts, then by (1.3)
M
(1)
k (k) ≡
(
γ
(1)
k+(n,m)+(p,q)
)
0n+mk
0p+qk
 0
and
M
(2)
k (k) ≡
(
γ
(2)
k+(n,m)+(p,q)
)
0n+mk
0p+qk
 0
for all k ∈ Z2+. Direct calculation shows that the corresponding moments γk of α ◦ β satisfy
γk = γ (1)k γ (2)k for all k ∈ Z2+ and it then follows that Mk(k) = M(1)k (k) ◦M(2)k (k) for all k ∈ Z2+,
where Mk(k) is the moments matrix of R ◦ S. Because M(1)k (k) 0 and M(2)k (k) 0, we have
M
(1)
k (k) ◦M(2)k (k) 0, that is, Mk(k) 0. Thus, by (1.3) R ◦ S is a k-hyponormal with weights
α ◦ β . Therefore, we have the desired result. 
Lemma 2.2. [6] Let T ≡ (T1, T2) ∈H0. Then the following statements are equivalent:
(i) T is subnormal;
(ii) T(k) is subnormal for all k ∈ Z+;
(iii) T is k-hyponormal for all k ∈ Z+.
Corollary 2.3. Let R ≡ (R1,R2) and S ≡ (S1, S2) be 2-variable weighted shifts with weights α
and β , respectively, and assume that each is subnormal. Then R ◦ S is a subnormal 2-variable
weighted shift with weights α ◦ β .
Proof. This is a straightforward from (1.3), Theorem 2.1 and Lemma 2.2. 
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rem 5.2]. We begin with some definitions and lemmas. We recall two notions from [10]:
(i) given a probability measure μ on X × Y ≡ R+ × R+, with 1t ∈ L1(μ), the extremal
measure μext (which is also a probability measure) on X × Y is given by dμext(s, t) :=
(1 − δ{0}(t)) 1
t‖ 1
t
‖
L1(μ)
dμ(s, t); and
(ii) given a measure μ on X × Y , the marginal measure μX (μY ) is given by μX := μ ◦ π−1X
(μY := μ◦π−1Y ), where πX :X×Y → X (πY :X×Y → Y) is the canonical projection onto
X (Y), respectively.
Thus, μX(E) = μ(E × Y), for every E ⊆ X (μY (F ) = μ(X × F), for every F ⊆ Y), respec-
tively. Observe that if μ is a probability measure, then so is μX (μY ), respectively.
Lemma 2.4 (Subnormal backward extension of a 2-variable weighted shift). [10, Proposition 2.9]
Consider the following 2-variable weighted shift (see Fig. 1(ii)) T ≡ (T1, T2) ∈H0, and letM be
the subspace of 2(Z2+) which is spanned by canonical orthonormal basis associated to indices
k = (k1, k2) with k1  0 and k2  1. Assume that T|M is subnormal with Berger measure μM
and that W0 := shift(α00, α10, . . .) is subnormal with Berger measure ξ0. Then T is subnormal if
and only if
(i) 1
t
∈ L1(μM);
(ii) β200  (‖ 1t ‖L1(μM))−1; and
(iii) β200‖ 1t ‖L1(μM)(μM)Xext  ξ0.
Moreover, if β200‖ 1t ‖L1(μM) = 1, then (μM)Xext = ξ0. In the case when T is subnormal, the
Berger measure μ of T is given by
dμ(s, t) = β200
∥∥∥∥1t
∥∥∥∥
L1(μM)
d(μM)ext(s, t)
+
(
dξ0(s) − β200
∥∥∥∥1t
∥∥∥∥
L1(μM)
d(μM)Xext(s)
)
dδ{0}(t).
Lemma 2.5. Let υ be a probability measure on [0,1] with moments γk (k  0). Then the se-
quence {γk}∞k=0 is bounded below if and only if υ has an atom at {1}.
Proof. See the proof of [10, Lemma 5.1]. 
Although the lemma below is a known result (see [20]), we give the complete proof for the
reader’s convenience.
Lemma 2.6. [20] Let Wα ≡ shift(α0, α1, . . .) be subnormal with Berger measure dμα(s) on
[0,‖Wα‖2], then Wcα := shift(cα0, cα1, . . .) (c > 0) is also subnormal with Berger measure
dμα(
s
2 ) on [0,‖Wcα‖2].c
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Let υ be the Berger measure of Wcα , then we have that
‖Wcα‖2∫
0
sk dυ(s) = γk(Wcα) = c2kα20 · · ·α2k−1 = c2k
‖Wα‖2∫
0
sk dμα(s) (for all k > 0).
Letting x = c2s and replacing s by x in the last step, we have that
‖Wcα‖2∫
0
sk dυ(s) =
‖Wcα‖2∫
0
xk dμα
(
x
c2
)
=
‖Wcα‖2∫
0
sk dμα
(
s
c2
)
(for all k > 0).
Thus, we have dυ(s) = dμα( sc2 ), as desired. 
Proposition 2.7. Let Wα ≡ shift(α0, α1, α2, . . .) (Wα
b
:= shift(α0
b
, α1
b
, α2
b
, . . .)) be subnormal
with the Berger measure μα on [0,‖Wα‖2] (μα
b
on [0,‖Wα
b
‖2]), respectively. Then the following
statements are equivalent:
(i) μα
b
has an atom at {1};
(ii) μα has an atom at {b2}.
Proof. For (i) ⇒ (ii), observe that μα
b
= ρ0 · δ{1} + (1 − ρ0) · ν, where 0 < ρ0  1 and ν is a
probability measure on [0,‖Wα
b
‖2] with ν({1}) = 0. By Lemma 2.6, we have
dμα(s) = dμα
b
(
s
b2
)
= ρ0 · dδ{1}
(
s
b2
)
+ (1 − ρ0) · dν
(
s
b2
)
= ρ0 · dδ{b2}(s) + (1 − ρ0) · dν
(
s
b2
)
. (2.1)
Thus, μα has an atom at {b2}, as desired.
(ii) ⇒ (i) is clear from the argument just given and (2.1). 
We now have:
Theorem 2.8. Let T ≡ (T1, T2) ∈ H0 be a 2-variable weighted shift whose weight diagram is
given in Fig. 2(i). Assume that ‖Wα‖ = b > 0, where Wα ≡ shift(α0, α1, . . .). Then the following
statements are equivalent:
(i) the Berger measure μα of Wα has an atom at {b2};
(ii) T ∈H1;
(iii) T ∈H∞.
Proof. From Fig. 2, we note that T = R ◦ S and TM is subnormal with Berger measure
δ{b2} ×μβ1 , where μβ1 is the Berger measure of shift(β1, β2, . . .) andM := {k ∈ Z2+: k2  1}.
(i) ⇒ (iii). We first show that if μα has an atom at {b2}, then R is subnormal. Next, by the
subnormalities of R and S, and by Theorem 2.1 and Fig. 2, we show that T is subnormal. If we
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assume that μα has an atom at {b2}, then by Proposition 2.7 the Berger measure μα
b
of Wα
b
has
an atom at {1}. Thus, we can write μα
b
= ρ0 · δ{1} + (1 − ρ0) · ν, where 0 < ρ0  1 and ν is a
probability measure on [0,‖Wα
b
‖2] with ν({1}) = 0. Let fk1(s) := sk1 (0 s  1, k1  0), and
consider the sequence of nonnegative functions {fk1}∞k1=0. Because ‖Wαb ‖ = 1 and ν({1}) = 0,
the moments γk1(αb ) of the weighted shift Wαb ≡ shift(α0b , α1b , α2b , . . .) are
γk1
(
α
b
)
=
‖Wα
b
‖2∫
0
fk1(s) dμαb
(s) = ρ0 + (1 − ρ0)
1∫
0
fk1(s) dν(s) (for all k1  0).
Hence ρ0 = limk1 γk1(αb ). Because T ≡ (T1, T2) ∈ H0, T2 is subnormal and ( β0√γk1 ( αb ) )
2 ×
‖ 1
t
‖L1(μβ1 )  1 (for all k1  0). Thus, we have
β20
∥∥∥∥1t
∥∥∥∥
L1(μβ1 )
 ρ0. (2.2)
Observe that 1
t
∈ L1(μM) ⇔ 1t ∈ L1(μβ1). Because μM = δ{b2} × μβ1 , we have (μM)Xext =
δ{b2}. Thus, by Lemma 2.4, R is subnormal if and only if β200‖ 1t ‖L1(μM)(μM)Xext  ξ0, because
the conditions (i) and (ii) in Lemma 2.4 are already satisfied. Direct calculation shows that
β200
∥∥∥∥1t
∥∥∥∥
L1(μM)
(μM)Xext  ξ0
⇔ β20
∥∥∥∥1t
∥∥∥∥
L1(μβ1 )
δ{b2}  μαb
⇔ β20
∥∥∥∥1t
∥∥∥∥
L1(μβ1 )
 ρ0.
Thus, condition (iii) becomes β200‖ 1t ‖L1(μβ1 )  ρ0. Because this is precisely the condition (2.2)
above, we have shown that R is subnormal. Next, by Corollary 2.3 and Fig. 2, we have that T
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Therefore, we have the desired result.
(iii) ⇒ (ii) is obvious.
(ii) ⇒ (i). We apply the Six-point Test (1.2) to an arbitrary lattice point of the form (k1,0) for
all k1  0. Let γk1(α) be the moments of the shift Wα and H :=
b4−2b2α2k1+α
2
k1
α2k1+1
α2k1
α2k1+1−α
4
k1
. It is easy to
show that H > 1. Because T is hyponormal by hypothesis, we have
H
(
(k1,0)
)= ( α2(k1+1,0) − α2(k1,0) α(k1,1)β(k1+1,0) − α(k1,0)β(k1,0)
α(k1,1)β(k1+1,0) − α(k1,0)β(k1,0) β2(k1,1) − β2(k1,0)
)
 0
⇔ H ((k1,0))=
⎛⎝ α2k1+1 − α2k1 β0bk1+2√γk1+1(α) − β0b
k1αk1√
γk1 (α)
β0bk1+2√
γk1+1(α)
− β0bk1αk1√
γk1 (α)
β21 − β
2
0b
2k1
γk1 (α)
⎞⎠ 0
⇔ (α2k1+1 − α2k1)(β21 − β20b2k1γk1(α)
)

(
β0bk1+2√
γk1+1(α)
− β0b
k1αk1√
γk1(α)
)2
⇔
(
α2k1+1
b2
− α
2
k1
b2
)(
β21 −
β20
(
γk1 (α)
b2k1
)
)

β20
(
γk1 (α)
b2k1
)
(
1
(
αk1
b
)
− αk1
b
)2
⇔ β
2
0
β21
H  γk1
(
α
b
)
where γk1(αb ) (all k1  0) are the moments of the shift Wαb ≡ shift(α0b , α1b , . . .). Thus, the hy-
ponormality of T implies β
2
0
β21
H  γk1(αb ) (for all k1  0), that is, {γk1(αb )} is bounded below.
Because ‖Wα‖ = b by hypothesis, we have ‖Wα
b
‖ = 1. Thus, by Lemma 2.5 we can write
μα
b
= ρ0 · δ{1} + (1 − ρ0) · ν, where 0 < ρ0  1 and ν is a probability measure on [0,1] with
ν({1}) = 0. It follows that μα
b
has an atom at {1}. Therefore, by Proposition 2.7, μα has an atom
at {b2}, as desired. 
Remark 2.9. By Theorem 2.8, we note that the weight diagram of the 2-variable weighted shift
given in Fig. 2(i) satisfies the Curto–Muhly–Xia conjecture [7].
We remark that the condition ‖Wα‖ = b > 0 in Theorem 2.8 is necessary to guarantee the
subnormality of T. The example below shows that there is a hyponormal but not subnormal
2-variable weighted shift T ≡ (T1, T2) ∈ H0 which has the 0th horizontal subnormal 1-varia-
ble weighted shift Wα whose Berger measure μα has an atom at {b2} and 2 = ‖Wα‖ > b = 1.
We begin with:
Lemma 2.10. Let z ≡ {zk}∞k=0, where
zk :=
√
2k + 1
k + 1 (k  0).
Then Wz ≡ shift(z0, z1, . . .) is subnormal with the Berger measure dμz(s) ≡ ds√ 2 .π 2s−s
J. Yoon / J. Math. Anal. Appl. 333 (2007) 626–641 635Proof. We first find the Berger measure ν of shift(
√
1
2 ,
√
3
4 ,
√
5
6 , . . .). Next, by Lemma 2.6 we
show that the Berger measure of Wz is dμz(s) ≡ ds
π
√
2s−s2 . Let dν(s) :=
ds
π
√
s−s2 , s = 0,1. Then,
we have
∫ 1
0 dν(s) =
∫ 1
0
ds
π
√
s−s2 = 1, that is, ν is a probability measure. Let s := sin
2 x. Then
ds = 2 sinx cosx dx =
√
1 − (1 − 2s)2 dx.
Observe that
1∫
0
sk dμ(s) = 2
π
1∫
0
sk
ds√
1 − (1 − 2s)2 =
2
π
π
2∫
0
sin2k x dx
= (2k + 1)!!
2k! = γk
(√
1
2
)
(k  0)
(
cf. [9]),
where γk(
√
1
2 ) (k  0) are the moments of the shift shift(
√
1
2 ,
√
3
4 ,
√
5
6 , . . .).
Therefore, shift(
√
1
2 ,
√
3
4 ,
√
5
6 , . . .) is subnormal with the Berger measure of dν(s) :=
ds
π
√
s−s2 , s = 0,1. We next note that Wz ≡
√
2 · shift(
√
1
2 ,
√
3
4 ,
√
5
6 , . . .). Thus, by Lemma 2.6 we
have
dμz(s) = dν
(
s
2
)
= d(
s
2 )
π
√
2( s2 )− ( s2 )2
= ds
π
√
2s − s2 ,
as desired. 
Proposition 2.11. Let α ≡ {αk}∞k=0, where
αk :=
√√√√1 + (2k+1)!!(k+1)!
1 + (2k−1)!!
k!
(k  0).
Then Wα ≡ shift(α0, α1, . . .) is subnormal with the Berger measure μα ≡ 12δ{1} + 12μz, where
dμz(s) ≡ ds
π
√
2s−s2 .
Proof. We need to find a regular Borel probability measure μα such that γk1 =
∫
sk1 dμα(s)
(k1  0).
Consider μα := 12δ{1} + 12μz. Then μα is a probability measure. For k1 = 0, we denote γ0(α)
by 1. For k1  1, the moments
γk1(α) ≡ α20α21α22 · · ·α2k1−1 = 1 ·
1 + 1·31·2
1 + 1 ·
1 + 1·3·51·2·3
1 + 1·31·2
· · · · · 1 +
(2k+1)!!
(k+1)!
1 + (2k−1)!!
k!
= 1
2
(
1 + (2k + 1)!!
(k + 1)!
)
= 1
2
+ (2k + 1)!!
2(k + 1)! =
∫
sk1 dμα(s) (k1  0).
It follows that Wα is subnormal, with Berger measure μα . 
636 J. Yoon / J. Math. Anal. Appl. 333 (2007) 626–641Fig. 3. Weight diagrams of the 2-variable weighted shifts in Example 2.12 and in Theorem 3.5, respectively.
Example 2.12. Let T ≡ (T1, T2) ∈ H0 be a 2-variable weighted shift whose weight diagram is
given in Fig. 3(i). Then
(i) the Berger measure μα of Wα has an atom at {1};
(ii) √2 = ‖Wα‖ > b = 1; and
(iii) T is hyponormal but not subnormal if and only if 0.707107 
√
1
2 < y 
√
139
208  0.817477.
Proof. (i) and (ii) are clear from Proposition 2.11 and Fig. 3(i).
(iii) For the subnormality of T, observe that μM = δ{1} × δ{1}, (μM)Xext = δ{1} and
‖ 1
t
‖L1(μM) = 1. Then we have
β200
∥∥∥∥1t
∥∥∥∥
L1(μM)
(μM)Xext  ξ0 ⇔ y2δ{1} 
1
2
δ{1} + 12μz ≡ μα
⇔ y 
√
1
2
.
Thus, by Lemma 2.4 T is subnormal if and only if y 
√
1
2 .
For the hyponormality of T, we apply the Six-point Test (1.2 ) to an arbitrary lattice point of
the form (k1,0) for all k1  0, because TM is subnormal with Berger measure δ{1} × δ{1}, where
M := {k ∈ Z2+: k2  1}. Thus, we have
H
(
(k1,0)
)= ( α2(k1+1,0) − α2(k1,0) α(k1,1)β(k1+1,0) − α(k1,0)β(k1,0)
α(k1,1)β(k1+1,0) − α(k1,0)β(k1,0) β2(k1,1) − β2(k1,0)
)
 0
⇔
⎛⎝ α2k1+1 − α2k1 y√γk1+1(α) − yαk1√γk1 (α)
y√ − yαk1√ 1 − y2
γ (α)
⎞⎠ 0
γk1+1(α) γk1 (α) k1
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(
α2k1+1 − α2k1
)(
1 − y
2
γk1(α)
)
 y2
(
1 − α2k1
)2
⇔ y 
√√√√ γk1+1(α)(α2k1+1 − α2k1)
(1 − α2k1)2 + α2k1(α2k1+1 − α2k1)
⇔ y  f (k1) :=
√
P
Q
,
where
P := 1
2
(
1 + (2k1 + 1)!!
(k1 + 1)!
)(1 + (2k1+3)!!
(k1+2)!
1 + (2k1+1)!!
(k1+1)!
− 1 +
(2k1+1)!!
(k1+1)!
1 + (2k1−1)!!
k1!
)
,
Q :=
(
1 − 1 +
(2k1+1)!!
(k1+1)!
1 + (2k1−1)!!
k1!
)2
+
(1 + (2k1+1)!!
(k1+1)!
1 + (2k1−1)!!
k1!
)(1 + (2k1+3)!!
(k1+2)!
1 + (2k1+1)!!
(k1+1)!
− 1 +
(2k1+1)!!
(k1+1)!
1 + (2k1−1)!!
k1!
)
and f (k1) is a function on N ∪ {0}. By direct computation, using Mathematica [19], we observe
that f (k1) is a increasing function on N ∪ {0} except {0,1,2,3} and f (k1) > f (2) =
√
139
208 (all
k1  0 and k1 = 2). Thus, T is hyponormal if and only if y 
√
139
208  0.817477. Therefore, after
combining the two arguments just given, we have the desired result. 
Remark 2.13. Example 2.12(iii) provides one of the simplest examples in which the Curto–
Muhly–Xia conjecture [7] has a negative answer. This is because TM ∼= (I ⊗ U+,U+ ⊗ I ),
whereM := {k ∈ Z2+: k2  1}.
3. The hyponormality of flat contractive 2-variable weighted shifts
In this section we study the class FC of flat, contractive (that is, ‖T1‖  1 and ‖T2‖  1)
2-variable weighted shifts T ≡ (T1, T2) ∈ H0. In [10, Theorem 2.12 and Section 5], [11, Propo-
sitions 4.10 and 4.13], [12, Section 5] and [6, Theorem 2.5], we produced examples of a flat,
contractive 2-variable weighted shift T ≡ (T1, T2) ∈ H0 such that T is hyponormal but not sub-
normal. As the second application of Theorem 2.1, we can give a complete characterization of
hyponormality and subnormality in FC with the condition ‖Wβ‖ = b > 0 (Theorem 3.5). Recall
that a 2-variable weighted shift T ≡ (T1, T2) is horizontally flat (respectively vertically flat) if
α(k1,k2) = α(1,1) for all k1, k2  1 (respectively β(k1,k2) = β(1,1) for all k1, k2  1). We say that T
is flat if T is horizontally and vertically flat (cf. Fig. 3(ii)).
Flat 2-variable weighted shifts are determined by four conditions:
(i) a subnormal shift in the 0th row (shift(α0, α1, . . .), with Berger measure μα);
(ii) a subnormal shift in the 0th column (shift(β0, β1, . . .), with Berger measure μβ);
(iii) a positive number a (the α(0,1) weight); and
(iv) a positive number b (the β(k1,k2) (k1, k2  1) weights) (cf. Fig. 3(ii)).
Recall that for 0 < α < β , shift(α,β,β, . . .) is subnormal, with Berger measure (1 − α2
β2
)δ{0} +
α2
β2
δβ2 . We know from [11, Theorem 3.3] and [12, Section 5] that if T ≡ (T1, T2) is subnormal,
then μα and μβ are of the form
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[
1 − (p + q)]ρ,
μβ ≡ uδ{0} + vδ{b2} +
[
1 − (u+ v)]σ, (3.1)
where 0 < p,q,u, v < 1, p + q  1, u+ v  1, and ρ,σ are probability measures with ρ({0} ∪
{1}) = σ({0} ∪ {b2}) = 0. We begin with:
Lemma 3.1. Let T ≡ (T1, T2) ∈ H0 be a 2-variable weighted shift whose weight diagram is
given in Fig. 4(i) (with 0 < a,b 1) and let μβ1 denote the Berger measure of shift(β1, β2, . . .).
If T ≡ (T1, T2) is subnormal, then its Berger measure is
μ = a2δ{1} × δ{b2} + δ{0} ×
(
μβ1 − a2δ{b2}
)
.
Proof. From Lemma 2.4, we can think of T as the backward extension of T|N (in the s di-
rection), where N := {k ∈ Z2+: k1  1} and T|N denotes the restrictions of T to N . Let
d(μN )e˜xt(s, t) := (1 − δ{0}(s)) 1s‖ 1
s
‖
L1(μN )
dμN (s, t). Then we have
dμ(s, t) = a2
∥∥∥∥1s
∥∥∥∥
L1(μN )
d(μN )e˜xt(s, t)
+ dδ{0}(s)
(
dμβ1(t)− a2
∥∥∥∥1s
∥∥∥∥
L1(μN )
d(μN )Ye˜xt(t)
)
.
Observe that ‖ 1
s
‖L1(μN ) = 1, (μN )e˜xt(s, t) = δ{1} × δ{b2} and (μN )Ye˜xt = δ{b2}. Thus, we have
μ = a2δ{1} × δ{b2} + δ{0} × (μβ1 − a2δ{b2}), as desired. 
Lemma 3.2. Let T ≡ (T1, T2) ∈H0 be a 2-variable weighted shift whose weight diagram is given
in Fig. 4(i) (with 0 < a,b 1). Assume that ‖Wβ1‖ = b, where Wβ1 := shift(β1, β2, . . .). Then T
is hyponormal if and only if T is subnormal.
Fig. 4. Schur product between two weight diagrams of 2-variable weighted shifts in Lemma 3.2.
J. Yoon / J. Math. Anal. Appl. 333 (2007) 626–641 639Proof. (⇒) From Theorem 2.8, we note that the hyponormality of T implies the subnormality
of R in Fig. 4. Thus, by Corollary 2.3 and Fig. 4, T is subnormal, as desired.
(⇐) Clear. 
We remark that the weight diagram of the 2-variable weighted shift given in Fig. 4(i) also
satisfies the Curto–Muhly–Xia conjecture [7].
Proposition 3.3. Let T ≡ (T1, T2) ∈FC be given in Fig. 3(ii) (with 0 < a,b 1 and ‖Wβ‖ = b).
Then T is hyponormal if and only if
β0  h and a2δ{b2}  μβ1, (3.2)
where h := β0  α0|a2−α20 |
√
(β21 − β20 )(α21 − α20).
Proof. (⇒) If we assume T is hyponormal, then T|M is hyponormal, where M := {k ∈ Z2+:
k2  1}. By Lemmas 3.1 and 3.2, T|M is subnormal with Berger measure μM = a2δ{1} ×δ{b2} +
δ{0} × (μβ1 − a2δ{b2}). Thus, we have the condition a2δ{b2}  μβ1 in (3.2). Because T is hypo-
normal by hypothesis, if we apply the Six-point Test (1.2) to k = (0,0), we then have
H
(
(0,0)
)= ( α21 − α20 a2β0α0 − α0β0
a2β0
α0
− α0β0 β21 − β20
)
 0
⇔ (a2 − α20)2  α20
β20
(
β21 − β20
)(
α21 − α20
)
⇔ h ≡ β0  α0∣∣a2 − α20∣∣
√(
β21 − β20
)(
α21 − α20
)
. (3.3)
Thus, we have β0  h. After combining the two conditions just given, we have (3.2), as
desired.
(⇐) Assume that a2δ{b2}  μβ1 and β0  h. From Lemmas 3.1 and 3.2, T|M is hyponormal.
By Theorem 2.8, T|N is hyponormal, where N := {k ∈ Z2+: k1  1}. Thus, to verify the hypo-
normality of T it suffices to apply the Six-point Test (1.2) to k = (0,0). Therefore, by (3.3) T is
hyponormal, as desired. 
Proposition 3.4. Let T ≡ (T1, T2) ∈FC be given in Fig. 3(ii) (with 0 < a,b 1 and ‖Wβ‖ = b).
Then T is subnormal if and only if
β0  s and a2δ{b2}  μβ1, (3.4)
where s := min{ b
a
√
q,
√
p
(‖ 1
t
‖
L1(μβ1 )
− a2
b2
)
} with p,q > 0 and p + q  1 (cf. (3.1)).
Proof. (⇒) Assume that T is subnormal, then T|M is also subnormal with Berger measure
μM = a2δ{1} × δ{b2} + δ{0} × (μβ1 − a2δ{b2}), by Lemma 3.1. Thus, we have a2δ{b2}  μβ1 . For
the first part in (3.4), we apply Lemma 2.4 to the 2-variable weighted shift T and the subspaceM.
First, we observe that ‖ 1‖L1(μ ) = ‖ 1‖L1(μ ). Then we havet M t β1
640 J. Yoon / J. Math. Anal. Appl. 333 (2007) 626–641d(μM)ext =
(
a2 dδ{1}(s) dδ{b2}(t) + dδ{0}(s)
(
dμβ1(t)− a2 dδ{b2}(t)
)
ext
= (1 − dδ{0}(t)) 1
t‖ 1
t
‖L1(μM)
{
a2 dδ{1}(s) dδ{b2}(t)
+ dδ{0}(s)
(
dμβ1(t)− a2 dδ{b2}(t)
)}
= 1‖ 1
t
‖L1(μβ1 )
{
a2
b2
dδ{1}(s) dδ{b2}(t)+ dδ{0}(s)
(
1
t
dμβ1(t)−
a2
b2
dδ{b2}(t)
)}
and
(μM)Xext =
(
1 − a
2
b2‖ 1
t
‖L1(μβ1 )
)
δ{0} +
(
a2
b2‖ 1
t
‖L1(μβ1 )
)
δ{1}. (3.5)
Thus, by (3.1) and Lemma 2.4(iii), the subnormality of T implies that
β20
((∥∥∥∥1t
∥∥∥∥
L1(μβ1 )
− a
2
b2
)
δ{0} +
(
a2
b2
)
δ{1}
)
 pδ{0} + qδ{1} +
[
1 − (p + q)]ρ. (3.6)
Therefore,⎧⎪⎪⎪⎨⎪⎪⎪⎩
β20
(∥∥∥∥1t
∥∥∥∥
L1(μβ1 )
− a
2
b2
)
 p,
β20
(
a2
b2
)
 q.
(3.7)
It follows at once that the subnormality of T implies β0  s, as desired.
(⇐) If we assume that β0  s and a2δ{b2}  μβ1 , then the conditions (i) and (ii) in Lemma 2.4
are satisfied. Let ω(s, t) := a2δ{1} × δ{b2} + δ{0} × (μβ1 − a2δ{b2}). Then ω(s, t) is a probabil-
ity measure. By Berger’s Theorem, ω(s, t) is the Berger measure of T|M, that is, T|M is a
subnormal. We note that
(ω)Xext =
(
1 − a
2
b2‖ 1
t
‖L1(μβ1 )
)
δ{0} +
(
a2
b2‖ 1
t
‖L1(μβ1 )
)
δ{1}.
Thus, by (3.6), (3.7) and Lemma 2.4, T is subnormal, as desired. 
We can summarize Propositions 3.3 and 3.4 as follows.
Theorem 3.5. The commuting subnormal pair T ≡ (T1, T2) ∈ FC given in Fig. 4(i) (with 0 <
a,b 1 and ‖Wβ‖ = b) is jointly hyponormal but not subnormal if and only if
s < β0  h and a2δ{b2}  μβ1 .
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