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THE BOTT–BRION–DEHN–EHRHART–EULER–KHOVANSKII–
MACLAURIN–PUHKLIKOV–SOMMERVILLE–VERGNE FORMULA
FOR SIMPLE LATTICE POLYTOPES
MATTHIAS BECK, PAUL E. GUNNELLS, AND EVGENY MATEROV
Abstract. Let V be a real vector space of dimension n and let M ⊂ V be a
lattice. Let P ⊂ V be an n-dimensional polytope with vertices in M , and let
ϕ : V → C be a homogeneous polynomial function of degree d (i.e., an element of
Symd(V ∗)). For q ∈ Z>0 and any face F of P , let Dϕ,F (q) be the sum of ϕ over the
lattice points in the dilate qF . We define a generating function Gϕ(q, y) ∈ Q[q][y]
packaging together the various Dϕ,F (q), and show that it satisfies a functional
equation that simultaneously generalizes Ehrhart–Macdonald reciprocity and the
Dehn–Sommerville relations. When P is a simple lattice polytope (i.e., each vertex
meets n edges), we show how Gϕ can be computed using an analogue of Brion–
Vergne’s Euler–Maclaurin summation formula.
1. Introduction
1.1. Let V be a real vector space of dimension n and let M ⊂ V be a lattice.
Let P ⊂ V be an n-dimensional polytope, i.e., the closed convex hull of finitely many
points in V . We assume further that P is a lattice polytope, which means the vertices
of P lie in M , and that P is simple; this means that each vertex meets n edges. (See,
e.g., [1] for terminology and background on lattice polytopes.) In this paper we
simultaneously consider three important concepts for P :
• The Dehn–Sommerville relations. Let F be the set of faces of P , let F (k)
be the subset of faces of dimension k, and let fk(P ) = |F (k)|. We define, as
usual, the h-polynomial h(P, t) =
∑n
k=0 hk(P ) t
k by
(1) h(P, t) := fn(P )(t− 1)
n + fn−1(P )(t− 1)
n−1 + · · ·+ f0(P ) .
(For instance, if P is a simplex, then h(P, t) = tn + tn−1 + · · · + 1.) The
Dehn–Sommerville relations say that hk(P ) = hn−k(P ) for all k.
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• The Ehrhart polynomial and Ehrhart–Macdonald reciprocity. For any q ∈ Z>0,
let qP denote the qth dilate of P and let EP (q) := |M ∩ qP |. Then Ehrhart
and Macdonald [7, 11] proved that EP (q) evaluates to a polynomial in q that
satisfies the symmetry
(2) EP (q) = (−1)
n
EP ◦(−q) ,
where P ◦ is the interior of P . (This holds for any lattice polytope, not just
simple ones.)
• Euler–Maclaurin summation. Let ϕ : V → C be a polynomial function. Let
h = (hF )F∈F (n−1) be a multiparameter indexed by the facets (faces of codi-
mension 1) of P , and let P (h) be the deformation of P obtained by inde-
pendent small parallel translations of its facets according to h. The Euler–
Maclaurin formula [5,14] shows how to compute the finite sum
∑
m∈M∩P ϕ(m)
via an explicit differential operator in the ∂/∂hF acting on
∫
P (h)
ϕ(x) dx,
thought of as a function of h.
We will introduce a two-variable polynomial and prove two fundamental theorems
for it: one that simultaneously generalizes the Dehn–Sommerville and Ehrhart–
Macdonald relations, and one that gives an Euler–Maclaurin formula.
1.2. Let us be more precise about our main results. Assume that the polynomial
ϕ is homogeneous of degree deg ϕ. For any face F ∈ F , let
(3) Dϕ,F (q) :=
∑
m∈M∩qF
ϕ(m) .
It is known that if Dϕ,F (q) is a polynomial in q of degree n+degϕ and constant term
Dϕ,F (0) = 1 [4, Proposition 4.1]. Let
(4) Gϕ(q, y) := (y + 1)
degϕ
∑
F∈F
(y + 1)dimF (−y)codimFDϕ,F (q) .
Our first main result is the following functional relation for the polynomialGϕ(q, y).
1.3. Theorem. Gϕ(q, y) = (−y)
n+degϕGϕ(−q,
1
y
) .
In fact, we prove a slightly more general result than Theorem 1.3 that applies to
all lattice polytopes P , simple or not (Theorem 2.6 below).
We now explicate how Theorem 1.3 implies some of the aforementioned results.
First, suppose ϕ = 1 and q = 0; then each Dϕ,F equals 1. The generating function
in Theorem 1.3 becomes
(5)
∑
F∈F
(y + 1)dimF (−y)codimF =
n∑
k=0
(−y)dimP−k(y + 1)kfk(P ) .
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Expanding the right of (5) and comparing with (1), one sees that the coefficient
of yk in (5) is (−1)khn−k(P ). Thus Theorem 1.3 in this case is equivalent to the
Dehn–Sommerville relations hk(P ) = hn−k(P ).
Second, when ϕ = 1 and q > 0 is a positive integer, then the constant term of
G1(q, y) is EP (q) = |M ∩qP |. The leading term of G1(q, y) is an alternating sum over
the face latticeF of the lattice point enumerators EF (q) and, up to sign, nothing other
than the computation of EP ◦(q) by inclusion-exclusion. Thus the relation implied by
Theorem 1.3 between the coefficients of yn and y0 is exactly Ehrhart reciprocity (2).
1.4. Our second main result is a formula for Gϕ(q, y) in the spirit of the Todd opera-
tor formulas of Khovanskii–Puhklikov [14] and Brion–Vergne [5] for Euler–Maclaurin
summation. To state it we require more notation. Let 〈 , 〉 be the pairing between
V and its dual V ∗. Let N ⊂ V ∗ be the lattice dual to M . Any facet F ∈ F (n− 1)
is the intersection of P with an affine hyperplane
HF = {x | 〈x, uF 〉+ λF = 0} ,
where the normal vector uF is taken to be a primitive vector in N . Thus
P = {x ∈ V | 〈x, uF 〉+ λF ≥ 0 for all F ∈ F (n− 1)} .
As above, let h = (hF )F∈F (n−1) be a multiparameter indexed by the facets of P , and
let P˜q(h) be the deformation by h of the q(y + 1) dilate of P :
(6) P˜q(h) := {x ∈ V | 〈x, uF 〉+ q(y + 1)λF + hF ≥ 0 for all F ∈ F (n− 1)} .
1.5. Theorem. There is a differential operator Tdy(P, ∂/∂h) in the derivatives
(∂/∂hF )F∈F (n−1) such that
Gϕ(q, y) = Tdy(P, ∂/∂h)
(∫
P˜q(h)
ϕ(x) dx
)∣∣∣
h=0
.
The differential operator in Theorem 1.5 will be given explicitly, after the necessary
notation is developed (see (16) below and the preceding lines).
1.6. As mentioned above, we actually prove a generalization of Theorem 1.3 that
does not assume P to be simple. Since q = 0 and ϕ = 1 in Theorem 1.3 recovers the
Dehn–Sommerville relations, which in turn are a manifestation of Poincare´ duality
for the rational cohomology H∗(XP ;Q) of the toric variety XP attached to P (see,
e.g., [8]), it is natural to expect that the correct generalization should somehow involve
the intersection cohomology of XP , in other words, the g-polynomials. This is indeed
the case.
It is thus natural to ask whether one can prove an analogous generalization of
Theorem 1.5 for general lattice polytopes P . Work of Brion–Vergne [5] gives an
analogue of the Euler–Maclaurin formula for such polytopes, and when applied to
our setup gives explicit Todd operator formulas for the leading and constant terms
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(in y) of Gϕ(q, y). Their technique is to consider simple deformations P
′ of P and
then to take the limit as one collapses P ′ back down to P . However, this does not
lead to a Todd operator formula for the other terms of Gϕ(q, y) in general. It would
be interesting to generalize the results of [5] to the generating function Gϕ(q, y).
2. The Reciprocity Theorem
2.1. The goal of this section is to modify (4) for a general lattice polytope such
that Theorem 1.3 holds. We begin by recalling some notation. For more details, see,
e.g., [16, §3.14].
Let P be a general polytope of dimension n (not necessarily a lattice polytope).
As above, let F be its set of faces, regarded as a poset under inclusion. We enlarge
F to F− by adjoining an extra element 0 that is defined to be smaller than any
F ∈ F ; the element 0 should be thought of as corresponding to the “empty” face of
P with dimension dim 0 = −1. We make F− into a ranked poset with rank function
ρ by by putting ρ(F ) = dimF + 1 and ρ(0) = 0.
2.2. We define polynomials fP , gP ∈ Z[x] as follows:
1
• If ρ(P ) = 0, we put fP (x) = gP (x) = 1.
• Otherwise, if ρ(P ) = n + 1 > 0, then fP (x) is a polynomial
∑n
l=0 fl x
l of
degree n. We recursively define
gP (x) = f0 + (f1 − f0)x+ (f2 − f1)x
2 + · · ·+ (fm − fm−1)x
m,
where m = ⌊n/2⌋, and
(7) fP (x) =
∑
0≤FP
gF (x)(x− 1)
n−ρ(F ).
Note that the sum is taken over proper faces of P , which makes fP well defined
by induction.
With this setup, the following master duality theorem for the polynomial fP holds
(see, e.g., [16, Theorem 3.14.9]):
2.3. Theorem. Let n = dimP . Then
fP (x) = x
nfP (
1
x
) .
Equivalently, if fP =
∑n
i=0 ai x
i, then ai = an−i.
We will also need the following identity of the f and g polynomials:
1This (standard) definition of the f polynomial is dual to the definition of the h-polynomial (1).
The f -polynomial favors simplicial polytopes, in that Dehn–Sommerville holds with no g-polynomial
corrections. The h-polynomial, on the other hand, favors simple polytopes.
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2.4. Lemma. Let P be a polytope of dimension n. Then
(8) xdimP+1gP (
1
x
) =
∑
0≤F≤P
gF (x)(x− 1)
n−dimF
where the sum is taken over all faces of P , including P itself.
Proof. The proof is a simple computation and arises in the proof of [16, Theo-
rem 3.14.9]. Indeed, with fP =
∑n
i=0 aix
i,
gP + (x− 1)fP = (am − am+1)x
m+1 + (am+1 − am+2)x
m+2 + · · ·
where m = ⌊n/2⌋. Applying Theorem 2.3,
gP + (x− 1)fP = x
n+1gP (
1
x
) .
Inserting the definition (7) of fP completes the proof. 
2.5. Now assume that P is a lattice polytope. For any face F ≤ P , let PP (F ) be
the dual face of F in the polar polytope to P . For example, if P is simple, PP (F ) is
a simplex for any proper face F . We define a polynomial g˜F (x) by
g˜F (x) = gPP (F )(x) .
Note that g˜F depends on the larger polytope P in which F is a face, although this is
not part of the notation. As in the introduction, let ϕ be a homogeneous polynomial
and define Dϕ,F (q) by (3). We extend the definition (4) of Gϕ(q, y) by
(9) Gϕ(q, y) := (y + 1)
degϕ
∑
F∈F
(y + 1)dimF (−y)codimFDϕ,F (q) g˜F (−
1
y
) .
Note that if P is simple then F˜Q = 1 for all faces of P , and this definition coincides
with (4).2
2.6. Theorem. For a general lattice polytope P , the function Gϕ(q, y) satisfies the
relation in Theorem 1.3.
We shall need the following lemma:
2.7. Lemma. Let P be a lattice polytope of dimension n and let ϕ be a homogeneous
polynomial function. Let q > 0 be an integer. Define
Dϕ,P (q) :=
∑
m∈M∩qP
ϕ(m) ,
D◦ϕ,P (q) :=
∑
m∈M∩(qP )◦
ϕ(m) ,
2We remark that the factor (y + 1)degϕ is not really needed for Gϕ, at least as far as the results
in this section are concerned. This factor appears naturally when one considers the Todd operator
formula, so it is reasonable to include it here.
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where P ◦ denotes the interior of P . Then as functions of q, both D and D◦ are
polynomials of degree degϕ+ dimP , and
(10) Dϕ,P (−q) = (−1)
degϕ+dimPD◦ϕ,P (q) .
Proof. These statements are proved by Brion–Vergne in [4, Proposition 4.1] for any
simple lattice polytope. Their later paper [5] derives an Euler–Maclaurin formula
for any general lattice polytope P by first passing to a simple perturbation P ′ and
computing on P ′ as in [4]. This implies the result. 
Proof of Theorem 2.6. Let n be the dimension of P and d the degree of ϕ. Write
G = Gϕ(q, y) and G
′ = (−y)n+dG(−q, 1
y
). We begin with the definition
G = (y + 1)d
∑
F∈F
(y + 1)dimF (−y)codimFDϕ,F (q)g˜F (−
1
y
)
and replace each Dϕ,F with the sum over the faces of F of the functions D
◦
ϕ to obtain
G = (y + 1)d
∑
F∈F
(y + 1)dimF (−y)codimF g˜F (−
1
y
)
∑
E≤F
D◦ϕ,E(q) .
After interchanging the sums and swapping the labels of E and F ,
(11) G = (y + 1)d
∑
F≤P
D◦ϕ,F (q)
∑
F≤E≤P
(y + 1)dimE(−y)codimE g˜E(−
1
y
) .
Now consider G′. If we apply Lemma 2.7 then
(12) G′ = (y + 1)d
∑
F≤P
(y + 1)dimFD◦ϕ,F (q) g˜F (−y) .
Comparing (11) and (12), we see that we need the following identity for any face F
of P :
(13) (y + 1)dimF g˜F (−y) =
∑
F≤E≤P
(y + 1)dimE(−y)codimE g˜E(−
1
y
) .
We claim that this follows from Lemma 2.4. To see this, one observes that the
polynomial g˜F is the g-polynomial of the dual face PP (F ), and that the sum over
F ≤ E ≤ P is the same as the sum over the face poset for PP (F ). Applying this
and putting x = −y gives (8). 
2.8. Notice that the reciprocity law (12) suggests another definition of the polyno-
mial Gϕ(q, y) from (4)
Gϕ(q, y) := (y + 1)
degϕ
∑
F∈F
(y + 1)dimFD◦ϕ,F (q)
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and its extended version from (9)
(14) Gϕ(q, y) := (y + 1)
degϕ
∑
F∈F
(y + 1)dimFD◦ϕ,F (q) g˜F (−y) .
3. The Todd Operator Formula
3.1. For the rest of the paper we assume that P is simple. We begin by introducing
the notation we need to define the Todd operator.
Let f ∈ F (n − l) be a face of codimension l, and let Hf be the affine subspace
spanned by f . Since P is simple, there are exactly l hyperplanes in {HF | F ∈
F (n − 1)} whose intersection is Hf . Let σf ⊂ V
∗ be the convex cone generated by
the corresponding normal vectors {uF | F ∈ F (n−1), F ⊃ f}. The cone σf is called
the normal cone to f .
3.2. The set Σ = {σf | f ∈ F} of all normal cones forms an acute rational poly-
hedral fan in V ∗. This means the following:
(1) Each σ ∈ Σ contains no nontrivial linear subspace.
(2) If σ′ is a face of σ ∈ Σ, then σ′ ∈ Σ.
(3) If σ, σ′ ∈ Σ, then σ ∩ σ′ is a face of each.
(4) Given σ ∈ Σ, there exists a finite set S ⊂ N such that any point in σ can be
written as
∑
ρss, where s ∈ S and ρs ≥ 0.
Moreover, P being simple implies that Σ is simplicial, which means that in (4) we
can take #S = dim σ for all σ. The fan Σ is called the normal fan to P .
3.3. Let ρ ∈ Σ be a rational 1-dimensional cone. Then ρ contains a unique primitive
point, which we call the spanning point of ρ. For any cone σ, we denote by σ(1) the
set of spanning points of all 1-dimensional faces of σ and write
Σ(1) :=
⋃
σ∈Σ
σ(1) .
There is bijection between Σ(1) and F (n− 1): if ρ ∈ Σ(1), then the spanning point
of ρ is a unique normal vector uF , which determines the corresponding facet F .
For any cone σ ∈ Σ, let U(σ) be the sublattice of N generated by the spanning
points of σ. Set
N(σ) := N ∩ (U(σ)⊗Q) and Ind σ := [N(σ) : U(σ)] .
If Ind σ = 1, then σ is called unimodular. The polytope P is called nonsingular if
normal cones are unimodular.3 Let G(σ) be the finite group N(σ)/U(σ).
3This condition is the same as the toric variety XP determined by P being nonsingular [8].
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3.4. For any σ ∈ Σ, define
Q(σ) :=
∑
s∈σ(1)
ρss
∣∣ 0 ≤ ρs < 1
 .
Note that VolQ(σ) = Ind σ, and Q(σ) ∩N(σ) = {0} if and only if σ is unimodular.
Furthermore, the set Q(σ) ∩ N(σ) is in bijection with the finite group G(σ) under
the map N(σ)→ N(σ)/U(σ). Put
ΓΣ :=
⋃
f∈F
Q(σf ) ∩N.
Then ΓΣ = {0} if and only if P is nonsingular.
3.5. As in the introduction, let y be a real variable, and let h = (hF )F∈F (n−1) be a
real multivariable indexed by the facets of P . As before let P˜q(h) be the deformation
by h of the q(y+1) dilate of P defined in (6). The polytope P˜q(h) depends on y, but
we suppress this from the notation.
If q = 1 and y = 0 then P˜1(0) = P ; furthermore if q 6= 0 and y 6= −1, then P˜q(h)
is isomorphic to P for small h; in this case the integral
(15) I(P˜q(h)) = Iϕ(P˜q(h)) :=
∫
P˜q(h)
ϕ(x) dx
therefore converges for small h (here we take the measure on V that gives a fun-
damental domain of M unit volume). We will compute the function Gϕ(q, y) by
applying a differential operator to I(P˜q(h)), the Todd-y operator. To define it, we
need yet more notation.
3.6. For each facet F ∈ F (n − 1), let ξF : V
∗ → R be the unique piecewise-linear
continuous function defined by
• ξF (s) = 1 if s ∈ Σ(1) is the spanning point corresponding to F ,
• ξF (s
′) = 0 for all other s′ ∈ Σ(1), and
• ξF is linear on all the cones of Σ.
Put aF (x) = exp(2πi ξF (x)) for all x ∈ V .
Suppose g ∈ ΓΣ ∩ σ. Then the pair (g, σ) determines a tuple of roots of unity as
follows. If s1, . . . , sl are the spanning points of σ, and F1, . . . , Fl are the corresponding
facets, then we can attach to (g, σ) the tuple (a1(g), . . . , al(g)), where we have written
ai for aFi . We are now ready to define the Todd-y operator:
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3.7. Definition. Let a be a complex number and x a real variable. We define
Tdy(a, ∂/∂x) to be the differential operator given formally by the power series
∂/∂x(1 + ay exp(−∂/∂x(y + 1)))
1− a exp(−∂/∂x(y + 1))
=
(y + 1)∂/∂x
1− a exp(−∂/∂x(y + 1))
− y ∂/∂x =
∞∑
k=0
c(a, k, y)
(
∂
∂x
)k
.
Table 1 gives some examples of the polynomials c(a, k, y). We remark that c(1, k, 0) =
k c(a, k, y)
1 −a(y + 1)/a− 1
2 −a(y + 1)2/(a− 1)2
3 −a(a + 1)(y + 1)3/2(a− 1)3
4 −a(a2 + 4a+ 1)(y + 1)4/6(a− 1)4
5 −a(a3 + 11a2 + 11a+ 1)(y + 1)5/24(a− 1)5
Table 1. Sample coefficients c(a, k, y).
Bk/k!, where Bk is the k-th Bernoulli number.
4 If a 6= 1, then
−(k − 1)!(a− 1)kc(a, k, y)/a(y + 1)k
is the Eulerian polynomial for the symmetric group Sk−1 (see, e.g., [9]).
3.8. Recall that h is a multivariable with components hF indexed by the facets of
P . For any g ∈ ΓΣ, we define
Tdy(g, ∂/∂h) :=
∏
F∈F (n−1)
Tdy(aF (g), ∂/∂hF )
and
(16) Tdy(P, ∂/∂h) :=
∑
g∈ΓΣ
Tdy(g, ∂/∂h).
This concludes our setup and makes the statement of Theorem 1.5 precise. We
now turn to its proof.
4With this convention the Bernoulli numbers are B0 = 1, B1 =
1
2
, B2 =
1
6
, B4 = −
1
30
, . . . , and
B2k−1 = 0 for k > 1. Note that for many authors B1 = −
1
2
.
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4. Proof of Theorem 1.5
To prove Theorem 1.5 we adapt arguments in [4] to incorporate the parameter y.
For any face f ∈ F , let Cf ⊂ V be the convex cone generated by elements p−p
′ with
p ∈ P and p′ ∈ f . The cone Cf is called the tangent cone to P at f . The normal
cone σf is the dual cone to Cf . We also denote by F
f ⊂ F (n − 1) the subset of
facets of P containing f .
Let VC = V ⊗ C be the complexification of V , and let V
∗
C be its dual space. We
extend the pairing 〈 , 〉 to VC and V
∗
C . Let z ∈ V
∗
C and consider the integral
I(P )(z) :=
∫
P
exp 〈x, z〉 dx
and the exponential sum
D(P )(z) :=
∑
m∈M∩P
exp 〈m, z〉 .
Brion–Vergne [4] gave explicit formulas for I(P ) and D(P ) for generic z; we recall
them here. For any vertex v ∈ P , we have the normal cone σv with spanning points
{uF | F ∈ F
v}. Let {mFv | F ∈ F
v} be the dual basis. The points mFv are rational
generators for the tangent cone Cv and, in particular, lie along the edges of P through
v. Let M(v) ⊂ V be the lattice they generate. Then any γ ∈ G(σv) = N/U(σv)
determines a character χγ : M(v)/M → C
× via
χγ(m) = exp(2πi〈m, γ˜〉) ,
where γ˜ ∈ N is any representative of γ.
4.1. Proposition. For z ∈ V ∗C generic,
(17) D(P )(z) =
∑
v∈F (0)
exp 〈v, z〉
|G(σv)|
∑
γ∈G(σv)
∏
F∈Fv
1
1− χγ(mFv ) exp 〈m
F
v , z〉
and
(18) I(P )(z) = (−1)n
∑
v∈F (0)
exp〈v, z〉
(
| det(mFv )|F∈Fv
) ∏
F∈Fv
1
〈mFv , z〉
.
Proof. See [4, Propositions 3.9 and 3.10]. 
4.2. Lemma. Let E ∈ F be a face of P , let FE ⊂ F be the subset of faces of E,
and let D(E)(z) =
∑
m∈M∩E exp〈m, z〉. Then for z generic,
D(E)(z) =
∑
v∈FE(0)
exp 〈v, z〉
|G(σv)|
∑
γ∈G(σv)
∏
F∈Fv
F)E
1
1− χγ(mFv ) exp 〈m
F
v , z〉
.
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Proof. The proof is essentially the same as that of (17). The main point is that if one
considers a single vertex v in (17), then the sum over G(σv) induces character sums
that equal 1 on Cv ∩M and 0 on Cv ∩ (M(v)rM). These sums have the same effect
on M ∩E for any face E ⊂ P . Furthermore, for any vertex v of E, the points mFv in
the dual basis lie along edges of E exactly for the facets F not containing E. 
Now we build an exponential version of our generating function:
(19) G˜disc(z, y) :=
∑
E∈F
(y + 1)dimE(−y)codimED(E)(z).
4.3. Lemma. For z generic,
(20) G˜disc(z, y) =
∑
v∈F (0)
exp 〈v, z〉
|G(σv)|
∑
γ∈G(σv)
∏
F∈Fv
( y + 1
1− χγ(mFv ) exp 〈m
F
v , z〉
− y
)
.
Proof. This follows from Lemma 4.2 and the fact that P is simple. Indeed, consider
expanding the products over the sets F v. At each vertex v one sees products over
all possible subsets of the edges emanating from v. Each subset determines a unique
face containing v. If we take a face E and collect the terms corresponding to these
edge subsets for the vertices of E, we obtain exactly the expression in Lemma 4.2
for D(E)(z). 
Next we consider an integral version of G˜disc(z, y). As before, let h = (hF )F∈F (n−1)
be a multiparameter indexed by the facets of P , and recall (cf. (6)) that P˜1(h) is the
deformation by h of the (y + 1)-dilate of P :
P˜1(h) = {x ∈ V | 〈x, uF 〉+ (y + 1)λF + hF ≥ 0 for all F ∈ F (n− 1)} .
Given any vertex v ∈ P , the corresponding vertex in P˜1(h) is
v(h) = (y + 1)v −
∑
F∈Fv
hF m
F
v .
We define
G˜cont(z, y) := I(P˜1(h))(z) =
∫
P˜1(h)
exp〈x, z〉 dx.
4.4. Lemma. We have
(21) G˜cont(z, y) = (−1)
n
∑
v∈F (0)
exp〈(y + 1)v −
∑
F∈Fv hFm
F
v , z〉
|G(σv)|
∏
F∈Fv
1
〈mFv , z〉
.
Proof. This follows from (18) with P replaced by P˜1(h), together with the observation
that 1/|G(σv)| = | det(m
F
v )|F∈Fv . 
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We now consider the action of the operator Tdy(P, ∂/∂h) on G˜cont. In particular
we will compute the action on the terms for the different vertices in (21) and will
ultimately compare the result with the corresponding terms in (20). Put
G˜cont(v, z, y) :=
exp〈(y + 1)v −
∑
F∈Fv hFm
F
v , z〉
|G(σv)|
∏
F∈Fv
1
〈mFv , z〉
.
4.5. Lemma. Let γ ∈ ΓΣ and let y be generic. Then Tdy(γ, ∂/∂h)G˜cont(v, z, y) = 0
unless γ ∈ σv. In the latter case,
(22) Tdy(γ, ∂/∂h)G˜cont(v, z, y)
∣∣
h=0
=
exp〈(y + 1)v, z〉
|G(σv)|
∏
F∈Fv
( y + 1
1− aF (γ) exp((y + 1)〈mFv , z〉)
− y
)
.
Proof. The first statement is proved in [4, Proof of Theorem 3.12]. The second follows
from a direct computation using the identity (with a ∈ C, x and u real variables)
Tdy(a, ∂/∂x) exp xu
∣∣
x=0
=
u(y + 1)
1− a exp(−u(y + 1))
− uy. 
4.6. Theorem. Let z be generic. Then
(23) Tdy(P, ∂/∂h)G˜cont(z, y)
∣∣
h=0
= G˜disc((y + 1)z, y).
Proof. This follows from comparison of Lemmas 4.3 and 4.5. Indeed, by Lemma
4.5 only the γ giving elements in G(σv) are relevant for computing Tdy(P, ∂/∂h) on
G˜cont(v, z, y). Furthermore, if γ ∈ G(σv) and F ∈ F (n− 1) contains v, then a direct
computation shows
aF (γ) = χγ(m
F
v ) .
Thus we have equality in the vertex contributions to each side of (23), after we replace
z in G˜disc with (y + 1)z. 
Proof of Theorem 1.5. We take the Taylor expansion on both sides of (23) with re-
spect to z, after replacing the deformed dilate P˜1(h) with the h-deformation of the
(y + 1)-dilate of qP , which is P˜q(h). 
5. Relation to the Hirzebruch–Riemann–Roch Theorem
In recent years, a bridge between toric varieties and geometry allows to prove
beautiful results in geometry and combinatorics using algebraic geometry. Many
combinatorial results have their reflections in algebraic geometry and vice versa. For
example, the polynomial Gϕ(q, y) appears naturally as a generalization of a Hirze-
bruch χy-genus for a singular toric variety.
In this section, we show that the result of Theorem 1.5 agrees with the represen-
tation of the normalized Hirzebruch class of a toric variety studied by Maxim and
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Schu¨hrmann in [13]. Since we study lattice polytopes whose toric varieties are not
necessarily smooth, we have to involve different approaches to the study of singular
varieties such as orbifolds, motivic approach, intersection homology theory, etc.
5.1. Let X = XΣ be a complete toric variety of dimension n defined by the fan
Σ. Denote by Ω̂pX the sheaf of Zariski differential p-forms on X . Recall that Ω̂
p
X is
defined as Ω̂pX := i∗Ω
p
U , where i : U −֒→ X is the nonsingular locus of X . Let OX(D)
be an invertible sheaf corresponding to an ample Cartier divisor D on X . Denote
by P = PD the support polytope of D. For now, we suppose that D is the nontrivial
divisor in the Picard group of X .
The χy-characteristic (or generalized Hirzebruch polynomial of D) is defined by
χy(X,OX(D)) :=
∑
p≥0
χ(X, Ω̂pX ⊗OX(D)) · y
p
=
∑
p≥0
(∑
i≥0
(−1)i dimCH
i(X, Ω̂pX ⊗ OX(D))
)
yp.
In particular, the χy-genus of a toric variety is defined as
χy(X) :=
∑
j,p≥0
(−1)j−p dimCGr
p
FH
j(X ;C) · yp,
where F denotes the Hodge-Deligne filtration on Hj(X ;C).
The combinatorial expression for χy(X,OX(D)) in terms of weighted sums of num-
bers of lattice points in faces of the polytope PD was first obtained in [12] and also
reproved in [13, Corollary 4.3].
5.2. Theorem. Let X be a complete simplicial toric variety with ample Cartier
divisor D. Then the χy-characteristic has the following combinatorial representation
in terms of sums of lattice points over faces of the support polytope P of D:
χy(X,OX(D)) =
∑
F∈FP
(y + 1)dimF (−y)codimF |F ∩M |(24)
=
∑
F∈FP
(y + 1)dimF |F ◦ ∩M | .
5.3. The formula of Theorem 5.2 is called in [12] the Bott Formula for Toric Vari-
eties because it is a generalization of the classical combinatorial result due to Bott
for X = Pn, Ω̂pX = Ω
p
Pn and OX(D) = OPn(a). We see that χy(X,OX(qD)) from (24)
coincides with Gϕ(q, y) in (4) and (14) when ϕ ≡ 1.
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5.4. Here we briefly explain the result of [13], where it is shown how the polynomial
χy(X,OX(D)) can be computed by means of the Hirzebruch–Riemann–Roch (HRR)
Theorem.
Let K(X) be the Grothendieck group of coherent sheaves on X and A(X) be a
ring of classes of cycles modulo rational equivalences on X . There are two main
ingredients of the HRR Theorem: the Chern character
ch : K0(X)→ A∗(X)⊗Q
and the (un-normalized) homology Hirzebruch class Ty∗(X) of X , which can be ob-
tained by applying the map
Ty∗ : K0(X)→ A∗(X)⊗Q[y]
defined in [2] to the formal sum of classes
∑
p[Ω̂
p
X ] in K0(X). Then the generalization
of HRR Theorem from [13, Theorem 2.4] is
χy(X,OX(D)) =
∫
X
ch(OX(D)) ∩ Ty∗(X) .
Notice that in the classical version of the HRR Theorem the dependence on y should
appear in Chern character, but here it is possible to put this dependence into Ty∗(X).
Also, we need Ty∗(X) to be normalized. The class Ty∗(X) can be associated with the
power series
Qy(α) =
α(1 + ye−α)
1− e−α
∈ Q[y][[α]]
whose initial term begins with 1+y (not 1 as expected) as α→ 0. The usual solution
to this problem is to use the following normalization (see, e.g., [10]): consider the
homology class T̂y∗(X) associated with the formal power series
Q̂y(α) =
α(1 + ye−α(1+y))
1− e−α(1+y)
=
α(1 + y)
1− e−α(1+y)
− αy ∈ Q[y][[α]]
whose initial term now begins with 1. Then the normalized Hirzebruch class T̂y∗(X)
is obtained from Ty∗(X) by multiplying the degree-k part of Ty∗(X) by (1 + y)
−k.
5.5. Theorem (Maxim–Schu¨hrmann [13]). Let XΣ be a simplicial toric variety re-
alized as a geometric quotient XΣ = (C
|Σ(1)| − ZΣ)/G by D. Cox’s construction.
Denote by [DF ] the classes of torus-invariant divisors in XΣ related to the facets
F ∈ F (n − 1). Then the normalized Hirzebruch class of a simplicial toric variety
XΣ of dimension n with the fan Σ normal to P is given by
T̂y∗(XΣ) =
∑
g∈ΓΣ
∏
F∈F (n−1)
[DF ](1 + y aF (g) e
−[DF ](y+1))
1− aF (g) e−[DF ](y+1)
 ∩ [XΣ] .(25)
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Our main observation is that the Todd differential operator of Theorem 1.5
Tdy(P, ∂/∂h) =
∑
g∈ΓΣ
∏
F∈F (n−1)
∂/∂hF (1 + y aF (g)e
−∂/∂hF (1+y))
1− aF (g)e−∂/∂hF (1+y)

has the same structure obtained by correspondence [DF ] → ∂/∂hF in the expres-
sion in (25). This correspondence for y = 0 was first established by M. Brion and
M. Vergne in [3] (see also [6, Theorem 13.5.6]). It is not hard to show that The-
orem 1.5 can be reproved by the same technique as in [3, Theorem 4.5] from the
explicit form of T̂y∗(XΣ).
Notice that the un-normalized Hirzebruch class of a toric variety [13, Theorem 5.4]
suggests another form of differential Todd operator which might be easier in appli-
cations
T˜dy(P, ∂/∂h) = (1 + y)
|Σ(1)|−n
∑
g∈ΓΣ
∏
F∈F (n−1)
∂/∂hF (1 + y aF (g)e
−∂/∂hF )
1− aF (g)e−∂/∂hF
 .
By using T˜dy(P, ∂/∂h) instead of Tdy(P, ∂/∂h) in Theorem 1.5, we obtain the poly-
nomial G˜ϕ(q, y) having the same terms as Gϕ(q, y) except the initial term which is
equal to some power of (y+1). This difference of terms of G˜ϕ(q, y) and Gϕ(q, y) can
be easily explained by different initial terms of power series expansions of Qy and Q̂y.
6. Examples
6.1. We conclude by giving some examples of our results. We begin with Theo-
rem 2.6.
Let P be the square pyramid with vertices (0, 0, 0), (1, 1, 1), (1,−1, 1), (−1, 1, 1),
(−1,−1, 1) shown in Figure 1. Let q > 0 be an integer. We consider the generating
function Gϕ(q, y) for different functions ϕ.
Figure 1. The square pyramid P .
The polytope P fails to be simple only at the bottom vertex v = (0, 0, 0). The dual
face PP (v) is a square, and gsquare(x) = 1 + x (in general, the g-polynomial of an
m-gon is 1+(m−3)x). Thus g˜v(−
1
y
) = 1− 1
y
, and the only effect of the non-simplicity
16 MATTHIAS BECK, PAUL E. GUNNELLS, AND EVGENY MATEROV
of P is that, when we form the generating function Gϕ(q, y), the contribution of the
vertices to (9) is
ϕ(q, q, q) + ϕ(q,−q, q) + ϕ(−q, q, q) + ϕ(−q,−q, q) + ϕ(0, 0, 0)(1− 1
y
).
Suppose first ϕ = 1. Then
G1(q, y) =
(4q3
3
− 4q2 +
11q
3
− 1
)
y3
+
(
4q3 − 4q2 − q + 2
)
y2 +
(
4q3 + 4q2 − q − 2
)
y +
4q3
3
+ 4q2 +
11q
3
+ 1 .
One can see the Ehrhart polynomial for P in the constant term, and that for P ◦
in the leading term. It is visible that G1 satisfies G1(q, y) = (−y)
3G1(−q,
1
y
), and
this relation applied to the leading and constant terms is nothing other than Ehrhart
reciprocity.
Denote by Vol(P ) the volume of polytope P of dimension n normalized so that the
volume of the simplex spanned by the origin and basis vectors is equal to 1. Expand
the polynomial G1(q, y):
G1(q, y) =
n∑
p=1
Lp(q)y
p.
Then it is easy to see that Lp(q) is the (generalized Ehrhart) polynomial in q of degree
n whose leading term is
(
n
p
)
Vol(P )qn. Indeed, to see that consider the expansion
from (14)
G1(q, y) =
∑
F∈F
(y + 1)dimFE ◦F (q) g˜F (−y),
where E ◦F (q) = |M ∩ qF
◦| = Vol(P )qn + a1q
n−1 + · · · , and notice that the coefficient
of the leading term of g-polynomial is 1 according to 2.2. In the example above for
the square pyramid, Vol(P ) = 4/3 and the highest order terms of L0(q) and L3(q)
are 4
3
q3, and of L1(q) and L2(q) are 4q
3.
Next we take a linear polynomial ϕ = ax1 + bx2 + cx3. Note that the symmetry
of P implies that we expect that the final answer should be independent of a and b.
Indeed, after summing over faces of P we find
Gϕ(q, y) = y
4
(
cq4 −
10cq3
3
+
7cq2
2
−
7cq
6
)
+ y3
(
4cq4 −
20cq3
3
+ 4cq2 −
cq
3
)
+ y2
(
6cq4 + cq2
)
+ y
(
4cq4 +
20cq3
3
+ 4cq2 +
cq
3
)
+ cq4 +
10cq3
3
+
7cq2
2
+
7cq
6
.
This has degree 4 in y, as expected. One can also see the expected reciprocity law
Gϕ(q, y) = (−y)
4Gϕ(−q,
1
y
).
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For the amusement of the reader, we finish with a larger example: ϕ = ax21+ bx
2
2+
cx23. The resulting Gϕ(q, y) equals
y5
(4aq5
15
−
4aq4
3
+
7aq3
3
−
5aq2
3
+
2aq
5
+
4bq5
15
−
4bq4
3
+
7bq3
3
−
5bq2
3
+
2bq
5
+
4cq5
5
− 3cq4 +
11cq3
3
−
3cq2
2
+
cq
30
)
+ y4
(4aq5
3
− 4aq4 + 5aq3 − 3aq2 +
2aq
3
+
4bq5
3
− 4bq4
+ 5bq3 − 3bq2 +
2bq
3
+ 4cq5 − 9cq4 + 9cq3 −
5cq2
2
−
cq
2
)
+ y3
(8aq5
3
−
8aq4
3
+
10aq3
3
−
4aq2
3
+
8bq5
3
−
8bq4
3
+
10bq3
3
−
4bq2
3
+ 8cq5 − 6cq4 +
26cq3
3
− cq2 −
5cq
3
)
+ y2
(8aq5
3
+
8aq4
3
+
10aq3
3
+
4aq2
3
+
8bq5
3
+
8bq4
3
+
10bq3
3
+
4bq2
3
+ 8cq5 + 6cq4 +
26cq3
3
+ cq2 −
5cq
3
)
+ y
(4aq5
3
+ 4aq4 + 5aq3 + 3aq2 +
2aq
3
+
4bq5
3
+ 4bq4
+ 5bq3 + 3bq2 +
2bq
3
+ 4cq5 + 9cq4 + 9cq3 +
5cq2
2
−
cq
2
)
+
4aq5
15
+
4aq4
3
+
7aq3
3
+
5aq2
3
+
2aq
5
+
4bq5
15
+
4bq4
3
+
7bq3
3
+
5bq2
3
+
2bq
5
+
4cq5
5
+ 3cq4 +
11cq3
3
+
3cq2
2
+
cq
30
.
6.2. Let P = C∆n be a cross-polytope (or co-cube) defined as the convex hull (which
is an octahedron if n = 3) of the standard basis vectors e1, . . . , en and their negatives
−e1, . . . ,−en in MR ≃ R
n. It is known that its polar dual polytope is the unit cube
Cn whose toric variety is isomorphic to P
1 × P1 × · · · × P1. The g-polynomial of the
cube was computed by I. Gessel [15, §2.6]:
g(Cn, x) =
m∑
k=0
1
n− k + 1
(
n
k
)(
2n− 2k
n
)
(x− 1)k, m = ⌊n/2⌋.
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To find the function Gϕ(q, y) of C
∆
n defined in (14), we need to obtain the explicit
form the polynomial
KF (y) := (1 + y)
dimF g˜F (−y) ,
where F is the face of C∆n , which is in one-to-one correspondence with some face of
Cn. Then the KF (y) is equal to
(1 + y)dimF
mF∑
k=0
1
dimF − k + 1
(
dimF
k
)(
2 dimF − 2k
dimF
)
(−y − 1)k.
Putting all this together, we obtain
Gϕ(q, y) =
∑
F∈F
mF∑
k=0
(−1)k
dimF − k − 1
(
dimF
k
)(
2 dimF − 2k
dimF
)
(y+1)dimF+k−degϕD◦ϕ,F (q).
6.3. Finally we consider an example of Theorem 1.5. Let P be the triangle with
vertices at (0, 0), (2, 0), and (0, 1). The polygon P together with its normal fan Σ
are shown in Figure 2.
1
2
3
Figure 2. The triangle P and its normal fan Σ.
In the normal fan the shaded regions represent the sets Q(σ). One can see that
the set ΓΣ contains two lattice points g0 = (0, 0) and g1 = (0,−1), shown in white.
It is clear that the all the functions {aF | F ∈ F} are identically 1 on g0, and that
aF (g1) 6= 1 if and only if F is one of F2 or F3, and that for either of these aF (g1) = −1.
Thus our Todd-y operator has the form
(26) Tdy(P, ∂/∂h) = Tdy(1, ∂/∂h1) Tdy(1, ∂/∂h2) Tdy(1, ∂/∂h3)
+ Tdy(1, ∂/∂h1) Tdy(−1, ∂/∂h2) Tdy(−1, ∂/∂h3) .
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First consider putting ϕ = 1. The function Eϕ(P˜q(h)) is then just the volume of
the deformed dilate P˜q(h), which is
(27) Vol P˜q(h) =
(2h1 + h2 + h3 + 2q(y + 1))
2
4
.
Applying (26) to (27) and putting h1 = h2 = h3 = 0, we obtain(
q2 − 2q + 1
)
y2 +
(
2q2 − 1
)
y + q2 + 2q + 1 .
It is easy to check directly that this agrees with G1(q, y).
Now suppose ϕ is a generic homogeneous linear function ϕ(x1, x2) = ax1 + bx2.
Then our integral becomes
(28) Eϕ(P˜q(h)) =
1
24
(2h1 + h2 + h3 + 2q(y + 1))
2
· (2a(2h1 − 2h2 + h3 + 2q(y + 1)) + b(−4h1 + h2 + h3 + 2q(y + 1))).
Applying (26) to (28) and setting h1 = h2 = h3 = 0 yields
(y + 1)
(
y2
(2aq3
3
−
3aq2
2
+
5aq
6
+
bq3
3
−
bq2
2
+
bq
6
)
+ y
(4aq3
3
−
aq
3
+
2bq3
3
−
2bq
3
)
+
2aq3
3
+
3aq2
2
+
5aq
6
+
bq3
3
+
bq2
2
+
bq
6
)
.
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