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ABSTRACT In the statistical theory of the design of experiments, blocking is the arranging of experimental 
units in groups (blocks) that are similar to one another. Sampling is concerned with the selection of a subset of 
individuals from within a statistical population to estimate characteristics of the whole population. Successful 
statistical practice is based on focused problem definition. In sampling, this includes defining the population 
from which our sample is drawn. A population can be defined as including all people or items with the 
characteristic one wish to understand. Because there is very rarely enough time or money to gather information 
from everyone or everything in a population, the goal becomes finding a representative sample (or subset) of 
that population .this paper reviews the general outlier problem, Two alternate approaches to the multiple outlier 
problem, consecutive and block testing, and their respective inherent weaknesses, masking and swamping, are 
discussed. In addition, the relative susceptibility of several tests for outliers in normal samples to the swamping 
phenomena is reported. 
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INTRODUCTION 
“An outlier, or more descriptively an “outright liar” 
, is an observation (even a subset of observations) 
which appears to be out of line, that is, not 
consistent with the remainder of a data set”[1]. 
Such mavericks often either in-innocently missed 
in the blind transition between data col-election and 
computer or not so innocently slipped under the rug 
of “what isn’t seen can’t hurt”, should fire the 
curiosity and concern of researchers. 
The Origin of Outliers 
Outliers: The Story of Success is a non-fiction 
book written by Malcolm Glad well and published 
by Little, Brown and Company on November 18, 
2008. In Outliers, Glad well examines the factors 
that contribute to high levels of success. To support 
his thesis, he examines the causes of why the 
majority of Canadian ice hockey players are born 
in the first few months of the calendar year, how 
Microsoft co-founder Bill Gates achieved his 
extreme wealth, how The Beatles became one of 
the most successful musical acts in human history, 
how Joseph Flom built Skadden, Arps, Slate, 
Meagher & Flom into one of the most successful 
law firms in the world, how cultural differences 
play a large part in perceived intelligence and 
rational decision making, and how two people with 
exceptional intelligence, Christopher Langan and 
J. Robert Oppenheimer, end up with such vastly 
different fortunes. Throughout the publication, 
Gladwell repeatedly mentions the "10,000-Hour 
Rule", “claiming that the key to success in any field 
is, to a large extent, a matter of practicing a specific 
task for a total of around 10,000 hours. As such, the 
outlier must be studied “relative to some initial 
model for the data generation” [2: p. 247].  
Methods for Outlier Detection 
“There are seven generally accepted “forms” of 
statistical tests of discordance [see, 3]: 
Excess/spread statistics are ratios of the differences 
between an outlier and its nearest neighbor to the 
range or spread of the sample “[4,5].  
“Range/spread statistics replace the numerator of 
the excess/spread statistic with the sample range 
and contrast it with another measure of dispersion, 
often the sample standard deviation” [6,7].  
“Deviation/spread statistics use in the numerator a 
measure of distance between an outlier and some 
measure of central location in the sample” [8].  
“Sum of squares statistics are tests expressed as 
ratios of sums of squares for the reduced and total 
samples. Reduced sample sum of squares simply 
refers to the calculation based upon the total 
sample minus outliers” [8].  
“Higher-order moment statistics are tests not 
specifically designed for assessing outliers, such as 
skewness and kurtosis, but which nevertheless are 
quite useful in this context” [ 9, 10].  
“Extreme-location statistics take the form of ratios 
of extreme values (outliers to measures of central 
location), usually the sample mean” [11-14]. 
“ W-statistics for normal data are simply the ratio 
of the square of a linear combination of the ordered 
sample values to the sum of squares of the 
individual deviations about the mean” [15-17]. 
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The Multiple Outlier Problems: Consecutive 
versus Block Testing  
The simplest situation to imagine is a single upper 
or lower, potentially discordant, outlier. Suppose, 
however, that the researcher observes or anticipates 
a cluster (k 2, where k is the number of outliers) of 
outliers in an extreme upper and/or lower position 
relative to the reminder of the sample. Two 
contrasting approaches have been proposed in the 
literature for dealing with such multiple outlier 
problems. 
Consecutive testing requires that a given single-
outlier procedure be applied repeatedly to outliers, 
one at a time, beginning with the most extreme 
observation and proceeding “in order of decreasing 
degree of deviancy, until an observation “fails” the 
discordance test (., moving inward) and is declared 
to be consistent with the rest of the data set” [19: 
pp. 9-10]. “Alternatively, a single-outlier procedure 
can be applied consecutively in an outward 
direction until significance is reached” (20, 21]. 
This latter approach has an advantage that will be 
addressed below. 
Block procedures, on the other hand, require the re-
searcher to scrutinize suspected discordant 
observations as a unit. Tests have been devised for 
a single upper-and-lower outlier pair, blocks (k 2) 
of upper or lower outliers, or clusters (k 2) of both 
upper and lower suspected values. Block testing is 
an all-or-none proposition in that all observations 
in the unit are declared discordant, or none of them 
are. 
In sample A, most observers would agree that the 
two upper values, 30 and 35, are suspicious. Where 
to draw the line to delineate the upper outliers 
becomes more of a challenge in sample B. And in 
sample C it is not even clear as to which end of the 
data set might, in fact, contain outliers. 
Obviously, prespecification of the number of 
outliers is not an issue in consecutive testing. 
However, one problem facing the use of 
consecutive procedures is the effect of masking. 
Masking 
Barnett and Lewis define masking as “the tendency 
for the presence of extreme observations not 
declared as outliers to mask the discordance of 
more extreme observations under investigation as 
outliers” [22: p. 114]. Take, for example, data set A 
above. If one wished to check for the discordance 
of the values at the upper end of the sample using 
the consecutive testing approach, the first objective 
would be to apply the chosen single-outlier 
procedure to the observation X(9) = 35. (In this 
paper, X(i) refers to the i
th ordered value in a given 
sample of elements.) If X(9) were to be declared 
discordant, the next move would be to test X(8) = 30 
and so on until an observation failed to lead to a 
rejection. Presumably, X(9) and X(8) would be 
declared an outlier set. Masking can influence the 
outcome of this process, however, if the extreme 
nature of the observation X(8) (either a valid 
member of the sampled population or a discordant 
outlier itself) prevents the detection of X(9) as an 
outlier. Therefore, the masking phenomenon can 
halt the initiation of any consecutive testing 
procedure. However, consecutive application of 
single-outlier tests in an outward direction may 
avoid this problem [20,21]. 
Swamping 
Drawing again on Sample A (previously discussed 
in connection with masking), a simple example will 
demonstrate block testing’s analogue to masking: 
the swamping phenomenon. Suppose that, for 
whatever reason, a re-searcher wishes to apply a 
block procedure for outlier detection to sample A 
and specifies the number of suspicious 
observations (k) to be the upper 3. That is, the 
values X(9) = 35, X(8) = 30, and X(7) = 7 are to be 
tested as being inconsistent with the remainder of 
the sample against some prespecified underlying 
probability distribution. A block test applied to 
these three upper values may well declare them 
discordant as a unit; the extreme observations 30 
and 35 have “carried” the otherwise un-exceptional 
value 7. 
The above example cites a situation with an 
obvious upper outlier pair; however, the use of a 
block test for k = 3 upper outliers may declare 35, 
30, and 7 discordant. The nearest neighbor to 30 
and 35, i.e., 7, may be a valid member of the 
population being sampled. The phenomena-non 
may easily be simplified to a single outlier 
swamping a single neighbor or generalized to a 
situation where a cluster of k outliers swamps the 
nearest (n - k)th neighbor(s). 
 Methods 
The approach taken to study swamping in this 
study was similar to Fisher’s in that it involved a 
simulation in which various sizes (n = 10, 30 and 
50) of computer generated pseudo-random samples 
from a normal distribution ( = 0, = 1) based upon a 
self-programmed four-parameter algorithm. 
Minitab (release 16.2.3) was used to generate 
assessments of the swamping phenomenon as well 
as all graphics. Outliers were placed at the upper 
end of each ordered sample according to specified 
criteria for each of the block tests being studied. 
Having all outliers placed, a unit-free swamping 
index was calculated for Special Case I (k = 1 
outlier swamping its nearest neighbor), Special 
Case II (k = 2 outliers swamping a third value) and 
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Special Case III (k = 3 outliers swamping a fourth 
value, and the simplest example of the most 
generalized case of k outliers swamping the nearest 
(n − k)th neighbor). 
Test Selection and the Swamping Consideration  
This study focused on four specific block 
procedures for multiple outliers. Test T2 was 
restricted in its usefulness due to its design (only 
appropriate for k = 2 outliers), as well as limitations 
in the availability of distributional information. It is 
recognized that any attempt at outlier test selection 
is influenced by many considerations. The 
researcher must contemplate the goals and 
objectives of the study, existing knowledge about 
the population. 
 Conclusion: 
Findings in the swamping study indicated a similar 
phenomenon with the single outlier (or “centroid” 
of 2 or 3 outliers in cases II and III, respectively) 
being placed within the upper boundary set by X n k 
1 more often with increasing sample size for T1 and 
T4, and yet T2 and T3 were inversely related to n in 
this respect. This could simply indicate, as 
suggested by Fisher’s  results, that those block tests 
exhibiting this enigma rather frequently are quite 
liberal in terms of outlier definition. However, this 
peculiarity deserves further thought, discussion, 
and investigation. 
“The need to assess and rank single- and multiple-
outlier tests in terms of their relative degree of 
“conservatism” concerning outlier definition, as 
well as “susceptibility” to such phenomena as 
masking and swamping may assist with developing 
the generalized outlier methodology” alluded to by 
Barnett and Lewis [3], Rosner [26], and others. 
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