Adaptive experiments can result in considerable cost savings in multi-armed trials by enabling analysts to quickly focus on the most promising alternatives. Most existing work on adaptive experiments (which include multi-armed bandits) has focused maximizing the speed at which the analyst can identify the optimal arm and/or minimizing the number of draws from sub-optimal arms. In many scientific settings, however, it is not only of interest to identify the optimal arm, but also to perform a statistical analysis of the data collected from the experiment. Naive approaches to statistical inference with adaptive inference fail because many commonly used statistics (such as sample means or inverse propensity weighting) do not have an asymptotically Gaussian limiting distribution centered on the estimate, and so confidence intervals constructed from these statistics do not have correct coverage. But, as shown in this paper, carefully designed data-adaptive weighting schemes can be used to overcome this issue and restore a relevant central limit theorem, enabling hypothesis testing. We validate the accuracy of the resulting confidence intervals in numerical experiments.
Introduction
In both academic and industry settings, one may have access to data that has been collected in a sequential and adaptive manner by a known algorithm. For example, a website may use a multiarmed bandit algorithm to select among different ad placements depending on how users have responded to past choices, and then use the same data to test hypotheses that relate to the design of future innovations and experiments (Scott, 2015; Graepel et al., 2010) . Similarly, a content delivery website can iteratively create visitor and content clusters based on past engagement information, and then produce content recommendations accordingly (Li et al., 2016) . Or, during a scientific
We are grateful for the generous financial support provided by the Sloan Foundation, Office of Naval Research grant N00014-17-1-2131, National Science Foundation grant DMS-1916163, Schmidt Futures, Golub Capital Social Impact Lab, and the Stanford Institute for Human-Centered Artificial Intelligence. experiment, a researcher may sequentially modify the probability that a subject be randomized into different treatments so as to maximize the power of a particular hypothesis of interest (Hu and Rosenberger, 2006; Robbins, 1952; van der Laan, 2008) . As experiments have become cheaper and new machine learning-based adaptive data-collection algorithms have been developed, such datasets are becoming increasingly common (Varian, 2010) .
Most literature on adaptive experiments (in particular multi-armed bandits) has focused on developing algorithms that hone in on the best treatment arm as efficiently as possible. The standard approach to analyzing bandit algorithms focuses on optimizing regret, i.e., on minimizing the utility shortfall from assigning sub-optimal treatments during the trial (Auer et al., 2002; Lai and Robbins, 1985) . More recently, there has also been interest in methods that are able to identify the best arm using as few samples as possible (Mannor and Tsitsiklis, 2004; Russo, 2016) . These algorithms have been found to perform well in practice, and can considerably reduce the cost of identifying the best treatment relative to traditional randomized trials.
In many scientific settings, however, simply identifying the right action is not enough; we also need to be able to prove that we identified the best arm, and to measure the value differentials between different arms. Consider for example a healthcare organization running a pilot experiment where a bandit learns the optimal treatment assignment policy mapping from patient characteristics to the best treatment in some set (a nudge for the patient to comply with a treatment or exercise regime, for example). At some point, the organization needs to make higher-level decisions such as whether to continue to invest in the infrastructure, data security, personnel and software needed to personalize the messages, or to invest in a simpler system that assigns the same treatment to all patients. It wishes to learn whether one type of treatment performs better than another for a particular segment of patients, to gain insight for future innovation. It may also want to publish and share its findings with the broader scientific community. It is thus important to be able to test the performance of the bandit-ideally, without detailed knowledge of the bandit's implementation. The main contribution of this paper is a method that can use data collected by a bandit algorithm to provide confidence intervals and hypothesis tests with frequentist guarantees.
The main difficulty in conducting frequentist inference with adaptively collected data is that key results that motivate traditional approaches to statistical testing-such as the central limit theorem for independent sums-no longer hold in general. In particular, as discussed in Xu et al. (2013) , Bowden and Trippa (2017) , Nie et al. (2018) and Shin et al. (2019) , sample averages in adaptive experiments are neither unbiased nor asymptotically Gaussian.
Consider the following example. We run a two-stage, two-arm trial as follows: For the first T time periods, we randomize assignment with probability 50% for each arm. After T time periods, we identify the arm with the higher sample mean, and for the next T time periods we allocate treatment to the seemingly better arm 90% of the time. Then, for each arm w = 1, 2, we estimate its value µ w asμ avg
where W t denotes the arm pulled in the t-th time period and Y t denotes the observed outcome. Unbeknownst to the analyst, both arms have the same outcome distribution: Y t W t = w ∼ N (0, 1) for all values of t and w.
The left panel of Figure 1 shows the distribution of the value estimate for the first arm,μ avg 1 . Notice that these value estimates do not have a Gaussian distribution and, as emphasized by Nie et al. (2018) and Xu et al. (2013) , are biased downwards. This downward bias occurs because arms in described in Section 1. The plots depict the distribution of the estimators in the limit T → ∞, with errors blown up by a factor √ T . The distributions are overlaid with the Gaussian curve that matches the first two moments of the distribution, along with a dashed line that denotes the mean. All numbers are aggregated over 1,000,000 replications. which we observe random upward fluctions initially will be sampled more and arms in which we observe random downward fluctuations initially will be sampled less. The upward fluctuations are corrected as the arms that are sampled more regress to their mean, while the downward ones may not be because of the reduction in sampling. Note that here we only show value estimates for the first arm so there are no selection bias effects here; the failure of the central limit theorem is a direct consequence of the adaptive data collection.
One often discussed fix to this bias problem is to use the inverse-probability weighting estimator,
where e t (w) is the probability with which our adaptive experiment drew arm w in step t. This compensates for the outsize influence of early downward fluctuations that reduce the probability of an arm being assigned by up-weighting later observations within that arm when we see them. As seen in the right panel of Figure 1 , inverse-probability weighting fixes the bias problem, but exacerbates the non-Gaussianity of the value estimate.
The main goal of this paper is to develop confidence intervals for policy value estimators based on adaptively collected data. Our approach is to ensure that these estimators have an asymptotically Gaussian sampling distribution. At a high level, the way we achieve this is to regulate the influence each sample gets on the policy value estimate using evaluation weights that take into account how a data-collection algorithm behaves at different points in the experiment. Carefully chosen weights then enable us to apply well known martingale central limit theorems to our estimator. This paper is organized as follows. In Section 2 we give a brief review of related papers that deal with policy evaluation using iid or adaptively-collected data. Section 3 has our main theorem characterizing sufficient conditions for a central limit theorem. Section 3.2 has concrete examples of appropriate weight sequences and heuristics to compute them. Sections 3.3 discusses extensions to estimating value differences. Section 4 finally concludes with a set of simulation studies.
Throughout, we will use potential outcome notation (Imbens and Rubin, 2015) . We denote by Y t (w) the random variable representing the outcome that would be observed if individual t were assigned to a treatment w. In any given experiment, this individual can be assigned only one treatment W t from a set of options W, so we observe only one realized outcome Y t = Y t (W t ). We focus on the case that individuals, represented by a vector of potential outcomes (Y t (w)) w∈W , are independent and identically distributed. However, the observed outcomes Y t are in general neither independent nor identically distributed because the distribution of the treatment assignment W t depends on the history of outcomes up to time t.
Related literature
We are concerned with using adaptively collected data to evaluate and test hypotheses about the effects of several treatments. We consider work in this setting, as well as in some related problems: estimating the mean outcome E [Y (w)] under a specific treatment w in non-adaptive experiments, including experiments in which treatment is assigned on the basis of covariates X t ∈ X , and estimating the mean outcome E [Y (π(X))] under a policy π : X → W for assigning treatment on the basis of covariates.
Much of the literature on treatment effect estimation using experimental data relies on the use of a non-adaptive data collection policy, in which the probability of assigning each treatment w is fixed. Under this assumption, estimating the mean outcome under a treatment is a well-understood problem that can be analyzed using classical semiparametric theory (e.g., Bickel et al., 1998) . More generally, this theory characterizes asymptotic behavior of estimators when treatment is assigned with probability e w (X t ) on the basis of observed covariates X t 1 , and pairs X t , (Y t (w)) w∈W are iid. In this more general problem, an important limiting factor is the rarity with which treatment is assigned within strata. A regular estimator for E [Y (w)] does not exist unless the inverse propensity score is integrable, i.e., E [1/e w (X i )] < ∞ (van der Vaart, 1991, Theorem 2.1). This is often summarized by the simpler, though sometimes controversial (D'Amour et al., 2017) , sufficient condition that treatment w is assigned to a nonzero fraction of participants with each level of the covariate, i.e., e w (X i ) ≥ η > 0. In the setting we consider here, though we do not work with the covariates or histories of individuals, rarity of treatment will play an important role. Adaptive sampling schemes will often undersample treatment arms that they identify as suboptimal.
The literature on policy evaluation with adaptively collected data focuses on learning or estimating the value of an optimal policy. The classical literature (e.g., Rosenberger and Lachin, 2015 , Chapters 10 and 11) focuses on strategies for allocating treatment in clinical trials to optimize various criteria. These include, for example, sequential maximum likelihood procedures that iteratively update the assignment probabilities to minimize the variance of a treatment effect estimate, as well as simple greedy and bandit-like rules that aim to optimize participant outcomes during the study. The focus of this work is on testing the sign of a treatment effect, i.e., determining whether a treatment is helpful or harmful relative to control. van der Laan (2008) generalizes this substantially, addressing the problem of optimally allocating treatment to estimate or test a hypothesis about a finite-dimensional parameter of the distribution of X t , Y t (w) w∈W . These procedures tend not to undersample treatments relevant to the estimand or hypothesis of interest because doing so would be suboptimal.
van der Laan and Lendle (2014, Section 10) addresses the same general estimation problem in a setting in which treatment is sequentially randomized but otherwise unrestricted. The estimator they consider in Section 10.3, when specialized to the problem of estimating an arm value, reduces to the augmented inverse propensity weighting estimator (2). They establish asymptotic normality of their estimator under assumptions implying that a non-negligible proportion of participants is assigned the treatment of interest throughout the study, i.e., e t (w) ≥ η > 0. Luedtke and Van Der Laan (2016) proposes a stabilized variant of this estimator to address a problem that arises when estimating one-sided directionally differentiable parameters (see, e.g., Hirano and Porter, 2012) . Its focus is estimating the value of the optimal policy for assigning treatment on the basis of covariates when that optimal policy may be non-unique. The essential challenge is that we cannot expect an estimate of the optimal policy to converge to any single element of the set of optimal policies. And while the value of any specific policy π : X → W is a differentiable functional, admitting an asymptotically normal estimator analogous to (2), its derivative and therefore the specific form and variance of the double robust score Γ AIP W t,π varies from policy to policy. As a result, using this analog of (2) with double robust score Γ AIP W t,πn based on a non-convergent estimateπ n of the optimal policy can lead to discontinuous jumps in variance when the policyπ n changes. This results in a non-normal asymptotic distribution. The authors solve this problem by dividing the data into J batches and within batches using an estimateπ j of the optimal policy based on previous batches to fix a double-robust score Γ AIP W t,πj and form a studentized averageσ −1 jΓ j of scores within that batch. The proposed estimator is a rescaled average over batches,
with the property thatΣ −1 (Q − Q) is an average of studentized statistics and therefore asymptotically normal. In Luedtke and van der Laan (2018), the authors discuss the application of this approach to other one-sided differentiable parameters and mention that, because their estimator has the same martingale structure as that of van der Laan and Lendle (2014), it could also be used with sequentially randomized treatments. However, they do not pursue this idea further.
Finally, in a paper closely related to ours in motivation, Kasy and Sautmann (2019) studies the design of bandits when the goal is to conduct inference after the experiment. The paper focuses on Bayesian inference, which justifies ignoring adaptivity. The focus of the paper is on developing optimal assignment rules that minimize the posterior variance. In contrast, our paper focuses on frequentist confidence intervals.
Policy Evaluation
We start by establishing some definitions. Each observation in our data is represented by a tuple (W t , Y t ). The random variables W t ∈ W are the arm, treatment or intervention to which this observation was assigned. Arms are categorical. The reward or outcome Y t represents the individual's response to the treatment. The set of observations up to a certain time
The treatment assignment probabilities e t (w; H t−1 ) := P[W t = w H t−1 ] are time-varying and decided via some known algorithm. With many popular bandit algorithms, such as Thompson sampling (Thompson, 1933) , treatment propensities are chosen by the algorithm and thus known to the experimenter. Throughout this paper, we assume that treatment propensities are known.
We are concerned with the problem of estimating and testing pre-specified hypotheses about the value of an arm, denoted by Q(w) := E [Y (w)], as well as differences between two such values, denoted by ∆
. We would like to be able to do that even though the data-collection mechanism did not target these estimates.
When the data is collected uniformly at random, as in a randomized control trial, reward realizations are independent and indentically distributed. Under these conditions, to estimate the value of each arm the researcher simply needs to average the rewards associated with each arm. On the other hand, when the data is collected adaptively the simple average of rewards will not give the correct answer because of sample bias. A common solution is to use the following inverse propensity score weighted (IPW) estimator.
The idea underlying this estimator is to upweight observations for arms that are selected less often.
One can prove that, as long as there is overlap, (1) is an unbiased estimator of the true arm value. However, when the propensity scores e(w; H t−1 ) are small, this estimator can exhibit very high variance. This issue is particularly severe in bandit algorithms, since their goal is to drive these probabilities down as fast as possible.
A generalization is the augmented-inverse propensity score estimator (AIPW), which adds a variancereducing term to the definition.
The symbolμ t (w; H t−1 ) denotes an estimator of E[Y t (w)], but it neeed not be a good one. The AIPW estimator (2) remains unbiased even ifμ t (w) is biased or inconsistent, as long as it is fit using only on the data up to period t − 1. When it is zero, the estimator reduces to the previous IPW estimator.
We generalize the AIPW estimator estimator by introducing a sequence of adaptive evaluation weights h t (w; H t−1 ) that average observations non-uniformly and possibly responding to past data. The resulting estimator is the adaptively-weighted augmented inverse-propensity score estimator,
.
( 3) The motivation for these weights is the following. If every observation gives us the same amount of information, as it is the case in randomized experiments, then we can do no better than to use constant weights. However, in adaptive experiments, later observations may provide us with less information if they are associated with smaller propensity scores, since they exhibit higher variance. This fact has important consequences for inference. While in a randomized controlled trial we are guaranteed to get more precise estimates over time, in an adaptive experiment this precision can increase or decrease over time, depending on how fast the assignment probabilities decay.
In the next section, we establish conditions under which adaptively weighted estimators are consistent and asymptotically normal. They include familiar assumptions for a martingale central limit theorem, but also additional guards that ensure that the evaluation weights h t (w) do not decay particularly fast relative to the assignment probabilities.
For notational clarity, in the remainder of the paper whenever it does not lead to confusion we will drop the superscripts and the dependence on arm and history and write e.g. Q T simply to mean our adaptively-weighted estimator (3), h t for evaluation weights, e t for assignment probabilities, and so on. Expectations of a random variable X conditional on the history up to (and including) some period t will be denoted by E t [X].
Formal results
The following set of conditions are sufficient for consistency and asymptotic normality of our adaptively weighted estimator Q T (w).
Condition 1 (Rewards). Rewards have bounded fourth moments.
Condition 2 (Estimators). Estimatorsμ t are bounded uniformly in t, depend only on data up to period t − 1, and converge almost-surely to a constant.
The most important aspect of Condition 2 is the dependence on past data, because it is what allows us to apply martingale methods and derive our main inference results. The dependence on the data may be trivial: As we have mentioned before,μ t can equal zero for all t. Note thatμ t need not be consistent, and therefore the limiting constant need not be the true value Q. The boundedness and almost-sure convergence to a constant serve to rule out pathological behavior.
Condition 3 (Assignment). Assignment probabilities e t are strictly positive, known for all time periods and arms, and depend only on data up to period t − 1.
Condition 4 (Evaluation weights). Unnormalized evaluation weights h t are non-negative and depend only on data up to period t − 1.
The condition of dependence on past data in Conditions 3 and 4 is again used to ensure our estimator satisfies a certain martingale property, but it is quite natural in the context of sequential experimental design, in which at each period an algorithm uses past to decide how the next observation should be assigned. The assumption of positivity rules out deterministic assignments, but it allows for assignment probabilities that decay to zero asymptotically.
The next three conditions jointly restrict the space of available evaluation weights and assignment probabilities. They help verify consistency and asymptotic normality, as they ensure that we have collected enough data (Condition 5), that our data is not too correlated (Condition 6), and that our estimates are reasonably well-behaved (Condition 7).
Condition 5 (Infinite sampling). Evaluation weights h t and assignment probabilities e t satisfy the following convergence in probability condition.
This condition ensures that we collect and use enough information about each arm asymptotically.
Condition 6 (Predictable variance). Evaluation weights h t and assignment probabilities e t satisfy the following convergence in L p -mean condition.
T t=1
Condition 7 (Lyapunov-type). Unnormalized weights h t and assignment probabilities e t satisfy T t=1
Of these conditions, the most delicate one is Condition 6, which ensures that the variance of Q h t is predictable for large T . Conditions of this type are standard for martingale central limit theorems (de la Peña et al., 2008) . We note that un-weighted value estimators (i.e., estimators with h t = 1) will in general not satisfy (7) unless T t=1 1/e t concentrates. The simplest way to satisfy (7) is to use weights h t = √ e t , resulting in an estimator that is closely related to the one studied by Luedtke and Van Der Laan (2016) . Below, we discuss other variance-stabilizing weighting schemes that satisfy (7).
Given these assumptions, our main result is as follows.
Theorem 1 (Asymptotic normality for arm value estimates). Suppose that we observe rewards Y t = Y t (W t ), and that the underlying potential outcomes (Y t (w)) w∈W are independent, identically distributed, and nondeterministic, i.e., Var [Y t (w)] > 0. Suppose moreover that Conditions 1-7 are satisfied, and that either our online estimatorsμ t are consistent (i.e., µ ∞ = Q) or that the treatment assignment probabilities converge, lim t→∞ e t = a.s. e ∞ . Then (3) is a consistent estimator of the true arm value Q, and the following statistic is asymptotically normal.
Theorem 1 allows us to construct confidence intervals for our estimator (3). If its assumptions are satisfied with constant weights h t = 1, this applies to the AIPW estimator (2) and the variance estimator V (w) is the sample variance of the doubly-robust scores.
Remark 1 (Conditions for unbiasedness). Note that we do not require unnormalized evaluation weights h t to sum to one. Therefore, in general adaptively weighted estimators are consistent but not unbiased in finite samples.
However, if the weights are independent of all history (e.g. a deterministic sequence), or if they deterministically sum to to one, then the estimator is unbiased in finite samples.
Weight scheme heuristics
In this section we provide heuristics for choosing evaluation weights. We compare several of these weighting schemes in Section 4.
Deterministic weights
Weight sequences that are deterministic and independent of the arm can improve the statistical performance of our estimator, while also maintaining unbiasedness. For example, we may take h t = 1 t α for α ≤ 1.
Propensity-score weights It can be shown that each term in the sequence Γ t grows in a manner that is roughly proportional to the inverse propensity scores e −1 t . This suggests that a heuristic for variance minimization is to counterbalance that growth by taking h t = e t . When these weights are used, Condition 5 is satisfied if the sum of propensities is infinite, e.g., if e t ≥ 1/t. Note that in the case of inverse-propensity weighting, Γ t = W t /e t Y t , using propensity score weights h t = e t recovers an estimator, Q = t t=1 W t Y t / t t=1 e t , that is closely related to the simple average estimator (the only difference being that we normalize by t t=1 e t rather than the actual number of times the arm was pulled). In our experiments, we find that using h t = e t in fact behaves similarly to the simple average.
Variance-stabilizing weights We can construct variance-stabilization weights as follows
where λ t is an F t−1 -measurable "allocation rate" such that 0 ≤ λ t < 1 for all 1 ≤ t ≤ T − 1, and λ T = 1. Qualitatively, λ t captures the fraction of our remaining sampling variance we want to allocate to the upcoming observation. Condition 6 is deterministically satisfied for any choice of the form (11); however, different choices of allocation rate λ t may result in better or worse precision.
The simplest choice of allocation rate is the constant one, λ t = 1/(T − t + 1), which allocates variance evenly to all remaining observations. Given this choice, we can solve (11) in closed form and get h t = e t /T . Weights of this type were originally proposed by Luedtke and Van Der Laan (2016) for the purpose of estimating one-sided directionally differentiable parameters.
For optimal precision, however, we would prefer to use weights that scale as e t rather than √ e t . In a non-adaptive experiment, we could set λ t = e t / T s=t e s in (11), and recover the propensity weights h t = e t / T s=1 e s . In adaptive experiments, however, this choice of λ t would not be F t -measurable and thus would not satisfy the conditions of Theorem 1. In our experiments, we use the following measurable surrogate for propensity weighting:
where E denotes an estimate of the future behavior of the propensity scores. Such estimates are in general available with Bayesian methods, e.g., Thompson sampling, and can be derived via Monte Carlo methods. In order to do that, at every point t in time, we can estimate the data-generating process and simulate periods t + 1 to T a number of times L, record the corresponding propensity scoresẽ ( ) t from the th simulation, and approximate the conditional expectation by
These estimates need not be particularly high quality. At T they will equal one deterministically, satisfying the restriction mentioned above.
Evaluating policy contrasts
We can estimate the difference in value between two arms ∆(w, w ) := Q−Q(w ) using the following estimator.
We can establish a central limit theorem for this estimator under similar conditions as used for Theorem 1.
Numerical Experiments
We simulate and analyze data from the following two simulation designs described below. After each simulation, we estimate the value of each arm using the adaptively-weighted estimator (3), where the weights h t are: constant at 1/T (uniform); polynomially-decaying as 1/t α for α ∈ {0.5, 0.75}; the propensity score-based (propscore) and variance-stabilizing (stablevar) heuristics presented in Section 3.2. In addition, we also display estimates that use the sample mean (simple) for comparison.
No signal In this setup there are three arms yielding rewards that are uniformly distributed on [−2, 2]. Treatments are assigned according to probabilities computed by a Thompson Sampling multi-armed bandit algorithm with a standard Gaussian prior. Probabilities are updated after each observation, and are capped at 1% -that is, every arm receives a small probability of assignment, even if its estimated performance is poor. 2 The scores Γ t defined as in (2) are computed witĥ µ t = 0.
The challenge in a no-signal scenario is that arbitrary fluctuations at the beginning can influence the behavior of the data-collection mechanisms for the remainder of the experiment. In particular, the algorithm may pick up an arm that looks spuriously better at first and proceed to collected data more heavily from it than others. The strong dependence induced by this issue can cause a violation of Condition 6, unless one uses the variance-stabilization weights described in Section 3.2. In addition, since arms that are (incorrectly) considered suboptimal by the algorithm are updated less frequently, they may also exhibit negative bias. Figure 2 shows how the distribution of the standardized estimate (Equation (9)) changes over time depending on evaluation weights. For both uniform and propscore weights the distribution is not normal for the reasons just described, while stablevar weights correct the distribution.
The performance of the sample mean (simple) is similar to propscore. This is expected because when we construct Γ t (2) withμ t = 0, the estimator that uses the propensity score-based evaluation weights agrees with the sample mean except for the normalization factor of 1/ t e t .
Strong signal In this setup there are five arms yielding normally-distributed rewards with unit standard deviation and mean E[Y (w)] = w. Treatments are also assigned according to probabilities computed by a modified Thompson Sampling multi-armed bandit algorithm with Gaussian prior. Probabilities are updated in 50 batches of size 30 after an initial batch of size 100, and a floor of 1% is imposed (see full description in Appendix B). 3 Scores Γ t are as defined in Equation (2) and we use the sample mean as the online estimatorμ t . Figure 4 shows results for the highest-reward and lowest-reward arms. The former is estimated with low bias and correct coverage without the need for non-uniform evaluation weights for inference. In fact, the sample mean is also a re. Polynomially decaying weights (polydecay) do not affect bias or coverage since they are chosen independently from the data, but can hurt performance since they needlessly discard information towards the end of the experiment. On the other hand, the performance of the low-reward arm can be improved by non-uniform evaluation weights since they will correctly downweight high-variance observations at the end of the experiment. We include additional results in Appendix C. 
A Proof of Theorem 1
We will follow a familiar proof technique that involves three steps.
1. Prove a CLT for this auxiliary martingale difference sequence (MDS) (in subsec. A.1).
2. Show consistency of our estimator Q T for the true value Q (subsec. A.2).
Show asymptotic normality of Q T (subsec. A.3).
Proposition 2 (Martingale CLT). (e.g Helland, 1982 ) Let {ξ T,t , F T,t } T t=1 be a zero-mean, squareintegrable martingale triangular array. Then the sum T t=1 ξ T,t will be asymptotically normally distributed, T t=1 ξ T,t ⇒ N (0, 1) if the following conditions hold.
The following lemma will be invoked several times. It says that the growth rate of conditional expectations of our martingale depends primarily on the size of inverse propensity scores.
Lemma 3 (Behavior of MDS conditional moments). ] If conditions 1-4 are satisfied, there exist positive constants C 2 , C 4 such that the p th conditional moments of the auxiliary MDS almost-surely satisfy
Proof. Starting from the definition of Γ t scores in (2) a routine calculation reveals that second conditional moment of ( Γ t − Q) is
whereμ t and e t can be taken out of the conditional expectation because their were assumed to be A similar calculation shows that the fourth moment of ( Γ t − Q) can be expressed as
The first four moments of Y t (w) are guaranteed to be finite by Condition 1.
Using the constants derived above,
where we used F t−1 measurability of h t (Condition 4) to extract it from the conditional expectations.
It follows that our claim holds for p = 2 with C 2 =
We conclude by considering the case p = 4, in which we can take
A.1 Step 1: CLT for ξ T,t
Our goal is to prove that the auxiliary martingale difference sequence defined in (15) satisfies the two martingale central limit conditions stated in Proposition 2.
A.1.1 Conditional Lindeberg
In order to prove that the auxiliary MDS (15) satisfies the conditional Lindeberg condition (16), begin by applying the Cauchy-Schwarz inequality to each term in the sum, and then to the resulting bound on the sum itself.
Lemma 3 guarantees that there exists a constant C 4 such that
Condition 7 implies that this goes to zero in probability.
Furthermore, by Chebyshev's inequality and Lemma 3,
Condition 6 implies that this goes to a constant C 2 / 2 in probability.
The square of our bound (24) is the product of the two sums bounded in (25) and (26), so it goes to zero in probability as required.
A.1.2 Variance convergence
We write the argument below under the assumption that e t converges almost surely to e ∞ . Under the alternate condition thatμ t is consistent, i.e., that µ ∞ = Q, we get a simplification C 4 = 0 below. This shortens the argument, and avoids needing to invoke convergence of e t .
In this part of the proof, we will show that the sum of conditional variances converges to one.
Expanding the doubly-robust scores from equation (2), and in particular expanding the estimator μ t around its limit µ ∞ ,
Here
To make the last term more like the others, it will be convenient to expand it as C 4 = C 4 (e t − e ∞ )/e t + C 4 e ∞ /e t .
Plugging the expansion (31) into (27), we can write
To complete our argument that such a term is negligible, observe that x t is uniformly bounded and t is finite, so the first part of Condition 5 implies that this probability converges to zero.
This characterizes the numerator in our fraction Z T /EZ T . Now consider the denominator, EZ T = (C 1 + C 4 e ∞ )EA T + ER T . We will show that the latter term is negligible. By Hölder's inequality,
for Hölder conjugates p, q. The second factor is bounded for some p > 1 under Condition 6, and the first converges to zero for any finite q, and therefore the conjugate of p, because R T /A T converges to zero in probability and is uniformly bounded. It follows that
The leading term A T /EA T converges to one in probability under Condition 6, so
We have proven in Subsection A.1 above that t ξ T,t is asymptotically standard normal and therefore bounded in probability. The second factor in our bound converges to a constant under Condition 5. Finally, the second part of Condition 5 and Condition 6 together imply the third factor converges in probability to zero. As the first two factors are bounded and the third vanishes, the product vanishes. so its mean square is the sum of the variances of the terms, Term (C) Again, the term ( Q T − Q) 2 can be taken out of the sum. Begin by expanding from the defition of Q T and rearranging terms.
for two t, s in the same batch).
4. Assign a probability floor of 1% as follows. If an arm hasē t (w) < 0.01, let e t (w) = 0.01. Then, shrink all other arms by letting e t (w) = 0.01 + c(ē t (w) − 0.01), where c is some constant that makes the sum of all assignment probabilities be one.
Draw from Thompson
Sampling probabilities with floor for every t in this batch.
W t ∼ Multinomial{e t (1), · · · , e t (K)} (56) 6. Store the entire K-vector of probabilities, selected arms W t and observed rewards Y t .
C Additional results

C.1 Checking conditions
Conditions 5-7 can be checked via Monte-Carlo simulations. Figure 5 shows selected quantiles of the distribution of the ratios in these conditions over time. Notably, Figure also highlights the necessity for stablevar weights in a no-signal design. Without it, as the Condition 6 panel shows in Figure 5 , the ratio of t h 2 t /e t to its expectation does not seem to convergence to a constant. Heuristic weights: stablevar Heuristic weights: stablevar Heuristic weights: stablevar 
