Abstract-Genome rearrangement is a new and important research area that studies the gene orders and the evolution of gene families. With the development of fast sequencing techniques, large-scale DNA molecules are investigated with respect to the relative order of genes in them. Contrary to the traditional alignment approach, genome rearrangements are based on comparison of gene orders. Recently, it became a topic capturing wide attention. In this paper, we cover many kinds of rearrangement events such as reversal, transposition, translocation, fussion, fission, and so on. Different types of distances between genomes or chromosomes are discussed. A variety of mathematic models are included.
I. INTRODUCTION
G ENOME rearrangement was pioneered by Dobzhansky and Sturtevant [38] , 60 years ago, who published a milestone paper with an evolutionary tree presenting a rearrangement scenario with 17 reversals for the species Drosophila pseudoobscura and Miranda. Many subsequent studies show that genome rearrangement is a common mode of molecular evolution in plants, mammals, viral, and bacteria [6] , [55] , [56] , [58] - [60] , [71] , [96] , [108] , [110] , [112] .
In the late 1980s, Palmer et al. compared the mitochondrial genomes of Brassica oleracea (cabbage) and Brassica campestris (turnip) and found that they are very closely related (many genes are 99%-99.9% identical) [90] . Another example [88] shows that the only major difference between the two bacteria Escherichia coli and Salmonella typhimurium is the order of genes in their chromosomes. Rearrangement event reversal plays an important role in the diversity of plants and bacteria. In a study of herps viruses, researchers [54] faced the problem of analyzing an entire spectrum of genome rearrangements, in particular, transpositions. In 1984, when attempting to analyze genome rearrangements in mammalian genomes, Nadeau and Taylor [87] estimated that just 178 ± 39 rearrangement events happened since the separation of lineages leading to humans Manuscript received May 7, 2004 and mice 80 million years ago. This estimation was validated by Copeland et al. [32] based on a man-mouse genetic linkage map. The most common rearrangement events in mammalian evolution are translocations and reversals. Both reversals and transpositions rearrange the order of genes in the same chromosome. A reversal reverses the order of a segment of genes in the chromosome, whereas a transposition removes a segment of genes from the chromosome and inserts it into the other place of the same chromosome. A translocation acts on two chromosomes. Suppose two chromosomes X and Y are cleavaged as the prefix-suffix form (X 1 , X 2 ) and (Y 1 , Y 2 ), where none of the four segments X 1 , X 2 , Y 1 , and Y 2 are empty. A translocation swaps the prefix of one chromosome with the prefix or suffix of the other chromosome, resulting in two new chromosomes (X 1 , Y 2 ) and (Y 1 , X 2 ) or (Y 1 , X R 1 ) and (Y R 2 , X 2 ), where X R denote the reverse of X. Other rearrangement events such as fusions and fissions are common in mammalian evolution. For example, the only difference in the overall genome organization of humans and chimpanzees is the fusion of chimpanzee chromosomes 12 and 13 into human chromosome 2. A fusion concatenates two chromosomes into one, and a fission does the opposite work. Fusions and fissions are often considered together with some of the three basic operations, such as reversal, translocation, and transposition.
Classical alignment algorithms for sequence comparison can only handle local mutations instead of global rearrangements [68] , [94] , [124] . The first serious strike to the computation of rearrangement distance started in 1993 by Kececioglu and Sankoff [73] . Since then, more than 100 research papers on algorithmic results for genome rearrangement have been published. Recently, it has been developed into a wide research area with many mathematical models and unsolved computational problems. For details, see the new book [112] and a book chapter [108] .
In this paper, we will review most of the algorithmic results for genome rearrangement. The rest of the paper is organized as follows. Section II defines the most common rearrangement operations. Section III covers results for reversals. Transpositions and translocations are discussed in Sections IV and V, respectively. Section VI is about duplication genes. Section VII presents results on syntenic distance. The median problem and phylogenetic tree reconstruction are reviewed in Section VIII. Conclusions can be found in Section IX.
II. REARRANGEMENT OPERATIONS
A gene is represented by an identity that can be either a positive integer or a signed integer. Let E be a set of identities (genes). A chromosome is a permutation of identities over E.
Unless clearly stated, each gene appears exactly once in a chromosome. If a gene can appear more than once in a chromosome, we use a string on E to represent the chromosome. A genome is a collection of chromosomes.
When we compare two chromosomes, we assume that one chromosome is the identity permutation ι = (1, 2, . . . , n) and the other is a permutation π = (π 1 , π 2 , . . . , π n ). If the orientation of each gene is provided, the chromosome is represented by a signed permutation, where each identity is a signed integer; i.e., a sign "+" or "−" is associated. Now, we define some important operations related to genome rearrangement.
If π is a signed permutation, in addition to reversing the order, a reversal π · ρ(i, j) also changes the signs of the genes π i , π i+1 , . . . , π j .
Given permutations π = (π 1 , π 2 , . . . , π n ) and σ = (σ 1 , σ 2 , . . . , σ n ), the reversal distance between π and σ is the minimum number of reversals required to transform π into σ.
It is easy to see that π · ρ(i, j, k) has the effect of moving the gene block π i , π i+1 , . . . , π j −1 to a new location in π. Another view is that for i < j < k, ρ(i, j, k) exchanges gene blocks π i , π i+1 , . . . , π j −1 and π j , π j +1 , . . . , π k −1 .
Given permutations π = (π 1 , π 2 , . . . , π n ) and σ = (σ 1 , σ 2 , . . . , σ n ), the transposition distance between π and σ is the minimum number of transpositions required to transform π into σ.
. . , π n ) can be viewed as a transposition operation plus a reversal operation having the following effect:
If π is a signed permutation, in addition to reversing the order, an inverted transposition π · ρ(i, j, k) also changes the signs of the genes π j −1 , π j −2 , . . . , π i .
It is easy to see that a block-interchange swaps two nonintersecting gene blocks in a permutation, whereas a transpositoin swaps two adjacent gene blocks.
Given permutations π = (π 1 , π 2 , . . . , π n ) and σ = (σ 1 , σ 2 , . . . , σ n ), we want to find a shortest series of blockinterchanges ρ 1 , ρ 2 , . . . , ρ t such that π · ρ 1 · ρ 2 · · · ρ t = σ. We call t the block-interchange distance between π and σ.
Note that reversals, transpositions, and block-interchanges act on one permutation. Another operation acts on two permutations. 
Most of the exact and approximate algorithms for genome rearrangements are based on the notion of breakpoint, which is defined as follows.
Definition 8: Given a permutation π = (π 1 , π 2 , . . . , π n ) of ι = (1, 2, . . . , n), we extend both permutations to (0, π 1 , π 2 , . . . , π n , n + 1) and (0, 1, 2, . . . , n, n + 1).
A strip of a permutation π is a segment π i π i+1 . . . π j where (π i−1 , π i ) and (π j , π j +1 ) are breakpoints and there is no breakpoint in this segment. The size of a strip is the number of genes in the strip.
Generally, given two permutations π = (π 1 , π 2 , . . . , π n ) and σ = (σ 1 , σ 2 , . . . , σ n ), we say π i and π j are adjacent in π if |i − j| = 1. A pair (g, h) in π is a breakpoint if g and h are adjacent in π but not in σ. Define Φ(π, σ) to be the number of breakpoints in π. Obviously, Φ(σ, π) = Φ(π, σ). The number of breakpoints between two genomes is the most general measure of genomic distance requiring no assumptions about the mechanisms of genome evolution and is very easy to calculate. Given multiple genomes, Sankoff and Blanchette [15] , [98] suggested the breakpoint distance as a measure for inferring phylogenies.
The notion of the breakpoint graph can be extended for signed permutations.
III. SORTING BY REVERSALS
The reversal operations were first observed in the third chromosome of wild races of Drosophila pseudoöbscura more than 60 years ago [117] . In 1982, Watterson et al. gave the first definition of reversal distance problem for circular permutations, where the first gene is considered to be adjacent to the last gene [125] . The first serious strike to the computation of the reversal distance started about ten years ago by Kececioglu and Sankoff [72] , [73] . Since then, computing the reversal distance has become a core in computational molecular biology.
Definition 9: Given two signed (unsigned) permutations, the sorting signed (unsigned) permutation by reversals problem is to compute a shortest series of reversals to transform one permutation into the other.
From the computational point of view, the only related work in history is a restricted version called prefix reversals or pancake flipping problem [27] , [39] , [46] , [50] , [64] , [65] , which are reversals of the form [1, i] .
A. Exact Algorithms
Kececioglu and Sankoff [72] , [73] gave an exact algorithm for sorting unsigned permutation by reversals using a branchand-bound approach. The algorithm finds an optimal solution in O(mL(n, n)) time and O(n 2 ) space, where m is the size of the branch-and-bound search tree and L(n, n) is the time to solve a linear programming of n variables and n constraints. They introduced the linear programming technique to obtain the lower bound. The upper bound can be found by considering the series of reversals removing the biggest number of breakpoints among all the ones of fixed length. Extending [72] , [73] , Kececioglu and Sankoff found tight lower and upper bounds for signed circular permutations and implemented an exact algorithm that works very fast for relatively long permutations [74] . They raised some conjectures in [72] and [73] .
Conjecture 1: There exists an optimal series of reversals that does not cut strips other than at their first or last element.
Conjecture 2: There exists an optimal series of reversals that never increases the number of breakpoints.
Hannenhalli and Pevzner [59] proved that these two conjectures were correct. In [59] , they proposed a polynomialtime algorithm for sorting unsigned permutation by reversals for a special case, where permutations do not have singletons (i.e., strips with size one). This demonstrates that singletons present a major obstacle on the way toward an efficient algorithm for sorting unsigned permutation by reversals. Based on the notion of spin of a permutation, they gave a new algorithm for sorting unsigned permutation by reversals and showed that the algorithm runs in polynomial-time for permutations with at most O(log n) singletons. Applications of this algorithm were provided for analyzing rearrangements in maize and green algae.
B. Approximate Algorithms
The pioneer work of Kececioglu and Sankoff [72] , [73] proposed the first approximation algorithm for sorting unsigned permutation by reversals with performance ratio 2 that runs in O(n 2 ) time and O(n) space for n-element permutations. They used a greedy strategy.
Bafna and Pevzner [5] further studied the problem. For the signed case, they gave an approximation algorithm with ratio (3/2) and running time O(n (3/2) ). For the unsigned case, they gave an approximation algorithm with ratio (7/4) and running time O(n 2 ). Computer software (ReversalSort) based on algorithms in [5] was implemented in [6] . Some experiments were done for plant organelles and mammalian X chromosomes. For the unsigned case, Christie [29] further improved the performance ratio to (3/2) in 1998.
The latest approximation algorithm for the unsigned case was presented recently by Berman et al. [12] . They exploited the polynomial-time algorithm [57] for sorting signed permutation by reversals, and developed a new approximation algorithm for maximum cycle decomposition of the breakpoint graph.
Theorem 3: [12] Sorting unsigned permutation by reversals can be approximated within ratio 1.375.
C. Polynomial-Time Algorithms for Sorting Signed Permutations by Reversals
The first polynomial-time algorithm for sorting signed permutation by reversals was given by Hannenhalli and Pevzner [57] (extended version in [60] ) that runs in O(n 4 ) time for permutations of n genes. Previously, two parameters, the number of breakpoints b(π) and the size of a maximum cycle decomposition c(π) in the breakpoint graph, were shown to be closely related to the reversal distance [5] , [72] , [73] . Hannenhalli and Pevzner found the third hidden parameter h(π), the number of hurdles.
Based on the upper and lower bounds, they successfully solved the problem.
After Hannenhalli and Pevzner [57] , many improved algorithms have been proposed. By exploiting a few combinatorial properties of the breakpoint graph of a permutation, Berman and Hannenhalli [11] proposed an O(n 2 α(n)) implementation of the algorithm in [57] , where α is the inverse Ackerman function [118] . A faster and simpler O(n 2 ) algorithm for sorting signed permutation by reversals was devised by Kaplan et al.. Theorem 4 [69] : Sorting signed permutation by reversals can be computed in O(n 2 ) time for permutations of size n. All the above algorithms give the reversal distance as well as the series of reversals.
Bader et al. [4] recently presented a linear-time algorithm that only compute the reversal distance between two signed permutations. The algorithm cannot provide any series of reversals.
Theorem 5:
Computing the reversal distance between two signed permutations can be done in O(n) time for permutations of size n.
Based on the linear time algorithm, Bader et al. [4] also presented an O(n 2 ) time algorithm to give an optimal series of reversals. The implementation of the O(n 2 ) algorithm is faster than the implementations of the algorithms in [57] and [69] in practice. The program can be found in [3] , [52] , and [80] .
Without using the breakpoint graph, Bergeron [9] gave a neat presentation of the Hannenhalli and Pevzner's theory [57] for computing the reversal distance between signed permutations. The presentation leads to a O(n 2 ) time algorithm. A bit-vector implementation of [9] was presented by Bergeron and Strabourg in [10] .
Siepel [115] proposed an efficient algorithm for finding all possible shortest series of reversals transforming one permutation into the other.
D. Kaplan's Algorithm: An Example
In this section, we briefly illustrate the Kaplan's algorithm [69] for sorting signed permutation by reversals. We start by introducing some related terminologies.
Let π = π 1 π 2 · · · π n be an unsigned permutation of the integers 1, 2, . . . , n. The breakpoint graph of π is an edge-colored graph B(π) with n + 2 vertices {π 0 , π 1 , . . . , π n , π n +1 } = {0, 1, . . . , n + 1} where π 0 = 0 and π n +1 = n + 1, a pair (π i , π j ) is a black edge if (π i , π j ) is a breakpoint in π (i.e., |π i − π j | > 1 and |i − j| = 1), and is a gray edge if (i, j) is a breakpoint in π −1 (i.e., |π i − π j | = 1 and |i − j| > 1). A cycle in B(π) is alternating if the colors of every two consecutive edges in the cycle are distinct. In the following, a cycle always means an alternating cycle.
A signed permutation π is a permutation with each element in π associated with a sign "+" or "−." The image of a signed permutation π of order n is an unsigned permutation u(π) of order 2n by replacing the positive element +x in π by 2x − 1 and 2x, and negative element −x in π by 2x and 2x − 1. For any signed permutation π, let B(π) = B(u(π)). Note that in B(π), every vertex is either isolated or incident to exactly one black edge and one gray edge. Therefore, there is a unique decomposition of B(π) into alternating cycles. Let Let b(π) and c(π) be the number of breakpoints and the number of cycles in B(π), respectively. Call a reversal ρ(i, j) an even reversal on u(π) if i is odd and j is even. It is easy to see that an even reversal ρ(2i + 1, 2j) on u(π) mimics the reversal ρ(i, j) on π. Thus, sorting π by reversals is equivalent to sorting the unsigned permutation u(π) by even reversals. In the following, by reversals, we mean even reversals. Say that a reversal is acting on a gray edge e if it is acting on the two black edges (corresponding to breakpoints) that are incident to e.
For an arbitrary reversal ρ on a permutation π, define A hurdle is simple if when one deletes it from OV (π), no other unoriented component becomes a hurdle; otherwise, it is super hurdle. A fortress is a permutation with an odd number of hurdles, all of which are superhurdles. Denote by h(π) the number of hurdles in a permutation π.
Call a reversal safe if it acts on an oriented gray edge e and does not create new hurdles.
Hannenhalli and Pevzner proved the following duality theorem.
Theorem 6 [57] : Let d(π) be the minimum number of reversals required to sort a permutation π. Then
Following the theory developed by Hannenhalli and Pevzner [57] , for a given permutation π with h(π) > 0, one can perform t = (h(π)/2) reversals and transform π into a permutation π such that h(π ) = 0 and d(π ) = d(π) − t. Kaplan's algorithm clears the hurdles first based on the following two lemmas.
Lemma 7 [69] : Let π be a permutation with an even number, say 2k, of hurdles. Any sequence of k − 1 reversals each of which merges two nonconsecutive hurdles followed by a reversal merging the remaining two hurdles will transform π into π such that d(π ) = d(π) − k and π has only oriented components.
Lemma 8 [69] : Let π be a permutation with an odd number, say 2k + 1, of hurdles. If at least one hurdle H is simple then a reversal acting on two breakpoints incident with edges in H transforms π into π with 2k hurdles such that
If π is fortress then a sequence of k − 1 reversals merging pairs of nonconsecutive hurdles followed by two additional merges of pairs of consecutive hurdles (one merges two original hurdles and the next merges a hurdle created by the first and the last original hurdle) will transform π into π such that d(π ) = d(π) − (k + 1) and π has only oriented components.
The remaining work is to repeatedly find a safe reversal transforming the hurdle-free permutation π into the identity permutation. Remember, π is obtained from π by clearing the hurdles. Kaplan's algorithm is given in Fig. 1 .
E. Hardness for Sorting Unsigned Permutation by Reversals
Sorting an unsigned permutation by reversals was proved to be NP-hard by Caprara in 1997.
Theorem 9 [21] , [23] : Sorting an unsigned permutation by reversals is NP-hard.
In [21] , Caprara first showed the NP-hardness of the maximum alternating cycle decomposition problem with a reduction from an NP-hard problem called maximum Eulerian cycle decomposition [66] . Then, they gave a reduction from the maximum alternating cycle decomposition problem to an sorting an unsigned permutation by reversals.
The problem was shown to be MAX SNP-hard by Berman and Karpinski [13] .
Theorem 10 [13] : Sorting unsigned permutation by reversal is MAX SNP-hard.
Theorem 10 implies that the problem does not admit a polynomial-time approximation scheme (PTAS) unless P = NP. In fact, they showed a stronger result:
Theorem 11 [13] : Sorting unsigned permutation by reversals cannot be approximated within 1.0008 unless P = NP.
Another 
The main difference between sorting unsigned permutations by reversals and sorting words by reversals is that a word is allowed to appear more than once in the string.
To illustrates the flavor of the NP-hardness proofs, we will given a reduction from the problem of sorting unsigned permutations by reversals to the problem of sorting words by reversals [93] .
The reduction: Given an arbitrary permutation π of the identity ι = (1, 2, . . . , n) , we can construct a string w = 1πn in polynomial-time such that w 1 = 1, w n +2 = n, and w i+1 = π i for each 1 ≤ i ≤ n. w is an instance of the problem of sorting words by reversals. It is easy to see that a shortest sequence of reversals for π indicates a shortest sequence of reversals for w, and vice versa. Since sorting unsigned permutations by reversals is NP-hard, the NP-hardness of sorting words by reversals is obtained immediately.
F. Sorting by Reversals With Insertions and Deletions
When different genes are allowed in the two given chromosomes, insertions and deletions of genes (blocks of permutations) are necessary in the procedure of transforming one chromosome into the other. El-Mabrouk [41] studied the following problem.
Definition 10: Let G and H be two chromosomes. Assume that there are some genes that appear in one chromosome and do not appear in the other. Let A be the set of genes in both G and H. The sorting signed permutation by reversals with insertions and deletions problem is to find the minimum number of reversals, insertions, and deletions of gene blocks to transform G into H. Here, deletions and insertions are not applied on A.
Recently, El-Mabrouk [41] extended Hannenhalli and Pevzner's polynomial-time approach in [57] and presented an exact algorithm with time complexity O(n 2 ) for the sorting signed permutation by reversals with insertions and deletions problem.
G. Other Results
For sorting unsigned permutation by reversals, a special case, wherein the reversal distance of the given permutations is twice the number of breakpoints has been considered. Tran [120] showed that the restricted version can be solved in polynomialtime. This disproves the conjecture in [73] and [93] that the restricted version is NP-hard.
Chen and Skiena [26] considered the problem of sorting by fixed-length reversals. They gave a complete solution of the number of equivalence classes of n permutations under kreversal for all n and k, and proved the upper and lower bounds on the diameter of the circular permutation group induced by k-reversals.
Caprara et al. [25] devised a fast practical algorithm for sorting unsigned permutation by reversals based on linear programming relaxation. Their algorithm is efficient to the real-world instances with proven optimality and to random instances with n ≤ 100. An O(n 3 n!) exact algorithm determining the reversal distances for all permutations of size n was presented by Heath and Vergara [61] . The algorithm was used for testing several conjectures.
IV. SORTING BY TRANSPOSITIONS
Transposition was first studied by Bafna and Pevzner [7] , [8] . It should be clearly pointed out that a transposition operation never changes the sign of a gene, and it just moves one segment of genes to another place in the chromosome. Thus, we can always assume that the sign of each gene in both chromosomes is the same. Thus, we only have the signed version here.
Definition 11: Given two permutations, the sorting by transpositions problem is to find a shortest series of transpositions to transform one permutation into the other.
A. General Case
Bafna and Pevzner [7] , [8] studied the problem of sorting permutations by transpositions, derived lower bounds on transposition distance between chromosomes, and proposed the first approximation algorithm with performance ratio 1.5 and time complexity O(n 2 ). Christie [30] devised an alternative 1.5-approximation algorithm running in time O(n 4 ). Christie's algorithm is easier to understand.
Theorem 12 [7] , [8] , [30] : There exist approximation algorithms with ratio 1.5 for sorting by transpositions problem.
Guyer et al. [49] proposed some heuristics based on the analysis of subsequences. Experimental results show that their algorithm often produces near-optimal solutions. The following is one of the major open problems in this area.
Open Problem 1: Does there exist a polynomial-time algorithm to solve the sorting by transpositions problem?
B. Special Cases
When restrictions are imposed on this problem, efficient exact algorithms or approximation algorithms with improved performance ratio can be obtained. Jerrum [67] presented a polynomial-time algorithm for sorting by transpositions when only pairwise adjacent elements were permitted to exchange. Aigner and West [1] showed that the problem is solvable in polynomial-time when only the first element of a permutation can be swapped with its adjacent blocks. Heath and Vergara [62] considered the restricted version by bounding the length of the two adjacent blocks being exchanged. They showed that the problem is solvable in O(n 2 ) time when one of the blocks is a single element and the other block is unrestricted. For the case that the total length of the two adjacent blocks being exchanged is bounded by some function proportional to n, they reduced the general problem of sorting by transpositions to the bounded one, indicating that it is at least as difficult as the general case. Detailed investigations were performed for the restricted version when the total length of the two adjacent blocks being swapped is 3 (denote as sorting by short block-moves). An approximation algorithm with performance ratio (4/3) for the sorting by short block-moves problem was devised by Heath and Vergara [63] . Polynomial-time algorithms were also provided for sorting by short block-moves problems when further restrictions are introduced [62] , [63] .
C. Sorting by Reversals and Transpositions
Bafna and Pevzner [7] , [8] suggested the sorting problem that considers reversals and transpositions simultaneously as an approach for understanding the genomes rearrangements related to mammalian genome evolution, viral evolution, and so on.
Definition 12:
Given two signed (unsigned) permutations, the sorting signed (unsigned) permutation by reversals and transpositions problem is to find a shortest series of reversals and transpositions to transform one permutation into the other.
The signed (unsigned) reversal and transposition distance between two signed (unsigned) permutations is the minimum number of reversals and transpositions transforming one permutation into the other.
Definition 13: Given two signed (unsigned) permutations, the sorting signed (unsigned) permutation by reversals, transpositions and inverted transpositions problem is to find a shortest series of reversals, transpositions and inverted transpositions to transform one permutation into the other.
Walter et al. [121] presented a ratio-3 approximation algorithm for computing the unsigned reversal and transposition distance and a ratio-2 approximation algorithm for computing the signed reversal and transposition distance, both running in time O(n 2 ). In [47] , Gu et al. proposed a greedy heuristic for the sorting signed permutations by reversals, transpositions, and inverted transpositions problem. An O(n 2 ) approximation algorithm with performance ratio 2 was proposed by Gu et al. [48] , for the sorting signed permutation by reversals, transpositions, and inverted transpositions problem.
Lin and Xue [79] studied the problem of sorting signed permutations by combined operations. They gave unified O(n 2 ) approximation algorithms with performance ratio 2 for the sorting signed permutations by reversals and transpositions problem, and the sorting signed permutations by reversals, transpositions, and inverted transpositions.
Wang and Warnow [123] developed a technique called the inverse of the expected number of breakpoints (IEBP) to estimate the true evolutionary distance between two genomes (signed or unsigned, circular or linear), and later the technique was refined by Wang [122] with a more accurate method, namely Exact-IEBP, for signed genomes. The true evolutionary distance between two genomes that Wang and Warnow considered is the minimum number of reversals, transpositions and inverted transpositions required to transform one genome into the other.
The computational complexity for all the problems discussed in this subsection remains open.
D. Weighted Sorting by Reversals and Transpositions
Scientists have observed that in practice, transpositions occur with about half the frequency of reversals [16] . This inspired research to consider the weighted problem of genome rearrangements. Recently, a weighted problem of sorting by reversals and transpositions; i.e., a transposition is weighted twice that of a reversal, was studied. Using Hannenhalli and Pevzner's exact algorithm [57] for signed permutations as a basis, Eriksen [43] presented a PTAS for this problem under the restriction that the given permutations are signed and circular. Based on classical results of permutation group theory, Dias and Meidanis [37] studied another weighted problem of sorting by fusion, fission, and transposition simultaneously, where transpositions have twice the weighting of fusions and fissions, and devised a polynomial-time algorithm with time complexity O(n 2 ) for finding the minimum weight series of fusions, fissions, and transpositions when the given genomes are represented as circularly ordered sequences of genes. This is the first polynomial-time algorithm involving transpositions.
E. Sorting by Block-Interchanges
In [28] , Christie introduced the following problem. Definition 14: Given two permutations, the sorting by blockinterchanges problem is to find a shortest series of blockinterchanges transforming one permutation into another.
A block-interchange can be viewed as a generalization of transposition. In a block-interchange, two nonintersecting blocks or substrings of any length are swapped in the permutation, whereas only adjacent substrings are allowed to be swaped in a transposition.
Christie showed that this problem can be solved in polynomial-time.
Theorem 13 [28] : There is an O(n 2 ) time algorithm for the sorting by block-interchanges problem.
V. SORTING BY TRANSLOCATIONS
Kececioglu and Ravi [71] were the first to study the translocation distance from computation point of view. Contrary to reversals and transpositions, a translocation exchanges material of two chromosomes in a genome. When the maps identifying the location of genes and other markers of interest along the chromosomes are available, e.g., man and mouse, the study of sorting by translocations becomes necessary and practical [89] . There are two versions: the signed case and unsigned case.
Definition 15: Given two signed (unsigned) genomes, both involving the same number of chromosomes and genes, the signed (unsigned) sorting by translocations problem is to find a shortest series of translocations transforming one genome into the other.
Kececioglu and Ravi [71] started the algorithmic study of the unsigned sorting by translocations problem and gave an approximation algorithm with performance ratio 2 and time complexity O(n 2 ), where n is the total number of distinct genes in a genome.
Theorem 14 [71] : There is a polynomial-time approximation algorithm with performance ratio 2 for the unsigned sorting by translocations problem.
If the segments being swapped by a translocation are of equal length, the problem can be solved in O(n) time [71] . Hannenhalli [53] solved the signed sorting by translocations problem.
Theorem 15 [53] : The signed sorting by translocations can be solved in polynomial-time.
Hannenhalli's algorithm runs in O(n 3 ) time. Zhu [126] recently gave a faster algorithm that runs in O(n 2 log n) time. The complexity of the unsigned sorting by translocations problem is still left open.
Open Problem 2: Is unsigned sorting by translocations problem NP-hard?
A. Sorting by Reversals and Translocations
In [71] , Kececioglu and Ravi considered the following problems:
Definition 16: Given two signed (unsigned) genomes, both involving the same number of chromosomes and genes, the signed (unsigned) sorting by reversals and translocations problem is to find a shortest series of reversals and translocations transforming one genome into the other.
In [71] , Kececioglu and Ravi showed that there is a 2-approximation algorithm for the unsigned sorting by reversals and translocations. They also gave an approximation algorithm with performance ratio (3/2) for signed sorting by reversals and translocations. Both approximation algorithms have time complexity O(n 2 ), where n is the total number of distinct genes in a genome.
B. Sorting by Reversals, Translocations, Fusions, and Fissions
When the number of chromosomes of the two given genomes is different, fusions, and fissions are necessary for transforming one into the other.
Definition 17: Given two signed (unsigned) genomes, both involving the same number of genes, the signed (unsigned) sorting by reversals, translocations, fusions, and fissions problem is to find a shortest series of reversals, translocations, fusions, and fissions transforming one genome into the other.
Hannenhalli and Pevzner [58] considered the signed case. They gave a polynomial-time algorithm for the problem of signed sorting by reversals, translocations, fusions and fissions.
Theorem 16 [58] : The signed sorting by reversals, translocations, fusions, and fissions problem can be solved in O(n 4 ) time, where n is the total number of genes in a genome.
Tesler [119] implemented a program based on [51] , [57] , and [58] for the signed by reversals, translocations, fusions, and fissions problem.
VI. DUPLICATE GENES
When duplicate genes are permitted in chromosomes (originate from genome duplication; see [84] and the references therein), a gene may have a number of copies in each chromosome. In this case, we use a string to represent the chromosome and characters to represent the genes. Christie and Irving [31] considered the problems of sorting strings by reversals and sorting strings by transpositions.
Definition 18: Let S and T be two strings on an alphabet Σ. For each character v ∈ Σ, the number of occurrences of v in S and T is the same. The sorting string by reversals problem is to compute a shortest series of reversals transforming S into T . Here genes are represented by characters without any sign.
Definition 19: Let S and T be two strings on an alphabet Σ. For each character v ∈ Σ, the number of occurrences of v in S and T is the same. The sorting string by transpositions problem is to compute a shortest series of transpositions transforming S into T . Again, each gene is represented by a character without any sign.
Note that the definitions of reversal and transposition on strings are similar to those on permutations.
The NP-hardness of unsigned sorting permutation by reversals immediately implies that sorting string by reversals is NPhard for unbounded alphabet. Christie and Irving [31] proved the following.
Theorem 17: The sorting string by reversals problem is NPhard even when the alphabet size is 2.
The complexity of sorting string by transpositions is still left open. They also provided lower bound and upper bound for both sorting string by reversals and sorting string by transpositions.
Another related version is sorting string by blockinterchanges which is first studied in [30] .
Definition 20: Let S, and T be two strings on an fixed-size alphabet Σ. For each character v ∈ Σ, the number of occurrences of v in S and T is the same. The sorting string by block-interchanges problem is to compute a shortest series of block-interchanges transforming S into T .
In [30] , Christie showed the following theorem.
Theorem 18:
The sorting strings by block-interchanges problem is NP-hard, even when the alphabet size is 2.
Previously, we assume that the numbers of occurrences of each gene in S and T are the same. Sankoff [97] proposed a model that deals with the case where a gene could have different numbers of occurrences in S and T . Given an alphabet Σ, let G and H be two strings (chromosomes) of signed ("+" or "−") characters (genes) from Σ. Each character (whether associated with "+" or "−") in Σ occurs at least once in both G and H. For each chromosome, an exemplar string is constructed by deleting all but one occurrence of each duplicated genes. For two exemplar strings, each gene in Σ appears exactly once.
Definition 21: Given an alphabet Σ and two strings G and H of signed characters from Σ, the exemplar breakpoint distance between G and H is the minimum number of breakpoints over all choices of exemplar strings g and h.
Definition 22: Given an alphabet Σ and two strings G and H of signed characters from Σ, the exemplar signed reversal distance between G and H is the minimum reversal distance between two exemplar strings. Here we have to consider all choices of exemplar strings.
Sankoff [97] gave efficient branch and bound algorithms for both the exemplar breakpoint distance and the exemplar signed reversal distance. Bryant [19] discussed the complexity of the exemplar distance and showed that the calculation of the exemplar signed reversal distance and exemplar breakpoint distance are both NP-hard.
VII. SYNTENIC DISTANCE
The syntenic distance is used when ignoring the order of genes on a chromosome, or the order is presumed to be unknown. In this case, a chromosome can be represented by a gene set and a genome is thus a collection of sets. The syntenic distance was first introduced by Ferretti et al. [45] and was defined to be the minimum number of fusions, fissions, and translocations required to transform one genome into the other.
Definition 23: An unordered chromosome is a set of genes. An unordered genome is a collection of unordered chromosomes.
Definition 24: Given two unordered chromosomes S = S 1 ∪ S 2 and T = T 1 ∪ T 2 , where at most one of S 1 , S 2 , T 1 , and T 2 is empty and S and T are disjoint.
A translocation ρ(S, T ) acting on S and T produces two chromosomes S 1 ∪ T 2 and T 1 ∪ S 2 .
A fusion ρ(S, T ) acting on S and T produces one chromosome S ∪ T .
A fission ρ(S) acting on S produces two chromosomes S 1 and S 2 .
Definition 25: Given two unordered genomes G s and G t containing the same set of genes, the syntenic distance of G s and G t is the minimum number of fusions, fissions, and translocations to transform G s into G t .
Ferretti et al. [45] were the first to consider the syntenic distance between two genomes. They provided a heuristic attempting to compute/approximate the syntenic distance and provided empirical evidence for the syntenic distance measure.
The problem of computing the syntenic distance between two genomes was proved to be NP-hard by Das Gupta et al. [35] , [36] .
Theorem 19 [35] , [36] : It is NP-hard to compute the syntenic distance between two unordered genomes.
In [35] and [36] , the authors also gave a simple O(nk) approximation algorithm with performance ratio 2, where n and k are the number of genes and number of chromosomes, respectively.
Linben-Nowell [76] proved that the unanalyzed heuristic given by Ferretti et al. [45] is never worse than the approximation algorithm proposed by Das Gupta et al., indicating that the heuristic is in fact an approximation algorithm with performance ratio 2. A number of properties of combinatorial structures concerning syntenic distance model can be found in [76] , [78] , and [95] .
Based on a tight connection between syntenic distance and the incomplete gossip problem (a novel generalization of the classical gossip problem), Liben-Nowell [77] gave an exact O(2 O (n log n ) ) algorithm computing the syntenic distance between two genomes that contain at most n chromosomes. If the syntenic distance is bounded, their algorithm requires
) exact algorithm in [36] .
Kleinberg and Liben-Nowell [75] showed that the maximum syntenic distance is 2n − 2 between any pair of genomes with n genes.
El-Mabrouk and Sankoff [42] considered to infer the posthybridization rearrangement in a hybrid genome when the gene orders on its genomes and some knowledge of the two parent genomes are given. Hybridization through interspecific fertility is also discussed in [42] .
VIII. MEDIAN PROBLEM AND PHYLOGENETIC TREE RECONSTRUCTION
In the previous sections, we considered the genome rearrangements between two genomes. When studying more than two genomes, the key problem arising is to reconstruct a most parsimonious phylogenetic tree, where each leaf is associated with a given genome.
A. Median Problem
When the topology of the phylogenetic tree is restricted to a star, the problem is called the median problem.
Definition 26: Given a set of chromosomes (genomes) S = (G 1 , G 2 , . . . , G m ) and a genome rearrangement distance metric d(, ) defined on pairs of chromosomes (genomes), the median problem is to find a chromosome (genome) G such that
If the number of given chromosomes (genomes) in the median problem is k, we denote the problem as the k-median problem.
The genome rearrangement distance metric d(, ) can be the reversal distance, transposition distance, breakpoint distance, or syntenic distance. The chromosomes/genomes can be signed or unsigned.
1) Median Problem for Reversal Distance and Transposition Distance:
In [114] , for the three-median problem, Sankoff et al. described some approximation algorithms with constant performance ratios for (signed and unsigned) reversal distance and for the unsigned transposition distance. They also proposed a local optimal heuristic for the three-median problem for (signed and unsigned) reversal distance and unsigned transposition distance.
Hannenhalli et al. described gave a bounded exhaustive search approach for signed reversal distance and signed reversal plus transposition distance for three-median problem. It works well on some chromosomes with short length (for example, a chromosome contains less than seven genes) [55] .
For signed reversal distance, Caprara [22] proved the following.
Theorem 20 [22] : The three-median problem for singed reversal distance is MAX SNP-hard.
Caprara [22] also provided a (2 − (2/m))-approximation algorithm for the median problem running in time O(n 2 m 2 ), where m and n are the number of given chromosomes and the number of genes in a given chromosome, respectively.
Effective heuristics for the k-median problem of signed reversal distance was proposed by Caprara [24] . For signed reversal distance, Siepel and Moret [116] derived a branch-and-bound algorithm finding an optimal median chromosome in reasonable time for 3 signed chromosomes of medium size.
2) Median Problem for Breakpoint Distance: Sankoff et al. In [15] , [98] demonstrated that the reversal distance and similar distance metrics have certain weaknesses making them inappropriate for studying complex phylogeny inference trees. They suggested the feasible breakpoint distance metric. Cosner et al. [33] , [34] confirmed the usefulness of breakpoint analysis for phylogeny inference. Evidence for the feasibility of breakpoint distance can also be found in animal mitochondrial phylogeny [17] .
Sankoff and Blanchette [98] developed several efficient heuristics for the three-median problem on signed and unsigned breakpoint distance. In [15] , [98] , and [100] , Sankoff and Blanchette demonstrated that the median problem for breakpoint distance can be solved exactly for moderate size (signed or unsigned) chromosomes.
Pe'er and Shamir [91] and Bryant [18] independently settled the complexity of the three-median problem for the breakpoint distance.
Theorem 21 [91] , [18] : The three-median problem for signed and unsigned breakpoint distance is NP-hard.
For signed breakpoint distance, Pe'er and Shamir [92] designed a polynomial-time approximation algorithm with performance ratio (7/6) for the three-median problem, and a (11/8)-approximation algorithm for four-median problem.
Theorem 22 [92] : For signed breakpoint distance, there are polynomial-time approximation algorithms with performance ratios (7/6) and (11/8) for three-median problem and fourmedian problem, respectively.
3) Median Problem for Syntenic Distance: When the order of chromosomes is unknown, DasGupta et al. [36] studied the three-median problem for syntenic distance. They proved the following.
Theorem 23 [36] : The three-median problem for syntenic distance is NP-hard.
B. Phylogenetic Tree Reconstruction
The median problem is a special case of the phylogenetic tree problem, which is mathematically defined as follows:
Definition 27: Given a fixed phylogeny (tree) T with m terminals (leaves), and a set of m chromosomes (genomes), one for each terminal, the phylogenetic tree problem asks to find a set of chromosomes (genomes), one for each internal node, such that the total weight w(T ) of the tree is minimized. Here w(T ) = (x,y )∈T d(x, y), (x, y) is an edge in T and d(, ) is a genome rearrangement distance (e.g., reversal distance, translocation distance, transposition distance, and syntenic distance).
Sankoff et al. [114] proposed a heuristic for signed and unsigned reversal distances and transposition distance. They combine the local optimization approach in [114] and the iterative method in [107] .
In [99] , Sankoff and Blanchette proposed a heuristic for breakpoint distance that works well for moderate size signed circular chromosomes. Extensions of [15] , [98] , and [99] are given in [100] . Other heuristics can be found in [15] , [34] , and [83] .
C. Phylogenetic Tree Reconstruction for Genomes With Unequal Gene Contents
When the genomes contain different sets of genes, both the median problem and the phylogenetic tree problem become more difficult. Sankoff et al. considered the problems in [105] and [106] .
Definition 28: Given a chromosome (genome) A and a set Σ of genes, A| Σ is the induced chromosome (genome) from A with all the remaining genes in Σ.
For a chromosome (genome) A, G(A) denotes the set of genes in A.
Definition 29: Given two chromosomes (genomes) A and B containing some different genes, the breakpoint distance Definition 31: Given a fixed phylogeny T , and a set A of m chromosomes (genomes) A 1 , A 2 , . . . , A m , one for each leaf, the breakpoint phylogenetic tree problem is to find chromosomes (genomes), one for each internal node, such that the total weight w(T ) = (x,y )∈T d n (x, y) of the tree is minimized. (If x is a chromosome (genome) associated with an internal node, and x 1 and x 2 are the two chromosomes (genomes) associated with its two children, we have G(x) = G(x 1 ) ∪ G(x 2 ).)
The breakpoint median problem (with unequal gene contents) and the breakpoint phylogenetic tree problem (with unequal gene contents) are obviously NP-hard, since they are NP-hard even when each chromosome (genome) contains the same set of genes [18] , [91] .
Sankoff et al. [105] , [106] proposed an efficient heuristic for the breakpoint median problem for chromosomes (genomes) with unequal gene contents. By incorporating the heuristic for the median problem, Sankoff et al. obtained an efficient heuristic for breakpoint phylogenetic tree problem for chromosomes (genomes) with unequal gene contents. Their algorithms were applied successfully to the study of early eukaryote evolution. Bryant [20] derived lower bounds for the two problems. Experiments showed that the lower bounds were close to the upper bounds established by those heuristics in [106] .
A survey mainly on multiple genome rearrangement phylogeny inference is presented by Blanchette [14] . For the notion and applications of phylogenetic invariant for genome rearrangement, corresponding papers may be found in [101] - [104] . IEBP-related methods can be found in [82] , [122] , and [123] .
IX. CONCLUSION
In this paper, we have introduced the basic concepts for genome rearrangement and have reviewed most of the algorithmic results for problems concerning the measures of genomic distances and phylogenetic tree reconstruction. In practice, many of the algorithms have been applied to real biological data and have given good insights about the evolution of the species considered. In theory, most of the results for genome rearrangement problems are based on breakpoint graphs, indicating that it is a powerful tool for such problems.
The time complexity of the basic operation-transpositionis still open. Inferring phylogenetic trees based on genome rearrangement is a relatively new and difficult area. Many problems there remain open. With the various sequencing projects in progress, the whole genome of various organisms will be completely sequenced, and new and interesting problems will be proposed.
