In this paper we address the problem of how to decide when to terminate the testing/modification process and to release the software during the development phase. We present a Bayesian decision theoretic approach by formulating the optimal release problem as a sequential decision problem. By using a non-Gaussian Kalman filter type model, proposed by Chen and Singpurwalla (1994) , to track software reliability, we are able to obtain tractable expressions for inference and determine a one-stage look ahead stopping rule under reasonable conditions and a class of loss functions.
INTRODUCTION AND OVERVIEW
During the development phase, software is subjected to several stages of testing to identify existing problems. At the end of each test stage, corrections and modifications are made to the software with the hope of increasing its reliability. This process is called reliability growth. It is possible, however, that a particular modification, or a series of modifications, could lead to a deterioration in performance of the software. The two key statistical issues are:
(i) how to model and how to describe the changes in the performance of the software as a result of the modifications, (ii) how to decide when to terminate the testing/modification process and to release the software.
Most of the literature in software reliability centers around the first issue, namely, that of modeling and inference for assessment of software reliability and neglects the important issue is assumed that the failure rate of the software is constant during the ith stage of testing and is denoted by i . Thus, given i the failure behavior of the software during the ith stage of testing is described by the exponential density
The special feature of the model (1) is that it allows the failure rate i to change from one testing stage to another as a result of corrections made to the software. At the end of each stage, following modifications made to the software, a decision must be made whether to terminate the debugging process. Thus after completion of i stages of testing, the decision of whether or not to stop testing will be based on X (i) ϭ {X (0) , x 1 , x 2 , . . . , x i }, where X (0) represents available information concerning failure characteristics of software prior to any testing.
In the Bayesian decision-theoretic framework, the decision to whether or not stop testing must be based on maximization (minimization) of expected utility (loss). Any reasonable loss (or utility) function should consider the tradeoff between the loss associated with extensive testing versus the loss associated with releasing an unreliable piece of software. In consideration of such tradeoffs, we define the loss associated with stopping and releasing the software after the ith testing stage as
where ᏸ T ٪ represents the loss due to testing for one stage, and ᏸ S ٪ relates the loss associated with stopping and releasing the software. We note that ᏸ 0 (the loss associated releasing the software before any testing) is a function of 1 (the failure rate prior to any modification) since ¥ jϭ1 0 {⅐} ϵ 0. We note that, in (2), ᏸ T ٪ typically captures the cost of testing. ᏸ T is a function of X j since it is assumed that at each stage the software is tested until failure. This is a reasonable assumption at the development phase since there will be typically a large number of bugs present in any complex software. This is also a common assumption in reliability growth testing (see, e.g., Erkanli, Mazzuchi and Soyer [4] ). The real software failure data which is used in Section 5.2 for illustration also fits into this type of testing scenario. ᏸ T ٪ will be an increasing function of testing time X j . In (2), ᏸ S ٪, the loss associated with stopping and releasing the software, typically reflects costs associated with bugs discovered and fixed after testing, that is, it deals with failures during the usage phase. Since the failure rate iϩ1 of the software will be proportional to the number of bugs present in software after release, ᏸ S ٪ will be assumed to be an increasing function of iϩ1 .
The stopping problem can be represented as a sequential decision problem as given by the m-stage decision tree in Figure 1 and can be solved using dynamic programming. Solution of the tree proceeds in the usual way by taking expectation at random nodes and minimizing the expected loss at the decision nodes. At decision node i, the additional expected loss associated with the STOP and the TEST decisions are given by the terms
where
for i ϭ 0, 1, . . . , and the optimal decision at decision node i then is the one associated with L* i .
In Figure 1 , m, the maximum number of testing stages, can be considered infinite with L* mϩ1 ϭ ϱ. We note that even for the case of finite m the calculation of L* i in (3) is not trivial as it involves implicit computation of expectations and minimizations at each stage. We can rewrite (3) as
is the additional expected loss associated with testing for ␦ more stages after the ith modification to the software. Given the above development, the following theorem provides an optimal stopping rule.
be increasing in j for j ϭ i ϩ 1, . . . , and E[ᏸ S ( j ) ͉ X (i) ] be discrete convex in j for j ϭ i ϩ 1, . . . , then after the ith modification to the software, the following stopping rule is optimal:
PROOF: The proof follows along the same lines as in van Dorp, Mazzuchi, and Soyer [18] :
Ն 0, for ␦ Ն 0 and thus stop testing and release is the optimal decision. ᮀ Thus, under the given conditions by the theorem, a one-stage look ahead rule is optimal. The theorem implies that it is optimal to stop testing when the expected increase in loss due to testing an additional stage is greater than the expected decrease in loss due to the improvement in failure rate resulting from testing an additional stage.
A MODEL FOR THE FAILURE RATE OF SOFTWARE
As pointed out in Section 2, the failure rate of the software is constant during the ith stage of testing and therefore given i , the life-length of the software at the ith stage, is assumed to be exponentially distributed as in (1) . Due to the modifications made to the software, it is expected that the failure rate at the ith stage will be related to the failure rate at the previous stages. Thus, we assume that given X (iϪ1) and iϪ1
where , ␥, and ␣ iϪ1 are known nonnegative quantities such that 0 Ͻ ␥ Ͻ 1. We note that (7) can be written as
. Equation (8) can be thought of as a state equation, and it provides an stochastic ordering of i 's for Ͼ 1 since the above implies that i Ͻ iϪ1 for all i. Furthermore, at stage 0, given X (0) , we assume that 0 has a gamma distribution, with shape parameter ␣ 0 and scale parameter ␤ 0 denoted as
The distributional assumptions given by (7) and (9) enable us to develop an analytically tractable Bayesian analysis. The resulting posterior and predictive distributions make the sequential inference and decision making feasible in our problem. In addition, we would like to note that these distributional forms are both flexible and reasonable in describing the failure behavior during software development process. As pointed out in the above, (7) implies ordering of i 's for certain values of and this provides flexibility in capturing various patterns for i 's and makes the model attractive for monitoring software reliability (see, e.g., Chen and Singpurwalla [2] ). The gamma distribution assumption (3.3) is also sufficiently flexible for eliciting prior beliefs for initial failure rate 0 .
Given (7) and (9), to develop a Bayesian updating mechanism, following Miller and Smith [12] , suppose as an hypothesis
We can show by induction that the above hypothesis is true. Using (7), via distribution theory, it can be shown that the conditional distribution of ( i ͉ iϪ1 , X (iϪ1) ) is a beta density with parameters ␥␣ iϪ1 and (1 Ϫ ␥)␣ iϪ1 defined over 0 Ͻ i Ͻ iϪ1 ; that is,
Assuming that the inductive hypothesis is true, using law of total probability, it follows from the above that (see Miller and Smith [12] )
Since X i given i is exponential, using (1) and (10), the posterior distribution of i given X
is obtained, via the Bayes' Theorem, as
ϩX i . Thus, the inductive hypothesis is verified. Given the above development, using the law of total probability, the predictive distribution of X i given X (iϪ1) is a Pareto of the form
A version of the above model has been used by Chen and Singpurwalla [2] for tracking reliability growth of software. As pointed out by Chen and Singpurwalla [2] , the parameter provides information about the growth or decay of the reliability of software. For example, the values of less than or equal to 1 imply that the failure rates are decreasing from one stage to another whereas Ͼ 1 implies that failure rates may be increasing in i. We note that all the above results are conditional on the growth parameter . As noted by the above authors, it is more reasonable to treat as an unknown quantity representing the behavior of failure rates over stages of testing. When is unknown, as the prior distribution we define a k-point discrete distribution. We define the discrete distribution by using a discretization of the beta density on ( L , U ) since this allows for great flexibility in representing prior uncertainty. The beta density is given by
where L , U , c, d Ͼ 0 are specified parameters. We define our distribution for as
Prior to any testing, we assume that, 0 and are independent. After i stages of testing, given X i ϭ x i is observed, the posterior distribution of is obtained via the standard Bayesian machinery as
where the likelihood term p( x i ͉ l , X (iϪ1) ) is the predictive density given by (12) . Once the posterior distribution (15) is available, the unconditional posterior distribution of i can be obtained by averaging out (11) with respect to this posterior distribution.
Alternatively, we can specify a continuous distribution for and use Markov chain Monte Carlo methods as in Kuo and Yang [8, 9] for computations.
One of the attractive features of the presented model is the existence of all the predictive moments of X iϩm and iϩm given X (i) for m Ͼ 0 analytically. As shown by Miller and Smith [12] , assuming s Ͻ ␥␣ nϪ1 , for n Ն i ϩ 1,
and similarly
For example, from the above, the m Ϫ step ahead predictive means are obtained as
The availability of these moments enable us to obtain optimal stopping rules in Section 4. We note that the results in (18) are conditional on the parameter . The unconditional m-step ahead predictive means can be obtained by averaging out (18) with respect to this posterior distribution of given by (15) , that is,
OPTIMALITY OF ONE-STAGE LOOK AHEAD RULE
It is reasonable to assume that ᏸ T is an increasing function of X j in (5). A simple but a reasonable candidate for the loss function is
where k T Ͼ 0 can be interpreted as the testing cost per unit execution time. In specifying ᏸ S , we note that an unreliable piece of software will yield a higher loss, and thus ᏸ S should be an increasing function of the software failure rate at the time of release. In view of this, we assume that
where k S Ͼ 0. For the Theorem 1 of Section 2 to be applicable, we need to show that E(X j ͉ X (i) ) is increasing in j ϭ i ϩ 1, . . . , and E( j ͉ X (i) ) is discrete convex in j ϭ i ϩ 1, . . . . Using the model presented in Section 3, with (20) and (21) we can identify the conditions under which both of these requirements are satisfied. These are given in the following theorem. PROOF: First we need to show that E(X j ͉ X (i) ) is increasing in j for j Ն i ϩ 1. Using (18), we can write for j Ն i ϩ 1
We note that if the term
in the product then E(X j ͉ X (i) ) is increasing in j for j Ն i ϩ 1, with the restriction that ␥␣ nϪ1 Ͼ 1 for n Ն i ϩ 1. We note that when ␥ Ͻ 1, this ratio is always greater than 1 guaranteeing that E(X j ͉ X (i) ) is increasing in j for j Ն i ϩ 1. To show that E( j ͉ X (i) ) is discrete convex in j for j Ն i ϩ 1, we can write from (16) that, for j Ն i ϩ 1, the first difference is given by
We note that the term on the right-hand side of (23) will be decreasing in j when ␥ Ͻ 1. Thus, if ␥ Ͻ 1, then Theorem 1 is applicable and the one-stage look ahead rule is optimal. ᮀ COROLLARY 1: When ϭ 1 and ␥␣ nϪ1 Ͼ 1 for n Ն i ϩ 1, then the one-stage look ahead rule (6) of Theorem 1 is optimal.
PROOF: Note that 0 Ͻ ␥ Ͻ 1 and therefore the condition ␥ Ͻ 1 is satisfied when ϭ 1. ᮀ
The discrete convexity of E( j ͉ X (i) ) in j Ն i ϩ 1 in Theorem 2 implies that software reliability improvement diminishes during the testing/modification process. This is expected in software testing, due to the fact that the more major software bugs will be discovered and fixed during the earlier stages of the process.
If ϭ 1, then (7) implies that { i } is a decreasing sequence in i since i takes values between 0 and 1. In the case Ͼ 1, from (7) we note that E͑ i iϪ1 ͉ iϪ1 ͒ϭ␥. The condition ␥ Ͻ 1 implies that we expect the failure rate to be decreasing from one stage to another. Thus, the one-stage look ahead rule is optimal if the failure rates are stochastically decreasing.
It is important to note that for the predictive means in (18) and (22) to exist we need to have ␥␣ nϪ1 Ͼ 1 for n Ն i ϩ 1. As n gets large it can be shown that ␣ n goes to the steady state value ␣ ϭ 1 1 Ϫ ␥ , and this implies that for the above condition to be satisfied we need
As we have previously noted, it is reasonable to treat as unknown and describe uncertainty about probabilistically as in (14) . By making inference on at any stage of testing, we can also assess the optimality of the one-stage look ahead rule by using probability statements. If the optimality of the rule is assessed with high probability, then we only need to compare L i (0) with L i
(1) to determine whether to stop testing. In other words, in view of the Theorem 2, the posterior distribution of is an indicator of whether the one-stage look ahead rule is optimal.
Using the results of Section 3 and the specific form of loss functions given by (20) and (21), conditional on , we can obtain the additional expected loss associated with testing for ␦ more stages after the ith modification to the software as
It follows from (24) that
By using the posterior distribution of given by (15), we can average out (24) and obtain L i
unconditional on .
Elicitation of Loss Function and Prior Distribution Parameters
The Bayesian decision theoretic formulation of the optimal stopping problem requires specification of loss function parameters as well as the parameters of the prior distributions.
In our setup the loss function parameters are directly associated with costs of testing and the costs of releasing an unreliable piece of software. In (20) k T can be interpreted as testing cost per unit time and it can be estimated as a financial cost. Relative to k S , k T is expected to be very low in many applications. In (21) it is expected that an unreliable software will yield a high loss if it is released and thus we expect k S to be high. Typically k S will reflect costs associated with discovering and fixing bugs during usage phase as well as any replacement type costs. In many applications it may be possible to estimate k S as a multiple of k T (see McDaid and Wilson [11] ).
In the model presented in Section 3, we need to specify prior parameters ␣ 0 and ␤ 0 for the distribution of 0 , parameters L , U , c, and d for the distribution of and the value of parameter ␥.
We note that 0 represents the failure rate of the software prior to any testing and it is proportional to the initial number of bugs present in the software. Higher values of 0 imply longer testing periods for the software. In specifying the prior distribution of 0 given by (9), we can elicit a best guess value for 0 and an uncertainty measure about this best guess from the software developer (or the software engineer). This best guess value can be considered as the mean estimate for the gamma distribution; that is, it can be equated to ␣ 0 /␤ 0 [alternatively it can be treated as the mode estimate and can be equated to (␣ 0 Ϫ 1)/␤ 0 ]. The elicited uncertainty measure can be considered as the spread or the standard deviation and it can be equated to ͌ ␣ 0 /␤ 0 . Given the mean and standard deviation estimates from the developer, the values of ␣ 0 and ␤ 0 can be solved from the mean and standard deviation identities.
As previously discussed, the distribution of plays an important rule in optimality of the one-stage look ahead rule. Also, together with ␥, represents our perceptions of the performance of debugging process. We note that if the prior for is degenerate at 1, that is, ϭ 1, then this implies that the software always improves with testing. Thus, the value 1 is a reasonable lower bound for , and we can choose L ϭ 1. On the other hand, if Pr(␥ Ͼ 1 ͉ X (0) ) ϭ 1, then there will be no improvement in software's failure rate as a result of additional testing and this would imply that given such a prior information the software will not be tested at all. This can be seen from Eq. (23) by letting j ϭ 1 and i ϭ 0. Note that when ␥ Ͼ 1 with probability 1 as a result of additional testing, we expect that the failure rate will increase. Thus, very large values are not reasonable for U . Once the value of ␥ is fixed, an upper bound and a lower bound (typically 1) can be elicited from the software developer to specify L and U . Once these are given, a best guess value can be elicited for . This can be treated as the mean estimate and is equated to L ϩ ( U Ϫ L )c/(c ϩ d), the mean of the beta density. Similarly, a spread estimate around this best guess can be elicited and equated to the standard deviation of the beta density. These expressions can then be solved to obtain c and d. Other elicitation procedures have been proposed for the beta distribution by Chaloner and Duncan [1] .
In eliciting the parameters of the prior distribution of and the value of ␥, forms of expressing the performance of debugging process may facilitate expert input. For example, we note that 100 ϫ [1 Ϫ ␥E( ͉ X (0) )] represents the percentile expected improvement (that is, decrease) in failure rate as a result of one additional period of testing. If such information can be elicited, then it can be used in specifying the value of ␥ as well as the prior parameters of the distribution of .
It is important to note that the decision of when to stop testing may be sensitive to the choice of above parameters. Thus, it is always desirable to investigate the sensitivity of the results to the choice of prior parameters and loss function components. As will be seen in Section 5.2, such sensitivity analysis can be easily performed.
ILLUSTRATION OF STOPPING RULES
In this section we will illustrate the use of stopping rules using two examples one based on hypothetical and the other based on real data.
Hypothetical Data Example
Assume that a particular piece software will go through at most 10 stages of testing/ debugging, and after each stage, following the modifications made to the software, a decision is made whether to terminate the testing process.
Case 1, is known:
Assume that, prior to any testing, uncertainty about software's performance is expressed by the model given in (7) with ϭ 1, ␥ ϭ 0.8, and the prior parameters ␣ 0 ϭ ␤ 0 ϭ 2. Thus, our model implies that the failure rates will be decreasing with each stage of testing. This assumption will be dropped in the second part of our analysis. We also assume that k T ϭ 1 and k S ϭ 100,000 in (20) and (21) implying a relatively high loss of releasing an unreliable piece of software. We note that, as shown in Section 4, when ϭ 1 the one-stage look ahead rule is optimal.
Based on the prior information alone the L 0 (␦) can be obtained using (24). These values are presented in the first row of Table 1 for ␦ ϭ 0, 1, . . . , 10. Using the stopping rule (6) 
(0) Ͻ 0 and thus the optimal decision is to initiate testing. Furthermore, using (4), L* 0 ϭ L 0 (10) , which implies that testing is expected to terminate after 10 stages.
Suppose that software has failed after 3 units of time during the first testing stage. After the completion of the first stage, uncertainty about the software failure rate is revised using the results of Section 3, and the expected additional loss is calculated using (24). This is given in the second row of Table 1 . Again as L 1
(1) Ϫ L 1 (0) Ͻ 0, the optimal decision is to continue testing. Since L* 1 ϭ L 1 (9) , the testing is still expected to be completed after the 10th stage. The observed life-lengths of the software at the subsequent testing stages are given in Table  2 , and the corresponding expected additional losses, L i ( jϪi) , are given in Table 1 . Note that the optimal decision rule is to stop testing the first time
. We see from Table 1 that the optimal decision after testing stages 2-7 is to continue testing. It is not until the 8th stage that L 8 (1) Ͼ L 8 (0) implying that the optimal decision is to stop testing. In Figure 2 , we illustrate the posterior means of the failure rates, i 's after each stage of testing. The downward trend in i 's reflects the improvement in the performance of the software as implied by the model. The sequential nature of the inference and decision making during the testing/debugging process is shown in Figure 3 , where we present the plots of expected additional loss after 0, 3, 6, and 8 stages of testing. These curves are obtained from the rows 1, 4, 7, and 9 of Table 1 . The plot shows how the expected duration of the testing changes with additional observations. For example, apriori testing is expected to terminate after the 10th stage. After 3 stages of testing, the expected termination is revised to the 7th stage, and after 6 stages of testing it is revised to the 8th stage. Case 2, unknown : We now assume that is unknown in (7), and we describe our uncertainty about a priori via the discrete beta density given by (13) . We specify L ϭ 1, U ϭ 2, c ϭ 1.25, and d ϭ 5 in (13) . Such a choice reflects the prior belief of expected improvement in software's performance. As in part 1 of our analysis, we choose ␥ ϭ 0.8, ␣ 0 ϭ ␤ 0 ϭ 2 and assume that k T ϭ 1 and k S ϭ 100,000. We note that such a choice of prior parameters does not guarantee that the one-stage look ahead rule is optimal since ␥ Ͼ 1 for Ͼ 1.25. In Figure 4 we present the plots of expected additional loss after 0, 2, 3, and 5 stages of testing. In this particular case it is optimal to stop after 5 stages of testing. We can see from the plot that the one-stage look ahead rule is optimal in all the four cases. As in part 1 of the analysis this plot shows how the expected duration of the testing changes with additional observations. For example, a priori we expect to terminate the testing after two stages. After the 2nd stage, we revise the expected termination to stage 7 and after the 3rd stage we revise it to stage 5, which was the optimal stage to terminate testing. Figure 5 shows the prior and the posterior distributions of after 2, 3, and 5 stages of testing. We can see from the figure that the posterior mass shifts more to the left (closer to 1) with additional observations implying an expected improvement in software. We can compute Pr{ Ͻ 1.25 ͉ X (i) }, the probability that Ͻ 1.25 after i stages of testing, for any stage i. For example, with the particular values of prior parameters, we obtain Pr{ Ͻ 1.25 ͉ X (5) } ϭ 0.915, reinforcing the optimality of the one-stage look-ahead rule.
Real Data Example
In this section we consider the naval tactical data system (NTDS) data published in Jelinski and Moranda [7] . The data is given in Table 3 , where X j represents the actual life-length of software at testing stage j. This data was also used by McDaid and Wilson [11] to illustrate testing strategies using nonhomogeneous Poisson process type models. In their illustration, using the bug-counting models, the authors found out that it was optimal to stop after 23 stages of testing.
In our analysis we describe our prior uncertainty about using the discrete beta distribution of (13) with L ϭ 1, U ϭ 2, c ϭ 1, and d ϭ 7. This choice prior parameters implies that E( ͉ X (0) ) ϭ 1.125. Furthermore, we specify ␥ ϭ 0.8 to reflect a prior belief of expected improvement in software's performance with Pr(␥ Ͻ 1 ͉ X (0) ) ϭ 0.865. As in Section 5.1, we assume that k T ϭ 1 and k S ϭ 100,000. The prior parameters of 0 are chosen as ␣ 0 ϭ 5 and ␤ 0 ϭ 2. We note that ␣ 0 ϭ 5 is the steady-state value for ␣ i with ␥ ϭ 0.8.
The above selection of parameters imply that optimal stopping time is after 20 stages of testing. We present in Figure 6 the plots of expected additional loss after 0, 7, 14, and 20 stages Table 3 . NTDS data of Jelinski and Moranda [7] . of testing. We can see from the plots that the one-stage look-ahead rule is optimal in all the four cases. As before, we can see from the plot how the expected duration of testing changes with new data. Prior to any testing it is expected that testing will be terminated after 8 stages. After 7 stages of testing, the expected termination is revised to 16 stages, and finally it is decided that testing is stopped after 20 stages.
In Figure 7 we present the prior and posterior distributions of after 7, 14, and 20 stages. We note that the posterior mass shifts away from the value 1 with additional testing. The posterior probability Pr(␥ Ͻ 1 ͉ X (i) ) reaches 0.938 after 7 stages of testing, but it reduces to 0.609 after 20 periods implying that expected improvement from additional testing is less likely.
As previously mentioned, we can investigate the sensitivity of our results to the choice parameters. In so doing, we will be interested in how the optimal stopping time changes with different parameter specifications.
We expect that decreases in k S will yield an earlier optimal stopping time. By keeping the same specifications for all other parameters, we have repeated our analysis for values of k S ϭ 25,000, 10,000, 2500, 1000. The corresponding optimal stopping times are presented in Table  4 . We note that for a considerable decrease in optimal stopping time, a significant drop in k S is necessary in this case.
We have also investigated how the optimal stopping time changes with the prior parameters of the distribution of . In so doing, we have kept the same values for prior parameters L , U , and c ϭ 1 and repeated the analysis for d ϭ 4, 5, and 9. We note that decreasing the value of d implies a higher value for the prior mean and the variance of . In this case the choice of d ϭ 5 decreased the optimal stopping period to 16 and the choice of d ϭ 4 implied optimal stopping after 13 stages. Increasing the value of d to 9 resulted in an optimal stopping stage of 32.
Our analyses using different values of ␣ 0 and ␤ 0 suggest that optimal stopping time is more sensitive to the choice of ␣ 0 then to ␤ 0 . As expected, increases in the value of ␣ 0 imply an increase optimal stopping time whereas increase in ␤ 0 yields earlier stopping.
We note that another important parameter in the analysis is ␥. As previously pointed out ␥ is expected to take values between 0.5 and 1. We have repeated our analysis for different values of ␥ by keeping everything else constant. Our findings that are presented in Table 5 suggest that optimal stopping time is sensitive to changes in ␥. Thus, it is important to elicit this parameter accurately.
Alternatively a prior distribution can be specified for ␥ and uncertainty about ␥ can be revised via Bayesian machinery as test information becomes available. To investigate what values of ␥ are appropriate for NTDS data, we have assumed a discrete uniform prior for ␥ over 0.5 Ͻ ␥ Ͻ 1 independent of all other parameters and obtained its posterior distribution. In Table 6 we present the posterior means of ␥ and after various stages of testing. Based on the table, it looks 
