Diffusion models in economics, finance, queueing, mathematical biology, and electrical engineering often involve reflecting barriers. In this paper, we study the analytical representation of transition densities for reflected one-dimensional diffusions in terms of their associated Sturm-Liouville spectral expansions. In particular, we provide explicit analytical expressions for transition densities of Brownian motion with drift, the OrnsteinUhlenbeck process, and affine (square-root) diffusion with one or two reflecting barriers. The results are easily implementable on a personal computer and should prove useful in applications.
Introduction
Diffusions with one or two reflecting barriers appear in many applications in economics, finance, queueing, mathematical biology, and electrical engineering. Among economics and finance applications, we mention the currency exchange rate target-zone models pioneered by Krugman (1991) (see also Svensson (1991) , Bertolla and Caballero (1992) , de Jong (1994) , and Ball and Roma (1998) ), in which the currency exchange rate is allowed to float within a target zone with two barriers enforced by the monetary authority; asset pricing models with price caps and/or price supports (e.g. price supports for agricultural commodities (see Hanson et al. (1999) ); interest rate models with targeting by the monetary authority (e.g. Farnsworth and Bass (2003) ); interest rate models with reflection at zero interest rate (e.g. Goldstein and Keirstead (1997) and Gorovoi and Linetsky (2004) ); and stochastic volatility models (e.g. Schobel and Zhu (1999) ). References to further applications in economics can be found in Veestraeten (2004) .
In queueing theory, diffusions with reflecting barriers arise as heavy-traffic approximations of queueing systems. Reflected Brownian motion has long played a key role in queueing models (Harrison (1985) , Whitt (1987a), (1987b) ). More recently, reflected OrnsteinUhlenbeck (OU) and reflected affine processes have been studied as approximations of queueing systems with reneging or balking Glynn (2003a), (2003b) ) and multiserver loss
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The infinitesimal generator can be rewritten as
where s(x) and m(x) are the scale and speed densities (see Borodin and Salminen (1996) or Karlin and Taylor (1981) for details):
The densities s(x) and m(x) are defined up to a scaling constant, i.e. s(x) → cs(x) and m(x) → c −1 m(x).
Assumption 2. We assume that the origin is a regular instantaneously reflecting boundary included in the state space and that (Gf )(0) := lim x↓0 (Gf )(x). The right-hand boundary r ≤ ∞ is either regular instantaneously reflecting, in which case it is included in the state space I = [0, r] and (Gf )(r) := lim x↑r (Gf )(x), entrance, or nonattracting natural with
r 0 m(x) dx < ∞.
If r is entrance or natural, it is not included in the state space I = [0, r).
Under these assumptions, X has a stationary distribution with density 
We can choose the scaling constant in the definition of s(x) and m(x) so that r 0 m(x) dx = 1 but, for future convenience, we will not do so.
Let C b (I ) be the Banach space of real-valued, bounded continuous functions on I . Then, the conditional expectation operators The boundary condition at 0 is f (0) = 0.
(P t f )(x)
If r is regular instantaneously reflecting or entrance, then the boundary condition can be written in the form
If r is natural, then no boundary condition is needed there. The Feller semigroup {P t , t ≥ 0} restricted to C b (I ) ∩ L 2 (I, m) extends uniquely to a selfadjoint contraction semigroup on L 2 (I, m) with the infinitesimal generator G, an unbounded self-adjoint, nonpositive operator in L 2 (I, m) (McKean (1956) ; see also Itô and McKean (1974, Section 4.11) and Langer and Schenk (1990) ). The spectral decomposition of G in L 2 (I, m) yields the spectral decomposition of the semigroup P t and the spectral representation of the transition density p(t; x, y):
In the spectral expansion (4), ψ(x, λ) is the unique solution of the Sturm-Liouville (SL) equation
with the initial conditions
and ρ(λ) is the (nondecreasing, right-continuous) spectral function of the SL operator A = −G (i.e. the negative of the infinitesimal generator G). The integral in (4) converges uniformly in x and y on compact squares in I × I (McKean (1956) ). The problem is thus reduced to determining the spectral function ρ(λ) and the solution ψ(x, λ) of the initial value problem. When r is not a natural boundary, the spectrum of G is purely discrete (McKean (1956, Theorem 3.1) ). When r is a natural boundary, the situation is more complicated and there may be a nonempty continuous region in the spectrum. The foregoing discussion of natural boundaries follows Linetsky (2004d) . Natural boundaries can be classified into two further subcategories, based on the oscillation of solutions of the associated SL equation (5). For a given real λ, (5) is said to be oscillatory at an endpoint e if and only if every solution has infinitely many zeros clustered at e. Otherwise, it is said to be nonoscillatory at e. These subcategories are mutually exclusive for a fixed real λ, but the classification can vary with λ. Generally, if an endpoint is a regular, exit, or entrance boundary for the diffusion process, then the associated SL equation is nonoscillatory for all real λ at that endpoint. In our case, 0 is regular reflecting and, hence, the SL equation is nonoscillatory at 0 for all λ. If r is regular reflecting or entrance, then the SL equation is nonoscillatory at r for all λ. If r is natural, there are two alternatives: either (i) (5) is nonoscillatory at r for all real λ (correspondingly, r is called nonoscillatory) or (ii) there exists a real number ≥ 0 such that (5) is oscillatory at r for all λ > and nonoscillatory at r for all λ < (correspondingly, r is called oscillatory with cutoff ). Equation (5) can be either oscillatory or nonoscillatory at r for λ = > 0. It is always nonoscillatory for λ = 0.
Based on this classification of boundaries, the spectrum of the SL operator A associated with the diffusion process X on [0, r), with reflecting boundary at 0 and natural boundary at r, is classified as follows: (i) if r is nonoscillatory then the spectrum is simple, nonnegative, and purely discrete, while (ii) if r is oscillatory, with cutoff ≥ 0, then the spectrum is simple and nonnegative, the essential spectrum is nonempty, σ e (A) ⊆ [ , ∞), and is the lowest point of the essential spectrum. (A real value λ ∈ R is said to be in the essential spectrum of a self-adjoint differential operator if and only if one or both of the following hold: (a) λ is in the continuous spectrum; (b) λ is a limit point of the point spectrum.) Furthermore, if the SL equation is nonoscillatory at r for λ = ≥ 0, then there is a finite set of simple eigenvalues in [0, ] (under Assumption 2, the set contains at least the principal eigenvalue λ 0 = 0). If the SL equation is oscillatory at r for λ = > 0, then there is an infinite sequence of simple eigenvalues in [0, ), with the limit point .
Thus, nonoscillatory natural boundaries are similar to regular, exit, and entrance boundaries in that they do not generate any continuous spectrum. Suppose that Assumptions 1 and 2 are satisfied and that r is either a regular instantaneously reflecting, entrance, or nonoscillatory nonattracting natural boundary. Let λ 0 = 0 < λ 1 < λ 2 < · · · be the eigenvalues of the SL operator A. (Note that the principal eigenvalue is λ 0 = 0 since constants satisfy the SL equation (5) with λ = 0 and the boundary conditions at 0 and r.) Then the spectral function can be written in the form
where 1 {λ n ≤λ} = 1 if λ n ≤ λ and 1 {λ n ≤λ} = 0 if λ n > λ, and · is the L 2 (I, m) norm. It jumps by ψ(·, λ n ) −2 at an eigenvalue λ = λ n . The spectral representation (4) thus reduces to the eigenfunction expansion
where the sum converges uniformly in x and y on compact squares in I × I . Here, ϕ n are the normalized eigenfunctions given by (up to an overall sign) ϕ n (x) = ±ψ(x, λ n )/ ψ(·, λ n ) . The first term in the expansion, corresponding to the principal eigenvalue λ 0 = 0, is the stationary density (1) (note that ψ(x, 0) = 1). Thus, the problem is reduced to determining the eigenvalues λ n and eigenfunctions ϕ n .
Proposition 1.
For λ ∈ C and x ∈ I , let φ(x, λ) be the unique (up to a factor independent of x) nontrivial solution of the SL equation (5) 
where Proof. The solution φ(x, λ) with the required properties exists by Lemma 1 in Linetsky (2004d) . For λ ∈ C and x ∈ I , let ψ(x, λ) be the unique solution of the SL equation (5) with the initial conditions (6). Both ψ(x, λ) and ψ (x, λ) are continuous in x and λ in I × C and entire in λ for each fixed x ∈ I . Since ψ(x, λ) and φ(x, λ) are solutions of the SL equation, and ψ(x, λ) satisfies the initial conditions (6), the Wronskian of ψ(x, λ) and φ(x, λ) is independent of x and is entire in λ:
Setting x = 0 and using the initial condition (6), we have for the Wronskian
The eigenfunction ϕ n satisfies the boundary condition (2) at 0; hence, it must be equal to ψ(x, λ n ) up to a nonzero constant multiple. However, ϕ n (x) also satisfies the boundary condition at r and, hence, it must also be equal to φ(x, λ n ) up to a nonzero constant multiple. Thus, for λ = λ n , ψ(x, λ n ) and φ(x, λ n ) are linearly dependent, φ(x, λ n ) = A n ψ(x, λ n ), and, hence, their Wronskian must vanish for λ = λ n . Setting x = 0 and using the initial condition at 0, we find that A n = φ(0, λ n ). Thus, from (11), the eigenvalues can be identified with the zeros of φ (0, λ). Conversely, let λ n be a zero of φ (0, λ). Then ψ(x, λ n ) and φ(x, λ n ) are linearly dependent and, hence, ψ(x, λ n ) is a solution of the SL equation that is square integrable with weight m on I and satisfies the required boundary conditions at 0 and r, i.e. ψ(x, λ n ) is a (nonnormalized) eigenfunction corresponding to the eigenvalue λ n . Finally, up to an overall sign, the normalized eigenfunctions can be written in the form
where the norms can be calculated analytically (see Lemma 2 in Linetsky (2004d) , with
where δ n and A n are as defined in (10).
Thus, when r is nonoscillatory, the problem is reduced to determining the zeros λ n of φ (0, λ). We now study the case in which r is an oscillatory natural boundary with cutoff ≥ 0. Sufficient conditions for the oscillatory/nonoscillatory classification of natural boundaries can be formulated directly in terms of the behaviour of a(x) and b(x) near the boundary r (Linetsky (2004d) ). We first transform the SL equation (5) to the Liouville normal form. The following smoothness assumptions are sufficient to be able to perform the Liouville transformation.
Assumption 3. The functions a (x), a (x), and b (x) exist and are continuous on [0, r).
We transform the independent and dependent variables as follows, where x = x(y) is the inverse of the Liouville transformation y = y(x):
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The function v(y) then satisfies the SL equation in the Liouville normal form (in which the coefficient in front of the second derivative is constant and equal to negative one and the firstderivative term is absent; the SL equation in the Liouville normal form has the form of the one-dimensional Schrödinger equation):
Here, the potential function Q(y) is given by
where
and is continuous on [0, r). The oscillatory/nonoscillatory classification remains invariant under the Liouville transformation, i.e. (5) is nonoscillatory at r for a particular λ if and only if (5) is nonoscillatory at R for that λ. The oscillatory/nonoscillatory classification of (5) depends on the behaviour of the potential function Q near R. To formulate the classification result, we make the following additional assumption.
Assumption 4. Let r be a natural boundary. We assume that the limit lim x↑r V(x) exists (it is allowed to be infinite).
Under this assumption, we have the following two alternatives. (i) Suppose that r is transformed into a finite endpoint by the Liouville transformation, i.e. R < ∞; then r is nonoscillatory. (ii) Suppose that r is transformed into R = ∞ by the Liouville transformation. If
then r is nonoscillatory. If, for some finite ,
then r is oscillatory with cutoff . Since the SL operator A is nonnegative, it follows that ≥ 0. If = 0, r is always nonoscillatory for λ = = 0. To determine whether r is oscillatory or nonoscillatory for λ = > 0, we have the following criterion. If
then r is nonoscillatory for λ = > 0, while if
When r is an oscillatory natural boundary with cutoff ≥ 0, there is some nonempty essential spectrum above . In general, the essential spectrum may have a complicated structure. In particular, if the potential function oscillates towards an infinite boundary, it may consist of an infinite sequence of disjoint intervals separated by gaps. Furthermore, eigenvalues may be present in the gaps or embedded in the continuous spectrum. The following assumption simplifies the structure of the essential spectrum. 
Assumption 5. If r is an oscillatory natural boundary with cutoff , we assume that the function V(x) has bounded variation on [0, r).
With this assumption, the essential spectrum of A is σ e (A) = [ , ∞). Moreover, the spectrum above is purely absolutely continuous (see Linetsky (2004d) ), and the spectral function ρ(λ) can be written in the form
Here, ρ ac (λ) is the absolutely continuous part and {λ n } are the eigenvalues in [0, ]. If r is nonoscillatory for λ = then this set is finite and contains at least the principal eigenvalue λ 0 = 0. If r is oscillatory for λ = then the set is infinite; there is an infinite sequence of eigenvalues starting with λ 0 = 0 and increasing towards -the limit point of this sequence. In both cases, the spectral expansion for the density reduces to
Remark 1. The spectral function (17) can be obtained as follows. Pick some ε ∈ (0, r) and consider a diffusion process X (ε) reflected at ε. The right-hand endpoint ε is regular reflecting and the spectral function ρ (ε) (λ) has the form (7). Then take the limit as ε → r. The limit lim ε↑r ρ (ε) (λ) = ρ(λ) produces the spectral function of the original problem on [0, r) with natural boundary r. This is the standard approach of approximating a singular SL problem with a regular problem by placing a regular boundary just before the singular boundary (Levinson (1951) , Levitan (1950) , McKean (1956) , Levitan and Sargsjan (1975) ). The regularized problem has a purely discrete spectrum. The singular problem is recovered in the limit of taking the regular boundary towards the singular one. Roughly speaking, the discrete spectrum above of the regular problem on [0, ε] merges into the continuous spectrum of the singular problem on [0, r) in the limit as ε ↑ r. (As ε increases towards r, the eigenvalues are distributed more and more densely and, in the limit, merge to form the continuous spectrum.)
Remark 2. Equations (8) and (18) give the spectral representation of the transition density. It is straightforward to show that the cumulative distribution function has the spectral representation
when r is nonoscillatory, and
when r is oscillatory with cutoff ≥ 0. Here, P π (X ∞ ≤ y) = y 0 π(x) dx. Remark 3. In this section we have made a number of assumptions on the drift and diffusion coefficients of the process and its boundary behaviour (Assumptions 1-5). Here we comment on each of the assumptions in turn. Continuity of a(x) and b(x) (Assumption 1) is not necessary in order to develop the general form of the spectral representation for transition density. In fact, McKean's (1956) spectral representation is valid in the general case of diffusion defined by scale and speed measures that are not required to be absolutely continuous with respect to the Lebesgue measure (e.g. Borodin and Salminen (1996, pp. 16-17) ). Moreover, the spectral representation generalizes to gap diffusions (e.g. Langer and Schenk (1990) ). We made the simplifying assumption of continuous coefficients in order to be able to apply standard results from Sturm-Liouville theory that require continuity of coefficients.
Furthermore, we restricted ourselves to processes with the right-hand boundary r being reflecting, entrance, or nonattracting natural (Assumption 2). Under this assumption, the process has a stationary density. This is a case often encountered in applications of reflected diffusions. However, all results in this paper can be directly modified to extend to the cases in which r is either killing (e.g. an OU process reflected at 0 and killed at r < ∞; see Linetsky (2004a) for details on the killed OU process) or attracting natural (e.g. Brownian motion on [0, ∞), reflected at 0, with positive drift). In the former case, the boundary condition (3) at r changes to f (r) = 0 (in the latter case, no boundary condition at r is necessary). In these cases, the process does not have a stationary distribution and zero is no longer the principal eigenvalue (the lower bound of the spectrum is strictly positive). See Linetsky (2004d) for more details.
Assumption 3, of further continuity of a(x) and b(x), is only needed in order to be able to perform the Liouville transformation to the Schrödinger form (13), and Assumptions 4 and 5, of the existence of the limit and the bounded variation of V(x), are only needed in order to formulate a simple and explicit classification of the spectrum. These assumptions are satisfied in most applications (e.g. OU and affine processes). However, in general, these assumptions are not required in order to be able to construct the spectral representation. In fact, an example of a process with constant diffusion coefficient, drift m(x) = −pµβ for 0 ≤ x < pκ and m(x) = −pµ(x + β) for x < 0, discontinuous first derivative, and a reflecting boundary condition at pκ appears in Whitt (2004, Theorem 2.1) and Whitt (2005, Theorem 2.1) in queueing applications (µ and β are constant parameters). In this case, we cannot reduce the Sturm-Liouville equation to the Schrödinger form (13) with continuous potential, but we can still either work with the original SL equation (5) directly, or with the Schrödinger equation with discontinuous potential, to construct the corresponding spectral expansion.
Large-n eigenvalue and eigenfunction asymptotics for diffusions reflected at both boundaries
Consider a diffusion on [0, r] with both 0 and r regular instantaneously reflecting boundaries and suppose that Assumptions 1 and 2 hold on [0, r]. Large-n eigenvalue and eigenfunction asymptotics for regular SL operators are available in the Sturm-Liouville literature. The following results follow from the results in Fulton and Pruess (1994) .
Consider the SL equation (5) with the boundary conditions u (0) = 0 and u (r) = 0. The Liouville transformation (12) transforms (5) to the Liouville normal form (13). The boundary conditions are transformed into the boundary conditions
where the coefficients γ 1 and γ 2 are given by We introduce the notation
We have the following large-n asymptotics for the eigenvalues and normalized eigenfunctions:
These estimates are useful in applications. The large-n asymptotics of the eigenvalues facilitate the numerical work of finding accurate eigenvalues as zeros of the Wronskian w(λ). We can use the estimates as a starting point of some numerical search procedure to find the accurate values of λ n . Often, even for moderate values of n, the estimates approximate the exact eigenvalues and eigenfunctions sufficiently closely. Here we have given the large-n eigenvalue estimates with an error of the order 1/n 4 . Additional terms in the 1/n expansions can be obtained by following the procedure in Fulton and Pruess (1994) .
Reflected Brownian motion with drift
Brownian motion with drift on [0, r], reflected at 0 and r
Consider Brownian motion with constant drift µ ∈ R on [0, r], reflected at both 0 and r. The scale, speed, and stationary densities are
respectively. The associated SL equation has constant coefficients:
For λ ∈ C and x ∈ [0, r], the solutions φ(x, λ) and ψ(x, λ), with the initial conditions φ(r, λ) = 1 and φ (r, λ) = 0, and ψ(0, λ) = 1 and ψ (0, λ) = 0, and their Wronskian are
The Wronskian zeros/eigenvalues are 
The Wronskian derivative evaluated at λ n is δ n = w (λ n ) = (−1) n e µr r 1 + µ 2 r 2 π 2 n 2 .
The normalized eigenfunctions (9) can be written in the form
Substituting this result into (8) and (19), we obtain the density and the cumulative distribution function as follows: 
subject to the boundary conditions
In this case, the estimate (21) for the eigenvalues is exact with a n = 0, n ≥ 2. We can verify the large-n estimate (22) for the normalized eigenfunctions by expanding (24) in powers of n −1 .
Remark 4. The density (25) of Brownian motion with drift between two reflecting barriers has apparently remained unpublished until recently, while the driftless version of this formula is classic. The density (25) appeared recently in the currency exchange rate target-zone model in a preliminary version of Svensson (1991) (corrected in de Jong (1994) ). Using Poisson's summation formula, it can alternatively be expressed as a series of terms involving Gaussian densities and cumulative distribution functions (Veestraeten (2004) ).
Brownian motion with drift on [0, ∞), reflected at 0
Now suppose that µ < 0. Infinity is a nonattracting natural boundary and We shall obtain the spectral representation of Brownian motion on [0, ∞), reflected at 0, by explicitly taking the limit as r ↑ ∞ in (25). Introduce s := π/r and s n := n s, n = 1, 2, . . . , and write (25) as follows:
Taking the limit as r ↑ ∞ is equivalent to taking the limit as s ↓ 0. The series in (28) has the form of a Riemannian sum and, in the limit, we obtain the following integral:
e −(s 2 t/2) s 2 + µ 2 {s cos(sx) + µ sin(sx)}{s cos(sy) + µ sin(sy)} ds.
For the cumulative distribution function, we similarly obtain
e −s 2 t/2 s 2 + µ 2 {s cos(sx) + µ sin(sx)} sin(sy) ds.
The integral in (29) can be expressed in terms of the standard normal cumulative distribution function (x):
(The proof of this integral identity is available from the author upon request.) Substituting (30) into (29) yields the following well-known result for Brownian motion reflected at the origin (e.g. Harrison (1985, p. 49) and Abate and Whitt (1987a) , (1987b)):
Reflected Ornstein-Uhlenbeck process
OU process on [0, r], reflected at 0 and r
Consider an Ornstein-Uhlenbeck process with infinitesimal diffusion and drift parameters a(x) = σ and b(x) = κ(θ − x) on [0, r], reflected at 0 and r. Here θ ∈ (0, r) is the long-run level, κ > 0 is the rate of mean reversion towards the long-run level, and σ > 0 is the constant diffusion parameter (volatility). The scale and speed densities are
The stationary density (1) is
where z ∈ [α, β] is a standardized variable with
and φ(x) and (x) are the standard normal density and cumulative distribution function, respectively. The associated SL equation is
We introduce the standardized variable z := (2κ) 1/2 (x − θ )/σ and look for solutions of the form u(x) = exp( 1 4 z 2 )w(z). Substituting this functional form into (33), we arrive at the WeberHermite equation for w (Erdelyi (1953, p. 116) and Buchholz (1969, p. 39) ):
For any λ ∈ C, the pair of linearly independent solutions are provided by the Weber-Hermite parabolic cylinder functions E (0) ν (z) and E (1) ν (z) (Buchholz (1969, pp. 40-43) ). These functions are related by (Buchholz (1969, p. 40 
to the Kummer confluent hypergeometric function 1 F 1 (a; b; x), which is defined for all z ∈ C, a ∈ C, and b ∈ C\{0, −1, −2, . . . } by the series
where ( To efficiently compute the function, depending on the values of a, b, and z, these software packages use several integral representations and asymptotic expansions in addition to the series (34) (see Slater (1960) and Buchholz (1969) ).) The Weber-Hermite parabolic cylinder functions have the differential properties
and have a Wronskian independent of z (Buchholz (1969, p. 43) ):
We furthermore introduce the function
From ( 
The Wronskian (11) is
Recalling that ν = λ/κ, the Wronskian zeros/eigenvalues are
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where {ν n , n = 1, 2, . . . } are positive roots of the equation
The normalized eigenfunctions (9) are given by
To evaluate the derivative (40) of the function (38) with respect to ν, we recall the derivative of the Kummer function with respect to its first index (this derivative is available in MATHEMATICA with the call Hypergeometric1F1 (1, 0, 0) [a, b, z] ), where ψ(z) = (z)/ (z) is the digamma function (Abramowitz and Stegun (1972) ):
Finally, substituting the eigenvalues and eigenfunctions into (8), we obtain the spectral representation for the reflected OU density. The roots ν n have to be found numerically. The large-n estimates are given by (21). The (33) to the Schrödinger equation with quadratic potential
subject to the boundary conditions (20) with γ 1 = κθ/σ 2 1/2 and γ 2 = κ(θ − r)/σ 2 1/2 . Specializing (21) to our case, we obtain
The estimate (22) for the eigenfunctions gives the following estimate for the eigenfunctions (40):
OU process on [0, ∞), reflected at 0
Consider the OU process on [0, ∞), reflected at 0. Infinity is a nonattracting natural boundary. The stationary density is
(z and α are defined in (32)). The potential function in (42) has the limit lim y↑∞ Q(y) = ∞. Hence, infinity is nonoscillatory and the spectrum is purely discrete. The unique (up to a multiple independent of x) solution φ(x, λ) that is square integrable with weight m(x) for each λ ∈ C, i.e. ∞ 0 |φ(x, λ)| 2 m(x) dx < ∞, and entire in λ for each x ∈ [0, ∞) can be written in the form
, where H ν (z) is the Hermite function, defined by (Lebedev (1972, p. 285) )
(The Hermite function is available in MATHEMATICA with the call HermiteH [ν, z] .) The solution φ(x, λ) has the following asymptotic properties:
Using the differential property
the Wronskian is w(λ) = 2λσ
The eigenvalues are
where ν n are roots of the equation
The normalized eigenfunctions are given by
To calculate the derivative of the Hermite function with respect to its index, recall (45) and (41) (this derivative is available in MATHEMATICA with the call HermiteH (1, 0) [ν, z] ).
To determine the eigenvalues λ n , n ≥ 1, we must find the roots of (47) numerically. A useful estimate for the eigenvalues can be obtained as follows. The Hermite function can be expressed in terms of the Tricomi confluent hypergeometric function U (a, b, z) (Lebedev (1972, p. 293) ):
Using an estimate of the function U (a, b, z) for a → −∞ (Slater (1960, p. 69, Equation (4.4.18) )),
Numerical examples
OU process
Consider an OU process on [0, 2] with parameters σ = 1, κ = 1, and θ = 1, reflected at 0 and 2, and starting at the origin, x = 0. To determine the eigenvalues λ n with n ≥ 1, we use the root finding function FindRoot in MATHEMATICA to determine the roots ν n of (39) (for fixed α and β). (The author used MATHEMATICA 4.0 running on a Pentium ® III personal computer for all calculations in this paper.) For each n ≥ 1, we use the estimate (43) as a starting point for the FindRoot function. Table 1 gives the eigenvalues λ n , n = 1, 2, . . . , 10, as well as the estimates (43). MATHEMATICA allows us to compute the eigenvalues to any desired accuracy. Table 1 shows that the estimates are accurate even for the lower eigenvalues, and that the accuracy of the estimates rapidly increases with n.
In Figure 1 , we plot transition densities with t = 1 4 , 1 2 , 1, 2, as well as the stationary density (31) (it was produced with the Plot function in MATHEMATICA). The stationary density is Table 1 : Eigenvalues of the OU process on [0, 2], reflected at 0 and 2. The eigenvalues λ n are obtained by numerical root finding, and the estimates are obtained using (43). The OU process parameters are σ = κ = θ = 1 and r = 2. the first term in the spectral expansion, corresponding to the principal eigenvalue λ 0 = 0. The terms in the series corresponding to the higher eigenvalues λ n are suppressed by the factors e −λ n t . As t increases, the transition density approaches the stationary density. The t = 2 density is already very close to the stationary density. The spectral expansion method produces the transition density in a form especially convenient when studying how the system approaches its steady state.
Next consider the OU process on [0, ∞), reflected at 0 (the parameters are the same as before and the process starts at the origin). To determine λ n , n ≥ 1, we use the FindRoot function to determine the roots ν n of (47) (for fixed α). For each n ≥ 1, we use the estimate (49) as a starting point for the FindRoot function. Table 2 gives the eigenvalues λ n , n = 1, 2, . . . , 10, as well as the estimates (49). In Figure 2 , we plot transition densities with t = 1 4 , 1 2 , 1, 2, as well as the stationary density (44). To further illustrate the convergence of eigenfunction expansions, in Table 3 we compute the mean E[X 1 | X 0 = 0] and second moment E[X 2 1 | X 0 = 0] of the OU process on [0, ∞), reflected at 0. The expectations are computed by integrating against the transition density (using the NIntegrate function in MATHEMATICA) and truncating the eigenfunction expansion after the nth term (the row with n = 0 gives the steady-state values). 1 | X 0 = 0], at time t = 1, of the OU process on [0, ∞), reflected at 0. The row with n = 0 gives the steady-state values. The row with n = 1 gives the values computed by truncating the eigenfunction expansion after the term with n = 1, and similarly for the other rows. The OU process parameters are σ = κ = θ = 1, starting at the origin. Generally, owing to the presence of the factors e −λ n t , the larger the time t, the faster the eigenfunction expansion converges.
Affine process
Consider an affine process on [0, 2] with parameters σ = 1, κ = 1, θ = 1, and = −1, reflected at 0 and 2 and starting at the origin, x = 0. To determine the eigenvalues λ n , n ≥ 1, we use the FindRoot function in MATHEMATICA to determine the roots ν n of (60) (for fixed b, α, and β). For each n ≥ 1, we use the estimate (63) as a starting point for the FindRoot function. Table 4 gives λ n , n = 1, 2, . . . , 10, as well as the estimates (63). MATHEMATICA allows us to compute the eigenvalues to any desired accuracy. Table 4 shows that the estimates are quite accurate even for the lower eigenvalues, and that the accuracy of the estimates rapidly increases with n. In Figure 3 , we plot transition densities with t = 1 4 , 1 2 , 1, as well as the stationary density (51). As t increases, the density approaches the stationary density; for t = 1, the density is already quite close to the stationary density.
Next consider an affine process on [0, ∞), reflected at 0 (the parameters are the same as before and the process starts at the origin). To determine λ n , n ≥ 1, we use the FindRoot Table 4 : Eigenvalues of the affine process on [0, 2], reflected at 0 and 2. The eigenvalues λ n are obtained by numerical root finding, and the estimates are obtained using (63). The affine process parameters are σ = κ = θ = 1, = −1, and r = 2. function to determine the roots a n of (65) (for fixed b and α). Table 5 gives the eigenvalues λ n , n = 1, 2, . . . , 10, as well as the estimates (66). In Figure 4 , we plot transition densities with t = 1 4 , 1 2 , 1, 2, as well as the stationary density (64). To further illustrate the convergence of eigenfunction expansions, in Table 6 we compute the mean E[X 1 | X 0 = 0] and second moment E[X 2 1 | X 0 = 0] of the affine diffusion on [0, ∞), reflected at 0. The expectations are computed by integrating against the transition density (using the NIntegrate function in MATHEMATICA) and truncating the eigenfunction expansion after the λ n term (the row with n = 0 gives the steady-state values). 
