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Abstract 
Recommendation technologies have become increasingly commonplace in everyday ap-
plications for the general public. Recommender systems make individualized suggestions 
of products or choices that users would probably find interesting or useful. Implicit in the 
concept of recommendation is the idea that each user may draw further benefit from a 
recommendation that is tailored to her personal tastes, as it seems is reasonable to expect 
that personalized algorithms should be the most effective, be it just because they consider 
a larger output space than a one-size-fits-all recommendation. It has been recently found 
however that non-personalized majority-based recommendations are not as suboptimal 
as one might expect. A strong bias towards popular items has been furthermore found in 
the top-performing personalized algorithms. Therefore, it would be relevant to under-
stand to what extent, and under what circumstances, popularity is really an effective signal 
when recommending, and whether its apparent effectiveness is due to, as seems likely, a 
bias in the current offline evaluation methodologies. 
This thesis addresses this question at a formal level, by identifying the factors that can 
affect the answer and modelling them in terms of dependencies between key random 
variables involving item rating, discovery and relevance. We find concrete conditions that 
guarantee popularity to be effective or quite the opposite, and settle the conditions under 
which there is a possibility of disagreement between observed and true accuracy. The 
clearest conclusions were reached for prototypical cases involving independence assump-
tions, without which we explain that any outcome is possible. Seeking further understand-
ing of the general assumption-free case, we also study a particular case where item dis-
covery is mainly a consequence of word-of-mouth in a social network. In addition, we 
provide a formal explanation of the bias towards recommending popular items that col-
laborative filtering methods present. We do so by developing a full probabilistic formali-
zation of the 𝑘 nearest neighbours scheme, upon which we also evidence the fundamental 
condition that makes this algorithm a personalized method and distinguishes it from pure 
popularity-based recommendations.  
  
 
 
Resumen 
Las tecnologías de recomendación han ido progresivamente extendiendo su presencia en 
las aplicaciones y servicios de uso diario. Los sistemas de recomendación buscan realizar 
sugerencias individualizadas de productos u opciones que los usuarios puedan encontrar 
interesantes o útiles. Implícita en el concepto de recomendación está la idea de que las 
sugerencias más satisfactorias para cada usuario son aquellas que tienen en cuenta sus 
gustos particulares, por lo que cabría esperar que los algoritmos de recomendación más 
eficaces sean los más personalizados. Sin embargo, se ha observado recientemente que 
recomendar simplemente los productos más populares no resulta una estrategia mucho 
peor que los mejores y más sofisticados algoritmos personalizados, y más aún, que estos 
tienden a sesgar sus recomendaciones hacia opciones mayoritarias. Por todo ello, es rele-
vante entender en qué medida y bajo qué circunstancias es la popularidad una señal real-
mente efectiva a la hora de recomendar, y si su aparente efectividad se debe a la existencia 
de ciertos sesgos en las metodologías de evaluación offline actuales, como todo parece 
indicar, o no.  
En esta tesis abordamos esta cuestión desde un punto de vista plenamente formal, 
identificando los factores que pueden determinar la respuesta y modelizándolos en térmi-
nos de dependencias probabilísticas entre variables aleatorias, tales como la votación, el 
descubrimiento y la relevancia. De esta forma, caracterizamos situaciones concretas que 
garantizan que la popularidad sea efectiva o que no lo sea, y establecemos las condiciones 
bajo las cuales pueden existir contradicciones entre el acierto observado y el real. Las 
principales conclusiones hacen referencia a escenarios simplificados prototípicos, más allá 
de los cuales el análisis formal concluye que cualquier resultado es posible. Para profun-
dizar en el escenario general sin suposiciones tan simplificadas, estudiamos un caso parti-
cular donde el descubrimiento de ítems es consecuencia de la interacción entre usuarios 
en una red social.  
Además, en esta tesis proporcionamos una explicación formal del sesgo de populari-
dad que presentan los algoritmos de filtrado colaborativo. Para ello, desarrollamos una 
versión probabilística del algoritmo de vecinos próximos kNN. Dicha versión evidencia 
además la condición fundamental que hace que kNN produzca recomendaciones perso-
nalizadas y se diferencie de la popularidad pura. 
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Chapter 1 
1 Introduction 
1.1 Motivation 
Since their beginning in the early 1990s, recommender systems have progressively ex-
tended their presence into many day-to-day technologies (Linden et al. 2003). Nowadays, 
they are familiar elements for users of applications, services and tools of the most com-
mon environments. Most people are used today to Youtube recommending videos related 
with their interests, to Spotify suggesting new music to listen to, to Twitter, Linkedin or 
Facebook recommending a contact to connect with, to Google Play suggesting applica-
tions for their smartphones, or to any online store (Amazon, Fnac, etc.) recommending 
products to people based on their previous interactions in the platform.  
Conceptually, a recommender system aims to predict the interests of the user by ob-
serving her interactions with the system. Based on such predictions, the system suggests 
new options that the user may find useful or interesting. Implicit in this concept is the 
idea that user satisfaction can be enhanced by personalizing and tailoring recommenda-
tions to the individual tastes of the user. Research in the recommender systems field is, in 
a way, taking this as a given. However, one of the questions that motivate this thesis is: to 
what extent do we need this personalization, how much of it, and how much room for 
enhancement we have between a non-personalized and a personalized approach? We may 
intuit that the answers to these questions may not be simple and have several sides to 
them (as have the questions) – a complexity that is precisely the object of this thesis. 
Effective non-personalized alternatives to a personalized recommendation algorithm 
typically consist of aggregated user opinions that reflect majority trends – so-called pop-
ularity (Cañamares and Castells 2018a). Typical majority signals are the count of people 
who have consumed an item, the count of people who have shown appreciation for an 
item, and the ratio between the two latter counts. Non-personalized popularity-based sug-
gestions are in fact a widespread feature we can find in practically any application involv-
ing massive catalogues of choices. Services such as Amazon, Youtube, online newspapers, 
social networks, etc., have a section somewhere displaying the most popular options – the 
most watched, the most read, the most bought, etc. Moreover, academic research has 
found (Cremonesi et al. 2010) that the number of people that can be pleased by popular 
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choices can be in the same order of magnitude as the satisfaction a state-of-the-art per-
sonalized algorithm can achieve – in exchange for orders-of-magnitude smaller develop-
ment and maintenance costs. In fact, popularity-based recommendations can be the best 
possible option in situations where the observed data is very sparse and does not provide 
enough information for personalized algorithms to produce an accurate recommendation 
for each user.    
From a wider perspective, trying (and thus recommending) what most people like 
may not be optimal, but it seems at least a reasonable idea that can be useful in many 
cases. In fact, the adoption of the behaviour, opinions or findings of other people may 
benefit us from the experience and knowledge of others, to guide us in situations of un-
certainty, and to reduce the cost of elaborating a decision from scratch (Bandura 1971, 
Meltzoff & Prinz 2002, Miller & Dollard 1979). Thus, there is much at which one person 
resembles other, and in many cases what is good for one is also good for the other. In 
other words, we have a lot in common with most of our peers.   
Even when we decide to personalize, researchers have recently found that the most 
effective personalized algorithms (in particular collaborative filtering methods) are 
strongly biased to majority tastes in common datasets (Cremonesi et al. 2010). Popularity 
thus seems like a trend one cannot escape from if we aim to achieve effective recommen-
dations. Worse yet, offline evaluation has been shown to display a strong bias towards 
favouring popular recommendations. This bias can cast doubt as to whether algorithms 
are being properly compared and the state of the art has been properly established. 
All these issues motivate the research undertaken in this thesis towards better under-
standing the effect of popularity in the development, behaviour and evaluation of recom-
mendation technology.  
To sum up, the research proposed in this thesis addresses the following questions: 
• Is popularity really an effective signal for producing accurate recommendations? 
• Does the answer depend on the specific popularity variant we consider? For instance, 
would there be a difference between computing the popularity of a product as the 
number of people who like or consumed it vs. the ratio of consumers of the item 
who liked it? 
• Can we identify fundamental conditions that may determine the answer to the above 
questions? For instance, does the popularity effectiveness depend on how users dis-
cover the items? Or could it depend on the user behaviour, namely, on whether they 
are more likely to manifest their positive preferences than their negative ones? 
• How does this generalize to state of the art collaborative filtering algorithms?  
• Regarding the comparison between two or more algorithms, could observed effec-
tiveness contradict the real one by declaring as winner an algorithm that is not?  
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1.2 Research goals 
Based on the context and the questions previously formulated, the general objective of 
this thesis is to study to what extent and under what circumstances a popularity-based 
recommendation is an effective technique or not. To make progress towards such objec-
tive, this work has the following specific research goals: 
• RG1. Identify a reduced set of random variables that enable a sufficient description 
of the elements under analysis: popularity distributions, accuracy of recommenda-
tion, item discovery, user-item interactions, user appreciations, and system observa-
tions. Based on such random variables, formalize the distinction between true and 
observed recommendation accuracy and describe the optimal non-personalized rank-
ings that maximize each of these two types of accuracy. 
• RG2. Identify prototypical scenarios that can be described in terms of the identified 
random variables and their probabilistic dependencies, for which it is possible to 
prove a particular result with regards to the effectiveness of the different popularity 
variants. 
• RG3. Check the theoretical results empirically. 
• RG4. Formally understand the influence of popularity in collaborative filtering algo-
rithms. As mentioned in the motivation, the bias in state of the art algorithms towards 
recommending popular options is known in the field. But the reasons of this trend 
have not been formally analysed and explained yet. 
1.3 Contributions 
The work developed in this thesis has resulted in several contributions, which we sum-
marize next. 
• A probabilistic framework that allows for the formal analysis of recommender sys-
tems’ behaviour and effectiveness. The framework models the key elements that de-
termine the effectiveness of different popularity variants as explicit random variables. 
The behaviour of popularity, and the congruence of offline evaluation with true ef-
fectiveness, can be stated as an issue of probabilistic dependencies and interactions 
between such variables. 
• Along the way in this analysis, we state a revised ranking principle for recommenda-
tion, adapting the Probability Ranking Principle (PRP) of Information Retrieval 
(Robertson 1977) to the recommendation task assuming that items are recommended 
only to new potential consumers. The principle is derived from a formal expression 
for the (observed and true) expected effectiveness of a generic recommender system.  
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• The description of meaningful and interpretable situations as probabilistic depend-
ency configurations.  We verify in particular, theoretically and empirically, the occur-
rence of potential contradictions between observed and true metrics in certain con-
figurations.  
• New findings regarding the comparative effectiveness of different popularity vari-
ants. While the volume of interaction (rating count) achieves the best results in usual 
offline experiments, we find that the volume of positive interactions is a more reliable 
signal, and more importantly, the ratio of positive interactions (average rating) tends 
to actually produce the best results, when measured with unbiased samples of user 
tastes. 
• Empirical proof of the influence that information diffusion phenomena may have in 
the observed popularity distribution and, thus, in the behaviour and performance of 
popularity-based recommendation. In particular, we see that extreme information 
diffusion levels can make popularity obtain even worse results than random recom-
mendation. 
• A probabilistic version of the 𝑘 nearest-neighbour (kNN) algorithm. The formal re-
formulation of this classic algorithm is useful in itself (beyond its use in this thesis) 
in enabling different sorts of analysis and improvements (smoothing, adding new 
variables, etc.). In the present thesis, it has allowed us to verify the hypothesis upon 
which kNN relies for being effective, namely, the dependency between users’ tastes. 
• Formal proof of the connection between kNN and recommendation by popularity. 
The aforementioned probabilistic reformulation of kNN show that, in the absence 
of dependencies between users’ tastes, kNN is reduced to popularity. In fact, differ-
ent kNN variants are related to different popularity variants. 
• A new dataset that contains user ratings for music. Due to its gathering process, this 
dataset allows us – and the community – to carry out the algorithm evaluation process 
in absence of external popularity biases, beyond those that reflect the real users’ 
tastes. Moreover, it contains information about the discovery distribution, which in 
turn enables the recreation of standard evaluation experiments where extra relevance 
judgments are available to compute true accuracy and compare it with observed ac-
curacy.  
Most of the previous contributions are focused on the study of the popularity biases 
and their effects. Understanding such biases is a first step to find better means to cope 
with them and thus devise more reliable evaluation techniques (Castells and Cañamares 
2018), a clear future line of this thesis.  
1.4 Structure of the thesis 
The thesis is structured as follows: 
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• Chapter 1 (Introduction) presents the motivation, research goals, contributions and 
publications related to this thesis.   
• Chapter 2 (Popularity in recommendation) presents a preliminary empirical revision 
of the popularity effectiveness. First, we introduce what is meant by popularity and 
its different interpretations. Second, we compare its effectiveness with that of other 
representative state of the art algorithms. Third, we verify and illustrate the existence 
of biases towards popular products in such algorithms.  
• Chapter 3 (Related work) reports and analyses the related work on the topics ad-
dressed by this thesis. We introduce a series of concepts related with recommender 
systems and their evaluation, and we group prior work according to the aspect of 
popularity they address.  
• Chapter 4 (Popularity biases in recommender system evaluation) carries out a formal 
analysis of the effectiveness popularity, in its different variants, and in different situ-
ations. We propose a probabilistic framework upon which, subsequently, we express 
the expected (observed and true) effectiveness of a recommendation algorithm in 
terms of as few factors as possible, that allow to characterize different situations. By 
applying the previous model to the particular case of popularity, we study the factors 
on which its effectiveness depends. In addition, we deduce the optimal non-person-
alized criterion for observed and true accuracy.   
• Chapter 5 (Popularity biases derived from social network dynamics) delves in one of 
the situations commented in Chapter 4, by simulating the discovery and interaction 
with items through communication in a social network, and observing how different 
aspects of the social interaction may affect the observations that can become available 
(as input) to a recommender system, and the resulting effectiveness of popularity. 
• Chapter 6 (Popularity biases in the nearest neighbour’s approach) studies the con-
nection of the kNN collaborative filtering algorithm to popularity distributions. For 
that purpose, we develop a probabilistic reformulation of kNN that explicitly shows 
the connection with popularity, and allows us to express the main hypothesis that 
sustain the kNN algorithm.  
• Chapter 7 (Conclusions and future work) summarizes the thesis and synthetizes the 
conclusions to which our research leads. We also introduce the potential research 
lines to follow as future work. 
• Appendix A contains the translation into Spanish of Chapter 1. 
• Appendix B contains the translation into Spanish of Chapter 7 
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1.5 Publications related with this thesis 
The work carried out along this thesis has given rise to several publications in conferences 
and workshops of the Information Retrieval area. We list them, grouped by the chapter 
of the thesis they are related to: 
Publications related to Chapter 4 
The following three contributions are related with the formal analysis of the popularity 
effectiveness that we develop in Chapter 4.  
• R. Cañamares and P. Castells. Should I Follow the Crowd? A Probabilistic Analysis 
of the Effectiveness of Popularity in Recommender Systems. 41st Annual Interna-
tional ACM SIGIR Conference on Research and Development in Information Re-
trieval (SIGIR 2018). Ann Arbor, Michigan, USA, July 2018, pp. 415-424. 
CORE A+ (full paper) 
Best paper award. 
• R. Cañamares and P. Castells. From the PRP to the Low Prior Discovery Recall Prin-
ciple for Recommender Systems. 41st Annual International ACM SIGIR Conference 
on Research and Development in Information Retrieval (SIGIR 2018). Ann Arbor, 
Michigan, USA. July 2018, pp. 1081-1084. 
CORE A+ (short paper) 
• R. Cañamares and P. Castells. On the Optimal Non-Personalized Recommendation: 
From the PRP to the Discovery False Negative Principle.  Workshop on Axiomatic 
Thinking for Information Retrieval and Related Tasks (ATIR 2017) at the 40th ACM 
SIGIR Conference on Research and Development in Information Retrieval (SIGIR 
2017). Tokyo, Japan, August 2017. 
Publications related to Chapter 5 
The next publication addresses the generation of popularity biases in a social network and 
how such biases may affect the effectiveness of recommending by popularity. 
• R. Cañamares and P. Castells. Exploring social network effects on popularity biases 
in recommender systems. 6th Workshop on Recommender Systems and the Social 
Web (RSWeb 2014) at the 8th ACM Conference on Recommender Systems (RecSys 
2014). Foster City, USA, October 2014. 
Publications related to Chapter 6 
In the following long paper of SIGIR 2017 we develop a probabilistic reformulation of 
the nearest neighbors recommendation approach. A reformulation that explicitly ex-
presses the connection of this algorithm with popularity. 
• R. Cañamares and P. Castells. A Probabilistic Reformulation of Memory-Based Col-
laborative Filtering – Implications on Popularity Biases. 40th Annual International 
1.5 Publications related with this thesis 7 
ACM SIGIR Conference on Research and Development in Information Retrieval 
(SIGIR 2017). Tokyo, Japan, August 2017, pp. 215-224. 
CORE A+ (full paper) 
Other publications related to the thesis 
According to the idea of avoiding popularity biases, and any other kind of distortion that 
may mislead the conclusions of an offline evaluation experiment, in the following publi-
cation we propose an experimental methodology to obtain unbiased results. 
• P. Castells and R. Cañamares. Characterization of Fair Experiments for Recom-
mender System Evaluation – A Formal Analysis. Workshop on Offline Evaluation 
for Recommender Systems (REVEAL 2018) at the 12th ACM Conference on Rec-
ommender Systems (RecSys 2018). Vancouver, Canada, October 2018. 
 
  
 
 
Chapter 2 
2 Popularity in recommendation 
We start setting the stage for the present work by defining some fundamental concepts 
and presenting basic facts involving recommendation and popularity, from which the re-
search questions addressed in this thesis arise. We shall first recall the definition of the 
recommendation task, and settle the terminology to be used in the rest of this document. 
We shall likewise introduce precise definitions of popularity and its variants and will illus-
trate its effects in typical basic recommendation experiments for offline evaluation.  
2.1 The recommendation task 
Recommendation is often referred to as the complementary face of search (Belkin and 
Croft 1992), where the system takes the initiative to suggest the user new options or prod-
ucts without any explicit query from the user. The options subject to be recommended 
can be of many different types (news, services, products, events, persons, etc.) so the 
generic term “items” is commonly used to refer to them.  
Recommender systems try to predict the users’ preferences in order to anticipate 
which item could be of interest and recommend it. To do this, the algorithm operates 
with an observed sample (usually a small fraction) of these users’ preferences, obtained 
from the interactions between the users and the system. There is a wide variety in type 
and nature of such interactions; playing a song in Spotify, watching a movie on Netflix, 
playing a video on YouTube, liking posts on Facebook or Twitter, etc.). The interactions 
can be taken as an implicit or explicit sign of positive or negative user preferences for the 
items. A common and useful simplification represents such interactions as a as numeric 
rating that reflect degrees of preference. Ratings can be further abstracted to a binary value 
indicating whether or not the user likes the item. We shall henceforth refer to user-item 
observations as “ratings” for short, regardless of the nature of the user-item interaction 
records. Let us denote with 𝑟(𝑢, 𝑖) the observed rating by a user 𝑢 for an item 𝑖. We shall 
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generally assume, for simplicity, that ratings are binary, since this is enough for our pur-
poses. When a rating reflects a positive preference, we shall say that the item is relevant for 
the user. 
Given the context described above, where a set of ratings from users to items is avail-
able for the system, the recommendation task consists in sorting the non-rated items of a 
each user in descending order, according to the relevance that the algorithm estimates 
each item has for the user. We shall assume that repeated recommendations are not al-
lowed, namely, items already rated by the users cannot be recommended. This is the typ-
ical case in most recommendation scenarios, where the value and usefulness of recom-
mendation involves an (implicit or explicit) purpose discovery. Recommending consumed 
items is considered in some applications – but we do not address that task in our present 
research (Benson et al. 2016).  
The basic task of a recommender system (the task most research in the field has fo-
cused on since its early years) consists in satisfying user preferences as accurately as pos-
sible. The accuracy was initially understood as a rating prediction error minimization 
problem, a view that has been more recently replaced by the goal to produce useful rank-
ings where items the user likes are placed as highly as possible in the ranking 
The large amount of algorithms developed for over two decades to solve the recom-
mendation problem is widely known. We comment briefly the main strategies in Section 
3.1. As opposed to the most sophisticated methods which seek to provide the best pos-
sible recommendation tailored to each user, there are alternatives which although simpler 
are still employed. One of the most common is the one we study in this thesis, recom-
mending by reverse order or popularity. Before analysing the effectiveness of popularity 
as a recommendation criterion, we must precise clearly the possible definitions of such 
criterion, as we do in the next section.  
2.2 Popularity in recommendation 
The notion of popularity admits different interpretations with small differences of nuance. 
In general, the popularity of an item refers to the global perception of the item by part of 
a population of persons (or entities). This perception is defined by two elements, the 
volume of observed perceptions (number of users) and the sign (grade of positivity) of 
the perceptions. In the recommendation context, considering one or the other or both 
gives rise to three main possible definitions of the popularity of an item: total popularity, 
relevant popularity and average rating. We provide next a precise explanation of each 
of these variants.  
Understanding the popularity of an item as the number of ratings it has is the simplest 
interpretation of popularity and possibly the most frequent in the recommender systems 
literature (Cremonesi et al. 2010). The distinction between relevant and non-relevant 
items allows to distinguish two variants in this type: total popularity and relevant popularity: 
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• Total popularity. We define total popularity as the total number of ratings of an 
item, regardless of whether they are positive or negative. In other words, this is the 
number of people that have been observed interacting with the item. This is the com-
mon definition of popularity that we usually find in literature (Cremonesi et al. 2010, 
Jannach et al. 2015). 
• Relevant popularity. We define the relevant popularity of an item as its number of 
ratings indicating a positive preference, namely, the number of people who have 
given signs that they like the item. 
An alternative of the previous popularity interpretations is considering the quotient 
of the two above notions: 
• Average rating. We define the average rating of an item as the ratio of people who 
have been observed interacting with the item and have (implicitly or explicitly) evi-
denced a positive preference for the item. If the interaction records involve a numeric 
rating value, this can be generalized to the average rating value. 
The reader may realize that the word “popularity” gets thus somewhat overloaded in 
our proposed terminology: it can refer to a general notion of majority taste (comprising 
the three above definitions, or taking an even more abstract broader sense), or it can more 
specifically refer to the two first precise definitions. We shall nonetheless take care along 
this document that the sense of the word is always clear from the context.  
It is quite common that applications which gather user opinions about a product 
catalogue (Amazon, Google Play, IMDb, etc.) show the valuation of these products in 
terms of some of the previous popularity definitions. For instance, IMDb shows the av-
erage rating of each movie in a scale from 1 to 10 stars, together with the volume of 
observations it has (i.e. its total popularity). Curiously, in this platform the most rated 
movie (The Shawshank Redemption with 2,087,966 ratings) is also the movie with the 
highest average rating (9.3/10). Further specializations of our definitions can be consid-
ered such as, for instance, the amount of generated revenue (e.g. Avatar is the top grossing 
film of all times). The three variants defined above capture nonetheless a main fundamen-
tal general distinction, that is representative of other possible particularizations, and can 
be computed in any dataset. 
We analyse in detail the comparison of the three variants of popularity in Chapter 4, 
but for this introductory chapter our primary focus will be (total and relevant) popularity, 
since it has been the most widely used.  
2.3 Popularity effectiveness 
The popularity of an item can be used as a ranking criterion to deliver non-personalized 
recommendations. One would expect however that this such simplistic approach would 
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produce considerably inferior results compared to top-of-the-line personalized algo-
rithms. In order to observe how suboptimal popularity-based recommendations are, we 
set up an offline experiment much in a similar way to the typical offline evaluations re-
ported in the recommender systems literature. 
We take for this purpose three widely used public datasets: MovieLens, Netflix and 
Last.fm datasets, whose volumetric details are shown in Table 2.1. MovieLens is perhaps 
the most widely used dataset in the recommender systems research literature. It includes 
ratings for movies in a 1-5 scale by users of the MovieLens application (Harper & Konstan 
2016). The Netflix dataset contains data of similar nature collected from Netflix sub-
scriptors, and was released in 2006 in the Netflix Prize contest. The Last.fm dataset was 
collected by O. Celma (2010) and includes records of music tracks played by users on 
Last.fm. The recorded data for each play action includes the user ID, track, artist and 
timestamp. For our experiments we just aggregate this data into user / artist / playcount 
triplets and, as a simplification, we consider one or more playcounts as indicative of pos-
itive relevance. In MovieLens and Netflix we interpret ratings equal or higher than 4 as 
reflecting relevance, and lower values as non-relevant.  
The number of ratings per item presents a strong biased distribution in all three da-
tasets, as is common in the environments where recommender systems run. This can be 
clearly seen in Figure 2.1, where the rating distribution of MovieLens, Netflix and Last.fm 
is shown. The 𝑥 axis represents the items sorted by decreasing order of total popularity 
and the 𝑦 axis indicates the number of ratings of each item. We see that all three datasets 
display a typical long-tail popularity distribution where a few items are rated by many users 
while most of items receive a very few ratings.  
 Nr. users Nr. items Nr. ratings 
MovieLens 6,040 3,706 1,000,209 
Netflix  480,189 17,770 100,480,507 
Last.fm 992 176,892 904,309 
Table 2.1. Volumetric details of MovieLens, Netflix and Last.fm datasets. 
 MovieLens Netflix Last.fm 
 
Figure 2.1. Rating distributions of MovieLens, Netflix and Last.fm. 
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To smooth the variance effects arising from the random split of the data, we average 
the results over a 5-fold cross-validation. As accuracy metric we select the precision in the 
top ten positions of the ranking (P@10) as a basic and representative metric for our cur-
rent illustrative purposes. 
Using this data, we test popularity-based recommendations along with a couple of 
representative personalized collaborative filtering methods: 𝑘 nearest neighbors (kNN) 
and matrix factorization (Hu et al. 2008), as well as random recommendation for a sanity-
check reference point. For the average rating, we require a minimum of 5 ratings for an 
item to be recommended. We take normalized and non-normalized user-based variants – 
with cosine similarity – as representative of the nearest-neighbour algorithm (Ning et al. 
2015). For the normalized variant, we set a minimum number of 5 neighbour ratings for 
an item to be recommended to a target user. We select the best neighbourhood 𝑘 for each 
kNN version (in terms of P@10) by grid search. Accordingly, kNN takes 𝑘 = 10 neigh-
bors on all datasets in the normalized variant, and 𝑘 = 100 in the non-normalized one. 
The only exception is 𝑘 = 50 in the non-normalized version on MovieLens. 
Regarding the matrix factorization algorithm, we use the one proposed by Hu et al. 
(2008), since it is the most effective among those tested in recent years by our research 
group, and one of the fastest in execution time. We informally tune the parameter values 
based on previously reported configurations (Hu et al. 2008, Vargas & Castells 2014) and 
our own experience with well-behaving values for this algorithm. Finally, we take 𝑘 = 20 
factors, 𝛼 = 1, and 𝜆 = 0.1, with 20 iterations on all datasets, except 𝑘 = 50 on Netflix. 
Figure 2.2 shows the value of P@10 for the previous algorithms and the three pop-
ularity variants. Such results are in line with what other authors have observed in prior 
 
Figure 2.2. Results for common recommender algorithms on MovieLens, Netflix 
and Last.fm datasets. 
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work (Cremonesi et al. 2010, Jannach et al. 2015). We see that popularity (namely the 
“total” variant) achieves indeed lower accuracy than collaborative filtering, but its effec-
tiveness is in the same order of magnitude (about half as effective) as the best personalized 
algorithm. This is not negligible for such a simple recommendation approach, requiring 
basically no scientific skills, lowest development and maintenance costs, and being capable 
to deliver reasonable recommendations even to new users with no records in the system.  
As to the different popularity variants, we find that the total and relevant popularity 
achieve a very similar accuracy, with a tiny advantage for the latter. In contrast, the average 
rating achieves a very low precision. It should also be highlighted that the normalized 
variant of kNN is far below the non-normalized one. This is in line with the results re-
ported by other authors but has not been explained yet. We will provide further explana-
tion of this effect and the rest of the behaviours in Chapters 4 and 6. 
2.4 Popularity biases in personalized recommenda-
tion 
Having observed the non-negligible effectiveness of popularity alone, we now turn to 
analyse if there is some relation between the outputs of relevant popularity and state of 
the art collaborative filtering algorithms. We do so by measuring the number of times 
personalized algorithms recommend each item (say in the top 10 of the ranking) with the 
popularity of the item. Figure 2.3 show this as a scatterplot for the MovieLens dataset (on 
Netflix and Last.fm they present a similar behaviour). 
We see that the best-performing personalized algorithms in Figure 2.2 – i.e. non-normal-
ized user-based variant of kNN and matrix factorization – present a strong bias towards 
majority taste. In fact, their plots show that the number of times an item is recommended 
 User-based kNN Matrix factorization Oracle optimal 
 
Figure 2.3. Popularity bias in different recommendation methods in the Mov-
ieLens dataset. Each point in the plots represents an item, the 𝒙 axis shows the 
number of relevant ratings of the item, and the 𝒚 coordinate is the number of 
times (i.e. the number of users to whom) the item is recommended in the top 10 
by the corresponding algorithm. 
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by the algorithms is roughly proportional to its popularity. This is in line with what other 
authors have found in recent prior work (Marlin & Zemel 2009, Jannach et al. 2015). 
But even more remarkably, we see in Figure 2.3 that the best possible recommenda-
tions (oracle recommendations) present even a stronger popularity bias. We build such 
optimal recommendations by randomly ranking all the items with positive test ratings by 
the target user at the top of the recommendation for such user. This would suggest that 
popularity is a trend one can definitely not escape from, since even the best possible rec-
ommendation (in terms of accuracy) involves an unequivocal popularity bias.  
In the chapters that follow we will seek to explain why popularity is such an effective 
signal despite being an overly simplistic approach, and whether we may always expect this 
to be the case or we might run into exceptions. We will likewise seek some structural 
reason for the strong popularity bias in collaborative filtering. We will also wonder 
whether what we just observed is a final conclusion, or may be the result of some distor-
tion in the evaluation methodology, the metrics, the data – or all of this together. Finally, 
given that we just observed that popularity is a trend within collaborative filtering, we 
shall wonder whether the findings on popularity translate to equivalent properties for the 
personalized algorithms that have popularity as an implicit component, and can help un-
derstand (and optimize) their behaviour.    
 
  
 
 
 
 
Chapter 3 
3 Related work 
In this chapter, we review the main concepts and related work for the questions and goals 
addressed in this thesis. We briefly recall the broad types of recommendation algorithm, 
and the common approaches to evaluate them. We then focus on the prior work related, 
in one way or another to issues of popularity in recommendation.  
3.1 Recommendation algorithms 
Recommender systems have consolidated over the past three decades as a distinctive re-
search area (Ricci et al. 2015), with a strong commercial impact and development (Linden 
et al. 2003). Research in the field focused for a long initial period on the development of 
algorithms that accurately predicted user preferences for items (Herlocker et al. 2004). 
More recently, algorithmic development has shifted towards targeting effective item rank-
ings where users will find items they like early in the item lists (Cremonesi et al. 2010, 
Steck 2013). Currently, these perspectives have widened beyond oversimplified formula-
tions, to consider other desirables qualities and concerns in recommendation such as nov-
elty and diversity (Adamopoulos & Tuzhilin 2014, Celma & Herrera 2008), fairness 
(Dwork et al. 2012, Mehrotra et al. 2018) and business performance (Wu et al. 2017 ), 
aiming to address the complexities of real recommendation scenarios involving multiple 
stakeholders (Abdollahpouri et al. 2017) and a long-term relationship between users and 
the system (Li et al. 2016, Kawale et al. 2015). 
Based on the input data and how the data is handled, it is common to distinguish of 
the following types of recommendation algorithms: 
• Collaborative filtering. The methods of this group guess the target user’s opinion 
on the items she does not know from the ratings of people with similar tastes. Rec-
ommendations are thus based on other users’ opinions and the similarities that such 
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opinions present with those of the target user. The algorithms of 𝑘 nearest neigh-
bours and matrix factorization, cited in previous chapter, belong to this group. The 
latter usually performs slightly better than the former. 
• Content based. The algorithms belonging to this group consider the characteristics 
of the items rated by the target user for estimating her preference for other items 
with similar characteristics. Therefore, the items do not need to be rated by any user 
in order to be considered as potential candidates. This allows content-based algo-
rithms to recommend new items, or items with very few ratings, unlike collaborative 
filtering methods. However, the former do not take into account the opinions of 
other users.  
• Recommendation algorithms based on social network. They use the preferences 
evidenced by explicit social contacts of the target user in the social network to pre-
dict her interests. 
Collaborative filtering methods generally achieve higher accuracy than content-based 
recommendations. In fact, the top performing algorithms of the state of the art – such as 
implicit matrix factorization (Hu et al. 2008), SLIM (Ning & Karypis 2011), BPR (Rendle 
et al. 2009) – belong to the group of collaborative filtering methods. 
It is not uncommon, however, to use trivial recommendations both in experiments 
and in commercial solutions, as popularity-based or random recommendations. We will 
pay considerable attention to the former in this thesis, but the latter is also quite used as 
sanity check or even as a way to gather unbiased user preferences (Gruson et al. 2019). 
3.2 Evaluation 
There are multiple ways of measuring the quality of a recommendation, depending on the 
characteristic we want to optimize (Herlocker et al. 2004, Shani & Gunawardana 2015). 
In this section we explain first the main types of metrics used to evaluate recommenda-
tions and then the methodologies followed to compute such metrics. 
3.2.1 Dimensions and metrics 
Among the dimensions employed nowadays for measuring the quality of a recommenda-
tion, we can distinguish two main types: accuracy, and novelty and diversity 
Accuracy 
Accuracy metrics evaluate the level of success of the recommendation. They are thus 
focused on the users’ opinion about the recommended items, and can be grouped in error 
metrics and ranking metrics. 
Due to historic heritage of the data mining field, error metrics have been for a long 
time the most used metrics for measuring the effectiveness of a recommender system. 
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They focus on the rating value predicted by the algorithm, and measure how close such 
value is to the real rating assigned by the user to the target item. Most common metrics 
of this group are Mean Absolute Error (MAE) – defined as the mean of the absolute 
differences between predicted and real ratings – and Root Mean Squared Error (RMSE) 
– equivalent to MAE but taking the square of the differences (to accentuate the greatest 
values) and the root square of the mean (Herlocker et al. 2004).  
However, in the past years it has been accepted (Cremonesi et al. 2010, Steck 2013) 
that these metrics are not representative of the real user satisfaction. In other words, that 
the values of these metrics do not correlate with the probability that users accept recom-
mendations. For this reason, the community has recently adopted the accuracy metrics 
characteristic of the Information Retrieval field, as precision, recall or nDCG (Baeza & 
Ribeiro 2011). These metrics measure the ranking quality and seem to represent better 
the final utility for real consumers than error prediction metrics. Moreover, these metrics 
open the door to the evaluation of ranking based algorithms – as popularity – that could 
not be measured in terms of rating error prediction. In this thesis we will precisely focus 
on ranking-based accuracy metrics as the ones we have just mentioned.  
Novelty and diversity 
By the beginning of the 2000’s the community started to pay attention to other aspects), 
beyond accuracy, that may be desirables in a recommendation (Herlocker et al. 2004, 
Smyth & McClave 2001), as the novelty or diversity of the comprising items (McNee et 
al. 2006, Ziegler et al. 2005).  
Novelty metrics reward the recommendation of items that the user probably does 
not know, whereas diversity metrics seek to potentiate the recommendations of not too 
similar items.  There are many metrics belonging to each of these groups, but to name a 
few, long tail novelty (Celma & Herrera 2008) or unexpectedmess (Adamopoulos & Tu-
zhilin 2014) measure ranking novelty, while intra-list diversity (Zhang & Hurley 2008, 
Ziegler et al. 2005) or sales diversity (Fleder & Hosanagar 2009) are focused on the diver-
sity of the recommendation (Castells et al. 2015). 
Other dimensions 
Accuracy, novelty and diversity metrics are complemented in practice by additional di-
mensions which aim to measure the business performance, as the number of purchases, 
the basket size, the click-through rate, etc. 
3.2.2 Evaluation methodology and experimental design 
Industry evaluations are based nowadays mainly on online A/B testing (Siroker and 
Koomen 2015), with evaluations carried out on the own production platforms. In this 
scope, the recommendation effectiveness is measured essentially in terms of the increase 
in the amount of interactions (purchases, clicks, play-counts, etc.) between the users and 
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the recommended elements, but also in terms of clients’ fidelity or economic perfor-
mance.  Online evaluation is expensive, takes time and involves risks in decreasing the 
production system quality and user perception thereof. Moreover, it requires the availa-
bility of a working application with a significant user basis, which is not within reach for 
all researchers in the field. For these reasons, online evaluation is often complemented (or 
replaced by) with offline experiments. 
Offline evaluation methodologies (both ranking and error oriented) divide the avail-
able data into a training set – given as input to the recommender systems – and a test set 
– that is used to evaluate the algorithm capacity to guess the users’ tastes. In recent dates 
it has been observed how the way to carry out this separation (that is, essentially, a sample) 
between training and test can condition the evaluation outcome (Bellogín et al. 2017).  
The gathering of the user interactions is, in essence, a sampling process bounded to 
biases whose nature and explanation has only started to be analysed (Gruson et al. 2019, 
Yang et al. 2018). For a long time, the recommender systems literature barely addressed 
the origin and characteristics of the data that algorithms take as input – and that is also 
used as ground truth for evaluation. Some work has analysed issues of reliability and qual-
ity of the data (Cheng & Hurley 2009); more recently, studies focused on analysing the 
popularity biases in the data, as we discuss in the next section.  
3.3 Popularity on recommender systems 
The studies related with the popularity issues can be grouped in four generic areas, de-
pending on the aspect they address: verifying the existence and influence of popularity 
biases; proposing metrics which take such biases into account and try to mitigate their 
effects; reproducing and studying the processes that give rise to these biases – including 
those processes drawing from social phenomena; enhancing novelty in recommendation 
as the opposite of popularity.  We briefly discuss work in these directions in the following 
subsections. 
3.3.1 Existence and influence of popularity biases 
The shift from error metrics (MAE, RMSE) to ranking metrics – precision, recall, nDCG, 
etc. – has enabled the evaluation of algorithms that, as popularity, cannot be evaluated 
with error metrics. A pioneering study in this line (Cremonesi et al. 2010) compared both 
ways of measuring and verified the results that we show in previous chapter. Namely, that 
when employing ranking metrics to evaluate, recommendation by pure popularity ob-
tained a conspicuously high performance, compared with other more complex and per-
sonalized algorithms. A later study by Cremonesi et al. (2014) further showed that this 
performance decreases when most popular items are removed, from which it can be de-
duced that the popularity effectiveness relates to the bias of the popularity distribution 
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(i.e. the distribution that states how popular is each item). However, Cremonesi et al. did 
not delve into an analysis or finding an explanation for this connection between the rec-
ommendation performance and the data biases.  
Bellogín et al. (2017) confirm this connection by using simulated ratings as input to 
recommendation algorithms (an also as ground truth to evaluate them). They increase the 
bias of the popularity simulated distribution and observe how this increase makes the 
popularity algorithm obtains better results. They also provide a formal intuition of this 
behavior, by explaining that under a random data split the number of ratings of an item 
in training and test is proportional. Thus, the higher the bias of the rating distribution, the 
larger the number of ratings in test of the most popular item, and then the higher the 
effectiveness obtained when recommending such item (He & Garcia 2009). In addition, 
Bellogin et al. also verify that the previous effects appear when employing the accuracy 
ranking metrics imported from Information Retrieval. This study is therefore a first work 
in the line of understanding why popularity biases affect popularity effectiveness, but it 
did not delve into explaining the causes of such biases or whether they are distorting the 
evaluation or not.  
Such biases are not only observed in the uneven rating distribution (Little & Rubin 
1987), but also in the fact that positive ratings are typically more frequent than negative 
ones. That is, the absence of ratings is not uniform, it depends on their value (Goel et al. 
2010, Krishnan et al. 2014, Marlin et al. 2007, Pradel et al. 2012, Steck 2013). This missing 
not at random (MNAR) condition of the ratings was firstly verified by Marlin et al. (2007) 
when explicitly asking about it to real users. A large majority of such users expressed that 
their opinion about items considerably affects the decision to rate them.  
The biased data distribution also has an important impact on personalized algorithms, 
and collaborative filtering methods in particular, which tend to recommend popular items. 
Our observations of Section 2.4 in this line agree with those of other authors who already 
observed this effect (Cremonesi et al. 2010, Jannach et al. 2015, Marlin & Zemel 2009). 
In particular, Jannach et al. (2015) verified and measured this correlation with popularity, 
and proposed approaches to counter it. However, the confirmation of this trend towards 
recommending popular items is empirical, and a formal and precise explanation of this 
phenomenon has not been proposed yet. We do it in Chapter 6, by formally proving the 
existence of a popularity component in the 𝑘 nearest neighbors approach.  
Previous studies point out the existence of popularity biases, and show that such bi-
ases can substantially influences both recommendations (they are biased towards popular 
items) and evaluation outcomes using ranking metrics (recommending popular items is 
rewarded). Some of them even propose solutions to mitigate this influence in metrics and 
algorithms, as we explain next. However, the characterization and explanation of the 
causes that give rise to different biases have not been addressed yet. Nor if such biases 
are desirable or not or to what extent they may lead to a distortion in the results of an 
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experiment (not only in the metric values but also in the comparison sign between algo-
rithms). In Chapter 4 of this thesis we study precisely the variables that determine such 
biases, and present distinct situations – characterized for how such variables are related – 
in which we can check the existence or not of contradictions between the observed ef-
fectiveness (measured with the observed data) and the real one. 
3.3.2 Popularity bias mitigation 
Based on realisations as those we summarize in previous section, recent works have pro-
posed different compensation mechanisms both in algorithms and metrics, that take into 
account the uneven distribution of data over the set of items (Steck 2010, Steck 2011, 
Zhao et al. 2013). These studies address the influence of popularity biases on collaborative 
filtering methods, as a problem we should solve, arguing that a recommendation of less 
popular items is more valuable.  
Zhao et al. (2013) consider that rating something liked by few users provides more 
information about the user’s tastes than a rating on a popular item. Consequently, they 
propose promoting less popular items in recommendations. In the same line, Steck (2010) 
defines target functions for recommendation that reward less popular items, and then 
employs such functions to both train and evaluate the algorithms. 
The procedure followed by Steck (2010, 2011) is also relevant for this thesis for its 
distinction between observed and true metrics. The aim of Steck is to measure or approx-
imate an estimate of the real recommendations’ effectiveness, the one that we would ob-
tain using the real and complete users’ tastes, and not only the observed ones. However, 
faced with the impossibility of having full knowledge of user preferences, Steck proposes 
a series of metrics based on a main assumption: relevant ratings are uniformly distributed 
over items. This assumption allows him to assert that the metrics he proposes, when eval-
uating with observed data, provide unbiased estimates of the true metric values. 
Bellogin et al. (2017) also propose methods to mitigate the effects of popularity bi-
ases, but they focus on the experimental methodology instead of on the metrics or the 
algorithms. Thus, they propose two new split protocols. The first one consists on parti-
tioning the set of items by popularity strata, computing the accuracy for each stratum, and 
average the obtained values over all strata. This way the popularity bias in each item seg-
ment is smaller than in the full set of items, and so is its impact on accuracy. The second 
approach consists in building a test set where all items have the same amount of ratings.  
On a closely related line, drawing from the areas of machine learning and statistics, 
the bias in offline evaluation has been addressed as an issue of mismatch between the data 
gathering policy (in this case, the free user interaction with the system) and item selection 
by the recommendation algorithms to be evaluated. Thus, techniques (such as inverse 
propensity scoring) have been explored to remove the biases in the evaluation (Gilotte et 
al. 2018, Gruson et al. 2019, Swaminathan et al. 2019, Yang et al. 2018) and the evaluated 
algorithms (Schnabel et al. 2016). 
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3.3.3 Popularity vs. novelty 
One of the main limitations of recommending popular items is the lack of novelty (Celma 
& Herrera 2008, Castells et al. 2015, Lee & Lee 2011, Nakatsuji et al. 2010, Oh et al. 2011, 
Onuma et al. 2009). Popular items are familiar to a majority of users, even for many people 
who may not have made their opinion observable though a rating, and thus recommend-
ing these items may be too obvious and lack utility.  
A wide strand of research in the recommender system fields has aimed to measure 
and enhance the novelty of recommendation (Adamopoulos & Tuzhilin 2014, Ado-
mavicius & Kwon 2012, Celma & Herrera 2008), and one might think this is all we need 
to deal with popularity: simply avoid it. However, this is an incomplete answer to the 
questions about popularity in recommendation. While lack of novelty is an obvious draw-
back of popularity, the effect of popularity on pure accuracy should be properly under-
stood. Even avoiding the head of the popularity distribution, some items are still more 
popular than others, and we need to understand the difference between recommending 
each of them. 
3.3.4 Generation process of popularity 
The popularity distribution over items is derived from the rating generation process, 
which leads some items to concentrate higher numbers of ratings than others. This pro-
cess has been studied in prior work, mainly with the objective of formally modelling the 
user behaviour (Borghol et al. 2011, Harper et al. 2005), or predicting the popularity 
reached by different items (Hensinger et al. 2013, Ratkiewicz et al. 2010, Shen et al. 2014, 
Szabo & Huberman 2010, Zhang et al. 2014), rather than understanding how such biases 
might distort recommendations. The retroactive effect that recommender systems’ inter-
vention has on the popularity distribution has also be studied, as a particular source of 
item popularity (Adamopoulos et al. 2015, Fleder & Hosanagar 2009, Sharma et al. 2015, 
Sinha et al. 2016): if a recommender system is biased towards majority taste, then the most 
popular items are the most recommended, thus the most exposed to users and to chances 
of obtaining even more ratings. This effect also has been observed in social networks, 
such as Twitter, when the recommended items are the users themselves (Su et al. 2016).  
The study of Salganik et al. (2006) is also worth being mentioned in this context. Such 
study reveals the presence of a certain degree of chance and uncertainty in the order in 
which products are discovered, even in absence of external influences. Salganik et al. 
(2006) further go on to analyse the role of social influence in popularity formation. The 
authors observed that when we inform users about other people’s opinions, the popularity 
distribution becomes more skewed, at the same time that the uncertainty becomes higher 
as to what items will be the ones to become most popular. Other studies in this line 
confirm the effect of social influence in the increase of unpredictability (Abeliuk et al. 
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2017) and popularity biases (Wang & Wang 2014), and how this contributes to the fragility 
of the popularity signal (Bikhchandani et al. 1992). 
Another social factor that may affect the rating generation process are the infor-
mation diffusion phenomena (Newman 2010). A strong diffusion level, for instance, can 
make some items be discovered by a lot of users and thus increment the popularity of 
such items. In this line, Bakshy et al. (2012) and Doerr et al. (2012) study different char-
acteristics of the social network that may boost information diffusion. In Chapter 5 we 
will see in more detail how this level of diffusion in a social network can affect the popu-
larity distribution.  
 
 
 
 
  
 
 
Chapter 4 
4 Popularity biases in recommender 
system evaluation 
As we set out in Chapter 2, the evaluation methodologies we consider in this thesis – the 
offline methodologies – divide the available data in a training set, given as input to rec-
ommender systems, and a test set which is hidden to the algorithms and used to evaluate 
their accuracy. The main concern of this approach is that only the relevance information 
contained in the test set is available to compute the accuracy metrics. Namely, the opin-
ions that are not present in the test set are considered non-relevant, even though they may 
be in fact positive. A difference arises thus between the metric we can measure in the 
usual offline evaluation approach and the true metric value we would compute if we had 
full access to the missing relevance knowledge. 
Alongside this difference is the fact that common datasets present strongly biased 
popularity distributions, as we illustrated in Chapter 2. This may lead us to suspect that 
the algorithms which consider such popularity signal in their recommendations might be 
rewarded somehow, especially since the best oracle recommendation is also biased to-
wards popularity (see Figure 2.3 of Chapter 2). In the particular case of pure popularity-
based recommendation, it is well-known that it can achieve suboptimal but non-negligible 
accuracy when evaluating with offline evaluation methodologies. The question is there-
fore open whether this apparent effectiveness is real or, on the contrary, it is a conse-
quence of the previous methodological design along with the biased data.   
In this chapter we address this question at a formal level, capturing in a probabilistic 
model the factors and conditions that affect the answer. The mathematical formulation 
allows us to study the effectiveness of popularity in different situations – expressed in 
terms of dependencies between random variables – and settle the conditions under which 
there is a possibility of disagreement between observed and true accuracy. A disagreement 
that we shall empirically verify with experimental results.        
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4.1 Probabilistic framework 
In order to develop a formal analysis of the popularity effectiveness, we start by setting 
out the relevant concepts and variables involved in the recommendation task. These as-
pects allow us to define the mathematical framework upon which we are going to conduct 
the rest of the theoretical analysis. We shall take a probabilistic approach and describe 
these factors as random variables, in order to reason in terms of probabilities and expected 
values.   
4.1.1 Random variables 
The factors we handle to characterize distinct situations are those with some influence in 
the recommendation and evaluation outcomes. Thus, we explain them from the analysis 
of such tasks, for which we abstract ourselves from popularity and consider a generic 
recommendation algorithm. 
Recommendation variables 
As set out in Section 2.1, a recommender system is an algorithm that takes the observed 
interactions between users and items – positive and negative ratings in our study – as 
input and tries to predict the interest of the users in order to suggest them new products. 
The recommendations resulting from this process are therefore mainly dependent on the 
algorithm itself and the distribution of such input data. In our study, the objective is ana-
lysing the behaviour of a specific algorithm in different scenarios, so the variable that 
represents the algorithm is fixed. Variations between the recommendation outcomes 
come thus only from the data distribution, so we shall study its generation process in 
order to characterize distinct situations. 
This data distribution is defined by two processes that can be described as stochastic: 
the process that drives the user to rate an item – which encompasses in turn many other 
subprocesses we do not need to consider for now, such as discovering the item, consum-
ing it, deciding to rate it, etc. – and the personal taste of users with regards to items (rele-
vance). As a typical simplification we shall consider relevance as a static and intrinsic var-
iable between users and items, regardless whether the user knows the item or not.  
We shall thus handle two random variables corresponding with these two kinds of 
relationships between users and items. Both variables are binary, and their domain is the 
sample space 𝒰 × ℐ, where 𝒰 is the set of users and ℐ de set of items. First, we define the 
random variable 𝑟𝑎𝑡𝑒𝑑:𝒰 × ℐ → {0,1} over the set of user-item pairs as 𝑟𝑎𝑡𝑒𝑑 = 1 if a 
rating by the user for the item is available in the dataset and 0 otherwise. Similarly, we 
define 𝑟𝑒𝑙: 𝒰 × ℐ → {0,1} as 𝑟𝑒𝑙 = 1 if the user likes the item (regardless of the presence 
or absence of rating), and 0 otherwise.  
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Throughout the thesis we will use the abbreviation 𝑝(𝑟𝑎𝑡𝑒𝑑), 𝑝(𝑟𝑒𝑙), etc., for 
𝑝(𝑟𝑎𝑡𝑒𝑑 = 1), 𝑝(𝑟𝑒𝑙 = 1), and so forth. Likewise, if all the random variables present in 
the expression have the same arguments, those will be placed in the condition. For in-
stance, the probability 𝑝(𝑟𝑎𝑡𝑒𝑑(𝑢, 𝑖), 𝑟𝑒𝑙(𝑢, 𝑖)) will be replaced for 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑢, 𝑖) 
for simplicity. 
With these two variables and the dependencies between them we can thus describe 
in probabilistic terms most of the potential situations. For instance, an environment where 
positive feedback is more frequent that negative one can be described by the condition  
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑟𝑒𝑙, 𝑖) > 𝑝(𝑟𝑎𝑡𝑒𝑑|¬𝑟𝑒𝑙, 𝑖).  
Our aim is therefore to express the criteria of the different popularity variants (total 
popularity, relevant popularity and average rating) as a function of the variables 𝑟𝑒𝑙 and  
𝑟𝑎𝑡𝑒𝑑, and then repeat the process with the effectiveness of a recommender system. Af-
ter that, we will thus be able to compare both expressions and reason how effective pop-
ularity will be in different situations. In order to do that, we shall however consider first 
the variables that come into play in the evaluation process.  
Evaluation variables 
So far, in order to understand the factors that determine the behaviour of a recommen-
dation algorithm we have ignored the way its effectiveness is going to be measured (met-
ric, split protocol, etc). However, this can affect – even drastically – both the measurement 
results and indeed the recommendation itself, since it determines which part of the input 
data is supplied to the algorithm, as well as the inclusion or exclusion of some items in 
the ranking requested to the algorithm (Bellogín et al 2011, Said & Bellogín 2014).  
This influence supports the definition of two new random binary variables, the vari-
ables 𝑡𝑟𝑎𝑖𝑛 and 𝑡𝑒𝑠𝑡. Both are defined on user-item pairs and take value 1 if 𝑟𝑎𝑡𝑒𝑑 = 1 
and the rating was assigned to the training or test partition respectively, and 0 otherwise. 
Our analysis shall also assume a random rating data split with a given ratio 𝜌 ∈ (0,1) 
of training data, independent from users and items (formally  𝑝(𝑡𝑟𝑎𝑖𝑛|𝑟𝑎𝑡𝑒𝑑, 𝑢, 𝑖) = 𝜌). 
We consider a common data partition procedure which consists of iterating over each of 
the available ratings in the dataset, assigning it to the training or test set with probability 
𝜌 and 1 − 𝜌 respectively.  
4.1.2 Popularity rankings 
We introduced in Section 2.2 three common interpretations of popularity, namely total 
popularity, relevant popularity and average rating. They give rise to three popularity-based 
recommendation algorithms whose ranking functions we denote by 𝑝𝑜𝑝(𝑖), 𝑟𝑝𝑜𝑝(𝑖) and 
𝑎𝑣𝑔(𝑖) respectively, for 𝑖 ∈ ℐ.  
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Total popularity sorts the items according with the number of ratings they have in 
training (𝑝𝑜𝑝(𝑖) = |𝑖𝑡𝑟𝑎𝑖𝑛|), while relevant popularity only considers those ratings reflect-
ing a positive preference (𝑟𝑝𝑜𝑝(𝑖) = |𝑖𝑡𝑟𝑎𝑖𝑛
+ |). Average rating, on its part, consists on the 
ratio of positive ratings (𝑎𝑣𝑔(𝑖) = 𝑟𝑝𝑜𝑝(𝑖) 𝑝𝑜𝑝(𝑖)⁄ ). Note that we are considering a bi-
nary version of average rating since it has a more tractable probabilistic formulation.  
Using the random variables defined in the section 4.1.1 we can express these ranking 
criteria as follows: 𝑝𝑜𝑝(𝑖) ∝ |𝑖𝑡𝑟𝑎𝑖𝑛| |𝒰|⁄ = 𝑝(𝑡𝑟𝑎𝑖𝑛|𝑖), 𝑟𝑝𝑜𝑝(𝑖) ∝ |𝑖𝑡𝑟𝑎𝑖𝑛
+ | |𝒰|⁄ =
𝑝(𝑡𝑟𝑎𝑖𝑛, 𝑟𝑒𝑙|𝑖), and 𝑎𝑣𝑔(𝑖) = 𝑝(𝑟𝑒𝑙|𝑡𝑟𝑎𝑖𝑛, 𝑖). Note that they are non-personalized rec-
ommendations and therefore the user is not fixed. Relevant popularity, for instance, ranks 
items by 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖), but not specifically by 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖, 𝑢) for each user. 
Now we use that 𝑝(𝑡𝑟𝑎𝑖𝑛, ¬𝑟𝑎𝑡𝑒𝑑|𝑖) = 0 and that, according to the random split 
procedure described above, the probability for a rating to be sampled for training is inde-
pendent from both the item and the rating value (and equal to the split ratio 𝜌). Therefore, 
we have that 𝑝(𝑡𝑟𝑎𝑖𝑛|𝑖) = 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) and 𝑝(𝑡𝑟𝑎𝑖𝑛, 𝑟𝑒𝑙|𝑖) = 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖), and 
thus:  
𝑝𝑜𝑝(𝑖) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) 
𝑟𝑝𝑜𝑝(𝑖) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖) 
𝑎𝑣𝑔(𝑖) ∼ 𝑝(𝑟𝑒𝑙|𝑟𝑎𝑡𝑒𝑑, 𝑖) 
(4.1) 
We shall use the popularity ranking functions in this form in the rest of the thesis. 
4.2 Expected precision 
Given a recommendation for a user, its precision 𝑃@𝑘 is defined as the number of rele-
vant items in the top 𝑘 positions of the ranking. We chose to model this metric since it is 
both representative of ranking-based accuracy metrics and tractable in probabilistic terms. 
For the same reason, we restrict our formal study to 𝑃@1. In the experiments of section 
4.8 we will see that our analysis and results generalize well empirically to other accuracy 
metrics and common deeper cutoffs. 
Taking 𝑘 = 1 turns 𝑃@𝑘 into a binary function that is equal to 1 if the top ranked 
item is relevant for the target user, and 0 if it is not. This makes it easier to reason about 
the expected value of this metric: as a binary function, the expectation of 𝑃@1 for a given 
recommendation 𝑅 is the probability of taking value 1: 𝔼[𝑃@1|𝑅] = 𝑝(𝑃@1 = 1|𝑅).  
As we point out at the beginning of this chapter, we shall distinguish between observed 
precision – computed in the typical evaluation experiments from the partial relevance in-
formation contained in the test set and that we denote by ?̂? – and true precision – the one 
we would obtain if we had full relevance knowledge and that we denoted by 𝑃. Accord-
ingly, we have 𝑃@1 = 1 iff the target user likes the top-ranked item, whereas ?̂?@1 = 1 
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iff the target user likes the top item and a rating by the user for the item is present in the 
test set. From these definitions it gets clear that ?̂? ≤ 𝑃, namely observed precision is a 
lower bound of true precision. 
Now we need to take care about the possibility that the top ranked item has already 
be rated by the target user. As we introduce in Section 2.1, recommender systems are 
usually employed with a purpose of discovery, as a compliment of search engines. Con-
sequently, they typically exclude from the recommendation those items the target user has 
already been observed interacting with. In terms of offline evaluation, this approach 
means that items with a training rating of the target user must be excluded from the rank-
ing offered to this user.  
This exclusion is commonly carried out by the external evaluation framework before 
invoking the algorithms, by removing such items from the list of potential candidates to 
be recommended. We shall however reason here as if the algorithms did score and rank 
all the items – including those with an observed interaction – whereupon the external 
system takes care of taking them out from the ranking before delivering the recommen-
dations. This shall simplify our analysis without loss of equivalence to the usual procedure. 
Item exclusion taking place after the recommendation process means that the recom-
mended ranking 𝑅 is made up of all the items. We shall however take such exclusion into 
account in the metric computation, namely, 𝑃@1 takes value 1 iff the first ranked recom-
mendable item in 𝑅 is relevant. Where recommendable means that the item has not a rating 
in the training set.  
Let this first recommendable item be 𝑅𝑘, ranked in the 𝑘-th position of 𝑅. Being the 
first means that all the items 𝑅1, 𝑅2,…, 𝑅𝑘−1 above 𝑅𝑘 are not recommendable because 
they do have a training rating. Let 𝑡𝑟𝑎𝑖𝑛𝑗 represent the event that 𝑅𝑗 has a training rating 
by the target user, that is 𝑡𝑟𝑎𝑖𝑛(𝑢, 𝑅𝑗) = 1. Similarly, let 𝑟𝑒𝑙𝑗 mean 𝑅𝑗 is relevant, and so 
forth for the random variables 𝑡𝑒𝑠𝑡 and 𝑡𝑟𝑎𝑖𝑛. If we marginalize 𝑝(𝑃@1 = 1|𝑅) by the 
possibility that the 𝑘-th item is the first recommendable, we have: 
𝔼[𝑃@1|𝑅] = ∑𝑝(𝑟𝑒𝑙𝑘, 𝑡𝑟𝑎𝑖𝑛1, … , 𝑡𝑟𝑎𝑖𝑛𝑘−1, ¬𝑡𝑟𝑎𝑖𝑛𝑘|𝑅)
𝑛
𝑘=1
 
where 𝑛 = |ℐ| is the total number of items in the system. 
We can follow an analogous development for observed precision, for which we get: 
𝔼[?̂?@1|𝑅] = ∑𝑝(𝑟𝑒𝑙𝑘, 𝑡𝑒𝑠𝑡𝑘 , 𝑡𝑟𝑎𝑖𝑛1, … , 𝑡𝑟𝑎𝑖𝑛𝑘−1|𝑅)
𝑛
𝑘=1
 
where we can remove the condition ¬𝑡𝑟𝑎𝑖𝑛𝑘 because it follows from 𝑡𝑒𝑠𝑡𝑘 – if a rating 
is present in the test set it cannot be present in the training set. 
We shall now assume that rating one item is independent from rating others, i.e. 
𝑝(𝑟𝑎𝑡𝑒𝑑1, … , 𝑟𝑎𝑡𝑒𝑑𝑘−1|𝑅) = ∏ 𝑝(𝑟𝑎𝑡𝑒𝑑𝑗)
𝑘−1
𝑗=1 . This is not necessarily true, since users 
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might tend to rate items with some specific characteristics. However, we reasonably as-
sume that the possible imprecisions of this simplification may affect all algorithms simi-
larly, and therefore, it does not affect the validity of our conclusions. 
This item rating independence assumption, combined with the random split protocol 
– where ratings are independently sampled –, leads 𝑡𝑟𝑎𝑖𝑛 and 𝑡𝑒𝑠𝑡 variables to inherit 
the independence. Thus, recovering the notation 𝑝(𝑟𝑒𝑙|𝑅𝑘) for 𝑝(𝑟𝑒𝑙𝑘) and same for 
𝑡𝑟𝑎𝑖𝑛 and 𝑡𝑒𝑠𝑡, we have:  
𝔼[𝑃@1|𝑅] ∼ ∑𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘)∏𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑗)
𝑘−1
𝑗=1
𝑛
𝑘=1
 (4.2) 
𝔼[?̂?@1|𝑅] ∼ ∑𝑝(𝑟𝑒𝑙, 𝑡𝑒𝑠𝑡|𝑅𝑘)∏𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑗)
𝑘−1
𝑗=1
𝑛
𝑘=1
 (4.3) 
The above expressions represent the expected precision of a generic ranking and are 
the starting point for the rest of our analysis. Their most novel aspect is that they explicitly 
consider exclusion of training ratings, a key characteristic that distinguishes recommender 
systems from other areas of information retrieval. We point out such aspect of the for-
mulas in more detail in the following section, and compare them with similar results of 
IR. Note that we intentionally remove the variable that represents the user 𝑢 for simplic-
ity, but it is implicit in the condition of all the probabilities since, for now, the ranking 𝑅 
is a ranking offered to a specific target user.  
In the following sections we use the previous expressions to derive the ranking crite-
rion that maximizes each expected precision and study the effectiveness obtained by pop-
ularity-based recommendations under different situations.   
4.3 Optimal recommendation 
Using equations 4.2 and 4.3 we can deduce the optimal criterion we must use to rank the 
items in order to obtain the maximum possible precision. We enunciate such result by 
means of the following lemma.  
Lemma 1. Assuming item rating independence, the optimal recommendation 𝑅 that 
maximizes the expected true precision (𝔼[𝑃@1|𝑅]) under a random rating split, ranks 
items by non-increasing value of: 
𝑓(𝑘) = 𝑝(𝑟𝑒𝑙|¬𝑡𝑟𝑎𝑖𝑛, 𝑅𝑘) = 𝑝(𝑟𝑒𝑙|𝑅𝑘)
1 − 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑟𝑒𝑙, 𝑅𝑘)
1 − 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)
 (4.4) 
Under the same assumptions, the optimal recommendation 𝑅 that maximizes the 
expected observed precision (𝔼[?̂?@1|𝑅]) ranks items by non-increasing value of: 
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𝑓(𝑘) =
𝑝(𝑟𝑒𝑙, 𝑡𝑒𝑠𝑡|𝑅𝑘)
𝑝(¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘)
∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘)
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑟𝑒𝑙, 𝑅𝑘)
1 − 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)
 (4.5) 
Proof. Given any function 𝑔 over items, any ranking can be generated from the ordered 
one – i.e. ordered in decreasing order of 𝑔 – by  a sequence of swaps of adjacent items, 
let say 𝑅𝑘 and 𝑅𝑘+1, where 𝑔(𝑅𝑘) > 𝑔(𝑅𝑘+1) (see for instance the proof of correction 
of bubble sort). In order to show that the above rankings maximize the corresponding 
precision, it is therefore enough to show that a swap against 𝑓 or 𝑓 in a ranking produces 
a smaller value for 𝔼[𝑃@1|𝑅] or 𝔼[?̂?@1|𝑅] respectively.  
For true precision, let 𝑅 be some ranking so that 𝑓(𝑘) ≥ 𝑓(𝑘 + 1) for some 𝑘, and 
let us consider a ranking 𝑅′ resulting from swapping 𝑅𝑘 and 𝑅𝑘+1 in 𝑅. Using equation 
4.2 we have that the expected true precision of both rankings is: 
𝔼[𝑃@1|𝑅] 
= 𝐶1 + 𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘) 𝐶2 + 𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘+1)𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑘) 𝐶2 + 𝐶3 
𝔼[𝑃@1|𝑅′] 
= 𝐶1 + 𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘+1) 𝐶2 + 𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘)𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑘+1) 𝐶2 + 𝐶3 
where 𝐶1, 𝐶2 and 𝐶3 are terms that do not depend on 𝑅𝑘 or 𝑅𝑘+1. 
The difference between both rankings is therefore: 
𝔼[𝑃@1|𝑅] − 𝔼[𝑃@1|𝑅′]
∝ 𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘)(1 − 𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑘+1))
− 𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘+1)(1 − 𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑘)) 
and then it is easy to see that: 
𝔼[𝑃@1|𝑅] ≥ 𝔼[𝑃@1|𝑅′] ⇔
𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘)
1 − 𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑘)
≥
𝑝(𝑟𝑒𝑙, ¬𝑡𝑟𝑎𝑖𝑛|𝑅𝑘+1)
1 − 𝑝(𝑡𝑟𝑎𝑖𝑛|𝑅𝑘+1)
 
⇔ 𝑓(𝑘) ≥ 𝑓(𝑘 + 1) 
which is true by description of 𝑅. That is, swapping 𝑅𝑘 and 𝑅𝑘+1 decreases 𝔼[𝑃@1|𝑅].  
And an analogous reasoning proves the corresponding statement for observed precision, 
by substituting ¬𝑡𝑟𝑎𝑖𝑛 by 𝑡𝑒𝑠𝑡. 
The right-side form of 𝑓 and 𝑓 in equations 4.4 and 4.5 is obtained by applying 
𝑝(𝑡𝑟𝑎𝑖𝑛|𝑖) = 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) and 𝑝(𝑡𝑒𝑠𝑡|𝑖) = (1 − 𝜌) 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖).                          
Lemma 1 states that the optimal non-personalized recommendation for true preci-
sion is obtained by decreasing probability of relevance among non-training ratings 
𝑝(𝑟𝑒𝑙|¬𝑡𝑟𝑎𝑖𝑛, 𝑖). This probability corresponds to the fraction of unobserved (unrated) 
user tastes that are positive: the ratio of positive missing ratings. This means that the best 
items to be recommended are the ones for which most unobserved preferences are posi-
tive. We shall refer to this statement as Low prior Discovery Recall Principle (LDRP), 
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since the lower the fraction of relevant preferences is discovered (and thus rated) the 
better for an item in order to be recommended (Cañamares and Castells 2018b).  
Such statement implies a revision of the Probability Ranking Principle (PRP) from 
information retrieval to the context of recommender systems. PRP is an important prin-
ciple proposed and discussed by Robertson in 1977. It is framed in the area of information 
retrieval systems, systems whose main task consists on ranking a collection of documents 
according to an information need (e.g. a query). It states that under certain assumptions, 
the optimal ranking consists on sorting de documents by decreasing probability of rele-
vance to the information need.  
If we literally translate PRP to recommender systems, it implies that items must be 
ranked by decreasing probability of relevance 𝑝(𝑟𝑒𝑙|𝑖) in order to maximize true accu-
racy, instead of by 𝑝(𝑟𝑒𝑙|¬𝑡𝑟𝑎𝑖𝑛, 𝑖) as our LDRP states. The key of this disagreement is 
the exclusion of rated items from the final recommended rankings, a particularity of rec-
ommender systems that is not considered in PRP, since already visited documents are not 
excluded in information retrieval systems.  
Such particularity can indeed produce significant modifications of the final ranking 
offered to each user, as we illustrate in Figure 4.1. It shows how far item exclusion can go 
in the relevant popularity ranking on MovieLens, by indicating the fraction of users for 
who the first recommendable item is in the 𝑘-th position of such ranking. We see that the 
first ranked item is recommended only for approximately 55% of the users, namely, it is 
excluded for the other 45% because they have already rated it. And more than 15% of 
users have indeed rated the first two items (the first two bars of the graph sum less than 
0,85). To some users, exclusion even reaches the seventh or eighth position of the ranking. 
Therefore, this particular aspect of recommender systems, that we formally include in our 
 
Figure 4.1. Fraction of users for who the first recommendable item is ranked in 
the 𝒌-th position of the ranking or, in other words, the probability that 𝑹𝒌 is the 
first recommendable item. The ranking is ordered by relevant popularity using 
the data of MovieLens.  
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analysis, might make a difference in the computation of the metrics and even the outcome 
of a comparative evaluation of algorithms.  
Another aspect of the optimal rankings to be mentioned is that they can be applied 
to both personalized and non-personalized levels. That is, we may consider the expected 
precision of offering the ranking 𝑅 to a specific user 𝑢: 𝔼[𝑃@1|𝑅, 𝑢], and re-express 
Lemma 1 in terms of 𝑝(𝑟𝑒𝑙|𝑅𝑘, 𝑢), 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘, 𝑢) and 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑟𝑒𝑙, 𝑅𝑘 , 𝑢). The opti-
mality statements of Lemma 1 will thus refer to the best potential ranking that can be 
offered to each user 𝑢. 
That is however not the case with popularity-based ranking functions, since they are 
non-personalized recommendations and therefore do not consider a specific ranking for 
each user. As we have said before, relevant popularity ranks items by 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑅𝑘), 
but not specifically by 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑅𝑘, 𝑢) for each user. Therefore, in order to compare 
both optimal rankings and different popularity variants in several situations, we shall re-
duce the scope of Lemma 1 to non-personalized methods (i.e. we only consider recom-
mendation algorithms where 𝑅 does not depend on 𝑢). In other words, in the following 
sections when we say “optimal recommendation algorithms” we mean “between all those 
algorithms that offer the same ranking 𝑅 to all users”. 
In order to help the reader to visualize and mentally organize all the situations we will 
study in the following sections, Tables 4.1 and 4.2 – in page 49, just before Section 4.8 – 
provide a summary with the independence conditions that describe each of them. Table 
4.3 includes the relative observed and true effectiveness (optimal, greater than random, 
equal to random or the worst possible) that each popularity-based recommendation ob-
tains in each scenario. The column Label identifies all the situations and is provided to 
combine this Table 4.3 with the previous Tables 4.1 and 4.2. Complementarily, Table 4.4 
shows the ranking functions that both optimal rankings and popularity variants present 
in each situation.  
4.4 Relevance-independent rating bias 
Before considering more complex situations of dependency between users’ tastes and 
how they rate, we start by analysing what happen in a neutral situation when this depend-
ency does not exist – formally 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑟𝑒𝑙, 𝑖) ∼ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖). This is generally not the 
case in common settings but allows to set out some optimality properties of popularity 
and average rating, as well as study in isolation the effect of the popularity rating bias.  
With this independence assumption between 𝑟𝑎𝑡𝑒𝑑 and 𝑟𝑒𝑙 (given the item), the 
different popularity ranking criteria formulated in Section 4.1.2 (Equation 4.1) result in: 
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𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) 
𝑟𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
𝑎𝑣𝑔(𝑅𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
Applying Lemma 1 we have that in true precision the maximum value is obtained 
raking the items by decreasing value of relevance probability: 
𝑓(𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘)
1 − 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)
1 − 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)
= 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
While for observed precision the expression results in: 
𝑓(𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘)
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)
1 − 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)
∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘) 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) 
where the rank equivalence holds because 𝑔(𝑥) = 𝑥 (1 − 𝜌 𝑥)⁄  is a monotonically in-
creasing function in 𝑥 ∈ (0,1) and almost equal to the identity function for small values 
of 𝑥. Along this thesis we will used the symbol ∝ to denote “monotonically increasing 
with” and not necessarily “proportional to”, since the monotonicity is enough to ensure 
that two criteria produce the same resulting ranking when using them to sort the items.  
Returning to the previous formulas, note first that observed and true precisions do 
not necessarily agree when the rating probability does not depend on relevance. Regarding 
to the performance of the different popularity-based recommendations, comparing the 
previous five ranking functions we may conclude the following lemmas. 
Lemma 2. Assuming independence between rating and relevance of items, and a random 
rating split, we have that: 
• Average rating is the optimal non-personalized recommendation in 𝑃@1 (true pre-
cision). 
• Relevant popularity is optimal in ?̂?@1 (observed precision). 
• Total popularity is equivalent to random recommendation in 𝑃@1 (true precision). 
Proof. The first two statements about average rating and relevant popularity may be di-
rected inferred from the comparison between their ranking functions and the optimal 
ones since 𝑎𝑣𝑔(𝑅𝑘) ∼ 𝑓(𝑘) and 𝑟𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑓(𝑘). The equivalence between total pop-
ularity and random recommendation is due to that, under the independence assumption 
between rating and relevance,  𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) is unrelated to 𝑝(𝑟𝑒𝑙|𝑅𝑘), and so are 
𝑝𝑜𝑝(𝑅𝑘) and 𝑓(𝑘).                                                                                                       
Note again that the previous optimality conclusions are framed in a non-personalized 
context. So, of course, personalized methods can obtain greater accuracy, but any other 
non-personalized algorithm will be equal or worse.  
With additional conditions, the following lemma states properties for the true preci-
sion of relevant popularity, and the observed precision of total popularity. 
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Lemma 3. Assuming independence between rating and relevance of items, and a random 
rating split, we consider two situations. 
If the relevance distribution over items is steeper enough than the rating distribution 
(i.e. relevance distribution dominates the product of both distributions), then: 
• Relevant popularity is optimal in terms of 𝑃@1 (true precision).  
• Average rating is optimal in ?̂?@1 (observed precision).  
• Total popularity is equivalent to random recommendation in ?̂?@1 (observed pre-
cision).  
If on the contrary, ratings are steeper enough than relevance, then: 
• Relevant popularity is equivalent to random in 𝑃@1 (true precision).  
• Average rating is equivalent to random in ?̂?@1 (observed precision). 
• Total popularity is optimal in ?̂?@1 (observed precision). 
Proof. First, if the relevance distribution is steeper enough than the rating distribution, 
𝑝(𝑟𝑒𝑙|𝑅𝑘) would dominate over 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) when multiplying them, and we would 
have:  
𝑓(𝑘) ∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) ∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
𝑟𝑝𝑜𝑝(𝑅𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) ∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
Then it holds that 𝑟𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑓(𝑘) and 𝑎𝑣𝑔(𝑅𝑘) ∼ 𝑓(𝑘), whereas total popularity 
𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) would be unrelated to 𝑓(𝑘) and therefore equivalent to ran-
dom recommendation in observed precision.  
If on the contrary the rating distribution is steeper enough than relevance, we would 
have: 
𝑓(𝑘) ∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) 
𝑟𝑝𝑜𝑝(𝑅𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) 
Total popularity would be optimal in observed precision since 𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑓(𝑘); av-
erage rating 𝑎𝑣𝑔(𝑅𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘) would be unrelated to 𝑓(𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) and 
therefore equivalent to a random ranking in observed precision; and the relevant popu-
larity ranking by 𝑟𝑝𝑜𝑝(𝑅𝑘)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) would be unrelated to 𝑓(𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘) and 
therefore random in true precision.                                                                                
As a corollary, we can also see than in the intermediate case where neither or both 
distributions dominates the product 𝑝(𝑟𝑒𝑙|𝑅𝑘)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘), relevant popularity should 
be sub-optimal but still better than random in true precision, and average rating and total 
popularity can be expected to be greater than random in observed precision.  
All the previous situations are described in Table 4.1 and the corresponding conclu-
sions can be found in Table 4.3 (label a). We appreciate here, for the first time, that average 
rating seems to provide further guarantees in true precision than relevant popularity, and 
certainly than total popularity. However, in observed precision, relevant popularity is op-
timal whereas average rating is not. Actually, looking at label a of Table 4.3, we shall notice 
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a symmetry: the behaviour of average rating in true precision is exactly the same that the 
behaviour of relevant popularity in observed precision, an the same applies to the ob-
served precision of average rating and the true precision of relevant popularity. This 
means that even though (relevant or total) popularity might display a noticeably better 
accuracy than average rating in a standard offline experiment, recommending by average 
rating might be actually better. However, so far this is true under a specific simplifying 
assumption. 
4.4.1 Influence of the popularity distribution bias 
We now verify, both theoretically and empirically, the direct impact that popularity biases 
of the rating data have on the observed effectiveness of popularity. Doing it at this point, 
under the relevance independence assumption, allows us to study their effects in isolation, 
removing the potential impacts of rating relevant and non-relevant items to different ex-
tent.   
In the proof of Lemma 1 referring observed precision, we prove that 𝔼[?̂?@1|𝑅] 
decreases when we swap two consecutive items of 𝑅 – let say they are in the positions 𝑘 
and 𝑘 + 1, respectively – if they meet the condition 𝑓(𝑘) ≥ 𝑓(𝑘 + 1). And we therefore 
conclude that 𝑓(𝑘) is the criterion we must rank with in order to obtain the maximum 
expected observed precision.  
As a corollary, we can realize that the larger the difference 𝑓(𝑘) − 𝑓(𝑘 + 1), the 
bigger the loss in 𝔼[?̂?@1|𝑅] when swapping both items, and hence the greater the accu-
racy advantage of the optimal ranking over any other non-personalized alternative. But, 
under the relevance and rating independence assumption, we show above that 𝑓(𝑘) co-
incides precisely with 𝑟𝑝𝑜𝑝(𝑅𝑘), since both are equivalent to rank by 
𝑝(𝑟𝑒𝑙|𝑅𝑘) 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘). Relevant popularity is therefore not only the optimal ranking 
in observed precision, but also its distribution bias determines how large is the difference 
 
Figure 4.2. Item rating distributions (i.e. number of ratings that each item has 
received) resulting from the simulation of the rating process described in Section 
4.4.1, for different values of the bias popularity parameter (𝜶). 
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𝑓(𝑘) − 𝑓(𝑘 + 1) and, consequently, its own advantage over other recommendation al-
gorithms. In short, relevant popularity is underpinned by rating distribution biases and 
would, on the other hand, become effectless (i.e. equivalent to random recommendation) 
in their absence.  
To illustrate the previous result, we conduct a simulation where we generate several 
rating distributions varying the item popularity bias. To this end, we use the dimensions 
– number of users, items and relevant ratings – of the MovieLens dataset described in 
Section 2.3. Such dimensions can be found in Table 2.1. 
We consider two probability distributions in order to generate the ratings, one for 
users and other for items, which indicate the probability that certain user/item is the one 
who does/receives the next rating. Thus, the probability that a specific user rates a par-
ticular item is computed as the product between these two previous distributions. Ac-
cording to this last probability we select user-item pairs without replacement. When a pair 
is selected, we assig a rating to such pair. The rating preference is randomly decided with 
a certain provability – 𝑝(𝑟𝑒𝑙) – that we estimate from the number of relevant ratings in 
MovieLens. Thereby relevance is independent from the rest of variables, particularly from 
rating. Note that with this setting relevance probability is constant on items – 
𝑝(𝑟𝑒𝑙|𝑅𝑘) ∼ 𝑝(𝑟𝑒𝑙) – and therefore both popularities rank by 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘), whereas 
average rating is equivalent to the random recommendation.  
We model both item and user probability distributions with a Pareto distribution. 
According to such distribution, the probability of the 𝑘-th user or item is determined by 
the formula 𝑔(𝑘) = 𝐶 𝑘𝛼 where the constant 𝐶 takes the appropriate value to sum 1 
over items (or users).  Regarding the exponent 𝛼, a high value means a larger distribution 
bias. In the simulation, the exponent of the user probability distribution takes always the 
value 3. Regarding the item distribution, we vary such exponent between 0 and 3 in order 
to generate different-biased distributions and be thus able to analyse the influence of such 
 
Figure 4.3. Evolution of the observed precision for different recommenders – ran-
dom, total and relevant popularity and average rating – as a function of the item 
distribution bias (𝜶).   
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bias. Figure 4.2 shows distinct item rating distributions resulting from the simulation pro-
cess described above, for different values of the bias parameter (𝛼).  
Using these distributions, we run and evaluate the recommendation algorithms – ran-
dom, total and relevant popularity and average rating – through a random split of 𝜌 =
0.8. Figure 4.3 displays the observed precision evolution of the previous algorithms as a 
function of the item distribution bias – defined by the Pareto distribution exponent.  
We first conclude that the observed precision of both total and relevant popularity 
coincides, and so do average rating and random, as we expected. The precision of the 
latter is essentially constant and does not depend on the bias. However, popularity preci-
sion increases with the bias, and so does the difference with random, as we predicted in 
the analytical development.   
We have therefore seen how observed precision wrongly rewards (relevant and total) 
popularity in a setting when all methods must be at random-level in terms of true preci-
sion, since 𝑓(𝑘) ~ 𝑝(𝑟𝑒𝑙|𝑅𝑘) is constant on items and completely independent from the 
other variables. In contrast, average rating seems better to reflect reality, at least in this 
scenario.  
4.5 The interplay between rating and relevance 
Assuming independence between rating and relevance has allowed us to verify the isolated 
effect of popularity bias, as well as conclude that average rating results in a more reliable 
option than relevant popularity – in terms of true precision – when considering a neutral 
scenario. Such scenario does not however represent a common real environment, since it 
is well-known that user’s tastes have a remarkable influence in the rating generation pro-
cess (Marlin et al. 2007).  
Here we thus consider a more generic and representative situation, where a depend-
ence between relevance and rating exists. In order to characterize and analyse the effects 
of such dependence in the effectiveness of the popularity-based recommendations, we 
shall study the process that give rise to a rating and identify its steps. Depending whether 
relevance comes into play at some stages or others, we will have different situations to 
analyse. 
For a user to rate an item, she must first of all discover it somehow. The item discov-
ery distribution may become determinant in the rating distribution, since the more dis-
covered the item, the more likely to be rated, and therefore to reach the top positions of 
the popularity ranking. This discovery can be carried out through a wide range of means 
(search engines, advertising, social networks, recommender systems, etc.) and is essentially 
fortuitous since, though the user can chose the means to get information from the world, 
she cannot obviously determine in advance which items are going to be discovered. Nev-
ertheless, certain tendency to find relevant items can be considered, since we used to meet 
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people with similar tastes and search information in places that usually show things of our 
interest. Moreover, we benefit from the capacity of tools as search engines, browsing in-
terfaces or recommender systems themselves, to find information that satisfies our inter-
est.  
After discovering the item, the user needs to consume it in order to form an opinion 
about it. For instance, if it is a film, she must watch it, if it is a book, read it, if it is a song, 
listen to it, etc. For simplicity, we will collapse discovery and consumption as a single 
event, as if users instantaneously form an opinion about items when discovering them. 
Finally, after the discovery step, the user needs to decide whether to enter a rating 
reflecting her level of appreciation for the item or not. Decision that is usually influenced 
by such appreciation level. As we pointed out in Chapter 3 when introducing the related 
work of this thesis, common public datasets show that user’s rating behaviour is often 
biased towards reflecting positive preferences. 
The rating distribution over items is therefore the result of a discovery distribution, 
followed by a rating decision distribution over discovered items. The general dependence 
between relevance and rating derives thus from the influence of the user’s tastes in each 
of these two distributions, and can be therefore studied separately. Depending on whether 
such influence takes place at discovery or rating decision level (or both) it will give rise to 
some situations or others.   
In order to carry out the study of such situations, we reflect in the formulas this 
decomposition of the rating process by introducing the binary random variable 
𝑠𝑒𝑒𝑛: 𝒰 × ℐ → {0,1} that takes value 1 for a user-item pair if the user knows the item 
exists, and 0 otherwise. Given that rating an item necessarily implies having discovered it 
– i.e. 𝑝(𝑟𝑎𝑡𝑒𝑑|¬𝑠𝑒𝑒𝑛, 𝑖) = 0 – we have: 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) = 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑠𝑒𝑒𝑛|𝑖) = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑖)𝑝(𝑠𝑒𝑒𝑛|𝑖) 
Introducing this into equations 4.4 and 4.5, and marginalizing by relevance, we get: 
𝑓(𝑘) =
𝑝(𝑟𝑒𝑙|𝑅𝑘)(1 − 𝜌 𝑎𝑘)
1 − 𝜌 𝑏𝑘 + 𝜌 (𝑏𝑘 − 𝑎𝑘) 𝑝(𝑟𝑒𝑙|𝑅𝑘)
 (4.6) 
𝑓(𝑘) =
𝑎𝑘 𝑝(𝑟𝑒𝑙|𝑅𝑘)
1 − 𝜌 𝑏𝑘 + 𝜌 (𝑏𝑘 − 𝑎𝑘) 𝑝(𝑟𝑒𝑙|𝑅𝑘)
 (4.7) 
where the terms 𝑎𝑘 and 𝑏𝑘 have the following expressions: 
𝑎𝑘 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘) 
𝑏𝑘 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘) 
Repeating the process for the ranking functions of the different popularity-based rec-
ommendations (Equation 4.1) we obtain that total popularity ranks items according to: 
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𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) 
 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑟𝑒𝑙|𝑅𝑘)  
(4.8) 
+ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘)(1 − 𝑝(𝑟𝑒𝑙|𝑅𝑘)) 
 = (𝑎𝑘 − 𝑏𝑘) 𝑝(𝑟𝑒𝑙|𝑅𝑘) + 𝑏𝑘 
Relevant popularity by: 
𝑟𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑅𝑘) 
 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑟𝑒𝑙|𝑅𝑘) 
 = 𝑎𝑘 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
(4.9) 
And finally, the ranking function of average rating is the quotient between the previ-
ous ones.  
𝑎𝑣𝑔(𝑅𝑘) ∼
𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑅𝑘)
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)
∝
𝑎𝑘 𝑝(𝑟𝑒𝑙|𝑅𝑘)
(𝑎𝑘 − 𝑏𝑘) 𝑝(𝑟𝑒𝑙|𝑅𝑘) + 𝑏𝑘
 (4.10) 
We can thus realize that the ranking function of both the optimal rankings and the 
popularity-based recommendations are fully described by three distributions: the rele-
vance distribution over items 𝑝(𝑟𝑒𝑙|𝑅𝑘), the discovery distribution – represented by the 
terms 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘) and 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘) – and the rating decision distribution – 
characterized by the terms 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑅𝑘) and 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙, 𝑅𝑘). Note 
that both discovery and rating decision distributions reflect a potential bias towards dis-
cover/rate some items more than others – depending on the relevance of the item and/or 
the item itself. These are what we refer and study in the next sections as discovery bias 
and user behaviour bias, respectively.   
Figure 4.4 shows the Bayesian network reflecting the situation described above, with 
all the potential probabilistic dependencies between the random variables. 
Before analysing the effect of the user behaviour and discovery biases, we set out a 
mathematical statement useful to derive some of the conclusions of the following sec-
tions.  
Statement 1. The function 𝑔(𝑥) = 𝑥 (𝑐1 + 𝑐2 𝑥)⁄  is a monotonically increasing func-
tion of 𝑥 as long as 𝑐1 > 0, whatever the value of 𝑐2. 
 
Figure 4.4. Probabilistic graphical model (bayesian network) for the random var-
iables involved in the generation of ratings. 
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4.6 User behaviour bias 
Because of the spontaneous user’s rating decision, ratings collected from real scenarios 
usually present a missing not at random distribution (MNAR), as we explain before when 
describing related work in Chapter 3. One of the biases of such distribution is related with 
the sign of the manifested preferences, namely, positive ratings are usually more frequent 
than negative ones. We provide here a formal characterization and analysis on the conse-
quence of such trend, an analysis that also covers the opposite situation (where users rate 
more often the non-relevant items).  
We start by making a general simplifying assumption: relevance is the main intrinsic 
property of an item that governs the user’s rating decision. In other words, the decision 
is conditionally independent from the item given its relevance: 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑖) ∼
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙, 𝑖) ∼ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙). This is not 
a far-fetched simplification. Remind from the explanation of the related work that, in a 
real survey conducting by Marlin et al (2007), a great majority of users expressed that their 
opinion on items significantly affects their decision on rating them. 
Both previous parameters  𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) represent 
the users’ tendency to rate what they like and dislike, respectively. They thus characterize 
the user behaviour bias and allows us to describe different situations. In order to analyse 
such situations, we are therefore interested in studying how these parameters influence in 
the expected precision.  
For that purpose, we consider a neutral behaviour in the variables we are not analys-
ing, that is, we consider a neutral discovery that does not depend on relevance nor items: 
formally 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑖) ∼ 𝑝(𝑠𝑒𝑒𝑛). The Bayesian network reflecting these and the pre-
vious independence assumptions (i.e. neutral discovery and item independent rating deci-
sion) is depicted in Figure 4.5.   
Under such assumptions the terms 𝑎𝑘 and 𝑏𝑘 of Equations 4.6 and 4.7 are constants 
that do not depend on 𝑅𝑘, so we redefine them as 𝑎 and 𝑏: 
𝑎𝑘 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) 𝑝(𝑠𝑒𝑒𝑛) = 𝑎 
𝑏𝑘 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) 𝑝(𝑠𝑒𝑒𝑛) = 𝑏 
 
Figure 4.5. Bayesian network reflecting the neutral discovery assumption of the 
user behavior study. 
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And then, both optimal rankings (Equations 4.6 and 4.7) reduce to sorting by de-
creasing probability of relevance: 
𝑓(𝑘) ∝ 𝑓(𝑘) ∝
𝑝(𝑟𝑒𝑙|𝑅𝑘)
𝑐 + 𝑑 𝑝(𝑟𝑒𝑙|𝑅𝑘)
∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘) (4.11) 
where 𝑐 = 1 − 𝜌 𝑏 and 𝑑 = 𝜌 (𝑏 − 𝑎). The last step is a consequence of the Statement 
1, which we can apply here since 𝑐 is always positive. 
Note that, in this situation when we are considering no discovery bias, observed pre-
cision is consistent with true precision.   
Applying now the independence assumptions to the popularity ranking functions 
(Equations 4.8, 4.9 and 4.10) we have: 
𝑝𝑜𝑝(𝑅𝑘) ∝ (𝑎 − 𝑏) 𝑝(𝑟𝑒𝑙|𝑅𝑘) + 𝑏 
𝑟𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑎 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
𝑎𝑣𝑔(𝑅𝑘) ∝
𝑎 𝑝(𝑟𝑒𝑙|𝑅𝑘)
(𝑎 − 𝑏) 𝑝(𝑟𝑒𝑙|𝑅𝑘) + 𝑏
 
(4.12) 
That means that relevant popularity becomes also proportional to the probability of 
relevance, and then is optimal in both observed and true precision.  
For total popularity, the order depends on the sign of the difference 𝑎 − 𝑏 ∝
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) − 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙). We distinguish three potential situations. 
If there is no difference, that is,  𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙), users rate 
relevant items as often as irrelevant ones and then user behaviour does not depend on 
relevance. In such case, all items present the same number of ratings (𝑝𝑜𝑝(𝑖) ∝ 𝑏) and 
total popularity is equivalent to random recommendation. If users are more inclined to 
rate items they like than items they do not – i.e. 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) >
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) – total popularity ranks items by relevance and is therefore optimal 
in both observed and true precision. If, on the contrary, users are biased towards rating 
items that they do not like – 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) < 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙) – then total 
popularity is the least accurate recommendation possible (it sorts the items in reverse 
order to the one we must follow in order to obtain the maximum precision). 
Regarding average rating, we can apply Statement 1 to Equation 4.12 and claim that 
it ranks by relevance and is therefore optimal. This is true as long as 𝑏 ∝
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) > 0. Thus, provided that non-relevant items are rated to some 
extent, average rating should behave exactly as well as relevant popularity. That is the case 
in most common situations, but we should remark that if 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) = 0 then 
the ranking function becomes a constant. This makes sense, since this condition means 
that there are no negative ratings in the dataset, and then average rating (in its binary 
definition) is the same for all items and does not make sense as a recommendation crite-
rion. This would be the case, for instance, in recommendation on implicit data, where all 
feedback is positive. 
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To sum up, and excluding atypical situations of only positive ratings, we observe that 
relevant popularity and average rating are both robust to unusual user behaviour – they 
are optimal even when non-relevant ratings are more frequent. Total popularity, by con-
trast, may find its effectiveness affected in such situation, since the most rated items are 
precisely the less relevant ones.  
4.7 Discovery bias 
Now, in order to study in isolation the specific effects of discovery biases, we assume a 
neutral user behaviour, much like we have done with discovery in the previous section. 
Formally we are considering that rating decision is independent from relevance and items: 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑖) ∼ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙, 𝑖) ∼ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛).  
When studying the user behaviour bias in previous section, we consider relevance as 
the main item property that leads the user to rate it, and we thus removed the explicit item 
dependency of the rating decision. In this situation, however, it does not seem sensible to 
eliminate the dependency between discovery and item, since discovery is the result of 
several complex processes, some of which do not actually treat all the items in the same 
way. Advertising campaigns, for instance, may have special interest in promoting some 
specific products, giving rise to an unequal level of information diffusion that facilities the 
discovery of some items above others. Relevance dependency cannot be removed either, 
since it is the main factor that affects discovery when it takes place through search engines, 
recommender systems or the suggestion of a friend, for instance.  
In order to study the effect of these two potential sources of biases (relevance and 
items), we first consider each of them in isolation, assuming a neutral distribution in the 
other. After that, we will discuss what can we expect in situations where discovery de-
pends on both relevance and items at the same item.  
4.7.1 Relevance discovery bias 
Dependency between discovery and relevance represents the ability of the user  – together 
with search engines, recommender systems, etc. – to discover what she likes. We start by 
analysing the case where such ability is the only factor which determines what it is discov-
ered. Any other characteristic of the item is therefore not considered, as how known it 
already is or the interest of some company in advertising it. In this situation, all relevant 
items tend to be discovered to the same extend, and the same shall applies to non-relevant 
ones.  Formally, we are considering that discovery is conditionally independent from the 
specific item given its relevance: 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑖) ∼ 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) and 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑖) ∼
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙). This situation corresponds with the Bayesian network displayed in Figure 
4.6.a.  
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Under this approach, the different situations are characterized by the values of 
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) and 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), i.e. by whether relevant items are discovered more or 
less often than non-relevant ones. The study of such situations follows a quite similar 
structure than the one followed in the user behaviour analysis of Section 4.6. The reason 
is that, under these assumptions, the terms 𝑎𝑘 and 𝑏𝑘 of Equations 4.6 and 4.7 are once 
again constant with respect to 𝑅𝑘. 
𝑎𝑘 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) = 𝑎 
𝑏𝑘 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙) = 𝑏 
And then ranking functions of both optimal rankings and popularity recommenda-
tions keep the same form than in Equations 4.11 and 4.12, but using the previous values 
for 𝑎 and 𝑏. Consequently, observed precision agrees once again with true precision, and 
both optimal rankings sort items according to the probability of relevance. So is the case 
of relevant popularity, which is therefore optimal in both precisions.  
Total popularity depends on the sign of the difference 𝑎 − 𝑏 ∝ 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) −
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), namely, of whether users discover more what they like that what they 
dislike or not. We can thus distinguish three situations depending of the value of the 
parameters 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) and 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙). If 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) = 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙),  discov-
ery does not depend on relevance and, since neither does on items, it is independent from 
all the variables. In such case, all items are discovered – and thus rated – to the same 
extent and then the number of ratings is not an informative signal, making total popularity 
equivalent to random recommendation. If 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) > 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), relevant items 
are more discovered that non-relevant ones. In this situation, total popularity ranks items 
by relevance and is therefore optimal in both observed and true precision. Finally, if 
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) < 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙) discovery is biased towards non-relevant items, and then 
total popularity ranks contrary to relevance probability producing the worst possible rank-
ing. 
Regarding average rating, the condition 𝑏 > 0 must be met in order to apply State-
ment 1 and conclude that the quotient of Equation 4.12 is equivalent in ranking to rele-
vance probability. Since 𝑏 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), we need 
 Relevance discovery bias (c) Item discovery bias (d) Mixed bias (b) 
 
 
Figure 4.6. Bayesian networks of the different situations that arise in the discovery 
bias study. The labels c and d in the graph match the labels of Tables 4.1 to 4.4. 
Case b does not appear in such tables, but it will be referred with this label in the 
experiments of Section 4.8.2. 
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𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) > 0 – this is obviously true or we would not have ratings – and 
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), i.e., we need that non-relevant items are discovered in some proportion 
distinct from 0, a condition that we may reasonably give for granted.  
4.7.2 Item discovery bias 
We now consider the case where the probability of discovery depends only on each spe-
cific item, regardless of its relevance.  Dependency between discovery and item reflects 
the effort of different items – or more precisely of those who create, commercialize, or 
advertise them – to make then known by the largest number of users. Removing the 
dependency with relevance means that this effort is highly skewed between items, to the 
point where a difference of relevance (quality, utility, etc.) barely plays a perceptible role. 
Formally this means we assume the conditional independence 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑖) ∼
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑖) ∼ 𝑝(𝑠𝑒𝑒𝑛|𝑖) as depicted in Figure 4.6.b. Under this assumption, plus 
neutral user behaviour, we have that both terms 𝑎𝑘 and 𝑏𝑘 (appearing in Equations 4.6 
to 4.10 ) coincide. However, they are not constant in this situation:   
𝑎𝑘 = 𝑏𝑘 = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛)𝑝(𝑠𝑒𝑒𝑛| 𝑅𝑘) 
Substituting the value of such terms in Equations 4.6 and 4.7 we obtain that optimal 
rankings sort the items according to the following functions: 
𝑓(𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
𝑓(𝑘) = 𝑝(𝑟𝑒𝑙|𝑅𝑘)
𝑎𝑘 
1 − 𝜌 𝑎𝑘
∝ 𝑝(𝑟𝑒𝑙|𝑅𝑘) 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) 
where last step of the observed optimal ranking 𝑓(𝑘) holds because 𝑎𝑘/(1 − 𝜌 𝑎𝑘)  ∝
𝑎𝑘  by Statement 1, and 𝑎𝑘 ∝ 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘). Repeating the process for the popularity rank-
ings (Equations 4.8, 4.9, and 4.10) we have: 
𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑠𝑒𝑒𝑛| 𝑅𝑘) 
𝑟𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
𝑎𝑣𝑔(𝑅𝑘) ∼ 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
Note that in this situation, under the assumption of a relevance-independent discov-
ery bias, we also have: 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑟𝑒𝑙, 𝑖) = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑖) 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑖) 
∼ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑖) 𝑝(𝑠𝑒𝑒𝑛|𝑖) = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) 
Therefore, we are in the situation studied in Section 4.4 where rating and relevance 
were independent. We can thus apply Lemma 2 and conclude that average rating is opti-
mal in true precision, relevant popularity is optimal in observed precision, and total pop-
ularity is random in true precision. 
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In order to apply Lemma 3 we shall note that 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) ∼ 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) 
𝑝(𝑠𝑒𝑒𝑛|𝑖) ∝ 𝑝(𝑠𝑒𝑒𝑛|𝑖), and therefore the statements of such lemma referring rating dis-
tribution can be applied to the discovery one. Consequently, and in accordance to Lemma 
3, the true precision of relevant popularity and the observed precision of average rating 
and total popularity will depend on who dominates the product of relevance and discovery 
distributions: 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘)  or 𝑝(𝑟𝑒𝑙|𝑅𝑘).  
Thus, relevant popularity will tend to be optimal in true precision if 𝑝(𝑟𝑒𝑙|𝑅𝑘) is 
steeper enough than 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘), and equivalent to random if it is 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) who 
dominates the product. In an average case where it is not clear which distribution is 
steeper, relevant popularity would be not optimal but still better than random. Average 
rating follows the same structure but for observed precision. Namely, it will be optimal in 
observed precision if 𝑝(𝑟𝑒𝑙|𝑅𝑘) dominates the product and tend to random if  
𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) does. In a situation in between, average rating would be better than random 
although not optimal. Finally, total popularity will tend to random in observed precision 
if 𝑝(𝑟𝑒𝑙|𝑅𝑘) is steeper enough than 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘), and will be optimal in the opposite 
situation. In the intermediate case, it will be greater than random but not optimal.  
Tables 4.1, 4.2, 4.3 and 4.4 summarize each of the situations studied so far by describ-
ing their corresponding independence conditions and the effectiveness obtained by each 
of the popularity-based recommendations on both observed and true precision. Taking a 
general overview of Table 4.3, we observe that average rating is always a more reliable 
option than relevant popularity in terms of true precision, while observed precision is 
telling exactly the opposite message. Moreover, consulting Table 4.4 we can note that 
sorting by relevance probability always generate the best potential ranking in terms of true 
precision. All this is true however to the extent that the independence conditions of each 
situation were met. 
4.7.3 Mixed bias 
The previous studied situations, despite they allow us to simplify the analysis and under-
stand extreme cases, assume certain hypothesis of independence that are not frequently 
found in real scenarios. Consequently, the question arises whether the conclusions derived 
above – relevance probability as optimal true criteria and optimality of average rating and 
relevant popularity in true and observed precision, respectively – are extensible to any 
other situation in which the independence conditions required in previous cases do not 
take place.  
The answer is no. In fact, with no further assumption than the relevance-neutral user 
rating behaviour, as depicted in Figure 4.6.b, the optimal precision rankings get defined 
by: 
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𝑓(𝑘) ∼
1
1 +
1 − 𝑎 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘)
1 − 𝑎 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘)
1 − 𝑝(𝑟𝑒𝑙|𝑅𝑘)
𝑝(𝑟𝑒𝑙|𝑅𝑘)
 
∝
1 − 𝑎 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘)
1 − 𝑎 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘)
𝑝(𝑟𝑒𝑙|𝑅𝑘)
(1 − 𝑝(𝑟𝑒𝑙|𝑅𝑘))
 
(4.13) 
𝑓(𝑘) ∝
𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑅𝑘)
1 − 𝑎 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘)
 (4.14) 
where 𝑎 = 𝜌 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛). The last step of Equation 4.13 holds because 𝑔(𝑥) =
1 / (1 + 𝑥) is a decreasing function of 𝑥. 
Depending on the interplay of discovery and relevance distributions, any result is 
therefore possible. We can however deduce some general behaviours from the observa-
tion of the previous formulas.  
In terms of true precision, the relevance probability is not any more the only deter-
minant factor, since 𝑓(𝑘) also increases with 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘) and decreases with 
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘). Namely, it is better to recommend items that have mainly discovered 
by users who do not like them than by users who like them. This makes sense, since 
already discovered items are excluded from the recommendation, so the larger the num-
ber of non-relevant excluded (i.e. discovered) items, the greater the number of mistakes 
avoided to the recommendation algorithm. Moreover, recommending items that have al-
ready been discovered by most of their potential “relevant” users leaves only the users 
who consider them non-relevant as candidates to receive the recommendation. Such pre-
vious behaviour agrees with the general notion that recommending becomes more useful 
when the discovery processes fails, namely, when non-relevant items are discovered to a 
larger extent than relevant ones. Despite the influence of previous discovery terms, it 
must be remarked that 𝑓(𝑘) still increases with 𝑝(𝑟𝑒𝑙|𝑅𝑘), since 𝑝(𝑟𝑒𝑙|𝑅𝑘) / (1 −
𝑝(𝑟𝑒𝑙|𝑅𝑘)) is a increasing function of 𝑝(𝑟𝑒𝑙|𝑅𝑘). Actually, such increase is more than 
lineal, so in general we can expect a stronger influence of the relevance distribution than 
of the discovery one. 
Regarding observed precision (Equation 4.14), it increases with both  
𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑅𝑘) and 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) – and thus with 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘) and 
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘). It seems therefore that for observed precision items highly discovered 
are preferable, especially if they are relevant. This makes sense, since most discovered 
items will have more (relevant) ratings and, consequently, more test ratings, because the 
number of total, test and train ratings correlates when we randomly split the data. This 
contradiction with true precision may lead to situations where observed precision gives 
quite the wrong impression.  
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From Equation 4.14 we can deduce another important aspect of the observed preci-
sion behaviour: the influence of the discovery distribution bias. It is not just that recom-
mending most discovered items will obtain the best observed results, but also the higher 
the bias of the discovery distributions 𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑅𝑘) and 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) (i.e. the higher 
the difference in the discovery level of different items), the larger the difference 𝑓(𝑘) −
𝑓(𝑘 + 1) for the items 𝑅𝑘 and 𝑅𝑘+1 of the optimal observed ranking, and thus the bigger 
the loss in the expected observed precision when swapping both items (see demonstration 
of Lemma 1). In other words, an increase of the discovery distribution bias will in turn 
increase the maximum expected precision that is possible to reach by a non-personalized 
algorithm, since it increases the difference between optimal recommendation and any 
other ranking.  
We have seen, thus, that the bias of 𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑅𝑘) and 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) clearly favours 
maximum observed precision, whereas the effect in terms of true precision is not so clear, 
because it is mitigated by the relevance distribution.  
Now let see what we can deduce about the behaviour of the popularity-based recom-
mendations. The ranking functions for both total and relevant popularities are the follow-
ing: 
𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) 
𝑟𝑝𝑜𝑝(𝑅𝑘) ∝ 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘)𝑝(𝑟𝑒𝑙|𝑅𝑘) 
The optimal observed criterion 𝑓(𝑘) is therefore an increasing function of both pop-
ularities – it can be rewritten as 𝑓(𝑘) ∝ 𝑟𝑝𝑜𝑝(𝑅𝑘) / (1 − 𝑎 𝑝𝑜𝑝(𝑅𝑘)) – so we can ex-
pect they  present a good behaviour in observed precision, unless the popularity distribu-
tions are too flat or work against each other, as in some cases we have characterized in 
previous sections. In terms of true precision, however, the situation is much more unpre-
dictable.  Relevant popularity will favour at the same time items with high relevance prob-
ability 𝑝(𝑟𝑒𝑙|𝑅𝑘) but also with high discovery recall 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘), which works 
against true precision. Total popularity does not even take into account user’s tastes, 
which can lead it to random recommendation or worse, as we see in previous sections.  
Regarding average rating we have: 
𝑎𝑣𝑔(𝑅𝑘) ∼
𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑅𝑘)
𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘)
=
1
1 + 𝑝(𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙|𝑅𝑘) / 𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑅𝑘)
  
∝
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘)
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘)
𝑝(𝑟𝑒𝑙|𝑅𝑘)
(1 − 𝑝(𝑟𝑒𝑙|𝑅𝑘))
  
In the same way that relevant popularity, the term 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑅𝑘) works against 
true precision, and in this case so does the term 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑅𝑘). With two terms con-
trary to true precision instead of one, we could think that average rating is just worse than 
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relevant popularity. But it must be noted that an extra dependency from relevance is in-
cluded via the term (1 − 𝑝(𝑟𝑒𝑙|𝑅𝑘)) in the denominator, which draws it closer to optimal 
true ranking. As we mentioned before, the increase of the term 𝑝(𝑟𝑒𝑙|𝑅𝑘) / (1 −
𝑝(𝑟𝑒𝑙|𝑅𝑘)) with respect to 𝑝(𝑟𝑒𝑙|𝑅𝑘) is more than lineal, so we may generally expect 
that such term will dominate the product in both average rating and true optimal ranking, 
and therefore average rating will present a better general behaviour in terms of true pre-
cision. However, a too flat relevance distribution, compared with the discovery one, can 
cancel such relevance tendency of both average rating and true optimal ranking, leaving 
discovery effects make them take opposite directions.   
Description Section 
Subcases La-
bel 
Relevance-independent rat-
ing bias 
𝑟𝑎𝑡𝑒𝑑 ⊥ 𝑟𝑒𝑙 | 𝑖 
4.4 
𝑝(𝑟𝑒𝑙|𝑖) steeper enough than 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) 
a 
1 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) steeper enough than 𝑝(𝑟𝑒𝑙|𝑖) 2 
Neither dominates 3 
Table 4.1. Description (at rating distribution level) of the different situations that 
can potentially take place with a relevance-independent rating bias. Combine this 
table with Table 4.3, via the column Label of both tables, to obtain the (observed 
and true) performance of each recommender in each situation. 
Focus bias (and 
neutral assumption 
in the other bias) 
Section 
Cases / simplify-
ing assumptions 
Subcases Label 
Rating decision bias 
𝑠𝑒𝑒𝑛 ⊥ 𝑟𝑒𝑙, 𝑖  
4.6 
Item independence 
𝑟𝑎𝑡𝑒𝑑 ⊥ 𝑖 | 𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙)
> 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) 
e 
1 
𝑝(𝑟𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙)
< 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) 
2 
Discovery bias  
𝑟𝑎𝑡𝑒𝑑 ⊥ 𝑟𝑒𝑙, 𝑖 | 𝑠𝑒𝑒𝑛 
4.7.1 
Relevance bias 
𝑠𝑒𝑒𝑛 ⊥ 𝑖 | 𝑟𝑒𝑙 
𝑝(𝑟𝑒𝑙|𝑠𝑒𝑒𝑛) > 𝑝(𝑟𝑒𝑙) 
c 
1 
𝑝(𝑟𝑒𝑙|𝑠𝑒𝑒𝑛) < 𝑝(𝑟𝑒𝑙) 2 
4.7.2 
Item bias 
𝑠𝑒𝑒𝑛 ⊥ 𝑟𝑒𝑙 | 𝑖 
𝑝(𝑟𝑒𝑙|𝑖) steeper enough 
than 𝑝(𝑠𝑒𝑒𝑛|𝑖) 
d 
1 
𝑝(𝑠𝑒𝑒𝑛|𝑖) steeper enough 
than 𝑝(𝑟𝑒𝑙|𝑖) 
2 
Neither dominates 3 
Table 4.2. Description (at discovery distribution level) of both rating decision bias 
and discovery bias. Combine this table with Table 4.3, via the column Label of 
both tables, to obtain the (observed and true) performance of each recommender 
in each situation. 
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To sum up, we have seen that relevant popularity behaves quite like the optimal ob-
served ranking, which in turn is clearly rewarded (in terms of observed precision) by dis-
covery biases. In terms of true precision, however, such biases do not seem to affect (or 
not so clearly) the optimal true ranking, which behaves in general more like average rating. 
Therefore, strong discovery biases may increase the possibilities of contradiction between 
observed and true results, since in situations with such biases, relevant popularity will 
obtain a notably higher observed performance than average rating (what we are indeed 
observing in standard offline experiments), whereas it is the latter which is actually per-
forming best.   
Note that we expose here some general trends of what we can expect in a generic 
scenario, but nothing prevents total popularity, relevant popularity and/or average rating 
 Total popularity Relevant popularity Average rating 
Label 𝔼[?̂?@𝟏] 𝔼[𝑷@𝟏] 𝔼[?̂?@𝟏] 𝔼[𝑷@𝟏] 𝔼[?̂?@𝟏] 𝔼[𝑷@𝟏] 
a 
1       
2 Optimal Random  Random  
3 > Random   > Random  
e 
1 Optimal     
2 Worst Optimal Optimal 
c 
1 Optimal     
2 Worst     
d 
1       
2 Optimal Random  Random  
3 > Random   > Random  
Table 4.3. Observed and true expected precisions of each of the popularity-based 
variants in each of the situations described on Tables 4.1 and 4.2.  
Label 𝒇(𝒌) ?̂?(𝒌) 𝒓𝒑𝒐𝒑(𝑹𝒌) 𝒂𝒗𝒈(𝑹𝒌) 𝒑𝒐𝒑(𝑹𝒌) 𝑎 − 𝑏 
a  𝑝(𝑟𝑒𝑙|𝑅𝑘)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘)  𝑝(𝑟𝑎𝑡𝑒𝑑|𝑅𝑘) - 
e 
𝑝(𝑟𝑒𝑙|𝑅𝑘) 𝑝(𝑟𝑒𝑙|𝑅𝑘) 
(𝑎 − 𝑏)𝑝(𝑟𝑒𝑙|𝑅𝑘) 
+𝑏 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙)
− 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙) 
c 
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙)
− 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙) 
d  𝑝(𝑟𝑒𝑙|𝑅𝑘)𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘)  𝑝(𝑠𝑒𝑒𝑛|𝑅𝑘) - 
Table 4.4. Ranking functions of the optimal rankings and the different popularity-
based recommenders in each of the situations described on Tables 4.1 and 4.2. 
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to obtain a true accuracy worse than random. We indeed will see simulated examples of 
that situation in next chapter. 
4.8 Empirical observation 
We show and explain now the empirical experiments carried out to validate the theoretical 
findings obtained in the previous sections. We will use Tables 4.1, 4.2 and 4.3 to refer 
such different situations and remember the conclusions derived from them. 
Most public datasets commonly used in offline evaluation come from portals or ap-
plications (MovieLens, Netflix, Last.fm, etc) where users voluntarily and spontaneously 
manifest their opinions about items they have previously discovered. Such discovery takes 
usually place, at least partly, out of the application and it is therefore impossible to know 
how it is distributed over non-rated items. Moreover, the full relevance distribution is also 
unknown, and only the relevance manifested by user’s ratings is available, i.e. the observed 
relevance.  Using such collections, we can therefore only compute observed metrics, and 
we have no means to contrast them with true values or to know in which of the studied 
situations we are. 
Figure 4.7 shows an example of this usual situation, with the MovieLens dataset.  Such 
figure represents an experiment quite like the one we used in Chapter 2 (Figure 2.2) to 
contextualize the research carried out in this thesis. Unlike such previous analysis, here 
and in the next experiments we use the binary version of average rating with an additive 
smoothing (Zhai & Lafferty 2004). The reason of such smoothing is avoiding the bias 
that this algorithm presents towards recommending anomalous items with very few rat-
ings. The resulting final formula of 𝑎𝑣𝑔(𝑖) is therefore given by the following expression: 
 
 
Figure 4.7. Accuracy of each recommender – in terms of  𝑷@𝟏, 𝑷@𝟏𝟎 and 
𝒏𝑫𝑪𝑮@𝟏𝟎 – on MovieLens dataset. 
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𝑎𝑣𝑔(𝑖) =
|𝑖𝑡𝑟𝑎𝑖𝑛
+ | + 𝜇 𝑝(𝑟𝑒𝑙)
|𝑖𝑡𝑟𝑎𝑖𝑛| + 𝜇
 
where 𝜇 =
1
|ℐ|
∑ |𝑗𝑡𝑟𝑎𝑖𝑛|𝑗∈ℐ  is the average number of ratings per item and 𝑝(𝑟𝑒𝑙) is the 
fraction of ratings that are positive in the dataset. In addition to the effectiveness obtained 
by the four non-personalized algorithms – random recommendation, both total and rele-
vant popularities and average rating – the precision of the optimal observed ranking is 
also included in this figure.  
We see that total and relevant popularity seem quite the same and pretty equivalent 
to the optimal ranking, whereas average rating – despite the smoothing – is well below 
them, very far from being optimal.  These results match the general good behaviour we 
expect from popularities in observed precision, but we cannot explain or verify much 
further with the available data. 
4.8.1 A Crowdsourced Dataset 
We therefore need additional relevance information in order to compute true precision. 
Ideally, all full relevance knowledge would be necessary to compute the exact value of 
such metric. This is impossible to implement in practice, since we would have to ask each 
user about her opinion – an opinion probably not formed yet – on each specific item in 
the dataset. However, an unbiased sample of the true relevance distribution would be 
enough to obtain a relative algorithm comparison that reflects reality, and such compari-
son is what we are really interested about in order to contrast our findings. 
The strong biased popularity distributions of common public datasets, which we de-
picted in Section 2.3, may suggest that the relevance we observe on such datasets – and 
that we use to recommend and evaluate – is probably influenced by the potential biases 
of the discovery distribution and it is therefore not a representative sample of the true 
underlying relevance. In order to describe the situation, and characterize the potential 
biases of the observed results, we will also need – aside the unbiased relevance sample – 
extra (and also unbiased) information about how discovery is distributed over non-rated 
items. To the extent of our knowledge there is no dataset with these characteristics. It is 
certainly true that Yahoo!R31 dataset (Marlin & Zemel 2009) contains an unbiased sample 
of the relevance distribution but it is quite a small one (only 10 ratings per user) and it 
does not come with any discovery information.   
We are therefore looking for a dataset where, first, observed relevance represents an 
unbiased sample of the true underlying relevance distribution and, secondly, the discovery 
distribution is known or can be estimated – without any bias interference – from the 
sample. According to this twin objective, we carry out an experiment with real users 
                                                 
1 https://webscope.sandbox.yahoo.com/catalog.php?datatype=r  
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where, in absence of discovery biases, we obtain their preferences over a series of items 
and collect information about whether they already knew such items or not.  
To avoid discovery biases in the rating sample, we randomly select the items that 
users must rate and then ask them to do it. Therefore, users might not know the items in 
advance and have thus to form an opinion just at that moment. In order to obtain the 
largest number of ratings per user, such opinion formation must be as quick as possible, 
practically instantaneous. This limits the item domain, since products as films or books 
are excluded. For this reason, we use the music domain, where a user can judge whether 
she likes or not a song by listening only a few seconds thereof. 
We thus start the experiment by randomly sampling music tracks from a large data-
base, Deezer2, containing over 30 million songs at the time of this experiment. We did so 
by randomly generating track IDs in the Deezer range, and pasting the IDs into HTTP 
requests for obtaining the corresponding 30 seconds music tracks. Following this process, 
we generate a total of 1,100 audios. The objective was to obtain more than 1,000 valid 
songs, so we take such margin of one hundred in case some of the downloaded audios 
could be damaged. 
After the music sampling, we ask around 1,000 users of CrowdFlower, a crowdsourc-
ing platform that now has changed its name to Figure Eight3, to rate some of these songs.  
Specifically, we randomly assign 100 tracks to each user – each track is thus assigned to 
about 100 users – adding to a total of around 100,000 assignments. For each assigned song, 
users must choose one option between the five we offered them: four referred to the 
opinion of the user about the song and the last one was used to detect flawed or not music 
audios. We also use this last option to filter out unreliable users, since we intentionally 
introduce flawed music at a random position every 12 tracks and discard users who fail 
to properly identify it. From the four possible answers to evaluate the relevance degree, 
                                                 
2 https://www.deezer.com/ 
3 https://www.figure-eight.com/  
 
Figure 4.8. Interface of each music track questionnaire. 
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two of them present a clear positive nuance (“I really like it” and “I’ts nice, I enjoy listen-
ing to it”), other was neutral (“So-so”), and the last one was clearly negative (“I don’t like 
it”). In the experiments of the next sections, we take the top two answers as indicating 
relevance, and the next two as non-relevance. Along with the question about the user’s 
opinion, we also ask her if she has heard the song before. The objective of this question 
is to obtain a sample of the discovery distribution.  
Figure 4.8 shows the user interface we just describe above. We can see that it includes 
a player to listen the song. To avoid any external influence or potential bias, no tittle or 
author information is provided, and only the audio is available to judge the relevance of 
the song.  
Note that 100 ratings per user implies that 90% of the discovery and relevance distri-
butions is still unknown. However, the random assignation between users and items al-
lows us to assume that both obtained distributions are representative samples of the true 
ones, since we completely remove the discovery bias. Moreover, we completely remove 
the rating decision bias by requiring users to rate everything they are presented with. Such 
bias absence, together with the collected discovery information, is a completely novel 
aspect that distinguishes this dataset from others. Along this thesis we will refer to this 
crowdsourced dataset as CM100k4, and its dimensions can be consulted in Table 4.5. In 
                                                 
4 The dataset is publicly available at http://ir.ii.uam.es/cm100k  
Nr. users 1,054 
Nr. items 1,084 
Nr. ratings 103584 
Rating density 9.07% 
Relevant rating density 2.59% 
Nr. users who already knew the song 11,594 
Discovery density 1.01% 
Relevant discovery density 0.64% 
Table 4.5. Volumetric details of CM100k. 
Title Artist Nr. of relevant ratings 
I Will Survive Gloria Gaynor 87 
Fur Elise Classical Study Music 83 
Piano Sonata in A Major Eliso Bolkvadze 73 
Table 4.6. Rating stats of the three most liked songs of CM100k. 
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Table 4.6 we present the information about the three songs that present a higher number 
of relevant ratings. 
Figure 4.9 shows the total and relevant rating distributions of CM100k vs. MovieLens. 
For the former we additionally show the discovery distribution. Note that here and in the 
next sections the random variable 𝑠𝑒𝑒𝑛 takes value 1 if the user already knew the song. 
We can see that in CM100k the random rating assignment process gives rise to a rating 
uniform distribution (with a natural binomial variance), whereas discovery and relevance 
are heavy-headed. The distribution of positive ratings, however, is quite flatter than the 
one of MovieLens. We will comment the consequences of this difference in the next 
section.  
On the other hand, the scatterplot Figure 4.10.b shows the relation between discovery 
𝑝(𝑠𝑒𝑒𝑛|𝑖) and relevance 𝑝(𝑟𝑒𝑙|𝑖) for each music track. We can see that the most known 
song corresponds to the most liked (“I Will Survive” of “Gloria Gaynor”), although with 
less popular items the correlation is loose. This makes sense, and means that there is some 
degree of accuracy in the discovery processes that give rise to such distribution. In fact, 
we specifically observe quite a high global discovery precision of 𝑝(𝑟𝑒𝑙|𝑠𝑒𝑒𝑛) = 0.6131. 
4.8.2 Evaluation under different scenarios 
Using the CM100k dataset we can recreate most of the different situations studied in 
Sections 4.4, 4.6 and 4.7. We describe each situation and the corresponding experimental 
results in turn in the following paragraphs (labelled a-d matching the Figures 4.10, 4.11 
and 4.12 and tables 4.1 to 4.4). 
In all of them, we randomly divide the rating data into training and test sets with a 
split ratio of 𝜌 = 0.8. Then, we use the training data to run the recommendation algo-
MovieLens CM100k 
  
Figure 4.9. Data distributions in MovieLens and CM100k. Each point in every 
graph corresponds to a music track in the dataset. Note that each curve has axis 
𝒙 (items) sorted by decreasing order of the corresponding distribution. The 𝒙 val-
ues of the curves therefore do not match with each other.  
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rithms and the test set to compute observed accuracy metrics. If more relevance judg-
ments are available – it depends on the situation – we compute the true values by adding 
to the test set such extra relevance information.  
a) Rating fully independent from relevance and items 
Because of the random rating assignment that leads to CM100k dataset, the rating variable 
does not depend on any other variable in such dataset, particularly it is independent from 
relevance and items. This fits therefore with the situation described in Section 4.4, where 
we assumed independence between relevance and rating. Here at the same time we also 
have item independency, i.e. 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑟𝑒𝑙, 𝑖)  =  𝑝(𝑟𝑎𝑡𝑒𝑑), so relevance distribution is 
particularly steeper than rating distribution – the latter is uniform indeed – and we have 
specifically case a.1 of Table 4.1.  
Figure 4.11 shows the results of running the recommendation algorithms on CM100k 
as is, considering all the available data as observed ratings. As we predicted, both average 
rating and relevant popularity present quite a good behaviour in terms of observed preci-
sion, whereas total popularity is at the same level that random recommendation. We can 
also see that the advantage of relevant popularity over random is smaller than in Mov-
ieLens (Figure 4.7). This happens because the relevant rating distribution is much less 
steep in CM100k (see Figure 4.9). Note that only observed precision is computable in this 
case, since we are using all the available judgements as ratings. Moreover, we are ignoring 
the discovery information about what users already knew. 
b) Mixed discovery dependencies 
If we now take into account the discovery information, CM100k fits with the mixed sce-
nario described in Section 4.7.3, where discovery depends on both relevance and items. 
Such dual dependency can be deduced from the plot of Figure 4.10.b: there is a clear 
       Actual discovery (b) 
           (mixed dependencies) 
Relevance discovery bias (c) Item discovery bias (d) 
 
Figure 4.10. Dependency between relevance and discovery in the scenarios b, c 
and d. Each point in the plots corresponds to an item of the dataset. The 𝒙 axis 
shows the fraction of users who know the item – i.e. 𝒑(𝒔𝒆𝒆𝒏|𝒊) – and the 𝒚 axis 
represents the users who like it – 𝒑(𝒓𝒆𝒍|𝒊). 
0
0.05
0.1
0 0.05 0.1
𝑝 𝑠𝑒𝑒𝑛 𝑖
𝑝
𝑟𝑒
𝑙
𝑖
0
0.05
0.1
0 0.5 1
𝑝 𝑠𝑒𝑒𝑛 𝑖
0
0.05
0.1
0 0.02 0.04
𝑝 𝑠𝑒𝑒𝑛 𝑖
4.8 Empirical observation 57 
connexion with relevance, but it is not the only factor, since different items present dis-
tinct discovery levels. The independence hypothesis referring the rating decision process 
that is assumed in the theoretical scenario of Section 4.7 – i.e. neutral user behaviour – is 
trivially met here since we are taking such decision from users by forcing them to rate 
what we randomly select. It does therefore not depend from any other variable, particu-
larly nor relevance or items: 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑖)  =  𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛).  
Note the difference with previous scenario. There, the rating variable (𝑟𝑎𝑡𝑒𝑑) was 
independent from both relevance and items, but here is only the rating decision 
(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛) which is independent from them. In fact, in this case 𝑟𝑎𝑡𝑒𝑑 obviously 
depends on relevance and items, since 𝑠𝑒𝑒𝑛 does.  
In order to empirically recreate such scenario, we consider as ratings only the opinions 
for music that users declared to know. These opinions are the only ones we could have 
obtained in a common real scenario, where users rate what they know. We therefore provide 
as input to the recommendation algorithms an 80% (training set) of such opinions on al-
ready known items, leaving the other 20% (test set) to compute observed metrics. The rest 
of the (non-discovered) judgements are using, along with the test set, to compute true met-
ric values.  
Figure 4.12.b shows the results obtained when evaluating recommendation algorithms 
with the previous settings. We can see that observed precision behaves quite similar than in 
MovieLens, with both popularities close to the optimal recommendation and average rating 
below of them. True precision however tells quite a different story, revealing that total and 
relevant popularities are indeed slightly below random. Average rating, on the contrary, do 
not present such a poor behaviour, but is still not far from random recommendation.  
All ratings (a) 
 
 
Figure 4.11. Accuracy of each recommender – in terms of  𝑷@𝟏, 𝑷@𝟏𝟎 and 
𝒏𝑫𝑪𝑮@𝟏𝟎 – on CM100k dataset. All ratings are given as input to recommenders 
(scenario a). 
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When we previously analyse this situation in Section 4.7.3, a situation where discovery 
depends both on relevance and items, we concluded that it can gives rises to any potential 
outcome. We deduced some general trends that actually match the results we obtain here – 
popularity is good in observed precision but average rating is better in true precision – how-
ever, there is no reason to assume we may grant such outcome. Other relevance and dis-
covery distributions could lead to a different result.  
The most remarkable conclusion arising from this scenario is that a contradiction 
between observed and true precision is indeed plausible, and that we should take care 
about such possibility when evaluating recommendation algorithms according to offline 
methodologies.  
       Actual discovery (b) 
           (mixed dependencies) 
Relevance discovery bias (c) Item discovery bias (d) 
 
 
Figure 4.12. Observed and true accuracy values – in terms of  𝑷@𝟏, 𝑷@𝟏𝟎 and 
𝒏𝑫𝑪𝑮@𝟏𝟎 – that both optimal rankings and popularity-based recommenders ob-
tain in scenarios b, c and d.  
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c) Relevance discovery bias 
Given that the collected data in CM100k presents both relevance and item discovery bi-
ases, in order to recreate separately scenarios with only one of these biases, we shall reas-
sign somehow the discovery along the judgments. In this section, we take care of the 
relevance bias, postponing the recreation of a scenario with just item-dependent discovery 
for the next point. 
To remove the dependency between items and discovery – and leave therefore only 
the relevance dependence – we reassign the discovery of each user-item pair according to 
the global probability 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) if the item is relevant for the user and to 
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙) otherwise. Both values 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) and 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙) are estimated 
from initial data by counting the ratio of relevant (or non-relevant) items that were already 
known. Note that we are considering as non-relevant the opinions we did not collect, so 
for each of them we should also assign 𝑠𝑒𝑒𝑛 = 1 (and thus add it to the rating data taking 
value 𝑟𝑒𝑙 = 0) with probability  𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙). By doing the previous modifications, we 
recreate the scenario studied in Section 4.7.1. In Figure 4.10.c we can observe how the 
resulting 𝑝(𝑠𝑒𝑒𝑛|𝑖) distribution is almost proportional to 𝑝(𝑟𝑒𝑙|𝑖), proving that with the 
previous reassigning process we have removed item dependency from discovery. Moreo-
ver, since in our data we have 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) = 0.2473 > 0.0038 = 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), the 
setting specifically matches case c.1 in Table 4.2.  
As in the previous setting b, to run the different recommendation algorithms we only 
consider as ratings the opinions for which 𝑠𝑒𝑒𝑛 = 1. Ratings that we then randomly split 
in order to compute both observed and true precisions. Figure 4.12.c shows the corre-
sponding empirical results, that are indeed consistent with the analytical ones: both pop-
ularity variants and average rating are near-optimal in both observed and true precision. 
d) Item discovery bias 
For reproducing a scenario where discovery only depends on items, we shall therefore 
remove the dependency of such discovery from relevance. In order to do that, we first 
randomly shuffle the discovery distribution over items, i.e. we reassign each 𝑝(𝑠𝑒𝑒𝑛|𝑖) to 
a random item 𝑗. Then, for each user 𝑢 ∈ 𝒰, we assign 𝑠𝑒𝑒𝑛 = 1 to the pair 𝑢, 𝑗 with 
probability 𝑝(𝑠𝑒𝑒𝑛|𝑗) – probability randomly taken from other item 𝑖 according to the 
previous step – and 𝑠𝑒𝑒𝑛 = 0 with probability 1 − 𝑝(𝑠𝑒𝑒𝑛|𝑗). This way, any potential 
dependency that there might be between 𝑠𝑒𝑒𝑛 and 𝑟𝑒𝑙 – given the item – is removed, as 
we can confirm in Figure 4.10.d. This situation corresponds to scenario d in Table 4.2.  
Consulting such Table 4.2, we note that this scenario is in turn divided in three pos-
sible cases, regarding the comparison between the steepness of relevance and discovery 
distributions. The discovery shuffle described above does however not modify neither of 
these two distributions, so the situation is still the same as depicted in Figure 4.9: neither 
dominates the product of 𝑝(𝑠𝑒𝑒𝑛|𝑖)𝑝(𝑟𝑒𝑙|𝑖) and therefore case d.3 applies. 
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Repeating the evaluation approach carried out in cases b and c above, we see once 
again that the results – depicted in Figure 4.12.d – match the analytical prediction. Thus, 
in terms of true accuracy average rating tends towards the optimal, while relevant popu-
larity is not so close, despite it is still clearly better than random. In contrast, observed 
precision shows the opposite situation: relevant popularity is close to optimal, and average 
rating is just better than random. The contradiction becomes more remarkable in the case 
of total popularity, which is near optimal in observed accuracy, but random-level in terms 
of true accuracy.   
As we predicted in the theoretical analysis, average rating seems a more reliable option 
than relevant popularity in terms of true precision. In fact, the optimality of average rating 
is granted in this scenario without any additional condition, whereas the performance of 
relevant popularity depends on the steepness condition. 
We have therefore checked that the empirical results agree with the theoretical ones 
in all the studied situations. We see indeed that, despite that the analytical development is 
focus on  𝑃@1 due to is tractability, it generalizes empirically well to deeper cutoffs 
(𝑃@10) and other and more complex accuracy metrics (𝑛𝐷𝐶𝐺@10). 
4.8.3 Personalized algorithms 
In this chapter we have focused on how experimental methodologies can distort the ob-
served effectiveness of popularity-based recommendations, giving rise to a completely 
misleading message. Someone can argue about the utility of paying so much attention to 
a non-personalized algorithm whose accuracy is obviously below than that of other more 
complex and personalized methods. 
Some of such methods have however been proved to be somehow determined by 
popularity, as we introduced in Chapter 2, so any of the distortions characterized in this 
chapter can potentially affect them. In order to show that this is not an artificial and 
implausible problem, we compare here two variants of the user-based 𝑘 nearest neigh-
bours (kNN) algorithm: normalized and non-normalized. We will prove in Chapter 6 that 
the normalized variant is biased towards average rating while the non-normalized one is 
influenced by relevant popularity. According with such trends, there is the possibility that 
each of these versions follows the behaviour of its corresponding non-personalized ref-
erence, giving rise to a potential contradiction in certain situations. 
Figure 4.13 shows the performance of the two kNN versions in the most general, 
mixed dependency scenario (case b), as well as in the MovieLens dataset. We take 𝑘 = 10 
and 𝑘 = 80, for the normalized and non-normalized variants respectively, when running 
on MovieLens, while for CM100k we just take all users as neighbours. In the normalized 
version we also require a minimum of 3 neighbour ratings for an item in order to be 
recommended. We can see that the (popularity-biased) non-normalized variant performs 
much better than the normalized one in terms of observed precision, both on MovieLens 
4.9 Conclusions 61 
and CM100k. Note that this is also the situation in Netflix and Last.fm, as we depicted in 
Chapter 2, Figure 2.2. However, the true values reveal just the opposite situation, claiming 
that the algorithm biased towards average rating is indeed preferred. One may wonder if 
we would see a similar result in MovieLens, Netflix or Last.fm if we had an unbiased 
relevance sample. 
4.9 Conclusions 
In this chapter, we have provided a theoretical probabilistic framework that allows to 
describe and analyse the recommendation task in a formal way. Here we point out the 
main conclusions that arise from this analysis:  
• There is a formal explanation of why popularity presents such a good performance 
in common offline experiments. First, we see that popularity is indeed rewarded by 
observed precision, presenting observed values quite close to the maximum possible 
and secondly, that such maximum increases with the popularity biases. In other 
words, the more unequal rating distribution, the bigger the maximum accuracy that 
 
 
 
Figure 4.13. Accuracy of kNN (normalized and non-normalized variant) – in terms 
of  𝑷@𝟏, 𝑷@𝟏𝟎 and 𝒏𝑫𝑪𝑮@𝟏𝟎 – on CM100k and MovieLens dataset. 
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can be observed in a non-personalized recommendation and, since popularity is close 
to such maximum, the bigger observed performance it will obtain.  
• Relevant popularity is quite a better option than total popularity. It is more robust, 
for instance, against atypical user behaviours or discovery biases that run against rel-
evance. However, average rating results in a more reliable option than both, present-
ing optimal behaviours even with strong item dependency biases. Even so, all these 
popularity variants could potentially behave worse than random is scenarios with 
mixed dependencies.  
• The values measured in common offline experiments can strongly disagree with the 
true ones, even in the relative comparison of two or more algorithms. That is, with 
such experiments we might wrongly choose the best algorithm amongst several op-
tions. The main factors that can lead to this erroneous behaviour are the discovery 
biases that are not only based on user’s tastes, but also depend on other particularities 
of the items. Moreover, the bigger the bias of the discovery distribution over different 
items, the larger the likelihood of this contradictions between observed and true re-
sults.  
• We have also shown that such potential contradictions can not only affect popularity-
based recommendations, but they may indeed misrepresent the comparison of other 
personalized and more elaborated methods.  
• The best possible non-personalized recommendation, in terms of true accuracy, is 
obtained by sorting the items according to the fraction of non-observed opinions 
that are relevant. This implies a revision of the Probability Ranking Principle (PRP) 
to consider the particularities of recommender systems, specifically the exclusion of 
already rated items from the delivered ranking.  
The generation of a novel dataset is another important finding of this chapter. The 
absence of any kind of discovery or rating decision bias draws an important distinction 
between CM100k and the rest of datasets in the area.  It particularly allows to recreate a 
standard offline experiment, in which extra relevance information is available to unbi-
asedly compute true accuracy metrics.  
 
  
 
 
Chapter 5 
5 Popularity biases derived from 
social network dynamics 
In the previous chapter we formally analyzed the effectiveness of popularity in recom-
mendation in different characteristic situations. The clearest conclusions were reached for 
prototypical cases involving independence assumptions, without which we explain that 
any outcome is possible. Seeking further understanding of the general assumption-free 
case, we now study a particular case where item discovery is mainly a consequence of 
word-of-mouth in a social network. We thus analyze the interactions between discovery, 
relevance and ranting that arise from individual user sharing behavior. We carry out such 
analysis under an empirical approach, by simulating the discovery of new items and the 
rating generation in a social network environment. The structure of the chapter follows 
the structure of the publication Cañamares and Castells (2014). 
5.1 A social rating generation model 
In Chapter 4 we introduced the fundamental actions, events and variables involved in the 
rating generation process, upon which we carried out the formal analysis of the popular-
ity-based recommendation effectiveness. In this section, we take on the same model but 
incorporate some further actions related with social interactions. With the new actions, 
we will be able to simulate network processes and observe the derived effects on the 
effectiveness of popularity in recommendation.  
In the analysis of Chapter 4, we identified two necessary steps (and potential sources 
of biases) for a user to rate and item: discover it and decide to rate it. Now, we add one 
more action related with the social environment: the user shares her information about 
the item with a friend (a contact in the social network). Note that, as a consequence of 
this action, the recipient of the communication indeed discovers the item.  
Thus, these three actions or steps (discovery, rating and communication) create a 
cycle by which the information about different items progressively traverses the social 
network: items become known to the users they come across, who might decide to rate 
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them and to talk about them to other users, who in turn will decide whether rating and 
sharing them. How far and how quickly an item spreads in the social network depends on 
the communication patterns of users (for instance, the dependency of the sharing decision 
with the characteristics of the item or the user’s tastes) and the shape and connectivity of 
the network. In fact, the latter has been proved to may significantly affect the propagation 
phenomena (Doer et al. 2012). 
5.1.1 Random variables and parameters 
In Chapter 4 (Section 4.1.1), we already formally model the discovery and rating decision 
processes in terms of three binary random variables defined upon the sample space 
𝒰 × ℐ, where 𝒰 is the set of all users and ℐ the set of all items. Such variables were: 
𝑟𝑎𝑡𝑒𝑑: 𝒰 × ℐ → {0,1} , defined as 𝑟𝑎𝑡𝑒𝑑(𝑢, 𝑖) = 1 if user 𝑢 has rated item 𝑖 and 0 oth-
erwise; 𝑟𝑒𝑙: 𝒰 × ℐ → {0,1} that takes value 1 if the user likes the item, and 0 otherwise; 
and 𝑠𝑒𝑒𝑛:𝒰 × ℐ → {0,1}, that is 1 if the user is aware the item exists, and 0 otherwise.  
In order to formally introduce the communication decision in the probabilistic model, 
we shall add now one more random variable: 𝑡𝑒𝑙𝑙: 𝒰 × ℐ × 𝒰 → {0,1}, defined 
as 𝑡𝑒𝑙𝑙(𝑢, 𝑖, 𝑣) = 1 if the user 𝑢 tells the given friend 𝑣 about the item 𝑖 when both 
friends talk to each other, and 0 otherwise. Note that we are assuming that users only 
share information with people they are connected in the social network. This does not 
imply any loss of generality, since we do not make any assumption on the structure of the 
network at this point. The simplifying restriction will be made in our experiments, where 
we will use or simulate specific social networks. 
As in Chapter 4, the relevant factors of this social rating generation model can be 
expressed in terms of conditional probabilities using previous defined random variables. 
Specifically, we focus on modelling the user (rating and sharing) decisions, in order to 
observe how the potential biases on these decisions may affect to both the resulting rating 
data distribution and the effectiveness of recommendation algorithms when using such 
rating data. Thus, we can express the propensity of users to rate items they like vs. items 
they do not (i.e. the rating decision) with the conditional probabilities 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑖, 𝑢) and 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙, 𝑖, 𝑢), respectively, as we did in Chap-
ter 4. Here, in addition, we can model the user inclination to share positive vs. negative 
experiences (sharing decision) with 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑢, 𝑖, 𝑣) and 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙, 𝑢, 𝑖, 𝑣). 
We now make the simplifying assumption that previous decisions mainly depend on 
the relevance of the item, and that the differences that arise from specific users and items 
can be ignored. In other words, we approximate 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑖, 𝑢) by 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙, 𝑢, 𝑖, 𝑣) by 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) – and the same 
for the corresponding non-relevant item condition probabilities. 
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Thus, we arise to four probabilities that may act as configuration parameters of our 
model and that allow us to define two potential behavioural biases: 
• Communication bias: defined by 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙). 
• Rating bias: defined by 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙). 
In order to empirically observe how these parameters affect the effectiveness of pop-
ularity-based recommendation, we shall simulate the previous proposed model.  Then, with 
the rating data resulting of the simulation process we will run the recommendation algo-
rithms and evaluate their effectiveness. The previous model defines a series of actions (dis-
covery, rating and communication) – which in turn implicitly implies the definition of three 
item-user pair states (unknown, discovered, rated) – but in order to simulate the rating gen-
eration process we need to define a set of dynamics, triggering actions and events, and the 
order in which they take place. 
5.1.2 Model dynamics 
We now propose a series of dynamics or ordered actions in other to simulate how user-
item pairs cross the three potential states defined in the previous model: unknown, dis-
covered and rated (in this order). Note that each state needs for the previous one in order 
to take place – for instance, a user cannot rate an item without having discovered it before 
– and that the two latter (discovered and rated) may or may not ever be reached.  
Thus, we consider a simulation where users take actions in turns, one after the other. 
The turn is assigned in a random sweep of the user set, and the unit time consists on an 
entire iteration over all users. On her turn, each user undertakes the following actions, in 
the order they are listed: 
1. Exogenous discovery: the user discovers (or not) a certain number of items by dis-
covery sources external to the social network.  
2. Rating: for each discovered item, the user decides whether introduce a rating for 
this item or not.  
3. Communication: after the rating decision process, and regardless of its result, the 
user decides whether tell her friends about her new discovered items or not.   
We explain and motivate below each of these actions, by indicating how they are 
simulated and where the model parameters defined in Section 5.1.1 intervene. 
Exogenous discovery 
Our aim in this chapter is to focus on those discovery biases caused by social network 
communication. However, if initially all items are unknown to all users, in order to boot-
strap the system we shall include an additional discovery source, external to the social net-
work, through which items may also become known. Examples of this kind of source are, 
for instance, search engines, recommender systems, item advertisements, etc.  
This exogenous source of item discovery can be implemented in many ways: as a 
random sampling in the item space, or as a biased sampling by some arbitrary distribution, 
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or even as a recommender system. The two latter might significantly alter the resulting 
rating distribution, so in order to observed only the biases derived from communication 
effects we choose the random sampling implementation. In other words, items are all 
equally likely to be discovered by this source.  
On each user turn, the number of items to be discovered by external discovery is 
modelled by a Poisson distribution whose mean 𝜆 is a parameter of the simulation. Pois-
son distribution expresses, from an average frequency of occurrence 𝜆, the probability of 
a given number of events occurring in a fixed interval of time. In our case, events are 
discoveries and the interval of time is a user turn.  
Rating 
The decision to rate already discovered items might take place in different ways and orders. 
As simplification, we assume that it is only made once, so if the user does not rate the item, 
the decision is not reconsidered anymore.  
In the simulation process, this means that the rating decision is applied only for recent 
discovery items. After the exogenous discovery takes place, the current user may have 
discovered certain number of items since her last turn. Some of them may came precisely 
from such discovery step, but others might be told by other users in their corresponding 
communication steps. All such recent discovered items are only considered for rating in 
the current turn, and not in the next ones.  
The rating decision is taken based on the probabilistic model described in previous 
section. That is, for each recently discovered item, the user will rate it with probability 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) if she likes the item, and with probability 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙) if 
she does not. If the rating finally takes place, it will have the corresponding relevance 
value: positive if it is relevant and negative if it is not.  
Sharing information 
Regarding communication, we simulate the decision to share item information following 
quite the same order and assumptions as in the rating decision process. Namely, on her 
turn, each user is given a chance to talk about each of her recent discovered items (those 
items discovered since her last previous turn). Each item may be communicated to a poten-
tially different friend who is sampled uniformly at random from all the user’s social contacts. 
After the friend selection, the decision to talk or not to such friend about an item is 
taken according to 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) if the user likes the item, and 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) 
if she does not. If communication takes place, the friend discovers the item (if she had 
not done it yet), so she will be able to rate it and/or share it in her next turn. We simulate 
communication as a dialog where users tell and ask at the same time, which means that, 
in the current user turn and if she has decided to talk about an item to a friend, such friend 
will in turn choose (uniformly at random) some discovered item and (under the same 
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Algorithm 5.1: Simulation process 
Input: 𝒰, ℐ Sets of users and items, respectively 
 𝐺 Graph with social connections. 𝐺[𝑢] with 𝑢 ∈ 𝒰 denotes the 
set of users connected with (friends of) 𝑢 
 𝑇 Total number of ratings to generate 
 𝜆 Average number of discovered items (by exogenous discovery) 
per user turn 
 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) Probabilities guiding rating decision when the item is relevant 
 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) or non-relevant, respectively. 
 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) Probabilities guiding sharing decision when the item is relevant 
 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) or non-relevant, respectively 
Output: 𝑅 Rating set 
𝑆 ←  ۃ(𝑢1, ∅), … , (𝑢𝑚, ∅)ۄ  // Set of discovered items per user  
𝐷 ← ۃ(𝑢1, ∅), … , (𝑢𝑚, ∅)ۄ  // Set of recent discovered items per user  
𝑅 ← ∅  // No rating data at the starting point 
while |𝑅| < 𝑇 do 
for 𝑢 ∈ 𝒰 do 
Sample 𝑘 ∈ ℕ with a Poisson distribution with average 𝜆 
Sample 𝐸 ⊂ ℐ ∖ 𝑆[𝑢] uniformly at random with |𝐸| = 𝑘 
𝐷[𝑢]  ← 𝐷[𝑢] ∪ 𝐸  
𝑆[𝑢]  ← 𝑆[𝑢] ∪ 𝐸  
for 𝑖 ∈ 𝐷[𝑢] do 
if 𝑢 likes 𝑖 then 𝜋 ← 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) 
else 𝜋 ← 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) 
with probability 𝜋 do 𝑅 ← 𝑅 ∪ {𝑢, 𝑖, 𝑟𝑒𝑙(𝑢, 𝑖)} 
𝐷′ ← ∅  // Set of discovered items when asking friends 
for 𝑖 ∈ 𝐷[𝑢] do 
if 𝑢 likes 𝑖 then 𝜋 ← 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) 
else 𝜋 ← 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) 
with probability 𝜋 do 
sample 𝑣 ∈ 𝐺[𝑢] uniformly at random 
𝐷[𝑣] ← 𝐷[𝑣] ∪ {𝑖}  
𝑆[𝑣] ← 𝑆[𝑣] ∪ {𝑖}  
sample 𝑗 ∈ 𝑆[𝑣] uniformly at random 
if 𝑣 likes 𝑗 then 𝜋 ← 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) 
else 𝜋 ← 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) 
with probability 𝜋 do 
𝐷′ ← 𝐷′ ∪ {𝑗}   
𝑆[𝑢]  ← 𝑆[𝑢] ∪ {𝑗}  
𝐷[𝑢] ← 𝐷′  
 
Exogenous 
discovery 
 
Rating  
decision 
 
Tell 
 
Ask 
 
Sharing 
decision 
 
68 Chapter 5. Popularity biases derived from social network dynamics 
relevance-based communication probability pattern) talk back about it to the first user, 
who will then discover this item. Note that under this configuration, users talk about an 
item on their own initiative only once at most (since they do it only for recent discovered 
items), but they can talk about it any number of times when asked (this time the item is 
chosen between all discovered items).  
All the previous simulation processes and the order in which they take place are out-
lined in Algorithm 5.1. 
5.2 Simulation setup 
The algorithm proposed above allows us to generate different rating datasets depending 
on the user behaviour patterns that we choose to model and analyse. User behaviour 
determined by the four conditional probabilities that guide rating and sharing decisions 
and that work as configuration parameters of our model. In order to analyse the effect 
that such configurations produce on the effectiveness of popularity-based recommenda-
tion, we implement a simulation framework that runs the model dynamics described in 
Algorithm 5.1.  
In addition to the model dynamics, the framework also includes the execution of 
some recommendation algorithms over the resulting rating data. It indeed supports the 
integration of as many algorithms as we want. At each simulation time step – i.e. an iter-
ation over all users – the framework generates a temporal split of rating data with a 0.5/0.5 
ratio of training/test data. From such split, it runs all the recommendation algorithms 
taking training data as input, and evaluates each of them with test data for obtaining ob-
served precision. In order to compute true precision, it uses the underlying relevance dis-
tribution, about which we talk later in this section.  
Note that this time we are implementing a temporal split instead of a random split, 
as we did in the experiments and analysis of Chapter 4. The reason is that in the scope of 
a simulation where ratings are being generated in “real time” – and where we indeed have 
a timestamp for each rating – it is more natural to split the ratings using such temporal 
information. It supposes a better recreation of real scenarios, where typically the time is 
also present and, in fact, past interactions are used to predict the future ones.  
With this framework we can thus monitor how the performance of recommendation 
algorithms evolves along the simulation. According with the objectives of the present 
thesis, we focus on observing and studying the non-personalized recommendation ap-
proaches formally analysed in the previous chapter: ranking by popularity, relevant pop-
ularity, average rating and random, as well as the two optimal rankings, for observed and 
true precision, respectively.  
Finally, and before analysing the effect of different user behaviour patterns let us 
define the default setup for the rest of parameters that Algorithm 5.1 takes as input. 
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Thus, as graph 𝐺 we use the social network data from Facebook that was made avail-
able by J. Leskovec in 2012 (McAuley & Leskovec 2012). It contains 88,234 social con-
nections among 4,039 users. Later, in Section 5.5, we will analyse the effect of using another 
social network structure, but for now we use the Facebook graph as default value. Regarding 
the set of items, we take inspiration in the order of scale of MovieLens 1M and consider 
|ℐ| = 3,706 items. For exogenous discovery we take 𝜆 = 0.001, namely, on average users 
discover an item at random 1 out of every 1,000 user turns. We consider such low value to 
let the bulk of discovery depend mainly on social communication. Finally, we run all the 
simulations until we obtain the rating density of MovieLens (~4.5%). Table 5.1 summa-
rizes all these default values. For smoothing the variance effects, we average the results over 
10 full executions of the simulation.  
 
5.2.1 Relevance distribution 
Most of the actions described in Algorithm 5.1 depend on whether the user likes a given 
item or not, since it determines the probabilities of her decisions. However, relevance is 
in general an unobserved variable for the system until a user rates an item. In fact, it is 
also unknown for the user herself until she discovers the item. In order to deal with this 
lack of observation, we simulate a relevance distribution by defining for each user-item 
pair if the user likes the item. This relevance information will remain hidden to the system, 
in particular to recommender systems, but will be made “visible” to a) the simulated users 
when they discover new items, and b) the computation of true precision. 
Our model does not make any assumption about this relevance distribution, but in our 
experiments, we use the relevance information of CM100k. Such dataset is explained in 
detail in the previous chapter, and its relevance distribution (number of users who like each 
item) can be consulted in Figure 4.9 (Chapter 4, Section 4.8.1). We use this dataset because 
it is gathered in absence of discovery and rating decision biases, and therefore the resulting 
relevance distribution is an unbiased sample of the full one.   
Number of users (|𝒰|) 4,039 
Number of items (|ℐ|) 3,706 
Social network (𝐺) Facebook graph 
Total number of ratings to generate (𝑇) 668,848 (~4.5% rating density) 
Average number of externally 
discovered items per turn (𝜆) 
0.001 
Table 5.1. Default values for the input parameters of Algorithm 5.1. 
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We derive the relevance probability of each item by dividing its number of relevant 
ratings in CM100k by the number of users that have rated it in such dataset. In addition, we 
scale such probability distribution from the number of items of CM100k (1,084) to 3,706 
by linear interpolation. This way the resulting relevance distribution that we use in all the 
following experiments is depicted in Figure 5.1. Taking such distribution as input, the sim-
ulation framework randomly assigns the different relevance probabilities between items, 
from which the number of users who like each item is subsequently computed. Then, for 
each item the specific users that consider it as relevant are selected by randomly sampling.  
5.3 Communication bias 
To study in isolation the effect of communication biases, we assume a relevance-neutral 
rating behaviour by taking 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) = 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙) = 1, that is, 
users always rate all items they discover. Then, we shall vary 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) to reproduce different situations and observe the influence of such 
parameters in the popularity-based recommendations’ performance. In parallel, we will 
also check the effect of raising the general communication ratio, defined by 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛). 
However, before analysing these sharing biases, and in order to connect the following 
experimental results with the theoretical conclusions of Chapter 4, let us start by studying 
how the communication and discovery biases are related.  
5.3.1 Discovery bias 
Under our assumption of unbiased exogenous discovery, we may intuitively expect that 
discovery inherits the biases of communication, since the latter is the main cause of the 
 
 
Figure 5.1. Relevance distribution used in the simulation framework. Items are 
sorted from most to least liked in the 𝒙 axis, and the line represents the ratio of 
users who like each item. 
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former. For instance,  in a situation where users talk more about relevant items than about 
non-relevant ones (i.e. 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) > 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙)), we would expect rele-
vant items to be discovered to a larger extent than non-relevant ones (𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) >
𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙)). This is not necessarily obvious, since the fact that people speak about 
what they like does not necessarily imply those who listen like it as well. 
Figure 5.2 shows how the discovery bias – expressed by  𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) – varies ac-
cording to different communication biases. The figure presents the results in two ways: in 
the colour map on the left, we vary 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) from 0 to 
1 by increments of 0.1, and we show the resulting 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) value in a color scale, 
where blue is the maximum value and red is the minimum. Using this colour map we can 
verify that the relevance dependence of network communication is almost directly trans-
lated to discovery. Thus, the blue zone (high values of 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙)) prevails in the inferior 
right triangle, i.e. when communication favours relevant items. On the contrary, red cells 
concentrate in the superior left corner, when users talk mainly about those items they do 
not like. Note that for this section we are collapsing rating and discovery, so all the config-
urations finalize with the same number of discovered (rated) items. The discovery prior 
𝑝(𝑠𝑒𝑒𝑛) is therefore constant along all the cells in the colormap, so a higher value in 
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) implies a lower value in 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), and we can identify blue zones with 
situations when relevant items are discovered to a larger extent than non-relevant ones, and 
red zones with the opposite situation.  
The correlation between discovery and communication is however not perfect. For 
instance, the highest value in 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) is obtained in the last column of the map 
(𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) = 1) but when 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) is around 0.5, not 0. This may 
suggest that certain level of communication is preferable, even if it implies talking about 
non-relevant items, in order to allow the communication biases take effect, otherwise the 
exogenous discovery becomes no negligible and can alter the results.  
1 
           
           
𝑝
( 𝑡
𝑒𝑙
𝑙|
𝑠𝑒
𝑒𝑛
,¬
𝑟𝑒
𝑙)
            
           
           
           
           
           
           
           
           
0 
           
0 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) 1 
 
 0.35 
 
 0.32 
 
 0.28 
 
 0.25 
 
 0.21 
 
 0.18 
 
 
 
Figure 5.2. Discovery bias – expressed by 𝒑(𝒔𝒆𝒆𝒏|𝒓𝒆𝒍) – as function of the com-
munication bias.  
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The right graphic of Figure 5.2 provides a complementary view, where each line cor-
responds to a value of 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) – i.e. the total communication level, both positive and 
negative –, the 𝑥 axis is 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙), and the 𝑦 axis is the resulting discovery bias 
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙). Note that the curve for 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) = 0.9 has no values for 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) < 0.6, since it is not possible to reach such a high prior with lower 
communication probabilities on relevant items. Likewise, 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) = 0.1 has no 
points for 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) > 0.2, and the same happens with priors 0.2 and 0.8. 
Consulting these curves, we confirm the general trend of the colour map: 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) 
grows with 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) (i.e. talking about relevant items implies relevant items are 
discovered). Similarly, given a fixed 𝑥 value, the lines corresponding with larger values of 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) – and therefore with more negative communication 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙), 
since the positive 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) is fixed – are in general below the others. Except when 
the prior 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) is quite low (curves in clear blue are below some dark ones when 𝑥 
is close to 1), in those situations is preferable talking about non-relevant items to improve 
communication and allow these items arise to those users who consider them relevant. 
In any case, and despite some small distortions due to low communication levels, there 
is a clear correspondence between biases. As we just noted earlier, this is not trivial. The 
explanation is that, intuitively, in a situation with a relevance-prone communication bias, 
items that many users like find more paths to travel along the network, and therefore reach 
(be discovered by) more users than items with a lower relevance prior. This intuition also 
explains the minimum communication level requirement, since this level indicates the aver-
age speed at which item information spreads across users. If this is low, the information is 
not traveling and discovery lies in random exogenous discovery, which of course does not 
depend on relevance.  
The dependency between discovery and relevance was one of the main factors that may 
affect the recommendations’ performance, but not the only one. Another important aspect 
that comes into play in scenarios with mixed dependency – as the ones produced by this 
simulation – is the steepness of the discovery distribution. Remind from Chapter 4, that 
if 𝑝(𝑠𝑒𝑒𝑛|𝑖) is steeper enough than 𝑝(𝑟𝑒𝑙|𝑖), the effectiveness of (total and relevant) pop-
ularity and average rating might move away from optimal values. Moreover, we also 
proved that strong discovery biases may increase the possibilities of contradiction be-
tween observed and true metric values.  
Looking to know how the steepness of the discovery distribution varies depending on 
the communication biases, and in order to later relate such steepness with the recommen-
dation algorithms’ performance, Figure 5.3 represents it as the variance of  𝑝(𝑠𝑒𝑒𝑛|𝑖) dis-
tribution over the items. In the color map on the left, we show such variance as function 
of the parameters  𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙), in a similar way as in the 
colour map of Figure 5.2. This time, however, the lowest value (i.e. 0) is coloured in white, 
and the highest in blue.  
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We can see that in most part of the map the variance is quite low (it is indeed practically 
0) and only in the right top corner the colour changes to blue. Therefore, the blue parts 
(high variance in the resulting discovery distribution) coincide with situations where both 
sharing parameters present high values. This may suggest that the variance of 𝑝(𝑠𝑒𝑒𝑛|𝑖) 
distribution increases with the communication level. Note also that a greater value in the 
negative communication 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) seems more important in order to increase 
variance than the value of relevant communication 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙). We can check this 
by noting that the highest row of the map (corresponding with 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) = 1) 
is quite darker than the rightest column (𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) = 1). This is explained by the 
fact that relevance prior is 28.48% (less than 50%). There are thus more non-relevant 
tastes than relevant ones, and therefore increasing non-relevant communication raise more 
the total sharing level than modifying positive communication.  
We confirm such correlation between the variance of 𝑝(𝑠𝑒𝑒𝑛|𝑖) and the sharing level 
– defined by the prior 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) – in the right graph of Figure 5.3, where we show the 
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Figure 5.3. Variance of the discovery distribution (𝒑(𝒔𝒆𝒆𝒏|𝒊) distribution) as 
function of the communication bias parameters (left) and the communication 
prior (right).  
 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) = 1 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) = 0.8 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) = 0.5 
 
Figure 5.4. Discovery distributions 𝒑(𝒔𝒆𝒆𝒏|𝒊) resulting from situations where us-
ers share 𝟏𝟎𝟎% (left), 𝟖𝟎% (middle) and 𝟓𝟎% (right) of what they discover.  
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former as function of the latter. We clearly verify with this graph how the variance is quite 
low for priors below 0.5, and then it sharply rises when we increase the communication 
level. To further illustrate this behaviour, Figure 5.4 displays the shape of the resulting 
discovery distribution in three points from the previous curve, i.e. for communication 
priors of 1, 0.8 and 0.5. We can see that, for extreme diffusion levels, when users talk 
about everything they discover (left graph of Figure 5.4), the discovery distribution is quite 
skewed and more than half of the items have not even been discovered by any user. On 
the contrary, when users only share 50% of what they discover (right graph of Figure 5.4), 
we can see that the discovery distribution is essentially flat and that all items are roughly 
discovered by the same proportion of users. 
This behaviour is explained by the same number of discovered (rated) items that de-
termines the final of all simulations. Thus, a higher communication level implies that such 
number is arisen before, and there is less time for all items to be discovered. Those items 
sampled first by exogenous discovery will start their propagation before, having more 
time to being discovered by users than those items sampled later. Moreover, if the com-
munication level is high, the former will spread quickly along the network, accumulating 
most of the discoveries (i.e. increasing its 𝑝(𝑠𝑒𝑒𝑛|𝑖)) and bringing the end of the simula-
tion closer, so when the latter are discovered by the first time there is no time to propagate 
and they will present a low 𝑝(𝑠𝑒𝑒𝑛|𝑖) (even 0 if they are not sampled at all).  
This situation is not artificial, it represents real scenarios where new items are con-
stantly appearing (new films are created, new books are published, new songs are rec-
orded, etc.). As the consequence of these different starting points, items may present quite 
different discovery ratios and this may have an impact in the recommendations’ perfor-
mance, as we see next. 
5.3.2 Effect on recommendation algorithms 
We now check the effect of communication biases on recommendations’ precision. We 
do so by the same parameter settings as we just did in previous section, namely, we assume 
a neutral rating bias and collapse discovery and rating by taking 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) =
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) = 1. 
In all the colour maps we display in this section, white colour represents values close 
to 0, blue indicates positive values and red refers to negative ones. All of them present 
the relative effectiveness of different recommendation algorithms (mainly compared with 
random) as functions of the parameters 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙). Note 
that all the color maps referring observed precision share the same colour scale, so we can 
know if one algorithm is above other just by observing which one presents the darker blue 
colour. And the same applies for true precision. Regarding the curves of the right side of 
the figures, they have the same meaning as the ones shown in Figure 5.2.  
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6.3.2.1. Optimal rankings 
Let us start by analysing the behaviour of the optimal rankings in order to state the supe-
rior bounds for the precision of the popularity-based recommendations. Thus, Figure 5.5 
shows the difference between optimal rankings and random recommendation. Each op-
timal is compared in terms of the metric that it optimizes, namely, the difference between 
observed optimal and random recommendation (top row of Figure 5.5) is computed in 
terms of observed precision 𝑃@10, whereas for the true optimal (bottom row) we use 
true precision 𝑃@10. Random recommendation works here as a common reference point 
that allows us to compare several algorithms at the same time that we study their depend-
ence with the configuration parameters.  
Before studying the behaviour of each optimal ranking, one first observation that 
arises when comparing the curves of maximum observed precision (top right graph of 
Figure 5.5) with the ones of true precision (bottom right), is that the latter shows much 
larger values than the former. This is because observed precision only counts observed 
relevance in the form of ratings, which is a fraction of the total relevance that true preci-
sion takes into account.  
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Figure 5.5. Difference between (observed and true) optimal recommenders and 
random recommendation, in terms of (observed and true, respectively) 𝑷@𝟏𝟎. 
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76 Chapter 5. Popularity biases derived from social network dynamics 
Observed precision 
Let us start by commenting the behaviour of the observed ranking (top row). In Chapter 
4 (Section 4.7.3), we concluded that the maximum observed precision that can be ob-
tained by a non-personalized recommendation algorithm (i.e. the precision of the ob-
served optimal ranking) increases with the bias of the discovery distribution 𝑝(𝑠𝑒𝑒𝑛|𝑖) 
(also with the bias of 𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑖) but let us start with the discovery distribution bias 
first). This agrees with the behaviour we observe in the top-left colour map of Figure 5.5, 
since it presents quite the same colour patterns than the one of Figure 5.3, which corre-
sponds to the steepness (bias) of 𝑝(𝑠𝑒𝑒𝑛|𝑖). Note that this explains why, for a fixed value 
of positive communication 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) sharing negative experiences seems to im-
prove the maximum observed precision (see that the columns of the top-left colour map 
of Figure 5.5 show a darkening down to top). This is because increasing the negative 
sharing also increases the communication level and, thus, the bias of the discovery distri-
bution.  
Another trend we observe regarding maximum observed precision is that it increases 
when users are prone to share items they like: all the rows of the top-left colour map of 
Figure 5.5 display a monotonic growth left to right, and all the curves in the top-right graph 
also show a steady growing trend. This happens because, as we comment before, observed 
precision also gets higher with the bias of the relevant discovery distribution 
𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑖), which, for a given number of total findings (our simulation stopping con-
dition), increases if discovery is biased towards liked items.  
True precision 
Regarding the true precision of true optimal ranking (bottom row of Figure 5.5), it does 
not seem to depend on neither the communication bias parameters (all the colour map is 
in the same blue tone) nor the sharing level (the curves are all at the same level and draw 
practically a horizontal line around 0.5). We indeed zoom in on the curves to confirm 
that they do not present any clear pattern. We explain this behaviour by the strong de-
pendence between the precision of the true optimal ranking and the relevance probability 
distribution 𝑝(𝑟𝑒𝑙|𝑖). Remind from Chapter 4 (Section 4.7.3) that this dependency is man-
ifested by the term 𝑝(𝑟𝑒𝑙|𝑖) (1 − 𝑝(𝑟𝑒𝑙|𝑖))⁄  in the true optimal ranking function, namely, 
it is a more than linear dependency. Moreover, in our simulation framework, the variance 
of the relevance distribution is 0.018 (see such distribution in Figure 5.1), a larger value 
than the greatest variance of 𝑝(𝑠𝑒𝑒𝑛|𝑖), which is ~0.014. In other words, the changes in 
discovery distribution (caused by different communication patterns) are not big enough 
to alter the behaviour of the optimal true ranking, which is thus governed by the same 
relevance distribution in all the simulations. 
This makes us think about whether this simulated behaviour represents a real situa-
tion or not, namely, whether discovery distribution is typically much less steep than rele-
vance distribution or not. In fact, it is. In real scenarios, there is typically a huge amount 
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of options that users can choose. However, due to a variety of reasons – mainly time but 
also others as the inability to process so much information – they are only able to discover 
a small fraction of these options, giving rise to a discovery distribution of small dimen-
sions versus the ones of the ideal full relevance distribution. It is thus expected that max-
imum true precision is governed mainly by this user’s taste distribution. 
6.3.2.2. Popularity-based recommendations 
Once we have stated the maximum (observed and true) precision values, as well as studied 
how they depend (or not) on the communication biases, let us analyse now the effect of 
such biases in the performance of the popularity-based variants: total popularity, relevant 
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Figure 5.6. Difference between popularity-based recommenders and random rec-
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78 Chapter 5. Popularity biases derived from social network dynamics 
popularity and average rating. The latter, average rating, is smoothed using an additive 
smoothing in the same way as we did in the experiments of Chapter 4 (Section 4.8.2). 
Figure 5.6 shows the difference in observed precision between these three algorithms and 
random recommendation, whereas the comparison in terms of true precision is depicted 
in Figure 5.7. The first, second and third row of both figures refers to the relative effec-
tiveness of total popularity, relevant popularity and average rating, respectively. 
Observed precision 
Let us focus first on the observed precision of these recommendation algorithms, i.e. in 
Figure 5.6. We see that they present quite a similar behaviour than maximum observed 
precision (see top row of Figure 5.5), namely, they grow with the communication level in 
general, and with the relevance-prone telling bias once that such level is fixed. This similar 
behaviour is especially remarkable in the case of relevant popularity. Moreover, its abso-
lute precision values are very close to the maximum ones (we note this when comparing 
the curves for different sharing priors, using the right graphs of both figures, and also in 
the dark blue tone of the corresponding colour maps). The patterns of total popularity 
are also quite similar to the ones of the optimal observed ranking, however, it does not 
reach so high precision levels – although not for a great difference – and it is even worse 
than random (red colour in the colour map and a negative value in the curves) when the 
communication is low and biased towards non-relevant items. 
Average rating presents some more differences. For instance, it seems that the com-
munication level does not favour so much this recommendation algorithm as popularities 
(note that in the right curve graph of the third row of Figure 5.6 the curves corresponding 
to the sharing priors 0.9 and 0.8 are not so high with respect to the other priors as the 
ones of total and relevant popularity in the first and second rows of Figure 5.6, respec-
tively). This is probably because average rating does not depend so much on discovery 
distribution as on relevance distribution (as it happened with true optimal ranking), and 
the latter is the same in all simulations. We will compare in more detail average rating and 
relevant popularity later.  
True precision 
The differences between these three popularity variants arise when we compare them in 
terms of true precision (see Figure 5.7). Total popularity (first row) results to be once 
again quite an unreliable option. We indeed corroborate here our conclusions of previous 
chapter, where we stated that the effectiveness of this recommend mainly depends on the 
sign of the comparison 𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙) > 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙), namely, on whether relevant 
items are more discovered than non-relevant ones or less.  As we showed in the previous 
Section 5.3.1, discovery biases are mainly determined by the communication ones, and 
then the sign of the previous comparison is equivalent to the sign of the following one: 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) > 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙). Thus, we observe that red color dominates in 
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the left top triangular matrix (corresponding with 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) <
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙)) while the right bottom zone (𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) >
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙)) is mainly blue.  Remind that red indicates negative values and blue 
indicate positive ones, so precision of total popularity is below or above random on each 
side of the diagonal. In fact, the darkest colours (both red and blue) are reached in the top 
left and bottom right corners, when the difference between 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙) is bigger.  
This trend of total popularity is explained because in a relevance-biased communica-
tion, the number of total ratings of each item will correlate with the number of users who 
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80 Chapter 5. Popularity biases derived from social network dynamics 
like each item. Thereby liked items become statistically more popular, causing an increase 
in the resulting true precision of total popularity recommendation. In the opposite case, 
the items with most ratings (predominantly negative) are not liked by many users, yet they 
get recommended by total popularity. 
Relevant popularity on the other hand is more robust against this trend: it is almost 
insensitive to the relevance bias for 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) < 0.5, since the precision curves for 
such low levels of global communication (right graph of the second row of Figure 5.7) run 
almost constant and high with respect to 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙). They are indeed quite close 
to the maximum true values, as we can note by comparing these curves with the ones in 
the second row of Figure 5.5. This makes sense, since the lower the communication levels, 
the lower the bias of discovery distribution, and therefore the items are discovered (and 
thus rated) to similar extent. In this situation of low discovery bias, relevant popularity can 
correctly identify the relevant items by correlation with positive ratings. Even if 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) < 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙), true precision is still good because negative rat-
ings are ignored by this variant, for which the only thing that matters is the correlation 
between relevance and relevant rating.  
However, when the communication level grows, the discovery becomes biased, and 
in this situations sharing non-relevant items above a certain degree can harm relevant pop-
ularity: the curves corresponding with high sharing priors (𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛) > 0.5) indicate 
a poor performance (even worse than random) when 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) is low. This hap-
pens because, due to the sharing bias against relevance, those items which are not liked by 
many users are the most discovered ones. They can thus get enough positive ratings to 
surpass other more relevant items, for which relevance remains more unobserved due to 
the great discovery bias. 
Regarding average rating (last row of Figure 5.7), it is the only popularity-based algo-
rithm that remains always above random recommendation (in terms of true precision), no 
matters how strong the communication biases are. However, observing the patterns of the 
colour map and the curves, we can note that it is somehow affected by similar trends as 
the ones of relevant popularity. Namely, with high sharing priors and a communication 
bias against relevance, its effectiveness decreases, moving away from the maximum true 
precision values. This decrease is nevertheless smaller than in relevant popularity, and in-
deed the precision values of average rating seem to be consistently higher than the ones of 
relevant popularity, closer to the maximum ones. 
6.3.2.3. Relevant popularity vs. average rating 
In order to verify this last observation about the differences between average rating and 
relevant popularity, in Figure 5.8 we explicitly report such differences in terms of observed 
(top) and true (bottom) precision. We use again a colour map and a curve graph that 
follow the same structure and meaning as in the previous figures. The only difference is 
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that, this time, the values depicted are the average rating precision less the precision of 
relevant popularity.   
Looking at the bottom row, we can corroborate that all displayed values are positive. 
Hence, in terms of true precision, average rating is always the best option. Its advantage 
is indeed larger when users mainly talk about what they dislike (columns in the colour 
map show a darkening from down to top), probably because this behaviour pattern is 
particularly harmful with relevant popularity. 
However, that situation is not what we will measure if we only have observed preci-
sion to compare, as is the case of most offline experiments. If we take a look to the top 
graphs of Figure 5.8, we note that observed precision is reporting quite the opposite mes-
sage than true precision: average rating is indeed marked as worse right where it is really 
much better. In particular, high communication (and thus discovery) levels seem to un-
fairly reward relevant popularity, increasing its apparent advantage to average rating (the 
curves taking negative values are the darkest ones, corresponding with highest sharing 
priors). This confirms once again the theoretical results of Chapter 4, where we already 
proved that discovery biases promote the emergence of contradictions between observed 
and true metrics, mainly because they cause an unfairly reward in the observed performance 
of relevant popularity. 
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Figure 5.8. Difference between average rating and relevant popularity, in terms of 
true and observed 𝑷@𝟏𝟎. 
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82 Chapter 5. Popularity biases derived from social network dynamics 
Before moving to analyse the rating bias effects, let us try to summarize the main 
observations of this section. First, observed precision is mainly dominated by sharing 
(discovery) biases, and more specifically by the communication level. In fact, the observed 
precision values of all recommendation algorithms, but especially of popularities, in-
creases with the bias of discovery distribution, as well as with relevance-prone sharing 
trends.  
On the contrary, maximum true precision is not altered by any sharing decision pat-
tern. However, high discovery levels, combined with biases against relevance, might dis-
tort the real popularity-based recommendations’ performance making some of them ob-
taining worse results than even random. Average rating is the recommendation algorithm 
which presents most robustness against this kind of trends. It is indeed above the other 
two options in all the situations, in terms of true precision. Regarding the comparison 
total vs. relevant popularity, the latter is clearly a much more reliable option, both in terms 
of observed and true precision.  
Finally, an important highlight that arises from the previous two paragraphs is once 
again the existing contradiction between observed and true metrics. In the simulated ex-
periments of this section, they present the opposite behaviour with regard to the commu-
nication level (i.e. discovery bias distribution): observed precision wrongly rewards rec-
ommendations when this level is high, whereas what is really happening is that they are 
performing worse. Moreover, the observed reward is mainly focused on relevant popu-
larity, making it appears better than average rating, when it is the latter which is indeed 
being more robust to the effect of large discovery biases. 
5.4 Rating bias 
We now move to analyse how user behaviour biases in rating decision might affect the 
algorithms’ performance. As we did before, we may pretend to study in isolating these 
effects, by neutralizing any potential discovery bias. However, a perfect neutralization is 
not possible with our simulation framework. We can remove relevance dependency by 
assigning 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) = 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙), but the item dependency still re-
mains as far as different items are discovered by the first time at different moments, and 
therefore some items have more time to be discovered than others. This gives rise to a 
biased discovery distribution, whose bias is determined by the communication level, as 
we verify in previous Section 5.3.1.  The lower the sharing prior, the smaller the discovery 
distribution bias, and thus, the closer to (but without reaching) a situation of neutral dis-
covery. Note that this is not an artificial behaviour, in real scenarios is practically impos-
sible to observe a complete flat discovery distribution (i.e. all items being discovery to the 
same extent). 
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Therefore, we shall be careful with simply assigning both previous probabilities 
𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) and 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, ¬𝑟𝑒𝑙) to 1, since then the high communication level 
will bias the discovery distribution and might significantly alter the results. For this reason, 
apart from the previous extreme diffusion setting we will also consider a scenario with a 
flatter discovery distribution by assigning a lower communication rate of 0.5. 
Extreme diffusion level 
Figure 5.9 shows the recommendations’ effectiveness in the case of extreme diffusion 
level, in terms of observed and true precision. All values represent the difference with the 
effectiveness of random recommendation. In the graphs, we vary 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) 
and analyze the resulting curves for fixed values of 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛). This time we remove 
the corresponding colour maps since they do not contribute with any finding which can-
not be appreciated with the curves.  
The first obvious trend is that observed precision (left colum of Figure 5.9) of all 
recommendation algorithms, including the optimal one, grows with the bias towards 
rating relevant items. This is because, for a fixed total number of generated ratings (the 
simulation stopping condition), the bias of the relevant rating distribution 
𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖) increases with 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙). And as pointed out earlier, the bias 
of 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖) increases the maximum observed precision. To be precise, we proved 
that it increases with the bias of the relevant discovery distribution 𝑝(𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙|𝑖), but an 
analogous result aplied to 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖) can be derived if we develop the demostrations 
of Chapter 4 (Section 4.7.3) before introducing discovery distribution. 
This effect is not observed in true precision (right colum of Figure 5.9). As in the 
discovery bias study, maximum true precision does not depend on any rating decision 
bias, since it is mainly dominated by the releance distribution (which is the same in all 
simulations). However, and quite paradoxically, the true precision of popularities and 
average rating degrades with the positive rating bias (the curves display a decreasing 
trend). This is explained by a non-trivial interaction between a viral network effect and 
the exclusion of already rated items, as we explain next. 
The communication setting in these experiments is of extreme diffusion, giving rise 
to a strong biased discovery (and thus rating) distribution, as we verify in Section 5.3.1. 
In other words, some few items will accumulate a comparatively high number of ratings. 
Moreover, due to item exclusion, these most rated items will be excluded from the 
rankings offered to all the users who have rated them. As 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) grows, 
only users liking these top viral items will rate them, excluding such items from their 
rankings. The more relevant the item, the more rated it is, but only by users who like it. 
The number of relevant ratings of these items will thus increase, so any recommendation 
algorithm that considers such number as usefull signal will try to recommend them, and 
only will be able to do it for those users who actualy do not like them. Consequently, the 
true precision of this algorithm will decrease. Note that this is a special situation where  
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Figure 5.9. Difference of optimal and popularity-based recommenders with ran-
dom recommendation, in terms of observed and true 𝑷@𝟏𝟎, and under a scenario 
of extreme diffusion, i.e. 𝒑(𝒕𝒆𝒍𝒍|𝒔𝒆𝒆𝒏, 𝒓𝒆𝒍) = 𝒑(𝒕𝒆𝒍𝒍|𝒔𝒆𝒆𝒏,¬𝒓𝒆𝒍) = 𝟏. 
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recommending acording to the underlying total relevance distribution 𝑝(𝑟𝑒𝑙|𝑖) is not 
optimal and, due to item exclusion, items that are unknown mainly by users who like them 
are better candidates than others with a higher relevance probability. 
Unfortunately, most recommendation algorithms use the number of relevant ratings 
to some extent, in particular the three popularity-based recommendations that we are 
considering (total popularity also does it because the number of total ratings usually 
presents certain positive correlation with the number of relevant ratings) . Average rating 
is once again the algorithm which seems more robust against this phenomenon, by 
manteining a large distance from random.  
Note also that, in the case of relevant popularity, an increase in the rating level 
produces and notable improvement on its true precision: darker curves are clearly above 
the rest. The reason is that, for a given 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) value, if we increase the rating 
prior, we are increasing the number of non-relevant ratings per item. Relevant popularity 
ignores this value and keeps recommending the same items (those with most relevant  
ratings), but the extra negative ratings avoid failures to this method. Thus, this time  the 
most popular items are not going to be recommeded to those new users who have rated 
them with a negative value, and that otherwise would have produced a decrease in 
precision. In the case of average rating and total popularity this effect is not observed 
(dark curves are mixed with clear ones), since they do indeed consider the number of 
negative ratings to some extent and the recommendations may change when increasing 
such number. 
We already predicted the effects descrived in previous paragraphs in Chapter 4 
(Section 4.7.3) when stating that, in general, items with a high 𝑝(𝑠𝑒𝑒𝑛|¬𝑟𝑒𝑙, 𝑖) and a low 
𝑝(𝑠𝑒𝑒𝑛|𝑟𝑒𝑙, 𝑖) are preferable in terms of true precision. If we substitute 𝑠𝑒𝑒𝑛 by 𝑟𝑎𝑡𝑒𝑑 
the statemente is also true, and means that it is better to recommend items rated by users 
that do not like them (since this avoids failures) and unknown by users who do like them 
(since this causes successes).   
Moderate diffusion level 
Now, let us see what happen when we consider a lower communication level. Figure 5.10 
shows the recommendations’ observed and true performance in such case. We see that 
the paradoxical effect of the positive rating bias in the true precision of popularity-based 
variants disappears (right column of Figure 5.10). Now, in fact, there is no dependence on 
the bias in relevant popularity and average rating, making them closer to maximum true 
values. The reason is that, in this experiment, the diffusion is not so strong, giving time to 
all items to be discovered (and thus rated), and producing a less biased discovery and rating 
distributions. The more even rating distribution reduces in turn the effects of item exclusion 
described before, since now most relevant items are not so broadly excluded, and lets true 
precision being governed by the full relevance distribution. In other words, recommending 
most relevant items is this time a good option.  
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Figure 5.10. Difference of optimal and popularity-based recommenders with ran-
dom recommendation, in terms of observed and true 𝑷@𝟏𝟎, and under a moder-
ate communication level: 𝒑(𝒕𝒆𝒍𝒍|𝒔𝒆𝒆𝒏, 𝒓𝒆𝒍) = 𝒑(𝒕𝒆𝒍𝒍|𝒔𝒆𝒆𝒏,¬𝒓𝒆𝒍) = 𝟎. 𝟓. 
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Despite the correlation between relevant rating and relevance (the most relevant the 
item, the most users will rate it with a positive rating), the average rating seems to identify 
the relevant items slightly better than does relevant popularity, probably due to its stronger 
dependency on the relevance distribution. Regarding the true precision of total popularity, 
it does depend on the ratio of positive vs. negative ratings, and this is clearly shown in the 
corresponding graphic, where in fact precision steps up as soon as 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) 
> 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙).  
Finally, the observed precision of recommendation algorithms (left colum of Figure 
5.10) increases with 𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙), as in the extreme communication case, because 
it raises the bias of 𝑝(𝑟𝑎𝑡𝑒𝑑, 𝑟𝑒𝑙|𝑖) distribution. 
5.5 Networks effects 
As we have seen in the previous section, in addition to the effect of individual users’ 
behaviour, further network effects as the diffusion speed may emerge from social-level 
dynamics, which end up affecting algorithm’s performance.  
Now, we examine whether the network structure can be another factor that alters the 
observed dynamics and thus the recommendation algorithms’ behaviour. For this pur-
pose, we run the same simulation on a Barabási-Albert graph (Barabási & Albert 1999) 
with the same number of nodes (users) and edges (friendship links) as in the Facebook 
dataset.  
The network structure only intervenes in the sharing decision process, constraining 
the friends with which a user can talk about an item. Consequently, it might directly alter 
the shape of the discovery distribution, but any influence it could have on the rating dis-
tribution is due to the dependence between rating and discovery (users can only rate what 
they know). For this reason, we collapse discovery and rating by assigning 
𝑝(𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙) = (𝑟𝑎𝑡𝑒𝑑|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙)  =  1. Moreover, we take a configuration of 
extreme communication level (i.e. 𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛, 𝑟𝑒𝑙)  =  𝑝(𝑡𝑒𝑙𝑙|𝑠𝑒𝑒𝑛,¬𝑟𝑒𝑙)  =  1). In 
other words, users share and rate everything they discover. The reason of this last assign-
ment is that, intuitively, the constraint in the maximum number of contacts per user (i.e. 
the influence of the network structure) must be more noticeable on those situations where 
users try to talk more often with their friends.  
Thus, Figure 5.11 shows the positive rating, discovery and relevance distributions ob-
tained when running the simulation with the previous parameter configuration and using 
as social network structure the Facebook data (left) and the Barabási-Albert graph of equiv-
alent proportions (right). The 𝒙 axis of both graphs corresponds to the items, sorted by 
the number of users who have discovered them. Each dot shows the ratio of users who 
like (red), have discovered (green), and have rated positively (yellow) the corresponding 
item. 
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The most remarkable aspect to point out is that discovery distribution is steeper when 
using the artificial Barabási-Albert graph (right) than with the real one of Facebook (left). 
In the case of the Barabási-Albert network, the best-known items have been discovered 
by almost all users, and indeed only around 500 items are known by some user. The rest 
have not been discovered at all. The distribution is also biased in the Facebook graph, but 
even the most known items still present a margin to new potential findings, and more than 
1000 items have been discovered to some extent. This different bias in the discovery dis-
tribution implies that the information travels faster on the preferential attachment model 
of Barabási-Albert. In addition, the shape of the green distribution, with two elevations 
that are not present in the corresponding curve of the Facebook graph, seems to suggest 
the existence of two quite differentiated clusters of users. 
Note also that discovery is neutral with respect to relevance in this configuration 
(hence the green and red plots do not show correlation). The positive rating distribution 
correlates with discovery because the more an item is discovered (and thus rated, under 
the collapse between discovery and rating) the more chances it gets to obtain a relevant 
rating.  
Figure 5.12 shows the effect of this in the resulting precision. The results in terms of 
true precision do not differ significantly between the two types of graphs, except for the 
inversion between total popularity and random, but both algorithms are quite proximal in 
the two cases and it is most likely due to chance. Also, the true difference between relevant 
popularity and average rating slightly increases when changing to Barabási-Albert graph, 
probably because the viral effect is stronger in this graph, and average rating is more robust 
against it, as we have seen in previous section.  
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Figure 5.11. Positive rating, discovery and relevance distributions – i.e. 
𝒑(𝒓𝒂𝒕𝒆𝒅, 𝒓𝒆𝒍|𝒊), 𝒑(𝒔𝒆𝒆𝒏|𝒊) and 𝒑(𝒓𝒆𝒍|𝒊) respectively – obtained with different 
social network structures: Facebook data (left) and a Barabási-Albert graph of 
equivalent dimensions (right).  
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Notwithstanding, the most relevant result of Figure 5.12 refers to observed precision. 
Thus, we can see that average rating is below relevant popularity when using Facebook 
social network structure, but above it when we change to the Barabási-Albert model. This 
implies that the contradiction between observed and true precision that exists on Face-
book (observed precision is telling that relevant popularity is better when average rating 
is indeed obtaining the higher true precision), disappears in the other graph. In other 
words, with the network structure of Facebook (unfortunately the one that comes from 
a real social network), in an offline evaluation experiment we would have wrongly con-
cluded that relevant popularity is the algorithm which performs the best, whereas using 
the Barabási-Albert graph we would have got it right and determined that average rating is 
better.  
We conclude therefore that the social network structure can be decisive when evalu-
ating recommender systems in a social environment, it might distort the results to the 
point of misleading the determination of the best algorithm.  
5.6 Conclusions 
In this chapter, we have extended the rating generation probabilistic model of Chapter 4 
to include the transfer of item information between users. Moreover, we have incorpo-
rated to the model a series of dynamics and action sequences that allow us to simulate the 
generation of ratings in a social network scope.  
By such simulation, we have been able to recreate several scenarios of mixed depend-
encies between discovery, relevance and items, and study the behaviour of recommender 
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Figure 5.12. Recommenders’ performance obtained using as social network a Fa-
cebook data (left) and a Barabási-Albert graph of equivalent dimensions (right).  
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systems on these situations. The main conclusions arisen from this study are summarized 
below:  
• Observed precision, for both optimal and popularity-based recommendations, grows 
with behaviours that favour a biased relevant rating distribution. Thus, it increases 
with the discovery bias (i.e. high communication priors) as well as with the relevance-
prone rating and sharing biases. On the contrary, maximum true precision does not 
seem to depend on any bias, neither sharing nor rating user behaviours affect their 
value. It depends mainly on the relevance distribution, and thus is not affected by 
rating or discovery biases. 
• How quickly the information spreads across the social network may significantly 
affect the true performance of popularity-based recommendations. If the difussion 
is too fast, a combinacion of dependecies (fom relevance in one hand, and from first 
discovered items in the other) bias the discovery distribution providing with 
misleading signals to algorithms, which fails in their recommendations. For instance, 
viral propagation enhances the effects of item exclusion, so combining it with a bias 
towards rating liked items results in a counterintuitive decrease of true precision. 
However, average rating is once again the most robust recommendation algorithm 
against all these behaviours, confirming the theoretical findings of Chapter 4. 
On the contrary, when the communication bias is moderate, average rating and rele-
vant popularity tend to ignore biases, behaving in a similar way as the optimal rank-
ing.   
• Regarding the comparison between the three popularity-based variants, we have ver-
ified the general trends that we deduce for mixed dependence scenarios in previous 
chapter. That is, in terms of true precision, average rating is above relevant popularity 
in all the studied situations, thus establishing itself as the best popularity-notion de-
spite observed precision is very often telling quite the opposite message.  Regarding 
total popularity, it is confirmed in all the configurations and experiments as a very 
poor and fragile recommendation algorithm comparing with relevant popularity. In-
deed, one of the most obvious conclusions of this chapter and the previous one is 
that, if we choose to recommend by popularity defined as the number of ratings of 
each item instead of its average rating, we must focus on relevant ratings. 
• Viral propagation boosts observed precision of all recommendation algorithms, but 
quite especially that of relevant popularity, which quite often results in a disagreement 
between measured and true precision when comparing this algorithm with average 
rating. This implies once again that the typical results we are observing in common 
offline experiments, and that place relevant popularity well above average rating, 
must be revised and re-evaluated with unbiased relevance samples. Otherwise, the 
rating data we are using to evaluate might be distorted by discovery biases and pro-
ducing wrong evaluation outcomes.  
5.6 Conclusions 91 
• The social network structure may significantly alter the information spread dynamics, 
and therefore the discovery distribution and the algorithms’ behaviour. We have seen, 
for instance, that real social networks seem to moderate the diffusion level, and thus 
its consequences on popularity. 
 
 
 
 
  
 
 
Chapter 6 
6 Popularity biases in the nearest 
neighbours approach 
After analysing the potential effectiveness of majority-based rankings as recommendation 
criteria, and the possible popularity biases in offline evaluation, we now turn to analyse 
and seek a better understanding of the potential popularity bias in collaborative filtering.  
We empirically illustrated such biases with examples in Chapter 2. We now seek a formal 
confirmation and a deeper explanation for the biases. 
We do so for a specific and possibly best-known collaborative filtering algorithm: k 
nearest neighbours (kNN). Our approach is based on a full probabilistic formalization of 
the kNN scheme, upon which we will evidence the structural presence of (different vari-
ants of) popularity – in (different variants of) kNN. A substantial part of the work pre-
sented in the current chapter was published in Cañamares and Castells (2017a).  
6.1 The nearest neighbour approach 
As we already introduced in Chapter 3, the 𝑘 nearest neighbours (kNN) approach belongs 
– together with matrix factorization – to the group of collaborative filtering methods. 
Namely, it employs the manifested opinions of other users, and the similarities that they 
present with the own user appraisals, to guess her preferences over those items she has 
not interacted with. Then, these guessed preferences will be used by the algorithm to rank 
the items and produce the final recommendation.  
Using the notation 𝑟(𝑢, 𝑖) introduced in Chapter 2 to refer to the observed rating by 
a user 𝑢 for an item 𝑖, let us denote by ?̂?(𝑢, 𝑖) the score function computed by the system 
to rank the items. Note that ?̂?(𝑢, 𝑖) is not necessarily a rating prediction, it could be any 
function that aims to guess the preference level of a user over an item, and that therefore 
may be used to rank the items. We also use the convention 𝑟(𝑢, 𝑖) = 0 to indicate 𝑟(𝑢, 𝑖) 
is unknown to the system. 
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Using previous notation, the most common formalization of the kNN ranking func-
tion is given by the following expression: 
?̂?(𝑢, 𝑖) = 𝐶 ∑ 𝑠𝑖𝑚(𝑢, 𝑣)𝑟(𝑣, 𝑖)
𝑣∈𝑁𝑘[𝑢]
 (6.1) 
where 𝐶 is a normalizing constant whose typical values we comment later; 𝑠𝑖𝑚(𝑢, 𝑣) is a 
similarity function that quantifies how close the opinions of two users are; and 𝑁𝑘[𝑢] is 
a subset (neighbourhood) of 𝑘 users who have been selected based on their suitability as 
advisors to 𝑢. In practice, 𝑁𝑘[𝑢] is formed by the most similar users of 𝑢 in terms of 
𝑠𝑖𝑚(𝑢, 𝑣), but nothing prevents us from selecting such neighbourhood using any other 
criterion.  
Translating Equation 6.1 to words, kNN estimates the preference level of the target 
user 𝑢 to a specific item 𝑖 as a weighted sum of her neighbours’ ratings (neighbours means 
users with some level of similarity with 𝑢), where the weight of each rating is the similarity 
between the corresponding neighbour and the user. Note that the underlying assumption 
of kNN is that users with similar choices in the past may enjoy similar items in the future, 
an assumption that we will discuss later. 
Another possibility for modelling this assumption is to take an item-oriented ap-
proach, and estimate ?̂?(𝑢, 𝑖) as a weighted sum of other ratings of 𝑢, weighting each rating 
value by the similarity between the recipient item of the rating and 𝑖: 
?̂?(𝑢, 𝑖) = 𝐶 ∑ 𝑠𝑖𝑚(𝑖, 𝑗)𝑟(𝑢, 𝑗)
𝑗∈𝑁𝑘[𝑖]
 (6.2) 
Regarding the similarity function, there are numerous and different ways to define it, 
both for users and items. The most commonly used are the cosine function and Pearson 
correlation. In this chapter we are going to use the cosine similarity as a frame of refer-
ence. Such similarity is defined as: 
𝑠𝑖𝑚(𝑢, 𝑣) =
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
√∑ 𝑟(𝑢, 𝑗)𝑗∈ℐ
2√∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ
2
 
(6.3) 
𝑠𝑖𝑚(𝑖, 𝑗) =
∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰
√∑ 𝑟(𝑣, 𝑖)𝑣∈𝒰
2√∑ 𝑟(𝑣, 𝑗)𝑣∈𝒰
2
 
(6.4) 
A final point of variation in the schemes described by Equations 6.1 and 6.2 is the 
value of the constant 𝐶. Most of the literature (including popular surveys as the ones 
published by Adomavicius & Tuzhilin in 2005 or Ning et al. in 2015) reports taking a 
normalized value for this constant, in order to convert the sums of Equations 6.1 and 6.2 
into weighted averages, namely, make the rating weights add to 1. This normalization 
makes it possible to consider the resulting score ?̂?(𝑢, 𝑖) as prediction of the rating value 
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that the user 𝑢 would have assigned to the item 𝑖. Thus, for the user-based approach such 
normalizing value is given by: 
𝐶 = 1 ∑ |𝑠𝑖𝑚(𝑢, 𝑣)|
𝑣∈𝑁𝑘[𝑢]: 𝑟(𝑣,𝑖)≠∅
⁄  
while for the item-based variant results in: 
𝐶 = 1 ∑ |𝑠𝑖𝑚(𝑖, 𝑗)|
𝑗∈𝑁𝑘[𝑖]: 𝑟(𝑢,𝑗)≠∅
⁄  
Another value recently considered for this constant consists on simply taking 𝐶 = 1 
for both user-based and item-based versions. We will refer to the first option as normal-
ized kNN and use the term non-normalized for the second one. As we introduced in 
Chapter 2, numerous recent experiments show that non-normalized variants are generally 
more effective than normalized ones at the item ranking task (Aiolli 2013, Cremonesi et 
al. 2010, Vargas & Castells 2014). Indeed, the extended use of the latter come from the 
recommender systems origins, when the recommendation task was considered as a rating 
prediction – instead of an item ranking – task.   
The main limitation of the previous kNN schemes is their heuristic nature. In fact, 
heuristic is a name often used to refer to them (Adomavicius & Tuzhilin 2005). Thus, the 
kNN formulation is supported by the intuition we introduce before (users with similar 
behaviour in the past should have similar behaviour in the future) and its empirical effec-
tiveness, but it does not arise from a formal justification. Consequently, it is not possible 
to explain the kNN behaviour in a principled way, neither its effectiveness nor its potential 
connection with popularity.  
To address this issue, in the following section we propose a probabilistic representa-
tion of all the previous heuristic variants (user-based, item-based, normalized and non-
normalized). A representation that allows us to connect such algorithms with the different 
popularity variants. Thus, we will find that some variants present a structural bias towards 
relevant popularity whereas others are guided by average rating. 
6.2 A probabilistic formulation of kNN 
We start our derivation of a probabilistic kNN variant by modelling the dynamics that 
govern user-item interactions as random processes in a sampling space. Accordingly, let 
us consider the (abstract) set Ω of all potential interactions between user and items that 
might take place at the next unit time. In Figure 6.1, we represent this set Ω as an urn in 
order to facilitate the explanation. Now let us suppose that we can estimate the probability 
that each interaction takes place at the next moment, and that we sample one interaction 
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from the urn according to such probability. Let us call 𝑈:Ω → 𝒰 and 𝐼: Ω → ℐ the ran-
dom variables representing, respectively, the user and the item involved in the selected 
interaction.  
Before continuing with the formalization, we shall point out first an important as-
sumption regarding the way we interpret interactions. Let us consider that at every point 
in time there is one item that each user likes the most, an item that she would choose 
above the rest to interact with. We shall assume that interactions faithfully reflect this 
ideal user-item pair, namely, that users always choose to interact with the item that max-
imizes their satisfaction.  
Using these previous assumptions, we may therefore redefine the recommendation 
goal as, given a target user, ordering the set of items by the probability that the item will 
be the one selected by the user to interact with in the next moment. Formally, target items 
𝑖 ∈ ℐ must be ranked by the probability 𝑝(𝐼 = 𝑖|𝑈 = 𝑢) for every target user 𝑢 ∈ 𝒰. 
Thus, according to the hypothesis that interactions reflects the selection of the most sat-
isfying option, this ranking must maximize the satisfaction of a user who browses it top-
down.   
The recommendation problem is therefore reduced to estimating 𝑝(𝐼 = 𝑖|𝑈 = 𝑢). 
In the next sections we will derive different versions of kNN by marginalizing such prob-
ability by other user (or item) – the neighbor.   
6.2.1 User-based kNN 
Let us consider now another (this time concrete) set Ω̂ of all observed past user-item 
interactions. We similarly represent it as an urn (see Figure 6.1) from which we select 
another interaction. This time, to explain the probability of each interaction to be selected 
we consider a point in the past when none of the past interactions have been observed, 
and for which our past interactions are thus the future ones. At this point, we can consider 
 
Figure 6.1. Visual representation of the sample space used in the probabilistic 
kNN formulation. 
  𝐼(target user)  𝑈
Future user choices urn ΩPast user interactions urn Ω̂
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the probability of each interaction taking place at the “next moment” and that is the prob-
ability we use to sample in the past urn Ω̂. Let us denote as  : Ω̂ → 𝒰 and  : Ω̂ → ℐ the 
user and the item involved in such sampled past interaction, respectively.  
Given these two urns, we first estimate 𝑝(𝐼 = 𝑖|𝑈 = 𝑢) by 𝑝(𝐼 = 𝑖|𝑈 = 𝑢,  = 𝐼). 
Namely, we assume that the item of both future and past sampled interactions is the same 
(i.e.  = 𝐼). In this context the condition  = 𝐼 is quite vague, since it only states that some 
undefined user   chose item 𝐼 at some undefined moment in the past. Thus, we do not 
expect it largely modifies the original probability, whereas it helps us to establish a con-
nection between   and  𝑈: both have rated (or will rate) the same item. Later, this con-
nection will be useful in order to arise to the kNN structure. Now, under the condition 
 = 𝐼, we can substitute 𝐼 by  :  
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ~ 𝑝(𝐼 = 𝑖|𝑈 = 𝑢,  = 𝐼) = 𝑝( = 𝑖|𝑈 = 𝑢,  = 𝐼) (6.5) 
Applying the law of total sum and marginalizing the previous expression by all the 
potential values of   – the neighbour – i.e. by all other users, we have:  
𝑝(𝐼 = 𝑖|𝑈 = 𝑢)  
~ 𝑝( = 𝑖|𝑈 = 𝑢,  = 𝐼)
= ∑𝑝( = 𝑖| = 𝑣, 𝑈 = 𝑢,  = 𝐼) 𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼)
𝑣∈𝒰
∼ ∑𝑝( = 𝑖| = 𝑣) 𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼)
𝑣∈𝒰
 
(6.6) 
In the last step we apply the following independence assumptions to the first term of 
the sum: 
𝑝( = 𝑖| = 𝑣, 𝑈 = 𝑢,  = 𝐼) ~ 𝑝( = 𝑖| = 𝑣,  = 𝐼) ~ 𝑝( = 𝑖| = 𝑣) 
Namely, we first remove the condition 𝑈 = 𝑢 because we assume that there is not 
observed interaction between 𝑢 and 𝑖 (otherwise 𝑖 would not be a candidate to be recom-
mended). Then we remove the condition  = 𝐼 for the same reasons that we use to add 
it in the first step of Equation 6.5: in absence of more conditions it does not seem to 
particularly modify the probabilities. 
The second term in the sum of Equation 6.6, 𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼), represents the 
probability that user 𝑣 interacted in the past with the item that user 𝑢 has interacted now. 
This term can be rewritten as: 
𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼) =
𝑝( = 𝑣, 𝑈 = 𝑢,  = 𝐼)
𝑝(𝑈 = 𝑢,  = 𝐼)
 
 =
𝑝( = 𝑣, 𝑈 = 𝑢,  = 𝐼)
∑ 𝑝( = 𝑤,𝑈 = 𝑢,  = 𝐼)𝑤∈𝒰
 
(6.7) 
98 Chapter 6. Popularity biases in the nearest neighbours approach 
where we apply first the formula for conditional independence and then the law of total 
sum for the denominator.  
6.2.2 Estimation from observed data 
We now use the rating values to estimate the probabilities appearing in Equations 6.6. 
Thus, we assume that the probability of picking a specific user-item pair when sampling 
in the past urn Ω̂ (i.e. the probability of such user-item interaction taking place at a mo-
ment in the past) is proportional to the rating value assigned by this user to this item. 
Namely: 
𝑝( = 𝑗,  = 𝑣) ∼ 𝑟(𝑣, 𝑗) ∑∑𝑟(𝑤, 𝑘)
𝑘∈ℐ𝑤∈𝒰
⁄  
where we divide by the sum of all rating values in order to obtain a correct probability 
that sums 1 in Ω̂. Note that if some pair user-item (𝑣, 𝑗) do not have a rating present in 
observed data we simply define 𝑟(𝑣, 𝑗) = 0 in such situation. Thus, directly from previous 
estimate of 𝑝( = 𝑗,  = 𝑣) we can provide an expression for the first term of Equation 
6.6: 
𝑝( = 𝑖| = 𝑣) ∼ 𝑟(𝑣, 𝑖) ∑𝑟(𝑣, 𝑗)
𝑗∈ℐ
⁄  (6.8) 
In order to provide an estimate of the second term (developed in Equation 6.7), we 
first must develop the probability 𝑝( = 𝑣, 𝑈 = 𝑢,  = 𝐼) as follows: 
𝑝( = 𝑣, 𝑈 = 𝑢,  = 𝐼) =∑𝑝( = 𝑣, 𝑈 = 𝑢,  = 𝐼 = 𝑗)
𝑗∈ℐ
 
 = ∑𝑝(𝑈 = 𝑢, 𝐼 = 𝑗) 𝑝( = 𝑣,  = 𝑗)
𝑗∈ℐ
 
where the last step holds because extracting a pair in the first urn is an independent event 
from extracting other in the second one.  
Now, we approximate the probability distribution 𝑝(𝑈 = 𝑢, 𝐼 = 𝑗) defined over the 
future urn Ω,  by the equivalent distribution defined over the past urn Ω̂.  Namely, 
𝑝(𝑈 = 𝑢, 𝐼 = 𝑗) ~ 𝑝( = 𝑢,  = 𝑗) ∼ 𝑟(𝑢, 𝑗) ∑ ∑ 𝑟(𝑤, 𝑘)𝑘∈ℐ𝑤∈𝒰⁄ . This implies the as-
sumption that preference trends are consistent over time, that they will not vary in the 
future. This is a strong assumption, but one that is common in non-context-aware rec-
ommendation algorithms, and kNN in particular. 
Replacing 𝑝(𝑈 = 𝑢, 𝐼 = 𝑗) and 𝑝( = 𝑣,  = 𝑗) with their corresponding estimates, 
𝑝( = 𝑣, 𝑈 = 𝑢,  = 𝐼) results into:  
𝑝( = 𝑣, 𝑈 = 𝑢,  = 𝐼) ∼
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
(∑ ∑ 𝑟(𝑤, 𝑘)𝑘∈ℐ𝑤∈𝒰 )2
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Then, using the development of Equation 6.7, the expression for the second term of 
Equation 6.6 is given by: 
𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼) ∼
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
∑ ∑ 𝑟(𝑢, 𝑗)𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰
 (6.9) 
Note that the term (∑ ∑ 𝑟(𝑤, 𝑘)𝑘∈ℐ𝑤∈𝒰 )
2 shall appear both in numerator and de-
nominator and have been therefore cancelled. Now, replacing both terms (Equations 6.8 
and 6.9) in Equation 6.6 we obtain: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∼ 𝐶∑
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ
 
𝑣∈𝒰
𝑟(𝑣, 𝑖) 
where 𝐶 = 1 (∑ ∑ 𝑟(𝑢, 𝑗)𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝑈 )⁄  does not depend on 𝑖 and can be therefore 
considered as constant given the user 𝑢. Consequently, we finally arrive to the following 
expression to the ranking function: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∝ ∑
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ
 𝑟(𝑣, 𝑖)
𝑣∈𝒰
 (6.10) 
If we compare previous expression with Equation 6.1, we can see that it defines a 
user-based kNN where the similarity function is given by: 
𝑠𝑖𝑚(𝑢, 𝑣) =
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ
= 𝑝(𝑈 = 𝑢,  = 𝐼| = 𝑣) (6.11) 
In fact, we can add the term ∑ 𝑟(𝑢, 𝑗)𝑗∈ℐ  to the denominator of the similarity and the 
resulting ranking will be exactly the same, since this term does not depend on 𝑖. By adding 
such term, we would obtain a similarity that looks quite like a cosine (as in Equation 6.3), 
only using 𝐿1 norm instead of 𝐿2. We have thus managed to formulate the ranking func-
tion of a common user-based kNN as a probability. In particular, we have developed a 
non-normalized variant, since it is equivalent to Equation 6.1 with 𝐶 = 1. 
We may now want to restrict the sum over all users to a subset of neighbours of 𝑢 
(𝑁𝑘[𝑢]), as happens in Equation 6.1. Formally, this implies adding a new condition to the 
original probability, 𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∼ 𝑝(𝐼 = 𝑖|𝑈 = 𝑢,  ∈ 𝑁𝑘[𝑢]) and, consequently, 
to all the probabilities that appear in Equation 6.6.  
𝑝(𝐼 = 𝑖|𝑈 = 𝑢)  
∼ ∑ 𝑝( = 𝑖| = 𝑣,  ∈ 𝑁𝑘[𝑢]) 𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼,  ∈ 𝑁𝑘[𝑢])
𝑣∈𝑁𝑘[𝑢]
 
In practice, in the previous mathematical development we only need to change the 
subscripts of the sums over users, i.e. change 𝑣/𝑤 ∈ 𝒰 by  𝑣/𝑤 ∈ 𝑁𝑘[𝑢]. Thus, the final 
ranking function defined by Equation 6.10 remains the same but summing on 𝑣 ∈ 𝑁𝑘[𝑢] 
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instead of on 𝑣 ∈ 𝒰. The value 𝐶 = 1 ∑ ∑ 𝑟(𝑢, 𝑗)𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝑁𝑘[𝑢]⁄  is still constant on 
𝑖 and can be therefore removed again: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∝ ∑
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ
 𝑟(𝑣, 𝑖)
𝑣∈𝑁𝑘[𝑢]
 
In our experiments, similarly to heuristic kNN, we shall consider neighbour selection 
based on the highest values of the similarity 𝑠𝑖𝑚(𝑢, 𝑣), which in our case corresponds to 
𝑝(𝑈 = 𝑢,  = 𝐼| = 𝑣) (see Equation 6.11). 
6.2.3 Normalized variant 
Just as we restricted the set of users 𝑣 to 𝑁𝑘[𝑢], we may consider any other subset of 𝒰. 
In particular, we can restrict   to those users that have been seen interacting with 𝑖: for-
mally 𝑝(𝐼 = 𝑖|𝑈 = 𝑢)  ∼ 𝑝(𝐼 = 𝑖|𝑈 = 𝑢, 𝑟( , 𝑖)  ≠ ∅). Modifying the sums over users 
of Equation 6.10 to include this new constraint we obtain the following expression:  
𝑝(𝐼 = 𝑖|𝑈 = 𝑢)
∼ ∑ 𝑝( = 𝑖| = 𝑣, 𝑟( , 𝑖)  ≠ ∅) 𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼, 𝑟( , 𝑖)  ≠ ∅)
𝑣∈𝒰
𝑟(𝑣,𝑖) ≠∅
∼ 𝐶∑
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ
∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ
 𝑟(𝑣, 𝑖)
𝑣∈𝒰
 
(6.12) 
where 𝐶 = 1 ∑ ∑ 𝑟(𝑢, 𝑗)𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰:𝑟(𝑤,𝑖) ≠∅⁄ . In the last step we remove the con-
straint 𝑟(𝑣, 𝑖)  ≠ ∅ in the subscript of the external sum since it does not alter the result, 
i.e. it is implicit in the product by 𝑟(𝑣, 𝑖) which is 0 is 𝑣 have not rated the item 𝑖. Note 
that this time we cannot remove constant 𝐶 because it depends on item 𝑖.   
Now, the numerator of the similarities (the term ∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ ) divided by 𝐶 
sums 1 over different neighbors, similar in structure to the heuristic normalized kNN 
(except for the term ∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ  in the denominator). Neighbor selection can be 
introduced in a similar way as in the non-normalized variant, simply replacing the 
subscripts 𝑣/𝑤 ∈ 𝒰 by 𝑣/𝑤 ∈ 𝑁𝑘[𝑢]. 
6.2.4 Item-based kNN 
In order to obtain an item-based development of the term 𝑝(𝐼 = 𝑖|𝑈 = 𝑢), the previous 
analysis can be conducted following an item-oriented approach. For that purpose, we shall 
start by inverting the user and the item in the initial ranking function: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) = 𝑝(𝐼 = 𝑖)
𝑝(𝑈 = 𝑢|𝐼 = 𝑖)
𝑝(𝑈 = 𝑢)
∝𝑢 𝑝(𝐼 = 𝑖) 𝑝(𝑈 = 𝑢|𝐼 = 𝑖) 
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In the last step we remove the term 𝑝(𝑈 = 𝑢) since it is constant over the different 
items and thus does not affect the ranking. 
Now we address the formalization of the term 𝑝(𝑈 = 𝑢|𝐼 = 𝑖) in a similar way that 
we did with 𝑝(𝐼 = 𝑖|𝑈 = 𝑢) in the user-based version. First, we assume that the user 
involved in both future and past sampled interactions is the same. Namely, we add the 
condition  = 𝑈. Again, we consider that such event  = 𝑈, that states the user 𝑢 has 
rated another undefined item at some point in the past, does not provide meaningful 
information and therefore may not significantly modify the probability 𝑝(𝐼 = 𝑖|𝑈 = 𝑢). 
Under the condition  = 𝑈, we can substitute 𝑈 by  : 
𝑝(𝑈 = 𝑢|𝐼 = 𝑖) ~ 𝑝(𝑈 = 𝑢|𝐼 = 𝑖,  = 𝑈) ~ 𝑝( = 𝑢|𝐼 = 𝑖,  = 𝑈) 
Now marginalizing 𝑝( = 𝑢|𝐼 = 𝑖,  = 𝑈) by all the potential neighbours 𝑗, and 
applying similar independence assumptions as in the user-based version we obtain:  
𝑝(𝐼 = 𝑖|𝑈 = 𝑢)  
~ 𝑝(𝐼 = 𝑖) 𝑝( = 𝑢|𝐼 = 𝑖,  = 𝑈)
= 𝑝(𝐼 = 𝑖)∑𝑝( = 𝑢|  = 𝑗, 𝐼 = 𝑖,  = 𝑈) 𝑝( = 𝑗| 𝐼 = 𝑖,  = 𝑈)
𝑗∈ℐ
∼ 𝑝(𝐼 = 𝑖)∑𝑝( = 𝑢|  = 𝑗) 𝑝( = 𝑗| 𝐼 = 𝑖,  = 𝑈)
𝑗∈ℐ
 
(6.13) 
Estimating each of the probabilities appearing in previous expression from observed 
ratings – in the same way we documented in Section 6.2.2 – we get: 
𝑝(𝐼 = 𝑖) = ∑ 𝑟(𝑤, 𝑖)
𝑤∈𝒰
∑∑𝑟(𝑤, 𝑘)
𝑘∈ℐ𝑤∈𝒰
⁄  
𝑝( = 𝑢|  = 𝑗) = 𝑟(𝑢, 𝑗) ∑𝑟(𝑣, 𝑗)
𝑣∈𝒰
⁄  
𝑝( = 𝑗| 𝐼 = 𝑖,  = 𝑈) =
𝑝( = 𝑗, 𝐼 = 𝑖,  = 𝑈)
∑ 𝑝( = 𝑘, 𝐼 = 𝑖,  = 𝑈)𝑘∈ℐ
=
∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰
∑ ∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑘)𝑣∈𝒰𝑘∈ℐ
 
And then, the final expression for 𝑝(𝐼 = 𝑖|𝑈 = 𝑢) using this item-based variant is: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∝ (∑𝑟(𝑣, 𝑖)
𝑣∈𝒰
)∑
∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰
∑ ∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑘)𝑣∈𝒰𝑘∈ℐ
·
𝑟(𝑢, 𝑗)
∑ 𝑟(𝑣, 𝑗)𝑣∈𝒰𝑗∈ℐ
𝑗≠𝑖
 
∝ 𝐶∑
∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰
∑ 𝑟(𝑣, 𝑗)𝑣∈𝒰
𝑟(𝑢, 𝑗)
𝑗∈ℐ
 
(6.14) 
with 𝐶 = ∑ 𝑟(𝑣, 𝑖)𝑣∈𝒰 ∑ ∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰𝑗∈ℐ⁄ . 
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Now we see that this formulation presents analogies with the heuristic item-based 
kNN (Equation 6.2) if we consider the following similarity.  
𝑠𝑖𝑚(𝑖, 𝑗) =
∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰
∑ 𝑟(𝑣, 𝑗)𝑣∈𝒰
= 𝑝(𝐼 = 𝑖,  = 𝑈| = 𝑗) 
One difference with cosine similarity is that now we cannot add the term ∑ 𝑟(𝑣, 𝑖)𝑣∈𝒰  
to the denominator because it depends on the item 𝑖. Such term is actually multiplying 
the whole expression, since it appears in the numerator of 𝐶. However, the denominator 
∑ ∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰𝑗∈ℐ  is compensating this difference to some extent.   
As in the user-based variant we may restrict the sums over items to some specific 
subset, as the closest neighbours of  𝑖 and/or those items already rated by target user 𝑢. 
This will result in a modification of the sum subscripts, replacing 𝑗 ∈ ℐ by 𝑗 ∈ Nk[𝑖] or 
𝑗 ∈ ℐ: 𝑟(𝑢, 𝑗) ≠ ∅, respectively. Or combining both restrictions if we so wish: 𝑗 ∈ Nk[𝑖] ∶
𝑟(𝑢, 𝑗) ≠ ∅. Note that these modifications also affect the constant 𝐶. In fact, the re-
striction to already rated items (by target user 𝑢) gives rise a normalized variant of the 
Equation 6.14 – as it happened with the user-based kNN version – precisely because the 
numerator of the similarities divided by the denominator of constant 𝐶 sums 1 over items:  
𝐶 = ∑ 𝑟(𝑣, 𝑖)𝑣∈𝒰 ∑ ∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰𝑗∈ℐ:𝑟(𝑢,𝑗)≠∅⁄ . 
6.2.5 Smoothing 
We found in our experiments that smoothing the probability estimates of the similarity 
functions slightly improves empirical results. Specifically, for user-based version we tested 
Bayesian smoothing with Dirichlet prior (Büttcher et al. 2010) on the terms described by 
Equation 6.11, i.e. the probabilities 𝑝(𝑈 = 𝑢,  = 𝐼| = 𝑣). For this probability the Di-
richlet prior is 𝑝(𝑈 = 𝑢,  = 𝐼) ∝ ∑ ∑ 𝑟(𝑢, 𝑗)𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰 / ∑ ∑ 𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰 , so 
the final estimate results in: 
𝑝(𝑈 = 𝑢,  = 𝐼| = 𝑣) ∼
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ + 𝜇
′ 𝑝(𝑈 = 𝑢,  = 𝐼)
∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ + 𝜇′
 
∝
∑ 𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)𝑗∈ℐ + 𝜇
∑ ∑ 𝑟(𝑢, 𝑗)𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰
∑ ∑ 𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰
∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ + 𝜇
 
(6.15) 
where we redefine 𝜇 = 𝜇′ ∑ ∑ 𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰⁄ . This smoothing applies both to the nor-
malized and the non-normalized variants, since both use the probability 
𝑝(𝑈 = 𝑢,  = 𝐼| = 𝑣) as similarity function and neighbour selection criterion. 
Similarly, in the case of item-based variants we smoothed the analogous probability 
𝑝(𝐼 = 𝑖,  = 𝑈| = 𝑗) using 𝑝(𝐼 = 𝑖,  = 𝑈) as prior estimate:  
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𝑝(𝐼 = 𝑖,  = 𝑈| = 𝑗) ∼
∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰 + 𝜇
∑ ∑ 𝑟(𝑣, 𝑖)𝑟(𝑣, 𝑗)𝑣∈𝒰𝑗∈ℐ
∑ ∑ 𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰
 
∑ 𝑟(𝑣, 𝑗)𝑣∈𝒰 + 𝜇
 
(6.16) 
In the experiments of Section 6.4.2 we will empirically analyse the effect of varying 
the smoothing parameter 𝜇, as well as propose and justify taking as default value 𝜇 =
1
|𝒰|
∑ ∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ𝑣∈𝒰 . 
6.3 Popularity bias and the neighbour hypothesis 
As we already mentioned in Section 6.1, the main intuition underlining kNN formulation 
is that similar users in the past will remain being similar in the future. This consistency 
over time is needed by essentially any recommendation approach, since all of them use 
past user interactions to predict future interests. However, hidden in previous statement 
is one more subtle assumption, that for each user there are indeed some users more similar 
than others, that there is some level of dependency or clustering between users. Other-
wise, similarity would be as informative as random association.  
In this section we formally prove that when this assumption is not met, namely, when 
we have user independence, the different kNN variants are reduced to popularity-based 
recommendations. This reveals the connection between popularity and kNN we were 
looking for.   
6.3.1 User-based bias 
The user independence assumption formally means that 𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼) ∼
 𝑝( = 𝑣) for all 𝑣 and 𝑢. Let us see why it is so before studying how it affects to the 
behaviour of the user-based kNN variant. According to the estimations of Section 6.2.2, 
the previous probabilities present the following expressions: 
𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼) ∝∑𝑟(𝑢, 𝑗)𝑟(𝑣, 𝑗)
𝑗∈ℐ
 
𝑝( = 𝑣) ∝∑𝑟(𝑣, 𝑗)
𝑗∈ℐ
 
Therefore, the equivalence between both values implies that the intersection of 𝑣 and 
𝑢 is proportional to the ratings of 𝑣. In other words, that there is not any special connec-
tion between both users – that they do not tend to rate the same or distinct items. Their 
preferences coincide to the same extent they would under a random rating assignment. If 
this happens for all 𝑣 and 𝑢 pairs, then there is not any level of clustering or user depend-
ency – the situation we want to represent.  
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Now, introducing the assumption 𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼) ∼  𝑝( = 𝑣) in Equation 
6.6 results in: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∼ ∑𝑝( = 𝑖| = 𝑣) 𝑝( = 𝑣)
𝑣∈𝒰
= 𝑝( = 𝑖) 
Thus, under this assumption we are approximating the ranking function 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) by the probability that a random user picks the item 𝑖, 𝑝( = 𝑖), which 
may be indeed understood as a natural notion of item popularity. This means that popu-
larity represents a more inexact approximation of 𝑝(𝐼 = 𝑖|𝑈 = 𝑢) than kNN, inasmuch 
as the former relies on an extra independence assumption. However, to the extent that 
𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼) becomes independent from the user 𝑢 and gets closer to 
𝑝( = 𝑣),  popularity would be a better approximation of 𝑝(𝐼 = 𝑖|𝑈 = 𝑢). In other 
words, kNN reduces to popularity-based recommendation in the absence of any depend-
ence between the user preferences.  
On the contrary, when the conditional distribution  𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼) diverges 
from the neighbour prior 𝑝( = 𝑣), popularity becomes a worse approximation of 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢). In such situations, it is expected that kNN performs better, since it pre-
sents a more exact development of the previous probability. 
Regarding the specific value for the probability 𝑝( = 𝑖), it may be estimated from 
observed data applying equivalent estimations to the ones of Section 6.2.2 as: 
 𝑝( = 𝑖) ∼
∑ 𝑟(𝑣, 𝑖)𝑣∈𝒰
∑ ∑ 𝑟(𝑤, 𝑗)𝑗∈ℐ𝑤∈𝒰
∝ ∑𝑟(𝑣, 𝑖)
𝑣∈𝒰
 
In other words, we estimate 𝑝( = 𝑖) as the sum of ratings of 𝑖. Note that this is not 
exactly the definition of popularity that we are handling since we are considering the num-
ber of ratings and not the sum. However, it seems sensible to assume that both values 
present a high correlation and that, therefore, ranking by one is practically equivalent to 
ranking by the other. Actually, that is exactly the case if we consider binary relevance, 
since then the sum of ratings of an item is the same as its relevant popularity. 
To sum up, the probabilistic formulation evidences that there is a structural connec-
tion between the user-based non-normalized kNN variant and relevant popularity, and 
justifies why pairwise user dependence is a determining factor for kNN to perform better.  
6.3.2 Normalized variant bias 
In the scope of the normalized variant, the pairwise user independence means that 
𝑝( = 𝑣|𝑈 = 𝑢,  = 𝐼, 𝑟( , 𝑖)  ≠ ∅) ∼ 𝑝( = 𝑣| 𝑟( , 𝑖)  ≠ ∅) for all 𝑣 and 𝑢. In other 
words, we only worry about the dependences between the users that take part in the 
probabilistic development of the normalized variant, i.e. those that have rated 𝑖. The be-
haviour of the rest of users is not considered by such version of kNN, and therefore does 
not have influence in the result. 
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Introducing the user independence condition in Equation 6.12, we get: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∼ ∑𝑝( = 𝑖| = 𝑣, 𝑟( , 𝑖)  ≠ ∅) 𝑝( = 𝑣| 𝑟( , 𝑖)  ≠ ∅)
𝑣∈𝒰
= ∑𝑝( = 𝑖,  = 𝑣| 𝑟( , 𝑖)  ≠ ∅)
𝑣∈𝒰
∼ ∑𝑟(𝑣, 𝑖)
𝑣∈𝒰
∑ ∑𝑟(𝑣, 𝑗)
𝑗∈ℐ 𝑣∈𝒰
 𝑟(𝑣,𝑖) ≠∅
⁄  
Thus, this time the relevant popularity of the item – represented by ∑ 𝑟(𝑣, 𝑖)𝑣∈𝒰  – is 
divided by an extra term ∑ ∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ 𝑣∈𝒰:𝑟(𝑣,𝑖) ≠∅ . If each item has been rated by highly 
and moderately active users to the same extent, i.e. the terms  ∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ  are not too 
different from one item to other, then ∑ ∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ 𝑣∈𝒰:𝑟(𝑣,𝑖) ≠∅  is approximately pro-
portional to the number of users who have rated the item 𝑖. That means that  
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) is equivalent to the quotient between relevant popularity and total pop-
ularity, namely, it is average rating. In order words, when we add the condition 𝑟( , 𝑖)  ≠
∅ to the non-normalized variant we are roughly dividing it by the total popularity of the 
item (the number of users   that have rated it) , moving it closer to average rating. 
Therefore, we reach an important finding here: the normalized and non-normalized 
variants present fundamental different behaviours, the former lies in the distribution of 
average rating whereas the latter is supported by relevant popularity. Moreover, we see in 
Chapter 4 that relevant popularity is unfairly rewarded above average rating in common 
offline experiments. This might explain why normalized variants typically perform worse 
that non-normalized ones and, what is more important, it could be suggesting that the 
real and true sign of the comparison might be exactly the opposite. The experiment of 
Chapter 4 (Section 4.8.3), is a first sign in this line, as it displays a situation where the 
normalized user-based kNN is above the non-normalized one when we compute true 
metric values, but bellow if we only look at the observed values.  
6.3.3 Item-based bias 
In the item-oriented approach, the independence condition is translated to items as fol-
lows: 𝑝( = 𝑗|𝐼 = 𝑗,  = 𝑈) ∼ 𝑝( = 𝑗). Under this assumption, Equation 6.13 be-
comes: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ~ 𝑝(𝐼 = 𝑖)∑𝑝( = 𝑢|  = 𝑗)𝑝( = 𝑗)
𝑗∈ℐ
= 𝑝(𝐼 = 𝑖) 
Thus, similarly to the user-based version, item-based kNN also degrades to relevant 
popularity when the conditional distribution 𝑝(𝐼 = 𝑖| = 𝑖,  = 𝑈) gets closer to the 
prior 𝑝(𝐼 = 𝑖). 
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Regarding the normalized item-based variant, we assume the independence condition 
𝑝( = 𝑗|𝐼 = 𝑗,  = 𝑈, 𝑟(𝑢,  )  ≠ ∅) ∼ 𝑝( = 𝑗| 𝑟(𝑢,  )  ≠ ∅). Then, the resulting rank-
ing function results in: 
𝑝(𝐼 = 𝑖|𝑈 = 𝑢) ∼ 𝑝(𝐼 = 𝑖)∑𝑝( = 𝑢|  = 𝑗, 𝑟(𝑢,  )  ≠ ∅) 𝑝( = 𝑗| 𝑟(𝑢,  )  ≠ ∅)
𝑗∈ℐ
 
  ∝ 𝑝(𝐼 = 𝑖) 
where the last step holds because the sum does not depend on 𝑖 and can be therefore 
removed. Thus, in this case we obtain that the normalized item-based variant is related to 
relevant popularity, and not to the average rating as its normalized user-based counterpart. 
6.4 Empirical observation 
In order to verify the previous trends and analytical results, we now run a series of exper-
iments on MovieLens, Netflix and Last.fm datasets. Datasets that we have been using 
along this thesis to represent common publicly available data and whose dimensions can 
be found in Table 2.1 (Chapter 2). Later in this section we will also use the CM100k 
dataset described in Chapter 4 (Section 4.8.1) to test the behaviour of the algorithms in 
absence of discovery and rating biases. 
6.4.1 General performance 
The first verification of all the previous results that we shall conduct is whether the prob-
abilistic kNN variants are really representative of the heuristic ones, particularly whether 
they obtain an equivalent performance. In order to do that, we implement the non-nor-
malized probabilistic user-based (PUB) and item-based (PIB) variants, as well as their 
corresponding normalized versions (nPUB and nPIB, respectively). For the heuristic 
kNN algorithms we take the implementations of the non-normalized variants – both user-
based (HUB) and item-based (HUB) – provided by the public library RankSys5. Such li-
brary does however not include non-normalized adaptations, so we also implement them 
(nHUB and nHIB for the user-based and item-based approaches, respectively). In all the 
previous heuristic variants we use cosine similarity (see Equations 6.3 and 6.4).  
In total, between the probabilistic and heuristic modalities, we have eight kNN vari-
ants to compare. Note that the neighbourhood size (denoted by 𝑘) is a configuration 
parameter in all of them, so we select the best value (in terms of P@10) of this parameter 
for each version. For that purpose, we conduct a grid search starting with steps of 10 in 
the 10-100 interval, then steps of 100 in 100-1,000, and so forth. Table 6.3 shows the 
                                                 
5 http://ranksys.org  
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resulting neighbourhood size for each kNN variant on each dataset. For all the normal-
ized variants we require a minimum of 5 neighbour ratings for an item in order to be 
recommended, otherwise these variants may suffer the same bias than average rating to-
wards items with very few – but relevant – ratings.  
We found that smoothing the similarity function, as we formalized in Section 6.2.5, 
slightly improves the probabilistic algorithms on Netflix and MovieLens. Table 6.4 dis-
plays the values for parameter 𝜇 (see Equations 6.15 and 6.16) that optimize (again in 
terms of P@10 and with a grid search) the smoothing of each probabilistic version on 
each dataset. We do not include Last.fm since in such dataset the smoothing does not 
significantly modify any probabilistic variant. We will analyse in more detail the effect of 
such smoothing later in Section 6.4.2, where we will also explain how to select a default 
value for this parameter.  
We shall also preprocess the rating values on MovieLens and Netflix to avoid negative 
ratings increasing the sums of kNN, as if they indicated positive preference. Otherwise, 
and item with a lot of negative neighbour ratings might obtain a higher score than other 
with less but positive ratings. Therefore, we map negative values (values 1, 2 and 3) to 0, 
ratings with value 4 to 1 and ratings with value 5 to 2. This is not necessary on Last.fm, 
since it is a register of music playcounts and does therefore not contain negative prefer-
ences.  
As a frame of reference, in this comparison we also include non-personalized recom-
mendation algorithms: random recommendation, relevant popularity and average rating 
(numeric, not binary). Similar to the case of normalized kNN variants, in the recommen-
dation by average rating we only consider as candidates those items with more than 5 
ratings. Finally, we include matrix factorization as a top-performing reference. We take 
the implementation provided by RankSys with 𝑘 = 20 factors, 𝛼 = 1, and 𝜆 = 0.1. Re-
garding the number of iterations, we take 20 iterations on MovieLens and Last.fm, and 
 HUB PUB HIB PIB nHUB nPUB nHIB nPIB 
MovieLens  50 50 100 100 10 20 10 40 
Netflix 100 100 100 50 10 10 10 100 
Last.fm 100 500 ∞ ∞ 10 10 10 ∞ 
Table 6.1. Neighborhood size 𝒌 in the kNN configuration on each dataset (𝒌 =
∞ indicates all items are taken as neighbors). 
 PUB PIB nPUB nPIB 
MovieLens    90 200  90  1,000 
Netflix 200 20,000 200 20,000 
Table 6.2. Smoothing parameter 𝝁 for each probabilistic kNN variant on each 
dataset. 
 
 
 
 HUB PUB HIB PIB nHUB nPUB nHIB nPIB 
MovieLens  50 50 100 100 10 20 10 40 
Netflix 100 100 100 50 10 10 10 100 
L st.fm 100 500 ∞ ∞ 10 10 10 ∞ 
Table 6.3. Neighborhood size 𝒌 in the kNN configuration on each dataset (𝒌 =
∞ indicates all items are taken as neighbors). 
 PUB PIB nPUB nPIB 
MovieLens    90     200   90   1,000
Netflix 200 20,000 200 20,000 
Table 6.4. Smoothing parameter 𝝁 for each probabilistic kNN variant on each 
dataset. 
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50 iterations on Netflix. These are the same parameter configurations that we employed 
in the experiments of Chapter 2, when we provided context for this thesis. 
To compute the performance of the previous algorithms we divide the rating data in 
training and test sets with a split ratio of 𝜌 = 0.8, as in the preceding chapters. Figures 
6.2 (MovieLens) and 6.3 (Netflix and Last.fm) display such performance in terms of 
P@10 and nDCG@10. The bars representing equivalent heuristic and probabilistic ver-
sions are depicted next to each other for ease of comparison. We use a darker colour for 
the probabilistic versions, and a streaked grey pattern for the non-personalized algorithms 
and matrix factorization. 
We can see that the probabilistic versions present quite a similar performance to the 
corresponding heuristic ones, especially in the non-normalized approach (i.e. PUB vs. 
HUB and PIB vs. HIB). In MovieLens and Netflix, PUB and PIB perform slightly better 
that their heuristic counterparts. In Last.fm PIB is also above HIB (this time with a greater 
margin), but PUB is surpassed by HUB.  
The difference, however, becomes greater when we move to the normalized versions 
(nPUB vs. nHUB and nPIB vs. nHIB). In this case, most of the probabilistic variants 
overcome the heuristic ones (except for nPUB and nHUB on Last.fm) by a considerable 
margin. Note also that normalized approaches perform systematically worse than the non-
normalized ones (again with the exception of nHUB and HUB on Last.fm) as is common 
 P@10 nDCG@10 
 
 
Figure 6.2. Comparative performance of all kNN variants on MovieLens. 
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in this kind of offline experiments. This might be explained by the lower performance of 
average rating compared to popularity. 
 P@10 nDCG@10 
 
Figure 6.3. Comparative performance of all kNN variants on Netflix and Last.fm. 
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110 Chapter 6. Popularity biases in the nearest neighbours approach 
Finally, the best-performing algorithm is matrix factorization, although not by a great 
margin with respect to the best kNN algorithm, particularly on Netflix.  
6.4.2 Smoothing 
As with the neighbourhood size parameter (𝑘), we also carry out a grid search to find the 
optimal order of the smoothing parameter 𝜇 (see Equations 6.15 and 6.16). However, in 
this case such parameter is not delimited and might be as large as we want (𝑘 is limited by 
number of users). Actually, consulting Table 6.4 with the optimal values of such parameter 
on MovieLens and Netflix we observe an incredible wide variation, from 90 in the user-
based variant on MovieLens to 20,000 in the item-based approach on Netflix.  
This parameter sweep can thus be a time-wasting and costly procedure, especially for 
those experiments where kNN is not the main algorithm but a reference point or baseline. 
 
Figure 6.4. Performance of the probabilistic kNN variants – PUB (top-left), PIB 
(top-right), nHUB (bottom-left), nHIB (bottom-right) – for different values of the 
smoothing parameter 𝝁. 
N
o
n
-n
o
rm
al
iz
e
d
0
0.1
0.2
0.3
1 10 100 1000
P
@
1
0
 
𝜇𝑎𝑣 
HUB
0
0.1
0.2
1 10 100 1000
P
@
1
0
 
𝜇𝑎𝑣 
nHUB
N
n
o
rm
al
iz
e
d
User-based Item-based
0
0.1
0.2
0.3
1 10 100 1000
P
@
1
0
 
𝜇𝑎𝑣 
HIB
0
0.1
0.2
1 10 100 1000
P
@
1
0
 
𝜇𝑎𝑣 
nHIB
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Therefore, it would be convenient to have a default value that, even if it is not the exact 
optimal, is close to it and serves as a suggestion of the range we must sweep to find such 
optimal value.    
In Bayesian smoothing with Dirichlet priors, a reasonable and typical default value 
for 𝜇 that produces near-optimal results is the expected value of the smoothed quotient 
denominator (Büttcher et al. 2010). In our case, we are smoothing the probability 
𝑝(𝑈 = 𝑢,  = 𝐼| = 𝑣) – the similarity function – whose denominator is 𝑝( = 𝑣), so 
we suggest using 𝜇𝑎𝑣 =
1
|𝒰|
∑ ∑ 𝑟(𝑣, 𝑗)𝑗∈ℐ𝑣∈𝒰  as a default value. In other words, the av-
erage number (sum) of ratings per user.  
Figure 6.4 shows the effect of varying 𝜇 parameter in the performance of each prob-
abilistic variant on MovieLens. As reference point the accuracy of the heuristic counter-
part is indicated with a horizontal line. Moreover, we highlight with a red vertical line the 
performance obtained by the default value we propose above. One first comment to make 
observing the graphs is that, in all cases, the smoothing drastically improves the perfor-
mance of the non-smoothed option (except for the non-normalized user-based PUB). 
Moreover, such non-smoothed option is indeed always below the heuristic variant. The 
reason of this behaviour is that the different between both probabilistic and heuristic 
variants is roughly that the former uses 𝐿1 norm in the user similarity whereas the later 
users 𝐿2. And in fact, 𝐿2 norm, as far as it operates with root squares, acts as a smoothing 
of 𝐿1 norm. Another aspect to point out is that the default value we propose por the 
smoothing parameter 𝜇 – denoted with 𝜇𝑎𝑣  in Figure 6.4 – is quite close to the optimal 
value in all cases. 
6.4.3 Popularity biases 
We empirically address now the question as to what extent kNN introduces a popularity 
component in its recommendations. We already advanced some results in this line in 
Chapter 2 (Section 2.4) where we represented the number of times each item is recom-
mended versus its popularity, for three different algorithms: the heuristic non-normalized 
user-based kNN, matrix factorization and the optimal personalized recommendation. 
Now we extend such study for the rest of kNN variants, including the probabilistic ones, 
and consider also the bias towards average rating. Thus, Figure 6.5 displays, for each 
(probabilistic and heuristic) user-based kNN variant, the number of times that each item 
appears in the top 10 positions of the ranking (note that there is one ranking per user) 
versus its number of relevant ratings (top) and its average rating (bottom), using Mov-
ieLens dataset. If an item has not been recommended for any user, it is excluded from the 
graph, namely, we have removed the points whose value in the 𝑦 coordinate is 0. Regard-
ing the neighbourhood size of each algorithm, we take all users as neighbours to avoid 
any possible distorting effect. For the same reason, we do not consider any smoothing 
for the probabilistic variants.  
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We can see that both HUB and PUB present a clear bias towards popular items, 
confirming analytical trends of Section 6.3.1. In fact, the top most popular items are the 
most recommended by these two non-normalized user-based variants. Regarding the 
comparison with average ratings, while it is true that most recommended items (those 
with the largest 𝑦 coordinate) present a high average rating superior to 4, the opposite is 
not true, namely, the items with the largest average rating are not necessarily the most 
recommended (remember that items with a 0 in the 𝑦 coordinate are not shown). More-
over, the high average rating presenting by most recommended items is possibly due to 
the fat that on MovieLens, the items with the largest number of relevant ratings present 
also a high average rating (more than 4), as we can verify in Figure 6.8. In other words, 
that the obvious bias that these two algorithms have towards popularity is most probably 
the cause of the vague trend we also observe with average rating. 
We also note that both HUB and PUB present quite a similar shape, a further argu-
ment in support of the probabilistic version being a representative variant of the kNN 
approach. This similarity is also notable between nHUB and nPUB. Indeed, the bias to-
wards popular items completely disappears in both normalized variants, whereas the bias 
towards average rating becomes more evident (the point cloud of most recommended 
items has moved to the right). Now the items with the largest average rating are quite 
recommended.  These results confirm once again the analytical trends we have derived in 
Section 6.2.3. 
 HUB PUB nHUB nPUB 
 
Figure 6.5. Bias towards relevant popularity (top) and average rating (bottom) of 
the heuristic and probabilistic user-based kNN variants on MovieLens. Each 
point in the plots represents an item, the 𝒙 axis shows the number of relevant 
ratings of the item, and the 𝒚 coordinate is the number of times (i.e. the number 
of users to whom) the item is recommended in the top 10 by the corresponding 
algorithm. 
0
2000
4000
0 2000
Popularity
0
2000
4000
0 2000
Popularity
0
2000
4000
1 2 3 4 5
Average rating
0
3000
6000
0 2000
Popularity
0
3000
6000
1 2 3 4 5
Average rating
0
3000
6000
0 2000
Popularity
0
3000
6000
1 2 3 4 5
Average rating
0
2000
4000
1 2 3 4 5
Average rating
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Let us move now to the item-based variants, whose bias towards popularity and av-
erage rating on MovieLens is depicted in Figure 6.6. We can see that the behaviour of the 
non-normalized versions, HIB and PIB, is quite like the one of their user-based counter-
parts, namely, the popularity bias is also quite strong (particularly in the heuristic variant) 
and the shape of the bias towards average rating is practically the same. However, the 
differences arise when we move to normalized approaches. Thus, the probabilistic one 
(nPIB) is similar in structure to its non-normalized version (PIB), i.e. it is biased towards 
popularity instead towards average rating, as was the case of the equivalent user-based 
algorithms. On the contrary, the heuristic normalization nHIB presents a bias against 
popularity, to the extent that the recommended items are precisely those with less relevant 
ratings. Indeed, the items with more than 500 rating are fully ignored. This might explain 
somehow the poor performance achieved by nHIB on MovieLens, Netflix and Last.fm 
(see Figures 6.2 and 6.3).  The trend towards average rating also disappears, and it is dif-
ficult to find any other bias in this heuristic version. 
6.4.4 Performance in absence of biases 
Let see now what happen when we remove the discovery and rating decision biases that 
most likely interfere in the rating generation process of common available data, as Mov-
ieLens, Netflix and Last.fm datasets. There is a possibility that such biases could be arti-
ficially increasing the user dependencies, beyond the ones purely caused by different user 
tastes. For instance, users targeted by the same marketing campaigns would be impelled 
to discover the same items and, therefore, to rate them. In such situation, kNN might be 
 HIB PIB nHIB nPIB 
 
Figure 6.6. Bias towards relevant popularity (top) and average rating (bottom) of 
the heuristic and probabilistic item-based kNN variants on MovieLens. The 𝒙 
and 𝒚 axes have the same meaning as in Figure 6.5. 
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leaded by discovery patterns instead of by real preferences, and thus the performance we 
are observing in Figures 6.2 and 6.3 might not be real.  
Consequently, we now repeat the performance analysis and popularity bias study of 
the previous sections, but using as input data the CM100k dataset explained in Chapter 4. 
In this case, no smoothing or minimum is required for normalized kNN versions and 
average rating, since on CM100k all items present roughly the same number of ratings 
(see Figure 4.9 of Chapter 4). The optimal neighbourhood size for all the kNN variants 
is 𝑘 = ∞ (i.e. take all users as neighbours), except for nHIB where we take 𝑘 = 200. We 
configure matrix factorization with 𝑘 = 5, 𝛼 = 10, 𝜆 = 500, and 20 iterations. Finally, 
due to the reduced dimensions of this dataset we repeat the experiment 10 times to 
smooth variance.  
Figure 6.7 displays the performance of the algorithms on CM100k, where all judg-
ments are taken as input data for recommendation algorithms, namely, without differen-
tiating between discovered and non-discovered items (case a of Table 4.1). The first thing 
to note is that the relative performance of all algorithms has substantially decreased com-
pared to the MovieLens dataset, to the point that the best algorithm (matrix factorization) 
is only three times better than random. This can be explained by the flat rating distribution 
of this dataset, which is caused in turn by the absence of discovery and rating decision 
biases. Remember from Chapter 4 that in this scenario  the optimal non-personalized 
recommendation for observed precision ranks items according to 𝑝(𝑟𝑒𝑙|𝑖)𝑝(𝑟𝑎𝑡𝑒𝑑|𝑖) 
 P@10 nDCG@10 
 
Figure 6.7. Comparative performance of all kNN variants on CM100k. 
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(case a of Table 4.4). Thus, by removing the bias of the 𝑟𝑎𝑡𝑒𝑑 distribution we are elimi-
nating one of the two potential sources of divergence between the optimal ranking and 
the random recommendation. The other, however, is still present: the bias of the rele-
vance distribution. Even though it is not so sharp as the one of MovieLens (see again 
Figure 4.9 of Chapter 4), it provides enough relevance signal to obtain some advantage 
from random.  
Another important observation to point out is that all the user-based kNN variants 
are at popularity-level (the item-oriented approaches are even worse). This is what we 
warned about before, that kNN might be reduced to popularity in absence of discovery 
and rating decision biases. Note that this cannot be directly inferred from the formal 
analysis, since some level of dependency between user tastes might be possible even if we 
remove other biases. In other words, that the specific rating values that each user gives to 
their randomly assigned songs could have provided enough information to distinguish 
some users from others. However, that is not the case with CM100k dataset, where such 
user taste signal is not enough for clearly grouping them, for making kNN producing 
better recommendations that the non-personalized popularity approaches. Moreover, it 
seems that matrix factorization is suffering from a similar phenomenon. This makes sense, 
since matrix factorization is also based on detecting patterns in user ratings, including 
those derived from the discovery and rating decision processes.  
Thus, this experiment may suggest that there is not such a strong dependency be-
tween real user preferences as the one we see between the observed ones. Consequently, 
the best algorithms of the state of the art might not be performing as well as we observe 
in common offline experiments. However, CM100k is a dataset of small dimensions and 
more judgments – and perhaps further experiments of similar nature – would be needed 
to confirm these trends. In any case, what these results certainly verify is that the lower 
the level of user dependency, the lower the performance of kNN. 
 MovieLens CM100k 
 
Figure 6.8. Number of relevant ratings (popularity) vs. average rating of each item 
in MovieLens dataset (left) and CM100k dataset (right).  
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Regarding average rating, we can see that it performs slightly better than relevant 
popularity (we already checked this in Section 4.8.2 of Chapter 4). Both criteria, however, 
present quite a similar behaviour in this dataset, as we can verify in Figure 6.8. Such figure 
depicts for each item its number of relevant ratings versus its average rating, on Mov-
ieLens and CM100k. We can see that in CM100k both values are almost proportional, 
and indeed the item with the largest average rating is also the one with the most relevant 
ratings, unlike MovieLens where such item has very few ratings.  
Following the sign of the comparison between average rating and relevant popularity, 
and quite remarkably, the user-based normalized kNN variants slightly outperform their 
 HUB PUB nHUB nPUB 
 
 
 HIB PIB nHIB nPIB 
 
Figure 6.9. Bias towards relevant popularity and average rating the heuristic and 
probabilistic kNN variants on CM100k. The 𝒙 and 𝒚 axes have the same meaning 
as in Figure 6.5. 
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non-normalized counterparts. This atypical behaviour agrees with the analytical trends we 
set out before, where normalized user-based variants align with average rating whereas 
non-normalized ones follow relevant popularity. Such trends can also be confirmed in 
Figure 6.9, where the high correlation between average rating and relevant popularity 
makes all user-based versions and the probabilistic item-based variants present a strong 
dependency with both signals. In the heuristic item-based approach (HIB) the bias to-
wards popularity is weaker, but still there to some extent. On the contrary, nHIB is com-
pletely opposite to popularity (and thus to average rating), which probably explains its 
poor performance in Figure 6.7.  
To sum up, we have seen a comparative disagreement between results of MovieLens, 
Last.fm and Netflix, and the ones of CM100k, particularly regarding the comparison of 
non-normalized vs. normalized kNN variants. Again, the question that arises is whether 
the low performance of normalized kNN variants on typical datasets is real or a conse-
quence of the experimental design.  
6.5 Conclusions 
In this chapter, we have developed a fully probabilistic reformulation of the 𝑘 nearest 
neighbor approach. A formalization of a recommendation method supposes a significant 
achievement in itself, since it provides a better explanation of their properties, strengths 
and potential weaknesses. Moreover, it helps to express the precise hypothesis in which 
the method is supported, and therefore deduce how it would behave if such hypothesis 
were not met.  
In the case of kNN, the probabilistic development has explicitly revealed its connec-
tion with popularity, the initial purpose for which we carried out the formulation. Partic-
ularly, we have proved that non-normalized variants align with relevant popularity 
whereas normalized ones do it with average rating. These different popularity trends sug-
gest a potential explanation of the typical better results obtained by non-normalized kNN 
variants in standard offline experiments. After all, we have proved in Chapter 4 that pop-
ularity-based recommendations are generally rewarded by offline observed metrics, so are 
expected the algorithms that use the popularity signal to some extent. However, in those 
situations where average rating results in a truly better option than popularity – as was the 
case with most of the studied situations of Chapter 4 – we may expect normalized variants 
performing better that non-normalized ones. In fact, that is the comparison result that we 
obtain when evaluating with the rating data of CM100k dataset. A revision of common 
observed results is therefore once again suggested by the analysis and results of this thesis, 
this time regarding the comparison non-normalized vs. normalized kNN variants.  
The formulation has also given rise to other important findings regarding the behav-
iour of kNN, beyond its popularity biases. Thus, we have proved that its effectiveness 
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relies on the level of pairwise statistical dependence between user ratings. When such 
dependency does not exist, kNN is reduced to its corresponding non-personalized trend, 
relevant popularity or average rating. In this line, using CM100k dataset we have seen an 
empirical example where, when we remove the artificial patterns caused by discovery and 
rating decision biases, the remaining relevance dependencies are not enough for kNN to 
outperform popularity. This experiment suggests a new source of potential disagreement 
between observed and real results, a new bias that lies once again on the distortion of the 
observed relevance distribution by discovery and rating decision biases, but focus this 
time on the generation of artificial – in the sense of alien to user tastes – dependencies 
between users. However, we consider the study of this new bias and its effects, as future 
work of this thesis.  
 
 
 
 
 
  
 
 
Chapter 7 
7 Conclusions and future work 
In this thesis we have analysed the role that popularity plays in the recommendation al-
gorithms and evaluation, by studying the behaviour and effectiveness of popularity in its 
different variants, as well as the potential effects of popularity biases in offline experi-
ments. We have carried out a formal analysis of such effectiveness, expressing it as a 
function of discovery, relevance and rating distributions, characterizing and studying dif-
ferent situations based on the dependencies between these three variables. We have fur-
ther delved into the general case without independence assumptions, in the context where 
item discovery mainly takes place through communication in a social network. This way 
we studied how social behaviour may determine the shape of the rating final distribution 
and thus the effectiveness of popularity-based recommendations. Finally, we analyse the 
popularity component in the 𝑘 nearest neighbour collaborative filtering scheme, by de-
veloping a probabilistic formulation of the kNN approach where the connection to pop-
ularity can find a rigorous explanation.  
We now present the main conclusion derived from our research; we summarize the 
work of the thesis and the main contributions arisen from it, and we discuss possible 
research directions to address in future work. 
7.1 Summary and contributions 
We summarize and discuss next the main findings and contributions of this thesis, ad-
dressing the research goals stated in Chapter 1. 
7.1.1 Popularity bias in evaluation 
We have formally proved (Chapter 4) that the bias of the popularity distribution (i.e. the 
distribution of the number of ratings per item) has a direct impact on the observed effec-
tiveness obtained by majority-based recommendation, in particular by relevant popularity. 
We find that the larger the bias the higher the observed difference between popularity-
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based and random recommendation. If this bias is artificially caused by unequal discovery 
levels of items (for instance, due to different advertising actions), the common method-
ology in offline experiments may be wrongly rewarding popularity and making it obtain 
better results than other algorithms, which may be in truth better.  
In fact, we have characterized situations in which this contradiction between ob-
served and true metrics actually happens. Such contradictions arise from artificial discov-
ery biases that are not only based on user’s tastes, but also depend on other particularities 
of the items. Unfortunately, these potential contradictions are not restricted to pure pop-
ularity-based recommendations. We have illustrated how such contradictions can occur 
in the comparison of personalized methods, such as two kNN variants. 
Therefore, our findings suggest that a revision of the offline evaluation results could 
be worthwhile. Evaluation with unbiased data can enable fair comparisons between algo-
rithms in such a way that the effect of popularity distributions (whether favourable or 
counterproductive to recommendation effectiveness) are properly accounted for.   
7.1.2 Popularity variants 
The formal analysis carried out in Chapter 4 has also allowed us to conclude some general 
trends for the comparative effectiveness of the different popularity variants. First, we 
confirmed that relevant popularity is a better option than total popularity for all cases and 
purposes. It is more robust to user behaviours or discovery biases that run against rele-
vance.  
On the other hand, average rating seems to be, as a general trend, a more reliable 
signal than the number of (relevant) ratings. It presents near-optimal results even in such 
atypical situations where behaviours and biases work in opposition to users’ tastes. More-
over, it shows a better performance in expectation in scenarios with mixed dependencies, 
where the discovery of the items depends both on the users’ tastes and the item itself.  
This algorithm has been typically considered as inferior with respect to popularities, 
since its observed accuracy is clearly worse in common offline experiments. But the recent 
discovered reward that offline methodologies give to popularity, together with the analyt-
ical results that claim average rating is a better candidate in terms of true precision, suggest 
we must reconsider this perception and all the conclusions deriving from it. 
7.1.3 A new optimal ranking principle 
Another result arising from the analysis of Chapter 4 is the statement of a new optimal 
ranking principle: the Low prior Discovery Recall Principle (LDRP). It states that, in order 
to obtain the maximum true accuracy (for a non-personalized recommendation algo-
rithm), we should sort the items according to the fraction of users that do not known the 
items yet but that would like them if they were exposed to them. This principle can be 
7.1 Summary and contributions 121 
seen as a revised version of the Probability Ranking Principle (PRP) in Information Re-
trieval (Robertson 1977) considering the particularities of Recommender Systems (and 
the exclusion of rated items from recommendations in particular). 
7.1.4 Popularity as a social process 
In Chapter 5 we empirically verify, in a simulation framework, that social communication 
can play a key role in the formation of popularity distributions and thus, in the perfor-
mance of recommender systems that are exposed to such distributions. We observed in-
deed that increasing the communication level between users produces more biased pop-
ularity distributions, and therefore an increase of the observed performance of popularity 
(including, to a lesser extent, the average rating).  
Interestingly, the effect is quite the opposite in terms of true effectiveness. The three 
popularity variants display poor true performance at extreme diffusion levels. The average 
rating seems the most robust variant against this effect (it is the only one standing above 
random recommendation in all situations), hinting once again the good properties of this 
variant. When the communication level is moderate, both the average rating and relevant 
popularity behave close to the optimal non-personalized recommendation.  
We find that viral propagation can be a source of contradictions between observed 
and true metrics. The average rating achieves a higher true accuracy than relevant popu-
larity in most situations; however, a high diffusion level unfairly rewards the observed 
performance of relevant popularity. In this scenario, the wrong system could be declared 
as the winner.  
The shape of the social network may also significantly influence how effective or 
ineffective popular recommendations are. We have shown examples where certain social 
network structures can boost or slow down the speed and distance at which items reach 
people in the network, thus shaping the discovery distribution and hence the balance be-
tween the variables that determine the performance of popularity in recommendation in 
one way or the opposite.  
7.1.5 Unbiased observation dataset 
The construction of the CM100k dataset (http://ir.ii.uam.es/cm100k) is an additional 
buy-product of this thesis. The dataset presents two special features that distinguish it 
from other public datasets for recommender system evaluation: first, it does not present 
any observation bias – discovery, ratings and relevance knowledge are sampled uniformly 
at random; second, it contains information about the discovery distribution (i.e. what user 
knows what item). These properties together support both unbiased offline evaluation, 
and the recreation of typical biased offline experiments, in such a way that the outcome 
of both methodologies can be compared for the same experiment.  
122 Chapter 7. Conclusions and future work 
7.1.6 Implications in collaborative filtering algorithms 
 The development of a probabilistic reformulation of the 𝑘 nearest neighbour approach 
reveals that in the absence of dependence between users tastes, kNN is reduced to a pop-
ularity-based recommendation. Moreover, depending on the kNN variant, different pop-
ularity variants result: non-normalized kNN becomes relevant popularity, whereas nor-
malized kNN degrades to the average rating. It follows that for different degrees of user-
user (or item-item) dependence, kNN displays different degrees of similarity to (of bias 
towards) the corresponding popularity bias (with full independence leading to full equality 
– in expectation). 
The trend towards some popularity variant can therefore imply a trend in kNN to-
wards the properties we have found and proved for pure popularity. For instance, con-
trary to previous results, we find that normalized kNN can display better accuracy than 
non-normalized kNN in certain unbiased evaluation conditions (mimicking the corre-
sponding comparative patterns between popularity and the average rating). This would 
call for a second look at other state of the art collaborative filtering algorithms –and their 
comparative effectiveness – in a similar – or different – analytical and empirical approach. 
Finally, the probabilistic kNN formulation is in itself a by-product contribution of 
this thesis, since it provides a better explanation of the behaviour of kNN and the hy-
pothesis on which it relies.  The formal version can enable further analysis and principled 
elaborations of the kNN scheme, beyond the work and goals undertaken here. 
7.2 Future work 
The findings of this thesis open the way for many work lines beyond the results presented 
here. We describe some of them in the following subsections. 
7.2.1 Extension of the formal analysis 
The formal analysis developed in Chapter 4 can be extended in many directions. For in-
stance, we analyse the effectiveness of a recommender system in terms of the expectation 
of 𝑃@1. Even though we have empirically checked that the conclusions of our analysis 
generalize to other metrics and cutoffs, an extension which formally models such metrics 
and cutoffs would provide further confidence in the conclusions, and/or show different 
particular outcomes. Likewise, we may want to extent the analysis to personalized recom-
mendation algorithms. After all, the initial expression for the expected precision (Equa-
tions 4.2 and 4.3) applies to any ranking (personalized or not). Similarly, the current anal-
ysis assumes a random partition of the data into training and test sets, but we may consider 
other standard ways to divide the data, such as temporal splits. 
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It is also possible, though challenging, to seek formal answers in the social discovery 
model developed in Chapter 5, using the same random variables, as an alternative or com-
plement to our simulation-based approach. 
Further discovery models and elements could be developed and analysed, such as 
relevance-biased user search, temporal dynamics (e.g. new items and users keep entering 
the system), discovery feedback loops in recommendations, non-static user preferences 
(including effects of social influence in preference formation and propagation), etc.  
7.2.2 Fair evaluation techniques 
The work carried out through this thesis is focused on the analysis and better understand-
ing of the popularity biases and their effects when determining how good a recommender 
system is. Understanding these biases can be a first step to find better means to cope with 
them and thus devise more reliable evaluation techniques. 
7.2.3 Complex biases 
The main object of this thesis is the bias in distributions seen as functions of a single 
independent variable: the item (its popularity, its discovery, its relevance, etc.). Yet more 
complex biases can exist – involving, for instance, two or more variables. In particular, in 
the our probabilistic analysis of kNN we identified a condition involving two variables: a 
target user (or item) and one of its potential neighbours. The effectiveness of kNN as a 
personalized collaborative filtering method relies on the pairwise non-independence be-
tween user ratings (informally, the “similarity” to potential neighbours should not be uni-
formly distributed). The same as popularity relies on non-uniform rating and relevance 
distributions over items, kNN relies on irregularities in the conditional rating and rele-
vance distributions over user pairs. However, the same as the rating distribution over 
items can be artificially biased, the irregularities in user similarities could be likewise caused 
by observational biases, unrelated to user preferences. 
For instance, if some users have been exposed to the same advertising actions, they 
might concentrate their ratings on the same products (those promoted by the campaign), 
thus inflating their similarity in the eyes of the recommendation algorithm. While the real 
opinion of such users is not necessarily playing a role in the creation of this connection 
between them.  
This would motivate future research on more complex biases, such as observational 
biases and distorted system perceptions of dual inter-user and inter-item conditional dis-
tributions.   
7.2.4 User studies 
Chapter 4 theorizes on possible situations and patterns in user behaviour, the processes 
by which they run into experiences, and the influence that user preferences play in these 
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processes. While our analysis does not make any assumption about what patterns are more 
or less likely to occur in reality, appropriate user studies could shed light on this point: 
e.g. to what extent the frequency to discover and provide feedback on a certain experience 
depends – and in what direction – on whether the experience would be positive or nega-
tive, how domain dependent this is, what are common shapes of the discovery and rele-
vance distributions, and so forth. Similarly, a user study to check what trends are observed 
in practice in specific social environments would be highly helpful in the analysis of social 
communication effects studied in Chapter 5. 
Finally, a dataset sharing the especial characteristics of CM100k but with larger di-
mensions would be desirable to confirm (or revise) the results we have reported in this 
thesis. In particular, one with full relevance knowledge where the opinion of every user 
about every item was available would support the computation of exact true metric values 
(rather than estimates).  
 
 
 
 
  
 
 
Appendix A 
A Introducción 
A.1 Motivación 
Desde sus inicios a principios de los 90, los denominados sistemas de recomendación 
(Adomavicius & Tuzhilin 2005) han ido progresivamente extendiendo su presencia en las 
tecnologías de uso diario, hasta suponer hoy en día un elemento familiar para los usuarios 
de aplicaciones, servicios y herramientas de los ámbitos más cotidianos. La mayor parte 
de los usuarios estamos acostumbrados hoy a que Youtube nos recomiende videos rela-
cionados con nuestros intereses, a que Spotify nos sugiera nueva música que escuchar, a 
que Twitter, Linkedin o Facebook nos recomiende contactos con los que conectar, a que 
Google Play nos sugiera aplicaciones para nuestros smartphones o a que cualquier plata-
forma de venta online (Amazon, Fnac, etc.) nos recomiende productos que el sistema 
predice que nos pueden interesar en base a nuestras interacciones previas con la plata-
forma.  
Conceptualmente, un recomendador es un elemento que observa las interacciones 
del usuario con el sistema y trata de adivinar sus intereses para, posteriormente, sugerirle 
nuevas opciones que puedan resultarse útiles o interesantes. Implícita en este concepto 
está la idea de que la satisfacción del usuario será mayor cuanto más personalizadas y 
adaptadas a sus gustos sean las recomendaciones. La investigación en el campo de los 
sistemas de recomendación ha asumido, de alguna manera, esta idea como cierta. Sin em-
bargo, una de las preguntas que motivan esta tesis es: ¿Hasta qué punto necesitamos la 
personalización? ¿Cuánto margen de mejora tenemos entre un enfoque no personalizado 
y uno personalizado? Podemos intuir que las respuestas a estas preguntas pueden ser 
complejas o depender de diversos factores. Dicha complejidad es precisamente el objetivo 
de esta tesis. 
Las alternativas no personalizadas más efectivas típicamente consisten en opiniones 
agregadas de los usuarios que reflejan tendencias mayoritarias – lo que se denomina po-
pularidad (Cañamares y Castells 2018a). Las señales mayoritarias más comunes son el nú-
mero de personas que ha consumido un producto, que ha mostrado aprecio por él, o el 
126 Appendix A. Introducción 
ratio entre los dos valores anteriores. Las sugerencias no personalizadas basadas en popu-
laridad son de hecho bastante utilizadas hoy en día y podemos encontrarlas prácticamente 
en cualquier aplicación que involucre un catalogo masivo de opciones. Servicios como 
Amazon, Youtube, periódicos online, redes sociales, etc., tienen en alguna parte una sec-
ción mostrando las opciones más populares – lo más visto, lo más leído, lo más comprado, 
etc. Más aún, la comunidad investigadora ha descubierto (Cremonesi et al. 2010) que el 
número de personas a las que satisface una opción popular se encuentra en el mismo 
orden de magnitud que las que pueden resultar satisfechas por las mejores recomendacio-
nes personalizadas del estado del arte. De hecho, las recomendaciones basadas en popu-
laridad pueden ser la mejor opción posible en aquellas situaciones en las que los datos de 
interacción disponibles son muy escasos y no proporcionan suficiente información para 
que los algoritmos personalizados produzcan una recomendación satisfactoria para cada 
usuario. 
Desde una perspectiva más amplia, probar (y por tanto recomendar) aquello que gusta 
a más gente puede no ser óptimo, pero parece al menos una idea razonable que puede 
resultar útil en muchos casos. De hecho, la adopción del comportamiento, la opinión o 
los descubrimientos de otras personas resulta útil para beneficiarnos de la experiencia y el 
conocimiento aprendido por otros, para guiarnos en situaciones de incertidumbre, o para 
reducir el coste de elaborar una decisión partiendo desde cero Bandura 1971, Meltzoff & 
Prinz 2002, Miller & Dollard 1979). Es mucho, por tanto, en lo que nos parecemos y, en 
muchos casos, lo que es bueno para unos también lo es para otros. En resumen, tenemos 
mucho en común con la mayoría de nuestros semejantes. 
Incluso cuando decidimos personalizar, recientes investigaciones han descubierto que 
los algoritmos personalizados más efectivos (en particular los métodos de filtrado cola-
borativo) sesgan fuertemente sus recomendaciones hacia opiniones mayoritarias. La po-
pularidad parece por tanto una tendencia de la que no podemos escapar si pretendemos 
conseguir recomendaciones efectivas. Peor aún, las metodologías de evaluación offline 
parecen favorecer la recomendación de opciones populares, lo cual plantea la duda de si 
los algoritmos están siendo adecuadamente comparados y el estado del arte adecuada-
mente establecido. 
Todos estos comportamientos motivan la investigación llevada a cabo en esta tesis 
enfocada en avanzar hacia un mejor entendimiento del efecto de la popularidad en el 
desarrollo, el comportamiento y la evaluación de metodologías de recomendación.  
En resumen, la investigación propuesta en esta tesis aborda las siguientes cuestiones: 
• ¿Es la popularidad una señal realmente eficaz para producir recomendaciones acer-
tadas?  
• ¿Depende la respuesta a la pregunta anterior de la variante de popularidad que se 
considere? Por ejemplo, ¿habría diferencia entre computar la popularidad de un pro-
ducto como el número de personas a las que gusta o que lo consumen frente hacerlo 
como el ratio de consumidores a los que gusta? 
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• ¿Podemos identificar las condiciones fundamentales de las que depende la respuesta 
a las presuntas anteriores? Por ejemplo, ¿Depende la efectividad de la popularidad de 
cómo los usuarios descubren los ítems? ¿O podría depender de su comportamiento, 
es decir, de si son más propensos a manifestar preferencias positivas que negativas? 
• ¿Cómo generaliza esto a los algoritmos de filtrado colaborativo del estado del arte?  
• ¿A la hora de comparar dos o más algoritmos, podría llegar a existir una discrepancia 
entre hacerlo en términos de efectividad medida o en términos de efectividad real? 
Es decir, ¿Podríamos estar declarando como ganador de la comparativa a un algo-
ritmo que no lo es realmente? 
A.2 Objetivos 
En base al contexto y las preguntas formuladas anteriormente, el objetivo general de esta 
tesis consiste en estudiar en qué medida y bajo qué circunstancias la recomendación ba-
sada en popularidad es una técnica efectiva o no. Para avanzar hacia dicho objetivo, el 
trabajo se divide en los siguientes objetivos específicos: 
• O1. Identificar un conjunto reducido de variables aleatorias que posibilite la descrip-
ción de los elementos analizados: distribuciones de popularidad, acierto de la reco-
mendación, descubrimiento de productos, interacciones usuario-ítem, gustos de los 
usuarios y observaciones del sistema. En base a dichas variables aleatorias, formalizar 
la distinción entre el acierto real y observado que consigue una recomendación y 
describir los criterios óptimos no personalizados que maximizan cada uno de estos 
dos tipos de acierto. 
• O2. Identificar escenarios prototípicos que pueden ser descritos en términos de las 
variables aleatorias identificadas y de las dependencias probabilísticas entre ellas, y 
para los cuales sea posible demostrar la efectividad alcanzada por la recomendación 
basada en popularidad, en sus distintas variantes.  
• O3. Verificar los resultados teóricos de forma empírica.  
• O4. Entender formalmente la influencia de la popularidad en los algoritmos de fil-
trado colaborativo. Como mencionamos en la motivación, es bien conocido el sesgo 
que los algoritmos del estado de arte presentan hacia la recomendación de las opcio-
nes populares. Sin embargo, las razones de este sesgo no han sido formalmente ana-
lizadas ni explicadas todavía.  
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A.3 Contribuciones 
El trabajo desarrollado en esta tesis ha dado lugar a varias contribuciones referentes a la 
evaluación de los sistemas de recomendación, contribuciones que resumimos a continua-
ción. 
• Un marco probabilístico que permite el análisis formal del comportamiento y la efec-
tividad de la recomendación. Este marco modeliza los elementos que determinan la 
efectividad de diferentes variantes de la popularidad como variables aleatorias expli-
citas. El comportamiento de la popularidad, y la concordancia de la evaluación offline 
con la efectividad real, pueden por tanto ser enunciados en términos de dependencias 
probabilísticas entre dichas variables.  
• Como parte del análisis formal, enunciamos un nuevo principio que estable cual es 
la mejor recomendación no personalizada posible. Adaptamos para ello el principio 
PRP (Probability Ranking Principle) del campo de la Recuperación de Información 
(Robertson 1977) a la tarea de recomendación, considerando que los ítems ya cono-
cidos por el usuario no son recomendables. Derivamos dicho principio a partir de 
una formalización de la efectividad esperada (observada y real) de un recomendador 
genérico.  
• La descripción de situaciones representativas en términos de dependencias probabi-
lísticas entre variables aleatorias. Así como una demostración formal del rendimiento 
alcanzado en tales situaciones por las distintas variantes de popularidad, comparán-
dolas en términos tanto observados como reales.  
• Nuevos hallazgos con respecto a la efectividad relativa de distintas versiones de po-
pularidad. Mientras que el volumen de observaciones (número de votos) suele pre-
sentar los mejores resultados en experimentos offline típicos, demostramos que el 
volumen de interacciones positivas es una señal más fiable y, más importante aún, 
que el ratio de interacciones positivas (voto promedio) tiende a producir en realidad 
los mejores resultados cuando se evalúa con datos no sesgados.  
• Verificación empírica de la influencia que los fenómenos de difusión de información 
pueden llegar a tener en la distribución observada de la popularidad y, por tanto, en 
el comportamiento y el rendimiento de los recomendadores. En particular, vemos 
que niveles de difusión extremos pueden hacer que la recomendación por populari-
dad obtenga peores resultados que la recomendación aleatoria.  
• Una versión probabilística del algoritmo de vecinos próximos (kNN). La reformula-
ción formal de este algoritmo clásico es útil en sí misma (más allá de su uso en esta 
tesis) pues permite llevar a cabo todo tipo de análisis y mejoras (suavizados, incorpo-
ración de nuevas variables, etc.). En esta tesis nos ha permitido verificar las hipótesis 
en las que se sustenta kNN, esto es, la dependencia entre los gustos de los usuarios. 
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• Demostración formal de la conexión entre kNN y la recomendación por popularidad. 
La reformulación probabilística de kNN que mencionamos anteriormente muestra 
que, en ausencia de dependencias entre los gustos de los usuarios, kNN se reduce a 
popularidad. De hecho, distintas variantes de kNN dan lugar a distintas versiones de 
popularidad. 
• Un nuevo conjunto de datos que contiene valoraciones de usuarios reales sobre can-
ciones. Debido a su proceso de recopilación, dicho conjunto nos permite – a noso-
tros y a la comunidad investigadora – llevar a cabo le evaluación de un algoritmo en 
ausencia de sesgos externos de popularidad, más allá de aquellos que reflejan los gus-
tos reales de los usuarios. Más aún, el conjunto contiene información acerca de la 
distribución de descubrimiento, lo que a su vez permite la recreación de un experi-
mento estándar de evaluación offline donde además están disponibles juicios de re-
levancia extra para computar la efectividad real y compararla con la observada. 
La mayor parte de las contribuciones anteriores se enfocan en el estudio de los sesgos de 
popularidad y sus efectos. El entendimiento de dichos sesgos es un primer paso para 
encontrar mejores formas de lidiar con ellos y, por tanto, desarrollar técnicas de evalua-
ción más fiables (Castells y Cañamares 2018), una de las principales líneas de trabajo 
futuro de esta tesis. 
A.4 Estructura de la tesis 
La tesis se estructura de la siguiente manera: 
• El Capítulo 1 (Introducción) presenta la motivación, los objetivos, las contribuciones 
y las publicaciones relacionadas con esta tesis.   
• El Capítulo 2 (Observaciones preliminares) presenta una revisión preliminar y empí-
rica de la efectividad de la popularidad. En primer lugar, explicamos la tarea de reco-
mendación e introducimos el concepto de popularidad y las posibles interpretaciones 
que tiene. A continuación, comparamos su efectividad con la de otros algoritmos 
representativos del estado del arte y, por último, verificamos la existencia en dichos 
algoritmos de sesgos hacia los productos populares.  
• El Capítulo 3 (Trabajo relacionado) expone y analiza los trabajos y estudios anteriores 
que están relacionados con la popularidad. Introducimos una serie de conceptos re-
lacionados con los sistemas de recomendación y sus evaluación, y agrupamos los 
estudios previos en función del aspecto de la popularidad que abordan.  
• El Capítulo 4 (Sesgos de popularidad en la evaluación de los sistemas de recomenda-
ción) lleva a cabo un análisis formal de la efectividad alcanzada en distintas situacio-
nes por las diferentes interpretaciones de la popularidad. Proponemos un marco pro-
babilístico sobre el cual seguidamente expresamos la efectividad esperada (observada 
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y real) de un algoritmo en términos de una serie de factores que nos permiten carac-
terizar distintas situaciones.  Aplicando la expresión anterior al caso particular de la 
recomendación por popularidad estudiamos los factores de los que su efectividad 
depende. Además, también empleamos la expresión de la efectividad esperada de un 
recomendador para deducir el criterio óptimo no personalizado que maximiza dicha 
efectividad.   
• El Capítulo 5 (Sesgos de popularidad derivados de fenómenos de red social) profun-
diza en una de las situaciones analizadas en el Capítulo 4 mediante la simulación del 
descubrimiento y la interacción con los ítems a través de la comunicación en una red 
social. Observamos cómo diferentes aspectos de la interacción social pueden afectar 
a las observaciones que se encuentran disponibles (como entrada) de los recomenda-
dores y, por tanto, a su efectividad. 
• El Capítulo 6 (Sesgos de popularidad en el algoritmo de vecinos próximos) estudia la 
conexión entre el algoritmo de vecinos próximos (kNN) y la recomendación por po-
pularidad. Para ello, proponemos una reformulación probabilística de este método 
de filtrado colaborativo que, además de mostrar explícitamente su conexión con la 
popularidad, nos permite expresar las hipótesis principales en las que se sustenta 
kNN.  
• El Capítulo 7 (Conclusiones y trabajo futuro) resume el trabajo expuesto en la tesis y 
sintetiza las conclusiones que se derivan de él. Introducimos además las posibles lí-
neas a seguir como trabajo futuro. 
• El Apéndice A contiene la traducción al español del Capítulo 1. 
• El Apéndice B contiene la traducción al español del Capítulo 7. 
A.5 Publicaciones 
El trabajo desarrollado a lo largo de esta tesis ha dado lugar a varias publicaciones en 
congresos internacionales del área de la Recuperación de Información. A continuación se 
listan dichas publicaciones, agrupándolas de acuerdo al capítulo de la tesis con el que están 
relacionadas: 
Publicaciones relacionadas con el Capítulo 4 
Las siguientes tres publicaciones están relacionadas con el análisis formal de la efectividad 
de la popularidad que desarrollamos en el Capítulo 4.     
• R. Cañamares and P. Castells. Should I Follow the Crowd? A Probabilistic Analysis 
of the Effectiveness of Popularity in Recommender Systems. 41st Annual Interna-
tional ACM SIGIR Conference on Research and Development in Information Re-
trieval (SIGIR 2018). Ann Arbor, Michigan, USA, July 2018, pp. 415-424. 
CORE A+ (full paper) 
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Premio a la mejor publicación del congreso. 
• R. Cañamares and P. Castells. From the PRP to the Low Prior Discovery Recall Prin-
ciple for Recommender Systems. 41st Annual International ACM SIGIR Conference 
on Research and Development in Information Retrieval (SIGIR 2018). Ann Arbor, 
Michigan, USA. July 2018, pp. 1081-1084. 
CORE A+ (short paper) 
• R. Cañamares and P. Castells. On the Optimal Non-Personalized Recommendation: 
From the PRP to the Discovery False Negative Principle.  Workshop on Axiomatic 
Thinking for Information Retrieval and Related Tasks (ATIR 2017) at the 40th ACM 
SIGIR Conference on Research and Development in Information Retrieval (SIGIR 
2017). Tokyo, Japan, August 2017. 
Publicaciones relacionadas con el Capítulo 5 
La siguiente publicación aborda la generación de los sesgos de popularidad en el entorno 
de una red social, así como la forma en que dichos sesgos pueden afectar la efectividad de 
la recomendación por popularidad. 
• R. Cañamares and P. Castells. Exploring social network effects on popularity biases 
in recommender systems. 6th Workshop on Recommender Systems and the Social 
Web (RSWeb 2014) at the 8th ACM Conference on Recommender Systems (RecSys 
2014). Foster City, USA, October 2014. 
CORE A+ (full paper) 
Publicaciones relacionadas con el Capítulo 6 
En la siguiente publicación de SIGIR 2017 proponemos una reformulación probabilística 
del algoritmo de vecinos próximos (kNN). Una reformulación que explícitamente expresa 
la conexión de dicho algoritmo con la popularidad. 
• R. Cañamares and P. Castells. A Probabilistic Reformulation of Memory-Based Col-
laborative Filtering – Implications on Popularity Biases. 40th Annual International 
ACM SIGIR Conference on Research and Development in Information Retrieval 
(SIGIR 2017). Tokyo, Japan, August 2017, pp. 215-224. 
Otras publicaciones relacionadas con la tesis 
De acuerdo con la idea de evitar los sesgos de popularidad, así como cualquier otro tipo 
de distorsión que induzca a error en las conclusiones de un experimento de evaluación 
offline, en la siguiente publicación proponemos una metodología experimental para ob-
tener resultados no sesgados. 
• P. Castells and R. Cañamares. Characterization of Fair Experiments for Recom-
mender System Evaluation – A Formal Analysis. Workshop on Offline Evaluation 
for Recommender Systems (REVEAL 2018) at the 12th ACM Conference on Rec-
ommender Systems (RecSys 2018). Vancouver, Canada, October 2018. 
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B Conclusiones y trabajo futuro 
En esta tesis hemos analizado el papel que la popularidad juega en el funcionamiento y la 
evaluación de los algoritmos de recomendación, estudiando el comportamiento y la efec-
tividad que presenta en sus diferentes versiones, así como los posibles efectos de los ses-
gos de popularidad en los experimentos de evaluación offline. Hemos llevado a cabo un 
análisis formal de dicha efectividad, expresándola como función de las distribuciones de 
descubrimiento, relevancia y votos, y caracterizando y estudiando distintas situaciones en 
base a las dependencias entre esas tres distribuciones. Además, hemos profundizado en 
el caso general, en el que no hay asunciones de independencia, en un contexto donde el 
descubrimiento de los ítems tiene lugar principalmente a través de la comunicación en 
una red social. De esta forma hemos estudiado como el comportamiento social puede 
influir en la forma final de la distribución de votos y, con ello, en la efectividad de las 
recomendaciones basadas en popularidad. Finalmente, hemos analizado el componente 
de popularidad en el algoritmo de filtrado colaborativo kNN, desarrollando una formula-
ción probabilística de dicho algoritmo que permite explicar rigurosamente su conexión 
con la popularidad.  
Presentamos ahora las principales conclusiones de nuestra investigación. En primer 
lugar, resumimos el trabajo desarrollado y las principales contribuciones del mismo, y a 
continuación proponemos las posibles líneas de investigación a abordar en el futuro.  
B.1 Resumen y contribuciones 
Resumimos y discutimos a continuación los principales hallazgos y contribuciones de esta 
tesis, abordando los objetivos establecidos en el Capítulo 1. 
B.1.1 Sesgos de popularidad en evaluación 
Hemos probado formalmente (Capítulo 4) que el sesgo de la distribución de popularidad 
(la distribución del número de votos por ítem) tiene un impacto directo en la efectividad 
observada de la recomendación por mayorías, en particular de la popularidad relevante. 
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Así, hemos visto que cuanto mayor es el sesgo, mayor es la diferencia observada entre 
recomendar por popularidad y hacerlo de forma aleatoria. Si dicho sesgo es causado arti-
ficialmente por un nivel desigual de descubrimiento de los ítems (por ejemplo, debido a 
distintas campañas publicitarias), entonces la metodología seguida en los experimentos 
estándar de evaluación offline podría llegar a favorecer injustamente la efectividad de la 
popularidad, haciendo que aparentemente obtenga mejores resultados que otros algorit-
mos que son en realidad mejores.  
De hecho, hemos caracterizados situaciones en las cuales dicha contradicción entre 
los valores observados y reales de las métricas ocurre. Tales contradicciones están relacio-
nadas con sesgos artificiales de descubrimiento que no se basan únicamente en los gustos 
de los usuarios, sino que dependen de otras particularidades de los ítems. Desgraciada-
mente, estas contradicciones no se restringen a las recomendaciones por popularidad pura 
y hemos visto que también pueden ocurrir en la comparación de otros algoritmos perso-
nalizados, en concreto entre dos variantes de kNN. 
Nuestros hallazgos sugieren, por tanto, que podría interesar llevar a cabo una revisión 
de los resultados obtenidos mediante metodologías de evaluación offline. La evaluación 
con datos no sesgados puede permitir comparaciones justas entre algoritmos de tal forma 
que el efecto (ya sea favorable o perjudicial) de las distribuciones de popularidad en la 
efectividad de la recomendación sea adecuadamente tenido en cuenta.   
B.1.2 Versiones de la popularidad 
El análisis formal llevado a cabo en el Capítulo 4 también nos ha permitido concluir algu-
nas tendencias generales acerca de la efectividad relativa de las diferentes variantes de la 
popularidad. En primer lugar, hemos confirmado que la popularidad relevante es una op-
ción mucho más adecuada que la popularidad total en todas las situaciones, ya que resulta 
más robusta frente a comportamientos de usuario y sesgos de descubrimiento contrarios 
a la relevancia.  
Por otro lado, el voto promedio parece ser en general una señal mucho más fiable 
que el número de votos (relevantes o no). Esta opción presenta resultados casi óptimos 
incluso en situaciones atípicas con comportamientos y sesgos contrarios a los gustos de 
los usuarios. Más aún, en esperanza muestra un mejor rendimiento que las popularidades 
en escenarios de dependencias mixtas, donde el descubrimiento de los ítems depende 
tanto de los gustos de los usuarios como del ítem en sí mismo. 
Este algoritmo ha sido considerado inferior a las popularidades, ya que su efectividad 
observada es claramente peor en experimentos offline. Pero la injusta recompensa que las 
metodologías de evaluación offline otorgan a la popularidad, y que hemos demostrado 
formalmente en esta tesis, junto con los resultados analíticos que afirmar que el voto pro-
medio es un mejor candidato en términos de efectividad real, sugieren que debemos re-
considerar esta percepción y todas las conclusiones a las que haya dado lugar. 
B.1 Resumen y contribuciones 135 
B.1.3 Un nuevo principio de ranking óptimo 
Otro resultado que se deriva del análisis llevado a cabo en el Capítulo 4 es el enunciado 
de un nuevo principio de ranking óptimo: el Low prior Discovery Recall Principle 
(LDRP). Dicho principio establece que, de cara a obtener la máxima precisión real (para 
un recomendador no personalizado), debemos ordenar los ítems de acuerdo a la fracción 
de usuarios que no los conocen todavía pero que los considerarían relevantes si lo hicie-
ran. Este principio puede verse como una adaptación del principio PRP (Probability Ran-
king Principle) del campo de la Recuperación de Información (Robertson 1977), a las 
particularidades de los sistemas de recomendación (en particular a la exclusión de los ítems 
ya votados de las recomendaciones). 
B.1.4 La popularidad como proceso social 
En el Capítulo 5 verificamos empíricamente mediante simulaciones que la comunicación 
social puede jugar un papel fundamental en la formación de las distribuciones de popula-
ridad y, con ello, en el rendimiento de los recomendadores que están expuestos a dichas 
distribuciones. Observamos, de hecho, que incrementar el nivel de comunicación entre 
los usuarios produce distribuciones de popularidad cada vez más sesgadas y, con ello, un 
incremento en el rendimiento observado de las popularidades (incluyendo el del voto 
promedio, aunque en menor medida).  
Curiosamente, el efecto es justo el opuesto en términos de efectividad real. Así, las 
tres variantes de la popularidad presentan un rendimiento bastante bajo con niveles de 
difusión extremos. El voto promedio parece ser el más robusto ante este comportamiento 
(es el único que obtiene siempre mayor precisión que la recomendación aleatoria), insi-
nuando una vez más las buenas propiedades de esta variante. Cuando el nivel de comuni-
cación es moderado, tanto el voto promedio como la popularidad relevante presentan un 
comportamiento cercano a la recomendación óptima no personalizada. 
Encontramos, por tanto, que un nivel viral de propagación puede llegar a ser una 
fuente de contradicciones entre valores observadores y reales en las métricas. Así, el voto 
promedio alcanza una efectividad real superior a la de la popularidad relevante en la mayor 
parte de las situaciones analizadas, sin embargo, los niveles altos de difusión benefician 
injustamente el rendimiento observado de esta última, haciendo que obtenga una aparente 
mejor efectividad. En un escenario como el descrito, estaríamos declarando al candidato 
incorrecto como ganador de la comparativa. 
La estructura de la red social puede también influir significativamente en la efectividad 
de las recomendaciones por popularidad. Hemos mostrado ejemplos donde ciertas es-
tructuras de red social pueden acelerar o ralentizar la velocidad a la que los ítems llegan a 
las personas y, con ello, la forma de la distribución de descubrimiento y el equilibro entre 
las variables que determinan el rendimiento de la popularidad como recomendación.  
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B.1.5 Conjunto de datos sin sesgo de observación 
La recopilación del conjunto de datos CM100k (http://ir.ii.uam.es/cm100k) es otra con-
tribución importante de esta tesis. Este conjunto presenta dos características especiales 
que lo distinguen de otros conjuntos de datos públicos disponibles para la evaluación de 
sistemas de recomendación: en primer lugar, no presenta sesgos de observación – la in-
formación de descubrimiento y relevancia es muestreada de forma uniforme y aleatoria – 
y, en segundo, contiene información acerca de la distribución de descubrimiento, esto es, 
acerca de qué usuarios conocen qué ítems. Ambas propiedades juntas permiten, tanto 
realizar una evaluación no sesgada, como recrear un experimento típico de evaluación 
offline con datos segados, de tal manera que es posible comparar las salidas de ambas 
metodologías para un mismo experimento.  
B.1.6 Implicaciones en los algoritmos de filtrado 
colaborativo 
El desarrollo de una reformulación probabilística del algoritmo de vecinos próximos 
(kNN) revela que, en ausencia de dependencias entre los gustos de los usuarios, kNN se 
reduce a la recomendación por popularidad. Más aún, dependiendo de la variante de kNN, 
éste puede resultar en una variante u otra de popularidad: así, los kNN no normalizados 
se reducen a la popularidad relevante, mientras que los normalizados se degradan al voto 
promedio. Se sigue, por tanto, que para diferentes niveles de dependencia usuario a usua-
rio (o ítem a ítem), kNN presenta distintos niveles de similitud con su correspondiente 
variante de popularidad, obteniéndose la igualdad – en esperanza – con una independen-
cia completa.  
La tendencia hacia alguna variante de popularidad puede implicar, por tanto, una ten-
dencia en kNN hacia los comportamientos que hemos descubierto y probado para la po-
pularidad pura. Por ejemplo, hemos mostrado que, contrariamente a lo que se ha venido 
observando en la literatura, el kNN normalizado puede presentar mayor efectividad que 
el no-normalizado bajo ciertas condiciones de evaluación no sesgada (imitando la corres-
pondiente comparativa entre el voto promedio y la popularidad relevante). Esto sugeriría 
revisar otros algoritmos de filtrado colaborativo del estado de arte, y en particular su efec-
tividad relativa, bajo un enfoque analítico y empírico similar.  
Finalmente, la reformulación probabilística es en sí misma otra importante contribu-
ción de esta tesis, pues supone una mejor explicación del comportamiento de kNN y de 
las hipótesis en las que se sustenta. La versión formal abre además la puerta a posteriores 
análisis y elaboraciones fundamentadas del esquema de kNN, más allá de los desarrollados 
aquí de acuerdo a los objetivos de esta tesis.  
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B.2 Trabajo futuro 
Las contribuciones de esta tesis sientan la base para el desarrollo de muchas líneas de 
trabajo futuro, algunas de las cuales describimos a continuación. 
B.2.1 Extensión del análisis formal 
El análisis formal desarrollado en el Capítulo 4 puede ser extendido en muchas direccio-
nes. Por ejemplo, expresamos la efectividad de un recomendador en términos de la espe-
ranza de 𝑃@1. A pesar de que hemos verificado empíricamente que las conclusiones de 
dicho análisis generalizan a otras métricas y a rankings de mayor profundidad, una exten-
sión del estudio que incluya la formalización de dichas métricas y profundidades propor-
cionaría mayor rigor y confianza en las conclusiones, y/o mostraría diferentes resultados 
particulares. De igual forma, sería deseable extender el análisis a recomendadores perso-
nalizados, después de todo, la expresión inicial para la precisión esperada (Ecuaciones 4.2 
y 4.3) puede ser aplicada a cualquier ranking, personalizado o no. Por otro lado, se podrían 
considerar otras posibles formas de dividir los datos en entrenamiento y test (más allá de 
la partición aleatoria), como puede ser una partición temporal.  
También es posible, aunque complejo, buscar respuestas formales en el modelo de 
descubrimiento social desarrollado en el Capítulo 5, como alternativa o complemento del 
enfoque basado en simulaciones que hemos seguido en dicho capitulo.  
Por otro lado, otros modelos de descubrimiento podrían ser desarrollados y analiza-
dos, tales como búsquedas sesgadas por los gustos del usuario, las dinámicas temporales 
(p.e. ítems y usuarios que entran al sistema en distintos momentos), el efecto retroactivo 
de los recomendadores, los gustos no estáticos (incluyendo efectos de influencia social en 
la formación y propagación de opiniones), etc.  
B.2.2 Técnicas no sesgadas de evaluación 
El trabajo desarrollado en esta tesis se centra en el análisis de los sesgos de popularidad y 
de sus efectos a la hora de determinar cómo de bueno es un sistema de recomendación. 
Entender dichos sesgos es un primer paso para lidiar con ellos y desarrollar mejores y más 
fiables técnicas de evaluación.  
B.2.3 Estudio de sesgos más complejos 
El principal objetivo de esta tesis es el sesgo de las distribuciones, vistas como funciones 
de una única variable independiente: el ítem (su popularidad, su descubrimiento, su rele-
vancia, etc.). Pero pueden existir sesgos más complejos que afecten, por ejemplo, a dos o 
más variables. En particular, en nuestro análisis probabilístico de kNN identificamos una 
condición que hace referencia a dos variables: el usuario (o ítem) objetivo y uno de sus 
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posibles vecinos. La efectividad de kNN como algoritmo personalizado de filtrado cola-
borativo se sustenta en la dependencia entre los votos de los usuarios (informalmente, en 
que la similitud de los posibles vecinos no se distribuya uniformemente). De igual forma 
que la popularidad se sustenta en distribuciones de voto y de relevancia no uniformes, 
kNN se basa en las irregularidades de las distribuciones condicionales de voto y relevancia 
sobre los pares usuario-usuario. Sin embargo, al igual que el sesgo de la distribución de 
voto puede ser artificial, las irregularidades en las similitudes entre usuarios también pue-
des estar causadas por sesgos de observación que no tengan relación con las preferencias 
de los usuarios.   
Por ejemplo, si ciertos usuarios han sido expuestos a las mismas campañas de publi-
cidad, concentraran sus votos en los mismos productos (aquellos promocionados por di-
chas campañas), lo que incrementará su similitud a ojos del sistema de recomendación. 
Mientras que las opiniones reales de dichos usuarios no están jugando necesariamente 
ningún papel en la creación de esta conexión entre ellos. 
Esto motivaría la investigación de sesgos más complejos, tales como los sesgos de 
observación y las percepciones distorsionadas del sistema en las distribuciones condicio-
nales usuario-usuario o ítem-ítem.   
B.2.4 Estudios con usuarios reales 
El Capítulo 4 teoriza acerca de posibles situaciones y patrones en los comportamientos 
de los usuarios, los procesos a través de los cuales llegan a interactuar con el sistema y la 
influencia que las preferencias de los usuarios tienen en dichos procesos. Mientras que 
nuestro análisis no realiza ninguna asunción acerca de qué patrones se dan con mayor o 
menor frecuencia en la realidad, la realización de estudios con usuarios reales podría apor-
tar información al respecto: por ejemplo, hasta qué punto depende la frecuencia a la que 
se descubren y votan ciertas experiencias de si dichas experiencias son positivas o negati-
vas, o en qué sentido es dicha dependencia y si depende del dominio, o cuales son las 
formas más comunes de las distribuciones de descubrimiento y relevancia, etc. Análoga-
mente, un estudio con usuarios reales para comprobar que comportamientos se producen 
en la práctica en redes sociales específicas sería de gran ayuda en el análisis llevado a cabo 
en el Capítulo 5 acerca de los efectos de la comunicación social.  
Finalmente, sería conveniente disponer de un conjunto de datos de las mismas carac-
terísticas que CM100k, pero de mayores dimensiones, para confirmar (o revisar) los re-
sultados obtenidos a lo largo de esta tesis. En particular, un conjunto de datos que con-
tuviera información de relevancia completa, es decir, donde la opinión de cada usuario 
sobre cada ítem estuviera disponible para calcular el valor exacto de las métricas verdade-
ras, sin necesidad de aproximación ninguna.  
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