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Abstract
In this paper we prove theorems on the interpretability of the first-order temporal logics LTL and
T L into fork algebras. This result is part of a research project on the interpretability of logics in fork
algebras, and has important applications towards the relational specification of properties of systems
within the Argentum tool.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Fork algebras; Temporal logics; Interpretability; Software verification
1. Introduction
The algebraisation of logics dates back to the works of Schröder [22], Peirce [20] and
De Morgan [6]. The main idea consists on substituting reasoning (both at the logic and
the metalogic level) by the study of properties of classes of algebras. The algebras of rela-
tions are among the classes used to this end, and the work of Korselt (published in [13]),
showing the equipollence of the relational calculus with a three variables fragment of first-
order logic, is an example in this direction. The results of Maddux [16] on the relative
equipollence of first-order logic with quasi-projective relation algebras [25] is an essential
result. More recent work on the relational algebraisation of nonclassical logics includes the
surveys by Schlingloff and Heinle [21] and Orłowska [19].
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Fork algebras [7] are an extension of relation algebras, and have been used towards the
algebraisation of classical and nonclassical logics. Among the results that can be cited,
we find the papers by Frias and Orłowska on the interpretability of modal and relevant
logics [10,11], and the paper by Frias, Baum and Maibaum on the interpretability of first-
order dynamic logic [9]. These results constitute the foundations of the Argentum Project.
Argentum is a CASE tool with relational foundations. Rather than using a single mono-
lithic language for software specification, it uses different logics for modelling different
views of systems. Thus, a system specification is a collection of theories coming from dif-
ferent logics. Using the interpretability results for these logics, the theories are translated to
a uniform (regarding the language) relational specification. Once a relational specification
is obtained, different tools such as model checkers or theorem provers can be applied in
order to verify the relational specification. For a graphical description of Argentum, see
Fig. 1. The spheres located at the top of the figure stand for specifications of different views
of a system according to different logics. The arrows originating at the spheres map logical
specifications to a relational specification (located in the box targeted by the arrows). The
Fig. 1. Architecture of Argentum.
M.F. Frias, C.G. Lo´pez Pombo / Journal of Logic and Algebraic Programming 66 (2006) 161–184 163
homogeneous specification can later be analysed using tools (the lower boxes) which can
be plugged into Argentum.
Although this seems to be a theoretical paper, the impact of this paper comes from the
fact that the results presented here have an immediate application within the Argentum
tool.
Contributions of this paper: The main contributions of this paper are summarised as
follows:
(1) The paper presents validity-preserving mappings translating first-order formulas from
the temporal logics LTL and T L to the language of omega closure fork algebras. An
essential property of these translations is that states in traces are modelled in the same
way the state is modelled in previous papers on the translation of classical first-order
logic [8] and first-order dynamic logic [9]. This allows us to translate specifications of
different views of a system (given in different logics), to a uniform framework.
(2) The relational model for first-order temporal logics hereby provided is adequate for
being integrated within the Argentum tool. This is very important in what respects
to the foundations of Argentum because it allows us to handle temporal properties of
systems. Moreover, having explicit access to traces and to states within traces allows
us to deal with quantification, as well as relating temporal states with dynamic logic
states or classical logic states.
(3) Our relational models of temporal logics are very close to the models of the logics.
The accessibility relations, the initial states, the traces and the meaning for formulas
are all represented using binary relations. This allows us to benefit, along syntactical
proofs, from the intuition obtained by considering proper models.
Comparison with previous work: In a previous paper [12], we presented an interpret-
ability result for the propositional temporal logics LTL and TL. It is worth mentioning
that although the translation of formulas to relational terms was defined on propositional
formulas, the semantics presented was very consistent with the semantics presented here,
and therefore fully adequate for handling first-order temporal formulas as well.
In [27], von Karger and Berghammer presented a relational model for (propositional)
linear temporal logic. The authors provide different models for time (intervals, discrete,
dense). A few axioms are provided, from which the authors proved in [26] the axioms
supplied by Manna and Pnueli [17] for temporal logic. Recalling the motivations for our
relational model of temporal logic, the model provided by von Karger and Berghammer
does not satisfy our requirements. Besides the fact they model propositional temporal logic,
their model does not allow us to access neither the states in a trace, nor the values of state
variables within the states. At the same time, in our formalisation it is possible to project
states from traces, and therefore to combine these with states coming from the translation
of other logics. The same can be done at the level of single state variables. That is, we can
obtain the value of a state variable from a given state. Also, while our relational expressions
have a standard meaning given in terms of binary relations which allow us to use the
semantics as a rationale aiding in the development of proofs, it is clearly stated in [27, p.
162] that this is not the case.
The paper is organised as follows. In Section 2 we introduce the necessary mathemat-
ical basis for the remaining parts of the paper. In Section 3 we present an interpretability
theorem showing that proving the validity of an LTL formula can be reduced to proving
a certain equation in an equational calculus. In Section 4 we generalise the results from
Section 3 to the first-order temporal logic TL, which extends LTL with past time operators.
Finally, in Section 5, we present our conclusions and proposals for further work.
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2. Omega closure fork algebras
We begin this section by presenting the calculus for closure fork algebras (CCFA), an
extension of the calculus of relations [23] and of the calculus of relations with fork [8].
The calculus is defined by adding new equational axioms for newly added operators. Since
one of the added operators is reflexive–transitive closure, which cannot be completely
described with equations, we extend the calculus CCFA with an infinitary proof rule, giving
rise to the calculus ω-CCFA (omega calculus for closure fork algebras).
In order to give a better understanding of the semantics of the calculi, in Definition
2.6 we define the class of proper closure fork algebras and a representation theorem is
presented (Theorem 2.7), showing that every model of ω-CCFA is isomorphic to some
proper closure fork algebra.
In Section 3 we will use omega closure fork algebras as the target formalism to which
we will translate first-order linear temporal logic. This is a particularly adequate formal-
ism because reflexive–transitive closure allows us to give relational semantics for the until
operator in a very natural way, and the fork operator allows us to handle composite states
and retrieving the value of individual state variables from complex states.
Definition 2.1. Given a set of relation symbols R, the set of CCFA terms on R is the
smallest set T (R) satisfying:
• R ∪ { 0, 1, 1′ } ⊆ T (R).
• If x, y ∈ T (R), then { x˘, x∗, x♦, x+y, x ·y, x ;y, x∇ y } ⊆ T (R).
In order to define the calculus CCFA it only remains to provide the axioms and inference
rules.
Definition 2.2. The identities2 described in items 1–5 are axioms of CCFA.
(1) A set of identities axiomatising the relational calculus [23].
(2) The following three axioms for the fork operator:
• x∇ y = (x ; (1′∇ 1)) · (y ; (1∇ 1′)),
• (x∇ y) ;(z∇w)˘ = (x ; z˘) · (y ;w˘),
• (1′∇ 1)˘∇ (1∇ 1′)˘ ≤ 1′.
(3) The following three axioms for the choice operator, taken from [16, p. 324]:
• x♦ ;1; x˘♦ ≤ 1′,
• x˘♦ ;1;x♦ ≤ 1′,
• 1; (x ·x♦) ;1 = 1;x ;1.
(4) The following two axioms for the Kleene star:
• x∗ = 1′ + x ;x∗,
• x∗ ;y ≤ y + x∗ ; (y · x ;y).
(5) Let us denote by 1′U the term
((
1∇ 1)˘;1∇ 1) ·1′. Then, the following axiom is added:
• 1;1′U ;1 = 1.
When considered from a semantical point of view, this axiom states the existence of a
nonempty set of nonsplitting elements (that we will call urelements).
2 Since the calculus of relations extends the Boolean calculus, we will denote by ≤ the ordering induced by the
Boolean calculus in CCFA. As it is usual, x ≤ y is a shorthand for x+y = y.
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The inference rules for the calculus CCFA are those of equational logic (see for instance
[2, p. 94]).
In a previous paper [9] we proved interpretability of first-order dynamic logic. In order
to interpret dynamic logic we provided a complete characterisation of reflexive–transitive
closure. Reflexive–transitive closure is also useful in the interpretation of temporal logics
because the until operator can be interpreted (we will do so in Definition 3.7) using it. In
order to achieve this complete characterisation of the reflexive–transitive closure, we will
extend the formalism CCFA in Definition 2.3 with a new inference rule. This allowed us
to prove (Theorem 2.7) that the relational characterisation of reflexive–transitive closure
provided in Definition 2.3 is indeed complete.
It is well known that for a binary relation R, R∗ is the supremum of the chain 1′, R,
R ;R, R ;R ;R, . . . The inference rule we are about to introduce expresses exactly this
fact.
Definition 2.3. We define the calculus ω-CCFA as the extension of CCFA obtained by
adding the following inference rule:3
 1′ ≤ y x ;i ≤ y  x ;(i+1) ≤ y (i ∈ IN)
 x∗ ≤ y
Definition 2.4. We define the class of the omega closure fork algebras (ω-CFA) as the
models of the identities provable in ω-CCFA.
In general, the models of a set of formulas can be far from what was intended when
the axioms were provided. For instance, it is well known [14,15] that Tarski’s axiomat-
isation for binary relations supplied with the empty relation, union, complement, identity
relation, composition and transposition, as operations [23], is not complete. it is then worth
describing what are the actual models that we intend to characterise with the calculus. The
intended (standard) models of the ω-CCFA are the proper closure fork algebras (PCFA for
short).
It is a standard procedure in algebra to define classes of algebras by operating on some
previously defined classes. For instance, if we denote by 2 the two elements Boolean alge-
bra, the class of Boolean algebras can be defined as the closure of the set { 2 } under sub-
algebras, direct products and homomorphic images. We will follow a similar procedure in
order to define proper closure fork algebras. Therefore, in order to define the class PCFA,
we will first define the class of preproper closure fork algebras, denoted by •PCFA.
Definition 2.5. Let U be a nonempty set. A •PCFA is a two sorted structure〈
P (U × U) ,U,∪,∩, –, ∅, U × U, ◦, Id, ˘, ∇ , ♦, ∗, 〉 such that
•  : U × U → U is one to one.
• Id is the identity relation on the set U .
• ∪, ∩ and – stand for set union, intersection and complement relative to U × U , respec-
tively.
3 Given i ≥ 0, by x ;i we denote the relation inductively defined as follows: x ;0 = 1′, and x ;(i+1) = x ;x ;i .
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• x♦ is the set choice operator defined by the condition:
x♦ ⊆ x and |x♦| = 1 ⇐⇒ x /= ∅.
• ◦ is relational composition, ˘ is transposition, and ∗ is reflexive–transitive closure.
• ∇ , the fork operator, is defined by the condition
S ∇ T = { 〈x, yz〉 : 〈x, y〉 ∈ S ∧ 〈x, z〉 ∈ T } .
Notice that x♦ denotes a singleton relation containing a single arbitrary pair in x. This is
why x♦ is called a choice operator. We will call the set U in Definition 2.5 the field of the
algebra, and will denote the field of an algebra A by UA.
Definition 2.6. We define the class PCFA as S P Rd • PCFA where S closes a class of
algebras under subalgebras, P closes a class of algebras under direct products, and Rd
takes reducts to structures of the form〈
P (U × U) ,∪,∩, –, ∅, U × U, ◦, Id, ˘, ∇ , ♦, ∗
〉
.
In defining proper closure fork algebras we forget the sort U and the pairing operation,
keeping all those operations that operate on binary relations.
Notice that given A ∈ PCFA, the terms (1′∇ 1)˘ and (1∇ 1′)˘ denote respectively the
binary relations{ 〈
ab, a
〉 : a, b ∈ UA } and { 〈ab, b〉 : a, b ∈ UA } .
Thus, they behave as projections with respect to the injection. We will denote these terms
by π and ρ, respectively. Notice then that the equations axiomatising fork in Definition 2.2
can be rewritten as:
R∇S = R ;π˘ · S ; ρ˘, (1)
(R∇S) ;(T ∇Q)˘ = R ; T˘ · S ;Q˘, (2)
π∇ρ ≤ 1′. (3)
If we call splitting an object a ∈ UA for which there exist b, c ∈ UA such that a = bc,
then 1′U is a partial identity4 whose domain contains all the nonsplitting objects. We then
define U1U = 1′U ;1;1′U. Relation U1U relates every pair of nonsplitting objects.
From the fork operator we define the binary operator ⊗ (cross) by the condition
R⊗S = (π ;R) ∇ (ρ ;S) . (4)
When interpreted in an algebraB ∈ PCFA, ⊗ behaves as a parallel product:
R⊗S = { 〈ab, cd〉 : 〈a, c〉 ∈ R ∧ 〈b, d〉 ∈ S } .
4 A relation x is a partial identity if x is contained in the identity relation.
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In [9, Theorem 1] the following representation theorem (that we include here without
proof), was proved.
Theorem 2.7. Given A ∈ ω-CFA, there existsB ∈ PCFA such that A is isomorphic toB.
This is an important result because it shows that the axioms and inference rules in the
calculus ω-CCFA indeed characterise the class PCFA.
3. Interpreting first-order LTL in fork algebras
In this section we present the interpretability result for a first-order extension of the
propositional temporal logic LTL [5]. The first-order extension of LTL we choose adopts
the quantification provided in [18]. In order to interpret first-order linear temporal logic
(FOLTL), we will define a translation of FOLTL formulas to relational expressions. We
will then prove that this translation preserves (in a way to be defined) the semantics of the
logic.
The logic FOLTL is defined over sets of variables {vk}k∈K , function symbols {fj }j∈J
and atomic predicate symbols {pi}i∈I. In order to use a shorter notation, we will assume
throughout the paper that the set of variables {vk}k∈K , and the signature  =〈
s, {fj }j∈J, {pi}i∈I
〉
are fixed, but arbitrary. States are given by the values of the variables,
i.e., a state is a valuation of the variables.
Definition 3.1. We define the set TerFOLTL() of the FOLTL well-formed terms on the
signature  as the smallest set T satisfying:
• vk ∈ T for all k ∈ K ,
• if fj (j ∈ J) is n-ary and t1, . . . , tn ∈ T , then fj (t1, . . . , tn) ∈ T .
We define the set ForFOLTL() of the FOLTL well-formed formulas on the signature
 as the smallest set F satisfying:
• If pi (i ∈ I) is an n-ary atomic predicate and t1, . . . , tn ∈ TerFOLTL(), then
p(t1, . . . , tn) ∈ F .
• If α, β ∈ F and vk (k ∈ K) is a variable, then
{ ¬α, α ∨ β,⊕α, αUβ, (∃vk)α, (∀vk)α } ⊆ F.
Definition 3.2. Given a signature  = 〈 s, {fj }j∈J, {pi}i∈I 〉, a -structure is a structure
A =
〈
sA, {fAj }j∈J, {pAi }i∈I
〉
such that:
• sA is a nonempty set.
• If fj (j ∈ J) is an n-ary function symbol, then fAj : (sA)n → sA.
• If pi (i ∈ I) is an n-ary predicate symbol, then pAi ⊆ (sA)n.
Given a signature , we will assume a fixed (but arbitrary) -structure A. The semantics
of FOLTL formulas is defined over a Kripke structure K of the form 〈A, St, St0, T 〉,
where St is the set of states (valuations of the variables on sA), St0 ⊆ St is the set of initial
states, and T ⊆ St × St is the transition relation. The transition relation T is assumed to
be complete; that is, every state has at least one successor.
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Given a Kripke structure K , the set of paths of K is denoted by K . A path s ∈ K
is an infinite sequence s0, s1, . . . such that si ∈ St and (si, si+1) ∈ T for all i ≥ 0. We
denote by si the suffix of s starting at position i. Similarly, we denote by si the ith state in
the path s. A vi-variant of a state s (i ∈ K) is a state sˆ that agrees with s in the value of
the state variables vj (j ∈ K, j /= i). This concept generalises to traces as follows. A trace
πˆ = sˆ0, sˆ1, . . . , sˆn, . . . is a vi-variant of a trace π = s0, s1, . . . , sn, . . . if sˆj is a vi-variant
of sj for all j ≥ 0.
In the following two definitions we define the semantics of terms (which agrees with
the semantics of terms in classical first-order logic), as well as the satisfiability relation for
FOLTL formulas.
Definition 3.3. Let us assume as given a Kripke structure 〈A, St, St0, T 〉. We define the
function V : TerFOLTL() → St → sA inductively as follows:
• V (vk)(s) = s(vk).
• V (f (t1, . . . , tn))(s) = fA(V (t1)(s), . . . , V (tn)(s)).
Definition 3.4. Given a Kripke structure K = 〈A, St, St0, T 〉, formulas α, β ∈
ForFOLTL(), and s ∈ K , the semantics of a FOLTL formula is defined recursively as
follows:
• K, s |=FOLTL pi(t1, . . . , tn) iff (V (t1)(s0), . . . , V (tn)(s0)) ∈ pAi ,• K, s |=FOLTL ¬α iff K, s |= α,
• K, s |=FOLTL α ∨ β iff K, s |= α or K, s |= β,
• K, s |=FOLTL ⊕α iff K, s1 |= α,
• K, s |=FOLTL αUβ iff there exists i ≥ 0 such that K, si |= β, and for all j (0 ≤ j < i),
K, sj |= α,
• K, s |=FOLTL (∃vj )α iff K, sˆ |= α, for some sˆ, a vj -variant of s.
A formula is satisfied in a Kripke structure K if it is satisfied along a path s0, s1, . . . ∈
K such that s0 ∈ St0. A formula is valid in a Kripke structure K if it is satisfied along all
paths s0, s1, . . . ∈ K such that s0 ∈ St0.
Defining the translation for a first-order temporal language with function symbols
{fj }j∈J and atomic proposition symbols {pi}i∈I, requires extending the language of clo-
sure fork algebras with new constants St, T, St0, tr, and families of constants {Fj }j∈J ,
{Pi}i∈I and {Vk}k∈K .
There are two usual ways to represent sets as binary relations: using partial identities
(i.e., relations contained in the identity relation), or using right-ideal relations. Right-ideal
relations relate each element in their domain to every element in the universe. Thus, the
range provides no information. A right-ideal relation can be used to model the set provided
by its domain.
In the following paragraphs we will present axioms characterising the meaning of the
added constants. The partial identity St will model the set St . Similarly, relation St0 is a
partial identity modelling the set St0. Relation T models the accessibility relation T . Rela-
tion tr models the set of traces. The constants Fj (j ∈ J) model the meaning of the function
symbols. Similarly, relations Pi (i ∈ I) will model the meaning of predicate symbols.
St = 1′U⊗ · · · ⊗1′U (|K| times), (5)
St0 ≤ St, (6)
Dom (T) = St, (7)
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Formula (5) establishes that the states are built as k-tuples of urelements. Formula (6)
establishes that S0 is a subset of the set of states. Formula (7) establishes that T is a total
(and therefore complete) relation on the set of states.
For each function symbol f , with arity n, we add the equations:
F˘;F ≤ 1′U, (8)
(1′U⊗ · · · ⊗1′U︸ ︷︷ ︸
n times
);F = F. (9)
Equation (8) establishes that F is a functional relation, and (9) establishes that F expects a
n tuple as input and produces an urelement as output.
For each predicate symbol P , with arity n, we add the equation:
(1′U⊗ · · · ⊗1′U︸ ︷︷ ︸
n times
);P;1 = P. (10)
Formula (10) establishes that P a right-ideal relation, therefore representing a set. P repre-
sents the set of n tuples that satisfy predicate P .
Since the semantics of temporal formulas is defined in terms of traces, we will model
the notion of trace in a fork algebra. Given a fork algebra A, we model traces in A with
elements from UA as the ones described by Fig. 2. The next definition provides a relational
characterisation of traces.
The relation tr, characterising the traces (paths) in a closure fork algebra is defined by
the following equations:
tr ≤ 1′, (11)
π˘ ;tr;π = St, (12)
tr ≤ St⊗tr, (13)
tr;ρ = Ran (π∇ (T⊗ρ)) ;ρ ;tr. (14)
Formula (11) states that tr is a partial identity (a set). Formula (12) (together with (5))
establishes that states in a trace are k-tuples of urelements. Finally, Formulas (13) and (14)
establish that traces are infinite, T -related, sequences.
Fig. 2. Infinite right degenerate trees pattern.
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The relations Vi allow us to build the vi-variants of a trace. They are defined as follows:
Vi = νX

Repn,i⊗
X
;tr

 ,
where ν is the largest fixed point operator, and Repn,i denotes the binary relation that, when
provided with a state a1 · · ·ai · · ·an, returns all the states obtained by substituting
the value of ai . For instance, for n = 3,
Rep3,1 =U1U ⊗
(
1′ ⊗ 1′) ,
Rep3,2 =1′ ⊗
(
U1U ⊗ 1′
)
,
Rep3,3 =1′ ⊗
(
1′ ⊗ U1U
)
.
Notice that the term Ti(X) :=
(
Repn,i ⊗X
) ;tr, which defines Vi , is monotonic (as a func-
tion of X). Moreover, Ti(X) is co-continuous, i.e., it is meet-distributive. In order to prove
this, let (aj )j∈J be a chain. Then,
Ti

∏
j∈J
aj

=

Repn,i ⊗ ∏
j∈J
aj

 ;tr (by def. Ti)
=

(π ;Repn,i)∇

ρ ; ∏
j∈J
aj



 ;tr (by (4))
=

(π ;Repn,i ;π˘)·

ρ ; ∏
j∈J
aj ; ρ˘



 ;tr (by (1))
=

(π ;Repn,i ;π˘)·

∏
j∈J
(ρ ;aj ; ρ˘)



 ;tr (by [3, Theorem 4.2])
=

∏
j∈J
(π ;Repn,i ;π˘)·(ρ ;aj ; ρ˘)

 ;tr (by Boolean Alg.)
=

∏
j∈J
(Repn,i ⊗aj )

 ;tr (by (1) and (4))
=
∏
j∈J
((Repn,i ⊗aj );tr) (by [3, Theorem 4.2])
=
∏
j∈J
Ti(aj ). (by def. Ti)
By Knaster–Tarski’s fixed point theorem [24], if the infimum of the chain 1, Ti(1), . . . ,
T
j
i (1), . . . exists, then νX (Ti(X)) =
∏
j<ω T
j
i (1). Since we are not assuming our models
to be complete, so far we cannot guarantee the existence of
∏
j<ω T
j
i (1). We could solve
this by requiring models to be complete. From a proof–theoretical point of view, this would
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demand axioms and proof rules guaranteeing the existence of all infima, while we are in
fact concerned about the existence of a single infimum.
A simple proof by induction on n (that essentially uses the monotonicity of T (X)) shows
that Vi is a lower bound of the chain 1, T (1), . . . , T n(1), . . . If we add the rule
y ≤ T ji (1)  y ≤ T j+1i (1) (V arRulei)
 y ≤ Vi
then Vi is indeed the largest lower bound (the infimum) of the chain.
In order to see how the rule is used, let us prove that
Dom (Vi ) ≥ tr . (15)
Notice that this equation cannot follow directly from the rule because it does not have
the right shape. Therefore, we must find another property implying (15) with the right
shape. This is usually the hardest part. If Vi ≥ tr then Dom (Vi ) ≥ Dom (tr) = tr. There-
fore, we will concentrate on proving that tr ≤ Vi . According to the rule, we must prove
that
tr ≤ T ji (1)  tr ≤ T j+1i (1).
T
j+1
i (1)=
(
Repn,i ⊗T ji (1)
)
;tr (by def. Ti)
≥ (Repn,i ⊗tr) ;tr (by Hyp.)
≥ (St⊗tr) ;tr . (by def. Repn,i)
Notice that St⊗tr ≤ 1′. Since the composition of partial identities equals their intersection,
we can continue as follows:
(St⊗tr) ;tr = (St⊗tr) ·tr (by previous discussion)
≥ tr·tr (by (13))
= tr . (by Boolean algebra)
Definition 3.5. We define the calculus ω-CCFA′ as the extension of ω-CCFA obtained by
adding Eqs. (5)–(14) as axioms, and the rules VarRulei (1 ≤ i ≤ k). The class ω-CFA′ is
defined as the models of the equations derivable in ω-CCFA′.
In Definitions 3.6 and 3.7 we present a translation of FOLTL terms and formulas to fork
terms.
Definition 3.6. We define the translation δFOLTL as a function δFOLTL : TerFOLTL() →
AFATerms, mapping FOLTL terms to terms in fork algebras, as follows:
δFOLTL(vi)=
{
ρ ;(i−1) ;π if i < |K|,
ρ ;(i−1) if i = |K|,
δFOLTL(fi(t1, . . . , tn)=(δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Fi .
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Definition 3.7. We define the translation TFOLTL as a function TFOLTL : ForFOLTL() →
AFATerms, mapping FOLTL formulas to terms in fork algebras, as follows:
TFOLTL(pi(t1, . . . , tn))=π ; (δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Pi ,
TFOLTL(¬α)= tr;TFOLTL(α),
TFOLTL(α ∨ β)=TFOLTL(α)+TFOLTL(β),
TFOLTL(⊕α)=ρ ;TFOLTL(α),
TFOLTL(αUβ)=(Dom (TFOLTL(α)) ;ρ)∗ ;TFOLTL(β),
TFOLTL ((∃vi) α)=Vi ;TFOLTL (α) .
It is clear that, in the translation of atomic formulas, the terms are evaluated in the current
(first) state in the path.
In the remaining part of this section we present all the necessary definitions in order to
end with the main result on the interpretability of FOLTL.
Definition 3.8. Let S be a nonempty set, and T a binary relation on S. Let T (S, T ) be the
set of binary trees t satisfying:
• t is a binary tree with information in the leaves,
• t has infinite height,
• leaves are labelled with elements from S,
• t is right degenerate, i.e., t’s shape follows the pattern exhibited in Fig. 2, and
• given any two consecutive leaves of t holding information s and s′, 〈s, s′〉 ∈ T .
Definition 3.9. Given A ∈ PCFA, we define:
• dom (R) = { x : (∃y)(〈x, y〉 ∈ R) } for all R ∈ A,
• π(xy) = x for all x, y ∈ UA,
• ρ(xy) = y for all x, y ∈ UA.
No confusion should arise between the relational constants π and ρ and the functions π
and ρ from Definition 3.9; while the former are relational constants, the latter are functions
and always appear being applied to arguments.
In order to interpret FOLTL, it will be necessary to build fork algebras from FOLTL
models. The domain on which relations are built must include the values for variables,
states, and paths of states. Let S be the domain for variables. Then, if we are given n state
variables, states are n-tuples of elements from S. Given an injective function , we define
Sn = { a1 · · ·an : ai ∈ S (1 ≤ i ≤ n) } .
Rather than using n-tuples to represent states, we will use elements from Sn, which come
for free in any fork algebra.
Definition 3.10. Let S be a nonempty set, and T a binary relation on Sn. We denote by
T (S, T ) the smallest set R of binary trees built as follows:
• S ∪ T (Sn, T ) ⊆ R,
• if t1, t2 ∈ R, then t1t2 ∈ R.
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Once we have defined the set T (S, T ), we will use it in the next definition as the domain
of a fork algebra. This fork algebra will be used in further definitions and lemmas as the
target to which FOLTL models will be translated.
Definition 3.11. Let S be a nonempty set, and T a binary relation on Sn. A “proper
closure fork algebra on S, T ” is a proper closure fork algebraA for which UA = T (S, T ),
and fork is defined by
U∇V = { 〈t1, t2t3〉 : 〈t1, t2〉 ∈ U ∧ 〈t1, t3〉 ∈ V } .
Definition 3.12. Let  be an injective function. Then, given a tuple s = 〈a1, . . . , an〉, we
denote by s the object a = a1 · · ·an. Similarly, given an object a1 · · ·an, by a〈,〉
we denote the tuple 〈a1, . . . , an〉.
The following two definitions allow us to transform paths to elements in a fork algebra,
and vice versa. This will be useful in order to build algebras from linear models, as well as
linear models from algebras.
Definition 3.13. Let S be a set, T a binary relation on Sn and s a sequence s0, s1, s2, . . .
of T -connected elements of Sn. We define ts ∈ T (S, T ) as the infinite tree satisfying
(∀i < ω)(π(ρi(ts)) = (si)).
Definition 3.14. Let S be a nonempty set. Let T be a binary relation on S. Let t ∈
T (S, T ) be an infinite tree. We define st as the sequence of states satisfying
(∀i < ω)
(
(st )i =
(
π(ρi(t))
)〈,〉)
.
Definition 3.15. If we extend the signature of closure fork algebras with constant symbols
St, St0, T, {Fj }j∈J , {Pi}i∈I, Vi (1 ≤ i ≤ k) and tr, a “proper closure fork algebra on S, T
extended with constants” is a proper closure fork algebra on S, T in which:
• St = { 〈s, s〉 : s ∈ Sn }, with n = |K|, the cardinality of the set of state variables,
• St0 ⊆ S,
• T = T ,
• tr = { 〈t, t〉 : t ∈ T (Sn, T ) },
• If fi is a k-ary function symbol, then Fi is a functional relation, and Fi ⊆ Sk × S,
• If pi is a k-ary predicate symbol, then dom (Pi ) ⊆ Sk and Pi is right-ideal for all
i ∈ I,
• Vi is the relation that, given a trace, builds all the corresponding vi-variants.
Notice that in order to fully define a proper closure fork algebra on S, T extended with
constants, it suffices to provide the meaning for St0, {Fj }j∈J and {Pi}i∈I. The remaining
constants have their values determined from these.
The following three lemmas, whose proof is provided in Appendix A.1 as Lemmas
A.2–A.4, are required in order to prove Theorem 3.19.
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Lemma 3.16. Given a Kripke structure K = 〈A, St, St0, T 〉 , there exist a nonempty set
S, a binary relation T ′ on Sn and a proper closure fork algebra A on S, T ′ extended with
constants such that for all s ∈ K,
K, s |=FOLTL α ⇐⇒ ts ∈ dom (TFOLTL(α)) .
Lemma 3.17. Given A, a proper closure fork algebra on S, T extended with constants,
there exists a Kripke structure K such that for all t ∈ dom (tr) ,
t ∈ dom (TFOLTL(α)) ⇐⇒ K, st |=FOLTL α.
Lemma 3.18. Let e be a fork algebra equation. Then,
|=ω-CFA′ e ⇐⇒ ω-CCFA′ e.
The next theorem presents the interpretability result for the logic LTL. It shows that it is
possible to replace semantic reasoning in LTL by equational reasoning in ω-CCFA′.
Theorem 3.19. Let α ∈ ForFOLTL(). Then,
|=FOLTL α ⇐⇒ ω-CCFA′ Dom (π ;St0) ;tr;TFOLTL(α) = Dom (π ;St0) ;tr;1.
Proof. (⇒) Assume that
ω-CCFA′ Dom (π ;St0) ;tr;TFOLTL(α) = Dom (π ;St0) ;tr;1.
Then, by Lemma 3.18, there exists A ∈ ω-CFA′ such that
A |= Dom (π ;St0) ;tr;TFOLTL(α) = Dom (π ;St0) ;tr;1.
If we forget the newly added constants, A’s reduct (that we will call A′) belongs to
ω-CFA. By Theorem 2.7 there existsB′ ∈ PCFA such thatB′ is isomorphic to A′.B′ can
be canonically extended toB ∈ ω-CFA′ as follows.
• Let h : UA′ → UB′ be an isomorphism.
• For each constant symbol C ∈ { St, St0,T, tr } ∪ {Fj }j∈J ∪ {Pi}i∈I ∪ {Vk}k∈K , we
define
CB = h
(
CA
)
.
The axioms, the rules and the fact h is an isomorphism, guarantee that constants take
appropriate meanings. Therefore,
B |= Dom (π ;St0) ;tr;TFOLTL(α) = Dom (π ;St0) ;tr;1.
This implies the existence of t ∈ UB satisfying:
• t ∈ dom (tr),
• π(t) ∈ dom (S0), and
• t ∈ dom (TFOLTL(α)).
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By Lemma 3.17 there exists a Kripke structure K such that K, st |=FOLTL α. Thus, |=FOLTL
α.
(⇐) Assume |=FOLTL α. Then, there exists a Kripke structure K and a path s ∈ K such
that K, s |=FOLTL α. By Lemma 3.16, there exists A ∈ PCFA extended with constants such
that ts /∈ dom (TFOLTL(α)). Since ts ∈ dom (tr) and π(ts) ∈ dom (St0),
A |= Dom (π ;St0) ;tr;TFOLTL(α) = Dom (π ;St0) ;tr;1.
Since A ∈ ω-CFA′,
ω-CCFA′ Dom (π ;St0) ;tr;TFOLTL(α) = Dom (π ;St0) ;tr;1.
4. Interpreting first-order TL in fork algebras
The first-order temporal logic T L (FOTL) [18] extends our presentation of FOLTL by
including past time operators. That is, while in FOLTL the operators ⊕ and U allow us
to predicate about future states in a path, in FOTL there are besides operators such as 
(that moves the valuation state to the previous state),  (that moves the valuation state
to the previous state unless we are in the initial state), or S (that considers the value of a
formula in a sequence of states previous to the current state). In this section we present the
definitions and lemmas leading to the interpretability result for FOTL. Since the proofs are
just simple extensions of those given in Section 3, we will skip the proofs.
Definition 4.1. We define the set TerFOTL() of the FOTL well-formed terms on the
signature  as the smallest set T satisfying:
• vk ∈ T for all k ∈ K ,
• if fj (j ∈ J) is n-ary and t1, . . . , tn ∈ T , then fj (t1, . . . , tn) ∈ T .
We define the set ForFOTL() of the FOTL well-formed formulas on the signature 
as the smallest set F satisfying:
• If pi (i ∈ I) is an n-ary atomic predicate and t1, . . . , tn ∈ TerFOLTL(), then
p(t1, . . . , tn) ∈ F ,
• If α, β ∈ F and vk (k ∈ K) is a variable, then
{ ¬α, α ∨ β,⊕α,α,α, αUβ, αSβ, (∃vk)α, (∀vk)α } ⊆ F.
The semantics of FOLTL formulas is defined on a path. Since FOLTL only allows to
see what happens in the future, whenever we move forward there is no need to keep track
of the states that were left behind and these are discarded. Thus, the current state in which
formulas will be evaluated is always the first state in the path. The situation is different
in FOTL. Due to the addition of the past time operators, already visited states cannot be
discarded. Therefore, an index is required in order to keep track of the current state.
Definition 4.2. Let K = 〈A, St, St0, T 〉 be a Kripke structure, and α, β ∈ ForFOTL(),
and s ∈ K . The semantics of a FOTL formula is defined as follows:
• K, (s, i) |=TL pj (t1, . . . , tn) (for j ∈ I) iff 〈V (t1)(si), . . . , V (tn)(si)〉 ∈ pjA,
• K, (s, i) |=TL ¬α iff K, (s, i) |=TL α,
• K, (s, i) |=TL α ∨ β iff K, (s, i) |=TL α or K, (s, i) |=TL β,
• K, (s, i) |=TL ⊕α iff K, (s, i + 1) |=TL α,
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• K, (s, i) |=TL αUβ iff there exists j ≥ i such that K, (s, j) |=TL β and for all k such
that i ≤ k < j , K, (s, k) |=TL α,
• K, (s, i) |=TL α iff i > 0 and K, (s, i − 1) |=TL α,
• K, (s, i) |=TL α iff i = 0 or K, (s, i) |=TL α,
• K, (s, i) |=TL αSβ iff there exists j (0 ≤ j ≤ i) such that K, (s, j) |=TL β and for all
k , j < k ≤ i, K, (s, k) |=TL α,
• K, (s, i) |=TL (∃vi) α iff there exists s′, a vi-variant of trace s, such that K, (s′, i) |=TL
α.
Since we cannot discard past states and it is necessary to keep track of the current state,
our model of traces will be different of the one used in FOLTL. While a path in FOLTL
has the shape
a0(a1(a2(a3(a4(a5 · · · ,
the same path, with a0 as the current state, will be modelled in FOTL as
nil(a0(a1(a2(a3(a4(a5 · · ·
The distinguished object nil separates past from the current and future states. If we now
want a3 to be the current state, then the path is modelled as
(a2(a1(a0nil)))(a3(a4(a5 · · ·
Notice that π retrieves the past states, ρ ;π retrieves the current state, and ρ ;ρ retrieves
the future states. We define relations  and  as follows:
 = ((ρ ;π∇π) ∇ρ ;ρ) and  = (π ;ρ∇ (π ;π∇ρ)) .
Relations  and  are meant to change the current state to the next state or the previous
state in a trace, respectively.
In the next definition we introduce a relation constant pretr, holding FOLTL paths.
These are the seeds, or pretraces, from which traces will be built. Notice that in these paths
there is no distinction between past, current and future states. The relation trstart introduces
this distinction by adding the nil element at the beginning of traces. It also requires the first
state to be an initial state. Thus, these are FOTL traces with the current state in the first
position. It is still necessary to allow the current state to be placed anywhere in a path.
Relation tr does this by moving forward the current state a finite number of times using .
Definition 4.3. Let nil be a distinguished element, nil ∈ UrelA. Let pretr be a relation
satisfying (11)–(14). We define the relations trstart and tr, characterising the traces in a
closure fork algebra, as follows:5
• trstart = 1′nil ⊗ pretr;(St0⊗1′),• tr = Ran (trstart ; ∗).
As was the case in the definition of the translation of FOLTL formulas, defining the
translation of FOTL formulas again requires extending the language of closure fork alge-
5 We denote by 1′
nil
the binary relation { 〈nil, nil〉 }.
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bras with new constants. Constants St, St0 and T are meant to model states, initial states
and the accessibility relation. Translating formulas on a signature  requires the introduc-
tion of families of constants {Fj }j∈J and {Pi}i∈I modelling function and atomic predicate
symbols. We also include constants pretr, trstart and tr. Notice that traces are now split in
two parts, namely, a finite prefix and an infinite suffix. In order to build variants we need
to build variants for both portions of a trace. For the (finite) initial part, we define relation
IVi (ith Initial Variant) by
IVi = 1′nil +
(
Repk,i ⊗IVi
)
. (16)
We assume the existence of relations Vi , defined as in the translation of FOLTL. Thus, for
states determined by the values of state variables v1, . . . , vk , we add constants Vi and IVi
(1 ≤ i ≤ k) generating the variants for the finite and the infinite parts of paths.
We are now in the right condition to define the translations of terms and formulas to
fork algebra terms. Notice that neither the terms nor their semantics have changed from
FOLTL to FOTL. Therefore we will just use function δFOLTL from Definition 3.6, and will
rename it as δFOTL.
Definition 4.4. We define the translation TFOTL : ForTL() → AFATerms, mapping for-
mulas from FOTL to terms in fork algebras, as follows:
TFOTL(pi(t1, . . . , tn))=ρ ;π ; (δFOTL(t1)∇ · · · ∇ δFOTL(tn)) ;Pi ,
TFOTL(¬α)=tr;TFOTL(α),
TFOTL(α ∨ β)=TFOTL(α)+TFOTL(β),
TFOTL(⊕α)=;TFOTL(α),
TFOTL(αUβ)=(Dom (TFOTL(α)) ;)∗ ;TFOTL(β),
TFOTL(α)=;TFOTL(α),
TFOTL(α)=trstart+TFOTL(α),
TFOTL(αSβ)=(Dom (TFOTL(α)) ;)∗ ;TFOTL(β),
TFOTL ((∃vi) α)=(IVi ⊗Vi ) ;TFOTL(α).
Theorem 4.5. Let α ∈ ForFOTL(). Then,
|=FOTL α ⇐⇒ ω-CCFA′ trstart ;TFOTL(α) = trstart ;1.
Sketch of the proof. The proof is much alike the proof of Theorem 3.19. It also uses two
auxiliary lemmas similar to Lemmas 3.16 and 3.17.
5. Conclusions and further work
We have presented interpretability results for the first-order linear time temporal logics
LTL and T L. Jointly with previous results on the interpretability of various logics to fork
algebras, this allows us to add relational specifications speaking about time to specifica-
tions about structure or state change. The actual way to relate specifications coming from
different logics is a current research topic. Other temporal logics exist, as for instance
Computation Tree Logic [4], for which interpretability seems easier to achieve.
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Appendix A
A.1. Proofs of the lemmas
For a functional relation f , let us denote by f [x] the value y such that 〈x, y〉 ∈ f . We
can then prove the following lemma.
Lemma A.1. Given t ∈ TerFOLTL(),
∀s : St
(
V (t)(s) = δFOLTL(t)[s]
)
.
Proof. The proof of proceeds by induction on the structure of terms.
• t = vk (k ∈ K , k < |K|):
V (vk)(s) = s(vk) (by def. V )
= sk (by def. St)
=
(
ρ ;(k−1) ;π
)
[s] (by def. π , ρ and k < |K|)
= δFOLTL(vk)[s]. (by def. δFOLTL)
• t = vk (k ∈ K , k = |K|):
V (vk)(s) = s(vk) (by def. V )
= sk (by def. St)
=
(
ρ ;(k−1)
)
[s] (by def. ρ and k = |K|)
= δFOLTL(vk)[s]. (by def. δFOLTL)
• t = f (t1, . . . , tn):
V (f (t1, . . . , tn))(s) = fA (V (t1)(s), . . . , V (tn)(s)) (by def. V )
= fA
(
(δFOLTL(t1)) [s], . . . , (δFOLTL(tn)) [s]
)
(by Hyp.)
= ((δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;F) [s] (by set theory)
= δFOLTL(f (t1, . . . , tn))[s]. (by def. δFOLTL)
Lemma A.2. Given a Kripke structure K = 〈A, St, St0, T 〉 , there exist a nonempty set
S, a binary relation T ′ on Sn and a proper closure fork algebra A on S, T ′ extended with
constants such that for all s ∈ K,
K, s |=FOLTL α ⇐⇒ ts ∈ dom (TFOLTL(α)) .
Proof. Let us define:
• S := sA,
• T ′ := { 〈a1 · · ·an, b1 · · ·bn〉 : 〈〈a1, . . . , an〉 , 〈b1, . . . , bn〉〉 ∈ T }.
In order to fully define algebra A it only remains to define the meaning of constants St0,
{Fj }j∈J and {Pi}i∈I. We then define:
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• St0 =
{ 〈
s, s
〉 : s ∈ St0 },
• Fi =
{ 〈
a, b
〉 : fi(a) = b },
• Pi =
{ 〈
a, b
〉 : pi(a) ∧ b ∈ T (S, T ′) }.
The proof of the lemma now follows by induction on the structure of formula α.
• α = pi(t1, . . . , tn), for i ∈ I:
K, s |=FOLTL pi(t1, . . . , tn)
⇐⇒ 〈V (t1)(s0), . . . , V (tn)(s0)〉 ∈ piA (by def. |=FOLTL)
⇐⇒ V (t1)(s0) · · ·V (tn)(s0) ∈ dom (Pi ) (by def. Pi)
⇐⇒ δFOLTL(t1)[s0] · · ·δFOLTL(tn)[s0] ∈ dom (Pi) (by Lemma A.1)
⇐⇒ s0 ∈ dom ((δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Pi) (by set theory)
⇐⇒ π(ts) ∈ dom ((δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Pi) (by Def. 3.13)
⇐⇒ ts ∈ dom (π ; (δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Pi) (by set theory)
⇐⇒ ts ∈ dom (TFOLTL(pi(t1, . . . , tn))). (by def. TFOLTL)
• α = ¬β:
K, s |=FOLTL ¬β
⇐⇒ K, s |=FOLTL β (by def. |=FOLTL)
⇐⇒ ts ∈ dom (TFOLTL(β)) (by Ind. Hyp.)
⇐⇒ ts ∈ dom (tr) ∧ ts ∈ dom (TFOLTL(β)) (by def. ts)
⇐⇒ ts ∈ dom
(
tr;TFOLTL(β)
)
(by set theory, def. tr and TFOLTL yields right-ideals)
⇐⇒ ts ∈ dom (TFOLTL(¬β)). (by def. TFOLTL)
• α = β ∨ γ :
K, s |=FOLTL β ∨ γ
⇐⇒ K, s |=FOLTL β or K, s |=FOLTL γ (by def. |=FOLTL)
⇐⇒ ts ∈ dom (TFOLTL(β)) or ts ∈ dom (TFOLTL(γ )) (by Ind. Hyp.)
⇐⇒ ts ∈ dom (TFOLTL(β)+TFOLTL(γ ))
(by set theory and TFOLTL yields right-ideals)
⇐⇒ ts ∈ dom (TLTL(β ∨ γ )). (by def. TLTL)
• α = ⊕β:
K, s |=FOLTL ⊕β
⇐⇒ K, s1 |=FOLTL β (by def. |=FOLTL)
⇐⇒ ts1 ∈ dom (TFOLTL(β)) (by Ind. Hyp.)
⇐⇒ ρ(ts) ∈ dom (TFOLTL(β)) (by def. ts)
⇐⇒ ts ∈ dom (ρ ;TFOLTL(β)) (by set theory)
⇐⇒ ts ∈ dom (TFOLTL(⊕β)). (by def. TFOLTL)
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• α = βUγ :
K, s |=FOLTL βUγ
⇐⇒ (by def. |=FOLTL)
(∃i ∈ IN)(∀j ∈ [0, i))(K, sj |=FOLTL β ∧ K, si |=FOLTL γ )
⇐⇒ (by Ind. Hyp.)
(∃i ∈ IN)(∀j ∈ [0, i))(t
sj
∈ dom (TFOLTL(β)) ∧ tsi ∈ dom (TFOLTL(γ )))
⇐⇒ (by def. ts )
(∃i ∈ IN)(∀j ∈ [0, i))(ρj (ts ) ∈ dom (TFOLTL(β)) ∧
ρi(ts ) ∈ dom (TFOLTL(γ )))
⇐⇒ (by def. Dom)
(∃i ∈ IN)(∀j ∈ [0, i))(ρj (ts ) ∈ dom (Dom (TFOLTL(β))) ∧
ρi(ts ) ∈ dom (TFOLTL(γ )))
⇐⇒ (by set theory)
(∃i ∈ IN)(∀j ∈ [0, i))(ts ∈ dom
(
(Dom (TFOLTL(β)) ;ρ);j
)
∧
ρi(ts ) ∈ dom (TFOLTL(γ )))
⇐⇒ (by def. dom and def. ;i )
(∃i ∈ IN)(∃z ∈ T (S, T ))(〈ts , z〉 ∈ (Dom (TFOLTL(β)) ;ρ);i ∧
ρi(ts ) ∈ dom (TFOLTL(γ ))).
Relation (Dom (TFOLTL(β)) ;ρ);i is functional. Also, the pair
〈
ts , ρ
i(ts)
〉
belongs to
(Dom (TFOLTL(β)) ;ρ);i . Therefore,
(∃i ∈ IN)(∃z ∈ T (S, T ))(〈ts , z〉 ∈ (Dom (TFOLTL(β)) ;ρ);i ∧ z = ρi(ts ) ∧
ρi(ts ) ∈ dom (TFOLTL(γ )))
⇐⇒ (by def. ∗)
(∃i ∈ IN)(∃z ∈ T (S, T ))(〈ts , z〉 ∈ (Dom (TFOLTL(β)) ;ρ)∗ ∧ z = ρi(ts ) ∧
ρi(ts ) ∈ dom (TFOLTL(γ )))
⇐⇒
(∃i ∈ IN)
(〈
ts , ρ
i (ts )
〉
∈ (Dom (TFOLTL(β)) ;ρ)∗ ∧ ρi(ts ) ∈ dom (TFOLTL(γ ))
)
⇐⇒ (by def. dom)
(∃i ∈ IN)(∃z ∈ T (S, T ))
( 〈
ts , ρ
i (ts )
〉
∈ (Dom (TFOLTL(β)) ;ρ)∗ ∧〈
ρi(ts ), z
〉
∈ TFOLTL(γ )
)
⇐⇒ (by def. ;)
(∃z ∈ T (S, T ))(〈ts , z〉 ∈ (Dom (TFOLTL(β)) ;ρ)∗ ;TFOLTL(γ ))
⇐⇒ (by def. dom)
ts ∈ dom
(
(Dom (TFOLTL(β)) ;ρ)∗ ;TFOLTL(γ )
)
⇐⇒ (by def. TFOLTL)
ts ∈ dom (TFOLTL(βUγ )).
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• α = (∃vi) β:
K, s |=FOLTL (∃vi) β
⇐⇒ exists s′ a vi-variant of s s.t. K, s′ |=FOLTL β (by def. |=FOLTL)
⇐⇒ exists s′ a vi-variant of s s.t. ts′ ∈ dom (TFOLTL(β)) (by Ind. Hyp.)
⇐⇒ exists s′ s.t. 〈ts , ts′ 〉 ∈ Vi and ts′ ∈ dom (TFOLTL(β)) (by def. Vi)
⇐⇒ ts ∈ dom (Vi ;TFOLTL(β)) (by set theory)
⇐⇒ ts ∈ dom (TFOLTL((∃vi)β)). (by def. TFOLTL)
Lemma A.3. Given A, a proper closure fork algebra on S, T extended with constants,
there exists a Kripke structure K such that for all t ∈ dom (tr) ,
t ∈ dom (TFOLTL(α)) ⇐⇒ K, st |=FOLTL α.
Proof. Let us define the Kripke structure K = 〈A, St, St0, T 〉 as follows:
• sA = S.
• If fj (j ∈ J) is an n-ary function symbol, then fAj (a1, . . . , an) = a ⇐⇒〈a1 · · ·an, a〉 ∈ Fj .
• If pi (i ∈ I) is an n-ary predicate symbol, then pAi (a1, . . . , an) ⇐⇒ a1 · · ·an ∈
dom (Pi ).
• St = { 〈a1, . . . , ak〉 : a1 · · ·ak ∈ dom (St) }. For the sake of simplicity we associate
functions on a finite domain with tuples.
• St0 = { 〈a1, . . . , ak〉 : a1 · · ·ak ∈ dom (St0) }.
The proof follows by induction on the structure of the formula α.
• α = pi(t1, . . . , tn), for i ∈ I:
t ∈ dom (TFOLTL(pi (t1, . . . , tn)))
⇐⇒ t ∈ dom (π ; (δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Pi ) (by def. TFOLTL)
⇐⇒ π(t) ∈ dom ((δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Pi ) (by set theory)
⇐⇒ (st )0 ∈ dom ((δFOLTL(t1)∇ · · · ∇ δFOLTL(tn)) ;Pi ) (by def. st )
⇐⇒ δFOLTL(t1)[(st )0] · · ·δFOLTL(tn)[(st )0] ∈ dom (Pi ) (by def. ∇ )
⇐⇒ V (t1)((st )0) · · ·V (tn)((st )0) ∈ dom (Pi ) (by Lemma A.1)
⇐⇒ 〈V (t1)((st )0), . . . , V (tn)((st )0)〉 ∈ pi (by def. Pi )
⇐⇒ K, st |=FOLTL pi(t1, . . . , tn). (by def. |=FOLTL)
• α = ¬β:
t ∈ dom (TFOLTL(¬β))
⇐⇒ t ∈ dom
(
tr;TFOLTL(β)
)
(by def. TFOLTL)
⇐⇒ t ∈ dom (tr) ∧ t ∈ dom (TFOLTL(β)) (by set theory and TFOLTL yields right-ideals)
⇐⇒ K, st |=FOLTL β (by Ind. Hyp.)
⇐⇒ K, st |=FOLTL ¬β. (by def. |=FOLTL)
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• α = β ∨ γ :
t ∈ dom (TFOLTL(β ∨ γ ))
⇐⇒ t ∈ dom (TFOLTL(β)+TFOLTL(γ )) (by def. TFOLTL)
⇐⇒ t ∈ dom (TFOLTL(β)) or t ∈ dom (TFOLTL(γ )) (by set theory and TFOLTL yields right-ideals)
⇐⇒ K, st |=FOLTL β or K, st |=FOLTL γ (by Ind. Hyp.)
⇐⇒ K, st |=FOLTL β ∨ γ. (by def. |=FOLTL)
• α = ⊕β:
t ∈ dom (TFOLTL(⊕β))
⇐⇒ t ∈ dom (ρ ;TFOLTL(β)) (by def. TFOLTL)
⇐⇒ ρ(t) ∈ dom (TFOLTL(β)) (by set theory)
⇐⇒ K, sρ(t) |=FOLTL β (by Ind. Hyp.)
⇐⇒ K, (st )1 |=FOLTL β (by def. st )
⇐⇒ K, st |=FOLTL ⊕β. (by def. |=FOLTL)
• α = βUγ :
t ∈ dom (TFOLTL(βUγ ))
⇐⇒ ( by def. TFOLTL )
t ∈ dom ((Dom (TFOLTL(β);ρ))∗ ;TFOLTL(γ ))
⇐⇒ ( by set theory )
(∃z ∈ T (S, T ))(〈t, z〉 ∈ (Dom (TFOLTL(β)) ;ρ)∗ ∧ z ∈ dom (TFOLTL(γ ))). (A.1)
Now,
〈t, z〉 ∈ (Dom (TFOLTL(β)) ;ρ)∗
⇐⇒ ( by def. ∗ )
(∃i ∈ IN)(〈t, z〉 ∈ (Dom (TFOLTL(β)) ;ρ);i )
⇐⇒ ( by def. ;i )
(∃i ∈ IN)(∀j ∈ [0, i])(ρj (t) ∈ dom (Dom (TFOLTL(β))) ∧ z = ρi(t)). (A.2)
By (A.1) and (A.2),
(∃i ∈ IN)(∀j ∈ [0, i])(ρj (t) ∈ dom (Dom (TFOLTL(β))) ∧ ρi(t) ∈ dom (TFOLTL(γ )))
⇐⇒ ( by def. Dom and set theory )
(∃i ∈ IN)(∀j ∈ [0, i])(ρj (t) ∈ dom (TFOLTL(β)) ∧ ρi(t) ∈ dom (TFOLTL(γ )))
⇐⇒ ( by Ind. Hyp. )
(∃i ∈ IN)(∀j ∈ [0, i])(K, s
ρj (t)
|=FOLTL β ∧ K, sρi (t) |=FOLTL γ )
⇐⇒ ( by def. st )
(∃i ∈ IN)(∀j ∈ [0, i])(K, (st )j |=FOLTL β ∧ K, (st )i |=FOLTL γ )
⇐⇒ ( by def. |=FOLTL )
K, st |=FOLTL βUγ.
• α = (∃vi) β:
t ∈ dom (TFOLTL ((∃vi ) β))
⇐⇒ t ∈ dom (Vi ;TFOLTL (β)) (by def. TFOLTL)
⇐⇒ there exists t ′, a vi variant of t such that t ′ ∈ dom (TFOLTL(β)) (by def. Vi )
⇐⇒ there exists t ′, a vi variant of t such that K, st ′ |=FOLTL β (by Ind. Hyp.)
⇐⇒ K, st |=FOLTL (∃vi ) β. (by def. |=FOLTL)
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Lemma A.4. Let e be a fork algebra equation. Then,
|=ω-CFA′ e ⇐⇒ ω-CCFA′ e.
Proof
(⇒)
|=ω-CFA′ e ⇒ EqTh
(
ω-CFA′
) |= e (by Def. ω-CFA′)
⇒ EqTh (ω-CFA′)  e. (by completeness of eq. logic)
Notice now that an equational proof of e from EqTh
(
ω-CFA′
)
will be a finite height
tree (probably with infinite width) whose leaves are equations in EqTh (ω-CFA′). In
order to show that ω-CCFA′ e, it suffices to replace each leaf in EqTh
(
ω-CFA′
)
by its
corresponding proof in ω-CCFA′.
(⇐) This implication follows directly from the definition of ω-CFA′.
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