Let µ be a finite positive Borel measure with compact support consisting of an interval [c, d] ⊂ R plus a set of isolated points in R \ [c, d] such that µ > 0 almost everywhere on [c, d]. Let {w 2n }, n ∈ Z + be a sequence of polynomials, deg w 2n ≤ 2n, with real coefficients whose zeros lie outside the smallest interval containing the support of µ. We prove ratio and relative asymptotics of sequences of orthogonal polynomials with respect to varying measures of the form dµ/w 2n . In particular, we obtain for varying measures an analogue Denisov's extension to Rakhmanov's Theorem on ratio asymptotics. These results on varying measures are applied to obtain ratio asymptotics for orthogonal polynomials with respect to fixed measures on the unit circle and for multi-orthogonal polynomials in which the measures involved are of the type described above.
Introduction

Motivation
Two main developments in the general theory of orthogonal polynomials over the past 25 years are E. A. Rakhmanov's Theorem on ratio asymptotics of orthogonal polynomials (see [20] - [22] ) and the extension of Szegő's theory, by A. Maté, P. Nevai and V. Totik, concerning the comparison of two systems of orthogonal polynomials whose measures do not satisfy Szegő's condition (see [14] - [17] ). We recommend the reader to look at Chapters 9 and 13 of Barry Simon's recent excellent monograph [24] . Besides the proofs you will find at the end of each section historical notes with original sources and later developments.
Last year S. Denisov [8] surprised us with a nice extension of Rakhmanov's Theorem which had long been expected. It includes all measures µ whose support consists of an interval [c, d] on the real line on which µ > 0 a.e. plus a set of isolated mass points on R \ [c, d] . He used some operator theoretic arguments and known inequalities. Later, P. Nevai and V. Totik [18] released the proof from the use of operator theory.
In connection with applications to rational approximation, we have extended these theorems on ratio and relative asymptotics to polynomials orthogonal with respect to varying measures (the measure of orthogonality depends on the degree of the polynomial) with no mass points outside the continuous part of their support. Such results are relevant for the proof of asymptotic properties of orthogonal polynomials with respect to fixed measures as well (see [1] , [2] , [3] , [4] , [11] , and [12] ).
In this paper, we see a version of the Denisov-Rakhmanov Theorem on ratio asymptotics for varying measures containing infinitely many mass points outside the continuous part of their support. We also obtain a result on relative asymptotics for such measures. This is new even when the measures are fixed. Finally, we apply these theorems to obtain some results for polynomials or-thogonal with respect to fixed measures on the unit circle and for so called multi-orthogonal polynomials which share their orthogonality conditions with a system of measures.
Definitions and statements
Let {w 2n } n∈N be a sequence of polynomials with real coefficients such that, for each n ∈ N, deg(w 2n ) = i n , 0 ≤ i n ≤ 2n. We denote by {x n,i } 2n i=1 the set of zeros of w 2n whenever i n = 2n. If i n < 2n, we define x n,i = ∞ for i = 1, . . . , 2n − i n and denote by {x n,i } 2n i=2n−i n +1 the set of zeros of w 2n . We assume that the zeros are enumerated so that |x n,i | > |x n,i+1 |. Let {µ n } n∈N be a sequence of finite positive Borel measures whose supports supp(µ n ) contain infinitely many points and are all contained in a compact set S ⊂ R. Assume that, for each n ∈ N, the polynomial w 2n is nonnegative on S and S dµ n w 2n < ∞.
We can construct the table of polynomials {l n,j }, deg l n,j = j, j ∈ Z
+
, that are orthonormal with respect to dµ n /w 2n ; that is, these polynomials are uniquely determined by having positive leading coefficients and satisfying the relations Given a finite positive Borel measure µ supported on R, µ (x) will stand for the Radon-Nikodym derivative of µ with respect to the Lebesgue measure dx. By µ n * −→ µ, n → ∞, we denote the weak convergence of {µ n } to µ. This means that for every real continuous function f with compact support
It is obvious that the support of the measure µ will also be contained in the compact set S. Let Keeping in mind the above definitions and notations, we introduce the following connections between the measures {µ n } and the polynomials {w 2n }.
Definition 1 Let k ∈ Z be a fixed integer. We say that ({dµ n }, {w 2n }, k) is admissible on S if:
i) There exists a finite Borel measure µ on R such that µ n * −→ µ, n → ∞. 
ii) In case that k is negative, then
S −k i=1 |1 − x/x n,i | −1 dµ n (x) ≤ M k < ∞ , n ∈ N,
Definition 2 Let k ∈ Z be a fixed integer. We say that ({dµ n }, {w 2n }, k) is strongly admissible on S if ({dµ n }, {w 2n }, k) is admissible on S and iv) lim n→∞ S
|µ n (x) − µ (x)| dx = 0.
We will need to impose certain additional restrictions on the measures µ n as well as on the set S. In many applications dµ n = h n dµ where supp(µ) = S is as in b) of Definition 3, lim n→∞ h n = h > 0 uniformly on S, and the zeros of {w 2n } are uniformly bounded away from S. In this case all the assumptions in these definitions are satisfied if µ (x) > 0 a.e. on [−1, 1].
From the classical theory of orthogonal polynomials it follows that the poly-nomials {l n,n+j }, n, j ∈ N, are related by the recurrence relations
(notice that the three polynomials appearing in the formula correspond to the same measure, so it is the same formula as for the case of fixed measures). The so called Jacobi parameters verify b n,j ∈ R , a n,j > 0. The monic polynomials are
The following result constitutes a generalization to the case of varying measures of Denisov's Theorem (see [8] and [18] 
and
uniformly on each compact subsets of C \ S.
Formula (4) is a direct consequence of (3). A proof may be found in [10, Theorem 2.1]. Therefore, in the proof of Theorem 1 we limit ourselves to the proof of (3).
Regarding relative asymptotics, the next result extends Theorem 3.2 of [5] and is new even for the case of fixed measures (µ n = µ, w 2n ≡ 1, n ∈ Z + ). When there are no mass points outside [−1, 1] the corresponding result for fixed measures may be found in [17] . 
Let {g n } n∈N be a sequence of continuous functions on S converging to g > 0 uniformly on S. For each n ∈ N, set h n = hg n and let {q n,m } m∈N , be the sequence of orthonormal polynomials with respect to h n dµ n /w 2n . Then, for each fixed k ∈ Z,
,
One can obtain the following corollaries on ratio and relative asymptotics of orthogonal polynomials with respect to fixed Denisov type measures on the unit circle. Corollary 1 may be regarded as a version of Theorem 13.4.4 of [24] . Corollary 2 is new. 
where Cap(γ) denotes the logarithmic capacity of γ. Moreover, 
uniformly on each compact subset of C \ S and
where D γ (h; ζ) is the unique function which satisfies the conditions:
almost everywhere on γ.
By the assumptions of Corollary 2, log h is integrable with respect to the Lebesgue measure on γ. The construction of D γ (h; ζ) and its uniqueness is easy to reduce by conformal mapping to the case of the unit circle.
We will not proof these two corollaries since they are obtained following step by step the proofs of Theorems 1 and 2 in [2] and using at appropriate places Theorems 1 and 2 stated above, instead of analogous results employed in [2] . The basic idea is to translate the problem to the real line by using a bilinear change of variables. The orthogonal polynomials with respect to the measure given on the unit circle are connected with orthogonal polynomials with respect to varying measures on the real line whose varying part depends of the bilinear transformation used.
Another application of Theorems 1 and 2 is to obtain ratio asymptotics of multiple orthogonal polynomials for the so called Nikishin systems of measures, when the measures involved in the construction of such systems are of Denisov type. When the measures do not have mass points outside the interval containing the continuous part of their support the corresponding result was proved in the recent paper [1] . To avoid introducing at this stage more notation, we leave the statement of these results for the final section.
Section 2 is dedicated to the proof of some auxiliary results for varying measures on the unit circle. In Section 3 and 4, we prove Theorems 1 and 2 respectively. Section 5 is devoted to some applications. In the sequel, we maintain the notations introduced above.
Auxiliary results on the unit circle
In order to prove Theorems 1 and 2, we start out with the unit circle. Here we give analogous definitions to those of Section 1. Let {dρ n } n∈N be a sequence of finite positive Borel measures on the interval [0, 2π] such that for each n ∈ N the support of dρ n contains an infinite set of points. Let {W n } n∈N be a sequence of polynomials such that, for each n ∈ N, W n has degree n (deg W n = n) and all its zeros {w n,i }, 1 ≤ i ≤ n, lie in the closed unit disk. We assume that the indices are taken so that if w = 0 is a zero of W n of degree m then w n,1 = w n,2 = . . . = w n,m = 0. Set
Assume that, for each natural number n, 
II) In case that k is negative, we have
The next formula is a simple reformulation of a known result (notice that 2n is fixed) and its proof may be found in [14] . For all n, m ∈ N we have
The next lemma is Theorem 1 of [4] .
Given a Borel set B ⊂ R, |B| stands for the Lebesgue measure of B. In the following lemma, we follow the arguments given in [8] to prove a statement similar to (7) . 
lim sup Proof. Set z = e iθ . Notice that, for each fixed k ∈ Z, we have
integrating (10) and using that (see (1.20) 
where 1 2π
Taking (11)- (12) into account and using the Cauchy Schwarz inequality, it follows that
Using twice the Cauchy-Schwarz inequality, we have
.
From (13) and
it follows that lim sup
Consider an arbitrary nonnegative continuous function f defined on [0, 2π].
dθ .
Using (6) and condition IV) of strong admissibility, we obtain 1 2π 
Taking into account (15), we have proved (7) with
To prove (8), we use that
and (see (14)) 1 2π
Taking limit, as n tends to infinity, and using (16), we obtain (8) with
Finally, we prove (9) . Taking m = n + k on the right-hand side of (14), we have
where dρ
n (θ) stands for the singular part of dρ n (θ) with respect to the Lebesgue measure. Letting n tend to infinity, and using (8), we obtain lim sup
which proves (9), taking (8) and (17) into account.
Lemma 3 Under the same conditions as in lemma 2, for each fixed k ∈ Z, we have i) Uniformly on compact subsets of the region {z
where L 4 (z, δ) tends to 0 as δ goes to 0, uniformly on compact subsets of {z : |z| < 1}.
ii) We have
where, for each fixed m ∈ Z, L 6 (m, δ) tends to 0 as δ goes to 0.
Proof. Consider the well-known formulas
Dividing one by the other, it follows that
Applying this inequality N times, we obtain
Then, for all n ≥ N 1 and |z| ≤ 1/4
which gives (18) if the compact set is contained in {z : |z| ≤ 1/4}. Since |ξ n,n+k+1 (z)| ≤ 1 on {z : |z| ≤ 1} and is analytic in the ring {z : 1/4 ≤ |z| ≤ 1}, from the two constants theorem, it follows that
which completes the proof of part i).
Let us prove ii). Rewrite (20) as
Use (5), (7), and the fact that Φ * n,n+k (z)/(z Φ n,n+k (z)) is an analytic function in the region {z : |z| ≥ 1} such that
In addition to this, we have
where L 5 ( δ) tends to 0 as δ goes to 0. Hence,
for |z| ≥ 1. In particular, for |z| = 1, we have
, where u( δ, m) tends to 1 as δ goes to 0. Then
. Therefore, we have proved ( 
and 1 2π
In parts i) and ii) of Lemma 4, {ψ n,m } m∈N will stand for the sequence of orthonormal polynomials with respect to h n dσ n . 
Lemma 4 Let
Each bound
Proof. We will prove only part i), since part ii) may be proved analogously. As in previous lemmas, z = e iθ throughout the proof. It follows from the
On one hand, we have
Take limits, as n tends to infinity, in the above expression, using the orthonormality of the sequence {ψ n,m } m∈N and the convergence of the sequence
On the other hand, fix η > 0 and use (21) to obtain 1 2π
Furthermore, for any j ∈ Z 1 2π
Therefore, on account of (9) and the convergence of the sequence { g n } n∈N , we have lim sup
Now, let us consider the first term of the right-hand side of (26) .
Now, we take limits, as n tends to infinity, in the above expression using (19) and (21) . Then
Since (see (1.20) 
we can use (25) to obtain lim sup
Analogously, using (27) instead of (25), we have lim sup
It follows from (28), (29), and (30) that lim sup
where L 6 (m + q, δ) tends to 0 as δ goes to 0. Finally, we can conclude from (26), (31), and (22) that
Proof of Theorem 1
As pointed out after the statement of Theorem 1, in proving this result we can limit ourselves to the proof of (3). Let us begin with some elementary facts. Fix k ∈ Z. The n + k simple zeros of the monic orthogonal polynomial L n,n+k lie in the smallest interval containing the support of the measure dµ n /w 2n with respect to which it is orthogonal. Moreover, in between two consecutive mass points of µ n contained in S \ [−1, 1] there may be at most one zero of L n,n+k . These are well known properties of orthogonal polynomials orthogonal with respect to a fixed measure, and nothing changes here because the parameter n remains fixed. Let x
n+k be the zeros of L n,n+k .
Lemma 5 We have
for any polynomial p of degree ≤ 2n + 2k − 1, where
Proof. Since n is fixed, the Gauss-Jacobi quadrature formula gives
We only have to take λ n,n+j = w 2n (x (n) j )λ n,n+j and notice that for each j, w 2n (x (n) j ) has the same sign as w 2n (x), x ∈ S.
2
From this lemma, we obtain.
Lemma 6 Suppose that, for each
Proof. Using the quadrature formula, it follows that
It is well known that the condition iii) of admissibility implies that the rational functions of the form p/w 2n are dense in the space of continuous functions on [a, b] (see, for example, Corollary 1 in [6] ). Let ε > 0 be arbitrary. Take p/w 2n
. From the previous equality we see that
From the condition i) of admissibility, it follows that
If k > 0 one can take p = w 2n in Lemma 5 and get n+k j=0 λ n,j = dµ n . When k ≤ 0 using the quadrature formula, we can still eliminate 2n + 2k -2 factors of w 2n and from ii) it follows that
This and the inequality above complete the proof taking into consideration that ε > 0 is arbitrary. 
Since w 2n is nonnegative on [−1, 1], there exists an algebraic polynomial (see [26, p. 3] ) W 2n (z) , deg(W 2n ) = i n , whose zeros lie in {|z| ≤ 1} such that . Then, τ n and σ 2n are also related to each other by means of (32). Let us denote by {Φ 2n,m } m∈N and {ϕ 2n,m } m∈N , the sequences of monic orthogonal polynomials and orthonormal polynomials, respectively, with respect to dσ 2n . It is very well known that (see [26, Theorem 11.5 
where {a
m } m∈N and {b
m } m∈N are the sequences of Jacobi parameters of the measure τ n , n ∈ N.
As a consequence of Lemma 2, we have
Lemma 7 Suppose that ({dα n }, {w 2n }, k) is strongly admissible on the set
where L(δ) tends to 0 as δ goes to 0. 
where L * (ε) tends to 0 as ε goes to 0 and dτ n = dν n /w 2n . 
For each n ∈ N, denote by l
n,m , the m-orthonormal polynomial with respect to the measure dτ n , respectively d τ n . It follows from the orthogonality relations satisfied by both sequences of polynomials that
Hence, by using the recurrence relations (1) applied to both sequences of polynomials, we obtain
So, in view of (36), we have lim sup
we obtain (35) with
Let us return to the proof of Theorem 1. For each N ∈ N, we can define a new measure µ
We will construct these measures in the following way. For each ε > 0, choose
Analogously, for each varying measure µ n , we define
in the same way. For each N ∈ N, it is easy to prove that ({dµ
n } is a Denisov type sequence. Denote by {a 
Proof. Without loss of generality, we can limit ourselves to proving (38)-(40) just for N = 1. For n, m ∈ N, denote by L (1) n,m the monic orthogonal polynomial with respect to dµ (1) n (x)/w 2n (x) and by l
Let k ∈ Z be fixed. As a consequence of Lemma 6 we obtained that there exists a sequence {x
n+k ) = 0 and
n+k . From this, we can deduce that there exists a sequence {τ n,n+k }, n ∈ N, n ≥ −k, of nonnegative real numbers such that 
Then, γ
(1)
(43) Consider also (43) replacing k by k + 1. From both sets of inequalities, we deduce a
≤ a n,n+k ≤ (1 + τ n,n+k )a (1) n,n+k−1 , which proves (38) and (39), because of (42).
In order to prove (40), we will use the following representation for the Jacobi parameters
, where B only depends on S. Since,
we have
. Now, we take limits, as n tends to infinity, in the above expression. This, together with (42) and (43), yields (40).
Following the same scheme as in the proof of Theorem 9 in [13] (see also 
Proof of Theorem 2
We can assume that each function h n = hg n is nonnegative on S and Qh ±1 n ∈ L ∞ (S), n ∈ N. Also, it is obvious that ({h n dµ n }, {w 2n }, 2k) is strongly admissible on S for all k ∈ Z.
For each ε > 0 and n ∈ N, we define d µ 
where lim n→∞ u n,n+k (x, ε) = 1 uniformly on compact subsets of C \ S.
Proof. As in the proof of Lemma 9, we can limit ourselves to the case when N = 1. As in that Lemma, we denote by l
n,m > 0, the orthonormal polynomial of degree m with respect to dµ (1) n (x)/w 2n (x), where
From the orthogonality conditions satisfied by l n,n+k , we have that
where
Using the Cauchy-Schwarz inequality it is immediate that
On the other hand, using (3) (for the Denisov type sequence {µ (1) n }), (42), and (43)
Consequently, on account of (4) (for the Denisov type sequence {µ (1) n }), the sequence {l n,n+k /l (1) n,n+k }, n ∈ N, is uniformly bounded on each compact subset of C \ (S \ {x 1 }). Let us prove that in fact it is convergent. Let Λ ⊂ N be such that the subsequence {l n,n+k /l (1) n,n+k }, n ∈ Λ, is convergent on compact subsets of C \ (S \ {x 1 }). Without loss of generality we can assume that lim
Because of (4) and (44) lim n∈Λ l n,n+k
uniformly on compact subsets of C \ (S \ {x 1 }), where p Λ is an algebraic polynomial of second degree whose independent term does not depend on Λ and is equal to 1/2. In order to prove that the whole sequence converges it is sufficient to show that the two zeros of p Λ are always the same for any Λ.
One of the zeros of p Λ must be equal to 1/Ψ(x 1 ). Indeed, we know that the sequence of polynomials {l n,n+k }, n ∈ N, has a sequence of zeros which converge to x 1 and the limit function is analytic in a neighborhood of that point. By Hurwitz' Theorem either p Λ (1/Ψ(x 1 )) = 0 or the sequence of polynomials {l (1) n,n+k }, n ∈ N, must also have a sequence of zeros converging to x 1 , but we know that this last assertion is not possible since dµ = (x − x 1 ) 2 dµ has no mass point at that point (see Lemma 6 and the remark following it).
Let us find the second zero of p Λ . Using the orthogonality conditions of l n,n+k , l (1) n,n+k , and (44), we obtain
Multiplying this equality by l (1) n,n+k (x 1 ), using (3), and Corollary 3 applied to the function (
continuous on S \ x 1 , and taking limit on n ∈ Λ, it follows that 0 = 1
Consequently,
independent of Λ and, thus,
uniformly on compact subsets of of C \ (S \ {x 1 }). By the same token
uniformly on compact subsets of C \ (S \ {x 1 }) and the assertion of the lemma readily follows when N = 1. The general case is obtained in a finite number of steps.
As a consequence of Lemma 10, for any fixed k ∈ Z and for each ε > 0, we have
uniformly on compact subsets of C \ S if one of two limits exists.
For each ε > 0 we define a new sequence of measures given by
Then, supp(µ ε) ] is, at most, a denumerable set whose unique possible accumulation points are ±1/(1 + ε). For each ε > 0, define the functions h
n , x ∈ S. From the fact that the functions h, g, g n , h n are defined on S, it follows that the corresponding functions h (ε) , g (ε) , g
n,m } m∈N and {q (ε) n,m } m∈N the sequences of orthonormal polynomials with respect to dµ
2n respectively, where w (ε) 2n (x) = w 2n ((1 + ε) x) . Then, as in the proof of Lemma 8, we have
n,m x 1 + ε and, because of (45), it is therefore sufficient to study the ratio
for each k ∈ Z. In other words, the convergence of {q n,n+k /l n,n+k } on C \ S is equivalent to the convergence of q
Let us go to the unit circle again in order to apply Lemmas 3 and 4. Set h
be the measure supported on [0, 2π] associated with dµ 
is an algebraic polynomial with real coefficients such that Q
) . If we take Q
is a trigonometric polynomial with real coefficients, nonnegative for all θ ∈ [0, 2π]. From [26, Theorem 1.2.1] there exists an algebraic polynomial Q (ε) such that Q
) . Analogously, (Q(cos θ)) 2 is a nonnegative trigonometric polynomial with real coefficients. Thus, there also exists an algebraic polynomial Q such that
uniformly on the set {z ∈ C : |z| = 1}. For each n ∈ N, the function
is analytic on an open neighborhood of {w ∈ C : |w| ≤ 1}. Then, for all w ∈ K (ε) * , we have
where P (w, θ) is the Poisson kernel. Let us use Lemma 4 to estimate the right-hand side of (49). For this purpose, fix η > 0. Since
the trigonometric polynomials T m and R m employed in the proof of Lemma 4 may be chosen so that they verify (21) and (22) (with P (w, θ) playing the role of f ) independently of w ∈ K (ε) * . Therefore, using (23), we obtain for all
Since the Poisson kernel is bounded on compact subsets of {w ∈ C : |w| < 1}, we have proved that ( Q
is uniformly bounded on
, as we wanted to show. In fact, the sequence ψ
is uniformly bounded on compact subsets of {w ∈ C : |w| > 1}.
uniformly on compact subsets of {w : |w| < 1}, where
We will prove that T * ∆ (w) = D 1/( h g), w which, in turn, proves Theorem 2. First, we show that 1 2π
is bounded for any r ∈ (0, 1). That is, Q T *
, where H stands for Hardy space.
Using (55), for each r < 1, we have 1 2π
For each ε > 0, let us apply formula (23) with f (θ) = 1 and S = S (ε) . Fix η > 0. Then
where L 7 implicitly depends on ε. A careful study of the proof of Lemma 4 shows that this dependence is expressed in terms of ( Q
) S (ε) . As
where C is a constant. Since η is arbitrary, by applying the Dominated Convergence Theorem to (56), we obtain 1 2π
as we wanted to show. From this fact we can deduce that there exist radial limits lim
and, obviously
For r ∈ (0, 1) and z such that |z| = 1, using (49) and (55), we have
For each ε > 0, apply again formula (23) with f (θ) = P (rz, θ) and S = S (ε) . Fix η > 0 and consider r ≤ R < 1. Then
The same considerations needed to prove (57) equally work here taking into account (50), the remark made just after it, and the fact that r ≤ R < 1.
Since R is arbitrary,
for all r ∈ (0, 1). Taking limits as r tends to 1, we obtain (see [23, Theorem 11.8] )
Therefore,
, a.e. in [0, 2π],
which, in particular, implies T *
In a similar fashion as for {q n,n+k /l n,n+k }, it is possible to prove that also {l n,n+k /q n,n+k } is uniformly bounded on compact subsets of C \ S. Therefore, we can suppose that ∆ ⊂ N was chosen so as to additionally fulfill
An analogous statement is valid for ∆ ε ⊂ ∆. We can then repeat the above calculations, this time with 1/ T * ∆ , replacing the use of (23) with that of (24) . We conclude that
Formulas (58) 
In particular, log T *
We know that T * ∆ (0) ≥ 0, because of (55). Then
From this fact (see [23, Theorem 17.17] ), it follows that
where λ is a constant. But (60) implies that λ = 1 and thus
Nikishin orthogonal polynomials
Let σ 1 , σ 2 be two finite Borel measures with constant sign, whose supports supp(σ 1 ), supp(σ 2 ) are contained in non intersecting intervals ∆ 1 , ∆ 2 , respectively, of the real line R. Set
This expression defines a new measure with constant sign whose support coincides with that of σ 1 . Whenever we find it convenient we use the differential notation of a measure.
Let Σ = (σ 1 , . . . , σ m ) be a system of finite Borel measures on the real line with constant sign and compact support. Let ∆ k denote the smallest interval which contains the support of
is called an n-th multi-orthogonal polynomial with respect to S if it is not identically equal to zero, deg Q n ≤ |n| = n 1 + · · · + n m , and satisfies the orthogonality relations
In the sequel, we assume that Q n is monic. [25] it was proved that, for all n ∈ Z m + ( ), the zeros of Q n are simple and lie in the interior of ∆ 1 . For each n = (n 1 , . . . , n m ) ∈ Z m + ( ), define recursively the following functions
In Proposition 1 of [19] it was proved that for each k = 1, . . . , m
From here, the authors deduce that Ψ n,k−1 , k = 1, . . . , m, has exactly N n,k = n k + · · · + n m zeros in C \ ∆ k−1 , that they are all simple, and lie in the interior of ∆ k . Let Q n,k be the monic polynomial of degree N n,k whose simple zeros are located at the points where Ψ n,k−1 vanishes in ∆ k and let Q n,m+1 ≡ 1. In Proposition 2 (see also Proposition 3) of [19] the authors prove that 
satisfying the system of full orthogonality relations with respect to a varying measure. (Notice that H n,k and Q n,k−1 Q n,k+1 have constant sign on ∆ k , thus we can take absolute value of these functions under the integral sign without affecting the value of the integral.)
Our goal is to give a result on ratio asymptotics for the polynomials {Q n,k } m k=1
when the measures σ k , k = 1, . . . , m, are of Denisov type. In particular, for Q n = Q n,1 . This is an extension to this class of measures of Theorem 1.2 in [1] . The proof is basically the same as in that paper. The answer will be given in terms of certain algebraic functions of order m + 1 (as in the DenisovRakhmanov Theorem for m=1). In the sequel we will assume that for each k = 1, . . . , m, supp(σ k ) = ∆ k ∪ E k , where σ k > 0 a.e. on ∆ k and E k is a set of isolated points in R \ ∆ k .
To introduce these functions, we consider the (m+1)-sheeted Riemann surface , ψ (l) (z) = C 2 z +O(1), z → ∞ (l) , (63) where C 1 and C 2 are constants different from zero. Since the genus of R equals zero, such a single valued function on R exists and is uniquely determined up to a multiplicative constant. We denote the branches of the algebraic function ψ 
For any fixed multi-index n = (n 1 , . . . , n m ), set ), C = 0, and k ∈ Z, we denote F := F C Now, we can state our general theorem about ratio asymptotics for multiple orthogonal polynomials of a Nikishin system. , n ∈ Λ, be the corresponding system of polynomials (62). Then for each fixed k ∈ {1, . . . , m}, we have
where The proof of Theorem 3 is based on three steps. First, you show that the zeros of the multiple orthogonal polynomials Q n and Q n,k , k = 1, . . . , m, interlace. To prove this, follow section 2 in [1] . On the other hand, the zeros of the polynomials Q n,k which lie in ∆ k \ ∆ k are attracted to the mass points of σ k as we saw as a consequence of Lemma 6. Therefore, given l, for each fixed k = 1, . . . , m, the ratios Q n l ,k /Q n,k , n ∈ Λ, form normal families of analytic functions in C \ supp(σ k ), respectively. Secondly, using Theorems 1, 2, and Corollary 3 one proves that the limit functions of any convergent subsequence satisfy a system of boundary value problems on the intervals ∆ k . This is done as in section 3 of [1] . The varying measures to be considered are of the form C n,k |H n,k (x)|dσ k (x) |Q n,k−1 (x)Q n,k+1 (x)| , where the C n,k are normalizing constants such that for each k = 1, . . . , m − 1, lim n∈Λ C n,k+1 |H n,k+1 (z)| = 1
uniformly on compact subsets of C \ ∆ k . The existence of such normalizing constants is clearly indicated in [1] and is based in the present situation on Corollary 3. In [1] , instead of Theorems 1, 2 and Corollary 3, the authors make use of similar results of orthogonal polynomials with respect to varying measures without mass points outside of ∆ k developed earlier by B. de la Calle and G. Lopez contained in [4] and [5] . To conclude, you show that the system of boundary value problems has a unique solution which may be expressed by means of the algebraic functions defined above. The proof is exactly as in section 4 of [1] .
