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INTERPOLATION WITHOUT CONTINUITY
IN PARTIALLY ORDERED SETS
PAUL PONCET
ABSTRACT. We are interested in posets with the interpolation property
that are not necessarily continuous. We show that every conditionally-
complete poset P with the interpolation property contains a largest con-
tinuous poset whose way-below relation is the restriction of the way-
below relation of P . We also prove that this construction is functorial.
1. INTRODUCTION
While the interpolation property is crucial for deriving many important
results of the theory of continuous posets, little has been done on (not nec-
essarily continuous) interpolating posets. In this paper we examine whether
a poset with the interpolation property can contain subsets that are contin-
uous posets with respect to the induced partial order and that satisfy some
compatibility conditions.
A partially ordered set or poset is a set P equipped with a partial order
6, i.e. an antisymmetric, reflexive, transitive binary relation. A poset is
conditionally-complete if every nonempty subset A bounded above has a
supremum, denoted by ∨P A or
∨
A.
A nonempty subset D of a poset P is directed if, for all x, y ∈ D, one
can find d ∈ D such that x 6 d and y 6 d. We say that x ∈ P is way-below
y ∈ P , written x ≪P y or x ≪ y, if, for every directed subset D with
supremum, y 6 ∨D implies x 6 d for some d ∈ D.
The poset P is continuous if ↓↓x := {y ∈ P : y ≪ x} is directed and
x =
∨
↓↓x, for all x ∈ P . Note that, if P is conditionally-complete, ↓↓x is
directed if and only if ↓↓x 6= ∅. Also, P has the interpolation property, or
is interpolating if, for all x, y ∈ P with x ≪ y, there exists some z ∈ P
such that x ≪ z ≪ y. It is well known that every continuous poset is
interpolating, see e.g. [1, Theorem I-1.9]. However, the converse is false in
general, as shown by Figure 1.
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FIGURE 1. This Hasse diagram depicts a countable
conditionally-complete poset (actually a complete lattice) P
with the interpolation property. Indeed, 0 ≪ 0 ≪ ω and
x≪ y ≪ 1 for all x, y ∈ P \ {ω, 1} such that x 6 y, and no
other way-below relation holds. However, P is not continu-
ous since ↓↓ω = {0}; indeed, we have 0≪ ω but not ω ≪ ω,
since ω 6 ∨(P \ {ω, 1}) = 1.
0
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FIGURE 2. As in Figure 1, the poset defined by this Hasse
diagram is a complete lattice with the interpolation property,
but is not continuous since ↓↓ω = {0}.
Figures 1 and 2 also show that, by removing the annoying point ω, one
comes up with a continuous poset whose way-below relation is the restric-
tion of the way-below relation of P . Hence the question: given an interpo-
lating poset, is it possible to obtain a continuous poset by parsimoniously
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removing points that disturb good approximation properties? It is the pur-
pose of this paper to show that the answer is yes under the additional con-
dition that the poset at stake be conditionally-complete. Our main result is
thus the following.
Theorem 1.1. Every conditionally-complete interpolating poset contains a
largest (conditionally-complete) continuous subposet.
By a subposet of a poset P we mean a subset Q such that the way-below
relation ≪Q on Q is the restriction to Q × Q of the way-below relation on
P .
In addition to this theorem, we show that the map that associates to every
conditionally-complete interpolating poset its largest continuous subposet
can be extended to a covariant functor (between appropriate categories).
2. KERNELS AND LARGEST CONTINUOUS SUBPOSETS
2.1. Short reminders on the Scott and the Lawson topologies. In a poset
P , a subset U is upper if x ∈ U and x 6 y imply y ∈ U . A subset U is
Scott-open if it is upper and U ∩ D 6= ∅ whenever D is a directed subset
of P with supremum such that ∨D ∈ U . The collection of Scott-open
subsets is a topology called the Scott topology. By [1, Proposition II-2.1]
a map f : P → Q between posets is continuous with respect to the Scott
topologies (or is Scott-continuous) if and only if, for every directed subset
D of P with supremum, f(∨P D) =
∨
Q f(D).
The Lawson topology on a poset P is the topology generated by the Scott
topology and the subsets of the form P\ ↑x (x ∈ P ). A map f : P → Q
is Lawson-continuous if it is continuous with respect to the Lawson topolo-
gies. Note that every Lawson-continuous map is Scott-continuous (use [1,
Proposition III-1.6(i)]).
2.2. Kernels on posets. A kernel (or kernel operator) on a poset P is a
map k : P → P such that, for all x, y ∈ P :
• k(k(x)) = k(x),
• k(x) 6 k(y) when x 6 y,
• k(x) 6 x.
A kernel retraction on P is a map k◦ : P → Q with Q = {x ∈ P : k◦(x) =
x} and such that the map P → P, x 7→ k◦(x) is a kernel. The subset Q of
P is then called a kernel retract of P induced by the kernel retraction k◦.
A Galois connection between two posets (P,6) and (Q,6) is a pair
(f, g) of maps f : P → Q and g : Q → P such that f(x) 6 y if and
only if x 6 g(y) for all x ∈ P , y ∈ Q. The map f (resp. g) is the left map
(resp. right map) of the Galois connection.
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Lemma 2.1. Every kernel retraction is the right map of a Galois connec-
tion, in particular it preserves arbitrary existing infima. Consequently, it is
Scott-continuous if and only if it is Lawson-continuous.
Proof. Let k◦ : P → Q be a kernel retraction. Then y 6 k◦(x) if and only if
y 6 x, for all x ∈ P , y ∈ Q. Thus, (i, k◦) is a Galois connection, where i :
Q→ P, y 7→ y. This implies that k◦ preserves arbitrary existing infima (see
e.g. [1, Theorem O-3.3]) and that, if k◦ is Scott-continuous, it is Lawson-
continuous (use [1, Lemma III-1.2(i)]). Also, if k◦ is Lawson-continuous
then it is Scott-continuous by a remark made in Paragraph 2.1. 
2.3. The subposet P ∗. We consider the following subset of a poset P :
P ∗ := {x ∈ P : ↓↓x is directed }.
In P ∗, the way-below relation is written ≪∗ for convenience (instead of
≪P ∗). If P is conditionally-complete, then x ∈ P ∗ if and only if ↓↓x is
nonempty. If P is conditionally-complete with a least element (making P
into a bounded-complete poset), then P = P ∗.
Lemma 2.2. Let P be a conditionally-complete poset. Then for all directed
subsets D of P bounded above such that D ∩ P ∗ is nonempty, we have that
D ∩ P ∗ is directed and ∨D = ∨(D ∩ P ∗).
Proof. Assume that D∩P ∗ is nonempty, and let d0 ∈ D∩P ∗. The fact that
D∩P ∗ is directed is obvious. If d ∈ D, then there exists some d1 ∈ D such
that d0 6 d1 and d 6 d1. The former inequality gives d1 ∈ D ∩ P ∗. Hence
D ⊂↓(D ∩ P ∗), so that ∨D 6 ∨(D ∩ P ∗). Since the reverse inequality is
always true we get the equality. 
Lemma 2.3. Let P be a conditionally-complete interpolating poset, and let
D be a directed subset of P bounded above. Assume that there exists some
y ∈ P ∗ such that y 6 ∨D. Then D ∩ P ∗ is nonempty (hence D ∩ P ∗ is
directed and ∨D = ∨(D ∩ P ∗) by the previous lemma).
Proof. Let t ∈ P such that t ≪ y, which exists since y ∈ P ∗. By the
interpolation property, this is some s such that t≪ s≪ y. Since y 6 ∨D,
there is some d ∈ D such that s 6 d by definition of the way-below relation.
We deduce that t≪ d, so that d ∈ D ∩ P ∗. 
A subset Q of P is called a subposet of P if the way-below relation ≪Q
on Q is the restriction to Q ×Q of the way-below relation on P , i.e. if, for
all x, y ∈ Q, x≪Q y if and only if x≪ y.
Lemma 2.4. Let P be a conditionally-complete interpolating poset. If Q is
a kernel retract of P ∗ induced by a Scott-continuous kernel retraction, then
Q is a conditionally-complete subposet of P . Moreover, ∨Q D = ∨D for
all nonempty subsets D of Q bounded above.
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Proof. Let j : P ∗ → Q be a Scott-continuous kernel retraction associated
with the kernel retract Q. If D is a nonempty subset of Q bounded above,
then D has a supremum d0 in P . Pick an element d of D. Since d ∈ Q ⊂
P ∗, there is some x ∈ P with x ≪ d 6 d0, thus x ≪ d0, so that ↓↓d0 6= ∅,
i.e. d0 ∈ P ∗. Now, for all d ∈ D, d0 > d, hence j(d0) > j(d) = d.
This shows that j(d0) is an upper-bound of D in P . Since j(d0) 6 d0 and
d0 is the least upper-bound of D in P , we obtain d0 = j(d0). We deduce
that d0 ∈ Q, i.e. d0 is the supremum of D in Q. This shows that Q is
conditionally-complete and that ∨Q D =
∨
D for all nonempty subsets D
of Q bounded above.
From these properties, we have the implication x ≪ y ⇒ x ≪Q y, for
all x, y ∈ Q. Let us prove the reverse implication (this will show that Q
is a subposet of P ). So let x ≪Q y, for x, y ∈ Q. We want to prove
that x ≪ y, so let D be a directed subset of P bounded above such that
y 6
∨
D. By Lemma 2.3, D ∩ P ∗ is directed and ∨D = ∨(D ∩ P ∗), so
that y = j(y) 6 j(∨D) = ∨Q j(D ∩ P ∗) by Scott-continuity of j. Since
j(D ∩P ∗) is a directed subset of Q and x≪Q y, there is some d ∈ D ∩P ∗
such that x 6 j(d). Since j(d) 6 d, we deduce that x 6 d. This proves that
x≪ y. 
Corollary 2.5. Let P be a conditionally-complete interpolating poset. Then
P ∗ is a conditionally-complete interpolating subposet of P . Moreover,∨
P ∗ D =
∨
D for all nonempty subsets D of P ∗ bounded above.
Proof. Since P ∗ is trivially a kernel retract of P ∗, induced by the (Scott-
continuous) identity kernel retraction, Lemma 2.4 shows that P ∗ is a cond-
itionally-complete subposet of P , so we only have to show that P ∗ is in-
terpolating. If x ≪∗ y for some x, y ∈ P ∗, where ≪∗ stands for ≪P ∗,
then x ≪ y, hence x ≪ z ≪ y for some z ∈ P . But then z > x,
and since x ∈ P ∗, so does z. Since P ∗ is a subposet of P , we get finally
x≪∗ z ≪∗ y. 
Proposition 2.6. Let P be a conditionally-complete interpolating poset.
Then (P ∗)∗ = P ∗.
Proof. We clearly have (P ∗)∗ ⊂ P ∗. Let us show the reverse inclusion.
To see this, let x ∈ P ∗, and let us find some y ∈ P ∗ such that y ≪∗ x,
where ≪∗ stands for ≪P ∗. Since x ∈ P ∗ there exists some z ≪ x. By the
interpolation property, there is some y ∈ P with z ≪ y ≪ x. This shows
that ↓↓y is nonempty, i.e. that y ∈ P ∗. So by the previous corollary, y ≪ x
implies y ≪∗ x, which proves that x ∈ (P ∗)∗. 
2.4. Main result. Here comes our main result, which includes the result
announced in the introduction. By a continuous kernel retract we mean a
kernel retract that is a continuous poset.
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Theorem 2.7. Let P be a conditionally-complete interpolating poset. Then
P ∗ admits a continuous kernel retract k[P ] that is also the largest contin-
uous subposet of P . Moreover, this kernel retract is induced by a Lawson-
continuous kernel retraction.
Proof. Let kP : P ∗ → P ∗ be the map defined by
kP (x) =
∨
↓↓x,
for all x ∈ P ∗. Let us show that kP is a kernel on P ∗, so let x, y ∈ P ∗ with
x 6 y. The facts that kP (x) 6 x and kP (x) 6 kP (y) are clear. To prove
that kP (x) ∈ P ∗, let us show first that the following equivalence holds for
all v ∈ P :
(1) v ≪ x⇔ v ≪ kP (x).
So let v ≪ x. Since P is interpolating, there is some w ∈ P such that
v ≪ w ≪ x, and the definition of kP gives w 6 kP (x), hence v ≪ kP (x).
Conversely, the assertion v ≪ kP (x) trivially implies v ≪ x since kP (x) 6
x. Equivalence (1) implies ↓↓x = ↓↓kP (x), hence kP (x) ∈ P ∗. We also get
and kP (kP (x)) =
∨
↓↓kP (x) =
∨
↓↓x = kP (x). This proves that kP is a
kernel on P ∗.
Now let k[P ] = {x ∈ P ∗ : kP (x) = x}, that we write Q in this proof
for convenience, and let k◦P be the corestriction of kP to Q, i.e. the map
P ∗ → Q, x 7→ kP (x). Then k◦P is a kernel retraction, so Q is a kernel
retract of P ∗. Let us show that k◦P is Scott-continuous. This amounts to
show that, if D is a directed subset of P ∗ bounded above, with supremum
d0 =
∨
D ∈ P ∗, then kP (d0) =
∨
Q kP (D). If x≪ d0, there is some d ∈ D
such that x ≪ d (using the definition of the way-below relation and the
interpolation property). This implies that x ≪ kP (d) by the equivalence
(1), hence x 6 ∨ kP (D). Using the definition of kP we conclude that
kP (d0) 6
∨
kP (D), and since the converse inequality is trivially true, we
get the equality. Recall that, by Lemma 2.4, ∨ kP (D) =
∨
Q kP (D), so that
kP (d0) =
∨
Q kP (D). Thus, we have proved that k◦P is Scott-continuous,
hence Lawson-continuous by Lemma 2.1.
For Q to be a continuous poset, it remains to show that, for all x ∈ Q, ↓↓Qx
is nonempty and admits x as supremum in Q. But if x ∈ Q, then x ∈ P ∗ =
(P ∗)∗ by Proposition 2.6, so that ↓↓x ∩ P ∗ is nonempty. Thus, we can apply
Lemma 2.2 to the directed subset D = ↓↓x, and we get
∨
↓↓x =
∨
(↓↓x∩ P
∗).
Thus, x = kP (x) = kP (kP (x)) = kP (
∨
↓↓x) = kP (
∨
(↓↓x ∩ P
∗)). By Scott-
continuity of kP and the fact that ↓↓x∩P ∗ is a directed subset of P ∗ bounded
above, we get x = ∨Q kP (↓↓x ∩ P ∗). Also, remark that kP (↓↓x ∩ P ∗) ⊂
↓↓x∩Q. Since Q is a subposet of P (Lemma 2.4) we have ↓↓x∩Q = ↓↓Qx, so
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that ↓↓Qx 6= ∅ and x 6
∨
Q ↓↓Qx. The reverse inequality is trivially satisfied,
hence x = ∨Q ↓↓Qx.
To show that Q is the largest continuous subposet of P , let R be a con-
tinuous subposet of P and let us show that R ⊂ Q. Then R satisfies
↓↓Rx = ↓↓x ∩ R. Since R is continuous, x =
∨
R ↓↓Rx, so using Lemma 2.4
we deduce that x = ∨ ↓↓x ∩ R. This implies that x =
∨
↓↓x = kP (x), i.e.
x ∈ Q. This proves that R ⊂ Q. 
Remark 2.8. Since k[P ] is continuous we have in particular k[P ]∗ = k[P ].
A map f : P → Q between posets is supremum-preserving if f(∨P A) =∨
Q f(A) for every subset A of P with supremum, and way-below preserv-
ing if x≪P x′ implies f(x)≪Q f(x′) for all x, x′ ∈ P .
Proposition 2.9. The map k extends to a covariant functor from the cat-
egory IPo of conditionally-complete interpolating posets with supremum-
preserving way-below preserving maps to the category CPo of continuous
posets with Scott-continuous maps.
Proof. Let P,Q be conditionally-complete interpolating posets, and let f :
P → Q be a morphism in the category IPo. We define k[f ] : k[P ] → k[Q]
by k[f ](x) = f(x). Let us first check that k[f ] is well-defined, i.e. that
f(x) ∈ k[Q] if x ∈ k[P ]. We denote by kP : P ∗ → P ∗ the kernel kP (x) =∨
P ↓↓Px, and kQ is defined similarly. Since x
′ ≪P x implies f(x′) ≪Q
f(x), we have f(x) ∈ Q∗ on the one hand, and ↓↓Qf(x) ⊃ f(↓↓Px) on
the other hand. Thus, f(x) > kQ(f(x)) =
∨
Q ↓↓Qf(x) >
∨
Q f(↓↓Px) =
f(
∨
P ↓↓Px) = f(kP (x)) = f(x). This shows that f(x) = kQ(f(x)), i.e.
that f(x) ∈ k[Q]. So k[f ] is well-defined, and is Scott-continuous since f
preserves existing suprema, i.e. is a morphism in the category CPo. This
shows that k is a covariant functor from IPo to CPo. 
Inspired by [1, Theorem I-2.15], we conclude with the following result.
Corollary 2.10. Let P be a conditionally-complete interpolating poset, and
let ∼ be the equivalence relation defined in P ∗ by x ∼ y ⇔ kP (x) =
kP (y), where kP : P ∗ → P ∗ is the kernel defined by kP (x) = ∨ ↓↓x. Then
the quotient map pi : P ∗ → P ∗/ ∼ is Lawson-continuous, and k[P ] is
isomorphic to the quotient set P ∗/∼.
Proof. The corestriction k◦P : P ∗ → Q of kP to Q := k[P ] factors canoni-
cally through the quotient map pi : P ∗ → Π, where Π denotes the quotient
set P ∗/∼, with a bijection f : Π → Q, i.e. f(pi(x)) = k◦P (x) = kP (x), for
all x ∈ P ∗. Transporting the order structure of Q to Π by f−1, we get for Π
a conditionally-complete interpolating poset, and pi is Lawson-continuous
since k◦P is. 
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