Let {X.} be a sequence of independent real valued random 1 O.~. For testing the hypothesis of symmetry (about a specified point), a simple Kolmogorov-Smirnov-type test is proposed. The exact and asymptotic (null 1 .~.
(1.1) (1. 4) these medians to be equal to zero, and thus frame H as o whatever be their forms and the 0,(>0). We also note that whereas in the classical only to translation alternatives. In fact, even if all the medians of the df we require to assume the form of the true df, the same is not needed here. Also, unlike the one-sample location problem, we are not necessarily confining ourselves
one-sample goodness of fit problem (where the Kolmogorov-Smirnov-type tests apply)
type statistics whose appeals are evident from (1.3) and (1.4):
Note that F* is a step-function, and hence, to avoid some complications in the n distribution theory, we have taken F*(-x-) for F*(-x), x>O. neglected in probability. Thus, 3 Since o or 1 according
O<t l<t 2< ••. <t <~, in probability. n, n, n,n 1 0 = {F: F.e::~, i=l,oo.,n}, not all of these are admissible. We denote by F = (Fl, .
•. ,F ), and -n n F* is a step-function assuming the values i/n, i=l, .
•. ,n, the process n {n[F*(x)+F*(-x-)-l]: x>O} can only assume the integral values between -n to n. that of the corresponding maximum absolute displacement. Thus, the distribution random walk starting from the origin, and (ii) the distribution of nD agrees with n problem is reduced to that of a symmetric random walk problem.
+ -nD are both non-negative, and hence, p{nD >O} = p{nD >O} = 1.
n nnk< n 2 V*(t) is either +1 or -1. Hence, nD >1, with probability one. 
•. ,
s and ok are defined after (2.2).
the proof of (2.2) probability that a particle starting a symmetric random walk at the origin with the absorbing barrier at a (or barriers at ±a), a>O, will be absorbed at the ,- n--n-n n n = 2P{n-~(2r -n) < n-~(2s -n)}-okP{r -s }, n -n n n 3.
Let us now define, for every E: O<E<~, Theorem 3.1.
Then, we have the following theorem. inf -tE
Let us now consider the non-null case. To simplify the expressions, we lim .1 pee) =~. Hence for any 1..>1
E~-1
It is then easy to verify that pee) is strictly~in E: O<E<~, with p(O) = 1 and Theorem 3. Hence, the proof of (3.14) will follow, if we can show that
Since the proof of (3.18) follows by the same technique as in theorem 1 of 
there exists a non-degenerate and continuous df~.(x), such that for ].
(1) is defined the exact asymptotic limiting efficiency, both defined after Bahadur pendent of F, and by (3.3), we have Further, using theorem 3.2, (3.5) and some standard computations we obtain that 
