Introduction
Orthodontics is a dental specialty concerned with the correction of bad positions of jaws and teeth to optimize dental occlusion for functional and esthetical purposes. The first classification of malocclusions was established by E.H Angle in 1898 [1] . Today, the treatment can involve a chirurgical intervention or dental device implantation. Commonly, the orthodontist uses dental casts of patient's arcades to plan the treatment and manually achieve an attempt of occlusion. As in many other medical applications, this manual practice can be replaced by new planning and diagnostic imaging tools. Dental casts can be completed by dentition photos [2] or radiographies [3] . Other imaging tools can be used like CT-scan [4] [5] or face scan devices [6] [7] [8] [9] that provide additional information about soft tissues and face appearance, but still requiring dental casting. Anyway these techniques are not widespread because there are expensive and bulky. A real contribution of imaging is the possibility to create 3D numerical models of dental casts from surface laser scans [10] or 100µm resolution CT-scan [16] . These techniques differ on speed and cost but none enables an adjustment of the dental arcades corresponding to the real occlusion of patient. This information can be obtained with a silicone device used during the teeth printing [11] or another reference [7] but it requires additional operation for the practitioner. CT-scan or heavy devices [12] can be used to obtain the pose of the mandible relative to the maxillary but these techniques are not widespread. In practice, after the scan of dental casts, the search for the optimal occlusion is computerized [16] . A technician moves manually the mandible to modify the occlusion of the dental arcades 3D models. For this task, he relies on dedicated software and photos of mouth patient (Fig. 2a above) . This process is very tedious and the result is operator dependent. So, our goal is to perform automatically most of the numerical occlusion setting. Thereby, it will be faster and independent of the operator. We chose to use real photos of the dentition to capture the natural occlusion of the arcades and to map it on the virtual model. This strategy avoids adding another step to the current orthodontist practice. In this paper, we carry out a comparative study of two methods to evaluate the relevance and precision of this approach. These studies are carried out for different configurations of viewpoints and 2D/3D correspondences.
Model Registration from Mouth Images
The 3D models of the two dental arcades are obtained separately, preventing any expression in a shared work coordinate system with the original fitting of the arcades. Consequently, it is necessary to determine a rigid transformation setting in occlusion the mandible against the maxillary. We propose to use colors photos of mouth patient that display the real "in vivo" occlusion for several viewpoints (Fig. 2a) . We choose a set of correspondences between 3D points on the surface model and their 2D projections in images to estimate this rigid transformation. The projection matrix obtained from homogenous coordinates can be expressed by the relation between 3D point, M j, and its projection in the image i, m ij :
where ∝ means « by a scaling factor ». The 3 4 projection matrix P i can be decomposed into a product of two matrices.
These contain intrinsic parameters of the camera and extrinsic parameters:
where t i and R i are respectively the translation and the rotation defining the pose of the camera and K is the camera calibration matrix where corresponds to the pixel slope, and are the frame principal point coordinates, and horizontal and vertical sensor resolutions and is the focal camera distance:
For current cameras, pixels are commonly considered as squares and the principal point at the center of pictures, leading to the relations , , ,
with little impact on the precision. Moreover, it allows the calculation of the matrix K from the picture size and the focal distance given in pixels. From a set of 2D/3D correspondences for the two arcades, we propose a two step resolution of the problem: firstly we estimate the projection matrix for each view from maxillary correspondences, before the registration of the mandible with analytical (DeMenthon) [13] or minimization [14] methods. Two situations can be encountered, depending on the knowledge of the focal distance. If the camera is calibrated, we must only determinate its pose (position and orientation), embedding six degrees of freedom (dof in the following). Conversely, if we don't know the focal length, we calculate the complete projection matrix with 11 dof. In addition, the rigid registration of the mandible provides 6 dof of more. Several views can be used jointly during the registration.
2.1
Estimation of P i With K Knowledge (WiK)
In this method called « WiK », the determination of the projection matrix of the image i amounts to the extrinsic parameters estimation: three Euler's angles defining the orientation R i and three translation components of the t i vector. Firstly, we use the POSIT algorithm of DeMenthon [13] for a rough estimation of the six parameters, from correspondences established on the maxillary. Then, from this initialization, the six parameters are optimized by the Levenberg-Marquardt algorithm minimizing the sum of the squared reprojection error:
where i, j, and k are respectively picture, point and coordinate indexes, m ijk refers to a reference point coordinate in the picture and refers to a the reprojection of the corresponding 3D point by the P i matrix.
For evaluation in experiments presented in section 3, we use the reprojection mean squared error (MSE):
Etimation of P i Without K Knowledge (WoK)
When K is unknown, the projection matrix P i is estimated by least square minimization on the maxillary 2D/3D correspondences. The last element of P i is fixed to 1. Then, the 11 parameters of the P i matrix are optimized with the LevenbergMarquardt algorithm by minimizing se i (equation 4). This approach is called « WoK ».
Registration of the Mandible
One projection matrix estimated, the mandible is registrated under the maxillary in occlusion position. The reference coordinate system of the maxillary is illustrated figure 1 : the origin is the gravity center of the point cloud of the maxillary, the Y axis is facing up and the Z axis is parallel to the rows of molars. The reference coordinate system of the mandible reference is similar but placed on the gravity center of the mandible point cloud. The registration is carried out by calculating the rigid transformation T according to the fact that 3D point projections of the mandible are superimposed with the projections selected in the pictures. Projections are obtained using the matrix P i estimated from the maxillary points where a 3D point M mand on the mandible and its projection m i,mand on the photo is linked by:
The transformation T embeds 6 dof: three Euler's angles and three translations estimated by minimizing the reprojection error (equation 4) using LevenbergMarquardt algorithm with an identity transform as initial conditions.
Experiments
To validate the two previous steps, tests have been carried out both on virtual and real images. From a "perfect" virtual case, we evaluate the robustness against noise and the increase of performance using several views. The virtual pictures are obtained by screenshots from the VTK rendering of 3D models (Fig. 2a) . So, several points of view can be simulated controlling the acquisition settings (focal, view angle, etc…). Such virtual pictures are distortion free but we can raise and control the noise level on the point coordinates to simulate real watching process. Real pictures are taken with a numerical 8 mega pixels camera (Canon EOS 350D), a 60 mm lens and an annular flash (Fig. 2a) . We use OpenCV for the calculation functions like POSIT [13] and the levmar functions [15] for the implementation of the Levenberg-Marquardt algorithm.
a) b) (b) Initial location of the 3D models before the registration.
Projection Matrix Estimation
To evaluate the estimation of projection matrix, the tests are carried out on 3D virtual models registrated in a good occlusion position decided by orthodontics specialist. Ten features are manually pointed on the 3D models of the maxillary, and ten others on the mandible one. The two previous methods are compared on virtual data and real pictures. Estimated projection matrices are evaluated with the reprojection errors (equation 5). We have done this test for two different points of view: a front view and a side view. This second point of view is one of the most lateral views that we can obtain. The figure 2a represents a typical configuration of this point of view.
Virtual Data
While perfect projections are simulated by using the VTK screen, 2D/3D correspondences can be considered as perfect (Fig. 3) . From this "perfect" case, we add an uniform noise on the 2D point coordinates to compare the robustness of WiK and WoK methods against noise. The tables 1 and 2 present the average ± the standard deviation, and the maximal values of the reprojection error (equation 5) respectively for maxillary and mandible points, after the optimization step. For each noise level, we average a hundred random realizations. To evaluate the error introduced by a human operator, we also test a manual 2D point picking.
Regarding the mandible reprojection errors, we can observe that the WiK method surpasses globally the WoK method for the estimation of the projection matrix. It remains that the non-perfect estimation of K used in the WiK method could explain the opposite observation for the maxillary errors. As only 2D/3D maxillary correspondences are used to estimate the projection matrix, the maxillary errors are lower than mandible errors. The errors increase linearly with the noise level (from zero in the perfect case). It should be noticed that these errors remain small compared to the size of pictures expressed in pixels. Concerning the manual selection, mandible MSE for the side view reaches 21.6 pixels (0.93 mm) for the WoK method while it is 10.3 pixels for the WiK method. The manual picking errors are equivalent to a noise around 6 pixels. This demonstrates that capturing manually the 2D reprojection with a high precision is really a tricky task. 
Real Case
The estimation of the projection matrix has been tested on two real images ( Fig.2a) with a manual point selection. Five tests have been carried out to display a tendency. In table 3 , we can observe, that mandible reprojection errors are still more important than maxillary ones. In this case, 1 mm corresponds to 11,5 pixels. We note again the superiority of the WiK method. Especially in the manual case, we can see that reprojection errors are higher than on virtual images for the WoK method. This can be explained by a higher complexity for the manual picking in the real case, while the color picture had not the same appearance (colors, texture, different lightings…) than the 3D model (shadows, relief…). In the virtual case, the simulated images are really similar to the 3D model so that ease the selection of correspondences. 
Mandible Registration
To test the registration both for virtual and real images, the 3D models of arcades are positioned in the same initial configuration, corresponding to a practical configuration. The registration has been done separately with each viewpoint and then using both images together. From the reference pose, the rigid transformation between mandible and maxillary is defined by the Euler's angles ,  and  and by the translation components X = 5 mm, Y = 24 mm and Z = 11 mm. This configuration is presented in the figure 2b. The quality of the final registration is evaluated by the differences on the six parameters of the rigid transformation. The reference pose is the one obtained by the orthodontist expert with the current technique. We present only the best results, obtained for a registration involving two viewpoints together. It includes also the reprojection error occurring after the registration step because this is the actual criteria minimized by the LM algorithm during the registration. As previously, a uniform noise is added on the perfect data to evaluate algorithm robustness and the errors are averaged on 100 random tests. Moreover, we carry out a set of manual selection tests. Currently, in orthodontic practice, there are no quantitative criteria to estimate the quality of a registration. We considered that a position error of 0.1 mm and an orientation error of 0.5 mm are relevant bounds compared to teeth dimensions.
Virtual Data
Concerning the reprojection errors observed after the registration, they are lower than in table 3. In the manual selection case with the WiK method using only one picture, reprojection errors are 3.24 pixels for the front view and 3.80 for the side view. In the same configuration, for the WoK method, errors are 4.50 pixels for the front view and 4.65 for the side view. We can explain that by the fact that the minimized criterion is the mandible reprojection error. Moreover, the errors are slightly lower if the registration is done with one view rather than with two (in the same configuration for a registration using two points of view, reprojection error is 4.27 pixels for the front view). In this latter case, optimization is a compromise between the two sets of points. This difference is more important for the WoK method.
The figures 4, 5 and table 4 present the 3D differences after the registration relative to the reference positioning provided by the orthodontist expert. Globally, the errors with the WiK method are less important than with the WoK one with a linear dependence to noise. In the "perfect" case, the registration using two viewpoints provide very good results. In the graphs, horizontal straight lines correspond to the manual selection case (MS). Firstly, we have examined the positioning of the gravity center (Fig. 4 and table 4) .The Z translation is the less precise because this direction corresponds to the depth in the pictures. The Y translation is the more precise because this axis is perpendicular to the camera axis. For the WiK method, this tendency is not respected, but all errors are low. For the manual selection the maximal error is 0.17 mm. For the WoK method, this tendency is respected but errors can be more important with a maximum of 0.38 mm for the manual selection. Secondly, we focused on the angle errors ( Fig. 5 and table 4 ). The and  angles seem to be the most difficult to evaluate with respectively 0.48° and 0.33° errors for the manual selection with the WiK method. Whatever the method, the angle is the easiest to estimate. Another time, WoK method has higher errors than WiK method. 
Real Case
For the 3D registration errors (table 5) ,WiK method produces again globally better results than WoK method. The errors are not very high, but they cannot always afford the precision required for a real dental occlusion. The tests carried out with a unique view reveal sometimes some aberrations. In that case, the registration is not realistic and some 3D errors can be high (until Z = 73 mm for the WoK method). By combining the two viewpoints, the registration is clearly improved and generally the aberrations almost disappear. Nevertheless, 3D errors are higher than with the virtual case. In average, the translation error is maintained below 0.8 mm and the rotation error below 1.2 degrees for the WiK method (respectively 2 mm and 4° for the WoK method). As in the virtual case, we observe an increase of the reprojection error by using the both picture. Nevertheless, these errors are higher than for the virtual case and the WiK method is still more effective (average of 6.86 pixels) against the WoK method (average of 12.7 pixels).
Repetitive tests on real images show that registration is very sensitive to the point selection even if we try to click carefully the same features. Sometimes, when the registration is moderate with one view and sharp with the other one, the quality of the registration combining the two views is tempered by the poor results with the first view. Table 5 . 3D errors relative to the translation (mm) and rotation (degrees) after registration in the real case.
Conclusion
These first experiments demonstrate that the automatic registration of two dental arcades can be achieved from images of mouth patient. The proposed methods are effective in the « perfect » virtual case, both for the projection matrix estimation and model registration. Nevertheless, the performance of these tests decreases when adding noise, uncertainties or with real shot constrains. It will be interesting to complete this study observing the impact of distortions on virtual cases. Globally, WiK method provides the better results than WoK method for all tested aspects even if in the manual cases, reprojection errors and 3D errors remain significant after registration. For the registration, reprojection error doesn't seem the unique and the best criteria to minimize: relative distance between several critical points or 3D distances obtained from the calculation of triangulated 3D points could be more relevant.
In the future, the most challenging problem is to realize an automatic matching between singular points or lines on 3D models of dental arcades and their corresponding features in the color pictures of the mouth. Our strategy will consist in bringing together the 2D and 3D representations to simplify the matching process. For this goal, we will carry out a 3D reconstruction from two or more views to extract and describe 3D features (bending radius) or reciprocally take advantage of 2D features (colorimetric gradient, texture). Moreover, we will enhance the 3D model with texture mapping. 
