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1 Johdanto
Monissa maissa, kuten Suomessa, käytetään useita eri luokittelevia muuttu-
jia autovakuutusmaksun hinnoittelussa. Tyypillisimpiä ovat ikä, sukupuoli,
asuinpaikka sekä auton tyyppi ja käyttötarkoitus. Joissakin maissa käyte-
tään edellä mainittujen lisäksi joitakin erikoisempia muuttujia, kuten sivii-
lisäätyä, tupakointia tai jopa auton väriä. Näiden niin kutsuttujen a priori
luokittelumuuttujien tarkoituksena on jakaa vakuutetut homogeenisiin luok-
kiin. Jos esimerkiksi naiset aiheuttavat pienemmän määrän vahinkoja kuin
miehet, tällöin on oikeutettua periä heiltä pienempää vakuutusmaksua. Jos
vakuutusyhtiö kuitenkin jättää tämän huomioimatta ja perii samaa vakuu-
tusmaksua kaikilta, suurin osa vakuutetuista naisista todennäköisesti vaih-
taisi vakuutuksensa toiseen yhtiöön jättäen epäsuhteellisen kannan miehiä
ja puutteellisen vakuutusmaksutulon vahinkojen maksamiseen.
Huolimatta siitä, että autovakuutusmaksujen hinnoittelussa käytetään mo-
nia a priori muuttujia, monissa tutkimuksissa on voitu osoittaa, että paras
ennuste tulevien vahinkojen määrittämisessä on vakuutetun vahinkohistoria.
Idea keksittiin 1950-luvulla pohdittaessa voidaanko vakuutusmaksua tarkis-
taa jälkikäteen (a posteriori), kun jokaisen vakuutetun vahinkohistoriaa oli
tarkasteltu. Tällainen bonus-malus -järjestelmä rankaisee vakuutettua yhdes-
tä tai useammasta vahingosta ylimääräisellä maksulla (malus) ja palkitsee
vahingottomasta vuodesta vakuutusmaksun alennuksella (bonus), tunnetaan
suomeksi nimellä bonusjärjestelmä.
Bonusjärjestelmä on vakuutusyhtiön reaktio käänteiseen valintaan, epätäy-
delliseen informaatioon vakuutetun käyttäytymisestä. Hyvänä esimerkkinä
käänteistä valinnasta voidaan pitää törmäysturvan ostoa. On yleisesti tie-
dossa, että vakuutettu, joka ostaa vapaaehtoisen törmäysturvan, aiheuttaa
suuremman määrän vahinkoja kuin vakuutetut, jotka ottavat autoonsa vain
pakollisen liikennevakuutuksen. Vakuutetut täten tietävät enemmän omista
ajotaidoistaan kuin vakuutusyhtiö. Bonusjärjestelmän tarkoitus onkin kor-
jata osittain tätä tiedon puutetta vakuutetun ajotaidoista.
Suurin osa bonusjärjestelmistä ympäri maailmaa rankaisee vahinkojen lu-
kumääristä, ei niiden suuruuksista. Vakavastakin vahingosta, jossa ihmisiä
loukkaantuu, rangaistaan samalla tavalla kuin puskurin ruttaamisesta. Syy
perustaa ajoneuvovakuutusten hinnoittelu vahinkojen lukumäärään johtuu
siitä, että henkilövahinkojen ja muiden vakavien vahinkojen kustannukset
realisoituvat vasta pidemmän ajan päästä. Vahinkojen suuruuden huomiot-
ta jättäminen vaatii (epäsuoran) oletuksen, että vahinkojen lukumäärä ja
yhden vahingon määrä ovat riippumattomia toisistaan, sekä se, että jälkim-
mäinen ei riipu ajajan ominaisuuksista. Tämä tarkoittaa sitä, että ajajan
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vaikutusta vahingon suuruuteen pidetään ainakin suurimmaksi osaksi mi-
tättömänä. Varovainen kuski aiheuttaa vähemmän vahinkoja, mutta ei voi
kuitenkaan useimmiten vaikuttaa näiden vahinkojen määrään ja kustannuk-
siin (Denuit, Maréchal, Pitrebois & Walhin (2007)).
Bonusjärjestelmän aiheuttama rangaistuksen ollessa riippumaton vahingon
suuruudesta saa vakuutuksenottajat harkitsemaan kahdesti onko kannatta-
vaa hakea korvausta pienestä vahingosta, jotta välttäisi vakuutusmaksun
nousun. Vakuutetut pitävät todennäköisesti pienimmät vahingot itsellään ja
jättävät hakematta korvauksen säilyttääkseen bonuksensa. Ilmiö tunnetaan
nimellä bonusnälkä.
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2 Bonusjäjestelmät
Bonusjärjestelmät ovat paljon käytettyjä liikenne- ja kaskovakuutuksissa.
Ajatuksena on ottaa vakuutetun ajotaidot huomioon hänen oman vahinko-
historian avulla. Maksuja ohjaavina havaintoina käytetään kuitenkin yleen-
sä vahinkojen lukumääriä. Lisäksi mahdollisten maksujen määrä on rajattu
esimerkiksi 10 kappaleeseen (Nyrhinen (2010)).
Vakuutusyhtiö käyttää bonusjärjestelmää, kun
1. tietyn tariffiluokan vakuutetut voidaan jaotella äärelliseen määrään
luokkia, joita merkitään symbolilla Ci tai yksinkertaisesti i (i = 1, . . . , I)
siten, että vuosittainen vakuutusmaksu määräytyy luokan perusteella
ja
2. vakuutetun luokka vakuutuskaudella määräytyy ainoastaan edellisen
vakuutuskauden luokan ja nykyisen vakuutuskauden aikana aiheutta-
mien vahinkojen lukumäärän perusteella.
Bonusjärjestelmä muodostuu seuraavista osista:
1. Bonusluokat 1, . . . , I, aloitusluokka i0 ∈ {1, . . . , I}.
2. Bonusskaala (b1, . . . , bI)T ; bi on vakuutusmaksu luokassa bi.
3. Bonussäännöstä T0, T1, T2, . . . : Tk(i) = j , jos vakuutettu siirtyy luo-
kasta i luokkaan j, kun edellisenä vuonna on sattunut k vahinkoa.
Uusi vakuutettu aloittaa luokasta i0. Tämän jälkeen luokka määräytyy ku-
vausten Tk mukaisesti sattuneiden vahinkojen lukumäärän perusteella. Seu-
raavassa ajatuksena on, että hyvät riskit ajautuvat korkeisiin bonusluokkiin
ja huonot mataliin. Tulisi siis olla
b1 ≥ b2 ≥ . . . ≥ bI−1 ≥ bI .
Luonnollista on myös vaatia, että
Tk(i) ≥ Tk+1(i) ja Tk(i) ≤ Tk(i+ 1)
Kuvaus Tk voidaan myös esittää matriisina Tk =
(
t
(k)
ij
)
,
t
(k)
ij =
{
1 , jos Tk(i) = j
0 , muuten
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2.1 Bonusluokan jakauma ja kehitys ajassa
Tarkastellaan kiinteää vakuutettua, johon liitetään riskillisyyttä kuvaava pa-
rametri λ. Oletetaan, että vuosien 1, 2, . . . vahinkojen lukumäärätK1,K2, . . .
ovat riippumattomia ja samoin jakautuneita. Merkitään
pk(λ) = P(Ki = k) , k = 0, 1, 2, . . .
Olkoon Cn vuoden n bonusluokka. Indeksointi tehdään siten, että Cn mää-
räytyy vuoden n vahinkojen lukumäärän ja edeltävän vuoden luokan perus-
teella. Luokan Cn määräämää maksua sovelletaan siis vuonna n+ 1. Lisäksi
C0 = i0.
Lause 2.1. Prosessi
(
Cn
)
on homogeeninen Markovin ketju. Siirtymätoden-
näköisyysmatriisi P (λ) määräytyy yhtälöistä
Pij(λ) =
∞∑
k=0
pk(λ)t
(k)
ij , i, j = 1, . . . , I
Todistus. Ensinnäkin
P(Cn+1 = j | Cn = i) =
∞∑
k=0
P(Cn+1 = j , Kn+1 = k | Cn = i)
=
∞∑
k=0
Tk(i)=j
P(Kn+1 = k | Cn = i)
=
∞∑
k=0
Tk(i)=j
P(Kn+1 = k)
=
∞∑
k=0
Tk(i)=j
pk(λ) .
Tämä ei riipu vuodesta n. Lisäksi
P(Cn+1 = j | Cn = in, . . . , C0 = i0) =
∞∑
k=0
Tk(i)=j
P(Kn+1 = k | Cn = in, . . . , C0 = i0)
=
∞∑
k=0
Tk(i)=j
pk(λ) = P(Cn+1 = j | Cn = in) .
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Oletetaan nyt, että järjestelmä on sellainen, että mielivaltaisesta tilasta siir-
rytään luokkaan I riittävän monen vahingottoman vuoden jälkeen ja että
lisäksi luokassa I pysytään vahingottoman vuoden jälkeen. Olkoon A luokan
I kanssa kommunikoivien tilojen joukko (usein A = {1, . . . , I}). Ilmeisesti
ketju absortoituu luokkaan A melkein varmasti. Tällöin ketjulla on tasapai-
nojakauma, joka keskittyy luokkaan A. Olkoon tämä
pi(λ) =
(
pi1(λ), . . . , piI(λ)
)
.
Tällöin tunnetusti
pi(λ)P (λ) = pi(λ)
I∑
i=1
pii(λ) = 1
ja
lim
n→∞P(Cn+1 = j | C0 = i0) = pij(λ) .
Vakuutusmaksun pitkän aikavälin keskiarvoa kuvaa raja-arvo
B(λ) = lim
n→∞
I∑
j=1
bj P(Cn+1 = j | C0 = i0)
=
I∑
j=1
bj pij(λ) .
Vahvemminkin, olkoon
ej(n) = #
{
m ≤ n | Cm = j
}
/n .
Silloin ej(n)→ pij(λ), kun n→∞. Hetkeen n mennessä maksettujen vakuu-
tusmaksujen summa on
n∑
m=1
bCm =
n∑
m=1
I∑
j=1
bj 1(Cm = j)
=
I∑
j=1
bj
n∑
m=1
1(Cm = j)
= n
I∑
j=1
bj ej(n) .
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Vuotta kohti maksettavaa tulee siis rajalla määrä
lim
n→∞n
−1
n∑
m=1
bCm = lim
n→∞
I∑
j=1
bj ej(n)
=
I∑
j=1
bj
n∑
m=1
1(Cm = j)
= n
I∑
j=1
bj pij(λ)
= B(λ) .
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3 Lemairen algoritmi optimaalisten kynnysten löy-
tämiseksi
Bonusjärjestelmien hyvin tunnettu sivuvaikutus on vakuutettujen pyrkimys
maksamaan pienet vahingot itse ja olla ilmoittamatta niistä vakuutusyhtiöön
välttääkseen bonuksiensa menetyksen ja samalla tulevan vakuutusmaksun
nousun.
Esitellään vakuutuksenottajalle algoritmi (Lemaire (1995)), joka määritte-
lee optimaalisen korvauksenhakustrategian. Algoritmi määrittelee optimaali-
set rajat kynnyshinnoille; jos vahingon suuruus on alle kynnyshinnan, niin
järkevä vakuutuksenottaja ei ilmoita vahingosta ja päinvastoin.
3.1 Ilmoittamattomien vahinkojen kustannukset
Olkoon bonusjärjestelmä annettu ja vahinkojen lukumäärän odotusarvo λ.
Oletetaan, että vahinkojen lukumäärät ovat riippumattomia ja samoin ja-
kautuneita ja niitä sattuu Poisson-prosessin mukaisesti. Olkoon K yleinen
vahinkojen lukumäärää ja X vahingon suuruutta kuvaava satunnaismuut-
tuja. Oletetaan vielä, että vuodet 1, 2, 3, . . . ovat riippumattomia ja samoin
jakautuneita.
Tarkastellaan seuraavaa yksinkertaista strategiaa. Liitetään jokaiseen bonus-
luokkaan Ci kynnyshinta yi. Jos vakuutettu on vahingon sattumisvuonna
luokassa Ci, ilmoitetaan vakuutusyhtiölle vain ne vahingot, jotka ovat suu-
rempia kuin kynnyshinta yi. Olkoon vakuutuksenottajan strategia
y = (y1, . . . , yI)
kynnyshinnoista muodostuva vektori.
Oletetaan, että vakuutuksenottaja on aiheuttanut vahingon, jonka suuruus
on x ajanhetkellä t, 0 ≤ t < 1. Olkoon f(x) vahingon suuruuden X tiheys-
funktio. Todennäköisyys sille, että vakuutuksenottaja, joka on bonusluokassa
Ci, ei ilmoita vahingosta on
pi = P(X ≤ yi) =
∫ yi
0
f(x)dx .
Todennäköisyys, että vakuutetulle sattuu k vahinkoa on
pk(λ) = P(K = k) = e−λ
λk
k!
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Olkoon p¯ik(λ) todennäköisyys, että vakuutuksenottaja ilmoittaa k vahin-
koa yhden periodin aikana. Todennäköisyys saadaan laskettua binomikaavan
avulla
p¯ik(λ) =
∞∑
h=k
ph(λ)
(
h
k
)
(1− pi)kph−ki , k = 0, 1, 2, . . . .
Vahinkoja ilmoitetaan keskimäärin
λ¯i =
∞∑
k=0
k p¯ik(λ) .
Ilmoittamattoman vahingon suuruuden odotusarvo on
Ei(X) = Ei(X | X ≤ yi) = 1
pi
∫ yi
0
xf(x)dx .
Oletetaan, että vahinkojen suuruus ja lukumäärät ovat riippumattomia toi-
sistaan.
Tämän periodin kokonaiskustannusten odotusarvo on
Ei = bi + pi E(K)Ei(X),
missä bi on bonusluokan Ci vakuutusmaksu.
Olkoon vektori
v(λ) =
(
v1(λ), . . . , vI(λ)
)
,
vakuutuksenottajan kokonaiskustannusten diskontattu odotusarvo ja vi(λ)
määräytyy ehdosta
vi(λ) = Ei + β
∞∑
k=0
p¯ik(λ)vTk(i)(λ), i = 1, . . . , I , (3.1)
missä β ∈ [0, 1) on diskonttaustekijä.
3.2 Lemairen algoritmi
Oletetaan hypoteettista vakuutettua, joka ajaa ja pysyy vakuutuskannas-
sa ikuisesti. Todellisuudessa tämä ei ole mahdollista, mutta pitkän ajouran
vaikutus on hyvinkin pieni. Algoritmi voidaan helposti muokata äärellisen
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pituiselle ajanjaksolle, käyttämällä n-vuoden diskonttaustekijää äärettömän
sijaan.
Oletetaan, että vakuutuksenottajalla, joka on aiheuttanut vahingon suuruu-
deltaan x ajanhetkellä t, 0 ≤ t < 1, on kaksi vaihtoehtoa:
1. Hän jättää vahingon ilmoittamatta ja maksaa vahingon itse, jolloin
kustannusten odotusarvo on
β−t E(yi) + x+ β1−t
∞∑
k=0
p¯ik
[
λ(1− t)]vTk+m(i)(λ) ,
missä m on jo aikaisemmin tämän periodin aika ilmoitettujen vahin-
kojen määrä,
2. Hän hakee korvauksen vakuutusyhtiöltä, jolloin kustannusten odotusar-
vo on
β−t E(yi) + β1−t
∞∑
k=0
p¯ik
[
λ(1− t)]vTk+m+1(i)(λ) .
Kynnyshinta yi on se vahingon suuruus x, milloin vakuutuksenottajal-
le on yhdentekevää kumman yllä olevista vaihtoehdoista hän valitsee.
Optimaaliset kynnyshinnat saadaan tällöin yhtälöistä
yi = β
1−t
∞∑
k=0
p¯ik
[
λ(1− t)][vTk+m+1(i)(λ)− vTk+m(i)(λ)] , (3.2)
jokaiselle i = 1, . . . , I.
Kuitenkaan yhtälöryhmä (3.2) ei anna yksikäsitteistä ratkaisua opti-
maalisille kynnyshinnoille, koska todennäköisyys p¯ik(λ) ja diskontattu
kokonaiskustannus vi(λ) riippuvat kynnyksestä yi . Optimaalinen stra-
tegia löydetään seuraavasti.
Ensimmäinen iteraatio
1. Valitaan alkustrategiaksi y0. Tämä ei vielä johda parhaaseen mahdolli-
seen tulokseen, mutta se on helpoin laskea. Valitaan siis y0 = (0, . . . , 0),
jolloin kaikista vahingoista haetaan korvaus. Tällöin yhtälöryhmä (3.1)
supistuu muotoon
vi(λ) = bi + β
∞∑
k=0
pk(λ)vTk(i)(λ) ,
josta saadaan kokonaiskustannukset.
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2. Määrätään y1, . . . , yI yhtälöstä (3.2) käyttäen edellä saatuja kokonais-
kustannuksia. Yhtälöryhmä (3.2) supistuu muotoon
yi = β
1−t
∞∑
k=0
pk
[
λ(1− t)][vTk+m+1(i)(λ)− vTk+m(i)(λ)] ,
josta saadaan parempi strategia y1.
Toinen iteraatio
1. Uusien kynnyshintojen asettaminen yhtälöryhmään (3.1) antaa uuden
strategian kokonaiskustannukset, jotka ovat pienemmät kuin edellisen
strategian y0 antamat.
2. Asetetaan uudet kustannukset yhtälöryhmään (3.2), josta saadaan pa-
rempi strategia y2.
Seuraavat iteraatiot
Uusien kustannusten ja kynnyshintojen asettaminen yhtälöryhmiin (3.1) ja
(3.2) tuottaa sarjan strategioita, joissa kustannukset laskevat ja sarja sup-
penee nopeasti kohti optimaalista strategiaa y∗
Optimaalinen kynnyshinta on periodin alun bonusluokan Ci, diskonttauste-
kijän β:n, vahinkojen lukumäärän odotusarvon λ:n, vahingon sattumishetken
t ja jo haettujen korvausten lukumäärän m funktio. Optimaalinen strategia
on t:n kasvava funktio: optimaalinen kynnyshinta nousee, kun periodi lähes-
tyy loppuaan ja samalla alennus seuraavan periodin vakuutusmaksusta, jos
yhdestäkään vahingosta ei ole haettu korvausta. Ajanhetken t vaikutus kyn-
nyshintaan on huomattavasti pienempi kuin bonusluokan Ci, diskonttauste-
kijän β tai vahinkojen lukumäärän odotusarvon λ:n vaikutus. Asettamalla
t = 0 (jolloin m = 0) saadaan yksinkertaistettua laskentaa huomattavasti,
mutta se tuskin muuttaa lainkaan kynnyshintoja.
Esimerkki 3.3. Yhtiö soveltaa vakuutuksiinsa bonusjärjestelmää, jossa on
3 luokkaa ja bonusluokkien maksut ovat b1 = 1, b2 = 0, 75 ja b3 = 0, 5 .
Bonussäännöstön mukaan vakuutettu siirtyy vahingottoman vuoden jälkeen
yhden luokan ylöspäin, mikäli mahdollista, ja muuten yhden luokan alas-
päin, mikäli mahdollista. Tarkastellaan vakuutettua, jonka vuotuiset koko-
naisvahinkomäärät ovat riippumattomia yhdistettyä Poisson-jakaumaa nou-
dattavia satunnaismuuttujia. Poisson-parametri olkoon λ = 0, 3 ja vahingon
suuruus eksponentti jakautunut parametrilla µ = 1.
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Olkoon vi kokonaiskustannusten diskontattu odotusarvo, kun vakuutettu il-
moittaa vain kynnystä yi suuremmat vahingot, i = 1, 2, 3. Ratkaistaan op-
timaaliset kynnykset käyttämällä Lemairen algoritmia, kun diskonttauste-
kijä on β = 0, 9. Optimointi perustetaan vuoden alussa sattuvan vahingon
ilmoittamiseen.
Tällöin
pi = 1− e−yi ja Ei(X) = 1
pi
(1− e−yi − yie−yi) .
Kokonaiskustannusten odotusarvo on
Ei = bi + λ(1− e−yi − yie−yi) .
Olkoon Kilmi bonusluokassa i ilmoitettujen vahinkojen lukumäärä ja
qi = 1− pi niin tällöin
P(Kilmi = k) = e−λqi
(λqi)
k
k!
, k = 0, 1, 2, . . . .
Nyt algoritmin iteraatioita varten saadaan yhtälöryhmä
v1(λ) = E1 + β
[
e−λq1v2(λ) + (1− e−λq1)v1(λ)
]
v2(λ) = E2 + β
[
e−λq2v3(λ) + (1− e−λq2)v1(λ)
]
v3(λ) = E3 + β
[
e−λq3v3(λ) + (1− e−λq3)v2(λ)
]
(3.4)
ja optimaaliset kynnyshinnat saadaan yhtälöistä
y1 = βe
−λq1[v1(λ)− v2(λ)]
y2 = βe
−λq2[v1(λ)− v3(λ)]
y3 = βe
−λq3[v2(λ)− v3(λ)] . (3.5)
1. iteraatio: Asetetaan alkustrategiaksi y0 = (0, 0, 0), jolloin kaikista va-
hingoista haetaan korvaus. Nyt kokonaiskustannusten diskontatuiksi
odotusarvoiksi saadaan:
v01(λ) = 3, 48
v02(λ) = 2, 51
v03(λ) = 1, 41 .
Sijoitetaan saadut arvot (3.5), josta saadaan parempi strategia
y11 = 0, 65
y12 = 1, 38
y13 = 0, 73 .
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2. iteraatio: Jatketaan kuten edellä, kunnes iteraatioiden välisten kynnys-
hintojen ero on pienempi kuin 0,05. Sijoittamalla saatu strategia yhtä-
löryhmään (3.4) saadaan uusiksi kokonaiskustannusten diskontatuiksi
odotusarvoiksi
v11(λ) = 2, 77
v12(λ) = 1, 78
v13(λ) = 0, 88 .
Nyt saadaan parempi strategia
y21 = 0, 76
y22 = 1, 59
y23 = 0, 71 .
3. iteraatio: Uudet kokonaiskustannusten diskontatut odotusarvot ovat
v21(λ) = 2, 77
v22(λ) = 1, 78
v23(λ) = 0, 87
ja strategiaksi
y31 = 0, 78
y32 = 1, 61
y33 = 0, 70 .
Huomataan, että kustannukset laskevat ja y3−y2 < 0,05, joten optimaalinen
strategia y∗ on saavutettu ja iterointi voidaan lopettaa.
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4 Periaatteen miehet ja bonusnälkä
Kuten edellä todettiin kaikki vakuutetut eivät aina toimi Lemairen algorit-
mista saatujen kynnyshintojen puitteissa vaan hakevat korvauksen kaikista
vahingoistaan vakuutusyhtiöltä, vaikka se olisi alle kynnyshinnan. Sopivien
kynnyshintojen laskemiseksi sovitetaan autovakuutuskantaan Lemairen al-
goritmia ja painotettua Poisson-prosessia, tavoitteena löytää todellisten kor-
vausmäärien ja -lukumäärien jakaumat, jotka eivät olisi vääristyneet bonus-
nälän johdosta (Wahlin ja Paris (2000)). Todellisten korvausmäärien jakau-
man keskiarvon pitäisi olla matalampi ja todellisten korvausten lukumäärien
jakauman keskiarvon korkeampi kuin vakuutuskannasta saatujen jakaumien.
Tarkastellaan autovakuutuskantaa, joka muodostuu samankaltaisista, muttei
kuitenkaan samanlaisista kohteista. Lähtökohdaksi määritellään riskikollek-
tiivin käsite:
1. Kukin yksittäinen kohde kuvataan muuttujilla Λ ja K, missä
Λ = riskiparametri, jota ei havaita
K = havaitun kohteen vahinkojen lukumäärä yhden vuoden aikana
2. Riskikollektiivi
Θ = mahdollisten Λ:n arvojen joukko,
H = rakennefunktio, Λ:n jakauma Θ:ssa,
F (· | λ) = Λ:n arvoa λ vastaava vahinkojen lukumäärän kertymä-
funktio, λ ∈ Θ
Rakennefunktio H kuvaa autovakuutuskannan heterogeenisuutta. Voidaan
ajatella, että dH(λ) ilmaisee, millä painolla riskiparametrin arvo λ esiintyy
vakuutuskannassa.
4.1 Painotettu Poisson-muuttuja
Tarkastellaan yhden vuoden mittaista ajanjaksoa. Olkoon K vahinkojen lu-
kumäärä ja riskimuuttuja λ > 0 vakio. Vahinkojen lukumäärä on painotettu
Poisson-muuttuja, jos
FK| Λ(k | λ) = P(K ≤ k | Λ = λ) = e−λ
k∑
h=0
(λ)h
h!
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kaikilla λ ≥ 0 ja k = 0, 1, 2, . . ..
Riskimuuttujan kertymäfunktiolle H pätee
H(λ) = P(Λ ≤ λ) , λ ∈ R .
Todennäköisyys, että umpimähkään valittu vakuutettu aiheuttaa k vahinkoa
on
P(K = k | Λ) =
∫ ∞
0
P(K = k | Λ = λ)dH(λ)
=
∫ ∞
0
e−λ
(λ)k
k!
dH(λ) . (4.1)
Yleisesti on valittu riskimuuttujan jakaumaksi gamma-jakauma, jolloin va-
hinkojen lukumäärä noudattaa negatiivista binomijakaumaa. Toinen suosit-
tu ehdokas on käänteinen normaalijakauma (Waldin jakauma). Vahinkojen
lukumäärä noudattaa tällöin käänteistä Poisson-normaalijakaumaa.
4.2 Parametriton estimointi
Kertymäfunktion H suurimman uskottavuuden estimaatti saadaan diskree-
tistä jakaumasta H, millä on maksimissaan r kasvavaa pistettä.
Tällöin pistetodennäköisyydet P(K = k) ovat
P(K = k) =
r∑
j=1
pj e−λj
λkj
k!
, k = 0, 1, 2, . . . ,
missä
r∑
j=1
pj = 1, pj ≥ 0 ja
0 ≤ λ1 ≤ λ2 ≤ . . . ≤ λr .
Mahdollisten eri riskiparametrien λ määrälle r pätee
r ≤ min
(
v,
⌊
u+ 2
2
⌋)
jos λ1 = 0 , (4.2)
r ≤ min
(
v,
⌊
u+ 1
2
⌋)
jos λ1 > 0 , (4.3)
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missä v niiden luokkien määrä, joissa havainnot eroavat nollasta ja u yhden
riskin suurin lukumäärä vahinkoja.
Kun r = 2 estimointi voidaan tehdä momenttimenetelmällä ja esitetty alla
olevassa esimerkissä.
Kun r ≥ 3 suurimman uskottavuuden estimaatti voidaan löytää käyttämällä
Newton-Raphson menetelmää.
Esimerkki 4.4. Alla esitetty autovakuutuskannan havaitut vahinkojen mää-
rät k ja frekvenssit nk
k nk
0 96 978
1 9 240
2 704
3 43
4 9
5 0
N = 106974
Määritetään r saadusta aineistosta.
r ≤ min
(
5,
⌊
4 + 1
2
⌋)
= 2 .
Vakuutuskanta jakautuu kahteen eri riskiin, hyviin ja huonoihin ajajiin. Nyt
P(K = k) = p e−λ1
λ1
k
k!
+ (1− p) e−λ2 λ2
k
k!
, missä 0 ≤ p ≤ 1 .
Ratkaistaan momenttimenetelmällä parametrien estimaatit. Keskiarvo on
m = p λ1 + (1− p)λ2
ja varianssi
σ2 = α2 −m2 , missä α2 = p λ21 + p λ1 + (1− p)λ22 + (1− p)λ2 .
Kolmas keskusmomentti on
µ3 = α3 − 3mα2 + 2m3 ,
missä
α3 = p λ
3
1 + (1− p)λ32 + 3
(
p λ21 + (1− p)λ22
)
+ p λ1 + (1− p)λ2 .
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Parametrien momenttiestimaattorit ovat
pˆ =
a− λˆ2
λˆ1 − λˆ2
ja
λˆ2 =
S ±√S2 − 4P
2
,
missä
S =
c− ab
b− a2 , P =
ac− b2
b− a2
ja
a = x¯ , b = α∗2 − x¯ , c = α∗3 − 3α∗2 + 2x¯ .
α∗2 ja α∗3 ovat 2. ja 3. otosmomentit.
Autovakuutuskannan keskiarvo x¯ = 0, 1011 ja varianssi σ2 = 0, 1074. Otos-
momenteiksi saadaan α∗2 = 0, 1177 ja α∗3 = 0, 1553.
Tällöin saadaan S = 0, 4327 ja P = 0, 0272, jolloin λˆ2 = 0, 3567.
Asettamalla α2 = α∗2 saadaan λˆ1 = 0, 0762 ja pˆ = 0, 9112.
Autovakuutuskannan estimoinnin tuloksena saadut riskiparametrit ja niiden
osuudet ovat
λ1 = 0, 0762 p1 = 0, 9112
λ2 = 0, 3567 p2 = 0, 0888
sekä sovitettuna autovakuutuskantaan
k nk Npk
0 96 978 96 972, 4
1 9 240 9 254, 4
2 704 685, 2
3 43 57, 0
4 9 4, 6
5 0 0, 3
4.3 Todelliset vahinkojen määrät ja frekvenssit
Kun kerätään vahinkodataa autovakuutuskannasta, jossa käytetään bonus-
järjestelmää, tuloksena ei saada todellisia vahinkojen määriä ja jakaumia,
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koska bonusnälkä on vääristänyt sitä. Todellisen vahinkojen suuruuden ja-
kauman keskiarvon pitäisi olla matalampi ja todellisten vahinkojen frekvens-
sien jakauman keskiarvon pitäisi olla korkeampi kuin havaitun datan.
Oletetaan, että osuus p ∈ [0, 1] autoa ajavista henkilöistä hakee korvauksen
kaikista vahingoistaan, kun taas 1 − p hakee korvauksen vain niistä vahin-
goista, jotka ylittävät Lemairen algoritmin antaman kynnyshinnan.
Oletetaan, että parametriton estimointi on suoritettu vakuutuskannan vahin-
kojen frekvenssien jakaumaan. Tuloksena saadaan r kappaletta erisuuruisia
riskiparametreja λj , joista jokaisen todennäköisyys on pj kaikille j = 1, . . . , r.
Olkoon K vain vakuutusyhtiöön raportoituneiden vahinkojen lukumäärä.
Satunnaismuuttuja K:n jakauma on muotoa
P(K = k) =
r∑
j=1
pj e
−λj λ
k
j
k!
, missä k = 0, 1, 2, . . .
Olkoon satunnaismuuttuja K ′ todellisten vahinkojen lukumäärä. Sen jakau-
ma on silloin muotoa
P(K ′ = k) =
r∑
j=1
p′j e
−λ′j λ
′
j
k
k!
, missä k = 0, 1, 2, . . .
Oletaan, että p′j = pj kaikilla j = 1, . . . , r, jolloin eri riskiparametrien suhteet
ovat samat molella satunnaismuuttujilla.
Olkoon satunnaismuuttuja X vakuutusyhtiöön raportoituneiden vahinkojen
määrä, jonka tiheysfunktio on fX ja satunnaismuuttuja Z todellisten vahin-
kojen määrä, jonka tiheysfunktio on fZ . Usein Z:n jakauma valitaan ekspo-
nenttiperheestä. Tiheysfunktio fx on tiheysfunktion fz funktio ja on muotoa
fX(x) = p fZ(x) + (1− p) fZ(x)
1− FZ(x)1(x ≤ y¯) ,
missä y¯ on keskimääräinen kynnyshinta vakuutuskannassa.
4.4 Algoritmi todellisten vahinkojen jakaumien löytämiseksi
Etsitään jakaumat Z jaK ′ käyttämällä iteratiivista algoritmia, jossa hyödyn-
netään vakuutuskannan parametritonta estimointia ja Lemairen algoritmin
inversiota.
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Kohta I: Alkuaskel
Valitaan mielivaltainen y¯ ja jakauma satunnaismuuttujalle Z.
Kohta II: Vahinkojen määrän jakauman korjaaminen
Käytetään kynnyshintojen keskiarvoa y¯ mittarina löytää uudet estimaatit
satunnaismuuttujan Z jakauman parametreille. Täten maksimoidaan uskot-
tavuus
L(θ, p | y¯) =
n∏
i=1
[
pfZ(yi; θ) + (1− p) fz(yi; θ)
1− FZ(y¯; θ)1(yi ≤ y¯)
]
. (4.5)
Tästä saadaa uusi estimaatti (θˆ, pˆ) = argmaxL(θ, p | y¯).
Kohta III: Vahikojen lukumäärän jakauman korjaus
Vakuutuskannassa on erityyppisiä riskejä eli vakuutuksenottajia r kappalet-
ta. Jokaiselle näistä suoritetaan seuraava:
Olkoon λj , j = 1, . . . , r vakuutuskannasta saatu eri riskien vahinkojen lu-
kumäärän odotusarvo ja λ′j , j = 1, . . . , r todellinen vahinkojen lukumäärän
odotusarvo. Olkoon λ∗j , j = 1, . . . , r Lemairen algoritmin antama optimaa-
linen vahinkointensiteetti. Tällöin
λj = pλ
′
j + (1− p)λ∗j (4.6)
on saatu havainto.
Etsitään sellainen λ′j , joka toteuttaa yhtälön (4.6). Lemairen algoritmi antaa
löydetylle λ′j optimaalisen kynnyshinnan yj . Optimaalisten kynnyshintojen
keskiarvo on
y¯ =
r∑
j=1
yjpj ,
missä pj on riskin λj todennäköisyys.
Asetetaan uusi optimaalisten kynnyshintojen keskiarvo y¯1 kohtaan I, kunnes
keskiarvoisten kynnyshintojen sarja suppenee. Kuten Lemairen algoritmin
tapauksessa, ei voida todistaa, että sarja suppenee vaikkakin se varmasti
tapahtuu.
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5 Optimaalisten kynnyshintojen löytäminen käyt-
täen ohjattuja äärellisiä Markovin ketjuja
Kappale käsittelee samaa ideaa kuin Lemairen algoritmi sivulla 9 vain eri
teoriaa käyttäen. Vakuutuksenottajalle on vakuutuskauden aikana on sattu-
nut x määrä vahinkoa ja vakuutuskauden lopussa hänellä on tehtävä päätös;
hakeako korvaus ja menettää bonukset vai maksaako vahingon itse ja säilyt-
tää bonuksensa. Yleensä korvauksen hakemisesta seuraa vakuutusmaksujen
nousu joiksikin vuosiksi, riippuen bonussäännöstön ankaruudesta. Vakuu-
tuksenottaja pyrkii minimoimaan tulevat vakuutusmaksut sekä muut kus-
tannukset pitkällä aikavälillä. Vakuutuksenottajan päätöksen optimaaliseksi
säännöksi voidaan antaa, että maksetaan vahinko x itse, jos se on pienem-
pi kuin bonusluokan kynnyshinta ja muuten haetaan korvaus. Kynnyshinnat
voidaan löytää iteroimalla, mikä sopii parhaiten tehtäväksi tietokonetta hy-
väksi käyttäen.
Pyritään määrittämään päätöksenteko-ongelmaan optimaalinen sääntö so-
veltamalla ohjattujen Markovin ketjujen yleistä teoriaa, jossa käytetään dy-
naamisen ohjelmoinnin perusideaa löytää optimaalinen säätö iteroimalla (Martin-
Löf (1973) ja Howard (1960)).
Olkoon vuosittaisen kokonaisvahingon määrä satunnaismuuttuja ja merki-
tään sitä symbolilla X. Olkoon sen kertymäfunktio F . Tällöin
F (x) = P(X ≤ x) =
∫ x
0
f(x)dx ,
missä f on jakauman tiheysfunktio ja F (0) on vahingottoman vuoden to-
dennäköisyys.
Oletetaan, että vakuutuksenottaja tekee päätöksen vakuutuskauden aikana
sattuneen vahingon x ≥ 0 ilmoittamisesta vakuutusyhtiöön vuoden lopussa.
Olkoon i, i = 1, . . . , I vakuutuksenottajan bonusluokka vakuutuskauden lo-
pussa ja bi bonusluokan i vakuutusmaksu. Korvauksen hakemisesta seuraa
bonusluokan lasku luokasta i luokkaan ki ≤ i ja itse maksetusta nousu luok-
kaan mi ≥ i.
Vakuutuksenottajan tavoite on minimoida odotettavat diskontatut kokonais-
kustannukset.
20
5.1 Yleisen Markovin ketjun optimaalinen säätö
Jotta voidaan määritellä päätöksenteko-ongelman ratkaisu
Käsitellään N -tilaista mallia, jossa on äärellinen määrä mahdollisia tiloja
n = 1, ...N,N ∈ N ajanhetkellä t = 1, 2, . . ..
Oletetaan, että systeemi on tilassa n. Merkitään siirtymätodennäköisyyttä,
että siirrytään tilasta n tilaan h seuraavalla ajanhetkellä seuraavasti
pn,h(u) = P(n, h, u) n, h = 1, . . . , N ,
missä u on säätömuuttuja, joka voi saada vain äärellisen määrän arvoja.
Jos valitaan säätö u tilassa n, niin odotettu välitön kustannus seuraavalla
periodilla on bn,u, joka on tunnettu.
Päätöksentekijä (tässä tapauksessa vakuutuksenottaja) ohjaa Markovin ket-
jun kulkua tekemällä sellaisia toimintoja, joilla odotettujen kokonaiskustan-
nusten nykyarvo minimoituu.
Olkoon v(n) kokonaiskustannusten odotusarvon nykyarvo koko systeemissä.
Nyt v(n) on yksikäsitteinen ratkaisu yhtälöön
v(n) = min
u
{
bn,u + β
N∑
m=1
pn,h(u) v(m)
}
n = 1, . . . , N , (5.1)
missä β ∈ [0, 1) on diskonttauskerroin. Optimaalinen säätö löydetään valit-
semalla kaikille n sellainen u, millä saavutetaan minimi.
Ratkaisua yhtälöön (5.1) ei yleisesti löydy suoraan, vaan seuraava iterointi
määrittelee laskevan sarjan vj(n) , j = 1, 2, . . . mikä suppenee kohti kokonais-
kustannusten odotusarvon nykyarvoa v(n) äärellisellä määrällä iteraatioita.
Kohta I: Alkuaskel
Valitaan mielivaltainen säätö u = u0(n) ja määrätään vastaavat
b0n = bn,u0(n) ja p
0
n,h(u) = P
(
n, h, u0(n)
)
.
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Kohta II: Kustannusten määräytyminen
Kun u = uj(n) ja vastaavat välittömät kustannukset b
j
n ja todennäköisyys
pjn,h(u) ovat löydetty, niin tällöin kokonaiskustannusten odotusarvon nyky-
arvo valitulle säädölle on
vj(n) = b
j
n + β
N∑
h=1
pn,h(u) vj(n) . (5.2)
Tällä lineaarisella yhtälöryhmällä on yksikäsitteinen ratkaisu, kun 0 ≤ β < 1.
Kohta III: Säätöjen parannus
Kun vj(n) on määrätty, etsitään parempi säätö u = uj+1(n) siten, että
jokaiselle n
bj+1n,u + β
N∑
h=1
pn,h(u) vj(n) = min
{
bjn,u + β
N∑
h=1
pn,h(u) vj(n)
}
. (5.3)
Jos löydetty minimi on pienempi kuin aikaisempi jollekin n, palataan kohtaan
II, muuten lopetaan.
5.2 Päätöksenteko-ongelman ratkaisu
Päätöksenteko-ongelma voidaan muotoilla sopivan Markovin ketjun säätö-
ongelmaksi ja siihen voidaan soveltaa "ohjaussekvenssiä".
Oletetaan edelleen, että vakuutuksenottajan bonusluokka on i ja vuoden
aikana kertyneen kokonaisvahingon määrä on x.
Merkitään tilaa n = (i, x), jolloin systeemi on markovilainen. Vakuutukse-
nottajalla on kaksi vaihtoehtoista toimintoa
u =
{
korvaus , haetaa korvaus vahingosta vakuutusyhtiöstä
maksu , maksetaan summa x itse.
Tällöin siirtymätodennäköisyydet ovat muotoa
P
(
(i, x)→ (ki, z)
)
= F (dz) , kun u = korvaus
P
(
(i, x)→ (mi, z)
)
= F (dz) , kun u = maksu .
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Välittömät kustannukset ovat
bki , kun u = korvaus
bmi + x , kun u = maksu .
Nyt yhtälön (5.1) avulla voidaan ratkaista tulevien kokonaiskustannusten
odotusarvot
v(i, x) = min
{
bki + β
∫ ∞
0
v(ki, z)F (dz) ; bmi + x+ β
∫ ∞
0
v(mi, z)F (dz)
}
.
Nähdään, että optimaalinen säätö on muotoa: u = maksu, kun x ≤ y(i) ja
u = korvaus, kun x > y(i), missä y(i) on bonusluokasta i riippuva kriittinen
arvo, joka määrää vakuutuksenottajalle onko yhdentekevää hakeako korvaus
vai maksaa itse.
Vastaavasti v(i, x) on muotoa
v(i, x) =
{
v(i) + x− y(i) , x ≤ y(i)
v(i) , x > y(i)
.
sopivalle v(i):lle.
Nähdään myös, että "ohjaussekvenssistä" saadaan vain samanlaisia säätöjä.
Vastaavasti lauseke (5.3) on itseasiassa
min
{
bki + β
∫ ∞
0
vj(ki, z)F (dz) ; bmi + x+ β
∫ ∞
0
vj(mi, z)F (dz)
}
, (5.4)
joten säätö uj+1 on yllä olevaa muotoa ja siten myös u1, u2, . . ..
Tarkastellaan kustannusten määräytymistä säädölle u = maksu, kun
x ≤ y(i) ja u = korvaus, kun x > y(i). Jätetään hetkeksi indeksi j huomioi-
matta. Nyt yhtälöstä (5.2) saadaan
v(i, x) = bmi + x+ β
∫ ∞
0
v(mi, z)F (dz) , x ≤ y(i) (5.5)
v(i, x) = bki + β
∫ ∞
0
v(ki, z)F (dz) , x > y(i) (5.6)
joten v(i, x) on muotoa
v(i, x) =
{
w(i) + x− y(i) , x ≤ y(i)
v(i) , x > y(i)
, (5.7)
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sopivilla w(i) ja v(i).
Tiedetään, että ∫ ∞
0
v(l, z)F (dz)
=
∫ y(l)
0
w(l) + z − y(l)F (dz) +
∫ ∞
y(l)
v(l)F (dz)
= F
(
y(l)
)
w(l) +
[
1− F (y(l))]v(l)−G(y(l)), (5.8)
missä
G(x) =
∫ x
0
(x− z)F (dz) =
∫ x
0
F (x)dz . (5.9)
Sijoittamalla yhtälöon (5.5) yhtälö (5.7) ja käyttämällä kaavaa (5.8) saadaan
w(i) = bmi + y(i)− βG
(
y(mi)
)
+ β
[
F
(
y(mi)
)
w(mi) +
(
1− F (y(mi)))v(mi)]
v(i) = bki − βG
(
y(ki)
)
+ β
[
F
(
y(ki)
)
w(ki) +
(
1− F (y(ki)))v(ki)] .
(5.10)
Tämä on 2I× 2I lineaarinen yhtälöryhmä, joka voidaan kirjoittaa muotoon(
I− βP
)[ w
v
]
=
[
f
g
]
,
missä
P(i, l) = F
(
y(mi)
)
δ(mi, l) +
[
1− F (y(mi))]δ(I +mi, l) ja
P(I + i, l) = F
(
y(ki)
)
δ(ki, l) +
[
1− F (y(ki))]δ(I + ki, l) ,
missä i = 1, . . . , I, l = 1, . . . , 2I ja δ on Kroneckerin delta ts.
δ =
{
0 , kun i 6= l
1 , kun i = l .
Sekä
f(i) = bmi + y(i)− βG
(
y(mi)
)
g(i) = bki − βG
(
y(ki)
)
Koska P on stokastinen matriisi ja β < 1 niin on olemassa yksikäsitteinen
ratkaisu.
24
Säätöjen parannus voidaan ilmaista myös muuttujien vj(i) ja wj(i) avulla.
Kirjoitetaan (5.4) uudelleen käyttäen hyväksi yhtälöistä (5.5) ja (5.7) saatuja
tuloksia, jolloin saadaan
min
{
vj(i) ; x+ wj(i)− yj(i)
}
.
Tällöin säätöjen parannuksen kriittinen arvo on
yj+1(i) = yj(i) + vj(i)− wj(i) . (5.11)
Yhteenvetona voidaan todeta, että iteroimalla "ohjaussekvenssiä" voidaan
löytää optimaalinen päätöksentekosääntö: kaikki säädöt tilassa (i, x) ovat
muotoa joko pidetään vahinko itsellä, jos x ≤ y(i) tai haetaan korvaus, jos
x > y(i). Algoritmina se olisi mahdollisesti
Kohta I: Alkuaskel
Valitaan mielivaltainen y0(i).
Kohta II: Kustannusten määrittäminen
Kun yj(i) on löydetty, määritetään vj(i) ja wj(i) yhtälöistä (5.10).
Kohta III: Säätöjen parannus
Kun vj(i) ja wj(i) on saatu laskettua, määritetään yj(i) yhtälöstä (5.11).
Jos yj+1(i) 6= yj(i) jollakin i, jatketaan kohdasta II ja iteroidaan uudestaan,
muuten optimaalinen sääntö on löydetty ja voidaan lopettaa.
Esimerkki 5.12. Yhtiö soveltaa vakuutuksiinsa bonusjärjestelmää, jossa on
2 luokkaa ja bonusluokkien maksut ovat b1 = 3 ja b2 = 1 . Bonussäännös-
tön mukaan vakuutettu siirtyy vahingottoman vuoden jälkeen yhden luokan
ylöspäin, mikäli mahdollista, ja muuten yhden luokan alaspäin, mikäli mah-
dollista. Tarkastellaan vakuutettua, jonka vuotuiset kokonaisvahinkomäärät
ovat jakautuneet seuraavasti
P(K = 0) = 0, 2 ja P(K = 1) = 0, 8
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Oletetaan, että vahingon suuruus on 5 ja diskonttauskerroin β = 0, 9.
Mahdollisia tiloja on N = 4, missä vakuutettu voi olla. Ne ovat merkitty
siten, että tilan ensimmäinen komponentti tarkoittaa ko. vuoden bonusluok-
kaa ja toinen komponentti saman vuoden kokonaisvahinkomäärää. Seuraavan
vuoden tilan ensimmäinen komponentti riippuu siitä, ilmoitetaanko vahin-
koja vai ei ja toinen komponentti on tulevan vuoden kokonaisvahinkomäärä.
Tilat n = 1, . . . , 4 ovat
1 = (1, 0) 2 = (1, 5) 3 = (2, 0) 4 = (2, 5)
Vakuutettu tekee valinnan u vuoden lopussa:
u =
{
korvaus , haetaan korvaus vahingosta
maksu , maksetaan vahinko itse.
Siirtymätodennäköisyysmatriisit ovat muotoa
P(u = korvaus) =
(
pij(korvaus)
)
=

0 0 0, 2 0, 8
0, 2 0, 8 0 0
0 0 0, 8 0, 2
0, 2 0, 2 0 0
 ja
P(u = maksu) =
(
pij(maksu)
)
=

0 0 0, 2 0, 8
0 0 0, 2 0, 8
0 0 0, 2 0, 8
0 0 0, 2 0, 8
 .
Välittömät kustannukset ovat
bki = b1 = 3 , kun u = korvaus
bmi = b2 = 1 , kun u = maksu .
Optimaalisen säädön löytäminen
Haetaan minimi yhtälöön
vj(n) = min
{
bjn,u + β
4∑
h=1
pn,h(u) vj(n)
}
, n = (1, 0), (1, 5), (2, 0), (2, 5) ,
noudattamalla kappaleen 5.1 iterointia.
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1. Valitaan aluksi u0 = korvaus eli haetaan korvaus joka kerta.
2. Kokonaiskustannusten odotusarvoille saadaan seuraava yhtälöryhmä.
v0(1, 0) = 3 + β
[
0.2v0(2, 0) + 0.8v0(2.5)
]
v0(1, 5) = 3 + β
[
0.2v0(1, 0) + 0.8v0(1.5)
]
v0(2, 0) = 3 + β
[
0.2v0(2, 0) + 0.8v0(2.5)
]
v0(2, 5) = 3 + β
[
0.2v0(1, 0) + 0.8v0(1.5)
]
Todellisuudessa korvauksen hakemista ei ole, kun ei satu vahinkoa ja
oikea kustannus olisi 1, mutta tarkoitus on esimerkissä systematisoida
mallia ja välttää monikäsitteisiä ratkaisuja.
Nyt saadaan, että v0(1, 0) = v0(1, 5) = v0(2, 0) = v0(2, 5) = 31−β = 30.
3. Kun v0(n) on saatu, etsitään parempi säätö u = u1(n) siten, että
jokaiselle n valitaan u, joka minimoi yhtälön (5.3).
Määrätään optimaalinen säätö, kun n = (1, 0):
min
{
b01,k1 + β
4∑
h=1
pn,h(u = korvaus) v0(h) ; b1,m1 + β
4∑
h=1
pn,h(u = maksu) v0(h)
}
= min
{
3 +
[
0.2v0(2, 0) + 0.8v0(2.5)
]
; 1 + β
[
0.2v0(2, 0) + 0.8v0(2.5)
]}
= 1 + β
[
0.2v0(2, 0) + 0.8v0(2.5)
]
,
josta nähdään, että minimi saavutetaan säädöllä u1(1, 0) = maksu.
Samoin nähdään, että
u1(1, 5) = korvaus , u1(2, 0) = maksu ja u1(2, 5) = korvaus .
4. Uusilla säädöillä u1(n) saadaan kokonaiskustannuksille uusi yhtälöryh-
mä.
v1(1, 0) = 1 + β
[
0.2v1(2, 0) + 0.8v1(2.5)
]
v1(1, 5) = 3 + β
[
0.2v1(1, 0) + 0.8v1(1.5)
]
v1(2, 0) = 1 + β
[
0.2v1(2, 0) + 0.8v1(2.5)
]
v1(2, 5) = 3 + β
[
0.2v1(1, 0) + 0.8v1(1.5)
]
Selvästi v1(1, 0) = v1(2, 0) ja v1(1, 5) = v1(2, 5). Tällöin yhtälöryhmä
supistuu kahden yhtälön yhtälöryhmäksi,
v1(1, 0) = 1 + β
[
0.2v1(1, 0) + 0.8v1(1.5)
]
v1(1, 5) = 3 + β
[
0.2v1(1, 0) + 0.8v1(1.5)
]
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josta saadaan
v1(1, 0) = v1(1, 5)− 2 .
Sijoittamalla saadaan
v1(1, 5) = 3 + 0.2βv1(1, 5) + 0.4β + 0.8β
=
3− 0.4β
1− β = 26, 4 .
Kokonaiskustannusten odotusarvot ovat
v1(1, 0) = v1(2, 0) = 24, 4 < v0(1, 0) ja
v1(1, 5) = v1(2, 5) = 26, 4 < v0(1, 5) .
5. Määrätään optimaalinen säätö, kun v1(1, 0):
min
{
b11,k1 +
4∑
h=1
pn,h(u = korvaus) v1(h) ; b
1
1,m1 + β
4∑
h=1
pn,h(u = maksu) v1(h)
}
= min
{
3 +
[
0.2v1(2, 0) + 0.8v1(2.5)
]
; 1 + β
[
0.2v1(2, 0) + 0.8v1(2.5)
]}
=1 + β
[
0.2v0(2, 0) + 0.8v0(2.5)
]
,
josta nähdään, että minimi saavutetaan säädöllä
u2(1, 0) = maksu = u2(1, 0).
Samoin nähdään, että u2(1, 5) = korvaus = u1(1, 5) ,
u2(2, 0) = maksu = u1(2, 0) ja u1(2, 5) = korvaus = u2(2, 5) .
Huomataan siis, ettei voida määrätä parempaa säätöä u = u1(n), jolla
saavutettaisiin pienempi minimi, joten saavutettu strategia u1(n) on
optimaalinen ja lopetetaan iterointi.
Päätöksenteko-ongelman ratkaisu
Pyritään löytämään iteroimalla optimaalinen sääntö vakuutuksenottajalle
milloin kannattaa hakea korvausta ja milloin jättää hakematta, kun vakuu-
tetulle on sattunut x määrä vahinkoa.
Haetaan ratkaisu minimointiongelmaan
min
{
bki + β
∫ ∞
0
v(ki, h)F (dh) ; bmi + x+ β
∫ ∞
0
v(mi, h)F (dh)
}
.
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Kuten yhtälöistä (5.8) tiedetään, ovat v(1, x) ja v(2, x) muotoa
v(1, x) =
{
w(1) + x− x(1) , x ≤ x(1)
v(1) , x > x(1)
ja
v(2, x) =
{
w(2) + x− x(2) , x ≤ x(2)
v(1) , x > x(2) .
Nyt yhtälöistä (5.8) saadaan seuraava yhtälöryhmä
v(1) = b1 − βG
(
y(1)
)
+ β
[
F
(
y(1)
)
w(1) +
(
1− F (y(1)))v(1)]
w(1) = b2 + y(1)− βG
(
y(2)
)
+ β
[
F
(
y(2)
)
w(2) +
(
1− F (y(2)))v(2)]
v(2) = b1 − βG
(
y(1)
)
+ β
[
F
(
y(1)
)
w(1) +
(
1− F (y(1)))v(1)]
w(2) = b2 + y(2)− βG
(
y(2)
)
+ β
[
F
(
y(2)
)
w(2) +
(
1− F (y(2)))v(2)]
(5.13)
missä
F (x) =

0 , kun x < 0
0, 2 , kun 0 ≤ x < 5
1 , kun x ≥ 5
ja
G(x) =

0 , kun x < 0
0, 2x , kun 0 ≤ x < 5
1 + x− 5 , kun x ≥ 5 .
Suoritetaan kappaleen 5.2 iterointi määrittääksemme optimaaliset kynnys-
hinnat ja siten saadaan optimaalinen sääntö vakuutuksenottajalle milloin
hakea korvaus.
1. Valitaan kynnyshinnoiksi y0(1) = y0(2) = 0.
2. Ratkaistaan yhtälöt (5.13) matriisimuodossa Ab = c, missä
A =

(1− β[1− F (y(1))] −βF (y(1)) 0 0
0 1 −β[1− F (y(2))] −βF (y(2))
−β[1− F (y(1))] −βF (y(1)) 1 0
0 0 −β[1− F (y(2))] 1− βF (y(2))
 ,
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b =

v(1)
w(1)
v(2)
w(2)
 ja
c =

b1 − βG
(
y(1)
)
b2 + y(1)− βG
(
y(2)
)
b1 − βG
(
y(2)
)
b2 + y(2)− βG
(
y(2)
)
 . (5.14)
Ensimmäisen iteraation ratkaisuksi saadaan
v0(1) = 26, 4
w0(1) = 24, 4
v0(2) = 26, 4
w0(2) = 24, 4 .
Sijoitetaan saadut arvot yhtälöön (5.11), josta saadaan seuraavan ite-
raation kynnyshinnat y1(1) ja y1(2)
y1(1) = y0(1) + v0(1)− w0(1) = 0 + 26, 4− 24, 4 = 2
y1(2) = y0(2) + v0(2)− w0(2) = 0 + 26, 4− 24, 4 = 2 .
3. Iteroidaan uusilla kynnyshinnoilla y1(1) = y1(2) = 2.
Ratkaistaan (5.13) uusilla kynnyshinnoilla, jolloin ratkaisuksi saadaan
v1(1) = 26, 4
w1(1) = 26, 4
v1(2) = 26, 4
w1(2) = 26, 4 .
Uudet kynnyshinnat y2(1) ja y2(2) ovat
y2(1) = y2(2) = 2
Huomataan, että
y2(1) = y1(1) ja y2(2) = y1(2) ,
joten iterointi voidaan lopettaa ja todeta, että optimaalinen sääntö on
löydetty.
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Optimaalisen säädön ongelmassa päädyttiin hakemaan korvaus aina kun va-
hinko sattui. Päätöksenteko-ongelman ratkaisu on luonnollisesti sama vaik-
kakin se on eri muodossa: haetaan korvaus, jos vahinko on yli 2, muuten
ei haeta korvausta. Toisin sanoen, esimerkin mallissa aina haetaan korvaus,
kun sattuu vahinko.
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6 Johtopäätelmät
Bonusnälkäilmiön yleisyys kertoo erittäin hyvin bonusjärjestelmän tiukkuu-
desta. Mitä tiukempi bonusjärjestelmä, sitä enemmän jätetään vahinkoja
ilmoittamatta. Esimerkiksi, jos bonusjärjestelmä rankaisee vakuutettua ai-
heutetusta vahingosta hyvin ankarasti, niin se voi pahimmillaan aiheuttaa
onnettomuuspaikalta pakenemisia. Bonusjärjestelmän pääasiallinen tavoite
on erotella hyvät ajajat huonoista eikä siirtää suurinta osaa korvauksista
vakuutusyhtiöltä vakuutettujen kontolle.
Lemairen algoritmin antamia kynnyshintoja ei voida pitää täysin realistisina
kynnyksinä. Algoritmiin sisältyy hyvinkin vahva oletus terveen järjen käytös-
tä sekä siitä, että vahinko sattuu heti vuoden alussa. Todellisuudessa kynnys
hakea korvaus kasvaa mitä lähempänä ollaan vakuutuskauden loppua. Kap-
paleessa 5 odotettiin vakuutuskauden loppuun kunnes päätös korvauksen
hakemisesta tai sen jättämisestä tehtiin.
Kaikki vakuutetut eivät toimi aina Lemairen algoritmin mukaan. Tutkimal-
la vakuutusyhtiöiden korvaushakemuksia voidaan varmastikin löytää vahin-
koja, joissa vahingon suuruus on pienempi kuin optimaalinen kynnyshinta,
mikä tietysti on ristiriitaista algoritmin kanssa, kuten kappaleessa 4 todet-
tiin ja otettiin huomioon. Enemmänkin olisi syytä ajatella, että Lemairen
algoritmista saadut optimaaliset kynnyshinnat ovat yksi bonusjärjestelmän
tiukkuuden mittari.
Lemairen algoritmin ja sen sovelluksessa seuraavassa kappaleessa ei voitu
todistaa, että algoritmi tuottaa aina laskevan jonon kustannuksia suppenee
kohti optimaalisia kynnyshintoja vaikkakin se on voitu osoittaa kokeellises-
ti. Kappaleen 5 teoria pohjautuu Markovin ketjujen teoriaan eikä riipu sat-
tumishetkestä ja siten sen antamia tuloksia voidaan pitää uskottavimpana
näistä kolmesta.
Näissä kaikissa tapauksissa bonusjärjestelmät ovat olleet annettuja. Vakuu-
tetut reagoivat omalla tavallaan annettuun bonusjärjestelmään ja vakuutus-
yhtiöllä ei ole muuta mahdollisuutta kuin tarkastella bonusnälkää ilmiönä.
Vakuutusyhtiöllä on mahdollista ja syytä ottaa bonusnälkä huomioon bo-
nusjärjestelmiään suunnitellessa, koska vakuutuskannasta saadut vahinkojen
määrien ja frekvenssien jakaumat ovat vääristyneet bonusnälän vuoksi.
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