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Automated Identification of Digital Evidence across Heterogeneous 
Data Resources  
Hussam J. Mohammed 
Digital forensics has become an increasingly important tool in the fight against cyber 
and computer-assisted crime. However, with an increasing range of technologies at 
people’s disposal, investigators find themselves having to process and analyse 
many systems with large volumes of data (e.g., PCs, laptops, tablets, and 
smartphones) within a single case. Unfortunately, current digital forensic tools 
operate in an isolated manner, investigating systems and applications individually. 
The heterogeneity and volume of evidence place time constraints and a significant 
burden on investigators. Examples of heterogeneity include applications such as 
messaging (e.g., iMessenger, Viber, Snapchat, and WhatsApp), web browsers (e.g., 
Firefox and Google Chrome), and file systems (e.g., NTFS, FAT, and HFS). Being 
able to analyse and investigate evidence from across devices and applications in a 
universal and harmonized fashion would enable investigators to query all data at 
once. In addition, successfully prioritizing evidence and reducing the volume of data 
to be analysed reduces the time taken and cognitive load on the investigator. 
This thesis focuses on the examination and analysis phases of the digital 
investigation process. It explores the feasibility of dealing with big and 
heterogeneous data sources in order to correlate the evidence from across these 
evidential sources in an automated way. Therefore, a novel approach was developed 
to solve the heterogeneity issues of big data using three developed algorithms. The 
three algorithms include the harmonising, clustering, and automated identification of 





The harmonisation algorithm seeks to provide an automated framework to merge 
similar datasets by characterising similar metadata categories and then harmonising 
them in a single dataset. This algorithm overcomes heterogeneity issues and makes 
the examination and analysis easier by analysing and investigating the evidential 
artefacts across devices and applications based on the categories to query data at 
once. Based on the merged datasets, the clustering algorithm is used to identify the 
evidential files and isolate the non-related files based on their metadata. Afterwards, 
the AIE algorithm tries to identify the cluster holding the largest number of evidential 
artefacts through searching based on two methods: criminal profiling activities and 
some information from the criminals themselves. Then, the related clusters are 
identified through timeline analysis and a search of associated artefacts of the files 
within the first cluster. 
A series of experiments using real-life forensic datasets were conducted to evaluate 
the algorithms across five different categories of datasets (i.e., messaging, graphical 
files, file system, internet history, and emails), each containing data from different 
applications across different devices. The results of the characterisation and 
harmonisation process show that the algorithm can merge all fields successfully, with 
the exception of some binary-based data found within the messaging datasets 
(contained within Viber and SMS). The error occurred because of a lack of 
information for the characterisation process to make a useful determination. 
However, on further analysis, it was found that the error had a minimal impact on 
subsequent merged data. The results of the clustering process and AIE algorithm 






Table of Contents 
1 Introduction ....................................................................................................... 1 
 Introduction ................................................................................................. 1 
  Research Aims and Objectives .................................................................. 3 
 Thesis Summary ......................................................................................... 4 
2 Digital Forensics ............................................................................................... 6 
 Introduction ................................................................................................. 6 
 Digital Forensics Process ........................................................................... 7 
 Challenges of Digital Forensics ................................................................ 11 
 Limitation of Digital Forensic Tools .................................................... 11 
 Increasing Volumes of Data ............................................................... 15 
 Access of Evidential Sources ............................................................. 16 
 Conclusion ................................................................................................ 16 
3 Digital Forensic Challenges ............................................................................ 18 
 Introduction ............................................................................................... 18 
 Data Acquisition and Analysis................................................................... 19 
 Artificial Intelligence ........................................................................... 24 
 Data Clustering .................................................................................. 25 
 Data Reduction with Hash-Sets ......................................................... 32 
 Database Forensics .................................................................................. 33 
 Heterogeneous Data and Resources ........................................................ 36 
 Data Correlation ................................................................................. 38 
 Discussion ................................................................................................ 43 
 Conclusion ................................................................................................ 47 
4 The Harmonisation of Heterogeneous Data .................................................... 48 
 Introduction ............................................................................................... 48 
 Metadata ................................................................................................... 49 
 Properties, Functions, and Facilities of Metadata ..................................... 51 
 Metadata Properties ........................................................................... 51 
 Metadata Functions ............................................................................ 52 
 Facilities for Metadata Representation ............................................... 53 
 Metadata and Digital Forensics ................................................................ 54 
 File System Metadata......................................................................... 54 
 Event Log Metadata ........................................................................... 55 





 Metadata Categories within Digital Forensics .................................... 57 
 A Novel Forensic System for Merging Multi-Images ................................. 59 
 An Automated Approach for Metadata Characterisation and 
Harmonisation ................................................................................................. 62 
 Experimental Methodology ....................................................................... 70 
 Datasets ............................................................................................. 70 
 Experimental Setup ............................................................................ 74 
 Results ............................................................................................... 75 
 Discussion ................................................................................................ 78 
 Conclusion ................................................................................................ 79 
5 Clustering Approach ....................................................................................... 80 
 Introduction ............................................................................................... 80 
 Clustering Theory ..................................................................................... 81 
 K-Means Algorithm ............................................................................. 81 
 K-Medoids Algorithm .......................................................................... 83 
 Fuzzy C-Means .................................................................................. 84 
 Experimental Setup .................................................................................. 86 
 Experimental Results ................................................................................ 91 
 Case 1 Analysis .................................................................................. 92 
 Case 2 Analysis .................................................................................. 98 
 Case 3 Analysis ................................................................................ 102 
 Case 4 Analysis ................................................................................ 110 
 Discussion .............................................................................................. 114 
 Conclusion .............................................................................................. 117 
6 Automated Identification of Evidential artefacts ............................................ 119 
 Introduction ............................................................................................. 119 
 Problem Identification ............................................................................. 120 
 Automated Identification of Evidence (AIE) ............................................. 124 
 Experimental Methodology ..................................................................... 131 
 Case 1 Analysis ................................................................................ 131 
 Case 2 Analysis ................................................................................ 134 
 Case 3 Analysis ................................................................................ 136 
 Case 4 Analysis ................................................................................ 138 
 Discussion .............................................................................................. 140 
 Conclusion .............................................................................................. 144 





 Contributions and Achievements of the Research .................................. 145 
 Limitations of Research .......................................................................... 147 
 Opportunities for Future Work ................................................................. 147 
 The Future of Heterogeneous Data in Digital Forensics ......................... 148 
References .......................................................................................................... 150 






List of Figures 
Figure 2-1:The Digital Forensics Process (Ademu et al., 2011) ............................... 9 
Figure 3-1: Big Data Acquisition Engine (Xu et al., 2013) ...................................... 21 
Figure 3-2: Clustering Algorithms (Gholap and Maral, 2013) ................................. 27 
Figure 3-3: FClustering Functions (Pringle and Burgess, 2014) ............................ 30 
Figure 3-4: Implementation of Cross-drive Analysis ............................................... 40 
Figure 4-1: Syslog Infrastructure (Vaarandi, 2005) ................................................ 56 
Figure 4-2: Overview of the Proposed Process ...................................................... 61 
Figure 4-3: Algorithm of Metadata Characterisation and Harmonisation ................ 63 
Figure 4-4: Characterisation Process ..................................................................... 66 
Figure 4-5: Harmonisation Process ........................................................................ 68 
Figure 5-1: K-Means Centres Generation .............................................................. 82 
Figure 5-2: Clustering Process ............................................................................... 86 
Figure 5-3: Appling K-Means ................................................................................. 90 
Figure 5-4: Appling Euclidean Distance ................................................................. 91 
Figure 5-5: File List results within top three clusters across the four cases using 
FCM centres (N: Notable, B: Benign) ................................................................... 115 
Figure 5-6: File List results within top three clusters across the four cases using K-
Means centres (N: Notable, B: Benign) ................................................................ 116 
Figure 5-7:File List results within top three clusters across the four cases using K-
Medoids centres (N: Notable, B: Benign) ............................................................. 116 
Figure 6-1: Automated Evidence Profiler Process (Al Fahdi, 2016) ..................... 124 
Figure 6-2: Evidence Identification Process ......................................................... 126 
Figure 6-3: Timeline Analysis ............................................................................... 128 
Figure 6-4: Metadata Association ........................................................................ 130 





List of Tables 
Table 2-1: Comparison of Digital Forensic Tools ................................................... 13 
Table 3-1: A Comprehensive Study for Analysing Data and Heterogeneous 
Information in a Forensic Manner .......................................................................... 43 
Table 4-1: Comparison of file system metadata over different file systems ........... 55 
Table 4-2: Some of input metadata parameters for forensics tools ........................ 57 
Table 4-3: First Case Details ................................................................................. 71 
Table 4-4: Second Case Details ............................................................................ 72 
Table 4-5: Third case details .................................................................................. 73 
Table 4-6: Fourth Case Details .............................................................................. 73 
Table 4-7: Overview of Experimental Datasets ...................................................... 75 
Table 4-8: Experimental Results ............................................................................ 76 
Table 5-1: Case Details ......................................................................................... 92 
Table 5-2: Results of File list (Case 1) (✓: Notable; : Benign) ............................. 94 
Table 5-3: Results of Internet Category (Case 1) ................................................... 96 
Table 5-4: Results of Email Category (Case 1) ...................................................... 96 
Table 5-5: Results of File list (Case 2) ................................................................... 99 
Table 5-6: Results of EXIF Data (Case 2) ............................................................ 101 
Table 5-7: Results of File list (Case 3) ................................................................. 103 
Table 5-8: Results of EXIF (Case 3) .................................................................... 105 
Table 5-9: Results of Internet (Case 3) ................................................................ 106 
Table 5-10: Results of Messaging data (Case 3) ................................................. 108 
Table 5-11: Results of Facebook Messenger (Case 3) ........................................ 109 
Table 5-12: Results of File List (Case 4) .............................................................. 111 
Table 5-13: Results of EXIF (Case 4) .................................................................. 113 
Table 6-1: Description of selected features of offender and crime scene 
(Baumgartner et al., 2008) ................................................................................... 122 
Table 6-2: Results of Case 1 based on FCM (✓: Notable; : Benign) .................. 133 
Table 6-3: Results of Case 1 based on K-Means ................................................. 133 
Table 6-4: Results of Case 1 based on K-Medoids .............................................. 133 
Table 6-5: Results of Case 2 based on FCM ....................................................... 135 
Table 6-6: Results of Case 2 based on K-Means ................................................. 135 
Table 6-7: Results of Case 2 based on K-Medoids .............................................. 135 
Table 6-8: Results of Case 3 based on FCM ....................................................... 137 
Table 6-9: Results of Case 3 based on K-Means ................................................. 137 
Table 6-10: Results of Case 3 based on K-Medoids ............................................ 138 
Table 6-11: Results of Case 4 based on FCM ..................................................... 139 
Table 6-12: Results of Case 4 based on K-Means ............................................... 140 






List of Algorithms 
Algorithm 4-1: String Variability Algorithm .............................................................. 64 
Algorithm 4-2: Meta and Non-Metadata Identification Algorithm ............................ 65 
Algorithm 4-3: Metadata Characterisation .............................................................. 67 
Algorithm 4-4: Metadata Harmonisation ................................................................. 69 
Algorithm 5-1: K-Means ......................................................................................... 83 
Algorithm 5-2: K-Medoids ...................................................................................... 84 
Algorithm 5-3: Fuzzy C-Means ............................................................................... 85 
Algorithm 6-1: First Cluster Identification ............................................................. 127 
Algorithm 6-2: Timeline Analysis .......................................................................... 129 






1 Introduction  
 Introduction  
Digital forensics has become commonplace and has gained importance as a result 
of the increasing prevalence of technology over the last few years. The rapid 
development in technology, such as the volume of data and cloud computing 
environments, has relevance regarding criminal activity. The efficient organizations 
share analysis approaches of huge volumes of data to gain information to support 
their work and serve their customers. These data are generated from transaction 
records of online purchases, video, audio, images, emails, logs, posts, search 
queries, health records, social networking interactions, science data, sensors, 
mobile phones etc. (Sagiroglu and Sinanc, 2013).  
Cloud computing and big databases are increasingly used by governments, 
companies, and other users for storing huge amounts of information. In addition, 
increasing interest in the use of cloud computing services presents both 
opportunities for criminal exploitation and challenges for forensic investigation owing 
to a lack of support (Cheng et al., 2013). Therefore, the rapid development of 
technology has brought various challenges to digital forensics. This development, 
including the variety of devices, operating systems (OS), files, and applications, 
increases the complexity, diversity, and correlation issues within forensic analysis 
(Garfinkel, 2006). Conducting a forensic analysis of a case containing multi-
resources and applications can be difficult owing to the heterogeneity of the evidence 
across those devices. In general, investigators normally take each device and 





relationship of artefacts. Unfortunately, these tools were designed to work on a single 
forensic image with specific data types (e.g., a workstation or a smartphone) 
(Cahyani et al., 2017). Consequently, the forensic tools are currently struggling to 
deal with individual cybercrime cases that have a larger size of evidence (e.g., 
between 200 GB and 2 TB of data) (Casey, 2011). However, the volume of data that 
needs to be analysed can range from several terabytes to a few petabytes.  
With the significant increase in computing, individuals have increasingly come to own 
several devices (e.g., PCs, laptops, tablets, and smartphones) with each using 
different applications across various platforms (Bennett, 2012). Additionally, 
companies producing electronic devices have to choose an operating system, either 
open-source or commercial, for their core technology (Almunawar, 2018). 
Consequently, the file structure is formatted according to the OS and results in a 
variety of files across various Oss, such as NTFS, FAT, HFS, and Ext4 (Tanenbaum, 
2009). Several applications can also run on one platform and achieve similar 
purposes, such as web browsers (e.g., Google Chrome, Mozilla Firefox, and Apple's 
Safari) and messaging (e.g., SMS, Viber, and WhatsApp). However, being able to 
examine and analyse data from across many systems and applications at once 
based on a data category is currently impossible.  
Data categories, including files, databases, documents, pictures, media files, web 
browsers, etc., hold valuable information that can be used to answer some of the key 
questions of a forensic investigation. Examples of these questions concern who did 
something to a file, when they did it, and where it was carried out. Although a wide 





(including Encase, AccessData FTK, and Autopsy), they only extract and analyse 
metadata for certain types of systems and applications (Ayers, 2009).  
Recently, several researchers have tried to use metadata within the digital forensics 
domain to reconstruct past events. Metadata describes the attributes of any files or 
applications in most digital resources (Guptill, 1999); it provides rich information 
about files that can lead to files being processed using metadata instead of the files 
themselves (Raghavan, 2014). Digital forensic cases can include several categories 
of similar metadata within a single forensic image or across multiple resources, 
resulting in repeating the forensic process many times and increasing the 
investigator’s workload. However, the automated correlation between the evidential 
artefacts from various sources is currently impossible.  
  Research Aims and Objectives 
The aim of this research is to develop a novel framework to deal with heterogeneous 
data resources for forensic examinations and analyses. The novel framework will be 
developed to provide a robust, modular, and automated system for digital forensic 
analysis of heterogeneous data. Additionally, the automated system will assist 
investigators to reduce the complexity of undertaking data examination and analysis 
process.  To achieve this, the following research objectives are established:  
 Develop a current state-of-the-art understanding of heterogeneous data 






 Investigate the examination and analysis techniques that are provided by 
various fields, such as within the huge volume of data domain and in the digital 
forensics area.    
 Seek to evaluate the extent to which current forensic techniques can be 
applied. 
 Establish the current state of the art in terms of the key issues of 
heterogeneous data within the forensic field including critical criteria in order 
to establish the requirements for a novel model. 
 Develop a novel approach to solve the heterogeneity issue related to the big 
forensic data and identify the evidence in an automated way. 
 Test the developed approach with data collected from a public domain and 
real-world cases.  
 Validate the functionality and the accuracy of the developed approach based 
on its results.  
 Thesis Summary  
The thesis is organised into eight chapters. Chapter One introduces the problem of 
digital forensics in the heterogeneous data environment and its relation to technology, 
as well as how the growth of data with heterogeneity affects digital forensic 
investigations.  
Chapter Two presents a comprehensive view of digital forensic science in terms of 
the fundamental concept, the main processes, and challenges. It discusses the main 





In addition, this chapter investigates the common challenges faced by investigators 
with the rapid development of cybercrime. 
Chapter Three provides a literature review of the existing research in volume and 
heterogeneity of data within the forensic field and discusses a number of open 
problems in the chosen domain.   
Chapter Four demonstrates an automated approach for analysing and merging 
datasets. This approach seeks to provide a fusion of similar metadata categories 
across multiple and heterogeneous resources. A series of experiments using real-
life forensic datasets was conducted. 
Chapter Five presents a clustering approach to identify evidential files and isolate 
non-related files based on their metadata. A series of experiments using real-life 
forensic cases was conducted to evaluate the approach. The experimental results 
were analysed and discussed in detail to show the impact of various factors on the 
output. 
Chapter Six shows a developed algorithm to identify evidential files in an automated 
way based on the data within clusters. A series of experiments based the four cases 
was achieved to validate the proposed algorithm. 
Chapter Seven is the final chapter. It presents the conclusions arising from the 
research and highlights the key contributions, achievements, and limitations. It also 






2 Digital Forensics 
 Introduction 
During the past thirty years, new types of crimes have become popular with the digital 
revolution. Traditional methods of forensic science could not deal with these crimes; 
therefore, digital forensics was introduced. Digital forensics is a field of forensic 
science that depends on technologies and tools to collect and analyse data that is 
seized from digital devices. According to Garfinkel (2010), digital forensics is roughly 
40 years old; the golden age was from 1999 until 2007. Over that time, digital 
forensics became attractive because there were few types of OSs, few database 
systems, and a single type of machine to be investigated. Nowadays, cybercrime 
cases, however, consist of heterogeneous machines with large volumes of data. 
Digital forensics can be used to review the past by recovering deleted files and 
restoring deleted emails and messages. Consequently, a range of definitions has 
been presented, such as the following definition by the Digital Forensics Research 
Workshop (DFRW):  
 “the use of scientifically derived and proven methods toward the 
preservation, collection, validation, identification, analysis, interpretation, 
documentation and presentation of digital evidence derived from digital 
sources for the purpose of facilitating or furthering the reconstruction of 
events found to be criminal or helping to anticipate unauthorized actions 






Digital evidence comprises significant information stored in digital devices that 
supports and proves how a cybercrime occurred. It also proves the relationship 
between the hacker and crime (Casey, 2011).  
An effective digital forensic investigation to identify evidence can be characterised 
by the following (Marziale, 2009):  
 Reliability: the digital evidence is precise and free from manipulation. In 
addition, it is seized properly without any additions or changes to the original 
media. 
 Comprehensiveness: the analysis phase analyses all potential artefacts in a 
particular case as much as possible by using sophisticated techniques and 
tools to view artefacts under investigation and find specific evidence.   
 Efficiency:  investigators make the best use of constrained resources, which 
include processing power, time, and data storage. As most cases are 
complicated, effective investigation requires a mechanism to analyse 
artefacts through several layers.  
 Coherence: the digital evidence, which is a result of the analysis phase, can 
be used to prove the relationship between the crime and its victim or hacker 
in order to be accepted in court. 
     Digital Forensics Process 
The digital forensics process should be flexible for all systems rather than being 
limited to a specific one. Many models of the forensic investigation process have 
been developed since 1984; each model has its own methodology that tries to deal 





process is the earliest method of forensic investigation and was proposed by Pollitt 
(1995). It is composed of four main phases: acquisition, identification, evaluation, 
and admission. In 2001, the DFRW was held with the purpose of exploring a model 
that could be used by both academics and practitioners to find evidence from digital 
systems during forensic investigations (Ademu et al., 2011). This model is the most 
robust and popular approach. It consists of seven stages: identification, preservation, 
collection, examination, analysis, presentation, and decision.  
Carrier and Spafford (2004) proposed an Event-based Digital Forensic Investigation 
Framework that can be applied to digital crimes based on the cause and effect of 
incidents in order to document physical crime scenes. This framework consisted of 
five phases: readiness (which includes operations and infrastructural readiness), 
deployment (which includes detection and notification, as well as confirmation and 
authorization of the investigation), physical crime scene investigation (physical 
collection of evidence), digital crime scene investigation (examining the digital data 
for evidence), and presentation (presenting the results of the investigation). Perumal 
(2009) suggested a digital forensic model, based on Malaysian cyber law, covering 
both technical and legal aspects of the forensic investigation. This model has seven 
major stages: planning, identification, reconnaissance, analysis, result, proof and 
defence, and diffusion of information.  
Agarwal et al. (2011) proposed the Systematic Digital Forensic Investigation Model 
(SRDFIM), which can be used by investigators and organizations to help them follow 
appropriate procedures in a methodical way during the investigation. It is made up 
of eleven steps: preparation, securing the scene, survey, recognition, documenting 





analysis, presentation, and result and review. As demonstrated above, most 
investigators follow six main steps during an investigation. These steps are shown 











 Identification Phase 
According to Kent et al. (2006), identification is the first step in the investigation 
process; it includes searching, identifying, and documenting potential sources of 
data that might contain evidence.  These data sources can be computers, servers, 
database systems, networks, or storage devices. The identification phase is mission 
critical, as all other subsequent steps of the investigation depend on it. 
 Preservation Phase 
Digital preservation is used to ensure that digital objects remain unmodified or are 




















recover and preserve data from digital devices in a forensically sound manner. A 
method used to preserve and verify the integrity of data is the hash function (e.g., 
MD5 and SHA1) (Martini and Choo, 2012). 
 Collection Phase 
The collection phase refers to the physical collection of data. This collection is 
conducted by using forensic tools to copy all information from a suspect’s device to 
a trusted device to produce a forensic image. There are two ways of acquiring data: 
dead (physical) or live (logical) acquisition. A dead acquisition is to obtain data from 
the suspect’s system without the assistance of its OS. A live acquisition is to copy 
information from the suspect’s system while the OS is still running (Carrier, 2005).   
 Examination Phase 
The aim of this phase is to find evidence by filtering and reducing the amount of data 
via various forensic tools. This data may exist in different forms, such as files, images, 
videos, databases or hidden folders in the system. Well-established tools, such as 
the AccessData’s FTK and Encase, are essential to the investigation as investigators 
rely on them to find evidence in a timely fashion during this phase (Carrier, 2005).      
 Analysis Phase 
The analysis phase is the important step of an investigation where the relevant 
artefacts of evidence are evaluated. The examination phase outputs contain relevant 
artefacts that are analysed to draw conclusions, as well as to correlate evidence with 
the incident (Kent et al., 2006). According to Clarke (2010), digital forensic analysis 





the data of a forensic image is analysed by a trusted forensic system, where the 
integrity of data is preserved and never changed. Live forensic analysis is used to 
collect and analyse evidence from a suspect’s machine while its OS is still running.  
 Presentation Phase 
The output of the presentation phase is a report that is conducted by the investigator 
summarising and explaining the conclusion of the investigation. Moreover, the 
investigator should present the tools and techniques used during the process and 
how they were used (Benredjem, 2007). 
 Challenges of Digital Forensics 
In the previous section, although most models have similar steps, there is no 
standard model of digital forensic investigation to deal with digital crime. Several 
researchers have attempted to find a substantial model; however, they have mainly 
focused on technical aspects without focusing on legal matters, or vice versa. In 
addition, the number of cyber crimes increases every year and has become more 
complicated. Therefore, many challenges have risen with the domain, from the 
volume of data to the heterogeneity of environments. 
 Limitation of Digital Forensic Tools   
Digital forensic tools are significant in the digital world as they can be used to improve 
the security of stored data. Richard and Roussev (2006) stated that investigators 
have used various tools to aid them in preserving and analysing digital evidence, 
which provide an appropriate environment and are user-friendly for conducting 
investigations. These tools could be either commercial or open-source. However, 





such as network and cloud computing, these digital forensic tools are insufficient 
because they were designed to be used with one case over a single workstation 
(Ayers, 2009). Table 2-1 provides comparisons between some of the commercial 
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    There are various limitations that are related to digital forensic tools, including: 
 Processing speed: most of the digital forensic tools are slow when analysing 
an average volume of evidential data, taking many hours or days to process 
them. Some instances require a high processing speed because they might 
be a real risk to public safety (Ayers, 2009). 
 Forensic data abstraction: according to Garfinkel (2010), only five types of 
data abstraction are widely used in a forensic perspective and many attempts 
to develop a new format and abstraction have failed.    
 Disk image: an image of the whole disk is copied and achieved as raw. 
 Packet capture files: a format is used to capture network traffic.  
 Files: used to recognize documents and images. 
 File signatures as outputs of MD5 and SHA1 hashes. 
 Extracted named entities: classified as ASCII text files or Unicode files such 
as emails, names, phone numbers, etc.   
 Software errors: one major concern of using forensic tools is software errors 
that might lead to various problems, such as unexplained crashes or loss of 
work during data analysis. Occasionally, unexplained crashes could be 
caused by the difficulty to parse data because the input data might be either 
incompletely or inadequately validated. In addition, some programming 
languages, such as C and C++, are unsafe coupled with programming errors 
(Ayers, 2009).  
 Planning of analysis phase: most of the forensic tools lack support for plans 
of how the investigation is performed. The analyst will be responsible for 





and a notebook. As long as the analysis process carried out manually by the 
analyst, many mistakes could be made (Ayers, 2009). 
 Increasing Volumes of Data 
A common issue with digital forensics investigations is the volumes of data that 
needs to be processed. This data is constantly increased because of the continuing 
development of storage technology, including the increasing storage capacity of 
customer devices and cloud computing services (Quick and Choo, 2014). It should 
be noted that the data volume being referred here is much smaller than “big data” 
and it typically refers to datasets in the terabyte range. However, the rapid growth of 
storage capacity coupled with the increasing number of cyber crimes result in various 
challenges facing forensic investigation. Alink et al. (2006) stated the challenges of 
forensic investigation are often in the feature extraction and analysis phases. The 
storage of modern computer systems is approximately hundreds of gigabytes; 
however, digital investigation cases could consist of multiple systems where the 
amount of data for an individual case might reach terabytes.  
According to Perry et al. (2009), cloud computing has become one of the most 
important transformative developments in computing history. A current trend of users 
is towards using cloud services because they provide massive storage. However, 
cloud storage services may be used by criminals for illegal purposes; in addition, 
current forensic tools do not support digital forensic investigation within cloud 





 Access of Evidential Sources  
The access to the source of evidence is an important step to gain information in order 
for it to be analysed by investigators. In the past, it was easy to achieve this goal. All 
the relevant sources could be physically collected at the crime scene. However, the 
situation has now changed because of big data, especially for cloud environments 
(Biggs and Vidalis, 2009). 
For instance, if several malicious hackers launched a certain attack by scripts 
residing in or attacking programs in Amazon Elastic Cloud, all the attacking 
procedures are implemented according to the scripts saved in that Amazon Elastic 
Cloud account. The first problem concerns where the forensic investigators will find 
the physical devices, such as hard disks, CDs, etc. As all the attacking behaviours 
took place in the cloud environment, the evidential data may exist on the Amazon 
servers or the suspects’ account. To access the attacker’s account, the confidential 
login should be identified in advance (Birk and Wegener, 2011). Otherwise, it is 
impossible to pass the authentication mechanism by Amazon servers. Maybe 
investigators can collect the evidence in Amazon’s data centre in some special cases, 
such as CIA, FBI, or NSA law enforcement agencies and so on. However, in most 
circumstances, getting evidential artefacts from service providers is challenging 
(Budu and Boateng, 2015; Choo et al., 2017).  
 Conclusion 
The number of criminal activities carried out on digital devices constantly increases 
each year. Therefore, the science of digital forensics is important to face those issues. 
As a result, researchers and specialists in digital forensics have invented several 





such as FTK and Encase, provide an appropriate environment and are user-friendly 
for conducting investigations, but they have failed to keep pace with the development 
of technology in recent years. With regard to the methodologies, there is no standard 
methodology to conduct investigations because each model has steps for treating a 
particular case. Major challenges of digital forensic tools are the multitude of sources, 
large volumes of data, and heterogeneous datasets where the current tools are 
struggling to keep pace in achieving modern forensic investigations. These tools are 
known as first-generation tools and include some limitations related to processing 
and analysing huge amounts of data. These issues and others have become even 
more complicated when investigators deal with cybercrimes over a big and 





3  Digital Forensic Challenges 
  Introduction 
This chapter presents a comprehensive review of the current state of the art in 
heterogeneous data within a forensic domain. One major challenge of digital 
investigation is the increasing volume of data within digital forensic cases. A limited 
number of researchers have undertaken studies in recent years in relation to 
heterogeneous data and its challenges within digital forensics. As a result, this 
chapter focuses on the analysis of two significant issues: the volume of data and its 
heterogeneity. These issues concerning the analysis of data volume have inspired 
varied efforts to find solutions. These include artificial intelligence, data clustering, 
and data reduction. From the perspective of data heterogeneity, there are various 
potential solutions, such as data integration and data correlation. However, 
researchers have not yet found a way to overcome all the problems involved. This 
chapter, therefore, presents an exhaustive review of heterogeneous data forensics 
and suggests a direction for future developments. 
This section presents the methodology for undertaking a comprehensive literature 
review related to the heterogeneity of huge volumes of forensic data. This covers 
many aspects, including data acquisition and analysis, artificial intelligence, data 
clustering, data reduction, database forensics, heterogeneous data and resources, 
and data correlation. The methodology of the literature review was to search for 
related publications across a range of different academic databases, such as 
Springer, IEEE, ScienceDirect, and Google Scholar, by using various keywords (e.g., 





triage, forensics intelligence, examination of big data, digital forensic challenges, big 
data acquisition, heterogeneous data, forensics discovery, search in big data 
correlation, data reduction, and data clustering). The word “forensic” was added to 
some of these keywords to narrow down the search results. 
This chapter was designed in a structured format, starting with a data acquisition and 
analysis section, followed by artificial intelligent studies, data clustering, and data 
reduction with hash sets. It then provides a section that discusses database forensics, 
followed by a section focussing on the heterogeneity of data, and then exploring 
methods of correlating data in a heterogeneous environment. 
 Data Acquisition and Analysis 
Recently, digital forensic investigations have faced many challenges and have failed 
to keep pace with the problems of analysing evidence in large and heterogeneous 
data. Various solutions and techniques have been suggested for dealing with data 
analysis, such as artificial intelligence, data mining, data clustering, and data 
reduction. Artificial intelligence is a process to simulate the human intelligence 
actions by using machines (Russell and Norvig, 2016). These actions include 
learning (obtaining information and rules for using the information), and reasoning 
(utilising rules to identify approximate conclusions). While machine learning is a field 
of artificial intelligence that can be used by computer systems to learn from data 
without constant supervision from the human. Machine learning algorithms can be 
classified into four categories: supervised learning (training an algorithm with 
labelled data), unsupervised (dividing data without prior knowledge), semi-
supervised (it falls between completely labelled training data and without any 





environment to determine the ideal behaviour within a specific context) (Burrell, 
2016). However, unsupervised algorithms are commonly used among the others 
within the digital forensic domain as there is no prior knowledge about data within 
the digital forensic cases.            
To acquire huge data properly, Xu et al. (2013) proposed a big data acquisition 
engine that merges a rule engine and finite state automaton to solve the issue of big 
data acquisition. They reported that the rule engine was used to maintain big data 
collection, determine problems, and discover the reason for breakdowns while finite 
state automation was used to describe the state of big data acquisition. They 
demonstrated that five steps need to be followed. The first is to create a global Java 
Expert System Shell (JESS) engine, which is a rule engine and scripting environment 
written entirely in Java language; it is responsible for rule-based loading and 
loading/changing a rule base that is defined according to demand. After that, data 
acquisition is achieved by integrating the JESS rule engine and data automation 
through two processes: the device interaction module and the acquisition server 
automation. The device interaction module connects directly to a device during 
acquisition and each device interaction module corresponds to an acquisition server. 
The acquisition server is responsible for gathering and transmitting the data collected 
from the device interaction module for analysis and display. Fourthly, the engine 
executes match rules and, finally, the export process results, as shown in Figure 3-
1. Generally, this combination facilitates the acquisition process within a big data 
environment and provides a flexible way of verifying the security and correctness of 
the acquisition. However, the rule engine is pre-defining decision, which can work on 





decision, thereby causing a heavy burden on the system. In addition, this approach 
is theoretical, and neither evolution nor implementation was conducted.   
 
Figure 3-1: Big Data Acquisition Engine (Xu et al., 2013) 
In attempting to deal with data analysis, Noel and Peterson (2014) acknowledged 
the major challenges involved in finding relevant information in digital forensic 
investigations were as a result of an increasing volume of data. They propose the 
use of latent Dirichlet allocation (LDA), which is a method of natural language 
processing. LDA works to minimize practitioners’ overhead in two ways. First, it 
extracts hidden subjects from documents and offers summary details of contents 
with a minimum of human intervention. Second, it offers the possibility of isolating 
relevant information and documents based on easy keyword selection in the search. 
Their work performs three comparison tests between LDA and current regular 
expression search techniques by using real data corpus (RDC). RDC is a set of disks 
extracted from the storage devices of 2,432 disks from 25 different countries, where 





drives, phones, flash cards, and multi-partition hard drives. The first test evaluated 
three information retrieval tasks on passport files, legal documents, and power 
generation documents. The results showed that LDA was capable of retrieving 
documents of higher relevance. However, LDA took much longer than a regular 
expression does, approximately eight hours compared to approximately one minute. 
The second test demonstrated a corpus-trained LDA model for browsing all the 
important documents by automatically arranging and sub-dividing various document 
collections. The regular expression search method could be used later to find a 
specific document from the various sub-divided collections. A final test applied LDA 
as a “query by document” to analyse overlapping topics and compare it to regular 
expression search. Accordingly, this study attempted to show that LDA can provide 
a possible technique to help filter noise, isolate relevant documents, and produce 
results with a higher relevance. However, all three tests were applied to RDC and 
users’ data in RDC is hugely unstructured and lacks truth data. Moreover, only a 
selection of keywords that were likely to be contained within target documents was 
tested. The evaluation of tests was performed using the data of five persons only, 
which was rather limited. Using a greater number of people would have helped 
decrease bias in the results. 
Further studies were conducted within big data analytics by Chandarana and 
Vijayalakshmi (2014) and Elgendy and Elragal (2014) investigating and analysing 
the methods and tools that could be applied to big data to enhance decision making. 
They claimed big data analytic technologies are highly significant in relation to 
decision making in many fields, such as quality management, risk management, and 





provided deep insight into current big data analytics frameworks. They made a 
comparison between three frameworks (Apache Hadoop, Project Storm, and Apache 
Drill) and found that the Apache Drill framework was the best for interactive and ad-
hoc analysis while Project Storm was appropriate for analysing data streaming and 
Apache Hadoop was the most appropriate for the workload. Although these three 
frameworks are suitable for distributed processing of big data, they were not 
designed for security and forensic purposes. Tannahill and Jamshidi (2014) 
attempted to provide a bridge between System of Systems (SoS) and big data 
analytics. SoS is an integrated OS that operates independently to achieve high goals 
in non-homogeneous systems. Moreover, SoS contributes to generating 
unmanageable big data in many domains (e.g., cloud computing, healthcare, 
transportation, and cyber-physical systems). The authors highlighted some available 
tools in MATLAB that could be used to extract information from unmanageable big 
data, as well as enable users to draw helpful conclusions. They used tools such as 
fuzzy interference, neural networks, principal component analysis (PCA), and 
genetic algorithms to generate a prediction model for solar irradiance. 
In another effort to link deep learning applications and big data analytics, Najafabadi 
et al. (2015) reported that deep learning algorithms were used to extract high-level 
abstractions in data. They explained that because of the nature of big data, deep 
learning algorithms could be used for analysis and learning from a massive amount 
of unsupervised data, which helped to solve specific problems in big data analytics. 
However, deep learning still has problems in learning from streaming data, and has 





 Artificial Intelligence   
Artificial intelligence (AI) has always played an important role in many fields involving 
more data than humans can handle. Many studies and experiments have been 
carried out with the aim of coping with the rapid increase of data. From this respective, 
Dilek et al. (2015) presented advanced work on the application of artificial 
intelligence techniques in cybercrime detection systems. Their review displayed 
research that used AI applications, such as an artificial neural network, an intelligent 
agent, an artificial immune system, a genetic algorithm, and fuzzy sets. They 
explained that AI applications assist in the confrontation with cybercrime by providing 
the flexibility and learning capabilities of intrusion detection and prevention systems 
(IDPS) software. However, although AI applications offer the opportunity to discover 
unknown attacks, IDPS suffers from certain limitations, such as being sensitive and 
prone to giving a high number of false-positive alarms.  
Hoelz et al. (2008) proposed the multi-agent digital investigation toolkit (MADIK), 
which is a collaborative approach towards aiding experts during a computer digital 
investigation. This approach consists of four agents, each with a dedicated process. 
HashSetAgent is used to calculate the MD5 hash for the files and to compare them 
with the knowledge base in order to discount irrelevant files. FilePathAgent is used 
to keep file paths that are commonly used in the knowledge base. 
FileSignatureAgent is used to check the integrity of files by examining file headers. 
TimelineAgent is used to examine the creation date and the modification of files in 
order to detect events such as software installation, data backups, and web browser 
usage. The MADIK was tested on real data, consisting of 450,000 files from seven 





was approximately 113 GB. The experimental results showed that each agent made 
a suggested reduction reach of 42%, 30%, 25%, and 5%, respectively. The time 
spent on the experiment was about five hours, whereas a human examiner would 
have to spend 25 hours to achieve the same reduction on the same data. As a result, 
there were only 51 user files related to evidence, consisting mostly of documents 
and spreadsheets. Further, using the MADIK is not possible with data sizes that are 
greater than one TB. The MADIK can be used with a small volume of data. 
Similarly, Bandgar et al. (2012) proposed a research approach to study spam emails 
by using the MADIK to reduce the investigation time and to retrieve useful features 
from spam emails. They then suggested the use of data mining techniques, such as 
clustering algorithms, to find relationships between email messages. The authors 
claimed the MADIK’s output results were not handled well; in contrast, clustering 
algorithms lead to data reduction. Therefore, they used a hybrid model to enable the 
two to complement each other. Bandgar et al.’s (2012) method is theoretical, without 
the backing up of implementation or an evaluation. Instead, intelligent data analysis 
(IDA) was developed to handle a number of issues related to data analysis. In 
addition, IDA is an important field of data mining that uses AI to extract useful 
information from huge data sets. In this context, Kong et al. (2014) discussed IDA 
and its challenges in the big data environment from three aspects: the algorithm 
principle and the scale and type of datasets handled by IDA. However, IDA is still 
facing many problems, especially with practical applications. 
 Data Clustering 
Recently, data clustering has been studied and used in many areas, especially in 





potential solutions for big data analysis. da Cruz Nassif and Hruschka (2011) and 
Gholap and Maral (2013) proposed a forensic analysis approach for computer 
systems through the application of clustering algorithms to discover useful 
information in documents. Both approaches consist of two steps: a pre-processing 
step, followed by running clustering algorithms. In the pre-processing step, they 
performed a dimensionality reduction technique called term variance (TV). TV 
assigns a relevance score to each feature based on its deviation from its mean value. 
TV can also increase both the effectiveness and efficiency of clustering algorithms. 
Experiments involving both approaches were conducted by applying the two steps, 
using the same five clustering algorithms (i.e., k-means, k-medoids, single link, 
complete link, and average link) as illustrated in Figure 3-2. They were applied to five 
different datasets seized from computers in real-world investigations. Both of their 
results showed that the average link and complete link algorithms give the best 
results in determining relevant or irrelevant documents while L-means and K-
medoids algorithms present good results when there is suitable initialisation. Based 
on their experiment, they claimed that clustering algorithms provide significant 
assistance to expert examiners by determining the most relevant documents without 
reading every document in detail. However, the scalability of clustering algorithms 






Figure 3-2: Clustering Algorithms (Gholap and Maral, 2013) 
From a similar perspective, Beebe and Liu (2014) carried out an examination by 
using four of the competing clustering algorithms for clustering digital forensics text 
string search output. Their study concentrated on realistic data heterogeneity and its 
size. They evaluated K-Means, Kohonen Self-Organizing Map (SOM), Latent 
Dirichlet Allocation (LDA) followed by K-Means and LDA, and LDA followed by SOM. 
Their experiment showed that LDA followed by K-means obtained the best 
performance, with an average precision rate 67%, and determining more than 6,000 
relevant search hits after only 0.5% of search hit results. In addition, the experiment 
showed that both algorithm K-Means and SOM, when performed individually, gave 
a poorer performance than when either is combined with LDA. However, the 
evaluation was carried out on one synthetic case, which was small in size compared 
to real-world cases.      
Rowe and Garfinkel (2012) developed the Dirim tool, which can be used to determine 
anomalous or suspicious files automatically in a large corpus. This is achieved by 
analysing the directory metadata of files, such as the filename, extensions, paths, 





on two complementary ways of automatically finding a comparison of predefined 
semantic groups and contrast between file clusters. The first method is executed by 
features count or numeric attributes of files in drives, such as file sizes that are very 
large or very small. Afterwards, the files are clustered by using the k-means algorithm 
based on two factors: temporal association (files were created or modified within a 
threshold) and spatial association (files in the same directory of a file system). Once 
the corpus is clustered, a supercluster is used to compare a new drive with clusters 
that already exist. The supercluster is a new approach that is used for comparing 
both overall drive statistics and clusters of related files to determine anomalous files. 
A number of superclusters should be larger than the number of clusters for drives, 
as superclusters include more diversity of data than the data that exists in a single 
drive. Using the superclusters method, any cluster outside the superclusters on the 
new drive is considered anomalous. The experiment was conducted on a corpus 
consisting of 1,467 drive images and 8,673,012 files were found. They clustered 335 
Windows drives with 50 clusters as a target number and obtained 63 superclusters. 
The Dirim approach led to 6,983 files that were suspicious based on their extensions, 
as well as 3,962 files that were suspicious according to their paths. However, the 
main challenge of this approach is its inability to find hidden data in a file because 
the hidden data does not appear within the metadata of that file. It also analyses the 
data in each drive individually, which leads to the process repeating multiple times. 
Pringle and Burgess (2014) explored the integrity of forensic data in a distributed 
system. They indicated some technical issues within the distributed system that were 
forensically unsound. For these reasons, they proposed an FCluster framework that 





FCluster consists of four layers with a number of functions: acquisition, ingestion, 
distribution, and processing. The functions of FCluster (as illustrated in Figure 3-3) 
are as follows: 
 Acquisition authority: provides the cryptographic keys that used to authorise 
imaging.   
 Imaging: creates the directory metadata submission information package 
(SIPs) and image files.  
 FCluster file-system metadata storage: follows the principles of Hadoop 
middleware by using Multi-Featured File System in User Space (FUSE) on 
their distributed mechanism.  
 SIP Ingestion: determines new evidence SIPs and leads ingestion.  
 Load balancer: selects storage which hosts the elementary copy of the data 
for processing. 
 Replicator: to make multiple copies of the data to ensure redundancy and that 
the data is still valid.  
 Data storage server: stores the data. 
 Processing:  performs the data processing. 
However, the speed of FCluster is slow; this can influence the performance of the 
system. In addition, each system should process its data individually so there is no 
connection between the data across the network. Therefore, the management of 






Figure 3-3: FClustering Functions (Pringle and Burgess, 2014) 
 
Yang et al. (2014) proposed a digital forensic approach to form a link between digital 
media and a criminal profiling system by using a developed fuzzy c-means (FCM) 
clustering algorithm. The developed FCM algorithm automatically classified data in 
smartphones to accelerate the discovery of clues for the investigation. They 





sensitivity to noise and input data. The developed FCM algorithm provides generated 
fuzzy numbers using results from the FCM clustering algorithm. Their model consists 
of four steps: collection, examination, analysis, and reporting. After data are 
collected, they are classified by using a proposed clustering algorithm for 
examination purposes. Afterwards, the data, which is obtained by clustering, is 
applied to the system of criminal profiling to extract only related artefacts. The output 
from examination phase analyses to reconstruct past events and generate a report. 
However, the approach was conceptual only. 
In an attempt to find evidential artefacts in an automated way by using a clustering 
algorithm, Al Fahdi et al. (2016) proposed an automated approach for identifying the 
evidence and speeding up the analysis process for computer forensics. Their 
approach mainly consists of three general steps: metadata extraction, clustering, 
and automated evidence identification. Real forensic datasets were used to apply 
the approach and four metadata categories instead of files themselves were chosen 
and extracted individually (i.e., file system, email, EXIF, and internet history). They 
then used unsupervised pattern recognition to cluster evidential artefacts to aid the 
investigators to focus on the evidential files, thereby saving their time and effort. The 
self-organising map (SOM) was used to automatically group the input data without 
any supervision. The investigator determined the number of clusters before the 
process began. Their experiment was conducted using four forensic cases, where 
each case included a single forensics image. The experiment based on clustering 
has shown that 93.5% of interesting artefacts were grouped in the top five clusters. 
However, their approach was only applied to single images with a limited number of 





values of metadata fields such as the timestamps of deleted files. Consequently, the 
approach ignored a large number of files that might contain evidence.       
 Data Reduction with Hash-Sets 
An enormous quantity of data has to be examined and analysed in forensic 
investigations, and the amount continues to grow, thus constituting one of biggest 
issues that confronts forensic investigation. For this reason, many researchers have 
attempted to use hash sets and data reduction techniques to solve the problem. 
Roussev and Quates (2012) attempted to use similarity digests as a practical 
solution for content-based forensic triage. They explained that similarity digests have 
been widely used in identifying embedded evidence and artefacts, as well as cross-
target correlation. Moreover, similarity digests are quicker than other hash set 
methods because it versus hashes of individual files. Their experiment was applied 
to the M57 case study, comprising 1.5 TB of raw data, including disk images, RAM 
snapshots, network captures, and USB flash media. Roussen and Quates (2012) 
were able to examine and correlate all the components of the M57 triage case in 
approximately 40 minutes whereas traditional manual correlation and examination 
methods may have required a day or more to achieve the same result. Ruback et al. 
(2012) developed a method for determining uninteresting data in a digital 
investigation by using hash sets within a data-mining application that depend on data 
being collected from a country or geographical region. This method uses three hash 
databases for the files’ filtration, which are taken from conventionally known hash 
databases. The experimental method developed by Ruback et al. (2012) showed a 





although it had approximately 51.83% hash values in comparison to a conventional 
hash set.  
Similarly, Rowe (2014) compared nine automated methods for eliminating 
uninteresting files during digital forensic investigations. These methods depend on 
the file name, size, path, time of creation, and directory. In total, their methods have 
identified 8.4 million hash values of uninteresting files that could be used for different 
cases. The experiment was conducted using an international corpus containing 83.8 
million files, with the capability of eliminating 54.7% of files that matched with two of 
nine methods. In addition, false negatives and false positives were 0.1% and 19%, 
respectively. As a result, the investigators could select one or more methods to 
reduce data, depending on their investigative objectives. In the same context, Dash 
and Campus (2014) proposed an approach that uses five methods to eliminate 
unrelated files for faster processing of large forensic data. They tested the approach 
with different volumes of data collected from various OSs. Their experiment 
consisted of two steps. The first consisted of extracting metadata and hash values 
to eliminate uninteresting files by matching them against the NSRL-RDS database; 
the second step was to execute the five methods. The results of the experiment 
showed that an additional 2.37% and 3.4% of unrelated files were eliminated from 
Windows and Linux, respectively. However, their approach can only be applied to 
file systems and applications are excluded.   
 Database Forensics 
Databases contain critical and sensitive information and they can be exposed to 
many incidents if not protected properly. However, database forensics has received 





involve forensics databases and focused on the difference between databases and 
file systems in forensic usage. The research compared databases as 
multidimensional paradigms and file systems as dimensional constructs. This 
researcher also attempted to gain insights into metadata within database 
examinations and explored what queries might look like during that examination. A 
survey by Khanuja and Adane (2011) focused on database security issues and the 
challenges they present in database forensics. In their view, database forensics is 
still in the dark ages. However, they indicated there were opportunities to stimulate 
this area. Hence, Fasan and Olivier (2012) proposed a reconstruction algorithm that 
gives investigators the capacity to determine, at an early stage of forensic 
investigation, whether interesting data exists in a database. This algorithm traverses 
a query log and values blocks and then applies inverse operators of the relational 
algebra to database reconstruction. They demonstrated conceptual examples to 
illustrate the application of forensics database reconstruction.  
Khanuja and Adane (2012) also proposed a framework that involved an expert 
system for analysing and reconstructing the activity of any suspicious behaviour in a 
database. The framework included two stages: the first consisted of making copies 
of the database and its multiple log files using MySQL programs. This was followed 
by an attempt to make decisions using inference rules with the assistance of expert 
knowledge to get interesting and filtered information for analysis. The second stage 
consisted of reconstructing the activity and preparing a final report from the collected 






Khanuja and Adane (2014) further proposed an automated system within private 
banks for monitoring ongoing financial transactions by checking database audit logs 
to determine any suspicious activities. Suspicious transactions were analysed using 
the Dempster Shafer theory to produce a final report. The Dempster Shafer theory is 
a general framework suggested in 1967 by Dempster to combine evidence from 
independent items. Khanuja and Adane’s (2014) system was tested on synthetic 
datasets and acceptable results were obtained.  
An increasing volume of databases and the difficulty of processing and managing 
them with traditional techniques such as SQL have led to new challenges such as 
distributed, unstructured, semi-structured, and heterogeneous databases. SQL 
databases use structured query language to retrieve and manipulate data in 
structured databases that have predefined schema (Birgen et al., 2014).  Therefore, 
a new concept of databases has been identified to solve the issues stated above, 
which is the NoSQL database. The NoSQL database is a procedure for storing, 
retrieving, and managing unstructured data. It has a dynamic schema for storing data, 
such as column-oriented, document-oriented, graph-based, or organised as a key-
value store (Birgen et al., 2014). From this respective, Mangle and Sambhare (2013) 
and Qi (2014) discussed NoSQL (Not Only SQL) database techniques as an 
alternative to RDBMS for managing big data from a digital forensics perspective. 
They claimed that NoSQL gives high availability and scalability for distributed 
systems. In addition, Mangel and Shabhare (2013) made a comparison between 
relational databases and NoSQL databases in the trend of big data and found that 
NoSQL databases were better in all aspects. Qi (2014) evaluated the performance 





experiment was conducted using the Amazon EC2 Cloud and showed that the 
performance of Riak was better than MongoDB in coping with large datasets, 
although MongoDB performed better than Riak with reasonably smaller datasets. 
NoSQL will be used in the next generation of databases because it is non-relational, 
distributed, open-source, and has high scalability. 
 Heterogeneous Data and Resources 
The development of information technology and the increasing use of sources that 
run in different environments have led to difficulties in processing and exchanging 
data across different platforms. However, several researchers have suggested 
potential solutions to the problem of the heterogeneity of data and resources. 
Zhenyou et al. (2011) studied the nature of heterogeneous databases and integration 
between nodes in distributed heterogeneous databases. They suggested the use of 
hibernating technology and query optimisation strategy, which have the capability of 
linking between multi-heterogeneous database systems. Further, Liu et al. (2010) 
proposed a system framework based on middleware technology for integrating 
heterogeneous data resources that come from various bioinformatics databases. 
They explained that middleware is independent software that works with distributed 
processing, where it is located between different platforms, such as heterogeneous 
source systems and applications. Liu et al.’s (2010) system used XML to solve the 
heterogeneity of data structure issues that describe the data from different 
heterogeneous resources while ontology was used to solve the semantic 
heterogeneity problem. The key benefit of this system is that it provides a unified 
application for users. The above finding is consistent with Ge et al.’s (2012) study. 





different sources based on domain ontology. The domain ontology of this framework 
has two main processes: semantic integration and query. The semantic integration 
process is executed to integrate heterogeneous data from multiple sources into 
domain ontology schema to enhance the capability of data understanding. Next, a 
semantic query process is completed to retrieve the results most relevant to user 
requirements by inferencing over the ontology. The experiment was conducted in a 
real environment with simple queries. The result showed the performance of the 
proposed approach was better than the keywords-based method for retrieving 
results. However, it was of limited use with complex queries. 
Another experiment was made by Liu et al. (2012), wherein they suggested a 
theoretical approach to the integration of heterogeneous databases based on hybrid 
ontology. The authors indicated the drawbacks of global ontology and local ontology 
and proposed employing these drawbacks in a hybrid integration method. In another 
study, Chang et al. (2013) developed the Universal Heterogeneous Data Integration 
Standard (UHDIS) with the assistance of a parsing algorithm to integrate real-time 
data for monitoring purposes. In their system, they first collected heterogeneous data 
from different sources using (DAMs) acquisition techniques and then transferred 
them to UHDIS, which has the capacity to reduce redundant information and 
transmission time. The UHDIS output was uniform data. Next, the parsing algorithm 
performed parsing within uniform data and mapped integrated data into user tables 
in a database.  The result of this experiment demonstrated that the system’s 
performance was acceptable and efficient. Mezghani et al. (2015) proposed a 
generic architecture for heterogeneous big data analysis that comes from different 





architecture extended the NIST big data model with a semantic method of generating 
understanding and valuable information by correlating big heterogeneous medical 
data. This was achieved by using Wearable Healthcare Ontology (WH_Ontology), 
which aids in aggregating heterogeneous data, supports the data sharing, and 
extracts knowledge for better decision-making. Their approach was presented with 
a patient-centric prototype in a diabetes scenario, and it demonstrated the ability to 
handle data heterogeneity. However, the research aim tended to focus on 
heterogeneity rather than security and privacy through data aggregation and 
transmission. In the context of heterogeneity, Zuech et al. (2015) reviewed the 
available literature on intrusion detection within big heterogeneous data. Their study 
sought to address the challenges of heterogeneity within big data and suggested 
some potential solutions, such as data fusion. Zuech et al. (2015) explained that data 
fusion is a technique of integrating data from different sources that commonly have 
different structures into a consistent, accurate, and useful representation. The more 
significant findings to emerge from this study are that big heterogeneous data still 
present many challenges in the form of cybersecurity threats. Further, data fusion 
has not been widely used in cyber security analysis. Therefore, they suggested using 
the data fusion in a multi-system framework to solve the problem of heterogeneity by 
dealing with data at once instead of repeating the process. However, the techniques 
suggested can only be applied to a particular type of dataset and is not 
comprehensive to be applied to all data types.          
 Data Correlation  
Although there has already been some work in the data correlation of digital forensics 





for further research in this direction. Garfinkel (2006) proposed a new approach, 
using forensic feature extraction (FFE) and cross-drive analysis (CDA) to extract, 
analyse, and correlate data over many disk images. FFE is a diversity of techniques 
and is used to identify and extract certain features from digital media, such as credit 
card numbers and email message IDs. The researcher used pseudo-unique 
identifiers and feature extractors to obtain these features. When this is achieved, 
CDA plays a significant role in the analysis and correlation of datasets spanning 
multiple drives. The analysis and correlation are achieved by applying two forms of 
CDA: first and second orders. The first order of CDA is carried out using the CDA 
stop list and hot drive identification to automatically select drives that have a large 
number of features. The second order of CDA uses email address multi-drive 
correlation and scores the correlation for connecting the dots between features to 
produce a final report. In addition, this architecture was used to analyse 750 images 
of devices containing confidential financial records and interesting emails. In 
comparison, the practical techniques of multi-drive correlation and multi-drive 
analysis require improvements to their performance in order to work with large 
datasets. However, the CDA can be appropriate to images with a small size of data. 
CDA performance is likely reduced by increasing the number and size of images. In 
addition, the feature extractors lack the ability to extract most features of files within 
the disk images. Figure 3-4 illustrates the implementation of the cross-drive analysis 






Figure 3-4: Implementation of Cross-drive Analysis 
Another experiment sought to perform forensic analysis and the correlation of 
computer systems. Case et al. (2008) presented two contributions to assist the 
investigator in “connecting the dots”. First, they developed a tool called Ramparser, 
which is used to perform a deep analysis of Linux memory dump. The investigator 
used this tool to get detailed output about all processes that occur in the memory. 
Second, they proposed a framework called FACE (Forensics Automated Correlation 
Engine), which was used to discover and make correlations between evidence 
automatically. FACE provides automated parsing over five main objects, namely 
memory images, network traces, disk images, log files, and user accounting and 
configuration files. This prototype provides five main data views to display a list of 
the artefacts in that object: users, groups, processes, files systems, and network 
capture. The authors tested the FACE framework with a hypothetical scenario and 
the application was successful. Any integrated tools of computer forensics should be 
able to function with most OSs. However, this approach can be applied to a limited 
number of specific resources and has not been tested with multiple resources that 






Raghavan et al. (2009) proposed the Forensic Integration Architecture (FIA) to 
integrate evidence from multiple sources. The FIA consists of four layers: an access 
layer, an interpretation layer, a meta-information layer, and a visualisation layer. The 
first layer provides a binary abstraction of all data acquired during the investigation 
while the second layer has the capability of supporting various OSs, system logs and 
mobile devices. In addition, it provides an interpreter semantic to extract logical 
blocks of data from evidence sources, which are passed to the layer above. A meta-
information layer provides interface applications to facilitate metadata extraction 
from files. The fourth layer is responsible for integrating and correlating information 
from multiple sources. These combined sources can serve as comprehensive 
evidentiary information to be presented to a detective. There are three sub-layers 
used to achieve the goal of the last layer: content indexing, cross-referencing and 
knowledge representation, and a reasoning sub-layer. However, as the FIA 
architecture was merely conceptualised via a car theft case study, further 
investigation is required to evaluate its practicality. Additionally, there is no 
explanation about how the system will work if the resources contain similar evidential 
categories. A similar but more thorough study was conducted by Raghavan and 
Raghavan (2013), based on the FIA approach to integrate different sources and unify 
analysis. They proposed an analysis engine called AssocGEN, which uses metadata 
to find associations between heterogeneous artefacts. These artefacts belong to files 
in hard disk images, system and applications logs, and network packet dumps. The 
AssocGEN approach consists of three basic layers: a digital evidence layer, a digital 
artefacts traversal and metadata parser layer, and an evidence composition layer. 
Their experiment was conducted to check the time performance of AssocGEN by a 





was slower than their approach. In addition, FTK only searched file system metadata 
while AssocGEN extracted both application and file system metadata. Further, to be 
comprehensive, this approach requires automated methods without human 
involvement to identify related artefacts. 
Regarding big data correlation, Nakanishi (2015) proposed an anteroposterior 
method for correlation, based on the time between the heterogeneous thing, events, 
or phenomena, using conditional probability. The author emphasised some critical 
issues in big data analysis, such as heterogeneity, continuity, and visualisation. The 
experiment was applied to verify the effectiveness of his method with a hypothetical 
case. However, there was an inconsistency in this experiment that needs further 
explanation. 
Regarding identifying the evidence in an automated way, Al Fahdi (2016) proposed 
an automated algorithm was called the Automated Evidence Profiler (AEP) to 
analyse and identify the related artefacts across all clusters of metadata SOMs. The 
AEP contains two steps. The first concerns identifying the first cluster based on prior 
work achieved in profiling criminal behaviour. The second is to identify subsequent 
clusters using the timeline analysis of each file being presented in the first cluster. 
The experiment was conducted using four forensic cases, where each case included 
a single forensics image. The AEP algorithm presented acceptable results, showing 
that it can reduce the investigator’s time taken to analyse the cases and present the 
relevant evidence in a report. However, the AEP algorithm does not work with all 
cases because it depends on some prior work completed in profiling criminal 
behaviour to identify the first cluster. There might be new criminal behaviour cases 






It appears from the aforementioned research that numerous problems need to be 
overcome to achieve an effective approach to digital forensic investigations in 
heterogeneous data environments. Table 3-1 summarises the existing work in data 
analysis of data consisting of different types and sizes. 
Table 3-1: A Comprehensive Study for Analysing Data and Heterogeneous 
Information in a Forensic Manner 




1 Hoelz et al. 2008 
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37 Liu et al. 2012 Integration of 
heterogeneous 
databases 
Hybrid ontology   Conceptual 
38 Chang et al. 2013 Integration of real-





39 Mezghani et 
al. 
2015 Heterogeneous 
big data analysis  
WH_Ontology Prototype 





From the perspective of the data volume, the current tools of digital forensics, such 
as FTK and Encase, have failed to keep pace with the increase. For that reason, 
Noel and Peterson proposed using the LDA method based on real data corpus (RDC) 
to find relevant information from a large volume of data. Although they obtained 
reasonable results, there is lacking in their work because they use specific keywords 
to obtain target results and RDC is hugely unstructured. In addition, this chapter has 
examined several technologies, such as AI, data clustering, and data reduction, all 
of which have the potential capacity to save digital investigators time and effort. 
Although AI provides flexibility and learning capabilities to forensics software, there 
have been only a limited number of studies in this area. One of these studies is the 
multi-agent digital investigation toolkit proposed by Hoelz et al. (2008) for using AI 
for forensic purposes; however, this toolkit does not meet the forensics requirements 





up the investigation process by determining relevant information more quickly. So 
far, however, these techniques have been applied to large volumes of data but not 
to big data. It appears from the aforementioned investigations that most attention has 
been paid to data reduction that helps to eliminate uninteresting files. In addition, 
Roussev and Quates’ research has been given great prominence because they 
handled cases that comprised 1.5 TB of data in minimal time.       
Likewise, there are only a few available studies on the use of big heterogeneous data 
in digital forensics. Further, it may be noted that most of the studies were aimed at 
integrating heterogeneous databases of insufficient sizes. However, integration 
technology based on ontology techniques offer promising prospects of a solution. In 
this context, Ge et al. (2012) proposed a semantic framework for integrating data 
from different and heterogeneous sources. However, it has not been used in forensic 
investigations with the heterogeneity of big data. From a data correlation perspective, 
there has only been limited research on data correlation that offers a potential 
solution to heterogeneous data issues. Although Raghavan suggested forensic 
integration architecture (FIA) to integrate and correlate evidence from multiple 
sources; there is no implementation-based evaluation. Therefore, these issues have 
yet to be resolved—particularly issues related to big data. 
The above research has produced various techniques for big data analysis, as well 
as potential solutions to the accompanying problems, including data clustering, data 
reduction, and artificial intelligence. The major challenges with big data analysis are 
volume, complex interdependence across content, and heterogeneity. However, 
existing frameworks attempt to cope with a specific issue. As a result, big data 





issues such as volume, variety, and heterogeneity of data. Several solutions have 
been suggested for dealing with these problems. 
 Conclusion 
There have been several studies that present comprehensive surveys of existing 
work in forensics analysis, with different types and sizes of data from various fields. 
These studies have shown significant increases in data volume and the amount of 
digital evidence being analysed in digital investigations. Moreover, digital forensic 
investigation is facing new challenges that may require the abandonment or 
modification of well-established tenets and processes. These challenges include the 
diversity, heterogeneity, and large volume of data.  Accordingly, several solutions 
have already been suggested to cope with these issues individually and few 
researchers have proposed technical solutions to mitigate these challenges. 
Although AI, data clustering, and data reduction techniques are reasonable solutions 
to cope with these challenges, there are restricted studies in this regard. However, 
there is a growing need to optimise these solutions in a comprehensive framework 
to enable all the issues to be dealt with together. To the best of the author’s 
knowledge, most of the current forensic tools and techniques are invalid or 
unsuitable for the large volume and heterogeneity of data forensics work. This deficit 
has motivated the present study.  
The chapter has illustrated the analysis techniques of big data and the challenges 






4 The Harmonisation of Heterogeneous Data 
This chapter proposes novel approach to the merging of metadata datasets through 
a ‘characterisation and harmonisation’ process. The characterisation process 
analyses the nature of the metadata and the harmonisation process merges the data. 
A series of experiments using real-life forensic datasets were conducted to evaluate 
the algorithm across different categories of datasets (i.e. messaging, graphical files, 
file system, Internet history, and emails), each containing data from different 
applications across different devices.   
 Introduction  
The rapid development of technology over the last decade has brought various 
challenges to digital forensics. This development, including the variety of devices, 
OSs, files, and applications, clearly increases the complexity, diversity, and 
correlation issues within forensic analysis (Garfinkel, 2006). A wide range of tools 
and techniques, such as Encase and AccessData’s Forensic Toolkit, have been 
developed to investigate and analyse the cybercrimes and threats. Unfortunately, 
the increasing number of digital crime cases and extremely large datasets (e.g., 
which are found in big data projects) are difficult to be processed using existing 
software solutions, including conventional databases, statistical software, and 
visualisation tools (Shang et al., 2013). The goal of using traditional forensic tools is 
to collect, preserve and analyse information on a single computing device to find 
potential evidence. However, the situation becomes complicated within the big data 
environment (e.g., big databases). Further, data is likely to be split across multiple 





In some cases, digital evidence across big heterogeneous sources consists of 
multiple connected artefacts. In such cases, the artefacts in each source are 
manually analysed to generate a report that is corroborated in the final step. This 
leads to an ever-increasing burden on investigators to determine the association 
between the artefacts. Therefore, it is necessary to develop a cohesive tool that can 
be used to analyse multiple artefacts across diverse sources to arrive at a 
consolidated outcome. 
Recently, several researchers have tried to use metadata within the digital forensic 
domain to reconstruct past events. Digital forensic cases can include several 
categories of similar metadata within a single forensic image or across multiple 
resources resulting in repeating the forensic process many times and increasing the 
workload of the investigator. Subsequently, automated correlation between the 
evidential artefacts from various sources is currently impossible. Therefore, in this 
chapter, an automated approach for analysing and merging datasets by applying a 
novel algorithm of characterisation and harmonisation is proposed. This approach 
seeks to provide a fusion of similar metadata categories across multiple and 
heterogeneous resources within a single case. Consequently, it leads to overcoming 
the heterogeneity issues and making the examination and analysis easier.    
 Metadata   
The metadata concept was first introduced in the 1960s in the library management 
field (Manso-Callejo et al., 2010). Metadata is data about data or information about 
information, which provides a short description of the required information for a digital 
resource identification  (Guptill, 1999). It is structured information that makes 





metadata describes the attributes of files and folders, including file size, timestamps, 
access control, authorship, linkages, and organisation of folders and files in storage 
media. Therefore, metadata can become a vehicle for integrating the examination 
and analysis of different sources. Anastasiou and Vázquez (2010) highlighted that 
metadata became popular and important when the internet was launched in the 
1990s, in conjunction with the need for scaling and filtering information. In addition, 
Tim Berners Lee (1997), the inventor of the web, introduced metadata as “machine 
understandable information for the Web”. Subsequently, in 2004, the Resource 
Description Framework (RDF), a language that links metadata about resources on 
the web, including authors, and modification dates of web pages, copyright, and 
licensing information about web documents (Anastasiou and Vázquez, 2010). In 
addition, the metadata term can be used in many contexts, such programming 
languages, where metadata is used to give information about program structure itself, 
such as classes, methods, and attributes (Guerra and Oliveira, 2013). In addition, it 
is essential in database technologies and information retrieval systems to 
understanding and interpreting the contents of these systems. Additionally, there are 
three main types of metadata in most resources (Press, 2004): 
 Descriptive metadata describes a resource for purposes, such as discovery and 
identification. It can include elements such as title, abstract, author, and keywords. 
 Structural metadata indicates how compound objects are put together, such as 
how pages are ordered to form chapters.  
 Administrative metadata provides information to help manage a resource, such as 
when and how it was created, file type and other technical information, and who 





Metadata plays an essential role as a key step in a development strategy for various 
systems. Moreover, metadata composition and its properties rely on the underlying 
features of systems, the features of resources they describe, the users’ needs, and 
other factors. Recently, a number of researchers have tried using metadata within 
the digital forensic domain to reconstruct past events (Raghavan and Raghavan, 
2014).    
  Properties, Functions, and Facilities of Metadata 
A number of metadata properties, functions, and facilities exist in many digital 
resources that could be universal or specialised.  
 Metadata Properties 
This section describes some priorities of metadata in various spheres:   
 Explicit representation of resource properties: metadata provides a conspicuous 
representation for most resources properties, such as text documents, images, 
graphical diagrams, etc. (Kogalovsky, 2013).   
 Static and dynamic metadata: static metadata does not change over time, for 
example, the database schema in databases is not expected to change. In 
comparison, dynamic metadata is expected to change because the content of 
data is relatively changed. For example, digital library content is always updated 
when a new object is added (Marinemetadata.org, 2015).  
 Autonomous metadata: metadata could be isolated from the digital resource in 
which it can be built; for example, a document type definition (DTD) is a set of 
markup declarations that describe the type of XML document and are stored 





 Syntactic and semantic metadata: syntactic metadata gives a description of what 
the information looks like and how it is organised. Whereas semantic metadata 
describes what the information means (Marinemetadata.org, 2015).      
 Content-dependent and content-independent metadata: content-dependent 
metadata provides a description about the data content of resources; in contrast, 
content-independent metadata provides information about the creation date and 
location of the resource; in the other words, it does not provide information about 
the content (Kogalovsky, 2013). 
 Metadata accuracy: the information about resources provided by metadata should 
be as accurate as possible (Ochoa and Duval, 2009).   
 Logical consistency and coherence: Metadata should be consistent with the file or 
an application it describes; further, metadata information about the same resource 
should be coherent (Ochoa and Duval, 2009). 
 Timeliness: metadata should be changed whenever the resource data it describes 
changes (Ochoa and Duval, 2009).   
 Metadata Functions  
Metadata has been used in many systems with four major functions. The four 
functions of metadata are briefly explained below (Guerra and Oliveira, 2013; 
Marinemetadata.org, 2015):  
 Metadata as a means of representation: most systems use metadata to access 
information entities of resources; therefore, it should be chosen carefully in order 





 Metadata as an aid to structuring a system: metadata use is significant for 
structuring the information entity in systems. Therefore, a framework for choosing 
metadata should be existing for organising a system.  
 Metadata as a basis of the visual display of information: the third function of 
metadata is to provide assistance by displaying summary information about data 
entities for the system’s users.  
 Discovery and retrieval of information resources: this is a significant function of 
metadata, as it can be used in search criteria. In addition, the semantic search by 
metadata is an effective way to reduce noise while searching for information.  
 Facilities for Metadata Representation 
A number of facilities can be used to represent metadata elements, such as natural 
languages, artificial languages, and markup languages. The following section 
contains descriptions of these facilities (Kogalovsky, 2013; Lee, 2003).  
 Natural languages:  metadata could be represented by natural languages, such 
as annotations of publications, research, and different information about 
resources and their authors.  
 Artificial languages: many computer languages can be used to represent 
metadata. For instance, ontology languages, workflow languages, conceptual 
modelling languages, and DBMSs for data description.  
 Markup languages: XML, HTML, and XHTML are the most popular examples of 
markup languages. They are designed to describe the metadata of documents 





 Metadata and Digital Forensics 
A number of metadata types exist and provide some attributes, as shown in the 
previous section, which is important in any process. These attributes belong to file 
system metadata, application metadata, email metadata, document metadata, file 
header, and many more. However, the three most important types are file system 
metadata, application metadata, and email metadata, as they are included in most 
devices and digital forensic cases.   
 File System Metadata 
File system metadata provides summary information about a file system and aids in 
controlling and retrieving that file. The summary information describes the layout and 
attributes of regular files and directories (Buchholz and Spafford, 2004). These 
attributes store the file owner, file size, file extension, file permissions, creation 
timestamp, last access timestamp, last modified timestamp, last metadata change 
timestamp, etc. (Raghavan, 2014). Table 4-1 shows a comparison of some file 



























FAT12 No No Yes Yes No No No 
FAT16 No No Yes Yes Yes No No 
FAT32 No No Yes Yes Yes No No 
exFAT No No Yes Yes Yes Unknown Unknown 
HPFS Yes No Yes Yes Yes No Yes 
NTFS Yes Yes Yes Yes Yes Yes Yes 
HFS No No Yes No Yes No Yes 
HFS+ Yes Yes Yes Yes Yes Yes Yes 
EXT2 Yes Yes No Yes Yes Yes Yes 
EXT3 Yes Yes No Yes Yes Yes Yes 
EXT4 Yes Yes Yes Yes Yes Yes Yes 
As illustrated in Table 4-1 above, timestamps are available within most file system 
technology across various computing environments. They provide meta information 
that could be used to analyse and reconstruct the events that happened on a 
machine (Chow et al., 2007).   
 Event Log Metadata 
Event log metadata provides significant information to reconstruct the events in most 
modern IT systems (Vaarandi, 2005). IT systems have the capability to log their 
events and audit them in a local or remote log server, including many applications, 
OSs, network devices, and other system components. In the 1980s, the syslog 
protocol was demonstrated for BSD UNIX, which is supported by many OSs (Lonvick, 





laser printers, etc. Vaarandi (2005) stated that the log client creates a message to 
log an event and send it to a local or remote syslog server. The contents of the syslog 
message consist of a message string, program name, level, and facility. The program 
name is used to identify the name of the application or process that sent the message. 
The level describes the seriousness of the event—for example, warning or emerging—
while the facility describes the event category (e.g., mail or print). Figure 4-1 shows 
a sample of syslog infrastructure. 
 
Figure 4-1: Syslog Infrastructure (Vaarandi, 2005) 
 Email Metadata 
Document type definition is introduced as email metadata in Extensible Markup 
Language (XML), which holds content-feature keywords about an email (Sharma et 
al., 2008). Researchers have employed email metadata within alternative insight to 
facilitate dealing with email lists, such as filtration, organisation, sorting (Fisher et al., 
2007). Metadata aids in filtering emails based on reading status, organising email by 





 Metadata Categories within Digital Forensics 
Some research considers metadata as an evidentiary basis for the forensic 
investigation process because it describes either physical or electronic resources 
(Khan, 2008; Raghavan and Raghavan, 2014). Metadata aids in identifying the 
associated artefacts that can be used to investigate and verify fraud, abuse, and 
many other types of cybercrime. Rowe and Garfinkel (2012) proposed a tool for 
automatically finding suspicious or anomalous files in a large corpus based on their 
directory metadata. Similarly, Raghavan and Raghavan (2014) proposed a method 
of identifying the association of evidence artefacts in a digital investigation by using 
metadata; their method was applied to find the association of metadata from 
collections of image files and word processing documents. Al Fahdi (2016) attempted 
to reduce the examination time of investigation by using a self-organising map (SOM) 
to identify notable artefacts automatically based on files’ metadata. Table 4-2 
illustrates some of the metadata parameters that can be used by digital forensic tools 
for investigative proposes.   










File name String 
File extension (.exe, .txt, .jar etc.) String 
Creation timestamp Date & Time 
Last access timestamp Date & Time 
Last modification timestamp Date & Time 
Duplication Boolean 
File size Numerical 
File path String 
File Status (Active, Hidden, read-only, 









Contact name String 
Call history, date, and time Date & Time 
Phone number Numerical 
Address for each contact String 
Time zone Time 
Birthday Date & Time 






Last write date Date & Time 
Last access date Date & Time 
Date taken Date & Time 
Camera make String 





File name String 
To, from, cc, bcc, String 
Submit date and time Date & Time 
Delivery date and time Date & Time 
Unread Boolean 
Unsent Boolean 
Has attachment Boolean 
Physical size Numerical 




File name String 
File type String 
File path String 
File size Numerical 
Time of deletion Date & Time 




Contact name String 
Phone type (missed, outgaining, incoming), Enumeration 
Phone number Numerical 





Message to (Contact Name & Phone Number) String & Numerical 
Message from (contact name and phone 
number) 
String  






8 Browser logs 
Timestamp Date & Time 
The domain (e.g., visitors from .edu, .com, 
and .gov). 
String 
The number of requests for each page on the 
site. 
Numerical 
The host server IP address String 
Event description String 








Event ID Numerical 
Log name String 
User name String 
Date generated Date 
Time generated Time 
Machine (computer name) String 
Task category String 




Application layer protocol (e.g. HTTP) String 
Transport layer protocol (TCP, UDP) String 
Source and destination IP addresses String 
MAC addresses Numerical 
Port number Numerical 
Timestamp Date & Time 
Packet size Numerical 
Data String 
 A Novel Forensic System for Merging Multi-Images  
The proposed system attempts to bridge the gap between several evidential 
resources that are included in a single case. It aims to decrease the burden on the 
investigator by merging similar datasets from multi-resources and producing a single 
forensic image, thereby dealing with all data at once. Therefore, it seeks to provide 
an automated framework to merge similar datasets by characterising similar 
metadata categories and then harmonising them in a single dataset. This approach 





easier by analysing and investigating the evidential artefacts across devices and 
applications based on the category to query data at once.  
To achieve this, preliminary steps should be undertaken to prepare the datasets 
before merging them. These steps include resource acquisition, data carving, 
hashing (pre-processing), and metadata extraction. Therefore, all available suspect 
resources within a single case should be acquired in a forensically sound manner to 
produce authentic forensic images that are reliably obtained and admissible. The 
pre-processing step can recover and extract files from the unallocated file system 
space (i.e., data carving). It then calculates the hash values of all files for 
identification, verification, and authentication purposes. Having established that 
metadata can help with recognising patterns, establishing timelines, and can point 
to gaps in datasets, it can aid in correlating the evidential artefact in a digital 
investigation. Therefore, the automated process of metadata extraction undertakes 
obtaining suitable information (metadata) for the digital forensic process. This 
information can be extracted or created from any file or application, such as file 
systems, network packets, databases, and many more. However, a number of 
metadata categories might contain fields that are not metadata, such as the actual 
content of a message. Thus, the meta and non-metadata identification process can 
be used to eliminate these fields. However, simultaneously, it considers an optional 
step, as it can only be applied to specific categories. Afterwards, the characterisation 
process identifies and analyses the nature and the types of datasets in order to 
merge them using the harmonisation process, as illustrated in the next section. The 
















   
Automated Metadata Extraction  
Forensic Image 1 Forensic Image 2 
Forensic Image 3 
Forensic Pre-Processing 
Metadata Characterisation  
Harmonised Image 
Metadata Harmonisation  
Optional  
  
Meta and Non-Metadata Identification  





  An Automated Approach for Metadata Characterisation and Harmonisation  
This approach, as illustrated in Figure 4-3, completely depends on the metadata 
categories where metadata has a particular structure with most datasets related to a 
single category. Digital forensic cases might include several categories of similar 
metadata within a single image or across multiple resources. This can lead to 
repeating the forensic process many times and increasing the encumbrance placed 
on investigators. Consequently, the automated approach for metadata 
characterisation and harmonisation splits the problem of merging the datasets into 
the following aspects:  













4.5.1.1 Meta and Non-Metadata Identification  
This approach uses the metadata categories as a base to merge datasets. In addition, 
datasets that contain non-metadata fields should be eliminated. For example, Skype 
and SMS applications contain fields describing the actual content of messages. 
Therefore, the variability of the string can be used to identify meta from non-metadata 
fields because most metadata of the same field has a specific structure and format. 
In comparison, most non-metadata fields are in the string format. For instance, the 
dimension of an image is presented as (width x height) (e.g., 300x200, 2000x1500) 
and this pattern of string can be represented as (NxN), which means (number, letter 
x, number). Additionally, the file name in most OSs can be represented as 
(Name.extension), which means (String, Full Stop, Short String). Consequently, the 
string variability, as in Algorithm 4-1, has the ability to analyse the string to produce 







Input: String Fields.   
Output: Decision, Meta or Non-Metadata. 
Process  
Step 1: Read the first value of the field that has M of values. Go to step 2. 
Step 2: Extract the string pattern. Go to step 3.  
Step 3: Save it in the record file. Go to step 4. 
Step 4: Read the next value. If the counter exceeds M, go to step 5. 
                                                 Else go to step 2. 
Step 5: Read the record file and check if the most patterns are similar.  
Go to step 6. Else, go to step 7. 
Step 6: This field is metadata. Go to step 8.  
Step 7: This field is not metadata. Go to step 8.  
Step 8: End  





Algorithm 4-2 utilises to pre-process and identify meta from non-metadata for each 












The solution to the problem of dataset characterisation can be achieved by using a 
rule-based system with a high level of fundamental conditions and rules. Rule-based 
systems are a method used to manipulate knowledge to interpret information in a 
useful manner (Aronson et al, 2005). It is built to simulate a human expert level in a 
narrow, specialised domain. It also uses a heuristics technique to guide the 
reasoning, thereby reducing the search area for a solution. Therefore, a small 
number of fundamental conditions are used such as string, consistency, numerical, 
Boolean, and timestamp. The characterisation algorithm uses these rules and 
Input: Meta and Non-Metadata fields in a category.   
Output: Only Metadata fields. 
Process  
Step 1: Read the first field of the category that has N of fields. Go to step 2. 
Step 2: Read all value of the field. Go to step 3.  
Step 3: If the value is Numerical, go to step 4. 
                                           else go to step 5. 
Step 4: Read the next field. If the counter exceeds N, go to step 7. 
                                                 Else go to step 2. 
Step 5: Check the string variability. If there is a similar pattern across all values, 
                                                          go to step 4. 
                                                 Else, this column is not metadata, go to step 6. 
Step 6: Remove this field, go to step 4.  
Step 7: Return the metadata database. 
Step 8: End  





conditions, which contain all the appropriate knowledge for matching similar 
categories. Regarding the string condition, the string variability algorithm will be used 
to produce a specific pattern that aids in checking and matching a similar field of 
strings across various categories. The consistency condition means all the string 
values within the field should have a fixed length of string with the same pattern while 
the numerical condition can be identified by measuring the range of the field within 
the category to match with another field in the compared category. Additionally, most 
files have two sizes, the physical and logical size, and there is a slight difference 
between them. The algorithm can identify the physical and logical size across various 
categories. The Boolean data type is a field with only two possible values: true or 
false. The timestamp is considered a fundamental condition because it exists within 
most files and applications. This algorithm can characterise most of the timestamp 
formats across various categories. The final output of the characterisation process 
is a record that contains all similar metadata categories, as shown in Figure 4-4.  
 
Figure 4-4: Characterisation Process 




















The problem of merging the similar datasets can be solved by applying the 
harmonisation algorithm, which is used to merge the similar categories based on the 
characterisation record.  It can adjust the differences and inconsistencies among 
Input: Several Categories.   
Output: Record File. 
Process  
Step 1: Read the first category where there are N of categories. Go to step 2. 
Step 2: Read the first field of the category that has M of field. Go to step 3. 
Step 3: Check the field is a string or numerical. If string, go to step 4. 
                                                                                    Else, go to step 6. 
Step 4: Check the field if it is consistent or not. If it is consistent, go to step 7 
                                                                                     Else, go to step 5. 
Step 5: Check the string variability and extract the string pattern. Go to step 9.  
Step 6: Check the field, if it is Boolean or not. If it is Boolean, go to Step 9 
                                                                                     Else go to step 8. 
Step 7: Calculate the length of string and check if it is timestamp and go to step 9 
Step 8: Calculate the range of it and check whether it is physical size, logical size 
or 
             timestamp, go to step 9. 
Step 9: Save the number of category, field and type in the record file. Go to step 
10. 
Step 10: Read the next field. If the counter exceeds M, go to step 11. 
                                                                                    Else, go to step 3. 
Step 11: Read the next category. If the counter exceeds N, go to step 12. 
                                                                                    Else, go to step 2. 
Step 12: Return the record file. 
Step 13: End. 





different measurements, methods, procedures, schedules, specifications, or 
systems to make them uniform or mutually compatible. Many fields within the 
metadata categories are stored in various forms across heterogeneous systems (i.e., 
timestamp, phone number, and file size). For example, the timestamp can be stored 
in several forms such as ('yyyy-MM-dd', 2014-04-19), ('dd/MM/yyyy', 19/04/2014), 
('dd.MM.yyyy', 19.04.2014), ('yyyy-MM-dd''T''HH:mmXXX', 2014-04-19T21:41-04:00) 
or can be formed as a Unix timestamp, which is just number with 10 or 13 digits. 
Likewise, phone numbers can be represented in different ways (i.e., they can be 
stored with country codes or area codes). Additionally, the country code can be 
placed in varchar type (e.g., +91-9654637894). The file size can also be saved in 
various units of measurement (i.e., it is measured from the lowest to the highest in 
bits, bytes, kilobytes, megabytes, gigabytes). Consequently, the core of the 
harmonisation process is to merge similar categories systematically and make them 
uniform, as illustrated in Figure 4.5.  
 





Algorithm 4-4 utilises to merge the similar metadata categories based on the 
Record File.   
  
Input: Several categories and the Record File.   
Output: Main category. 
 
Process  
Step 1: Read the first record in the record file that has N of records.  
Step 2: If the field requires pre-processing, go to step 4,  
            Else, go to step 9. 
Step 3: If the field is numerical, go to step 4. 
                                           Else go to step 7. 
Step 4: If they are phone numbers, process and add them to the uniform field in 
             The output category. Else, go to step 6. 
Step 5: If they are file size, convert them to byte size and add them to the uniform 
            field in the output category. Else, go to step 7. 
Step 6: If they are phone numbers, process and add them to the uniform field in        
             the output category. Else, go to step 8.            
Step 7: If they are timestamps, process and add them to the uniform field in the 
output 
            category 
Step 8: Add the fields in the sequence in the uniform field in the output category.  
Step 9: Read the next record in the record file. If the counter exceeds N, go to 
step 10.  
                                                                          Else, go to step 2. 
Step 10: Return the output category. 
Step 11: End. 





 Experimental Methodology  
The purpose of the experiment is to evaluate and validate the characterisation and 
harmonisation. The following aims are defined: 
 To differentiate between metadata and non-metadata  
 To identify the metadata categories that are equivalent  
 To merge similar categories    
The experiment was repeated three times to evaluate the algorithms’ performance. 
In this context, two standards should be considered (repeatability and reproducibility). 
Repeatability and reproducibility mean the outputs of the algorithm must be 
repeatable and reproducible to obtain the same results when using the same method 
on the same datasets in same or different laboratories. 
 Datasets 
To investigate the conceptual designs of the system, there is an essential need for 
access to real investigative data. This is key in validating whether the novel approach 
is capable of merging similar datasets from several resources and applications. 
However, the limitations of available datasets already exist, especially with a 
heterogeneous domain. These limitations are a result of the difficulties in accessing 
real forensics data in academic communities. This requires long-term cooperation 
with security institutions. Additionally, even if datasets are available, they might not 
contain all the attributes that may be required for evaluating the proposed system. 
Consequently, four forensics cases (three private and one public) from multiple 





The reasons for using public cases were because of the limited number of real 
forensic cases and validating the reliability and effectiveness of the approach. 
For this research, four cases were previously analysed manually during normal 
forensic analysis. Notably, it is not suitable to use new cases without previous 
knowledge to evaluate a hypothesis for the research. It produces the difficulty of 
assessing the results to determine whether they were accurate and mapped to the 
expected findings. The details of these cases are provided in the following:  
1. Public case (data leakage case)        
This case was generated by The National Institute of Standards and Technology 
(NIST) for training purposes on how to deal with heterogeneous evidence resources 
(NIST, 2015).  It consists of three evidential resources (a personal computer and 
three USB removable storage devices), which were acquired in a forensically sound 
manner in two forms: Encase images and DD images. The evidence across these 
evidential resources is diverse between emails, user accounts, internet browsers, 
and various documents. Table 4-3 explains the evidence types. 
Table 4-3: First Case Details 
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The methodologies of the data leakage case that were achieved by the suspect were 
local computer usage, network transmission, and storage devices. The local 





leak some confidential data out the company. The network transmission was 
achieved via email and cloud storage services to send and upload secret data. 
Storage devices were used to leak the important data that were difficult to leak in 
other ways. 
2. Private cases 
Three private cases were obtained from the Republic of Iraq related to three crimes 
in the province of Anbar. The first case consisted of two evidence sources: a 
smartphone and a USB memory stick belonging to the same person. The 
smartphone was a Samsung mobile with Android OS containing evidential data from 
different applications. In the scenario for this case, the terrorist used the phone to do 
many actions. He sent and received SMS orders to execute a terrorist action. Viber 
and Facebook messenger were also used to send and receive images related to 
people and locations to execute missions. In the same context, the phone’s camera 
was used to take pictures of places that could be attacked by car bombs or something 
else. Additionally, the internet browser was used to search for how to make films for 
executed terrorist actions. The USB memory stick was used to save video and audio 
that was recorded. Table 4-4 illustrates the summary of two evidence sources that 
exist in this case.   
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The second case comprises two external hard drives belonging to a group of 
terrorists. These drives were used as archives to store the terrorist actions that were 
achieved by terrorists. This case contains several videos that show how they attack 
villages and record their actions. Likewise, the recorded audio comprises varies 
things, such as recorded calls, recorded talks, and radical songs while the 
documents include various details, such as their plans to kill people, attack army 
colonies, and many more. Table 4-5 shows the details of these evidential sources.  
Table 4-5: Third case details 







File List EXIF Total 
1 
External Hard 
Drive1.E01 / 42.8 
GB 
4501 22648 22018 503 42 545 
2 
External Hard 
Drive 2.E01 / 40.8 
GB 
7310 10325 9922 768 325 1093 
 
The third case consists of two evidential resources: a desktop computer and a USB 
flash drive. It is about kidnappings that were executed by a group in order to gain 
money from hostages’ families. The desktop computer and USB flash drive 
contained evidential data, such as videos and pictures of their actions, as well as a 
number of recorded conversations between kidnappers and a hostage’s family for 
negotiation purposes. Table 4-6 illustrates the relevant data of this case. 
Table 4-6: Fourth Case Details 
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 Experimental Setup  
During the metadata extraction phase, various metadata was generated and 
extracted from these resources, such as file systems and applications, as illustrated 
in Table 4.7. The metadata of these images was exported into individual comma 
separated value (CSV) files. Several CSV files contain missing metadata features 
within the same category because they were extracted from heterogeneous 
resources. For instance, the EXIF metadata, which was extracted from smartphone 
datasets, has complete metadata features, such as filename, timestamp, camera 
manufacturer and model, size of the image file, size of the image (width x height), 
IOS, latitude, longitude, and GPS timestamp. The EXIF metadata within computer 
datasets, however, contained missing features, such as IOS, latitude, longitude, and 
GPS timestamp. 
Similarly, internet browsing metadata is different across forensic images based on 
platforms and applications. In computer images, two browsers (Firefox and Chrome) 
have features such as URL, visit count, visit timestamp, referrer URL, title, and profile. 
Whereas, smartphone browsers only have URL, visit count, and visit timestamp. The 
smartphone images contain SMS and Viber applications and both serve to send and 
receive messages. Many features between SMS and Viber are similar such as 
account number, sending timestamp, delivery timestamp, message body, status, 
seen, and recipient number. They also contain binary-based data such as opened, 
deleted, seen, etc.  Regarding the file system, heterogeneous OSs are included 
across these images, but most of these OSs hold common features, such as file 





features in addition to the email body, which is presented as a non-metadata 
characteristic. 
Table 4-7: Overview of Experimental Datasets 
Id Type 
Evidence Type 
File List Messaging Pictures Internet Emails 
1 
PC. NTFS - EXIF IE, Chrome Outlook 
Memory stick 1 FAT - - - - 
CD CDFS - - - - 
2 
Hard drive NTFS - EXIF - - 
Hard drive NTFS - EXIF - - 
3 




Memory stick NTFS - - - - 
4 
PC. NTFS - EXIF - - 
Memory stick FAT - EXIF - - 
As presented in Table 4-7, case one contains four metadata categories (a total of 
seven disparate datasets) but only two categories require merging (i.e., file systems, 
internet browsers). The second case includes two metadata categories (a total of 
four disparate datasets) where the similar categories (File List and EXIF) should be 
harmonised while the third case comprises of four metadata categories (a total of six 
disparate datasets) with two of these categories (File List and messaging) needing 
to be merged.  The fourth case contains two metadata categories (a total of four 
disparate datasets) where the similar categories (File List and EXIF) should be 
merged.       
 Results  
All the metadata categories within each case were provided to the system in a single 
instance. As illustrated in Table 4-7, there are four categories across the four cases 





non-metadata identification based on email, Viber, SMS, and Skype categories was 
achieved successfully. All non-metadata fields were also automatically eliminated.   
To identify the categories, the characterisation process was used to generate a 
record file. This record contains the categories that are similar as being represented 
in the previous section. To make it clear, the algorithm takes a dataset and checks it 
with all datasets in sequence. Then, it counts the number of identical fields (I) within 
the compared datasets against different fields (D). There is a threshold used to 
decide whether the two datasets are similar or not. This threshold has been modified 
five times to obtain the ultimate threshold, as shown in Table 5-8. The experiment 
results prove that when the threshold of I is greater than or equal to D, the best results 
can be obtained. Consequently, the algorithm creates a record that contains similar 
files.  
Table 4-8: Experimental Results 
Table 4-8 shows the impact on the performance of the characterisation algorithm 
applied on the four cases across different thresholds.  The worst results have been 
obtained when using the threshold of I less than D, where the algorithm matched the 





I < D I <= D I == D I >= D I > D 
# % # % # % # % # % 
1 
True Positive 0 0 2 28.5 2 28.5 7 100 5 71.5 
False Positive 7 100 5 71.5 5 71.5 0 0 2 28.5 
2 
True Positive 0 0 0 0 0 0 4 100 2 50 
False Positive 4 100 4 100 4 100 0 0 2 50 
3 
True Positive 0 0 1 14.3 2 28.5 7 100 6 85.7 
False Positive 7 100 6 85.7 5 71.5 0 0 1 14.3 
4 
True Positive 0 0 0 0 0 0 4 100 2 50 





or equal to D showed poor results. The proportion of proper merging was small with 
25.5 % for case one, 0 % for case two, 14.3 % for case three, and 0 % for case four. 
Using the equality threshold, the results were enhanced a little with only two out of 
six datasets matching within case three while, in other cases the results were 
unchanged. This is still unacceptable. The threshold of I greater than D showed a 
good proportion of matching compared with aforementioned thresholds with 71.5 % 
for case one, 50 % for case two, 85.7 for case three, and 50 % for case four. 
Ultimately, the threshold of I greater than or equal to D gave the best results with 
100% of the true positive across all four cases. Noticeably, this threshold might be 
changeable according to the nature of the study cases and their metadata categories. 
To merge the similar categories, the harmonisation algorithm took the record file and 
the datasets of each case. The algorithm merged and produced new datasets 
representing the five main categories. The main five categories were messaging, 
EXIF, emails, file list, and internet browsing metadata. In addition, the algorithm’s 
performance and accuracy completely depend on the record generated by the 
characterisation algorithm. Accordingly, it merges and harmonises similar categories 
together in one file. Although the results of this algorithm are encouraging, there are 
some errors being detected owing to the only binary-based data that exists within the 
messaging category. Case three showed that the most challenging category was 
Viber-SMS, where two fields of binary data within each category were wrongly 
merged. These were the “seen” field merged with the “deleted” field and the “read” 
field merged with the “hidden field”. However, binary data represents with only two 
values (0 or 1) and does not contain valuable information compared to other fields of 






From the aforementioned results, the novel approach of harmonising datasets was 
capable of identifying and merging similar categories. This can lead to overcoming 
the heterogeneity of data and to not repeat the digital forensics process many times 
on the same categories. In addition, the harmonising approach completely depends 
on the characterisation process, which uses the rule-based system with the 
possibility of scaling by adding new rules and conditions. However, the implication 
of adding new rules and conditions should be investigated to check the compatibility 
of the approach. 
One feature of the characterisation algorithm is its ability to generate a pattern for 
some string and numerical fields within categories that consist of a specific structure 
and format. This pattern easily identifies a field to match other fields from other 
datasets. However, some fields contain data without format or structure, which the 
algorithm recognises as non-metadata fields (i.e., email subject).    
To create a record for all similar datasets, the characterisation process revealed that 
the number of identical fields greater than or equal to the number of nonidentical 
fields between compared datasets gave the best results. Based on the results, this 
threshold considers all possibilities from matching categories of all four cases while 
other thresholds showed the characterisation process failed to identify matching 
datasets. This means most datasets within each case contained a small number of 
similar fields, such as binary data, file size, and file name. Therefore, by using the 
thresholds of I less than D, I less than or equal, and I equal to D, the algorithm 
considered a small number of identical fields across different datasets and 





In contrast, the characterisation algorithm showed its ability to recognise the 
categories containing many similar fields. These fields include binary-based data 
which mostly exist within the messaging category (i.e., Sent, Opened, Seen, and 
Read). Noticeably, the number of identical fields becomes distinguishable compared 
to other categories. However, the datasets, which contain a number of similar fields, 
cause confusion for the harmonisation algorithm to precisely merge similar fields.  In 
this case, the algorithm depends on the sequence of similar fields in the merge. 
Thereby, it might harmonise the wrong fields. 
 Conclusion  
The evidentiary nature of digital forensics has changed over the years and cases 
increasingly contain multiple devices and applications. Existing digital forensic tools 
are struggling to keep pace in achieving modern forensic investigations, such as 
examining and analysing many systems and applications at once. Therefore, this 
chapter proposed and demonstrated an automated approach for metadata 
characterisation and harmonisation to overcome the heterogeneity issues. In the 
experimental study, the live forensic data was used to evaluate the novel process. 
The results have shown that the characterisation and harmonisation process can be 
appropriated to merge and create a common standard across different formats for a 
similar metadata category. Although the harmonisation algorithm has not been able 
to merge all binary data fields, the binary data provides minimal valuable information 







5 Clustering Approach   
This chapter proposes a clustering approach based fuzzy c-means (FCM) and k-
means, and k-medoids algorithms to identify the evidential files and isolate the non-
related files based on their metadata. A series of experiments using real-life forensic 
cases was conducted to evaluate the proposed approach. This chapter aims to 
prioritise large proportions of evidence and reduce the volume of benign files to be 
analysed—thereby reducing the time taken and cognitive load on the investigator. 
  Introduction  
The amount of digital forensic data has significantly increased in recent years (Quick 
et al., 2016). However, the proportion of evidence within this data is relatively small. 
Several methods have been used to find evidential artefacts in an automated way, 
such as unsupervised machine learning algorithms (e.g., clustering algorithms) 
(Harichandran et al., 2016). Clustering algorithms group data into clusters containing 
objects sharing common characteristics (Xu and Wunsch, 2005). The algorithms 
divide the data without any prior knowledge about the data. This exists in most digital 
forensic cases containing data that are not labelled. Therefore, there is a need for 
intelligence to reduce the volume of data to an acceptable level—where ideal 
performance would be defined as identifying all artefacts of interest and leaving 
behind all benign files. This can lead to grouping only suspicious data and thereby 
minimising the burden on the investigators. However, it is difficult to apply clustering 
algorithms on files themselves. Therefore, metadata categories can be used instead 






media files, and web browsers hold valuable information that can be used to answer 
important questions in a forensic investigation. Examples of the questions include, 
who did what to a file, when they did it, and where it was carried out.  
 Clustering Theory 
Data clustering is a powerful technique in data examination and analysis. It is also a 
standard process to analyse multivariable datasets. It is used to group similar objects 
in one cluster and dissimilar ones in other clusters. There are two main methods 
used to obtain these clusters: the partitioning and hierarchical methods (Cristogor et 
al, 2002). In the partitioning category, the aim is to split the data into a fixed number 
of non-overlapping subsets or clusters using k-means and k-medoids (Äyrämö and 
Kärkkäinen, 2006). While the hierarchical category can be further subdivided where 
data is divided into a set of nested clusters as a tree (i.e., single link and complete 
link). However, this chapter will only focus on partition algorithms, which were widely 
applied on digital forensic data.  
 K-Means Algorithm  
K-means is one common algorithm of unsupervised machine learning approaches. 
It is used to classify unlabelled data through a certain number of groups (a predefined 
number of clusters) (Wagstaff et al., 2001). These predefined clusters are used to 
generate centres to categorise the unlabelled data thereon. As much as possible, 
these centres are chosen randomly by the algorithm far away from each other 
because a good choice of centres results in valuable results. Afterwards, next is to 
take each point and calculate the distance between the point and the centres. The 






centres should be recalculated after completing the assignment of all points. The 
process of changing centres’ locations should continue until there is no change 
happening to their locations. Finally, the K-means algorithm aims to minimise the 
squared error function based on the following equation (Hartigan and Wong, 1979): 








                           ‘||xi - vj||’ is the Euclidean distance between xi and vj. 
                           ‘ci’ is the number of data points in ith cluster, and  
                           ‘c’ is the number of cluster centres. 
Figure 5-1 shows an example of a dataset with five objects were to generate three 
centres by the k-means algorithm. The centres of three clusters were calculated by 








The details of k-means method illustrated in Algorithm 5-1 (Wagstaff et al, 2001).  
 
 
Centres by K-Means  





















 K-Medoids Algorithm  
The k-medoids algorithm is a clustering approach using to partition the dataset into 
a fixed number of clusters. It is relatively similar to the k-means algorithm but it is 
used to find medoids (which means the centre point of a cluster) in a group (Park 
and Jun, 2009). These centres represent the minimal summation of objects' 
dissimilarities within the dataset. The details of the k-medoids method is illustrated 
in Algorithm 5-2. 
Input: Dataset X.  
Output: Number of Clusters (c). 
Process  
Step 1: Let X = {x1, x2, x3,....,xn} is a dataset. 
Step 2: Randomly select ‘V’ centres based on the number of clusters where V 
= {v1,v2,…….,vc} is a set of centres.  
Step 3: Calculate the distance between each vector within the dataset and 
cluster centres. 
Step 4: Assign the vector to the cluster centre whose distance from the cluster 
centre is minimum of all the centres. 
Step 5: Recalculate the new centres using: 
𝑣𝑖 =  (
1




where, ‘ci’ represents the number of vectors in ith cluster. 
Step 6: Recalculate the distance between each vector and new obtained 
cluster centres. 
Step 7: If no data point was reassigned then stop, otherwise repeat from step 
3). 
Step 8: End  



















 Fuzzy C-Means 
Fuzzy c-means (FCM) is a partitioning technique of data clustering wherein each 
vector within the dataset belongs to a cluster. These points contain a membership 
grade that is used to specify the degree of vector to a cluster. The main benefit of 
this algorithm is to measure gradual memberships of the vectors within datasets as 
[0,1] to assign them to the clusters. It works to minimise the object function of the 
following equation (Bezdek et al., 1984): 
Input: Dataset X.  
Output: Number of Clusters (c). 
Process  
Step 1: Let X = {x1, x2, x3,....,xi} is a dataset. 
Step 2: Randomly select ‘M’ medoids based on the number of clusters where M 
= {m1,m2,…….,mc}.  
Step 3: Calculate the distance between each vector within the dataset and 
medoids to find the closest medoids by applying: 




Step 4: Assign the vector to the medoids with a minimum distance. 
 Step 5: For each medoid m and each vector x associated to m apply step 6 and 
7.   
Step 6: Swap m and x to compute the total distance by the equation in step 3.  
Step 7: Select x as medoids that contain the lowest distance.  
Step 8: If there is no change in the assignments repeat steps 3, 4, and 5 
alternately. 
Step 8: End  






𝐽(𝑉) =  ∑ ∑ 𝑢𝑖𝑗







   where 
 m is a real number which greater than 1, 
 xi is the vector within the dataset with i vectors, 
 cj is the number of cluster with j clusters, 












Input: Dataset X.  
Output: Number of Clusters (c). 
Process  
Step 1: Let X = {x1, x2, x3,….,xn} is a dataset. 
Step 2: Calculate the centres vectors by:   









Where n= number of features in the vectors, 
𝑢𝑖𝑗
𝑚 =  
1
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Step 3: Calculate 𝐽(𝑉) between each vector within the dataset and centres to 
find the closest centres: 
𝐽(𝑉) =  ∑ ∑ 𝑢𝑖𝑗







Step 4: Assign the vector to the centres that has the minimum value of J(v). 
Step 5: End  






 Experimental Setup 
Clustering is the most powerful method for analysing the data which can divide a 
dataset into a number of distinguished groups (Harichandran et al, 2016).  However, 
clustering algorithms generally have no internal way to handle textual data and 
missing values. Instead, a common solution is to represent each string feature by a 
numerical value and fill-in the missing values in a pre-processing step. Consequently, 
the traditional way for numerating leads to the two main problems: huge 
dimensionality and sparse distribution. While the filled-in values are inherently less 
reliable than the observed data. To overcome these issues, Figure 5-2 illustrates an 
approach to cluster both the string and numerical values with recodes that contain 
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1. The Pre-Clustering Process is to split up the dataset vectors into groups that 
are filled-in similar features. This leads to identify the group containing vectors 
with completed features.   
2. Numerical process: it is necessary to convert string values to numeric values 
in order to use clustering techniques within forensic investigations. This 
algorithm uses a developed method to numerate the string values, isolate the 
non-defined features, and avoid the problems of traditional numerical 
methods. Firstly, it neglects the predefined char such as "space",":", and ".". 
It will then predict a weight for both the string characters and numeric 
characters; it clears that numeric characters have the ASCII values between 
48 to 57. For instance, if a string value such as "300x200" contains mixed 
characters, the percentage of the string characters is (1/7) * 100 = 14.28%, 
while the percentage of numeric characters is (6/7) * 100 = 85.72%. Therefore, 
the algorithm will consider the given example as a numeric value by 
neglecting the string values and becomes 300200. In contrast, a string value 
such as "apple iPhone 6" contains mixed characters, the percentage of string 
characters is around (11/12) *100 = 91.67%, and the percentage of numeric 
characters is (1/12) *100 = 8.33%. In this case, the algorithm will consider this 
as a string and apply the numerical process to predict a numerical value of 
the textual value. The algorithm will create a database which contains unique 
strings and dedicate them unique numbers. For instance, the first string will 
be given number one, where the rest will be checked with the database to find 






the following steps illustrate how the algorithm can calculate the distance 
between two strings: 
 The extra spaces from the strings will be removed. 
 Spaces will be added to the end of the string which contains fewer characters 
to make the length of two strings is equal 
 The circular shift operation will be applied to one of these values to obtain all 
string probabilities as a tuple and produce several strings to match them with 
another string. The circular shift is a special kind of cyclic permutation, which, 
in turn, is a special kind of permutation. Formally, a circular shift is a 
permutation X of n characters in the tuple such that: 
𝑋(𝑖) = 𝑋(𝑛 − 𝑖̇) 
where n is the length of string, i =0, …., n-1. 
 These probabilities will be matched with the source string to discover the 
distance between them. In addition, the algorithm will calculate the difference 
between the characters in the same position (i.e., If s[j] equals t[j], the 
difference is 1. If s[j] does not equal t[j], the difference is 0. The following 
equation calculates scores between the source string and all the probabilities 







where i represents the probabilities of target string, while n represents n the 






 If the maximum score is greater than 0.7, the target string will be given a 
numerical value as following: 
𝑆𝑛 = 𝑁𝑞 + (1 − 𝑀𝑎𝑥𝑆𝑐𝑜𝑟𝑒) 
where Sn is the numerical value of the target string, and Nq is the numerical 
value of the source string. For clarity, 0.7 is a threshold to identify the similarity 
between two strings as it has been changed several times to obtain the ideal 
value which is 0.7.    
 If the maximum score is less than 0.7, the algorithm will check the next string 
in unique database and so on. If there is no matching, the target string will 
consider as a unique string and will be given a numerical value as follows: 
𝑆𝑛 = 𝐿𝑛 + 1 
where Sn is the numerical value of target string, and Ln is the last number in 
unique database. 
3. Centres generation: the filled-in group with completed features will be 
selected to generate centres by using one of the current methods such as k-
means, k-medoids, and fuzzy c-means (FCM) clustering. The investigator will 
select the number of centres before the process begins, where these 
clustering algorithms are only used to predict the centres of the clusters.   
4. Euclidean distance (ED) (Danielsson, 1980): ED is matrices of the squared 
distances between points. The centres will be used to find the other vectors 
using ED. Each pre-cluster group contains specific features that will only be 






between a vector and a centre, the vector will be assigned to this particular 
cluster. ED can be calculated by using following equation: 





where d is the distance between two vectors, n is the length of the vector, xi is the 
first vector, and yi is the second vector.     
For instance, the sixth vector within the dataset in Figure 5-3 includes a missing value. 
In this case, the algorithm will calculate the distance between this vector and the 











Centres by K-Means  
Dataset 






Figure 5-4 shows applying the ED between the vector and the centres without the 
third feature; the shorter distance is 2.25. Therefore, this vector belongs to the first 





 Experimental Results 
This experimental hypothesis was to determine that notable artefacts can be 
grouped in the same clusters with a minimum number of benign data. Therefore, 
two questions are proposed:  
 What influence does clustering algorithms have on the accuracy? 
 What influence does the cluster size have on algorithms that are used? 
For each category within the four cases, the clustering procedure was run three times 
to ensure the stability of the developed process. For the experiment, six clustering 
sizes were selected (15, 25, 35, 50, 75, 100) to obtain a view of clustering 
performance across all categories using FCM, k-means, and k-medoids algorithms. 
In addition, it is important to investigate the influence of cluster size on the algorithm 
itself because the categories with large amounts of data might be clustered in a good 
way using the large sizes. The following section shows the results were obtained 
based on three clusters containing a high number of notable artefacts. These results 
Figure 5-4: Appling Euclidean Distance 






illustrate a proportion of notable versus the benign data with the actual number of 
artefacts.  
Table 5-1 shows cases 1, 2, 3, and 4’s details, which were obtained from the 
characterisation and harmonisation process as explained in Chapter Five. Based on 
these results, the clustering process was executed. 











1 145132 87 18  - - - 45 150 
2 31940 1270 - 367 - - - 1637 
3 170389 90 - 62 90 240 23 505 
4 248932 232 - 246 - - - 478 
 Case 1 Analysis  
Table 5-2 shows the results of the file list category across three algorithms with six 
configurations of cluster size. Noticeably, the clustering based on file list with 15 and 
25 cluster sizes provided successful isolation for the notable artefacts with 100% 
proportion across FCM while only the 15-cluster size with k-means and k-medoids 
grouped all notable artefacts within the top three clusters. It is obvious 83.9% of 
notable files were obtained in only a single cluster out of 15 clusters across all 
methods with a small proportion of benign files, which was less than 12.7%. In 
addition, a good proportion of the benign data with at least 85.75% based on FCM, 
87.75% based on k-means, and 87.51% based on k-medoids were eliminated within 
top three clusters. By increasing the number of cluster size (e.g., 35) the proportion 






their counterparts from 15 and 25 cluster sizes while the proportion of benign files 
decreased also. However, by increasing the number of cluster size configurations 
(i.e., 50, 75, and 100), the proportion of benign and notable artefacts that were 
presented within the top 3 clusters decreased gradually. Indeed, more than 4.6% 
and 88.62% of notable and benign artefacts were grouped in other clusters. To 
evaluate the performance of used algorithms with File List, the FCM showed its 
ability to group the notable artefacts with a good proportion compared to k-means 
and k-medoids. However, it is also noteworthy that k-means and k-medoids showed 
better performance than FCM in isolating benign files. Regarding cluster sizes, the 
results revealed that the small configurations gave better grouping of notable 
artefacts than the large size configurations, but the large size configurations 











15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 73 18357 73 16969 59 15968 58 15824 58 15761 56 5570 
% 83.9 12.7 83.9 11.7 68 11 66.6 10.9 66.6 10.8 64.4 3.8 
2 
# 13 366 13 366 13 366 13 366 13 366 13 366 
% 15 0.25 15 0.25 15 0.25 15 0.25 15 0.25 15 0.25 
3 
# 1 1878 1 626 12 342 12 342 12 178 12 11 
% 1.1 1.3 1.1 0.45 13.8 0.23 13.8 0.23 13.8 0.12 13.8 0.007 
Rem. 
# 0 124444 0 120784 3 127740 4 128513 4 128740 6 139098 
% 0 85.75 0 87.6 3.2 88.52 4.6 88.62 4.6 88.83 6.8 95.95 
K-Means 
1 
# 73 16973 61 15994 59 15832 58 15782 35 2767 56 5537 
% 83.9 11.7 70.1 11 68 10.9 66.6 10.8 40.2 1.9 66.6 3.8 
2 
# 13 366 13 366 13 366 13 366 22 12853 13 366 
% 15 0.25 15 0.25 15 0.25 15 0.25 25.3 8.9 15 0.25 
3 
# 1 626 12 345 12 133 12 131 13 366 12 11 
% 1.1 0.43 13.8 0.23 13.8 0.09 13.8 0.09 15 0.25 13.8 0.007 
Rem. 
# 0 127080 1 128340 3 128714 4 128766 17 129059 6 139131 
% 0 87.62 1.1 88.52 3.2 88.76 4.6 88.86 19.5 88.95 4.6 95.95 
K-Medoids 
1 
# 73 16995 71 15975 59 15971 58 15780 58 15369 54 2543 
% 83.9 11.7 81.6 11 68 11 66.6 10.9 66.6 10.6 62 1.75 
2 
# 13 366 13 366 13 366 13 366 13 366 13 366 
% 15 0.25 15 0.25 15 0.25 15 0.25 15 0.25 15 0.25 
3 
# 1 796 1 626 12 342 12 131 12 11 12 11 
% 1.1 0.54 1.1 0.45 13.8 0.23 13.8 0.09 13.8 0.007 13.8 0.007 
Rem. 
# 0 126888 2 128078 3 128366 4 128768 4 129299 8 142128 






Regarding the category of internet data, Table 5-3 illustrates the detailed results. The 
clustering-based FCM and k-medoids show the proportion of notable artefacts in the top 
three clusters using 15 cluster size is exactly the same at 86.7%, and the proportion of 
benign files is also relatively similar at about 61%. For the same configuration, the 
clustering-based k-means showed that the results were getting better in comparison with 
the results obtained from their counterparts with a proportion reaching 95.4%. In contrast, 
the density rate of benign files within the top three clusters was comparatively large with 
more than 40% on average. However, this phenomenon might happen because the small 
number of files was provided in the clustering procedure. 
In comparison, the results from the configuration with large cluster sizes (25 -100) based 
on FCM presented an accepted proportion of notable artefacts within the top three clusters 
with more than 70% on average; but the clustering-based k-means and k-medoids showed 
a challenging proportion where more than a half of the notable files were grouped out of 
the top three clusters.  Noticeably, the proportion of benign artefacts dropped to reach less 
than 25% with large configurations of cluster size across all methods, indicating the 
ineffectiveness of these settings and most investigations are required on these 
configurations.  
Table 5-4 illustrated the results of the email category. It demonstrates that all notable and 
benign artefacts were grouped in one cluster for all algorithms across all cluster sizes. 
This phenomenon happened because there were only 19 files included in the email 
category. This small number of files is less than the cluster sizes, which led to grouping 











15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 19 43 25 63 25 62 28 57 11 34 14 40 
% 42.2 13.9 55.5 20.3 55.5 20 62.2 18.4 24.4 10.9 31.1 12.9 
2 
# 14 33 7 69 6 42 7 76 8 7 10 13 
% 31.1 10.6 15.5 22.2 13.3 13.5 15.5 24.5 17.8 2.2 22.2 4.2 
3 
# 6 42 6 5 4 3 5 17 8 16 7 19 
% 13.3 13.5 13.3 1.6 8.8 0.9 11.1 5.8 17.8 5.1 15.5 6.1 
Rem. 
# 6 192 7 173 10 203 5 160 18 253 14 238 
% 13.4 62 15.5 55.9 22.4 65.6 11.1 51.3 40 81.8 31.2 76.8 
K-Means 
1 
# 33 76 12 17 7 13 4 5 4 5 4 26 
% 73.3 24.5 26.6 5.5 15.5 4.2 8.8 1.6 8.8 1.6 8.8 8.4 
2 
# 6 42 8 27 6 6 4 11 4 26 3 0 
% 13.3 13.5 17.7 8.7 13.3 1.9 8.8 3.5 8.8 8.4 6.6 0 
3 
# 4 18 7 18 6 42 4 28 3 4 3 2 
% 8.8 5.8 15.5 5.8 13.3 13.6 8.8 9.1 6.6 1.3 6.6 0.65 
Rem. 
# 2 174 18 248 26 261 33 266 34 275 35 282 
% 4.6 56.2 40.2 80 57.8 80.3 73.6 85.8 75.8 88.7 78 90.95 
K-Medoids 
1 
# 19 43 15 23 6 7 4 5 4 5 4 26 
% 42.2 13.9 33.3 7.4 13.3 2.2 8.8 1.6 8.8 1.6 8.8 8.4 
2 
# 14 35 11 33 6 42 4 8 4 26 3 0 
% 31.1 11.3 24.4 10.6 13.3 13.5 8.8 2.6 8.8 8.4 6.6 0 
3 
# 6 42 7 20 4 6 4 26 3 2 3 2 
% 13.3 13.5 15.5 6.4 8.8 1.9 8.8 8.4 6.6 0.65 6.6 0.65 
Rem. 
# 6 190 12 234 29 255 33 271 34 277 35 282 
% 13.3 61.3 26.8 75.6 64.6 82.4 73.6 87.4 75.8 89.3 78 90.95 
Table 5-4: Results of Email Category (Case 1) 








15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 18 1 18 1 18 1 18 1 18 1 18 1 
% 100 100 100 100 100 100 100 100 100 100 100 100 
Rem. 
# 0 0 0 0 0 0 0 0 0 0 0 0 
% 0 0 0 0 0 0 0 0 0 0 0 0 
K-Means 
1 
# 18 1 18 1 18 1 18 1 18 1 18 1 
% 100 100 100 100 100 100 100 100 100 100 100 100 
Rem. 
# 0 0 0 0 0 0 0 0 0 0 0 0 
% 0 0 0 0 0 0 0 0 0 0 0 0 
K-Medoids 
1 
# 18 1 18 1 18 1 18 1 18 1 18 1 
% 100 100 100 100 100 100 100 100 100 100 100 100 
Rem. 
# 0 0 0 0 0 0 0 0 0 0 0 0 






 Case 2 Analysis  
The results of file list within Case 2 are presented in Table 5-5. This case shows that 100% 
of notable artefacts were grouped within the top three clusters across all cluster sizes by 
using the FCM algorithm. For the same configurations, the proportion of benign artefacts 
was also small with a range of 13%-17% being presented in the top three clusters. 
Interestingly, the clustering based 15 and 25 cluster size configurations for FCM and 15, 
25, and 35 cluster size configurations for k-means and k-medoids configurations show that 
all notable files were clustered within a single cluster. The proportion of irrelevant files was 
relatively small across all configurations of cluster sizes and algorithms. Notably, there is 
a slight difference in this proportion across the three algorithms that were used, where k-
means and k-medoids achieved better results than FCM.     
The large configurations of cluster sizes (i.e., 75) revealed that about 13% and 10% of 
notable based k-means and k-medoids, respectively, were grouped in the remaining 
clusters. The worst results were given by the large setting of cluster size (i.e., 100) using 
k-means with more than 34% of notable files scattered in the other 97 clusters while only 
less than 72% of notable files were collected in top three clusters, which is considered 
poor compared to FCM results.       
Generally, the results of file list within this case appear to work well. Indeed, the large 
number of files led to improving the performance of the clustering approach. In addition, 
the timestamps of evidential files, in this case, were convergent. This could contribute to 












15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 1271 5074 1271 3973 1116 3057 770 2684 723 1681 754 1685 
% 100 16.5 100 12.9 87.9 10 60.6 8.7 56.9 5.5 59.4 5.5 
2 
#     155 916 501 1289 394 1376 517 2288 
%     12.1 3 39.4 4.2 31 5 40.6 7.5 
3 
#         154 916   
%         12.1 3   
Rem. 
# 0 25596 0 26697 0 26697 0 26697 0 26697 0 26886 
% 0 83.5 0 87.1 0 87 0 87.1 0 86.5 0 87 
K-Means 
1 
# 1271 4350 1271 3980 1271 3963 1225 3778 831 2996 539 1837 
% 100 14.2 100 13 100 12.9 86.5 12.3 65.4 9.8 42.4 6 
2 
#       46 2 210 58 166 34 
%       13.5 0.006 16.5 0.2 13.1 0.1 
3 
#         98 8 131 44 
%         7.7 0.03 10.3 0.14 
Rem. 
# 0 26320  26690 0 26707 0 26890 131 27608 434 28755 
% 0 85.8  87 0 87.1 0 87.69 10.4 89.97 34.2 93.76 
K-Medoids 
1 
# 1271 4338 1271 3978 1271 3784 1112 3762 816 2984 571 2845 
% 100 14.1 100 13 100 12.3 87.5 12.2 64.2 7.7 45 9.3 
2 
#       149 16 208 63 221 68 
%       11.7 0.05 16.4 0.2 17.4 0.2 
3 
#       10 2 114 11 133 49 
%       0.8 0.006 9 0.04 10.5 0.15 
Rem. 
# 0 26332 0 26692 0 26886 0 26890 132 27612 345 27708 






The results of the EXIF category are presented in Table 5-6. The clustering-based EXIF 
data achieved excellent results using FCM as 100% of notable files were grouped in the 
top two clusters across all setups of cluster size except 35-cluster size, where notables 
were grouped in the top three clusters. Concerning notable artefacts, the best result in this 
category was achieved using the 100-cluster size, where more than 97% of notables were 
obtained in a single cluster. Regarding benign files, they were relatively small within a 
range between 11.6% and 14.8% grouped within the top three clusters under all setups. 
Noticeably, regarding the density rate of benign data, the best performance of the 
approach was achieved by using the setups of 50 and 75 in which over 89% of noise data 
was scattered across other clusters. 
The clustering-based k-means and k-medoids showed that all notable artefacts were only 
obtained in the top three clusters by using the 15-cluster size. In addition, the proportion 
of benign files using the same setup was low. In contrast, the remaining setups (i.e., 25, 
35, 50, 75, and 100) proved challenging compared with the FCM results, as the proportion 
of notable artefacts decreased with increased cluster sizes. The results indicate more than 
10% and 27% of relevant files were not obtained in the top three clusters using small and 
large setups, respectively. Nevertheless, the proportion of noise data, which were 













15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 239 476 292 354 250 41 292 303 292 328 358 474 
% 65.12 12.71 79.5 9.4 68.2 1.1 79.6 8.1 79.6 8.8 97.5 12.6 
2 
# 128 7 75 124 75 78 75 96 75 69 9 81 
% 34.88 0.19 20.5 3.3 20.4 2.1 20.4 2.5 20.4 1.8 2.5 2.1 
3 
#     42 339       
%     11.4 9       
Rem. 
# 0 3261 0 3266 0 3286 0 3345 0 3347 0 3189 
% 0 87.1 0 87.3 0 87.8 0 89.4 0 89.4 0 85.3 
K-Means 
1 
# 203 213 128 8 128 8 125 105 122 4 122 4 
% 55.32 5.69 34.9 0.2 34.9 0.2 34.1 2.8 33.2 0.1 33.2 0.1 
2 
# 125 165 125 105 125 105 122 8 75 80 75 80 
% 34.06 4.40 34 2.8 34 2.8 33.2 0.2 20.4 2.1 20.4 2.1 
3 
# 39 105 75 155 75 80 75 80 69 125 65 105 
% 10.62 2.80 20.4 4.1 20.4 2.1 20.4 2.1 18.8 3.3 17.7 2.8 
Rem. 
# 0 3261 39 3476 39 3551 45 3551 101 3535 105 3555 
% 0 87.11 10.7 92.9 10.7 94.9 12.3 94.9 27.6 94.5 28.7 95 
K-Medoids 
1 
# 203 78 130 130 130 130 122 15 122 4 122 4 
% 55.32 2.08 35.4 3.5 35.4 3.5 33.2 0.4 33.2 0.1 33.2 0.1 
2 
# 137 200 128 8 122 8 75 88 75 79 75 90 
% 37.33 5.34 34.9 0.2 33.2 0.2 20.4 2.3 20.4 2.1 20.4 2.4 
3 
# 27 216 75 168 75 88 70 130 65 108 65 108 
% 7.35 5.70 20.4 4.5 20.4 2.3 19.1 3.5 17.7 2.9 17.7 2.9 
Rem. 
# 0 3250 34 3438 40 3518 100 3511 105 3553 105 3542 






 Case 3 Analysis 
This case contains five main categories: file list, EXIF data, Facebook messages, internet 
data, and messaging. The results of file list are presented in Table 5-7. The results show 
that k-means and k-medoids gave the best result in grouping all notable artefacts within 
the top three clusters by using a cluster size of 15. The most notable artefacts were 
obtained in one cluster with 95.5% based k-means centres using the 15-cluster size. 
Under the same configuration, the amount of notable data being allocated to the top three 
clusters for FCM was smaller than its k-means and k-medoids counterpart with 93.3%. 
There is a noticeable difference in the proportion of notable and benign data with 
increasing the setup of cluster size because the files within this category were collected 
from different devices and, thereby, different file systems. However, these results indicate 
the performance of the clustering approach was better using small setups in terms of 
related files. There is stability in obtaining notable artefacts in the first cluster of top three 
clusters where the proportion of notable artefacts is about 41% across all algorithms with 
all setups. On the other hand, the performance improved with increasing the configuration 
of cluster size in terms of isolating the noise data. Indeed, more than 99% of noise data 











15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 38 3779 37 2151 37 244 37 217 37 207 37 209 
% 42.2 2.2 41.1 1.7 41.1 0.1 41.1 0.1 41.1 0.12 41.1 0.12 
2 
# 37 2170 28 3186 36 643 33 572 24 443 29 365 
% 41.1 1.3 31.1 1.9 40 0.4 36.6 0.3 26.6 0.26 32.2 0.21 
3 
# 9 2037 12 540 7 513 9 254 6 98 7 90 
% 10 1.2 13.3 0.3 7.7 0.3 10 0.15 6.6 0.05 7.7 0.05 
Rem. 
# 6 162313 13 164422 10 168899 11 196256 23 169551 17 169635 
% 6.7 95.3 14.5 96.1 11.1 99.1 12.3 99.45 25.7 99.57 19 99.62 
K-Means 
1 
# 86 25723 37 2182 37 759 41 765 37 381 37 276 
% 95.5 15.1 41.1 1.3 41.1 0.4 45.5 0.4 41.1 0.2 41.1 0.2 
2 
# 4 221 33 3715 33 3651 37 752 33 528 33 575 
% 4.5 0.12 36.6 2.2 36.6 2.1 41.1 0.4 36.6 0.3 36.6 0.3 
3 
#   14 2047 14 1852 4 174 7 365 7 361 
%   15.6 1.2 15.6 1.1 4.5 0.1 7.7 0.2 7.7 0.2 
Rem. 
# 0 144355 6 162355 6 164037 8 168608 13 169025 13 169087 
% 0 84.73 6.7 95.3 6.7 96.4 9 99.1 14.6 99.3 14.6 99.3 
K-Medoids 
1 
# 47 5809 40 3723 37 2180 41 720 37 595 37 216 
% 52.2 3.4 44.4 2.2 41.1 1.4 45.5 0.4 41.1 0.3 41.1 0.1 
2 
# 39 19914 37 19591 31 859 37 716 25 448 27 521 
% 43.3 11.7 41.1 11.5 34.4 0.5 41.1 0.4 27.7 0.3 30 0.3 
3 
# 4 818 9 2336 14 1942 4 3174 11 224 9 312 
% 4.5 0.5 10 1.4 15.5 1.2 4.5 1.9 12.2 0.1 10 0.2 
Rem. 
# 0 143758 4 144629 8 165318 8 165689 17 169032 17 196250 







The results of the EXIF category are presented in Table 5-8. These results revealed that 
all notable artefacts were founded within a single cluster-based on FCM, k-means, and k-
medoids using all configurations of cluster sizes. This phenomenon could happen owing 
to the small number of evidential pictures. Additionally, these pictures were taken in one 
location where GPS data was relatively similar.  
In contrast, the proportion of benign data being gathered within the single cluster 
decreased slightly as the cluster size increased across the three algorithms. Noticeably, 
the performance of clustering-based FCM centres using the 15-cluster size outperformed 
k-means and k-medoids in terms of separating the benign data, where only 17.8% of 
benign data was obtained in the first cluster while 22% of benign data was found in the 
same cluster using the centres of other algorithms.   
Within the same case, the results of the clustering-based internet data category were 
illustrated in Table 5-9.  This category reflected challenging results because all artefacts 
(both notables and benign) were grouped in a single cluster across all clustering setups 
based on FCM, k-means, and k-medoids. The reason for this issue could be because of 
the small number of total internet actions (78 actions in total) from one browser. 
Additionally, some of clustering setups (i.e., 75, 100) were close or larger than the number 
















15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 62 238 62 208 62 204 62 194 62 194 62 194 
% 100 17.6 100 15.4 100 15.1 100 14.4 100 14.4 100 14.4 
Rem. 
# 0 1109 0 1139 0 1143 0 1153 0 1153 0 1153 
% 0 82.4 0 84.6 0 84.9 0 85.6 0 85.6 0 85.6 
K-Means 
1 
# 62 296 62 206 62 204 62 194 62 194 62 194 
% 100 22 100 15.3 100 15.1 100 14.4 100 14.4 100 14.4 
Rem. 
# 0 1051 0 1141 0 1143 0 1153 0 1153 0 1153 
% 0 78 0 84.7 0 84.9 0 85.6 0 85.6 0 85.6 
K-Medoids 
1 
# 62 296 62 206 62 194 62 194 62 194 62 194 
% 100 22 100 15.3 100 14.4 100 14.4 100 14.4 100 14.4 
Rem. 
# 0 1051 0 1141 0 1153 0 1153 0 1153 0 1153 

















15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 23 55 23 55 23 55 23 55 23 55 23 55 
% 100 100 100 100 100 100 100 100 100 100 100 100 
Rem. 
# 0 0 0 0 0 0 0 0 0 0 0 0 
% 0 0 0 0 0 0 0 0 0 0 0 0 
K-Means 
1 
# 23 55 23 55 23 55 23 55 23 55 23 55 
% 100 100 100 100 100 100 100 100 100 100 100 100 
Rem. 
# 0 0 0 0 0 0 0 0 0 0 0 0 
% 0 0 0 0 0 0 0 0 0 0 0 0 
K-Medoids 
1 
# 23 55 23 55 23 55 23 55 23 55 23 55 
% 100 100 100 100 100 100 100 100 100 100 100 100 
Rem. 
# 0 0 0 0 0 0 0 0 0 0 0 0 






The results of the messaging category are illustrated in Table 5-10. This category has the 
most critical results of this case as the high proportion of benign data were found within 
the top three clusters using the centres of k-means and k-medoids. For simplicity, the 
proportion of benign data was more than 72% for k-means and k-medoids data using the 
small setups of cluster size (i.e.,15, 25, 35).  In contrast, the proportion of benign data 
within the top three clusters across all clustering setups using FCM was smaller 
outperformed the other algorithms, where the amount of benign data was relatively 
persistent with 35% on average.  
With regard to the proportion of notable artefacts, the clustering-based FCM shows that 
there is stability in the results across all cluster sizes with a proportion between 77.7-
83.3%. In contrast, the results-based k-means and k-medoids illustrate there is a similarity 
in the findings between them where the small setups of cluster sizes (i.e., 15, 25, and 35) 
gave better results and outperformed the large setups (i.e., 50, 75, and 100).    
The results of the Facebook messenger category are presented in Table 5-11. The 
clustering-based FCM revealed that a large number of both evidential and noise artefacts 
were found in top three clusters. The cluster sizes in this category using FCM showed a 
similarity in the results in terms of notable and benign artefacts between small and large 
cluster sizes. To clarify, the similarity was between 15 and 100-cluster sizes and between 
25 and 75-cluster sizes. In comparison, the clustering-based on k-means and k-medoids 
were more accurate compared to FCM. A large proportion of notable artefacts was 
obtained in the top three clusters using small setups. By increasing the cluster size, the 
proportion of benign data was significantly decreased with a slight decrease in the 











15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 47 34 47 34 47 34 47 34 47 34 47 34 
% 52.2 13.3 52.2 13.3 52.2 13.3 52.2 13.3 52.2 13.3 52.2 13.3 
2 
# 19 30 14 28 14 29 15 31 13 25 14 29 
% 21.1 11.7 15.5 10.9 15.5 11.3 16.6 12.1 14.4 9.8 15.5 11.3 
3 
# 9 24 10 29 9 24 9 24 9 24 9 24 
% 10 9.4 11.1 11.3 10 9.4 9.4 9.4 9.4 9.4 10 9.4 
Rem. 
# 15 168 19 165 22 169 19 133 21 173 20 169 
% 16.7 65.6 21.2 64.5 22.3 66 21.2 65.2 24 67.5 22.3 66 
K-Means 
1 
# 47 34 47 34 47 34 21 10 12 2 8 0 
% 52.2 13.3 52.2 13.3 52.2 13.3 23.3 3.9 13.3 0.8 8.9 0 
2 
# 28 152 20 30 20 30 19 14 9 5 7 1 
% 31.1 59.4 22.2 11.7 22.2 11.7 21.1 5.4 10 1.9 7.8 0.4 
3 
# 11 13 8 122 8 122 9 6 6 2 5 0 
% 12.2 5.1 8.9 47.6 8.9 47.6 10 2.3 6.6 0.8 5.5 0 
Rem. 
# 5 56 15 70 15 70 41 192 65 247 70 255 
% 4.5 22.2 16.7 27.4 16.7 27.4 45.6 88.4 70.1 96.5 77.8 99.6 
K-Medoids 
1 
# 47 34 47 34 47 34 21 10 12 2 7 2 
% 52.2 13.3 52.2 13.3 52.2 13.3 23.3 3.9 13.3 0.8 7.8 0.8 
2 
# 28 152 28 152 20 30 13 7 9 2 5 0 
% 31.1 59.4 31.1 59.4 22.2 11.7 14.4 2.7 10 0.8 5.5 0 
3 
# 11 13 4 0 8 122 10 8 5 0 5 0 
% 12.2 5.1 4.4 0 8.9 47.6 11.1 3.1 5.5 0 5.5 0 
Rem. 
# 5 56 11 70 15 70 46 231 64 252 73 254 











15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 223 479 223 479 156 316 223 479 156 316 223 479 
% 92.9 27.5 92.9 27.5 65.1 18.1 92.9 27.5 65.1 18.1 92.9 27.5 
2 
# 16 858 16 492 67 163 16 858 67 163 16 858 
% 6.7 49.3 6.7 28.3 27.9 9.3 6.7 49.3 27.9 9.3 6.6 49.3 
3 
# 1 88 1 79 16 858 1 74 16 529 1 83 
% 0.4 5 0.4 4.5 6.6 49.3 0.4 4.2 6.6 30.4 0.4 4.7 
Rem. 
# 0 315 0 690 1 403 0 329 1 732 0 302 
% 0 18.2 0 39.7 0.4 23.3 0 19 0.4 42.2 0 18.5 
K-Means 
1 
# 106 29 57 6 44 4 39 6 36 2 25 0 
% 44.2 1.6 23.7 2.5 2.5 0.2 16.3 2.5 15 0.1 10.4 0 
2 
# 84 48 54 12 43 5 37 2 36 4 25 2 
% 35 2.7 22.5 5 2.5 0.3 15.4 0.1 15 0.2 10.4 0.1 
3 
# 33 264 47 16 41 7 37 4 36 4 23 4 
% 13.7 15.2 19.6 6.6 2.4 0.4 15.4 0.2 15 0.2 9.6 0.2 
Rem. 
# 17 1399 82 1706 112 1727 127 1728 132 1730 167 1734 
% 7.1 80.5 34.2 85.9 92.6 99.1 52.9 97.2 55 99.5 69.6 99.7 
K-Medoids 
1 
# 150 39 66 13 74 6 44 4 36 4 27 0 
% 62.5 2.2 27.5 0.7 30.8 0.3 2.5 0.2 15 0.2 11.3 0 
2 
# 73 302 65 6 54 9 42 8 33 0 24 1 
% 30.4 17.3 27.1 0.3 22.5 0.5 17.5 0.4 13.8 0 10 0.05 
3 
# 16 480 31 52 52 24 41 5 33 2 22 0 
% 6.7 27.6 12.9 3 21.6 1.4 17.1 0.3 13.8 0.1 9.2 0 
Rem. 
# 1 919 78 1669 60 1701 113 1723 138 1734 167 1739 







 Case 4 Analysis 
This case includes two main categories: file list and EXIF data. The results of file list are 
presented in Table 5-12. Although the clustering based on the file list category showed 
the notable artefacts across FCM, k-means, and k-medoids under all configurations of 
cluster size were not all grouped in the top three clusters, there was a high proportion of 
notable files obtained within the first top cluster. The best performance was obtained 
based on the top first cluster under the setup of a 35-cluster size using FCM where more 
than 86% of notable versus 0.2% of benign data were concentrated in a single cluster. In 
addition, under the setups of 35 and 50-cluster sizes using the FCM, more than 92% of 
benign data with only less than 4% of notable files were clustered out of the top three 
clusters.  
Regarding the k-means and k-medoids, the results revealed there was a similarity in the 
proportion of evidential artefacts containing within the top three clusters. For clarity, the 
proportion of notable artefacts was slightly decreased with increasing the configuration of 
cluster size in the top three clusters where more than 94% of notable files was included 
using the small setups. In contrary, a significant amount of benign data was eliminated 
with increasing the configuration of cluster size where more than 97% of noise data was 











15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 207 4325 207 3072 200 507 207 3061 205 2668 207 2965 
% 89.2 1.7 89.2 1.2 86.2 0.2 89.2 1.2 88.4 1.1 89.2 1.2 
2 
# 14 18259 14 16828 16 15495 12 15033 9 16042 12 9302 
% 6 7.3 6 6.8 6.9 6.2 5.2 6 3.9 6.5 5.2 3.7 
3 
# 7 23750 7 23560 5 2062 4 548 7 14668 7 16525 
% 3 9.5 3 9.5 2.1 0.8 1.7 0.2 3 5.9 3 6.6 
Rem. 
# 4 202366 4 205240 11 230636 9 230058 11 215322 6 219908 
% 1.8 81.5 1.8 82.5 4.8 92.8 3.9 92.6 4.8 86.5 2.6 88.5 
K-Means 
1 
# 207 4325 207 4325 207 4325 207 4325 207 2899 203 2431 
% 89.2 1.7 89.2 1.7 89.2 1.7 89.2 1.7 89.2 1.7 87.5 0.9 
2 
# 9 14908 8 13710 9 2701 9 1746 9 1654 9 1655 
% 3.9 6 3.4 5.5 3.9 1.1 3.9 0.7 3.9 0.7 3.9 0.7 
3 
# 7 2026 7 1580 4 1279 4 1118 4 426 4 635 
% 3 0.8 3 0.6 1.7 0.5 1.7 0.4 1.7 0.2 1.7 0.3 
Rem. 
# 9 227441 10 229085 12 240395 12 241511 12 243721 16 243979 
% 3.9 91.5 4.4 92.2 5.2 96.7 5.2 97.2 5.2 97.4 6.9 98.1 
K-Medoids 
1 
# 207 4325 207 4325 207 4260 207 4260 205 2743 207 2899 
% 89.2 1.7 89.2 1.7 89.2 1.7 89.2 1.7 88.4 1.1 89.2 1.2 
2 
# 9 14984 9 8504 9 5345 9 1764 9 1752 6 380 
% 3.9 6 3.9 3.4 3.9 2.1 3.9 0.7 3.9 0.7 2.6 0.2 
3 
# 7 1590 7 2014 4 1177 4 1117 4 1049 4 206 
% 3 0.6 3 0.8 1.7 0.5 1.7 0.4 1.7 0.4 1.7 0.1 
Rem. 
# 9 227801 9 233857 12 237918 12 241559 14 243156 15 245215 







The results of EXIF data are illustrated in Table 5-13. The clustering based on the EXIF 
data alone proved successful, where all notable artefacts were obtained within the top 
three clusters using the centres of all algorithms and small setups of cluster sizes. The 
performance of the clustering approach based on the FCM centres was better than the 
clustering based on k-means and k-medoids in grouping the evidential files within the top 
three clusters with a small number of benign files. For clarity, the clustering based on FCM 
centres using small setups of cluster sizes (i.e., 15, 25, and 35) showed that 100% of 
notable files with less than 11% of benign data were clustered within the top three clusters. 
In addition, more than 99% of evidential artefacts with a tiny proportion of noise data was 
obtained in a single cluster across the first three setups.  
The larger setup of cluster size (i.e., 100) based on FCM provided the same results for the 
small setup (i.e., 15) within k-means and k-medoids, in terms of notable and benign data. 
However, small setups of cluster sizes using k-means and k-medoids were more accurate 
than the large setups in which the most notable files were found in a single cluster with a 
tiny amount of noise files. Moreover, the larger setup failed to group the notable files in 
the top three clusters, where less than a half of the notable artefacts were obtained within 
















15 25 35 50 75 100 
✓  ✓  ✓  ✓  ✓  ✓  
FCM 
1 
# 244 101 244 101 244 101 144 45 142 49 244 655 
% 99.2 1.8 99.2 1.8 99.2 1.8 58.5 0.8 57.7 0.9 99.2 11.6 
2 
# 1 272 1 271 1 123 100 4 51 0 2 545 
% 0.4 4.8 0.4 4.8 0.4 2.2 40.7 0.1 20.7 0 0.8 9.7 
3 
# 1 274 1 160 1 271 1 2 50 0   
% 0.4 4.9 0.4 2.8 0.4 4.8 0.4 0.05 20.3 0   
Rem. 
# 0 4993 0 5108 0 5145 1 5589 3 5591 0 4440 
% 0 88.5 0 90.6 0 91.2 0.4 99.05 1.3 99.1 0 78.7 
K-Means 
1 
# 244 107 244 49 142 49 142 49 67 0 45 0 
% 99.2 1.9 99.2 0.9 57.7 0.9 57.7 0.9 27.2 0 18.3 0 
2 
# 2 1093 1 271 102 0 102 0 48 8 40 37 
% 0.8 19.4 0.4 4.8 41.5 0 41.5 0 19.5 0.1 16.3 0.7 
3 
#   1 274 2 545 1 271 48 37 33 0 
%   0.4 4.9 0.8 9.7 0.4 4.8 19.5 0.7 13.4 0 
Rem. 
# 0 4440 0 5046 0 5046 1 5320 83 5595 128 5603 
% 0 78.7 0 89.4 0 89.4 0.4 49.3 33.8 99.2 52 99.3 
K-Medoids 
1 
# 244 107 244 49 244 49 244 49 102 0 43 0 
% 99.2 1.9 99.2 0.9 99.2 0.9 99.2 0.9 41.5 0 17.5 0 
2 
# 2 1093 2 545 2 545 1 271 94 40 40 37 
% 0.8 19.4 0.8 9.7 0.8 9.7 0.4 4.8 38.2 0.7 16.3 0.7 
3 
#       1 274 48 9 34 0 
%       0.4 4.9 19.5 0.2 13.8 0 
Rem. 
# 0 4440 0 5046 0 5046 0 5046 2 5591 129 5603 







From the aforementioned results, the proposed approach of clustering has the ability 
to group the evidential artefacts within the top three clusters. Therefore, the approach 
can correlate the related artefacts in the same category. Indeed, each case contains 
more than one evidential source with various categories. These categories were 
classified into file system and applications. Within each case, there are similar 
categories, such as file list, messaging, and internet data. The process of merging 
the similar categories has been successfully achieved without any effect on the 
clustering process.  
The clustering based on the file list showed the best results across the four cases 
with a high proportion of notables being grouped with the top three clusters using 
FCM, k-means, and k-medoids with a relatively small amount of benign data being 
included. This was because of a large number of files contained in these categories, 
as the clustering works well with large volumes of data. However, as illustrated in 
Figure 5-5, the results-based FCM centres within Case 1, Case 2 and Case 4 were 
relatively similar where most notable artefacts were grouped within rank three 
clusters using all setups of cluster sizes. In contrast, as illustrated in Figures 5-6 and 
5-7, the clustering-based k-means and k-medoids presented better results compared 
with the FCM in terms of small setups (i.e., 15, 25, 35). For clarity, more than 94% of 
notable files was obtained within the top three clusters for all cases. However, the 
large setups of cluster sizes based on FCM (i.e., 50, 75, 100) presented good results 
that outperformed the k-means and k-medoids, except in Case 3. The Case 3-based 






within the top three clusters where more than 20% of notable artefacts were clustered 
out of top three clusters. Nevertheless, the smallest proportion of benign data was 
found in Case 3 with less than 1% across all the setups based on the FCM.   
In Case 2, the clustering FCM illustrated there was no influence apparently in the 
results in terms of notable and benign data when changing the cluster size using the 
FCM algorithm. Moreover, the proportion of benign data was relatively constant and 
small. Similarly, the clustering-based k-means and k-medoids using the setups of 15, 
25, 35, and 50- cluster sizes revealed that 100% of notable files was obtained in the 
top three clusters with less than 12% of benign data.     
Generally, whenever the size of the cluster configuration increases, the proportion of 
notable and benign data decreases. This means the small cluster configuration 
comparatively contained a large number of both notable and benign data while large 
cluster configuration comparatively contained less proportion of both notable and 
noise data.  
 
Figure 5-5: File List results within top three clusters across the four cases using 








































Figure 5-6: File List results within top three clusters across the four cases using K-
Means centres (N: Notable, B: Benign) 
 
Figure 5-7:File List results within top three clusters across the four cases using K-
Medoids centres (N: Notable, B: Benign) 
Concerning the clustering-based application categories, it was revealed that the 
performance of grouping the evidential artefacts with a minimum proportion of benign 
artefacts were less efficient compared with clustering based on the file list. This could 








































































the clustering-based EXIF category presented the best results among applications 
categories in terms of grouping the notable artefacts in Cases 2 and 3 using FCM 
and k-means. However, it is notable that the proportion of benign files using k-means 
clusters was less than the proportion of benign files using FCM. The results of the 
email category within Case 1 and the internet category within Case 3 showed the 
worst results because all notable and benign files were grouped in one cluster. This 
was as a result of the small number of files that provided for the cluster procedure 
(e.g., only 19 files in the email category). The messaging and Facebook messenger 
categories only appeared in Case 3. The results of messaging show the large setups 
of cluster sizes can offer better performance compared to small setups. This is 
because the number of evidential artefacts is relatively small thereby causing a 
burden on the clustering algorithms to identify them within only three-clusters. 
Therefore, the large setups can be more flexible to only isolate the evidential files. In 
contrast, the category of Facebook messenger contains a large number of artefacts 
where the performance of clustering algorithms using the small setups of cluster 
sizes was noticeably better in determining the evidential artefacts in three clusters.     
 Conclusion  
This chapter examined the possibility of using clustering algorithms in digital forensic 
analysis. The proposed approach of clustering works on the merged datasets, which 
come from various resources within a single case. The experimental results proved 
that the evidence can be correlated within a dataset and the evidential artefacts can 
be grouped in the rank-three cluster. The results of identifying notable artefacts 






accurate than clustering-based applications. The results also illustrated that there is 
a slight difference among FCM, k-means, and k-medoids algorithms but the FCM 






6 Automated Identification of Evidential artefacts   
This chapter proposes an automated approach to identifying the evidential artefacts 
obtained by the clustering approach. This approach has two steps: identify the first 
cluster based on information that was obtained during the preliminary investigation 
of case; and identify the sub-clusters using the timeline analysis and association-
matching of the artefacts within the first cluster. A series of experiments based on 
the fourth cases was achieved to validate the proposed approach.    
 Introduction  
The previous chapter presented encouraging results of grouping the evidential 
artefacts in a small number of clusters. In practice, however, these clusters need to 
be identified. Therefore, there is an essential need to develop an algorithm to obtain 
the evidence in an automated way. The algorithm should initially identify the first 
cluster, which contains a large number of notable artefacts. These artefacts will then 
be used to identify the sub clusters across all clusters of the file list and applications 
categories within a case.   
To identify the first cluster, various methods can be used to determine the cluster 
containing related files. These include timeline analysis, as well as information 
obtained from the suspects themselves, such as names, nicknames, and emails, 
type of crimes, and many more. This information makes the algorithm concentrate 
on certain artefacts in a certain category, thereby identifying the cluster containing a 






Benefiting from the artefacts’ features offered by the first cluster timestamps, search 
of associated files—would enable the approach in identifying the next cluster that 
should be analysed. The approach introduces an intelligent process based on the 
timeline analysis and association search in finding the related files of the first cluster. 
As a result, the approach can select the cluster with a large proportion of interest.  
 Problem Identification   
The digital forensic process transforms the suspected media into data, data into 
information, and information into evidential artefacts. An adequate process of digital 
forensics should rely on sequential steps to identify evidence. Reliable and valid 
steps in the forensic process to identify evidence in digital investigations are 
becoming essential for law enforcement agencies worldwide. These steps must be 
algorithmically robust and provide assurance and quality with standardisation to 
ensure all probative information is recovered (Bulbul et al, 2013). They must also be 
legally defensible ensuring nothing in the original evidence was altered and that no 
data was added to or deleted from the original. Having established how to acquire 
data, extracting metadata categories, merging the similar categories, and obtaining 
clusters with similar artefacts across different categories in chapters 5 and 6, there 
is a need to find these clusters to complete the evidence analysis phase.  
However, it is worth exploring current approaches in profiling crimes to obtain a 
comprehensive view in the current state of the art. Crime profiling is a method used 
to identify the characteristics of criminals by using previously gathered information 
from committed offences or offenders (Horsman et al, 2011). By profiling each case, 






evidence within similar cases. The digital forensic field has brought new aspects for 
forensic science in a method of identifying the evidence, but various fundamentals 
are based on the same goals of traditional investigation, such as auditability and 
replicability of findings (Palmer, 2001). Therefore, the findings of digital investigation 
are to determine what has occurred, where it occurred, when it occurred, how it 
occurred, why it might have occurred, and hopefully who is responsible. The 
investigators might use criminal profiling to answer these questions, thereby 
reducing the number of possibilities of determining the evidential artefacts. In 
addition, as more digital cases become profiled, more evidential artefacts will easily 
be identified. 
Law enforcement agencies tried to collect the databases containing detailed 
information about major criminal acts. These databases can be used to produce 
criminal behaviours that can be used to support the investigation in finding the 
evidence. In this context, Baumgartner et al. (2008) proposed a new Bayesian 
network (BN) approach for criminal profiling using the database of cleared homicides. 
This was achieved by selecting the most important relationships between the related 
features of criminal profiling. These features were used to predict the unknown 
offender based on a number of features from the crime scene, as presented in Table 
6-1. The BN was used to gather the characteristics of an unknown criminal from the 
evidence of the crime scene. These characteristics can help investigators decrease 
the number of suspects in unsolved cases. Their experiment showed over 80% of 
criminal characteristics was correctly predicted based on new single-victim 






because various incidents occur every day with characteristics that might not be 
included in available collected databases.      
Table 6-1: Description of selected features of offender and crime scene 
(Baumgartner et al., 2008) 
Feature Description  
Y4  Prior record of property damage 
Y5  Prior record of disorderly conduct 
Y6   Previous imprisonment or youth detention 
Y9  History of sex crime 
Y10   Record of armed services 
E11   Victim sustained stabbing wounds 
E12   Blunt instrument used on victim 
E13   Offender used own body as weapon (e.g. strangulation) 
E14   Victim was shot 
E15  Victim sustained wounds to head (excluding face and neck) 
E16  Victim sustained wounds to face (ears forward) 
E31   Victim was sexually assaulted 
E33   Arson to crime scene or body 
E34   Body was found in water 
The Home Office categorised the digital crimes based on criminal activities into two 
types: cyber-dependent crimes and cyber-enabled crime (McGuire and Dowling, 
2013). Cyber-dependent crimes refers to crimes that can only be committed using 






of viruses and malicious applications, hacking of computers, and network resources. 
Cyber-enabled crimes refer to traditional crimes that can be committed assisted by 
the electronic devices, such as sexual offending against children (i.e., creation 
and/or distribution of sexual imagery). Noticeably, mapping digital crimes to their 
categories helps investigators narrow down the investigation to save and effort the 
time by isolating the files that are not related and focusing on the related files.  
In the same context, the US Department of Justice reported that certain types of 
electronic crimes can occur based on particular types of files (Holder et al., 2009). 
For instance, phishing scams are attempts to obtain personal information, such as 
bank account numbers, passwords, and credit card numbers, and using calling and 
messaging applications. While the child abuse cases contain image-based files, the 
illegal downloading might include browsing history, multimedia, and documents.  
Based on a report by the US Department of Justice (Holder et al., 2009), Al Fahdi 
(2016) proposed the Automated Evidence Profiler (AEP) approach to identify the 
evidential artefacts, as illustrated in Figure 6-1. This approach used prior work in 
criminal profiling behaviour, which was reported by the US Department of Justice, as 
explained above. The approach tried to identify the cluster containing a large number 
of artefacts with a particular type of file related to the criminal activity in file system 
clusters. To find other artefacts within other clusters, the approach used the timeline 
analysis of files within a first cluster to find the related files in other clusters. However, 
the AEP approach does not work with all cases because it depends on some prior 
work completed in profiling criminal behaviour to identify the first cluster. There might 






the profiled criminal behaviour to identify the first cluster might lead to the wrong 
clusters, as there may be many clusters containing similar types of files, thereby 
obtaining benign files instead of evidential files.  
 
Figure 6-1: Automated Evidence Profiler Process (Al Fahdi, 2016) 
 
 Automated Identification of Evidence (AIE)  
Whilst the clustering process can be appreciated as a solution to effectively group 
the evidential artefacts within a small number of clusters, it does not have the 
capability to only identify the clusters containing the evidential artefacts automatically. 
Therefore, there is an essential need to use other domains, such as a criminal 






features to map them in identifying the clusters including the evidence. This mapping 
requires an “intelligent system” to develop a holistic evidence locator and collector. 
In this chapter, an intelligent approach was developed to identify the related artefacts 
in an automated way. This approach tries to answer the two main research questions: 
 How is the first cluster located for analysis? 
 How are sub-clusters across a given case identified? 
The proposed approach tries to answer these questions and maximise the number 
of evidential artefacts by minimising the number of benign files, as illustrated in 
Figure 6-2. This approach combines various domains to obtain the evidence, such 
as prior work in criminal profiling based on the crime type to distinguish the file types 
within the case. Additionally, using various keyword lists related to suspected case 
can lead to getting the evidential artefacts and, thereby, identifying the clusters 







Figure 6-2: Evidence Identification Process 
For clarity, the solution to the first question is based on prior work in behaviour 
profiling, as presented in the previous section with using some basic information 
about the suspected person. This information can be obtained from the suspects 
themselves or preliminary reports and documents of the case, such as suspected 
names, their nicknames, or locations. Using various methods in identifying the first 
clusters can be beneficial to avoid the limitations of only having criminal profile 
activity. Additionally, if one of the methods fails to obtain evidential artefacts, there 
are alternative methods. For instance, if there is a lack of information of criminal 
activity, the keyword list can be used to maximise the number of evidential files. 

















To find the solution for the second question and to find the evidential artefacts within 
incorporated results of many clusters from various metadata categories, the 
proposed approach uses two methods that can be applied on the artefacts within the 
first cluster to identify the related files in other clusters: timeline analysis algorithm 
and association algorithm.   
The timeline analysis is a process used to link potential files of interest within digital 
crimes by creating a chronological record of events. It can also aid digital forensic 
investigators to obtain an overview of the sequence of activities that indicate the 
Input: Clusters, keywords list, criminal profile.   
Output: First cluster to analyse. 
Process  
Step 1: Read the first cluster. 
Step 2: If the counter exceeds the end go to step 7.  
Else, go to steps 3, and 4. 
Step 3: Search in the cluster about a file type that is matched to the criminal 
activity. If there is a match go to step 5.  
Else go to step 6. 
Step 4: Search in the cluster about the keywords list, if there is a match go to 
step 5. 
Else go to step 6. 
Step 5: Save the finding in temporarily buffer. Go to step 6   
Step 6: Read the next cluster. Go to step 2.  
Step 7: Find the cluster with a large number of files.  
Step 8: End. 






crime and then gain a full story of the event subject to the investigation. As a result, 
high-level events can direct low-level events within the whole case. The process 
timeline analysis can lead to other files or information that were not suspected. 
Once the first cluster is identified correctly, the timeline analysis works to identify the 
second cluster for analysis. Therefore, the timestamp of all artefacts within the first 
cluster will be subjected to the timeline analysis process. The timeline analysis 
process is executed on the entire artefacts in the clusters across all metadata 
categories. For instance, an image for a suspect was previewed at 13:05:00. After 
one minute, the Photoshop application was executed to modify this image. 
Subsequently, an internet browser was used to open an Outlook account to send the 
modified image to someone. In this scenario, files and applications were used to 






Algorithm 6-2 illustrates the process of timeline analysis that will be applied on the 
first cluster to identify the files of interest, thereby leading to the next cluster to 
analyse.   
 
Figure 6-3: Timeline Analysis 
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The second method of identifying the related clusters is by the matched artefacts 
based on their metadata features, having established that the first cluster mostly 
contains the large number of interest files. In addition, this cluster often comes from 
the file system category, which includes various files and artefacts belonging to 
several applications. For instance, a particular image contains many features, such 
as file name, file size, file type, and many more. This image might be sent via email 
and a messaging application. As a result, the features of this image can appear within 
various metadata categories, such as the file system, EXIF, and messaging 
categories. Consequently, these features can lead to association among these 
incorporated categories, as illustrated in Figure 6-4.   
Input: First cluster, other clusters, time window.   
Output: Suspected files. 
Process  
Step 1: Read the timestamp of the first file within the first cluster. 
Step 2: If the counter exceeds the end, go to step 6.  
Else, go to step 3. 
Step 3: Search in other all clusters about the matched timestamps before and 
after the period of the time window. If there is a match, go to step 4.  
Else go to step 5. 
Step 4: Save the finding in temporarily buffer, go to step 5.   
Step 5: Read the timestamp of the next file within the first cluster. Go to step 2.  
Step 6: Arrange the findings based on the large proportion of clusters that 
appear.  
Step 7: End. 













Algorithm 6-3 illustrates the process of finding the association files based on their 
metadata that will be applied on the first cluster to identify the files of interest thereby 











File System EXIF Email 
File 1 File 2 File 3 
File name: Hussam.JPEG 
File path:   






File name: Hussam.JPEG 
File path:  
File Size: 20 MB 
GPS:   





File name: Hussam.JPEG  
File path:  
File Size: 15 MB 
attached:  
sent: 





Figure 6-4: Metadata Association 
Input: First cluster, other clusters.   
Output: Suspected files. 
Process  
Step 1: Read the features of the first file in the first cluster. 
Step 2: If the counter exceeds the end, go to step 6.  
Else, go to step 3. 
Step 3: Search in other all clusters about the matched features. If there is a 
match, go to step 4.  
Else go to step 5. 
Step 4: Save the finding in temporarily buffer. Go to step 5.   
Step 5: Read the features of the next file within the first cluster. Go to step 2.  
Step 6: Arrange the findings based on the large proportion clusters that appear.  
Step 7: End. 
 






 Experimental Methodology  
This experiment seeks to validate the Automated Approach for Evidence 
Identification in finding the clusters containing the file of interest. In addition, there 
are various aspects that can influence the performance of the algorithm: 
 The influence of algorithm type: how the clustering algorithms can affect the 
results. 
 The influence of cluster size: what the cluster size does to algorithms in 
identifying the evidence.  
 The influence of time window: the length of the time window is required to 
identify the related artefacts to evidential files. 
 The influence of iteration numbers: the number of iterations is required to 
obtain the clusters containing notable artefacts.   
The proposed approach was carried on the output of the clustering approach, as 
presented in the Chapter 5. The analysis of results is carried out on the four cases 
based on the above aspects.  
 Case 1 Analysis 
The results of Case 1 for five iterations based on FCM, k-means, and k-medoid were 
presented in tables 6-2, 6-3, and 6-4 respectively. It is obvious from the results there 
is a difference in performance based on the algorithm type. The results showed the 
proportion of notable artefacts based on the clusters of k-means and k-medoids were 
slightly better than clusters of FCM. In the other words, over 77% of notable files was 






clusters within k-means and k-medoids include fewer benign files than the clusters 
of FCM.  
There are two controllable factors that can affect the performance of the algorithms: 
cluster size and the time window. Both factors are related to each other where the 
large setups of cluster sizes with a long time window demonstrated the best results 
in this case while the small setups with a short time window presented a high 
proportion of benign data compared with the long time window. However, the long 
time window with large setups offered a tiny proportion of benign data with an 
acceptable proportion of notable files.  
Concerning the number of iterations, the best performance within this case was 
obtained by using five iterations. Noticeably, the wrong clusters were identified when 
increasing the number of iterations. Thereby, it would lead to analysing a large 
number of benign files instead of notable files. It is worth it to highlight that each 
iteration can identify a cluster either within the same category of the first cluster or 
different one. For instance, the AIE algorithm showed its ability to identify five 






Table 6-2: Results of Case 1 based on FCM (✓: Notable; : Benign) 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 59.8 26.3 70.6 13.9 70.1 13.2 
25 65 24 72.8 14 76.8 12.9 
35 40.6 23.2 50.3 13.8 52.5 11.7 
50 46.7 20.4 65.3 15.1 69.3 12.5 
75 46.7 20.4 65.3 15.1 69.3 12.5 
100 60 10.5 66.9 6.3 66.9 6.3 
     
Table 6-3: Results of Case 1 based on K-Means 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 65.7 22.9 76.1 13.5 77.4 12.2 
25 62.3 19.6 65.8 13.2 66.1 11.5 
35 60.4 18.4 63.1 12.4 65.5 10.9 
50 55.4 16.6 60.4 15.6 64.7 13.1 
75 46.6 16.2 51.7 14.1 51.7 14.1 
100 60.1 8.2 66.3 6.6 66.3 6.6 
 
Table 6-4: Results of Case 1 based on K-Medoids 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 65.7 20.1 76.1 13.2 77.4 11.2 
25 60.3 18.1 63.8 14.3 73.6 11.5 
35 60.1 18.5 62.1 12.6 64.2 10.7 
50 55.4 20.5 60.4 17.4 64.7 12.9 
75 56.7 16 59.4 15.2 59.4 15.2 






 Case 2 Analysis 
The results of Case 2 for two iterations based on the clusters of FCM, k-means, and 
k-medoid were presented in Tables 6-5, 6-6, and 6-7, respectively. This case proved 
successful results where more than 90% of notable files was obtained based on the 
clusters of three algorithms (FCM, k-means, and k-medoids). Generally, the 
influence of different clustering algorithms on the performance of AIE was examined 
and investigated empirically where the type of clustering algorithm within this case 
had no influence on the performance of the AIE algorithm. However, the performance 
of the AIE algorithm can be influenced by the cluster size and time window. 
The best performance was obtained using a one-minute time window on 25-cluster 
size for FCM and 15-cluster size for k-means and k-medoids. The small duration of 
the time window with small setups of cluster size presented a good performance. 
The proportion of notable artefacts was decreased with increasing the time window. 
The notable files were also decreased by using the clusters of large setups. On the 
other hand, the proportion of benign files using the clusters of k-means and k-
medoids with small a time window was relatively small compared to the FCM clusters.  
The above analysis was based on two iterations of the AIE algorithm because the 
evidential artefacts within this case were only obtained in a small number of clusters. 
The further investigation showed that a high proportion of benign data was obtained 
with increasing the number of iterations more than two. For clarity, the first cluster 
was identified belonging to the file list category while the second cluster belongs to 
the EXIF category. This means the AIE algorithm has the ability to identify the 






Table 6-5: Results of Case 2 based on FCM 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 77.6 18.7 77.6 20.3 77.6 25.1 
25 92.3 17.37 92.3 17.3 77.6 22.6 
35 83.4 9.7 77.6 9.3 77.6 9.3 
50 64.9 9.4 77.6 12.4 77.6 12.4 
75 62 6.3 62 6.3 68.3 9.6 
100 67.9 6.7 77.6 12.4 77.6 12.4 
      
Table 6-6: Results of Case 2 based on K-Means 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 90.1 14.2 77.6 23.1 77.6 29.4 
25 85.5 12.5 82.2 13.9 77.6 19.7 
35 85.5 12.4 82.2 13.9 77.6 19.7 
50 82.5 8.7 82.5 8.7 77.6 18.1 
75 63.6 9.5 58.2 7.8 56.7 9.4 
100 40.4 5.8 48.4 6.2 45.3 7.2 
 
Table 6-7: Results of Case 2 based on K-Medoids 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 90.1 13.8 77.6 19.8 77.6 29.4 
25 85.6 12.9 85.4 12.9 77.6 25.1 
35 83.4 12.2 84.1 11.9 77.6 25.8 
50 75.4 11.8 72.5 12.1 67.9 22.2 
75 63.6 9.1 62.5 9.5 57.3 10.8 







 Case 3 Analysis  
The results of Case 3 based on the clusters of FCM, k-means, and k-medoids are 
presented in tables 6-8, 6-9, and 6-10, respectively. This case was considered a 
challenge because the performance of the AIE algorithm was low compared to the 
aforementioned cases. However, the AIE algorithm demonstrated its ability to 
identify over 69% of evidential files using the FCM clusters while a low performance 
was obtained based on the clusters of k-means, and k-medoids. This phenomenon 
might have occurred because the evidential files were small and scattered across 
five different categories with a large number of benign files. 
It can be seen from the listed results on tables 6-8, 6-9, and 6-10 that the time window 
has little impact on the performance in identifying the notable files. It is noticeable 
that the longer length of the time window can lead to more files being selected during 
the timeline analysis. Thereby, a high proportion of both notable and benign files is 
expected. Consequently, the process of associating artefacts might have a potential 
influence on the performance to match the related files. In addition, the setup of 
cluster size showed a high impact on the algorithm’s performance. The best 
performance was obtained using the largest cluster-size across all clustering 
methods. In contrast, the small setups of cluster sizes revealed poor results where 
over three quarters of the results were not identified.  
Based on the results of this case, the best-obtained performance of the AIE algorithm 
was by applying five iterations. Notably, with increasing the iterations’ number, the 
wrong clusters were selected, thereby leading to a large amount of noise data, which 






iterations-based on 75-cluster size while the five iterations led to identifying wrong 
clusters. Thereby, the proportion of benign files became 3.1%, meaning, the AIE 
algorithm demonstrated its ability to find four to five clusters from the five categories 
in this case.   
Table 6-8: Results of Case 3 based on FCM 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 35.4 22.1 33.7 28.4 30.3 31.2 
25 34.7 20.4 28.7 26.2 28.7 30.4 
35 65.7 1.6 67.2 1.2 67.2 1.2 
50 50.2 1.3 56 1.1 56 1.1 
75 60.2 3.1 55.9 8.2 50.7 10.6 
100 69.2 2.9 57.2 7.6 52.1 9.6 
     
Table 6-9: Results of Case 3 based on K-Means 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 17.2 24.1 17.2 25.6 17.2 29.2 
25 33.4 21.2 29.6 22.2 27.1 29.1 
35 26.7 11.6 22.3 12.6 23.3 16.7 
50 59.6 2.4 58.4 4.1 58.4 4.1 
75 61.1 0.7 63.4 0.9 63.4 1 







Table 6-10: Results of Case 3 based on K-Medoids 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 20.1 23.7 19.4 24.9 18.7 26.5 
25 19.8 23.1 19.8 25.1 19.8 26.4 
35 23.9 12.6 20.3 13.7 20.3 14.6 
50 60.4 1.1 63.1 1 66.7 0.9 
75 58.1 1.3 59.9 1.1 59.9 1.1 
100 63.4 0.6 64.2 0.5 64.2 0.5 
 
 Case 4 Analysis  
The results of Case 4 based on the clusters of FCM, k-means, and k-medoids are 
presented in Tables 6-11, 6-12, and 6-13, respectively. It is apparent from the results 
that the performance of the AIE algorithm based on the FCM’s clusters was better 
compared to its counterparts where more than 92% of evidential files was identified 
using the 35-cluster size. On the other hand, the proportion of notable files based on 
the clusters of k-means and k-medoids was less than 58% and 65%, respectively. 
This may have happened because the number of benign data within the first clusters 
was relatively high; consequently, this can lead to the clusters containing non-
notable files. 
The results highlighted that the setup of cluster size can influence the performance 
of the AIE algorithm in specific setups. For instance, 35-cluster size presented the 
highest performance among all the setups of FCM clusters while the 75-cluster size 
of k-means and the 100-cluster size of k-medoids demonstrated the best results. 
This occurred because there was a high proportion of notable artefacts with a small 






clusters. The time window had a small impact on the performance of the algorithm 
where the results were relatively similar among the three timeframes. However, the 
performance of the algorithm was noted to become low by increasing the length of 
the time window using the 75-cluster size of k-means. In contrast, the process of 
associating artefacts showed its ability to identify the sub-cluster containing the 
notable artefacts. The above analysis was conducted with only two iterations 
because the increase of iterations number gains high proportion of benign data 
instead of notable data. However, the AIE algorithm could only identify two clusters 
containing evidential artefacts. Those clusters were not located in a single category 
where the first one belongs to the file list while the second cluster belongs to the 
EXIF category. 
Table 6-11: Results of Case 4 based on FCM 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 43.3 3.2 43.3 3.7 43.3 4.1 
25 43.3 2.4 43.3 2.9 43.3 3 
35 92.9 0.2 92.9 0.2 92.2 0.2 
50 57.3 1.1 43.3 3 43.3 3.3 
75 42.9 2.1 53.5 2.2 42.9 2.5 
100 43.3 2.5 45.8 2.7 43.3 2.9 






Table 6-12: Results of Case 4 based on K-Means 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 43.3 3.2 43.3 3.7 43.3 4.1 
25 43.3 3.2 43.3 3.7 43.3 4.1 
35 43.3 3.2 43.3 3.6 43.3 3.9 
50 43.3 3.2 43.3 3.8 43.3 3.9 
75 57.3 1.2 45.2 1.8 45.2 1.8 
100 43.3 2.3 43.3 2.5 43.3 2.9 
 
Table 6-13: Results of Case 4 based on K-Medoids 
Time window 
(minute) 
1 3 5 
Cluster size ✓  ✓  ✓  
15 43.3 3.2 43.3 3.7 43.3 4.1 
25 43.3 3.2 43.3 3.7 43.3 4.1 
35 43.3 2.8 43.3 3.4 43.3 3.5 
50 43.3 3.1 43.3 3.6 43.3 3.7 
75 64.2 1.1 64.2 1.1 64.2 1.1 
100 43.3 2 43.3 2.3 43.3 2.7 
 
 Discussion  
From the aforementioned results, the performance of the AIE algorithm is generally 
encouraging. It has proved its ability to identify more than 92% of notable artefacts 
with a small amount of benign data. The intelligent approaches of evidence 
identification in an automated way can help solve issues regarding the volume of 






With the aim of gaining a proper analysis of interesting files during the investigation, 
it is important to identify the first cluster containing a large number of evidential 
artefacts. The algorithm has succeeded in determining the cluster including a large 
proportion of evidence across the four cases. Once the first cluster is specified, the 
process sub-cluster identification can be performed. 
The results of sub-clusters were analysed based on four factors: the influence of the 
algorithm type, the influence of the cluster size, the influence of the time window, and 
the influence of the iteration number. Regarding the algorithm type, the performance 
of AIE using the clusters of FCM showed the best results across the four cases. This 
might have occurred because the AIE algorithm tries to identify the clusters with a 
large number of notable files where the clusters of FCM contained a high proportion 
of evidential artefacts compared to other clustering algorithms. In comparison, the 
results from the AIE algorithm based on the clusters of k-means and k-medoids also 
presented a good identification of evidence. In addition, a small proportion of benign 
data was obtained besides the evidential files.  
Figure 6-5 illustrates the impact on the performance of the AIE algorithm based on 
the setup of cluster size and time window using the FCM clusters. It is noticeable 
from the figures that the cluster size has a high influence on the algorithm’s 
performance. The performance of the first two cases was very good using the 
clusters of small setups. In contrast, the large setups of cluster size within the third 
case presented the best results. While the results of the fourth case revealed that 
only the 35-cluster size had a high impact on the performance, the others showed its 






four cases based the cluster size indicates the AIE algorithm can create better results 
using the small setups of cluster sizes with the cases containing a small number of 
artefacts. For the cases containing a large number of files, the large setups of cluster 
sizes would be suitable to obtain the algorithm’s best performance.  
The factor of time window can also have a high impact on the performance of the 
algorithm if the actions of a forensic case took place simultaneously. It is obvious the 
time window with a long duration can lead to more files for the analysis in terms of 
notable and benign data. In this situation, the results of the first case illustrated that 
the longer duration of the time window demonstrated more notable files than the 
shorter duration. In contrast, the second case showed that short durations with small 
setups of cluster sizes showed a better performance than long durations. The results 
of the third and fourth cases illustrated that time window has little impact on the 
algorithm’s accuracy. With those cases, the process of associating artefacts showed 
the ability to identify the sub-clusters in assisting with timeline analysis.  
Concerning how many iterations should be performed to gain the proper clusters, the 
results revealed all the above factors can be counted to determine the number of 
iterations. In addition, the number of metadata categories and the size of each 
category can determine the iteration number. For instance, using five iterations, the 
cases with larger numbers of artefacts appeared to operate better in larger 
configurations of cluster size while the cases with a small number of artefacts 








































































































 Conclusion  
This chapter has presented a developed algorithm to identify evidence in an 
automated way. The algorithm is performed on the output of a clustering approach 
to identify the first cluster and then sub-clusters. The experimental results revealed 
the developed algorithm can correlate the evidential artefacts from various clusters 
where those clusters come from different categories of data within a single case. In 
addition, the algorithm can be used as a triage tool to refine and evaluate the view 
of investigators in solving various computer-based crimes. Therefore, it can help to 
reduce the burden on the investigators in correlating the files in big and 







7 Conclusion and Future Work  
This chapter concludes the thesis by highlighting the contributions and achievements 
of research, the limitations and obstacles encountered, and outlining the potential 
areas that can be investigated in future research work. The research aimed to define, 
design, and develop an automated approach that can analyse and correlate 
evidence from big and heterogeneous resources in an efficient and timely manner.  
This aim was achieved by examining the current state of the art to define the gap 
that needs to be addressed and by carefully studying the possible and most suitable 
approaches to dealing with the problem. Empirical experiments were conducted 
using various cases of real-life forensic data to validate the defined concept and the 
result was evaluated.  
 Contributions and Achievements of the Research 
The research has achieved all the aims and the objectives stated in Chapter 1. The 
following points are the main achievements of this research: 
 Investigating the domain of big and heterogeneous resources within digital 
forensic investigation from various aspects, such as volume of digital 
forensic data, the heterogeneity of evidence, and the required time to identify 
evidence. 
 Demonstrating comprehensive literature of existing research in the domain 
of big and heterogeneous data to explore the aspects of the research 
problem that the literature has not addressed. These aspects were how to 






methods on datasets containing string records, what clustering methods can 
work on forensics data, and how to identify the evidence in an automated 
way.     
 Developing a novel algorithm for the merging of datasets through a 
‘characterisation and harmonisation’ process. This algorithm provides a 
fusion of similar metadata categories across multiple and heterogeneous 
resources within a single case. Consequently, it leads to overcoming 
heterogeneity issues and making the examination and analysis easier. 
 Developing a clustering approach using c-means (FCM), k-means, and k-
medoids algorithms to identify the evidential files and isolate the non-related 
files based on their metadata.  
 Developing an automated algorithm to identify the evidential artefacts based 
on a combined process of the clusters, timeline analysis, and association 
artefacts. This combination is used to provide a robust and refined artefact 
identification process.  
 Conducting a series of experiments using both real life and public cases 
aiming to evaluate the effectiveness and the performance of the above-
developed algorithms and approaches. 
Several papers related to the research have been presented and published in 
refereed journals and conferences. As a result, the research is considered having 
made positive contributions to the field of digital forensic investigation and 







 Limitations of Research 
Although the research’s objectives have been achieved, a number of issues related 
to this research must be considered. Limitations of the research are follows:  
 The experimental dataset was limited in terms of the number of resources 
being included in each case. Ideally, more resources would have provided a 
more reliable measure of performance that could be achieved in practice. 
 The characterisation process demonstrated good results, but it failed to 
identify the nature of binary data in order to merge the right files. 
 The clustering approach proved its ability to group the evidential artefacts 
within three clusters, but it has no ability to isolate the evidential files within a 
single cluster only.  
 The AIE algorithm only depends on the association artefacts and timeline 
analysis to identify the sub-clusters, but it may not be an ideal process to 
apply on the cases with deleted executable files. 
 Opportunities for Future Work          
The research contribution has improved the concerns of the heterogeneity of big data 
within digital forensics. Nevertheless, a number of further investigations relevant, 
particularly with the presented study scope, exist for future work. These suggestions 
are described below.  
 Developing the harmonisation process to be more accurate by using an 
intelligent procedure by analysing the nature of binary data to merge similar 






technologies and applications to make the characterisation and 
harmonisations algorithms more generalised in practice. 
 Using alternative algorithms of unsupervised machine learning in the 
clustering approach to generate centres of clusters thereby determining the 
only the evidential artefacts. 
 Developing the AIE algorithm in terms of identifying the evidential artefacts 
using more various features of criminals, such as a criminal behaviour, as 
well as combining the AI techniques and AIE algorithm in determining 
additional artefacts, such as deleted files.        
 The Future of Heterogeneous Data in Digital Forensics 
The continuing development of the storage technology, including increasing the 
storage capacity for customer devices and cloud computing services can clearly 
increase the challenges of digital forensic investigation. These challenges include 
the complexity, diversity, and correlation issues within forensic analysis. Despite that 
various digital forensic tools have been used in digital forensic investigations, their 
functionalities are not sufficiently enough to solve these above issues. In addition, 
these tools are struggling in dealing with various applications, such as WhatsApp, 
Skype, and many others. A few of forensic tools support multiple forensic images 
with a limited ability to correlate artefacts across file system and application data. 
Therefore, the examiner should use various forensic applications manually to 
examine and analyse the case. As a result, this research has suggested novel 
approaches to overcome the issue of heterogeneous data in which the examiner can 






A further opportunity for future research relates to outcomes of triage processes on 
real-world devices and data to determine the most applicable methodology to deploy, 
which also provides for future needs, which could also include a review of the 
acceptance of triaged evidence in a legal environment and whether the various 
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Appendix A - Publications 
1. Mohammed, H. J., Clarke, N., & Li, F. (2016). An Automated Approach for Digital 
Forensic Analysis of Heterogeneous Big Data. Journal of Digital Forensics, Security 
and Law, 11(2), 137-152. 
DOI: https://commons.erau.edu/jdfsl/vol11/iss2/9/ 
Abstract: the major challenges with big data examination and analysis are volume, 
complex interdependence across content, and heterogeneity. The examination and 
analysis phases are considered essential to a digital forensics process. However, 
traditional techniques for the forensic investigation use one or more forensic tools to 
examine and analyse each resource. In addition, when multiple resources are 
included in one case, there is an inability to cross-correlate findings which often leads 
to inefficiencies in processing and identifying evidence. Furthermore, most current 
forensics tools cannot cope with large volumes of data. This paper develops a novel 
framework for digital forensic analysis of heterogeneous big data. The framework 
mainly focuses upon the investigations of three core issues: data volume, 
heterogeneous data and the investigators cognitive load in understanding the 
relationships between artefacts. The proposed approach focuses upon the use of 
metadata to solve the data volume problem, semantic web ontologies to solve the 
heterogeneous data sources and artificial intelligence models to support the 
automated identification and correlation of artefacts to reduce the burden placed 







2. Mohammed, H. J., Clark, N. L., & Li, F. (2018). Automating the harmonisation of 
heterogeneous data in digital forensics. In 17th European Conference on Cyber 
Warfare and Security (pp. 299-306). Academic Conferences and Publishing 
International Limited. 
DOI: https://core.ac.uk/download/pdf/160743377.pdf 
Abstract: Digital forensics has become an increasingly important tool in the fight 
against cyber and computer assisted crime. However, with an increasing range of 
technologies at people’s disposal, investigators find themselves having to process 
and analyse many systems (e.g. PC, laptop, tablet, Smartphone) in a single case. 
Unfortunately, current tools operate within an isolated manner, investigating systems 
and applications on an individual basis. The heterogeneity of the evidence places 
time constraints and additional cognitive loads upon the investigator. Examplels of 
heterogeneity include applications such as messaging (e.g. iMessenger, Viber, 
Snapchat and Whatsapp), web browsers (e.g. Firefox and Chrome) and file systems 
(e.g. NTFS, FAT, and HFS). Being able to analyse and investigate evidence from 
across devices and applications based upon categories would enable investigators 
to query all data at once. This paper proposes a novel algorithm to the merging of 
datasets through a ‘characterisation and harmonisation’ process. The 
characterisation process analyses the nature of the metadata and the harmonisation 
process merges the data. A series of experiments using real-life forensic datasets 
are conducted to evaluate the algorithm across five different categories of datasets 
(i.e. messaging, graphical files, file system, Internet history, and emails), each 






disparate datasets). The results showed that the algorithm is able to merge all fields 
successfully, with the exception of some binary-based data found within the 
messaging datasets (contained within Viber and SMS). The error occurred due to a 
lack of information for the characterisation process to make a useful determination. 
However, upon the further analysis it was found the error had a minimal impact on 
subsequent merged data. 
3. Mohammed, H., Clarke, N., & Li, F. (2018). Evidence identification in 
heterogeneous data using clustering. In Proceedings of the 13th International 
Conference on Availability, Reliability and Security (p. 35). ACM. 
DOI: https://dl.acm.org/citation.cfm?id=3233271 
Abstract: Digital forensics faces several challenges in examining and analyzing data 
due to an increasing range of technologies at people's disposal. The investigators 
find themselves having to process and analyze many systems manually (e.g. PC, 
laptop, Smartphone) in a single case. Unfortunately, current tools such as FTK and 
Encase have a limited ability to achieve the automation in finding evidence. As a 
result, a heavy burden is placed on the investigator to both find and analyze 
evidential artifacts in a heterogenous environment. This paper proposed a clustering 
approach based on Fuzzy C-Means (FCM) and K-means algorithms to identify the 
evidential files and isolate the non-related files based on their metadata. A series of 
experiments using heterogenous real-life forensic cases are conducted to evaluate 
the approach. Within each case, various types of metadata categories were created 
based on file systems and applications. The results showed that the clustering based 






five clusters. The proportion across the five clusters was 100% using small 
configurations of both FCM and K-means with less than 16% of the non-evidential 
artifacts across all cases -- representing a reduction in having to analyze 84% of the 
benign files. In terms of the applications, the proportion of evidence was more than 
97%, but the proportion of benign files was also relatively high based upon small 
configurations. However, with a large configuration, the proportion of benign files 
became very low less than 10%. Successfully prioritizing large proportions of 
evidence and reducing the volume of benign files to be analyzed, reduces the time 
taken and cognitive load upon the investigator. 
 
 
