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Abstract
Title: Summarization of web comments
Text summarization is a process of reducing a given text to a concise
and fluent shorter version. With rapidly increasing amounts of textual data,
automatic text summarization could save time and reduce work. This task
is non-trivial since it requires knowledge of vocabulary, semantics and cog-
nitive processing. Pre-trained language models such as BERT contain ex-
tensive language knowledge. They can be used to transfer models trained
in resource-rich languages to low-resource languages. In this work, we lever-
age knowledge of two BERT models: CroSloEngual BERT and multilingual
BERT for transfer learning. We test extractive and abstractive summa-
rization approaches that extend BERT architecture. We test the proposed
approach on dataset of Croatian comments without summaries. We evalu-
ate models using ROUGE and BERTScore and perform human evaluation.
Trained abstractive models are able to detect keywords and a general topic,
but struggle with the languages not present in the training data and produce
false information. Extractive summarization models are reliable and have a
good coverage of topics and contain important sentences.
Keywords
word embeddings, cross-lingual embeddings, low-resource languages, abstrac-
tive summarization, extractive summarization, deep neural networks, lan-
guage models, transfer learning

Povzetek
Naslov: Povzemanje spletnih komentarjev
Povzemanje besedila je postopek krčenja besedila na tekočo kraǰso različi-
co. Ker se obseg besedilnih podatkov hitro povečuje, lahko samodejno povze-
manje besedil uporabnikom prihrani čas in zmanǰsa kognitivno obremenitev.
Naloga zahteva poznavanje besedǐsča in semantike. Vnaprej naučeni veliki je-
zikovni modeli, kot je BERT, vsebujejo obsežno znanje jezika. Uporabljajo se
lahko za prenos znanja iz modelov, naučenih na jezikih, bogatih z viri, v jezike
z malo viri. V tem delu za medjezikovni prenos izkorǐsčamo znanje dveh mo-
delov tipa BERT: trojezičnega hrvaško-slovensko-angleškega in večjezičnega
modela. Preizkušamo ekstraktivne in abstraktivne pristope povzemanja, ki
razširjajo arhitekturo BERT. Modele preizkusimo na podatkovnih množicah
hrvaških komentarjev, ki nimajo povzetkov. Rezultate ocenjujemo z uporabo
metrik ROUGE in BERTScore ter s človeškim vrednotenjem. Naučeni ab-
straktivni modeli ustvarjajo dobre povzetke v jezikih, v katerih so naučeni. V
jezikih, ki niso bili vključeni v učno množico so manj uspešni, zaznajo ključne
besede in splošno tematiko, ampak vključujejo pa tudi napačne podatke. Mo-
deli ekstraktivnega povzemanja so zanesljivi, dobro pokrivajo tematike ter
vsebujejo dejansko pomembne stavke.
Ključne besede
vložitve besed, medjezikovne vložitve, jeziki z malo viri, abstraktivno povze-
manje, ekstraktivno povzemanje, globoke nevronske mreže, jezikovni modeli,
učenje s prenosom znanja

Razširjen povzetek
Eksplozija besedilnih informacij v dobi velikih podatkov je povečala potrebo
po učinkovitem pridobivanju pomembnih informacij iz velikih količin bese-
dila. Primer besedilnih podatkov, katerih obseg se hitro povečuje, so spletni
komentarji. Sistemi za komentiranje običajno na vrhu spletne strani prikažejo
najnoveǰse in najbolj priljubljene komentarje. Povzetek komentarjev bi lahko
omogočil bolǰse razumevanje celotne niti komentarjev pogovora in raziskova-
nje podatkov z novih vidikov.
Samodejno povzemanje besedila je postopek zmanǰsevanja velikosti be-
sedila na jedrnato in tekočo kraǰso različico, ki ohranja ključne informacije
in pomen. Obstajata dva pristopa k reševanju te naloge: ekstraktivno in
abstraktivno povzemanje.
Ekstraktivno povzemanje ocenjuje stavke po pomembnosti, stavki z najvi-
šjimi ocenami pa so vključeni v povzetek. Abstraktivno povzemanje želi najti
pomembne besedne zveze v stavkih in jih izraziti na nov način.
I Kratek pregled sorodnih del
Klasične metode za ekstraktivno povzemanje komentarjev [1, 2] vključujejo
odkrivanje tem v komentarjih (npr. z gručenjem ali luščenjem tematik) in
izračun pomembnosti komentarjev različnimi tehnikami (npr. PageRank,
vzajemno informacijo, TF-IDF). Pristopi, ki uporabljajo nevronske mreže,
ekstraktivno povzemanje obravnavajo kot klasifikacijski problem, kjer model
odloča, ali naj bo stavek del povzetka ali ne.
i
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Pri pripravi povzetkov ljudje običajno najprej izberejo pomembne bese-
dne zveze in jih nato parafrazirajo. Gehrmann et al. [3] so to uporabili kot
motivacijo za nevronsko abstraktivno povzemanje. Pristop uporablja izbirno
masko za omejitev nevronskega modela in izbira dele vhoda, ki naj bodo del
povzetka.
Cohan et al. [4] so predlagali prvi model abstraktivnega povzemanja dol-
gih dokumentov (npr. znanstvenih člankov). Razširili so kodirnik rekurentne
nevronske mreže (RNN) na hierarhični RNN tako, da zajame strukturo di-
skurza v dokumentu. Vsak odstavek je kodiran. Dekodirnik je seznanjen z
diskurzom, kar pomeni, da pri dekodiranju povzetka upošteva ustrezen od-
stavek.
See et al. [5] so predstavili hibridno kazalčno-generatorsko mrežo, ki jo
lahko razumemo kot kombinacijo ekstraktivnega in abstraktivnega pristopa.
Mreža kopira besedo iz izvornega besedila s kazalcem, hkrati pa ohranja
možnost ustvarjanja novih besed z generatorjem.
Chen et al. [6] so predlagali hibridno ekstraktivno-abstraktivno arhitek-
turo. Podobno kot ljudje, model najprej uporablja agenta za izbiro stav-
kov, nato pa abstraktivno mrežo, da povzame izvlečene stavke. Ekstraktor
združuje spodbujevalno učenje in kazalčne mreže, abstraktor pa je preprost
kodirnik-poravnava-dekodirnik z mehanizmom za kopiranje. Spodbujevalno
učenje na podlagi strategij (angl. policy-based) se uporablja za povezavo
med ekstraktorjem in abstraktorjem.
Liu et al. [7] so preučevali vpliv vnaprej naučenoga jezikovnega modela
na povzetke besedil. Predstavili so kodirnik, ki je razširitev modela BERT
za kodiranje dokumenta in izražanje njegove semantike. Predlagali so rešitev
tako za ekstraktivne kot abstraktivne modele.
Abstraktivni povzemalniki se spopadajo s ponavljanjem, besedami, ki
niso v slovarju, in netočno reprodukcijo podrobnosti.
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I.I Vložitve besed
Za uporabo z nevronskimi mrežami so besede preslikane v visokorazsežni
vektorski prostor, kjer je zajet njihov kontekst, pomenska in skladenjska po-
dobnost ter odnos z drugimi besedami. Nevronske metode, kot so word2vec
[8] in GloVe [9], so ustvarile vektorske predstavitve, ki lahko zajamejo tudi
semantiko. Pri kontekstnih vložitvah besed, kot so ELMo [10], GPT-2 [11] in
BERT [12], ima lahko ista beseda različne predstavitve, odvisno od okolǐskih
besed v stavku.
Medjezikovne vložitve poravnajo vložitvene prostore različnih jezikov v
skupen vektorski prostor [13]. Na ta način lahko pomen besed primerjamo
med jeziki in modele, naučene na enem jeziku, prenesemo v druge jezike, na
primer iz jezika, bogatega z viri, v jezik z malo viri.
Devlin et al. [12] so z uvedbo jezikovnega modela BERT revolucionalizi-
rali obdelavo naravnega jezika. Čeprav pristop ne uporablja eksplicitnih med-
jezikovnih poravnav, je večjezični BERT prinesel dobre rezultate v različnih
jezikih in pri različnih nalogah [14].
Cilj te naloge je preučiti metode za prenos povzemalnih modelov med
jeziki in izbran pristop preizkusiti na problemu povzemanja hrvaške podat-
kovne množice spletnih komentarjev. Naša podatkovna množica nima pov-
zetkov, kar pomeni, da bomo morali uporabiti obstoječe modele za povzema-
nje. Ker so ti modeli naučeni na podatkovnih množicah v različnih jezikih,
bomo za prenos znanja med jeziki uporabili večjezične modele tipa BERT.
II Metodologija in modeli
Liu et al. [7] so predlagali nov pristop k povzemanju besedil z uporabo mo-
delov BERT. Raziskovali so tako ekstraktivno kot abstraktivno povzemanje.
Predlagali so nov kodirnik na ravni dokumenta z imenom BertSum, ki te-
melji na modelu BERT, kodira dokument in zagotavlja predstavitev stavkov.
Pristop ekstraktivnega povzemalnika, imenovanega BertSumExt, deluje na
problemu klasifikacije stavkov. Kodirnik ustvarja predstavitve stavkov, klasi-
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fikator pa izbere stavke za povzetke. Za abstraktivno povzemanje avtorji upo-
rabljajo princip kodirnik-dekodirnik in model poimenujejo BertSumAbs.
Uporabljajo ločeno izpopolnjevanje za kodirnik in dekodirnik. Poleg tega
so predlagali model BertSumExtAbs, kjer je kodirnik najprej doučen na
nalogi ekstraktivnega povzemanja, nato pa še na nalogi abstraktivnega pov-
zemanja. Ta pristop je preprost, saj ne spreminja arhitekture modela in
izkorǐsča izmenjavo informacij med obema nalogama.
Podatkovna množica STA je sestavljena iz novic v slovenskem jeziku s
povzetki. Podatkovna množica CNN/DailyMail je sestavljena iz angleških
novic in se pogosto uporablja kot primerjalna podatkovna množica za pov-
zemanje. Hrvaška podatkovna množica uporabnǐskih komentarjev nima pov-
zetkov, zato za učenje uporabljamo podatkovni množici STA in CNN/Daily-
Mail, naučene modele pa preizkušamo na hrvaški podatkovni množici.
Za ocenjevanje modelov uporabljamo meri ROUGE in BERTScore. RO-
UGE šteje skupne besede v izdelanem in referenčnem povzetku, medtem ko
BERTScore izračuna kosinusno podobnost med kontekstnimi vložitvami
besed, ki jih vrne model BERT.
Ker sta Liu et al. [7] delala samo z modelom BERT za angleški jezik, smo
njihovo kodo razširili za delo z drugimi modeli BERT. Za učenje s prenosom
znanja smo prilagodili večjezični BERT in CroSloEngual BERT [15].
III Rezultati na množici STA novic
Ker so bili naši modeli naučeni na podatkovnih množicah STA in CNN/Daily-
Mail, smo jih najprej preizkusili na teh podatkovnih množicah. Za povzetke,
pridobljene z ekstraktivnim povzemanjem, smo število stavkov postavili na
3. S to nastavitvijo smo modele preizkusili le na besedilih z najmanj 7 stavki.
V tabeli 1 predstavljamo ocene za modele, preizkušene na podatkovni
množici STA. Abstraktivni modeli imajo bolǰse ROUGE ocene kot ekstrak-
tivni modeli. Najbolǰsa modela glede na oceno ROUGE sta modela StaCnn-
AbsCse in StaCnnExtCse. Zdi se, da so dodatni podatki v drugem jeziku
v
Tabela 1: Rezultati za množico STA
Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
Abstractive
StaAbsCse 28.06 11.29 23.74 52.47
StaAbsMul 24.53 8.35 21.42 64.22
StaCnnAbsCse 28.69 11.03 24.41 51.99
Extractive
StaExtCse 24.91 6.71 20.66 49.09
StaExtMul 24.63 6.41 20.40 61.68
StaCnnExtCse 25.23 6.78 20.92 49.12
povečali kakovost modelov. CroSloEngual modeli imajo nekoliko bolǰse RO-
UGE rezultate kot modeli, ki temeljijo na mBERT. Po merilu BERTScore
modeli mBERT dajejo bolǰse povzetke kot modeli CroSloEngual. StaAbsCse
je najbolǰsi med modeli na podlagi modela CroSloEngual BERT.
Primere povzetkov smo analizirali tudi ročno. Abstraktivni modeli lahko
v večini primerov ustvarijo smiselne stavke. Njihova kakovost in tekočnost se
ne spreminja pri različnih temah. V povzetkih se iste informacije včasih po-
novijo v več stavkih v različnih frazih. Na koncu povzetka včasih dobimo ne-
smislene besede. Modeli dobro vključijo ustrezne informacije iz učnih množic.
Vendar ta sposobnost vodi tudi do ustvarjanja napačnih podatkov. Model
temo izvornega besedila poveže s prej videnimi podatki, kar lahko privede do
vključitve informacij iz učnih podatkov v povzetek, čeprav so te informacije
odveč ali napačne.
Čeprav dajeta ROUGE in BERTScore vǐsje ocene za abstraktivne mo-
dele, po človeški oceni ugotavljamo, da ti povzetki glede informacij, ki jih
vsebujejo, niso zanesljivi.
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IV Rezultati na hrvaški množici komentarjev
To analizo smo začeli z podatkovno množicom CNN/DailyMail. Naša prva
ideja je bila, da uporabimo CroSloEngual BERT, saj je naučen na hrvaških,
slovenskih in angleških besedilih in vsebuje znanje o odnosih med hrvaškim
in angleškim jezikom. Če model naučimo z CroSloEngual BERT na angleških
besedilih in mu nato predstavimo hrvaška besedila, bi moral biti sposoben
pripraviti smiselne povzetke. Rezultati dobljenih abstraktivnih modelov so
bili povzetki v angleškem jeziku, ki niso bili povezani z izvornimi besedili. Ti
modeli so se naučili proizvajati samo angleške besede. Najprej smo domne-
vali, da je ta rezultat posledica dejstva, da angleščina in hrvaščina nimata
skupnih besed in podbesed. Ker nismo učne množice v hrvaščini, smo se
odločili, da poskusimo z učenjem na množici STA, saj imata slovenski in
hrvaški jezik veliko prekrivajočih se besed in podbesed.
Spet smo ročno analizirali primere povzetkov. Abstraktivni modeli niso
zmogli izdelati povzetkov v hrvaškem jeziku. StaCnnAbsCse model ustvarja
povzetke v angleščini, drugi modeli pa povzetke v slovenskem jeziku. Nekaj
informacij vendarle izvlečejo iz izvornih besedil. Znajo zaznati ključne besede
in tematiko, vendar te informacije kombinirajo z znanjem iz učnih množic
in dajejo napačne informacije. Medtem ko abstraktivni modeli, naučeni na
podatkovnih množicah STA in CNN/DailyMail, lahko pripravijo smiselne
povzetke v naučenih jezikih, so hrvaški povzetki netekoči in v primerjavi
s povzetki STA bolj ponavljajo besede. Bolj so prisotne nesmislene besede.
Tekočost povzetkov se razlikuje med različnimi temami, kar je še posebej opa-
zno pri modelu StaCnnAbsCse. Ta model včasih meša besedǐsča različnih
jezikov z naučenimi podatki.
V tabeli 2 predstavljamo rezultate za vse modele. ROUGE ocene so nizke,
kot je bilo pričakovano za abstraktivne modele, saj v izdelanih povzetkih ni
hrvaških besed. Ekstraktivni modeli lahko pripravijo koristne povzetke.
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Tabela 2: Rezultati za hrvaško množico
Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
Abstractive
StaAbsCse 12.25 0.84 11.23 40.81
StaAbsMul 8.17 0.44 7.92 46.45
StaCnnAbsCse 6.67 0.24 6.48 36.22
Extractive
StaExtCse 38.70 22.39 36.31 55.78
StaExtMul 37.24 21.97 35.33 64.29
StaCnnExtCse 37.71 20.96 35.29 55.81
V Sklep
Številni pristopi obdelave naravnega jezika se spopadajo s pomanjkanjem
podatkov za jezike z malo viri. Učenje s prenosom znanja lahko pomaga
ublažiti to težavo. Veliki vnaprej naučeni jezikovni modeli, kot sta večjezični
BERT in CroSloEngual BERT, se lahko uporabljajo za prenos znanja iz
modelov, naučenih na jezikih, bogatih z viri, v jezike z malo viri.
Naučili smo ekstraktivne in abstraktivne modele povzemanja na učnih
množicah v slovenskem in angleškem jeziku in jih preizkusili na hrvaški
množici spletnih komentarjev, ki nimajo povzetkov. Uporabili smo dva
različna modela BERT, večjezični BERT in CroSloEngual BERT. Abstrak-
tivni modeli ustvarjajo povzetke v jezikih, v katerih so naučeni. Zaznajo
ključne besede in splošno tematiko. Te informacije kombinirajo z znanjem
iz učnih množic in zato vključujejo napačne podatke. Modeli ekstraktivnega
povzemanja so zanesljivi, dobro pokrivajo tematike ter vsebujejo dejansko
pomembne stavke.
Prihodnje študije bi lahko raziskale medjezikovni prenos z drugimi vna-
prej naučenimi jezikovnimi modeli, kot je XLM. Učna množica v hrvaškem
viii
jeziku s povzetki bi prinesla bolǰse modele in rezultate. Ker imajo abstrak-
tivni modeli težave z jeziki, ki niso prisotni v učnih množicah, bi lahko s
strojnim prevajanjem preslikali vhodno besedilo v enega od učnih jezikov in
nato povzetek nazaj v izvorni jezik. Kontekstne vložitve tipa BERT bi bilo




The explosion of textual information in the big data era increased the ne-
cessity to effectively extract only relevant information from large volumes
of text. Since manual text summarization is time expensive and requires a
lot of work, researchers in the field of NLP focused on the automatic text
summarization task. This task is complex and non-trivial since it requires
extensive knowledge of vocabulary, semantics and cognitive processing which
computers lack.
An example of text data whose volume increases rapidly are web com-
ments. Commentary systems usually show the newest and the most popular
comments on the top. This can be misleading since the diversity of topics
and opinions is lost and we get an inaccurate impression of the overall dis-
cussion. With proper analysis, we could extract diversified viewpoints and
relevant information. A summary of the comments could provide the pos-
sibility to understand the overall conversation better and explore data from
new perspectives.
In the following sections we will introduce existing approaches for text
summarization and methods for vector representations of text.
1
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1.1 Automatic text summarization
Automatic text summarization is a process of reducing a given text to a con-
cise and fluent shorter version while preserving key information and meaning.
There are two different approaches to solving this task: extractive and ab-
stractive summarization.
Extractive summarization originated in the 1950s. Different methods are
used to score sentences by relevance, and the sentences with the highest scores
are included in the summary. While this method can produce useful sum-
maries, it only copies sentences from the original text and cannot introduce
new vocabulary or paraphrases like humans tend to do.
Abstractive summarization aims to find important phrases in sentences
and express them using new words. Abstractive summarization takes advan-
tage of developments in deep learning. Common problems with this approach
are related to natural language generation and semantic representation. The
problem is challenging since it requires extensive knowledge of language vo-
cabulary and understanding of relationships between forms and meanings of
words.
1.2 Related research
Classic methods for the extractive summarization of comments [1, 2] include
the detection of topics in comments (e.g. with K-means or LDA Topic Mod-
eling), and calculating scores for each comment using different scoring tech-
niques (e.g., PageRank, Mutual Information, TF-IDF). Recently extractive
summarization approaches that use neural networks gained more popularity
[16]. Most studies treat the extractive summarization as a classification prob-
lem, where a model decides whether a sentence should be part of a summary
or not. These types of extractors are often used in abstractive summarization
models to increase their performance by first selecting important sentences
which are then paraphrased by the abstractor [7], [6].
With the development of deep learning and sequence-to-sequence models,
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research studies focused on abstractive summarization.
When producing summaries people tend to first select important phrases
and then paraphrase them. Gehrmann et al. [3] used this as a motivation for
bottom-up attention for neural abstractive summarization. This approach
uses a selection mask to constrain a neural model. The content selection
system determines tokens that should be part of the summary. As a result,
model produces grammatical outputs and preserves fluency advantages of
neural abstractive summarizers.
Many studies reported promising results in the summarization of short
documents. Longer text, however, are more challenging since they require
higher levels of abstraction. Cohan et al. [4] proposed the first model for
abstractive summarization of long documents (e.g., research papers). They
extend the recurrent neural network (RNN) encoder to a hierarchical RNN to
capture document discourse structure. Each section is encoded as well as the
document. The decoder is discourse-aware, which means that when decoding
a summary, the relevant section is taken into account and this information
is used to modify word-level attention function.
See et al. [5] presented a hybrid pointer-generator network that can be
seen as a balance between extractive and abstractive approaches. Network
copies word from the source text via pointing, while keeping the ability to
produce new words with the generator. The coverage model keeps track of
what has been summarized and eliminates the repetition.
Chen et al. [6] proposed a hybrid extractive-abstractive architecture.
Similar to how humans produce summaries, the model first uses an extractor
agent to select sentences and then employs an abstractor network to rewrite
each of these extracted sentences. The extractor combines reinforcement
learning and pointer networks, and the abstractor is a simple encoder-aligner-
decoder with a copying mechanism. A policy-based reinforcement learning is
used as a bridge between extractor and abstractor. Sentence-level reinforce-
ment learning takes into account the word-sentence hierarchy, which helps it
model the language structure.
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Liu et al. [7] examined the influence of language model pretraining on
text summarization. They introduced a novel encoder which is an extension
of BERT for encoding the document and expressing its semantics. They
proposed a framework for both extractive and abstractive models. The ex-
tractive model is built on top of an encoder by adding several transformer
layers, while the abstractive model has encoder-decoder architecture and uses
the extended BERT as the encoder.
Although research studies provide promising results, the abstractive sum-
marizers still struggle to cope with the repetition, out-of-vocabulary words
and they tend to inaccurately reproduce factual details.
1.2.1 Word embeddings
Since plain text cannot be used in NLP algorithms, words have to be encoded
as vectors. Words are mapped into a high-dimensional vector space where
their context, semantic and syntactic similarity and relation with other words
are captured. One of the first neural methods of word vector representations
was word2vec [8], followed by GloVe [9]. These methods produced vector rep-
resentations that can capture semantics. However, word2vec and GloVe are
static vector representations, which means that a word has the same vector
representation regardless of the context (e.g., the word mouse can represent
an animal and a computer device, but vector representation in both cases
will be the same). To solve this problem, contextual word embeddings were
introduced, such as ELMo [10], GPT-2 [11] and BERT [12]. With contex-
tual word embeddings, the same word can have different representations,
depending on the surrounding words in a sentence.
Contextual word embeddings are trained on large corpora and contain
extensive language knowledge that can be transferred to specific NLP tasks,
such as sentence classification or text summarization. With the help of trans-
fer learning, models trained on top of these tasks can produce better results
with fewer data.
Large pre-trained models are mainly trained on text corpora in English
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or other resource-rich languages. Low-resource languages suffer from this
disadvantage and cannot train BERT-like models for different NLP tasks
with a comparable success rate. To mitigate this problem, cross-lingual word
embeddings were introduced. These embeddings align embedding spaces of
different languages into a joint vector space [13]. In this way, the meaning
of words can be compared across languages and models trained in one lan-
guage can be transferred to another, e.g., from resource-rich to low-resource
language.
Devlin et al. [12] have revolutionized NLP with the introduction of BERT
model. BERT broke state-of-the-art records for many different NLP tasks.
They published pre-trained BERT models in different languages, including
multilingual BERT which was trained using Wikipedia text from 104 lan-
guages. Even though it doesn’t rely on any explicit cross-lingual objectives,
multilingual BERT produced good results across languages on different tasks
[14].
The goal of this thesis is to examine methods for summarization of the
Croatian dataset of web comments. This dataset doesn’t have summaries,
which means that we will have to leverage existing summarization models.
Since these models are trained on datasets in different languages, we will
use different multilingual BERT models to transfer knowledge between lan-
guages.
1.3 Structure
The following chapters are organized as follows. In Chapter 2, we present
the used methodology. In Chapter 3, we present datasets used to train and
evaluate models. In Chapter 4, we explain evaluation metrics. Chapter 5
explains the training process and setup. In Chapter 6, we present and discuss
results. In Chapter 7, we conclude and propose future work. In Appendices
A and B, we provide examples of produced summaries for Slovenian and
Croatian dataset, respectively.
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Chapter 2
Methodology
In the following chapter we explain relevant methodology for this thesis.
We introduce recurrent neural networks used in many tasks that deal with
sequential data such as text. Transformer architecture is is a novel approach
for solving sequence-to-sequence tasks that allows parallelization and is an
improvement over recurrent neural networks. We introduce BERT language
model that uses transformer architecture. Liu et al. [7] proposed a text
summarization approach that is built on top of BERT. We will use their
summarization approach to train and test models on our datasets.
2.1 Deep neural networks
Machine learning can solve problems that require real world knowledge and
produces human-like decisions. Deep learning is a subfield of machine learn-
ing that achieved significant results in areas such as image recognition, speech
recognition and natural language processing. These areas deal with complex
concepts that are natural for a human to process while computer struggles
with them. Deep learning enabled computers to create and learn abstract
representations from simpler ones.
Layers are building blocks of neural networks and they are containers
of neurons. Deep neural networks contain more than one hidden layer. In
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(a) Neuron (taken from Raschka [17]) (b) Neural network (taken from Nielsen [18])
Figure 2.1: The schema of neuron (left) and feed-forward neural network
(right)
addition to hidden layers, each network has an input and output layer (Fig-
ure 2.1b). Each layer learns a specific set of features based on the output
of the previous layer. In this way, a sequence of layers will be trained on
progressively more complex features, extracted by previous layers.
The computation happens in neurons (Figure 2.1a). A neuron multiplies
each input value xi with the corresponding weight wi and assigns significance
to the input features (2.1). The weighted sum of the input features with
added bias b is passed to the activation function σ. The activation function
σ determines whether the neuron should be activated or not and to what
extent the output o should travel through the network. Common activation




wixi + b) (2.1)
The most popular artificial neural network is the feed-forward neural
network (FFN). In FFNs the information flows in one direction, from input to
output. The backpropagation algorithm updates weights during the training
and minimizes the error in prediction. It calculates the gradient of the loss
function with respect to the weights and biases of the network and propagates
weight updates from output to input.
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Figure 2.2: A recurrent neural network unfolded in time (taken from Britz
[19])
2.1.1 Recurrent neural networks
Contrary to feed-forward networks, in recurrent neural networks (RNNs)
information flow is cyclic (Figure 2.2). RNNs are used in many tasks that deal
with sequential data (e.g., text, audio or video frame sequences), where each
sequence is in relation with the previous ones. In NLP, a popular example is
a machine translation, where the model needs to know the information from
the previous words in order to predict the correct next word in a sentence.
RNN processes one word at a time. At each time step, RNN takes the
word embedding xt and calculates hidden state st based on the current input
xt and the previous hidden state st−1 (2.2). The activation function f can
be tanh, sigmoid, ReLU, etc. Output ot (2.3) is a probability distribution
across vocabulary and is used to predict the next word in a sequence.
st = f(Uxt +Wst−1) (2.2)
ot = softmax(V st) (2.3)
Unlike feed-forward neural networks, RNNs share weights U , W , V across
all steps. The loss function calculates the error between the predicted and
actual word, and this error is back-propagated to adjust the weights.
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Figure 2.3: The schema of LSTM network (taken from John [21])
The most important feature of the RNN is the hidden state st. It can
be understood as the memory of the network, as it stores the information
from the previous time steps. The weakness of RNNs are long-range de-
pendencies, which means that the hidden state cannot remember long-range
dependencies. The reason behind lies in the vanishing gradient problem. The
gradients provide the information for the weight updates, and as the gradients
get smaller with more distant layers, the weight updates become insignificant
and there is no real learning anymore. Long Short-Term Memory networks
(LSTM) [20] solve the short-term memory problem.
The core concepts in LSTM are the cell state and gates (Figure 2.3).
The cell state Ct represents the memory in LSTMs. It carries information
through each time step, and new information is added or removed via gates.
There are three gates, input, forget and output gate. Each of them consists
of a sigmoid layer σ and a pointwise multiplication operation.
Forget gate ft takes the previous hidden state ht−1 and the input xt,
passes them through the sigmoid function which outputs a number between
0 and 1, indicating to which extent we should keep the information (2.4).
Zero means we should forget it, one indicates to keep it. This number is then
multiplied with the cell state (2.7).
ft = σ(Wf · [ht−1, xt] + bf ) (2.4)
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The next step is to check which new information to store in the cell state.
The input gate it passes the previous hidden state and the input through
the sigmoid layer and outputs a number between 0 and 1, indicating how
important is the information (2.5). Tanh function outputs candidates C̃t
that could be added to the cell state (2.6). Its output is combined with the
output from the sigmoid layer it to decide which values to update. These
new candidate values are then added to the cell state (2.7).
it = σ(Wi · [ht−1, xt] + bi) (2.5)
C̃t = tanh(WC · [ht−1, xt] + bC) (2.6)
Ct = ft ∗ Ct−1 + it ∗ C̃t (2.7)
Finally, the output gate ot decides what should be the next hidden state
ht. Once again, the previous hidden state and the input are passed through
the sigmoid function (2.8). Cell state is passed through the tanh function, and
the output is multiplied with the sigmoid output to decide which information
should be passed to the next hidden state (2.9).
ot = σ(Wo · [ht−1, xt] + bo) (2.8)
ht = ot ∗ tanh(Ct) (2.9)
2.2 Encoder-decoder framework
Nowadays we meet large amount of data in the form of sequences, e.g., text
sequence, audio sequence and video frame sequence. This type of data is pro-
cessed and learned using sequence-to-sequence models. The encoder-decoder
architecture in sequence-to-sequence models is the standard approach in NLP
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Figure 2.4: Encoder-decoder framework (taken from Kostadinov [22])
for solving a variety of tasks, such as machine translation, text summariza-
tion, speech recognition and question-answering systems.
Recurrent unit (e.g., RNN or LSTM) takes the word vector representation
xt and the previous hidden state ht−1 at a time step t and outputs the
hidden state ht (Figure 2.4). The initial hidden state is filled randomly. The
final hidden state is called the encoder vector and it tries to encapsulate the
information from the input sentence. The encoder vector is the initial hidden
state for the decoder.
The decoder has a similar architecture as the encoder. At each time step
t, the recurrent unit takes the previous hidden state ht−1 and the output
(word) yt−1 from the previous unit and predicts the next word yt.
The problem with this architecture is that the only information the de-
coder receives is the encoder vector. For long sentences, the encoded sequence
vector is not a good representation, since RNNs and even LSTMs have dif-
ficulties with long-range dependencies, and the encoder vector doesn’t carry
enough information. However, the attention mechanism helps the model to
cope with long input sentences [23]. Just as humans tend to focus on spe-
cific parts to understand the full meaning, the same logic can be applied
to artificial systems to focus on particular words. The attention mechanism
provides the decoder with the hidden state from every encoder time step.
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There might be relevant information in every word in a sentence, and in this
way the decoder learns to pay attention to different parts of the input for
each word output.
The attention mechanism uses a score function a, also known as the align-
ment model, to assign different scores to each word from the input (2.10).
At each decoder step i, the alignment model is called for the previous de-
coder hidden state hdi−1 and each encoder hidden state he1 , ..., hen . A com-
bination of the encoder hidden state and the previous decoder hidden state
produces the score eij for the relevant encoder hidden state hej . These scores
are softmaxed and multiplied with the corresponding encoder hidden state.
Weighted sum of all encoder hidden states produces context vector ci for the
corresponding decoder step i (2.11). Using this context vector the decoder
knows which words in the input sequence contain important information that
could help with the prediction of the next word.





The main disadvantage of sequence-to-sequence models is that they are
not easy to parallelize due to their sequential nature. Even though recur-
rent units such as LSTMs are an improvement over RNNs when it comes
to remembering the information from the previous steps in long sentences,
the model still struggles with long-range dependencies. These problems are
all related to the recursive nature of processing units and therefore to the
architecture of the model.
2.3 Transformer architecture
Vaswani et al. [24] introduced the transformer architecture as a novel archi-
tecture for solving sequence-to-sequence tasks that allows parallelization and
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handling of long-range dependencies.
Transformer architecture is not sequential, which means that a whole
sentence can be processed at once instead of word by word. Long-range de-
pendencies represented a challenge in sequence tasks because of the length of
the paths the signals have to traverse in the network. This problem is solved
with the transformer architecture since it relies entirely on the self-attention
mechanism to capture dependencies between input and output sequence.
Recurrent networks capture the word order because they process word by
word. Transformer lacks this ability, and instead uses positional embeddings.
Positional embeddings capture the information about the position of the
tokens in the sequence.
Figure 2.5: Transformer architecture (taken from Alammar [25])
Transformer architecture consists of encoding and decoding components
(Figure 2.5). The encoding component consists of stacked encoders. Each
encoder has a multi-head self-attention mechanism and a feed-forward net-
work. The self-attention layer helps the encoder to consider other words in
the input sequence as it encodes a specific word. The decoder has a similar
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architecture as the encoder, with the addition of a third layer, the encoder-
decoder attention, which applies multi-head attention to the output of the
encoder stack. This layer helps the decoder to focus on the important parts
of the input sequence.
Figure 2.5 shows that each word flows through its own path. Self-attention
layer learns dependencies between words, but feed-forward layer doesn’t, so
multiple paths can be executed in parallel while flowing through the feed-
forward layer.
Vaswani et al. [24] refer to attention as scaled dot-product attention
(Figure 2.6). To calculate the self-attention we need to create three vectors
from the inputs for each encoder. For each input, we create the Query, Key
and Value vectors. Query vector of each word is multiplied with the Key
vectors of all words to obtain a score for each word. This score tells us the
influence of all other words on the query word. These scores are softmaxed
and multiplied with the Value vector of the query word. Finally, the weighted
values are summed and they represent the output of the self-attention layer
for the query word. In the implementation of self-attention layer calculations
are done with matrices (2.12).




Decoder self-attention layers create vectors from the inputs for each de-
coder. The Encoder-decoder layer, however, creates Query vectors from the
previous decoder and Key and Value vectors from the outputs of the encoding
component. This is similar to the attention mechanism in encoder-decoder
framework.
Vaswani et al. improved the self-attention layer by introducing the multi-
head attention mechanism (2.13). Instead of performing attention only once,
attention is calculated in parallel on different linearly projected versions of
queries, keys and values. In this way, the model learns to consider infor-
mation from different representation subspaces. In the end, the attention
function outputs are concatenated and once again projected. Projections are
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Figure 2.6: Scaled dot-product attention (left) and multi-head attention
(right) (taken from Vaswani et al. [24])

















BERT (Bidirectional Encoder Representations from Transformers) [12] is a
relatively new language model using a multi-layer bidirectional Transformer
encoder. It is pre-trained on the BooksCorpus (800M words) and English
Wikipedia (2,500M words).
Transformer architecture led to an improved contextual vector representa-
tions of words. Previous language models used recurrent units (RNN, LSTM)
and therefore could only be trained left-to-right or right-to-left. ELMo [10],
for example, used bidirectional LSTM cells, was trained in both directions
and its vectors were concatenated (see Figure 2.7). However, recurrent units
are not the only reason for directional training objective. The GPT-2 model
[11] is built using transformer decoder blocks, but it outputs one token at a
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Figure 2.7: Comparison of BERT, GPT-2 and ELMo architecture. BERT
uses a bidirectional Transformer, GPT uses a left-to-right Transformer,
ELMo concatenates output of left-to-right and right-to-left LSTMs. (taken
from Devlin et al. [12])
time, the same as ELMo due to its language modeling objective [26]. Lan-
guage modeling uses probabilistic techniques to determine probability distri-
bution over a sequence of words. Generating the next word in a sentence is
conditioned on previous words:
P (x1, ..., xn) =
n∏
i=1
P (xi|x1, ..., xi−1) (2.14)
A disadvantage of language modeling is that it conditions models to look
in only one direction. BERT introduced a new training objective that allows
looking both to left and right simultaneously: the masked language model.
In the masked language model, a certain percent of tokens is replaced with
[MASK] token (Devlin et al. [12] masked 15% of tokens). The model is
trained to correctly predict the masked words based on their context. In this
way, both left and right context is taken into account simultaneously.
BERT incorporates another training objective: consecutive sentence pre-
diction. This task is based on understanding the relationship between two
sentences, which is not captured by language models. Given sentences A and
B, the model tries to predict if B is the sentence following A. In training
examples, in 50% of the cases, B is the actual sentence that follows A, and
in other 50%, it is a random sentence.
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To distinguish between two input sentences, the model uses the [CLS]
token at the beginning of the first sentence and the [SEP] token after each
sentence (Figure 2.8). The [CLS] token aggregates the information of the
input sequence. Interval segment embeddings are used to distinguish between
sentence A and B in the consecutive sentence prediction task. Positional
embeddings represent positions of tokens in a sentence. These vectors are
summed in the end and fed to Transformer layers.
Figure 2.8: Input embeddings for BERT (left) and BertSum (right) (taken
from Liu et al. [7])
2.5 Text summarization with BERT
Liu et al. [7] proposed a novel approach to text summarization using BERT
models. They explored both the extractive and abstractive summarization.
They proposed a novel document-level encoder named BertSum, based on
BERT which encodes document and provides representations for sentences.
The extractive summarization approach, named BertSumExt, is consid-
ered a sentence classification problem. The encoder creates sentence repre-
sentations and the classifier chooses the sentences for summaries. For abstrac-
tive summarization, authors use the encoder-decoder framework and name
the model BertSumAbs. In addition, they proposed the BertSumExtAbs
model, where the encoder is first fine-tuned on the extractive summarization
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Figure 2.9: Architecture of BertSumExt model (taken from Liu [27])
task, and then fine-tuned on abstractive summarization task. This approach
is simple since it doesn’t change the architecture of the model and leverages
the sharing of information between the two tasks.
Figure 2.8 shows BertSum architecture compared to the original BERT.
[CLS] tokens are inserted at the start of each sentence and they are used
as representations for sentences. BERT applies segmentation embeddings
only to sentence-pair inputs, while the summarization task deals with multi-
sentence inputs. To distinguish individual sentences in a document, they
alternate between segment embeddings EA and EB for each sentence. Lower
transformer layers represent adjacent sentences, and higher layers in com-
bination with self-attention represent multi-sentence discourse. In this way,
the model learns document representations hierarchically. Since the position
embeddings have a maximum length of 512 in BERT, they are extended in
the summarization task and fine-tuned with other parameters.
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2.5.1 Extractive summarization
Extractive summarization with neural models is considered a sentence clas-
sification problem, where the classifier decides whether a sentence should
be part of the summary or not. BertSum outputs vectors Ti (Figure 2.9).
These vectors come from [CLS] tokens and are used as vector representations
for sentences. Only sentence representations Ti are passed to several trans-
former layers to capture document-level features for extracting summaries.
The final output layer is a sigmoid classifier and outputs a prediction ŷi
for each sentence (2.15). hLi is the vector for the sentence i from the L-th
layer of the transformer. BertSumExt uses L = 2 transformer layers.
ŷi = σ(Woh
L
i + bo) (2.15)
The prediction ŷi represents the score for sentence i, and the sentences
with the highest scores become part of a summary.
2.5.2 Abstractive summarization
The abstractive model follows the encoder-decoder framework. The encoder
is the pre-trained BertSum, and the decoder is a transformer with 6 layers.
Since the encoder is pre-trained and the decoder isn’t, the encoder might
overfit the training data while the decoder would underfit or vice versa.
Therefore, they use a fine-tuning schedule which separates the optimizers
for the encoder and the decoder. Liu et al. assume that the pre-trained en-
coder should be fine-tuned with a smaller learning rate and smoother decay.
Chapter 3
Datasets
In this chapter, we present datasets used for training and evaluation of mod-
els. The STA (Slovenian press agency) dataset is composed of news in Slove-
nian language with summaries. The CNN/DailyMail dataset is composed of
English news and is commonly used as a benchmark dataset for summariza-
tion tasks. The Croatian dataset of user comments doesn’t have summaries,
so we will use STA and CNN/DailyMail datasets for training and the pro-
duced models will be tested on this dataset. Below we briefly describe the
three datasets.
3.1 STA summaries dataset
Aleš Žagar [28] extracted the STA (Slovenian press agency) summaries dataset
from the Gigafida corpus. For each news article, the first paragraph was taken
as a summary and the rest as a content. The dataset consists of 284,347 in-
stances. Each instance contains tokenized the text, with one sentence per
line. We split the dataset into the validation set of 9,654 instances and the
training set of 266,162 instances. The remaining 8,531 instances are used for
testing.
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3.2 CNN/DailyMail news dataset
The CNN/DailyMail dataset consists of news articles with a brief overview
of each article. Sentences were split and tokenized using Stanford CoreNLP
toolkit [29]. Input documents were truncated to 512 tokens. CNN documents
are split to 90,266 / 1,220 / 1,093 instances and DailyMail documents to
196,961 / 12,148 / 10,397 instances, where numbers refer to the number of
training, validation and testing instances respectively.
3.3 Croatian dataset of comments
The Croatian web comment dataset comes from two Croatian news por-
tals: 24sata and Večernji list. Each row in the datasets represents a unique
comment and contains the comment id, article id, user id, content, parent
comment id, date of creation, likes and dislikes. The comments don’t have
summaries.
Before training comments had to be preprocessed. First, we grouped them
by the article id. We filtered unusual characters and repetitive punctuation.
If a comment was deleted by the admin, its content was replaced with the
text such as ”*** deleted by admin ***”, ”****Admin****”, ”*** Izbrisano
zbog nepoštivanja pravila *** Admin”. We removed these text replacements.
In comment systems, users often reply to someone else’s comment. This
reply comment usually contains the parent comment in its content field.
For example, in a child comment we could see the auto-generated line ”re:
17.09.2009. u 21:51h {user} je napisao/la” that is followed by the content of
its parent comment. We removed the auto-generated line. Since the parent
comment is duplicated, we iterated through all comments of each article and
removed all duplicated lines. The deduplication process calculates the hash
value for every line and compares them to values of other lines. If similarity
between the hash values of two lines was greater than 90%, one line was
deleted.
The cleaned comments were saved to text files, and each file name includes
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the article id and the name of the news portal.
For fine-tuning BERT, all comments have to be in one file. This file
consists of untokenized text with one sentence per line, and one blank line
between documents. In our case, a document contains all comments of one
article. Sentence splitting is necessary because of the BERT’s next sentence
training objective.
For 42 files with comments, we manually prepared summaries. We used
these human-produced summaries in the model evaluation phase.
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Chapter 4
Evaluation metrics
In this chapter we explain used metrics for model evaluation. We use ROUGE
and BERTScore. ROUGE counts co-occuring tokens in produced and ref-
erence summary, while BERTScore calculates cosine similarity between
BERT contextual embeddings of tokens.
4.1 ROUGE
ROUGE [30] stands for Recall-Oriented Understudy for Gisting Evaluation.
It is a set of metrics used for evaluating automatic summarization by compar-
ing produced summary against a reference summary which is usually made by
human. There are four different ROUGE measures: ROUGE-N, ROUGE-
L, ROUGE-W, and ROUGE-S. The most commonly used are ROUGE-N










where n is the length of the n-gram gramn, and Countmatch(gramn) is the
maximum number of n-grams co-occurring in the candidate summary and
reference summary.
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ROUGE-L uses the longest common subsequence (LCS) to find the longest
matching sequence between the candidate and reference summary.
ROUGE-1 is useful for concise summaries where we apply stemming and
stop word removal. It doesn’t take the word order and the fluency of the
summary into account and can be misleading. For the sentences “Police
killed the gunman” and “The gunman killed police” ROUGE will give the
perfect score.
ROUGE reports the amount of the reference summary captured in the
produced summary, but many useless words may be present in the produced
summary. That is why we also calculate the precision, which reports the










The F1 score combines precision and recall of ROUGE:
F1ROUGE N = 2 ·
RROUGE N · PROUGE N
RROUGE N + PROUGE N
(4.3)
4.2 BERTScore
BERTScore [31] computes a similarity score for each token in the produced
summary with each token in the reference summary using BERT contextual
embeddings. BERTScore correlates better with human judgments and is
better at detecting paraphrasing. It can effectively penalize semantically im-
portant changes in the word order. Contextual embedding such as BERT [12]
can produce different vector representations for the same token depending
on the surrounding tokens in a sentence.
Recall, precision and F1 score are calculated as cosine similarity between


























In this chapter, we explain the training process and model parameters. We
train the extractive and abstractive summarization models described in Sec-
tion 2.5. For training, we use the STA and CNN/DailyMail datasets, de-
scribed in Chapter 3. Since the goal of this thesis is to summarize web
comments and the Croatian dataset doesn’t have them, we use BERT model,
presented in Section 2.4, to transfer knowledge from one language to another.
Since Liu et al. [7] only worked with the BERT model for English language,
we extended their code to work with any BERT model 1. For transfer learn-
ing, we fine-tuned multilingual BERT and CroSloEngual BERT. To fine-tune
and train models we employed one NVIDIA TITAN X Pascal GPU.
5.1 BERT models
Due to the lack of training data in Croatian language, we used multilingual
BERT models to transfer knowledge between languages. Studies showed that
multilingual BERT can be effective in cross-lingual transfer, which means
that models can be trained on data in one language and then applied to
1Code is available on https://github.com/kmilacic/PreSumm
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another [32].
We use two different BERT models, the multilingual BERT and CroSlo-
Engual BERT [15] model. Both models have 12 Transformer encoder layers,
12 attention heads, embedding dimension of 768 and altogether 110 million
parameters. Multilingual BERT was trained on the Wikipedia text in 104
languages. Even though it doesn’t rely on any explicit cross-lingual objec-
tives nor any cross-lingual data, multilingual BERT produces good results
across languages on different tasks [14]. We fine-tuned multilingual BERT
for 2 epochs on the Croatian web comments described in Section 3.1.
CroSloEngual BERT is a trilingual BERT model trained on Croatian,
Slovenian and English language using 5.9 billion tokens. With the reduced
number of languages each language has a better representation, and the sub-
word vocabulary is more language specific. The English language is included
in this model to allow the transfer of models from the resource-rich English
language.
5.2 Extractive summarization
In Table 5.1, we present parameters of the extractive summarization model.
This model adds 2 transformer layers on top of the BertSum model. Trans-
former uses a position-wise FFN that consists of two feed forward layers with
the residual layer norm. The maximal number of input tokens is 512. The
embedding size depends on the BERT model used. In our case, it is always
768.
We trained these models for 50,000 steps with the batch size 3,000 and
saved checkpoints every 1,000 steps. The batch size represents the number
of sentences. Liu et al. [7] trained models on 3 GPUs. Since we use only one
GPU, we had to accumulate the gradient for a much larger step in order to
train the models effectively. Liu et al. set the parameter accum count to 2,
so we increased the accum count parameter to 6 (it is inversely proportional
to the number of used GPUs).
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Table 5.1: Encoder parameters
Description of parameter Value
Dropout probability 0.1
Number of Transformer encoder layers 2
Number of attention heads 8
The size of the hidden layer in position-wise
FFN
2048
Liu et al. used the binary classification entropy to calculate the loss,
the Adam optimizer with β1 = 0.9 and β2 = 0.999. The learning rate is
calculated as:
lrEXT = lr ·min(step−0.5, step · warmup steps−1.5) (5.1)
Parameter lr is set to 2e−3 and warmup steps are set to 10,000.
5.3 Abstractive summarization
In Table 5.2, we present parameters of the abstractive summarization model.
This model uses 6 transformer decoder layers. We initialize decoder weights
to the same values as the encoder (BertSum) weights.
We trained models for 100,000 steps with the batch size 140 and saved
checkpoints every 2,000 steps. The batch size represents the number of tokens
in the target summary. The length of summary is set to be between 15 and
150 tokens. In the training dataset, summaries were truncated to 140 tokens.
Liu et al. trained their model on 4 GPUs, so accum count was adjusted
as in the extractive summarization task. Liu et al. set the parameter ac-
cum count to 5, so we increased it to 20.
Liu et al. assume that the pretrained encoder should be fine-tuned with
a smaller learning rate and smoother decay. They use two Adam optimizers
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Table 5.2: Decoder parameters
Description of parameter Value
Dropout probability 0.2
Number of Transformer decoder layers 6
Embedding length 768
Number of attention heads 8
The size of the hidden layer in position-wise
FFN
2048
with β1 = 0.9 for the encoder and β2 = 0.999 for the decoder with the learning
rates:
lrE = lr bert ·min(step−0.5, step · warmup steps bert−1.5) (5.2)
lrD = lr dec ·min(step−0.5, step · warmup steps dec−1.5) (5.3)
In order to use separate optimizers for the encoder and the decoder, the
parameter sep optim is set to true. Other parameters as set as follows:
warmup steps bert = 20,000, warmup steps dec = 10,000, the learning rate
for the encoder lr bert = 0.002, and the learning rate for the decoder lr dec
= 0.2.
5.4 Trained models summary
In Table 5.3, we present the details of the produced models. In the following
chapters, we will refer to these models by the dataset used for training,
type of the model and the BERT model (e.g., the abstractive model that
uses CroSloEngual BERT and is trained on STA dataset will have the name
StaAbsCse model).
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Table 5.3: Trained models
Model name Dataset name Type BERT model Number of steps Time
StaAbsCse STA abs CroSloEngual 86,000 57h
StaAbsMul STA abs fine-tuned mBERT 96,000 59h
StaExtCse STA ext CroSloEngual 11,000 6h
StaExtMul STA ext fine-tuned mBERT 19,000 10h
StaCnnAbsCse STA & CNN/DM abs CroSloEngual 104,000 73h
StaCnnExtCse STA & CNN/DM ext CroSloEngual 27,000 14h
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Chapter 6
Results and discussion
In this chapter, we present the results. First, we present tests of models
trained on STA and CNN/DailyMail datasets, discuss evaluation scores and
perform human evaluation on a few summaries. Next, we run summarization
model on the 42 files from the Croatian dataset for which we manually created
summaries. We discuss the results and try to understand the cross-lingual
capabilities of multilingual BERT models.
6.1 STA results
Since our models were trained on STA and CNN/DailyMail datasets, we first
tested and evaluated them on these datasets to assess their summarization
capabilities. For the summaries produced by extractive summarization mod-
els we set the number of sentences to be 3. With this setup we only tested the
models on texts with at least 7 sentences. This left us with 4,909 documents
for extractive summarization.
In Table 6.1 we present scores for models tested on the STA dataset.
The abstractive models have better ROUGE scores than the extractive mod-
els. The best models according to ROUGE scores are StaCnnAbsCse
and StaCnnExtCse models. It seems that additional data in different
language increased the models performance. CroSloEngual models have
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slightly better ROUGE scores than models based on mBERT. According to
the BERTScore measure, mBERT models produce better summaries than
CroSloEngual models. StaAbsCse is the best model among CroSloEngual
models.
Table 6.1: Model results on the STA dataset
Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
Abstractive
StaAbsCse 28.06 11.29 23.74 52.47
StaAbsMul 24.53 8.35 21.42 64.22
StaCnnAbsCse 28.69 11.03 24.41 51.99
Extractive
StaExtCse 24.91 6.71 20.66 49.09
StaExtMul 24.63 6.41 20.40 61.68
StaCnnExtCse 25.23 6.78 20.92 49.12
In language generation tasks, it is not enough to rely on automatic scores,
because they do not capture sentence meaning and detect nonsense words
and false information. Therefore, we will provide examples of summaries
for all models and analyze them manually. Some examples have less than
7 sentences, so we didn’t test extractive summarization models on them.
Additional examples can be seen in Appendix A.
EXAMPLE 1
• Source text:
državno tožilstvo v prǐstini je pred volitvami v primeru nepravilnosti
zagrozilo z zapornimi kaznimi od šest mesecev do pet let . podrobnosti
o današnjih aretacijah državna tožilka ni navedla . volilne nepravilnosti
so zaznamovale že preǰsnje parlamentarne volitve na kosovu leta 2010
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. večine očitkov sicer niso nikoli razjasnili . v primerjavi z volitvami
leta 2010 današnje potekajo veliko mirneje . volǐsča bodo odprta do 19.
ure , prvi izidi pa naj bi bili znani v noči na ponedeljek . pričakovati
je , da bo volilna udeležba nizka . do 15. ure je po navedbah kosovske
osrednje volilne komisije svoj glas oddalo 25,6 odstotka volivcev .
• Reference summary:
v zvezi z današnjimi predčasnimi parlamentarnimi volitvami so na kosovu
aretirali osem ljudi , je danes v prǐstini sporočila državna tožilka laura
pula . dodala je , da je državno tožilstvo dobilo obvestila o sedmih
primerih volilnih nepravilnosti .
• StaAbsCse candidate summary:
na kosovu danes potekajo predčasne parlamentarne volitve , na katerih
je po navedbah kosovske državne volilne komisije največ pozornosti
namenilo sedanjemu predsedniku države hashimu thaciju . volitve
potekajo v senci domnevnih nepravilnosti na volitvah leta 2010 , poroča
avstrijska tiskovna agencija apa , ki se sklicuje na lokalne medije . ec
kosova naj bi bil v prǐstini obsojen na tri državne volitve . ec na volitve
..za zdaj ni želel razkriti očitke . ecec .
• StaAbsMul candidate summary:
kosovsko tozilstvo je danes vlozilo obtoznico proti nekdanjemu premieru
ivu dacicu zaradi domnevnih nepravilnosti pri volitvah na kosovu leta
2010 . kot je po porocanju srbske tiskovne agencije tanjug sporocila
kosovska notranja ministrica vesna gyorkos znidar , je volilna udelezba
visoka .
• StaExtCse candidate summary:
državno tožilstvo v prǐstini je pred volitvami v primeru nepravilnosti za-
grozilo z zapornimi kaznimi od šest mesecev do pet let . volilne nepravil-
nosti so zaznamovale že preǰsnje parlamentarne volitve na kosovu leta
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2010 . do 15. ure je po navedbah kosovske osrednje volilne komisije
svoj glas oddalo 25,6 odstotka volivcev .
• StaExtMul candidate summary:
državno tožilstvo v prǐstini je pred volitvami v primeru nepravilnosti za-
grozilo z zapornimi kaznimi od šest mesecev do pet let . volilne nepravil-
nosti so zaznamovale že preǰsnje parlamentarne volitve na kosovu leta
2010 . do 15. ure je po navedbah kosovske osrednje volilne komisije
svoj glas oddalo 25,6 odstotka volivcev .
• StaCnnAbsCse candidate summary:
kosovska državna tožilka je danes sporočila , da so bile volitve na kosovu
leta 2010 . po poročanju kosovske tiskovne agencije tanjug je bila danes
v prǐstini vložena aretacija zaradi domnevnih nepravilnosti , ki so zaz-
namovale predčasne parlamentarne volitve .kosovska državna tožilstvo
je v primeru nepravilnosti vložilo obtožnico ..” ” . ”. ” . .
• StaCnnExtCse candidate summary:
volilne nepravilnosti so zaznamovale že preǰsnje parlamentarne volitve
na kosovu leta 2010 . državno tožilstvo v prǐstini je pred volitvami v
primeru nepravilnosti zagrozilo z zapornimi kaznimi od šest mesecev




na odru amfiteatra avditorija portorož se bodo tako zvrstili številni
znani obrazi slovenske glasbene scene . kot prva bo nastopila alya
. poleg štirinajstih skladb v tekmovalnem programu se obeta še bogat
spremljevalni program , ki bo namenjen piscu besedil dušanu velkaverhu
. tekmovalci se bodo potegovali za veliko nagrado festivala , nagrade
strokovne žirije za glasbo , besedilo , priredbo , izvedbo ter nagrado za
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obetavnega izvajalca oz. avtorja , poimenovano po danilu kocjančiču
. lani je veliko nagrado osvojil iztok novak - easy s skladbo nekaj med
nama .
• Reference summary:
portorož , 09 . julija ( sta ) v portorož se drevi vračajo poletne melodije
. tamkaǰsnji avditorij bo namreč gostil že 36. izvedbo melodij morja in
sonca . v tekmovalnem programu enega najstareǰsih festivalov zabavne
glasbe pri nas bo nastopilo 14 izvajalcev .
• StaAbsCse candidate summary:
portorož , 28. septembra ( sta ) v portorožu se bo nocoj s podelitvijo
nagrad zaključil festival melodije morja in sonca . na njem bo nastopilo
14 skladb , med njimi tudi slovenska zasedba alya . v tekmovalnem
programu se bo predstavilo 14 skladb .2013 .2013 / 14 . festival , ki bo
potekal do 11. septembra , bo potekal v portorožu , so sporočili iz rtv
slovenija , avditorija , avditorija in radiotelevizije slovenija . . ec in big
banda rtv slovenija . 3 .. 3 slovenija .
• StaAbsMul candidate summary:
v avditoriju portoroz bo drevi ob 20 . uri potekalo tradicionalno sre-
canje najboljsih slovenskih glasbenih ustvarjalcev , ki se ga bo udelezilo
vec kot 200 tekmovalcev . v tekmovalnem programu bo nastopilo sedem
slovenskih in tujih glasbenikov .
• StaCnnAbsCse candidate summary:
portorož , 05 . oktobra ( sta ) v portorožu se bo drevi ob 20. uri začel
jubilejni 50 . slovenski glasbeni festival . na njem se bo predstavilo 14
skladb iztok novak - easy s skladbo nekaj med nama . v tekmovalnem
programu se bodo potegovali za nagrado strokovne žirije za najbolǰso
skladbo , ki jo je prejel alya , alya .” . ”” .” i love me . ” . . .here .. .
” i .
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Abstractive models are able to produce sensible sentences in most of the
cases. Their quality and fluency is constant across different topics. In sum-
maries the same information is sometimes repeated in multiple sentences in
different phrases. Gibberish can be present at the end of the summary. Mod-
els are good at including relevant information from the training dataset. In
Example 1, we can see that even though name of the president of Kosovo isn’t
mentioned in the source text, abstractive models learned it during training.
In Example 2 model correctly uses the name of the music festival that is not
mentioned in the source text. However, this ability also leads to generating
false information. Model understands the topic of the source text and it
relates it to the previously seen data, which can lead to incorporating infor-
mation from the training data into the summary although that information
is redundant. Example 1 mentions Austrian Press Agency that is not present
in the source text. Candidate summaries struggle with number values that
are not related to the source text (see Appendix A).
Even though ROUGE and BERTScore have higher scores for abstractive
models, after human evaluation we conclude that these summaries are not
reliable regarding the information they provide.
6.2 Croatian results
We started the work on this thesis with the CNN/DailyMail dataset. Our
first idea was to use CroSloEngual BERT, since it is trained on Croatian,
Slovenian and English data, contains knowledge about relations between
Croatian and English language. If we train the model with CroSloEngual
BERT on English data and then present the Croatian data to the model, it
should be able to produce sensible summaries. However, the results of the
obtained abstractive models were summaries in English language not related
to the source texts. These models learned to produce only English words.
We first hypothesized that this result is due to the fact that English and
Croatian language don’t have common words and subwords and that this
6.2. CROATIAN RESULTS 41
is a potential problem. Since we didn’t have a proper Croatian dataset, we
decided to try training with the STA dataset, since Slovenian and Croatian
language have many overlapping words and subwords.
We provide some examples of summaries for all models trained on STA




uzrok nesreće još nije poznat . kontrolirana detonacija je postupak
unǐstavanja eksploziva ... pa nisi u pravu pokušaj ponovo pročitati
ali shvativši da je postupak unǐstavanja ekspoloziva ... kontrolirana
detonacija prikom koje je došlo do smrti ... neš vjerovat budala , uopće
ih ne žalim , nisu čekali da dodu profesionalci . pa eto im ga sad .
jedanaest iračkih vojnika poginulo pripremajući unǐstenje eksploziva ,
da ameri im daju a oni ga unǐstavaju i tako provode demokratiziranje
na afganski !!! !
• Reference summary:
jedanaest iračkih vojnika poginulo pripremajući unǐstenje eksploziva .
uzrok nesreće još nije poznat . uopće ih ne žalim , nisu čekali da dodu
profesionalci .
• StaAbsCse candidate summary:
v iraku je v sredo umrlo šest iraških vojakov , ki so umrli v prometni
nesreči , v kateri je bilo ubitih šest iračanov . samomorilski napadalec je
bil ubit v eksploziji , ki je odjeknila v sredo zjutraj po srednjeevropskem
času . v napadu je umrlo šest ljudi . vsi trije so umrli .a. p. r. r. a. a.
r. r. r. r . a. p. p. p. r. j. a. r.
• StaAbsMul candidate summary:
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v eksploziji avtomobila bombe , ki je izbruhnila v sredo zvecer , je
bilo ubitih najmanj pet ljudi , vec deset jih je bilo ranjenih , poroca
francoska tiskovna agencija afp . eksplozijo je povzrocila eksplozija , v
kateri so bili ubiti stirje vojaki .
• StaExtCse candidate summary:
jedanaest iračkih vojnika poginulo pripremajući unǐstenje eksploziva ,
da ameri im daju a oni ga unǐstavaju i tako provode demokratiziranje na
afganski !!! ! pa nisi u pravu pokušaj ponovo pročitati ali shvativši da
je postupak unǐstavanja ekspoloziva ... kontrolirana detonacija prikom
koje je došlo do smrti ...
• StaExtMul candidate summary:
jedanaest iračkih vojnika poginulo pripremajući unǐstenje eksploziva ,
da ameri im daju a oni ga unǐstavaju i tako provode demokratiziranje
na afganski !!! ! pa nisi u pravu pokušaj ponovo pročitati ali shvativši
da je postupak unǐstavanja ekspoloziva ... pa eto im ga sad .
• StaCnnAbsCse candidate summary:
iran ’s military body was found dead in the early hours of october. the
incident occurred in a bid to kill an american soldier. the iraqi army
is now investigating whether the cause of the tragedy is unknownthe
incident is being investigated by the u.s.it ’s unclear whether it ’s a
motive .the u.s. .it is the first time for the u.s. , the u.s. and the u.s.
is on the rise of the united states .a u.s. navarro is a good guantanamo
, a a. a .the
• StaCnnExtCse candidate summary:
kontrolirana detonacija je postupak unǐstavanja eksploziva ... jedanaest
iračkih vojnika poginulo pripremajući unǐstenje eksploziva , da ameri
im daju a oni ga unǐstavaju i tako provode demokratiziranje na afganski
!!! ! kontrolirana detonacija prikom koje je došlo do smrti ...
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EXAMPLE 2
• Source text:
broj srcanih udara drasticno porastao zbog visokih razina stresa uzroko-
vanih zivotom bez cigareta i kafe ... još kad bi se i naši pušači počeli
obazirati na ovakve studije ... zabrana pušenja ostavlja ljude bez posla
i smanjuje punjenje državnog proračuna pdvom . tko želi pušiti , pušiti
će i dalje . fašističku kampanju protiv pušenja vode nervozni apstinenti
koji su nasjeli na new age floskule o zdravom životu . ako provedemo
istraživanje o štetnosti , šta ja znam , ” života ” pod kradezeom , vrlo
lako ćemo ustanoviti da je upravo to najveći uzrok smrtnosti u rh .
svijest o štetnosti pušenje je kod nas na niskim granama , uz sve druge
ovisnosti . pa naravno da pušenje izaziva bolest i smrt . nadam se da
će pušači malo razmisliti o tome . mene u principu baš briga tko puši i
gdje . svugdje u svijetu gdje je uvedena zabrana pusenja u zatvorenim
prostorima je i uvazena i zakon se postuje , rezultati se vec sada vide
samo kod nas u hrvatskoj je to neprelazna prepreka . hrvati se brzo
prilogodjavaju onome sto nevalja , a tesko onome sto je korisno i zdravo
. naime , svi znaju da je pušenje štetno . ali se pokazalo zube na svim
frontovima ovim donositeljima priglupih zakona . jer čak i komunjare
su znale da ako takneš u vozače i pušače da si režeš granu na kojoj
sjedǐs . jer ćeš onda imati vrlo šaroliku koaliciju društva protiv sebe .
revolucije su počinjale upravo zbog takvih stvari . a kad smo kod uk ,
nije se desilo nǐsta samo je propala većina malih pubova . oni veći su
uveli vip lounge , u kojem možeš pušit do mile volje . ili su se ljudi
preorjentirali na večere doma , di isto možeš pušit do mile volje . šta
ovi fanatični pobornici nekakvog ” zdravog života ” pokušavaju ? šta
je sljedeće još jedna priglupa zabrana , recimo crvenog mesa ? hajde
samo objavi studiju o kvaliteti zraka u kaštelima ili sisku pa ćeš vidjet
da je i najzadimljeniji kafić zdravije mjesto za biti . pod uvjetom da
nije blizu rafinerije ili cementare :) isto tako pitaj one jadnike koji žive
pored one tvornice azbesta jel bi se radije preselili u cigar smokers club
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, samo da mogu ? zašto su obrisani postovi sa slikama pušačkih pluća
? zato da jadni pušači ne vide što rade sebi i drugima ? da znaju kako
izgledaju pluća nakon 20 godina pušenja ili sa rakom svi bi prestali .
ovako sami sebi lažu , a od strane vl je jadno da se to brǐse . bivsi sam
pusac , i necu mudrovati nikome , ali osjecam se sjajno , i to vec nakon
godinu ne pusenja . nema novca za koji bih opet zapalio cigaretu . da
se ne muce neki , pusio sam cigarete 31 godinu od 1 do 3 kutije na dan
, uz alkohol duplo . uopce nije vazno ( uvjetno receno ) dali cu dobiti
ili ne srcani udar , ali je vazna moja svakodnevnica , koja je daleko
kvalitetnija nego u vrijeme pusenja . nazalost , to svi pusaci znaju ,
kao sto sam i sam znao , ali ” nece mene ” ...
• Reference summary:
broj srčanih udara je drastično porastao zbog visokih razina stresa
uzrokovanih živozom bez cigareta i kafe , a stres ubija . zabrana
pušenja smanjuje punjenje držabnog proračuna pdv-om i ostavlja ljude
bez posla . svijest o štetnosti pušenja je na niskim granama kod nas
. svugdje gdje je uvedena zabrana pušenja u zatvorenim prostorima je
uvažena u svijetu i zakon se poštuje . samo kod nas u hrvatskoj je to
neprelazna prepreka .
• StaAbsCse candidate summary:
v sloveniji se je število smrti zaradi kajenja v zadnjih letih povečalo
za 1,2 odstotka . to je najnižja raven v zadnjih 20 letih , odkar je v
sloveniji začela veljati prepoved kajenja , v financah pǐse janez tomažič
. v sloveniji je kajenje prepovedano .za tobačno in tobačno industrijo
. ec je zdrav človek , ki se je odločil , da se ne boji , da je v zdravju
škodljive zdravju , v žurnalu24 pǐse nina oštrbenk . ec v žurnalu24tv .
ec .za zdravko počivaľsek ..dodaja , da gregor knavs v žurnalu .
• StaAbsMul candidate summary:
prebivalci slovenije so se odlocili , da bodo v prihodnjih dneh zaceli
6.2. CROATIAN RESULTS 45
kampanjo proti zdravemu nacinu zivljenja . v sloveniji je zaznati pre-
cejsnji porast stevila zaposlenih , ki so se znasli v tezavah . zakaj bi
se lahko zgodilo , da bi se kaj takega naucili , v financah pise tanja
smrekar .
• StaExtCse candidate summary:
svugdje u svijetu gdje je uvedena zabrana pusenja u zatvorenim pros-
torima je i uvazena i zakon se postuje , rezultati se vec sada vide samo
kod nas u hrvatskoj je to neprelazna prepreka . broj srcanih udara
drasticno porastao zbog visokih razina stresa uzrokovanih zivotom bez
cigareta i kafe ... još kad bi se i naši pušači počeli obazirati na ovakve
studije ...
• StaExtMul candidate summary:
broj srcanih udara drasticno porastao zbog visokih razina stresa uzroko-
vanih zivotom bez cigareta i kafe ... pa naravno da pušenje izaziva
bolest i smrt . još kad bi se i naši pušači počeli obazirati na ovakve
studije ...
• StaCnnAbsCse candidate summary:
smoking , smoking , tobacco , alcohol , alcohol and alcohol are among
the biggest cause of death in rh. smokers have been banned from
smoking in the uk since 2011. smokers can not afford to smoke , but do
n’t want to be able to do it , he says. smokers are n’t aware of smoking
, but it ’s unclear whether it ’s a problema big problem ? ” i ’m going
to die . ” i ’m not a good person . .”. ” i do n’t do n’t think i
• StaCnnExtCse candidate summary:
još kad bi se i naši pušači počeli obazirati na ovakve studije ... naime ,
svi znaju da je pušenje štetno . ako provedemo istraživanje o štetnosti
, šta ja znam , ” života ” pod kradezeom , vrlo lako ćemo ustanoviti da
je upravo to najveći uzrok smrtnosti u rh .
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Table 6.2: Model results for Croatian dataset
Model ROUGE-1 ROUGE-2 ROUGE-L BERTScore
Abstractive
StaAbsCse 12.25 0.84 11.23 40.81
StaAbsMul 8.17 0.44 7.92 46.45
StaCnnAbsCse 6.67 0.24 6.48 36.22
Extractive
StaExtCse 38.70 22.39 36.31 55.78
StaExtMul 37.24 21.97 35.33 64.29
StaCnnExtCse 37.71 20.96 35.29 55.81
Again, abstractive models weren’t able to produce summaries in Croatian
language. StaCnnAbsCse model produces summaries in English, while
other models produce summaries in Slovene. However, they do extract some
information from the source texts. They are able to detect keywords and a
general topic, but they combine that information with the knowledge from
the training data and produce false information. While abstractive models
trained on STA and CNN/DailyMail datasets are able to produce sensible
summaries in trained languages, Croatian summaries struggle with fluency.
Compared to the STA summaries, they tend to repeat words more. Gibberish
is more present. Fluency of summaries varies across different topics, which
is especially seen with the StaCnnAbsCse model. This model sometimes
mixes vocabulary of different languages from training data (see Appendix
B).
In Table 6.2 we present results for all models. ROUGE scores are low
as expected for abstractive models since Croatian words are not used in
the produced summaries. Extractive models are able to produce meaningful
summaries.
STA and CNN/DailyMail datasets are created from the news, which
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means their writing style is journalistic. On the other hand, comments are
written freestyle, contain slang, everyday language, mistypes, won’t always
use correct punctuation, grammar or structure. Their tone and sentiment
strongly varies throughout the text. Multiple perspectives and opinions are
present, which is unlikely to see in the news articles. Beside the language
barrier, lack of comment training data with its unique style is also chal-
lenging. Our abstractive models produce news-like summaries for Croatian
comments, which is reasonable since they are trained on the news data.
6.3 Cross-lingual ability of multilingual BERT
In this section, we will try to understand the ability of multilingual BERT
models. We already presented automatic scores and human evaluation of
results, and now we will examine literature on cross-lingual capabilities of
multilingual BERT models. The findings will give us better understanding
of the results.
Karthikeyan et al. [14] developed a few experiments to determine how
different components of multilingual BERT influence its cross-lingual ability.
They experimented with bilingual BERT and showed that the model is cross-
lingual even where there is no word piece overlap. Furthermore, they showed
that the next sentence prediction objective in BERT training is not very
useful in cross-lingual setting. Finally, structural features that come from
morphology or word ordering are shown to be one of the crucial reasons for
effective cross-lingual performance.
Pires et al. [32] tried to understand cross-lingual ability of multilingual
BERT. They showed that word piece overlap has little influence on the model
performance, contrary to what is expected, and that model provides vector
representations that capture more information than simple vocabulary mem-
orization. If we consider StaCnnCse models, we can see that models were
not confused with the data in two different languages. Slovenian and English
don’t have many overlapping words and subwords. Nevertheless, additional
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data in English language increased models performance. Models were able to
learn meaningful representations and produce fluent summaries in languages
they were trained on.
Rönnqvist et al. [33] explored BERT model efficiency when it comes to
text generation. They found that multilingual BERT is inferior to mono-
lingual models in the generation task. They compared monolingual English
and German models against English, German and Nordic languages in mul-
tilingual BERT. Experiments showed that monolingual models can generate
a large proportion of original texts, while for each tested language the mul-
tilingual model tends to copy words from context or produce gibberish.
We didn’t work with monolingual models, but CroSloEngual models that
are trained on only 3 languages produced slightly better results than multi-
lingual models. CroSloEngual BERT model intends for each of 3 languages
to have a better representation and more sensible vocabulary.
Croatian and Slovenian language belong to the same language family.
Therefore, it is natural to expect that this similarity may help the sum-
marization models. Libovický et al. [34] investigated language-specific and
language-neutral components of contextual embeddings in multilingual BERT.
They show that embeddings capture similarities between languages and form
clusters by language families. Singh et al. [35] presented similar results.
They discovered that vector representations form groups that reflect simi-
larities and differences between languages. Additionally, they showed that
the choice of subword tokenization produces a strong bias towards linguistic
relationships between languages.
Wu et al. [36] showed that monolingual BERT models in different lan-
guages can be aligned with linear mapping. This similarity of BERT models
across languages gives intuition why sharing of parameters in multilingual
BERT can be sufficient for meaningful multilingual vector representations.
They believe that there is a room for improvement in representation of distant
language pairs. Similar to Singh et al. [35], they showed that representations
of different languages are more similar in the early layers of transformer mod-
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els than in the later layers. Additionally, Wu and Dredze [37] discovered that
freezing the first few layers of multilingual BERT improved its performance
across different cross-lingual tasks.
Even though our models didn’t succeed to produce fluent summaries in
Croatian language with the help of transfer learning, we see that some level
of understanding of the language and knowledge sharing was achieved. Ab-
stractive summarization is a difficult task even with monolingual models and
large amounts of data. It highly depends on model’s capability to generate
sensible sentences and true information. With further improvements in nat-
ural language generation tasks, abstractive summarization models will also
be improved.
We shouldn’t disregard the results of the extractive summarization mod-
els. Abstractive summarization is interesting and more challenging, but we
managed to train extractive summarization models that are reliable and have
a good coverage of topics and contain important sentences. Their perfor-
mance can help abstractive summarization models to create better summaries
by first selecting important sentences and reducing the amount of data.
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Chapter 7
Conclusion and further work
NLP models struggle with the lack of data for low-resource languages. Lan-
guage generation and summarization are challenging tasks and require ex-
tensive knowledge. Transfer learning can help mitigate this problem. Large
pre-trained language models like multilingual and CroSloEngual BERT con-
tain knowledge about multiple languages and their relations. They can be
used to transfer knowledge from models trained on resource-rich languages
to low-resource languages.
In this thesis, we trained extractive and abstractive summarization mod-
els that extend BERT architecture. We used two different BERT models,
the multilingual BERT and CroSloEngual BERT model. Studies show that
multilingual BERT can be effective in cross-lingual transfer.
We trained extractive and abstractive models on datasets in Slovenian
and English language and tested them on Croatian dataset of comments
that don’t have summaries. Abstractive models produce summaries in lan-
guages they are trained on. They are able to detect keywords and a general
topic. However, they combine that information with the knowledge from
the training data and produce false information. Extractive summarization
models are reliable and have a good coverage of topics and contain important
sentences.
Future studies could investigate cross-lingual abilities of other pre-trained
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language models such as XLM. Dataset in Croatian language with summaries
would produce better models and results. Since abstractive models struggle
with languages not present in the training data, machine translation could
map input text to one of the trained languages and then map produced sum-
mary back to the original language. BERT contextual embeddings can be
used to encode sentences in summarization models with different architec-
ture.
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[33] S. Rönnqvist, J. Kanerva, T. Salakoski, F. Ginter, Is Multilingual BERT
Fluent in Language Generation?, Proceedings of the First NLPL Work-
shop on Deep Learning for Natural Language Processing (2019) 29–36.
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The STA dataset examples
In this Appendix, we present additional examples of produced summaries for
the STA dataset. Examples are analysed and explained in Section 6.1.
EXAMPLE 1
• Source text:
že doslej je amerǐska vlada priporočala , naj ljudje zmanǰsajo dnevno
uživanje dodanega sladkorja , to je sladkorja , ki je hrani dodan in ni že
sam po sebi njena sestavina . zdaj navodila pravijo , da mora dnevno
uživanje sladkorja ostati pod desetimi odstotki vseh dnevno zaužitih
kalorij . pivci kave se lahko pomirijo , saj nova navodila , ki se sicer
s kavo ukvarjajo sploh prvič , pravijo , da je zmerno uživanje kave del
zdrave prehrane . ministrstvi pa odsvetujeta uživanje kave z alkoholom
, saj menda pitje kave povečuje željo po alkoholu . glede holesterola je
amerǐska vlada ubrala obratno pot kot pri sladkorju . doslej je trdila ,
da se lahko na dan zaužije največ 300 miligramov holesterola , zdaj pa
so dnevno omejitev umaknili in pravijo le , naj ljudje uživajo čim manj
s holesterolom bogate hrane . pri soli sprememb ni in še vedno velja , da
je zdrava zgornja dnevna meja 2300 miligramov za vse osebe , stareǰse
od 14 let . glede mesa ostaja v veljavi navodilo , da je nemastno meso
v zmernih količinah povsem v redu .
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• Reference summary:
ministrstvi za kmetijstvo in zdravstvo zda sta prvič po petih letih spre-
menili smernice za zdravo prehrano glede uživanja sladkorja , kave in
holesterola , čeprav velikih sprememb ni . vse je namreč zdravo v
zmernih količinah .
• StaAbsCse candidate summary:
amerǐska vlada je v ponedeljek odpravila prepoved uživanja sladkorja , s
katero želi zmanǰsati dnevno uživanje sladkorja in zmanǰsati tveganje za
zdravje ljudi , ki se prehranjujejo s holesterolom . ministrstvo za zdravje
in ministrstvo za trgovino zda sta v ponedeljek objavila nova navodila
, s katerimi želita zmanǰsati število holesterolov v krvi . ia vietnam in
washington sta se odločila , da prepovedujeta uživanje sladkorja . iam
kave . ia .in meso . iam . iam mesom ..za zdaj prepovedujeta tudi
meso . a . iam meso z alkohol . iam in jajc .
• StaAbsMul candidate summary:
hrvaska vlada je na danasnji seji spremenila pravila , da morajo ljudje
uzakoniti dnevno kolicino sladkorja , kar je del zdrave prehrane . odsve-
tujejo pa tudi vprasanje , ali se lahko na dan uzivajo sladkorja , ki je
del zdravega zivljenja .
• StaExtCse candidate summary:
ministrstvi pa odsvetujeta uživanje kave z alkoholom , saj menda pitje
kave povečuje željo po alkoholu . že doslej je amerǐska vlada priporočala
, naj ljudje zmanǰsajo dnevno uživanje dodanega sladkorja , to je slad-
korja , ki je hrani dodan in ni že sam po sebi njena sestavina . pivci
kave se lahko pomirijo , saj nova navodila , ki se sicer s kavo ukvarjajo
sploh prvič , pravijo , da je zmerno uživanje kave del zdrave prehrane .
• StaExtMul candidate summary:
glede mesa ostaja v veljavi navodilo , da je nemastno meso v zmernih
količinah povsem v redu . glede holesterola je amerǐska vlada ubrala
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obratno pot kot pri sladkorju . ministrstvi pa odsvetujeta uživanje kave
z alkoholom , saj menda pitje kave povečuje željo po alkoholu .
• StaCnnAbsCse candidate summary:
amerǐska vlada je danes sporočila , da je amerǐska vlada prepovedala
uživanje kave z alkoholom . ministrstvo za kmetijstvo in okolje je v
ponedeljek sporočilo , da so amerǐska vlada v ponedeljek umaknila pre-
poved pitja kave z alcoom . amerǐska vlada se je namreč odločila , da
se lahko na dan zaužije najmanj 300 miligramov holesterola ... ” ” .”
ni .ali ne . ” . ” ” . . .za ljudi .
• StaCnnExtCse candidate summary:
že doslej je amerǐska vlada priporočala , naj ljudje zmanǰsajo dnevno
uživanje dodanega sladkorja , to je sladkorja , ki je hrani dodan in ni že
sam po sebi njena sestavina . ministrstvi pa odsvetujeta uživanje kave
z alkoholom , saj menda pitje kave povečuje željo po alkoholu . pivci
kave se lahko pomirijo , saj nova navodila , ki se sicer s kavo ukvarjajo
sploh prvič , pravijo , da je zmerno uživanje kave del zdrave prehrane .
EXAMPLE 2
• Source text:
konferenco je odprl dekan fakultete za organizacije vede iz kranja marko
ferjan , predsednik organizacijskega odbora pa je letos robert lesko-
var . na okrogli mizi po otvoritvi konference so predstavili poglede na
napredek javne visokošolske institucije z vidika akademske sfere , gospo-
darstva , podpornih institucij in diplomantov , navajajo na mariborski
univerzi . rdeča nit vseh treh dni konference je študentsko mednarodno
tekmovanje v študiji primera . metodologija študija primera omogoča
študentom podroben vpogled v konkretno poslovno naravnan problem
proučevane organizacije ali podjetja . skozi diskusijo se spodbuja os-
vajanje in razvoj potrebnega kritičnega oz. ustvarjalnega mǐsljenja ,
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potrebnega na področju managementa . ne konferenci fokus 2020 se
bodo lotili še nekaterih aktualnih tem s področij organizacije in man-
agementa , managementa in podjetnǐstva , informatike , kadrovskega ,
ekološkega , zdravstvenega in managementa v izobraževanju . udeleženci
bodo lahko sodelovali tudi na delavnici o vplivu nezavednih prepričanj
na naše življenje , so še sporočili z univerze v mariboru .
• Reference summary:
v portorožu se je začela tradicionalna 33. mednarodna konferenca o
razvoju organizacijskih znanosti fokus 2020 . udeležuje se je več kot 100
mednarodnih strokovnjakov , predavateljev , diplomantov in študentov
, trajala pa bo do petka , so sporočili z univerze v mariboru .
• StaAbsCse candidate summary:
v mariboru se je danes začela tridnevna mednarodna konferenca forum
2020 , ki jo prirejata univerzitetna univerza v mariboru in mariborska
fakulteta za družbene vede . kot so sporočili z univerze v mariboru ,
so se na tridnevni konferenci osredotočili na aktualne izzive in izzive ,
s katerimi se srečujejo akademska sfera in akademska sfera . ec . ec .
ia . iam vizij vizije in ekonomija v sloveniji . ia v evropi . iam svetu ..
ia forum 2020 se bo odvil v sredo v mariboru v mariboru ia open 2020
. ia open forum .
• StaAbsMul candidate summary:
na mariborski univerzi se je danes zacela dvodnevna mednarodna kon-
ferenca trend 2020 , na kateri bodo udelezenci razpravljali o aktualnih
tem s podrocja akademske sfere in podjetnistva . udelezenci bodo med
drugim razpravljali o vplivu nezavednih izkusenj na podrocju podjet-
nistva .
• StaExtCse candidate summary:
ne konferenci fokus 2020 se bodo lotili še nekaterih aktualnih tem s
področij organizacije in managementa , managementa in podjetnǐstva ,
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informatike , kadrovskega , ekološkega , zdravstvenega in managementa
v izobraževanju . udeleženci bodo lahko sodelovali tudi na delavnici o
vplivu nezavednih prepričanj na naše življenje , so še sporočili z univerze
v mariboru . konferenco je odprl dekan fakultete za organizacije vede
iz kranja marko ferjan , predsednik organizacijskega odbora pa je letos
robert leskovar .
• StaExtMul candidate summary:
ne konferenci fokus 2020 se bodo lotili še nekaterih aktualnih tem s
področij organizacije in managementa , managementa in podjetnǐstva
, informatike , kadrovskega , ekološkega , zdravstvenega in manage-
menta v izobraževanju . na okrogli mizi po otvoritvi konference so
predstavili poglede na napredek javne visokošolske institucije z vidika
akademske sfere , gospodarstva , podpornih institucij in diplomantov
, navajajo na mariborski univerzi . udeleženci bodo lahko sodelovali
tudi na delavnici o vplivu nezavednih prepričanj na naše življenje , so
še sporočili z univerze v mariboru .
• StaCnnAbsCse candidate summary:
v mariboru se danes začenja dvodnevna mednarodna konferenca izziv
2020 . na konferenci , ki bo potekala do nedelje , se bodo udeleženci
lahko udeležili tudi predavanja o vplivu nezavednih beliefj na naše
življenje , so sporočili z univerze v mariboru .organizatorji so sporočili
, da se bo konferenca osredotočila na področje menedžmenta in pod-
jetnǐstva .” . ”” . ” ..” ne .
• StaCnnExtCse candidate summary:
ne konferenci fokus 2020 se bodo lotili še nekaterih aktualnih tem s
področij organizacije in managementa , managementa in podjetnǐstva ,
informatike , kadrovskega , ekološkega , zdravstvenega in managementa
v izobraževanju . udeleženci bodo lahko sodelovali tudi na delavnici o
vplivu nezavednih prepričanj na naše življenje , so še sporočili z uni-
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verze v mariboru . rdeča nit vseh treh dni konference je študentsko
mednarodno tekmovanje v študiji primera .
EXAMPLE 3
• Source text:
po predlaganih spremembah bi tudi pri pravici do oprostitve plačila so-
cialnovarstvenih storitev ter pri pravici do plačila družinskega pomočnika
upoštevali dohodek tako , da bi upoštevali dohodke v zadnjih treh
mesecih pred vložitvijo vloge . po veljavni ureditvi namreč primarno
uporabljajo podatke za preteklo leto . v predlogu dnevnega reda seje
je tudi predlog novele zakona o zdravstvenem varstvu in zdravstvenem
zavarovanju . toda minister za zdravje tomaž gantar je v četrtek menil
, da obravnava predloga interventnega zakona ni smiselna glede na to
, da ni usklajen niti na ravni koalicije .
• Reference summary:
predstavniki vlade , delodajalcev in sindikatov , združeni v ekonomsko -
socialnem svetu , bodo danes obravnavali spremembe socialnovarstvene
reforme . ministrstvo za delo jih je pripravilo v skladu z analizo reforme
, po kateri je nekatere določbe v reformi nujno popraviti in jih narediti
bolj življenjske .
• StaAbsCse candidate summary:
odbor dz za zdravstvo bo danes obravnaval predlog novele zakona
o zdravstvenem varstvu in zdravstvenem zavarovanju , po kateri bi
družinski pomočniki in družinski pomočniki upoštevali dohodek v zad-
njih treh mesecih . na dnevnem redu seje je tudi predlog zakona o
zdravstveni dejavnosti , ki ga je v četrtek obravnaval odbor za zdravstvo
. ec za interventni zakon in interventni zakon nista usklajena s social-
nimi partnerji . ec . iam partnerjem . ec ni želel razkriti . iam .. ec
sporočiti . ec na ustavno sodǐsče .igorja bavšičadodajajo .igor .dodaja
. . k . . ca . .i .
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• StaAbsMul candidate summary:
odbor dz za delo , druzino , socialne zadeve in invalide bo danes obrav-
naval predlog novele zakona o zdravstvenem varstvu in zdravstvenem
zavarovanju , ki ga je v parlamentarno proceduro vlozila skupina poslancev
s prvopodpisanim jozetom tankom .
• StaCnnAbsCse candidate summary:
ljubljana , 20. oktobra ( sta ) parlamentarni odbor za zdravje bo danes
razpravljal o predlogu interventnega zakona o zdravstvenem varstvu in
zdravstvenem zavarovanju . po predlogu , ki ga je dz sprejel v četrtek
, je predlog novele zakona o zdravstveni dejavnosti , ki se nanaša na
pravice do plačila družinskega pomočnika in družinskega pomočnika ,
primeren za nadaljnjo obravnavo v dz ., so sporočili iz nsi .. .za sta .”
” . ” .a to ni . ” ne bo . ”.
EXAMPLE 4
• Source text:
kitajski predsednik je amerǐskemu gostu pojasnil , da sta se z amerǐskim
predsednikom donaldom trumpom v telefonskem pogovoru pred mese-
cem dni zavezala k ” skupnim prizadevanjem za krepitev sodelovanja
med kitajsko in zda ” . izrazil je prepričanje , da se bo odnos ” v
novi dobi razvijal konstruktivno ” , navaja francoska tiskovna agencija
afp . na poti v peking se je tillerson ustavil v amerǐskih zaveznicah ,
na japonskem v južni koreji , kjer je izjavil , da je strateškega potr-
pljenja s severno korejo konec . izključil ni niti možnosti vojaškega
posredovanja . to je pomenilo močan odklon od stalǐsča kitajske , ki
se zavzema za previden diplomatski pristop . v soboto je v srečanju s
kitajskim kolegom wang yijem tillerson sicer nekoliko prilagodil svojo
retoriko in dejal , da sta zda in kitajska zavezani preprečevanju kon-
flikta na korejskem polotoku . wang je medtem ponovil stalǐsče pekinga
o pomenu obnovitve pogovorov za umiritev napetosti . odnosi med zda
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in kitajsko so se še dodatno zapletli zaradi namestitve protiraketnega
obrambnega sistema ( thaad ) v južni koreji , trump pa medtem kita-
jsko redno obtožuje tudi nepoštenih trgovinskih praks . vendar pa je
bil tillerson v pekingu danes spravljiv , navaja francoska tiskovna agen-
cija afp . izpostavil je dialog , ki bo vodil do ” bolǰsega razumevanja
” ter ” krepitve vezi med kitajsko in zda ” . zda in kitajska se tudi še
naprej dogovarjata o morebitnem srečanju med kitajskim in amerǐskim
predsednikom . neuradno je afp izvedela , da naj bi trump načeloma
pristal na to , da bo xija v začetku aprila gostil na floridi . tillerson ni
razkrival podrobnosti ; xiju je po poročanju nemške tiskovne agencije
dpa dejal le , da se trump ” veseli ” krepitve razumevanja s kitajsko
glede odnosov med državama in prihodnjega obiska . medtem so sev-
ernokorejski mediji poročali , da je tamkaǰsnji režim izvedel preizkus
močnega motorja , ki ga je severnokorejski voditelj kim jong un označil
kot ” novo rojstvo ” za severnokorejsko raketno industrijo . preizkus je
nadzoroval sam kim , časovno pa je videti , da naj bi bil poskus namen-
jen prav krepitvi napetosti v času tillersonovega obiska na kitajskem
. po navedbah severnokorejske tiskovne agencije kcna bi lahko novi
motor uporabili za izstrelitve satelitov , vendar pa je tovrstne rakete
mogoče preoblikovati na način , da nosijo bojne glave . tillerson je sicer
s srečanjem s xijem zaključil svojo vzhodnoazijsko turnejo in kitajsko
zapustil , ne da bi stopil pred novinarje . njegovo pot je z vidika medi-
jev še zapletla odločitev , da s sabo ne vzame medijev - v nasprotju s
pol stoletja staro tradicijo je namesto četice dopisnikov vzel s sabo le
enega novinarja iz malo znanega konservativnega medija independent
journal review .
• Reference summary:
kitajski predsednik xi jinping in amerǐski državni sekretar rex tiller-
son sta se v današnjih pogovorih zavzela za okrepitev odnosov med
državama . ti so napeti zaradi sporov glede severne koreje in trgovin-
skih vprašanj . xi in tillerson sta se v pekingu srečala le nekaj ur zatem
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, ko je severna koreja izvedla sporni preizkus raketnega motorja .
• StaAbsCse candidate summary:
kitajski predsednik xi jinping se je danes v pekingu sestal s kitajskim
predsednikom xi jinpingom , s katerim sta govorila o dvostranskih
odnosih med državama . tillerson je na poti v peking , kjer se je srečal s
severnokorejskim predsednikom kim jong - unom , dejal , da so odnosi
med državama še vedno napeti . iam in pjongjangom pa sta se zavezala
k otoplitvi odnosov . iam in otoplitvi odnosov med kitajsko . iam se je
umiril . iam . iam že nekaj časa . iam ni želel razkriti . ia . iam ia .
• StaAbsMul candidate summary:
ameriski drzavni sekretar rex tillerson se je danes v pekingu srecal z
ameriskim drzavnim sekretarjem rexom tillersonom , s katerim sta se
pogovarjala o krepitvi sodelovanja med kitajsko in zda .
• StaExtCse candidate summary:
vendar pa je bil tillerson v pekingu danes spravljiv , navaja francoska
tiskovna agencija afp . kitajski predsednik je amerǐskemu gostu pojasnil
, da sta se z amerǐskim predsednikom donaldom trumpom v telefonskem
pogovoru pred mesecem dni zavezala k ” skupnim prizadevanjem za
krepitev sodelovanja med kitajsko in zda ” . na poti v peking se je
tillerson ustavil v amerǐskih zaveznicah , na japonskem v južni koreji ,
kjer je izjavil , da je strateškega potrpljenja s severno korejo konec .
• StaExtMul candidate summary:
vendar pa je bil tillerson v pekingu danes spravljiv , navaja francoska
tiskovna agencija afp . kitajski predsednik je amerǐskemu gostu pojasnil
, da sta se z amerǐskim predsednikom donaldom trumpom v telefonskem
pogovoru pred mesecem dni zavezala k ” skupnim prizadevanjem za
krepitev sodelovanja med kitajsko in zda ” . na poti v peking se je
tillerson ustavil v amerǐskih zaveznicah , na japonskem v južni koreji ,
kjer je izjavil , da je strateškega potrpljenja s severno korejo konec .
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• StaCnnAbsCse candidate summary:
kitajski predsednik rex tillerson se je danes v pekingu srečal s kitajskim
kolegom wang yijem , s katerim sta se zavezala k krepitvi sodelovanja
med državama in krepitvi odnosov med zda in kitajsko . peking se je v
soboto sestal s kitajskim predsednikom xi jinpingom , ki je dejal , da sta
zda in kitajska zavezani preprečevanju konflikta na korejskem polotoku
..peking naj bi se sestal s kitajskimi .v pekingu .china . .peking je sicer
že tretji dan .
• StaCnnExtCse candidate summary:
vendar pa je bil tillerson v pekingu danes spravljiv , navaja fran-
coska tiskovna agencija afp . na poti v peking se je tillerson ustavil
v amerǐskih zaveznicah , na japonskem v južni koreji , kjer je izjavil ,
da je strateškega potrpljenja s severno korejo konec . kitajski predsed-
nik je amerǐskemu gostu pojasnil , da sta se z amerǐskim predsednikom
donaldom trumpom v telefonskem pogovoru pred mesecem dni zavezala




čeprav je nemško gospodarstvo lani kazalo mešano sliko , saj ni raslo v
vseh četrtletjih , jim je število delovnih ur uspelo občutno povečati . ”
trg dela ostaja delovni konj nemškega gospodarstva , ” je po poročanju
nemške tiskovne agencije dpa pojasnil glavni raziskovalec inštituta iab
enzo weber . glavni razlog za večje število delovnih ur v lanskem letu je
večji obseg nadur . nemci so lani v povprečju opravili 21,1 ure plačanih
nadur , kar je 1,1 ure več kot leta 2013 . neplačanih nadur je bilo lani
za 27,8 ure , kažejo podatki inštituta iab , ki podatke zbira s pomočjo
anket v podjetjih in med delavci .
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• Reference summary:
nemški delavci so lani opravili največ ur na delovnem mestu po letu
1992 . skupaj so jih našteli 58,5 milijarde , kar je 1,5 odstotka več kot
leta 2013 . rekord iz leta 1992 , ko so opravili 59,9 milijarde ur , tako
ostaja nedotaknjen , je razvidno iz poročila , ki ga je nedavno objavil
nemški inštitut za raziskave trga dela ( iab ) .
• StaAbsCse candidate summary:
število delovnih ur v nemčiji se je lani povečalo za 1,2 odstotka , kar
je najnižja raven v zadnjih treh letih , kažejo danes objavljeni podatki
nemškega inštituta za delo ( iab ) . število delovnih dni se je v primer-
javi z letom 2013 povečalo za 1,8 odstotka , medtem ko je bilo leto prej
za 1,7 milijona .
• StaAbsMul candidate summary:
nemsko gospodarstvo je lani v primerjavi z letom 2013 po podatkih
mednarodne agencije za gospodarsko sodelovanje ( iab ) ustvarilo 2 , 1
milijarde evrov cistega dobicka , kar je 1 , 1 odstotka vec kot leto prej
. prihodki od prodaje so se medtem zvisali za 0 , 1 odstotne tocke na
1 , 4 odstotka .
• StaCnnAbsCse candidate summary:
število delovnih ur v nemčiji se je lani v primerjavi z enakim obdobjem
lani zmanǰsalo za 0,1 odstotne točke , kažejo danes objavljeni podatki
inštituta iab . kot so sporočili iz inštituta , je bilo v lanskem letu za
0,2 odstotne točke več kot leto prej , kot je bilo lani , ko je bilo za 1,4
ure plačanih nadur , kar je 0,3 odstotne točke manj kot leto poprej .”
.” . ” .
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Appendix B
Croatian dataset examples
In this Appendix, we present additional examples of produced summaries for
the Croatian dataset. Examples are analysed and explained in Section 6.2.
EXAMPLE 1
• Source text:
ako je nekad bio na vojnoliječničkoj komisiji sigurno je prpglašen sposoban
!! s obzirom da je imao 16god baš me zanima kad je to ǐsao na vojnu
komisiju ? nek počiva u miru , žalosno bolovi u prsima su razlog za
hitan posjet kardiologu ! to nek vam svima bude jasno ! ili zvati hitnu
oni već znaju što im je činiti . iskrena , najiskrenija sućut obitelji .
da , ali i oni koji boluju od hijatalne hernijrefluks jednjaka imaju isti
simptom kao i pred infarkt ... šest sati sam tako hodao . oprosti ako
sam negdje fulao ali prema iskustvima ljudi koji su to preživjeli ... to su
moja saznanja , plus trnjenje lijeve ruke, donje čeljusti , zujanje u glavi
al ne mora biti uvijek ... treba namjerno provocirati kašalj , jedan u
sekundi i čovijek se tako može dovest do najbliže medicinske ustanove
!!! kašljanjem pluća ” lupaju ” po srcu i tjeraju ga radit !!! sargu ,
to što si napisao stoji , i da je u pitanju kakav penzioner vjerojatno bi
tako i postupio . ali kojem klincu od 16 god je na pameti mogučnost
infarkta . realno , da si ti imao simptome u toj dobi vjerojatno nebi ni
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ti ǐsao do hitne . ali lako je to sad sve govoriti , ovom dečku nažalost
to nǐsta vǐse ne može pomoći
• Reference summary:
16 god dečko imao infarkt . iskustva ljudi i simptomi srčanog udara ,
kašalj , bolovi u prsima . zvati hitnu pomoć i hitan posjet liječniku i
medicinskoj ustanovi . bio na vojnoliječničkoj komisiji . iskrena sućut
i nek počiva u miru .
• StaAbsCse candidate summary:
v bolnǐsnici v ljubljani se je danes zgodil srčni infarkt , ki se je zgodil
v ukc ljubljana . gre za mlaǰsega dečka , ki je umrl v bolnǐsnici . v
nesreči je umrl , ker je bil takrat na vojaški komisiji , kjer je bil na
vojaškem komisiji , v bolnǐsnici pa je bil ranjen . ec . sargo je umrl .
sarg . sargu .
• StaAbsMul candidate summary:
nekdanji vojaski usluzbenec slovenske vojske matjaz sargu je v pogov-
oru za sta dejal , da je bil v casu , ko se je zdravstveni delavec ukvarjal
s hudimi boleznimi v prsih , sposoben izboljsati zivljenje . kot je dejal
za sta , se je za to odlocil .
• StaExtCse candidate summary:
da , ali i oni koji boluju od hijatalne hernijrefluks jednjaka imaju isti
simptom kao i pred infarkt ... s obzirom da je imao 16god baš me
zanima kad je to ǐsao na vojnu komisiju ? sargu , to što si napisao stoji
, i da je u pitanju kakav penzioner vjerojatno bi tako i postupio .
• StaExtMul candidate summary:
s obzirom da je imao 16god baš me zanima kad je to ǐsao na vojnu
komisiju ? sargu , to što si napisao stoji , i da je u pitanju kakav
penzioner vjerojatno bi tako i postupio . bolovi u prsima su razlog za
hitan posjet kardiologu !
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• StaCnnAbsCse candidate summary:
igor lukšič , ki je bil na vojaškem komisiji 16 when he was 16-year-
old. he was diagnosed with hijatalni hernijrefluks jednjak and had to
undergo surgery. he has since been diagnosed with a hijatalni hernijre-
fluks. he is now in a stable conditioni ’m going to die . ........ i ’m very
happy , ’ he addsi do n’t want to see if you ’re going to the hospital ?
i ’m not happy to do you know what i ’m , i the .
• StaCnnExtCse candidate summary:
da , ali i oni koji boluju od hijatalne hernijrefluks jednjaka imaju isti
simptom kao i pred infarkt ... s obzirom da je imao 16god baš me
zanima kad je to ǐsao na vojnu komisiju ? ako je nekad bio na vojno-
liječničkoj komisiji sigurno je prpglašen sposoban !!
EXAMPLE 2
• Source text:
u aqmerici ne postoji nikakova matura , nema prijemnog ispita za koledj
, skola traje 12 godina i u zadnjim godinama mozes uzet predmete koje
hoces , najmanje moraju biti 3 , i sa takovomskolom imaju najbolje
strucnjake na kugli zemaljskoj , a oni sa ”najboljim skolama” imaju
drek strucnjake . državna matura služi za to da sva djeca prolaze
jednake testove i da bi njihove ocjene bile medusobno usporedive . cilj
je izbjeći situacije do kojih dolazai kada djeca u nekim školama olako
dobivaju dobre ocjene , a u drugima se za njih moraju mučiti . u
americi to rade na način da imaju svuda iste testove tijekom godine
. mislim da će državna matura biti objektivna i s time će se cijeniti
znaje , jer to je dovoljan pokazatelj i kvalitete školstva jer na taj će se
način znati koliko predznanje posjeduju djeca prije upisa na fakultete !
u svemu kopiramo europu osim u plaćama . ovo za pripreme je zaista
ružna laž . mi molimo profesore da nam organiziraju , a oni kažu da
toga vǐse nema . tko tu kome maže oči ?
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• Reference summary:
u americi škola traje 12 godina i u zadnjim godinama možeš uzeti pred-
mete koje hoćeš . nema mature i sa takvom školom imaju najbolje
stručnjake . državna matura služi za to da sva djeca produ jednake
testove i da bi se njihove ocjene mogle medusobno usporediti i mislim
da će biti objektivna .
• StaAbsCse candidate summary:
v aqmerici ne obstaja niti državna matura , ampak tudi državna matura
. to ne pomeni , da bo državna matura dobra , ampak da se bodo učenci
lahko še bolj mučili . v aqmerici se ne bo prijavilo na izpite , ampak
se bodo morali šolarji ukvarjati z izobraževanjem in izobraževanjem ,
v financah pǐse karel lipnik .to je dober dokaz , da se nam ne bo treba
prilagoditi .to , ker se v sloveniji ne bo dogajalo dovolj časa za vse , da
. ec ne bo prijavil na maturo na maturo . ec . ec v sloveniji . ecec .
ecec v zda . ec ni več . ec .
• StaAbsMul candidate summary:
evropska prestolnica kulture ( epk ) bo v cetrtek gostila evropsko pr-
venstvo v izobrazevanju , na katerem bodo predstavili rezultate izo-
brazevanja , izobrazevanja , znanosti in kulture . kot je za sta povedal
predsednik evropske komisije jean - claude juncker , bodo pripravili
splosno maturo .
• StaExtCse candidate summary:
mislim da će državna matura biti objektivna i s time će se cijeniti znaje
, jer to je dovoljan pokazatelj i kvalitete školstva jer na taj će se način
znati koliko predznanje posjeduju djeca prije upisa na fakultete ! u
aqmerici ne postoji nikakova matura , nema prijemnog ispita za koledj
, skola traje 12 godina i u zadnjim godinama mozes uzet predmete koje
hoces , najmanje moraju biti 3 , i sa takovomskolom imaju najbolje
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strucnjake na kugli zemaljskoj , a oni sa ”najboljim skolama” imaju
drek strucnjake . ovo za pripreme je zaista ružna laž .
• StaExtMul candidate summary:
u aqmerici ne postoji nikakova matura , nema prijemnog ispita za koledj
, skola traje 12 godina i u zadnjim godinama mozes uzet predmete
koje hoces , najmanje moraju biti 3 , i sa takovomskolom imaju na-
jbolje strucnjake na kugli zemaljskoj , a oni sa ”najboljim skolama”
imaju drek strucnjake . u americi to rade na način da imaju svuda iste
testove tijekom godine . državna matura služi za to da sva djeca pro-
laze jednake testove i da bi njihove ocjene bile medusobno usporedive
.
• StaCnnAbsCse candidate summary:
v aqmerici , aqmerici , cambridge , aqmerica , cambridge and aqmerica
have all been exaggerated. aqmerica ca n’t be able to take a class
class class , but it ’s too expensive for students. aqmerica , aqmerica
cambridge school , has a history of class , education , education and
education. aqmerica ’s school , aqmerica ’s aqmerica , is one of the
most popular students in the world. aqmerica is aqmerica ’s first class
class, a the a .
• StaCnnExtCse candidate summary:
državna matura služi za to da sva djeca prolaze jednake testove i da
bi njihove ocjene bile medusobno usporedive . mislim da će državna
matura biti objektivna i s time će se cijeniti znaje , jer to je dovoljan
pokazatelj i kvalitete školstva jer na taj će se način znati koliko predz-
nanje posjeduju djeca prije upisa na fakultete ! u americi to rade na
način da imaju svuda iste testove tijekom godine .
EXAMPLE 3
• Source text:
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s ovakvim zakonima gdje ubojice izlaze iz zatvora nakon 23 godine ,
obitelji zrtava ne preostaje nista drugo nego preuzeti zakon u svoje ruke
sacekati dan izlaska i metak u celo , pa nek njegovoj ubojici takodjer
daju 2 godine zatvora . konačno da i ovi tamo visoki zarade jednom
u svojoj karijeri svoju plaču ... ni jedan zatvor ne vraća život i zaista
je tužno čuti kad ubojice ne dobiju i ne odleže zasluženu kaznu . u
slučaju ovog narkomana pak , dobro je i povećati kaznu , jer , osim
što je brutalno tukao do smrti čovjeka , ova kazna možda mu bude i
prilika za izlječenje . a i ovo tumačenje narkomana da mu se pokojnik
upucavao isto je jadno . čovjek se ne može odbraniti od takve objede
, a kako su bili sami , ostaje nam vjerovati narkomanu ? vjerojatno
mu je odbio dati novce za drogu i tada ga je u bijesu izudarao . isto
tako , pogreška u datumima , možda u tiskanju , jer nije mogao biti
mrtav 7 dana prije ubojstva , ne ? on je 13. kolovoza lani posjetio svog
znanca u njegovu stanu u ii . maksimirskom naselju . pili su i posvadali
se . dražen p . nabacivao mu se pa je ljut zbog odbijanja porazbijao
namještaj . igor stamenković tada ga je nogom stolca izudarao po glavi
tako da je dražen p . pao u komu sve do 6 . kolovoza 2008 . kad je
umro . ubojica igor stamenković je još na slobodi !
• Reference summary:
ubojice izlaze iz zatvora prerano . obitelji žrtava ne prostaje nǐsta drugo
nego preuzeti zakon u svoje ruke . ni jedan zatvor ne vraća život . tužno
je kad ubojice ne dobiju i ne odleže zasluženu kaznu . narkomanu treba
i povećati kaznu jer je brutalno tukao do smrti čovjeka i možda mu bude
prilika da se izliječi . tumačenje ubojice je da mu se pokojnik upucavao
. vjerojatno mu nije htio dati novce za drogu pa ga je u bijesu izudarao
. pogreška je u datumima jer nije mogao biti mrtav prije ubojstva .
• StaAbsCse candidate summary:
v petek je na ljubljansko okrožno sodǐsče vložil zahtevo za sklic nujne
seje odbora dz za pravosodje , na kateri bi obravnavali predlog zakona
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o množičnih morilskih dogodkih , ki ga je preǰsnji teden v mariboru
usmrtil eden od obsojenih na dve leti zapora . gre za zakon , s katerim
se je smrtno ponesrečil janez janša , v mladini pǐse grega repovž .za
zakon o prekršku .za morilca ..v zapore .
• StaAbsMul candidate summary:
na ljubljanskem okroznem sodiscu se je danes zacelo sojenje nekdan-
jemu predsedniku uprave pivovarne lasko bosku srotu in igorju bavcarju
, ki so ga obtozili umora . sodisce ga je obsodilo na dve leti in pol zapora
, ker je bil umorjen .
• StaExtCse candidate summary:
ubojica igor stamenković je još na slobodi ! u slučaju ovog narkomana
pak , dobro je i povećati kaznu , jer , osim što je brutalno tukao do smrti
čovjeka , ova kazna možda mu bude i prilika za izlječenje . s ovakvim
zakonima gdje ubojice izlaze iz zatvora nakon 23 godine , obitelji zrtava
ne preostaje nista drugo nego preuzeti zakon u svoje ruke sacekati dan
izlaska i metak u celo , pa nek njegovoj ubojici takodjer daju 2 godine
zatvora .
• StaExtMul candidate summary:
ubojica igor stamenković je još na slobodi ! s ovakvim zakonima gdje
ubojice izlaze iz zatvora nakon 23 godine , obitelji zrtava ne preostaje
nista drugo nego preuzeti zakon u svoje ruke sacekati dan izlaska i
metak u celo , pa nek njegovoj ubojici takodjer daju 2 godine zatvora .
a i ovo tumačenje narkomana da mu se pokojnik upucavao isto je jadno
.
• StaCnnAbsCse candidate summary:
convicted of beating a man inmate ’s death in 2008. killer ’s death
toll now stands at 1.5 m , according to prosecutors. killer , ki je bil
13. avgusta lani in 2008 , has been sentenced to 2 years in jail. he
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was convicted of murdering a man in october 2008 , 2013 , 2013he has
been given 2 years jail , but he must be allowed to be released from jail
if convicted the jacketeers must be given 2-year jail a motive for the
death of the killer is still unclear if he , the
• StaCnnExtCse candidate summary:
ubojica igor stamenković je još na slobodi ! u slučaju ovog narkomana
pak , dobro je i povećati kaznu , jer , osim što je brutalno tukao do
smrti čovjeka , ova kazna možda mu bude i prilika za izlječenje . a i
ovo tumačenje narkomana da mu se pokojnik upucavao isto je jadno .
