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Abstract
This paper looks at an algebraic formulation of one dimensional cellular automata. Using the
formulation connections to combinatorial structures and graph theory become clear. Strong results
about uniqueness and isomorphism allows us to outline e,ective algorithms for the generation
of exhaustive lists of reversible one dimensional cellular automata, and to count the number of
distinct examples that exist. These algorithms use the “orderly algorithm” methods to avoid the
pitfalls of brute force searches.
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1. Introduction
This paper looks at closely related algebraic, combinatoric and graph theoretical
interpretations of reversible one dimensional cellular automata and describes algorithms
for the e!cient enumeration of all instances. Using the various equivalent models leads
to some interesting insights. The strength of connections allows us to move theorem
proving to the model where the proofs are most clear. One of the problematic aspects
of cellular automata research is the unwieldy language. The approach used here, where
we quickly move away from traditional cellular automata language, allows us to use
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tools that exist in the algebraic, combinatorial and graph theoretic contexts to obtain
clearer results.
Reversible computations allow the recovery of the initial state from the ?nal state,
they preserve information. One of the bene?ts of looking at reversible computation is
the (signi?cant) extra structure involved. This is comparable to the di,erences between
semigroups (of transformations) and groups (where the transformations are invertible).
This added structure allows one to say more about the objects than would be possible
in the non reversible case. That reversibility is no restriction on computational power
has been amply demonstrated [2,27].
The paper begins by looking at an algebraic structure, semicentral bigroupoids, re-
lated to central groupoids. We show that general semicentral bigroupoids can be repre-
sented as an idempotent semicentral bigroupoid with a related permutation, the lifting.
We then coordinatise the algebraic structure and derive a combinatorial object, a rect-
angular structure. The following sections show that the combinatorial object is directly
equivalent to an idempotent semicentral bigroupoid.
We show that semicentral bigroupoids are equivalent to reversible one dimensional
cellular automata using the technique of Pedersen [29]. This section forms the bridge
to cellular automata theory.
A further model of the algebraic and combinatorial structure as a pair of graphs
is introduced and shown to be equivalent. Importantly, the automorphism groups of
the algebraic and graph structures are shown to be identical. We then look at iso-
morphism between semicentral bigroupoids, determining exactly when two semicentral
bigroupoids are isomorphic and develop a technique to count the number of distinct
semicentral bigroupoids that can be lifted from a given idempotent semicentral bi-
groupoid. Then we look at a technique of building semicentral bigroupoids piece by
piece, showing that we can generate all examples using this technique. More impor-
tantly, using the uniqueness results, and borrowing the ideas of orderly algorithms from
e.g. [33], we look at an e!cient algorithm for the exhaustive generation of rectangu-
lar structures. Using the results on isomorphism we can then calculate the number of
distinct semicentral bigroupoids and thus cellular automata rules that can be derived
from that structure.
2. Algebraic structures
In this section we introduce central groupoids and a generalisation thereof, namely
semicentral bigroupoids. The latter will concern us for the rest of this paper.
2.1. De7nitions and simple results
A (2)-algebra (S; ·), · a binary operation, is called a groupoid. Examples include
semigroups, quasigroups, loops and groups. A (2; 2)-algebra (S; ·; ◦) is called a bi-
groupoid. Examples include ?elds, Lie algebras, lattices and nearrings. Evans [7] in-
vestigates the various groupoids that can be de?ned naturally on the set S =A×A for
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some set A. A well-known example of such a construction is the rectangular semi-
group:
Lemma 1 (McLean [23]). Let (S; ·) be a groupoid. The following are equivalent:
• (S; ·) ∼= (A×B; ∗) with (a; b) ∗ (c; d)= (a; d) for some sets A; B.
• (S; ·) is an anticommutative semigroup, i.e. a · b= b · a⇔ a= b
• (S; ·) is an idempotent semigroup with a · b · a= a for all a; b∈ S
Evans looked at all the possible products on S =A×A, and found that other than the
rectangular semigroups, the only other interesting example was de?ned by
(a; b) • (c; d) = (b; c): (1)
This operation satis?es (a • b) • (b • c)= b.
Denition 1. A Central Groupoid is a (2)-algebra (S; •) satisfying the axiom:
(a • b) • (b • c) = b: (2)
The examples used by Evans are referred to as the natural central groupoids. All
natural central groupoids have, by construction, order equal to a square. In a natural
central groupoid, we see that (a; b) • (a; b)= (a; b) i, a= b, thus we have |A| idempo-
tents in a natural central groupoid of order |A|2. The following shows that all central
groupoids share these properties.
Theorem 2 (Evans [7], Knuth [15], and Shader [36]). If (S; ◦) is a 7nite central
groupoid, then |S|= n2 for some integer n. For every positive integer n there exists a
central groupoid of order n2. In any 7nite central groupoid of order n2, the number
of idempotents is n. There are non-natural central groupoids of order n2 for n¿3.
The ?rst result appears as Corollary 10 while the second follows from the example
above. The third result is very di!cult to show in an algebraic setting, it is necessary
to move over to a linear algebra setting [17]. The fourth result appears in [36].
In [17], Knuth investigated various aspects of central groupoids. Most importantly,
Knuth’s work found two models for central groupoids, one being a digraph model, the
other being a model based upon the {0; 1}-matrices that are the incidence matrices of
these digraphs. The incidence matrices made an interesting contribution to a question
posed by Ho,man in [14]: which {0; 1}-matrices A have the property that A2 = J ,
where J is the matrix consisting entirely of ones?
The question of exhaustive lists of central groupoids, or equivalently exhaustive lists
of matrices A with A2 = J , remains open.
We introduce the following generalisation.
Denition 3. A Semicentral Bigroupoid is a (2; 2)-algebra (S; •; ◦) satisfying the
following axioms:
(a • b) ◦ (b • c) = b; (3)
(a ◦ b) • (b ◦ c) = b: (4)
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If (S; •) is a central groupoid, then (S; •; •) is a semicentral bigroupoid, so this is a
proper generalisation.
The de?nition is symmetric in • and ◦, i.e. (S; ◦; •) is a semicentral bigroupoid i,
(S; •; ◦) is. The dual of a semicentral bigroupoid (S; •; ◦) is (S; ◦; •). It is often not
necessary to prove results for both operations, as they carry across by duality.
Any set S can be seen as a semicentral groupoid by taking
a • b = a; a ◦ b = b (∀a; b ∈ S) (5)
This is a trivial semicentral bigroupoid called a •-left-constant semicentral bigroupoid
on S. Similarly we can de?ne a •-right-constant semicentral bigroupoid on S.
Example 2. Let A; B be two sets, and let Q=A×B. De?ne
(a1; b1) • (a2; b2) = (a1; b2); (6)
(a1; b1) ◦ (a2; b2) = (a2; b1): (7)
Then (Q; •; ◦) is a semicentral bigroupoid.
This corresponds to the natural central groupoids, in that it can be constructed as a
“product of points” [7], see also Lemma 4. Here (Q; •) de?nes a rectangular semigroup,
as does (Q; ◦). We call a semicentral bigroupoid (S; •; ◦) associative if (S; •) is. In
Section 2.3 we will see that all associative semicentral bigroupoids are of the form in
Example 2.
Lemma 3. Let (S; •; ◦) be a semicentral bigroupoid. Both the operations are anti-
commutative, that is, a • b= b • a⇔ a= b and similarly for ◦. Also a • a= a i<
a ◦ a= a, thus (S; •) is idempotent i< (S; ◦) is idempotent.
These results follow by direct calculation. Note that anticommutativity is a stronger
condition than noncommutativity. In the following, we will often omit • and represent
the operation by juxtaposition where no confusion would result.
2.2. Liftings
We can take any semicentral bigroupoid and “bend” it to get another semicentral
bigroupoid. This method can be used to ?nd new examples of semicentral bigroupoids.
Proposition 4. If (S; •; ◦) is a semicentral bigroupoid, and  : S→ S is a permutation
of S, then the algebra (S; ∗;+) with
a ∗ b = −1(a • b); (8)
a+ b = (a) ◦ (b); (9)
is also a semicentral bigroupoid.
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The calculation behind this result is mechanical. In general the new semicentral
bigroupoid will not be isomorphic to the old one; see Section 6 on uniqueness, in
particular Lemma 17.
Denition 5. The lifting of (S; •; ◦) by  is the algebra (S; ∗;+) de?ned above. The
square map • of (S; •; ◦) is • : x → x • x.
The square map, • : a → a • a is a permutation:
•(a) = •(b)⇒ a • a = b • b
⇒ (a • a) ◦ (a • a) = (b • b) ◦ (b • b)⇒ a = b: (10)
If we lift by the square map then the derived operation ∗ is idempotent:
a ∗ a = −1• (a • a) = −1• •(a) = a: (11)
This will be referred to as the idempotent lifting of a semicentral bigroupoid. If we
lift the resulting semicentral bigroupoid by the permutation −1• then we will obtain
(S; •; ◦).
It is clear that the lifting operation is invertible and that every semicentral bigroupoid
is the lifting of an idempotent semicentral bigroupoid by a permutation that becomes
the inverse of the square map in the lifting. That is, for every semicentral bigroupoid
(S; •; ◦) there is an idempotent semicentral bigroupoid (S;+; ∗) and a permutation  
such that (S; •; ◦) is the lifting of (S;+; ∗) by  and  =−1• .
That we can have any permutation as the square map in a semicentral bigroupoid,
and thus any number of idempotents, is in contrast to the case for a central groupoid,
where there are exactly
√|S| idempotents for any ?nite S.
Let Symm(S) stand for the symmetric group on the set S. We have shown the
following.
Proposition 6. Every semicentral bigroupoid (S; •; ◦) can be uniquely represented as
an idempotent semicentral bigroupoid and a permutation in Symm(S). Conversely,
every such pair gives a semicentral bigroupoid that is idempotent i< the permutation
is trivial.
In Proposition 12 we will see exactly when two semicentral bigroupoids are iso-
morphic, based upon the isomorphism of their idempotent representatives and relations
between their square maps.
We will focus upon idempotent semicentral bigroupoids until further notice.
Let us apply the idempotent lifting process to a central groupoid. If (S; •) is a central
groupoid, then (S; •; •) is a semicentral bigroupoid. Take the example of the natural
central groupoid of order 4. The elements are {aa; ab; ba; bb} with operation x1x2 •
x3x4 = x2x3. The square map is the permutation •=(ab ba). This is the permutation
that reverses the entries in the product, i.e. • : xy →yx. This is true for all natural
central groupoids. If we construct the multiplication tables for the lifting by •, then
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we obtain the following:
∗ aa ab ba bb
aa aa aa ba ba
ab ab ab bb bb
ba aa aa ba ba
bb ab ab bb bb
+ aa ab ba bb
aa aa ab aa ab
ab aa ab aa ab
ba ba bb ba bb
bb ba bb ba bb
(12)
We see that this lifting is an idempotent semicentral bigroupoid, in fact an associative
one.
In general one can make the following statement, using a mechanical argument.
Lemma 4. The idempotent lifting of a natural central groupoid is an associative semi-
central bigroupoid.
In the next section will look more at associative semicentral bigroupoids, since they
play the equivalent role to the natural central groupoids.
2.3. Associative semicentral bigroupoids
It will be useful to look at the most accessible class of semicentral bigroupoids,
namely those that are associative.
In Lemma 3 above, we saw that the operations in a semicentral bigroupoid are
anticommutative. Let one of the semicentral bigroupoid operations, w.l.o.g. •, be as-
sociative, so that by Lemma 1 (S; •) is a rectangular semigroup. Thus there are two
sets A; B and an operation ∗ on A×B, (a1; b1) ∗ (a2; b2)= (a1; b2) such that (S; •) is
isomorphic to (A×B; ∗). Applying the semicentral bigroupoid axioms, we can de?ne
◦ by
(a1; b1) ◦ (a2; b2) = ((a1; b3) ∗ (a2; b1)) ◦ ((a2; b1) ∗ (a3; b2)) (13)
= (a2; b1) (14)
giving us a description of all associative semicentral bigroupoids:
Lemma 5. All associative semicentral bigroupoids (S; •; ◦) are de7ned by two sets
A; B with
S = A× B; (15)
(a1; b1) • (a2; b2) = (a1; b2); (16)
(a1; b1) ◦ (a2; b2) = (a2; b1): (17)
3. Rectangular structures
This section takes the semicentral bigroupoids we looked at in the previous section,
and demonstrates that they are equivalent to a certain combinatorial structure. From
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this equivalence, we can determine several properties of the algebraic structure. All
semicentral bigroupoids in this section are idempotent.
3.1. Partitioning
In this section, we show that we can “coordinatise” our algebra. An idempotent
semicentral bigroupoid gives us a combinatorial structure. De?ne
 : S → P(S2) (18)
x → {(a • x; x • b)|a; b ∈ S} (19)
where P(X ) denotes the power set of X .
This appears similar to the concept of ideals in semigroups. Although this is only
super?cial, there is some connection to maximal congruences, see [4] regarding “par-
titionability” for some details.
Lemma 6. Let (S; •; ◦) be an idempotent semicentral bigroupoid and  as above.




• B ◦A= S.
• A ◦B= {x}.
The proof is mechanical calculation with A= S • x; B= x • S.
So the  map breaks S2 down into a collection of cartesian products, rectangles,
that form a partition. In this way we ?nd a coordinatisation of S in terms of a pair
of trivially intersecting sets; taking some (x)=A×B, every element s of S can be
uniquely represented as a pair (a; b) with b ◦ a= s and c ◦d= x i, c∈B and d∈A.
The following result shows that semicentral bigroupoids are a “rectangular” algebra,
as in rectangular semigroups or the groupoids investigated in [10].
Corollary 7. Let (S; •; ◦) be an idempotent semicentral bigroupoid. If a ◦ b= c ◦d= x,
then a ◦d= c ◦ b= x, and similarly for •.
Proof. By Lemma 6 above, (x)=A×B, A= S • x, B= x • S. Then
a = (a ◦ a) • (a ◦ b) = (a ◦ a) • x ∈ S • x; (20)
similarly c∈ S • x, b; d∈ x • S. Then A ◦B=(S • x) ◦ (x • S)= {x}, so
a ◦ d ∈ A ◦ B ⇒ a ◦ d = x; (21)
c ◦ b ∈ A ◦ B ⇒ c ◦ b = x: (22)
Let us investigate the structure of this collection of sets.
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Let R◦ be the set of ordered pairs of sets {(x)|x∈ S}. It is the set of “rectangles”
in the table of ◦; let R◦x = {(a; b)|a ◦ b= x}, then R◦= {R◦x |x∈ S}.
What is the structure of this R◦? First, it is a partition, so
For all (a; b) ∈ S2 ∃!R = (R1; R2) ∈ R◦ s:t: a ∈ R1; b ∈ R2: (23)
This follows from Lemma 6 above. Then,
For any pair of rectangles Q; R ∈ R◦; |Q1 ∩ R2| = 1: (24)
To see this, note that there are some x; y∈ S such that Q1 = S • x; R2 =y • S. If
a∈Q1 ∩R2, then a= b•x=y•c for some b; c∈ S. Then by Corollary 7 above, a=y•x,
that is, Q1 ∩R2 = {y • x}.
So we see that an idempotent semicentral bigroupoid (S; •; ◦) has the structure of a
set of rectangles satisfying a pair of identities (23), (24). We now demonstrate that
this connection is invertible, i.e. given a set of such rectangles one can obtain an
idempotent semicentral bigroupoid.
Denition 7. A Rectangular Structure on a set S, called the base set, is a collection
R of ordered pairs of subsets, called rectangles, of S, such that
∀(s; t) ∈ S2 ∃! R ∈ R such that (s; t) ∈ R (25)
∀R;Q ∈ R; |R1 ∩ Q2| = 1 (26)
where we identify R=(R1; R2)=R1×R2.
We say two rectangular structures are isomorphic if there is an invertible map be-
tween the base sets that preserves rectangles.
A simple example is to take some set A= {1; : : : ; n}, and to de?ne the rectangles as
{a}×A for each a∈A.
{({n}; {1; : : : ; n});
...
({2}; {1; : : : ; n});
({1}; {1; : : : ; n})}:
Taking any pair (s; t)∈A2, (s; t) is uniquely in the rectangle {s}×A. For any pair of
rectangles R;Q, R= {r}×A, Q= {q}×A, the intersection R1 ∩Q2 = {r} is a single-
ton. Such a rectangular structure will be called a Dagwood, owing to the layered, or
sandwich-like structure of it.
A somewhat more general example is the following. Take two sets A= {1; : : : ; m},
B= {1; : : : ; n}. De?ne S =A×B, and for all (a; b)∈ S de?ne R(a;b) = ({a}×B; A×{b}).
Then
R = {R(a;b)|a ∈ A; b ∈ B} (27)
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is a rectangular structure on S:
{(({m}; {1; : : : ; n}); ({1; : : : ; m}; {1})); · · · (({m}; {1; : : : ; n}); ({1; : : : ; m}; {n}));
...
...
(({2}; {1; : : : ; n}); ({1; : : : ; m}; {1})); · · · (({2}; {1; : : : ; n}); ({1; : : : ; m}; {n}));
(({1}; {1; : : : ; n}); ({1; : : : ; m}; {1})); · · · (({1}; {1; : : : ; n}); ({1; : : : ; m}; {n}))}:
For any ((a; b); (c; d))∈ S2, we see that ((a; b); (c; d))∈R(a;d), and this is obvi-
ously unique. Let R=R(a;b), Q=R(c;d) be two rectangles in R. Then R1 = {a}×B
and Q2 =A×{d}, so |R1 ∩Q2|= |{{a}×{d}}|=1. This is a slight generalisation of
the Dagwood. Since this is nevertheless a very simple construction, we will refer to it
as the vanilla rectangular structure on A×B.
Of course, every semicentral bigroupoid gives us a rectangular structure, as demon-
strated above.
The format of a rectangle (A; B) is the ordered pair (|A|; |B|).
De?ne the map:
d : R → S
R → r where {r} = R1 ∩ R2 (28)
This map is well de?ned since for every R∈R, |R1 ∩R2|=1 by (26) above, so
R1 ∩R2 = {r} for some unique r.
Proposition 8. If R is a rectangular structure with base set S, and R=(R1; R2)∈R
is some rectangle, then |R1||R2|= |S|= |R|. Moreover, for any other rectangle
Q=(Q1; Q2)∈R, |R1|= |Q1|, i.e. all rectangles have the same format.
Proof. By (25) above, (r; r) is in a unique rectangle, so this map is bijective and
|R|= |S|.
For some ?xed rectangle R∈R de?ne:
rR : R → R2 × R1 (29)
Q → (Q1 ∩ R2; Q2 ∩ R1) (30)
where ({a}; {b}) and (a; b) are equated to simplify notation. Suppose rR(Q)= rR(P)
= (a; b) for some P;Q∈R. Then a∈P1; Q1 and b∈P2; Q2, i.e. (a; b)∈P;Q, so by
the uniqueness in (25) P=Q and rR is injective. (25) also forces surjectivity since
for every (s; t)∈R, there is some Q∈R with (t; s)∈Q. Thus rR is a bijection and
|R|= |R1||R2|= |R|.
Fix s∈ S and de?ne
Q = {Q ∈ R|s ∈ Q1}: (31)
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Taking a rectangle R∈R, for all Q∈Q, |Q2 ∩R1|=1. Thus the mapping
Q → R1 (32)
Q → q where {q} = Q2 ∩ R1 (33)
is well-de?ned. For any Q; T ∈Q,
t ∈ Q2 ∩ T2 = ∅ ⇒ (s; t) ∈ Q; (s; t) ∈ T ⇒ Q = T: (34)
Thus the mapping is injective. Since for every t ∈R1, there is some Q∈Q such that
(s; t)∈Q, the mapping is surjective, thus bijective, giving |R1|= |Q|. Since Q is inde-
pendent of R, |R1| is thus ?xed, as is |R2|, for all rectangles R∈R.
This leads to some simpli?cations. Suppose |S| is prime. Then the only rectangular
structures de?nable on S are the Dagwoods.
3.2. Deriving an algebra
From a rectangular structure R, using the bijection d from equation (28) above and
denoting by R(s; t) the unique rectangle on the pair (s; t) guaranteed by (25), de?ne
• : S × S → S
(s; t) → u where {u} = (d−1(s))2 ∩ (d−1(t))1 (35)
◦ : S × S → S
(s; t) → d(R(s; t)) (36)
as binary operations on S.
As an example consider the vanilla rectangular structure on A; B. In this case
d(R(a;b)) = (a; b); (37)
R((a; b); (c; d)) = R(a;d); (38)
thus,
(a; b) • (c; d) = (c; b); (39)
(a; b) ◦ (c; d) = (a; d): (40)
Proposition 9. The algebra (S; •; ◦), with operations de7ned as in (35), (36) above,
is an idempotent semicentral bigroupoid.
Proof.
(a • b) ◦ (b • c) = (d−1(a)2 ∩ d−1(b)1) ◦ (d−1(b)2 ∩ d−1(c)1) (41)
= k ◦ l for some k; l ∈ S (42)
= d(R(k; l)): (43)
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But k ∈ (d−1(b))1 and l∈ (d−1(b))2. Then (k; l)∈d−1b, thus R(k; l)=d−1b, thus k ◦ l
=d(R(k; l))= b.
Now for the dual.
(a ◦ b) • (b ◦ c) = d(R(a; b)) • d(R(b; c)) (44)
= d−1(d(R(a; b)))2 ∩ d−1(d(R(b; c)))1 (45)
= R(a; b)2 ∩ R(b; c)1: (46)
Since b∈R(a; b)2, b∈R(b; c)1 and their intersection is unique,
R(a; b)2 ∩ R(b; c)1 = {b}: (47)
Thus the two axioms of a semicentral bigroupoid are satis?ed. Since a ◦ a=d(R(a; a))
= a for all a∈ S we see that the ◦ operation is idempotent, thus by Lemma 3 both
operations are idempotent.
In the example from a vanilla rectangular structure above, we can see that the algebra
(S; •) is a rectangular semigroup, as is (S; ◦). It has been shown in Lemma 5 that all
associative semicentral bigroupoids are of this form. In some sense this is the simplest
nontrivial semicentral bigroupoid. The trivial semicentral bigroupoid de?ned by Eq. (5)
can be seen to be derived from the Dagwood rectangular structure by the same process
as above.
That the whole structure of the associative semicentral bigroupoids is forced from
the associativity of just one operation is not an isolated case. Similarly, as in the case
of lattices, one operation follows from the other uniquely.
Corollary 8. If (S; •; ◦), and (S; •; ◦ˆ) are semicentral bigroupoids, then ◦= ◦ˆ.
Proof. From the table of (S; •), one can ?nd the rectangular structure associated with
the algebra, thus the idempotent semicentral bigroupoid that corresponds to it. The
permutation of the elements de?ned by the square map a → a • a is also apparent in
(S; •). These are all that are necessary to de?ne the ◦ operation, which then is identical
with the ◦ˆ operation.
If we call the format of an operation table the format of the derived rectangular
structure, we get the following.
Corollary 9. If (S; •; ◦) is a semicentral bigroupoid with format (a; b) for the • op-
eration table, then the format of the ◦ operation table is (b; a).
Proof. Let (c; d) be the format of the ◦ operation table. For any x∈ S, (x)= S •
x× x • S is the rectangle ?lled with x in the ◦ operation table. Thus d= |x • S|, so
there are d rectangles in the x row of the • operation table, all of which have the same
format (a; b). Thus db= |S|. But |S|= ab so a=d. Similarly b= c, i.e. the format of
the ◦ operation table is (b; a).
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Corollary 10 (Evans [7], Theorem 1). A 7nite central groupoid (S; •) has square
order.
Proof. If (S; •) is a central groupoid, then (S; •; •) is a semicentral bigroupoid. Thus
the formats of the operations are (a; b) and (b; a), but these are identical, so a= b and
|S|= ab= a2.
4. Reversibility of cellular automata
We presume that the reader knows the basic ideas of one-dimensional cellular au-
tomata. We will use A for the alphabet, f to represent the cellular automata rule or
local map and F to represent the global map. A cellular automaton with a global map
F is called reversible if there exists an inverse Fˆ :AZ→AZ such that F ◦ Fˆ = Fˆ ◦F is
the identity map on AZ. We call this a reversible cellular automata (RCA). A rather
thorough review of reversible cellular automata is given in [38], which covers the
theory and some applications of reversible cellular automata.
Lemma 11 (Richardson [32]). If a cellular automaton is reversible, then its inverse is
a cellular automaton.
In 1993 Kari showed that for cellular automata of higher dimension, the reversibility
question is undecidable [14], in contrast to the situation for one dimensional cellular
automata [1]. Happily, this need not concern us, as there are enough interesting as-
pects of one dimensional reversible cellular automata to be investigated. For instance,
Morita and others have demonstrated that reversible computationally universal cellular
automata exist [27].
John Pedersen’s work in [29] shows that we can treat all one dimensional cellular
automata local functions as binary by using a shift and chunking.
The construction is as follows. Let f be a local map of radius r, thus arity 2r + 1
(assuming symmetry for simplicity) on a state set A. The global state is then taken
from AZ and the global map is (F(a))i =f(ai−r ; ai−r+1; : : : ; ai+r). The global map
commutes with !r where ! is the shift operation. The rule !rf is then one-sided, with
(F(a))i =f(ai; ai+1; : : : ; ai+2r).
We then de?ne an equivalent cellular automaton with state set S =A2r and local rule
h : S × S → S (48)
(a; b) → (f(a1; a2; : : : ; a2r ; b1);
f(a2; a3; : : : ; a2r ; b1; b2);
: : : ;
f(a2r ; b1; b2; : : : ; b2r)): (49)
As a result we get a cellular automaton with a binary operation as the local map, which
can be treated as a groupoid operation. That is, (S; h) is a groupoid, a (2)-algebra. Such
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operations are more intuitive and enable us to apply the tools of algebra in a clearer
fashion. Such procedures are also known in general algebra, see e.g. [18].
Now taking a reversible cellular automaton, we can apply this treatment in both
forward and reverse time. It is easy to see that if Sf is a local map on a state set A and
Sg is the reverse map, then by suitably shifting the maps (in opposite directions) and
taking the state set S to be a product of A, we can derive an algebra (S; f; g) where
f and g are binary operations. As the cellular automaton is reversible, there will be
certain equalities.
In forward time, the global function is (F(a))i =f(ai; ai+1). In reverse time, the
global function is (G(a))i = g(ai−1; ai). By reversibility, we mean that FG(a)= a and
GF(a)= a, or locally,
ai = f(g(ai−1; ai); g(ai; ai+1)); (50)
ai = g(f(ai−1; ai); f(ai; ai+1)); (51)
which we can rewrite in general as
a = f(g(b; a); g(a; c)); (52)
a = g(f(b; a); f(a; c)); (53)
which, by rewriting using in?x notation with • for f and ◦ for g,
a = (b ◦ a) • (a ◦ c); (54)
a = (b • a) ◦ (a • c); (55)
which we recognise as the axioms for a semicentral bigroupoid.
Thus we see that semicentral bigroupoids are an appropriate tool for investigating
reversible one dimensional cellular automata.
Cellular automata with a binary local map are also known as radius one-half cellular
automata, see for example [11] where similar results to those obtained in this paper
are obtained. Some other papers have appeared using the ideas of Pedersen, see for
instance [5,6,25,26]. This algebraic approach o,ers much in the way of rigour and
more tools for cellular automata theoreticians. For instance, additive cellular automata
can be analysed simply using these techniques, see [3] for details, comparing with e.g.
[19,40]. Note that the format of the semicentral bigroupoid is identical to the Welch
index [13].
5. Graph model
In this section we will look at a model of semicentral bigroupoids using a more
traditional mathematical construct. Here we will see that we can equate semicentral
bigroupoids with a class of graph pairs. Similar connections are to be found in the
theory of central groupoids, see [15]. Note that in this section, we will treat general
semicentral bigroupoids, not just idempotent ones.
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Fig. 1. An example of a red and blue graph pair, omitting loop edges. Two edges in opposite directions are
indicated as undirected, with no arrow.
5.1. Digraphs
An older problem in graph theory has been the determination of digraphs such that
every pair of nodes is joined by a unique path of a given length. This is called the
unique n-path property UPPn [8,24]. For n=1 we obtain simple complete graphs and
for longer paths some solution classes have been found.
A problem arises in inter-processor communication graphs in [9]. Suitably interpreted,
the author is interested in digraphs where the edges can be 2-coloured, named red and
blue, so that between every pair of vertices (a; b) there is a unique directed path of
length two from a to b coloured red–blue, i.e. a red edge followed by a blue edge. It
is assumed that all vertices have a loop edge of each colour. We might refer to these
as unique 2-coloured 2-path graphs.
We consider the following generalisation. Take a ?xed set of vertices, and look
at two directed graphs on this set, GR and GB. Call these the red and blue graphs,
respectively. The problem is to arrange these graphs such that, when we superimpose
them, there is a unique directed path of length 2 coloured blue–red between any two
nodes, and a unique directed path coloured red–blue. We might assume that all vertices
have a loop edge of each colour, but need not. We must allow (in general) that two
edges of di,ering colours exist between the same vertex pair. Thus we should speak
of multigraphs. Thus the class of multigraphs might be termed symmetric 2-coloured
unique 2-path multigraphs.
As an example consider the pair of graphs in Fig. 1, with loop edges of both colours
on every node omitted.
A general class of such examples can be simply constructed as grids. Take any
rectangle in the plane Z×Z as the node set, and join all nodes in a horizontal line
with red edges, and all nodes in a vertical line with blue arcs. Then to get from one
node to another along a red–blue path, one ?rst travels horizontally along a red edge to
the correct vertical line, then travels along a blue edge to the correct node, somewhat
like on the Manhattan street map. One ?nds the blue–red path from one node to another
similarly by moving ?rst vertically then horizontally.
We note that the incidence matrices of these graphs have the property that AB=
BA= J where A; B are the incidence matrices and J is the matrix consisting of all
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1s. These are generalisations of the matrices introduced by Ho,man in [12] and later
investigated by Knuth in [15], where 0–1 matrices A such that A2 = J are investigated.
There has been some interesting work done on these, with some generating algorithms
developed by Leslie Shader [36]. A generalisation of this problem, looking at 0–1
matrices A such that An =dI + &J continues to be of interest, following from [17].
5.2. Connections
In this section we demonstrate that the digraph (with loop edges) and (idempotent)
algebraic structures are equivalent.
Construction 12. Given a semicentral bigroupoid, de7ne the coloured edges a→blue b
and a→red b by
a→red b⇔ a • c = b ∃c; (56)
a→blue b⇔ a ◦ c = b ∃c: (57)
Conversely, given a graph pair de7ne a bigroupoid as follows. Let S be the vertex
set of the graphs. For any a; b∈ S, let cr; cb be the unique vertices on the paths
between a and b:
a→red cr →blue b; (58)
a→blue cb →red b: (59)
De7ne
a • b = cr; (60)
a ◦ b = cb; (61)
and we have an (2; 2)-algebra (S; •; ◦).
Proposition 10. If (S; •; ◦) is a semicentral bigroupoid, then the construction above
determines a symmetric 2-coloured unique 2-path multigraph. Similarly, given a sym-
metric 2-coloured unique 2-path multigraph, the construction above de7nes a semi-
central bigroupoid. The constructions are inverses of one another.
The proof is mechanical.
Note that if some element a is idempotent, then a•a= a so there is a red loop edge
on the node a, similarly a blue loop edge. Thus if S were idempotent, every node
would have a loop edge, as seen in the case above.
Consider two categories, S of semicentral bigroupoids, and G of symmetric 2-
coloured unique 2-path hypergraphs. Consider the functor from S to G as described
in Construction 12 above, and take an exact sequence A→f B→g C in S. Since
the mappings f; g operate on elements of the semicentral bigroupoids, they operate
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on vertices of the graphs under the functor, carrying edges across with them. Thus
range(f)= ker(g) in G, so the functor is exact. Thus we get the result:
Lemma 13. Isomorphic semicentral bigroupoids give isomorphic graph pairs by the
construction in Construction 12 above.
Thus the correspondence between graph pairs and semicentral bigroupoids is an
equivalence. The following shows that the automorphism group of a semicentral bi-
groupoid can be obtained using the automorphism groups of the associated graphs, a
well-studied problem in combinatorics.
Lemma 14. If Gb; Gr are the graphs de7ned by a semicentral bigroupoid S, then
Aut(S) = Aut(Gb) ∩ Aut(Gr): (62)
Proof. Note that automorphisms are already bijections.
(⊆): Take ∈Aut(S). Take any red edge a→red b, so there is some c such that
a • c= b.
a • c = (a • c) = b: (63)
So a→red b, so ∈Aut(Gr). Similarly ∈Aut(Gb) and we are done.
(⊇): Take some ∈Aut(Gb)∩Aut(Gr), a; b∈ S and c= a • b so a→red c→blue b.
Then
 ∈ Aut(Gr)⇒ a→red c (64)
 ∈ Aut(Gb)⇒ c →blue b: (65)
Then by uniqueness of the path
a→red (a • b)→blue b (66)
a→red (a) • (b)→blue b (67)
we know that c=(a • b)=a • b and similarly (a ◦ b)=a ◦b so ∈Aut(S)
and we are done.
It is thus possible to use the algorithms developed for determining the automorphisms
of graphs to easily determine the automorphism groups of semicentral bigroupoids. This
is a particular problem in relation to the results later regarding the uniqueness of lift-
ings of semicentral bigroupoids and moreover it is also of considerable worth in the
construction of examples of rectangular structures that we will look at in Section 8.
Although there may be techniques to determine the automorphism group of an idempo-
tent semicentral bigroupoid directly, the amount of e,ort required to surpass the highly
e!cient algorithms developed for determining graph automorphism is probably quite
high.
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6. Uniqueness of semicentral bigroupoids
In this section we investigate the notion of isomorphism and a method of determining
isomorphism between semicentral bigroupoids. This can be extended to a counting
method such that given exhaustive lists of idempotent semicentral bigroupoids of a
given size we can then count exactly how many semicentral bigroupoids of that order
exist. Once again duality and symmetry make our work easier.
Lemma 15. If (S; •; ◦) and (T;+; ∗) are semicentral bigroupoids and  is an isomor-
phism from (S; •) to (T;+), then  is also an isomorphism from (S; ◦) to (T; ∗).
Proof. We use a coordinatisation argument. Note ?rst that if y • x= a and x • z= b
then a ◦ b=(y • x) ◦ (x • z)= x so
{a ◦ b} = {x|y • x = a} ∩ {x|x • y = b}; (68)
{a ∗ b} = {x|y + x = a} ∩ {x|x + y = b}: (69)
Then compute:
{(a ◦ b)} = {x|y • x = a} ∩ {x|x • y = b} (70)
= {x|y + x = a} ∩ {x|x + y = b} (71)
= {x|y + x = a} ∩ {x|x + y = b} (72)
= {a ∗ b}; (73)
so  is a ◦-morphism, and we are done.
Thus in order to show that a mapping  on a semicentral bigroupoid S is an iso-
morphism we need to show it for one operation, isomorphism for the second operation
follows automatically. Note that the above argument does not work for general homo-
morphisms.
We have seen that every semicentral bigroupoid is a lifting of an idempotent one.
We also have:
Lemma 16. Every semicentral bigroupoid (S; •; ◦) has an associated rectangular struc-
ture that is constant across liftings.
Proof. Suppose (S; ∗;+) is a lifting of (S; •; ◦) by . De?ne the rectangular structures
as follows:
R•x = {(a; b)|a • b = x}; R∗x = {(a; b)|a ∗ b = x}; (74)
R• = {R•x |x ∈ S}; R∗ = {R∗x |x ∈ S}: (75)
These are rectangular structures as they are derived from semicentral bigroupoids.
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Take (a; b); (c; d)∈R∈R•, two pairs in some rectangle. Thus a • b= c • d= x for
some x∈ S. But a ∗ b=−1(a • b)=−1(c • d)= c ∗ d so (a; b) and (c; d) are in the
same rectangle in R∗. Thus the rectangular structures are the same for both semicentral
bigroupoids.
Proposition 11. Two idempotent semicentral bigroupoids are isomorphic i< the asso-
ciated rectangular structures are isomorphic.
Proof. (⇒) Let the semicentral bigroupoids be (S; •; ◦) and (T; ∗;+), with isomorphism
* : S→T . Take R•;R∗ as above, and take R∈R•. Then
*(R) = {(*a; *b)|(a; b) ∈ R} (76)
= {(*a; *b)|a • b = x} for some x ∈ S (77)
= {(*a; *b)|*a ∗ *b = *(a • b) = *(x)} (78)
= {(a; b)|a ∗ b = *x} (79)
which is a rectangle in R∗. Similarly one shows that *−1 :T → S respects rectangles,
so * is a rectangular structure isomorphism.
(⇐) Take two idempotent semicentral bigroupoids (S; •; ◦) and (T; ∗;+), and suppose
* : S→T preserves the rectangles of the associated rectangular structures R•;R∗. Take
some a; b∈ S. Then a • b= x= x • x for some x. Thus (a; b) and (x; x) are in the same
rectangle in R•, and thus (*a; *b) and (*x; *x) are in the same rectangle in R∗. Thus
*(a) ∗ *(b) = *(x) ∗ *(x) = *(x) = *(a • b) (80)
so * is an isomorphism of the algebras.
The construction of a rectangular structure from a semicentral bigroupoid above and
the reverse construction in Proposition 9 are complementary in that given an idempotent
semicentral bigroupoid (S; ∗;+), the semicentral bigroupoid (S; •; ◦) derived from the
associated rectangular structure is the same, i.e. a ∗ b= a • b; a+ b= a ◦ b.
We now know that given a collection of non-isomorphic rectangular structures, we
cannot get isomorphic idempotent semicentral bigroupoids out of them, and vice versa.
Rectangular structures and idempotent semicentral bigroupoids are essentially equiva-
lent. This contrasts with many generation procedures for algebraic objects where non-
isomorphic combinatorial structures lead to isomorphic algebraic structures, or vice
versa, such as in e.g. the connections between planar nearrings and balanced incom-
plete block designs [30].
Note also that the forward implication in the proposition above does not use idempo-
tence, so we know that isomorphic semicentral bigroupoids have isomorphic rectangular
structures in all cases.
Now we look at a similar result for non-idempotent semicentral bigroupoids.
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Proposition 12. Two semicentral bigroupoids (S; •; ◦) and (T; ∗;+) are isomorphic,
with isomorphism * : S→T , i< their idempotent liftings are isomorphic by *, and
*•=∗* for the square maps • and ∗.
Proof. In this proof, I will use the symbol S• for the idempotent lifting of the •
operation, i.e. aS•b=−1• (a • b).
(⇒) We know from the forward half of Proposition 11 above that the rectangular
structures are isomorphic, thus the idempotent semicentral bigroupoids generated from
the rectangular structures are isomorphic by some bijection *.
Now for all a; b∈ S:
*(a S•b) = *(−1• (a • b)) (81)
and *(a S•b) = *(a) S∗*(b) (82)
= −1∗ (*(a) ∗ *(b)) (83)
= −1∗ (*(a • b)) (84)
thus −1∗ * = *
−1
• (85)
⇒ *• = ∗* (86)
(⇐) The converse follows directly by computation.
*(a • b) = *•−1• (a • b) (87)
= ∗*(a S•b) (88)
= ∗(*(a) S∗*(b)) (89)
= ∗−1∗ (*(a) ∗ *(b)) (90)
= *(a) ∗ *(b): (91)
So * is a semicentral bigroupoid isomorphism.
For the following, Symm(S) is the symmetric group on S, SymmRS(S) is the sym-
metry group of the rectangular structure of (S; •; ◦), and [a; b] = aba−1b−1 is the com-
mutator in Symm(S) of permutations a and b.
Lemma 17. A lifting of a semicentral bigroupoid (S; •; ◦) by  is an isomorphism i<
∈ [•; SymmRS(S)].
Proof. The square map in the lifting (S; ∗;+) is
∗(x) = x ∗ x = −1(x • x) = −1•(x): (92)
We know that rectangular structures are preserved by lifting (Lemma 16), so we only
need to look at the second condition in the last proposition.
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The lifting is isomorphic, with isomorphism +, if + is an automorphism of the
rectangular structure associated with S and
+• = ∗+ (93)
⇔ +• = −1•+ (94)
⇔  = •+−1• +−1 (95)
that is;  ∈ [•; SymmRS(S)]: (96)
Proposition 13. Two liftings of an idempotent semicentral bigroupoid by ; S are
isomorphic i< the ; S are conjugate by an element from SymmRS(S).
Proof. Let (S1; •1; ◦1)(resp. (S2; •2; ◦2)) be the lifting by  (resp. S), that is
a •1 b = −1(a • b); (97)
a •2 b = S−1(a • b): (98)
Note that •1 (x)= x •1 x=−1(x • x)=−1(x) so •1 =−1, similarly •2 = S
−1
.
S2 is a lifting of S1 by (−1 S),
a •2 b = S−1(a • b) (99)
= S
−1
(a •1 b) (100)
= (−1 S)−1(a •1 b): (101)
Thus +∈ SymmRS(S) is an isomorphism S1→ S2
⇔ −1 S = •1+−1•1 +−1 (102)
= −1++−1 (103)
⇔ S = ++−1; (104)
i.e. i,  and S are conjugate by an element of SymmRS(S).
In order to catalogue (all) semicentral bigroupoids of some speci?ed size, we only
need to determine (all) rectangular structures of that size, ?nd their symmetry groups,
take representatives of the conjugacy classes in Symm(S) of SymmRS(S), and we are
done.
7. Counting semicentral bigroupoids
In this section we demonstrate how to count the number of nonisomorphic liftings
of a given idempotent semicentral bigroupoid.
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Given a rectangular structure R, we ?nd its symmetry group G= Symm(R)¡
Symm(S). This can be easily done by ?nding the automorphism group of the idem-
potent semicentral bigroupoid via the graph model method of Lemma 14. These au-
tomorphisms act upon Symm(S) by conjugation. By the previous section, each orbit
then corresponds to an isomorphism class of the liftings of the idempotent semicentral
bigroupoid on the rectangular structure R. The problem is then to count the number
of orbits.
We formulate this problem in terms of permutation groups. Let G := Sn for some n,
and take some subgroup K6G. How many orbits does G have under the action of K
by conjugation? Using Burnside’s Lemma, we see that
t|K | = ∑
k∈K
|FG(k)|; (105)
where t is the number of orbits and FG(k) is the set of elements of G ?xed by k. But
this is just the centralizer of k in G.
FG(k) = {g ∈ G|kgk−1 = g} = {g ∈ G|kg = gk} = CG(k): (106)
If we look at G acting upon itself by conjugation, by counting cosets of the subgroup
CG(k) we see
|CG(k)||Gk| = |G| (107)
where Gk is the orbit of k under G by conjugation.
Note that Gk is the collection of all elements of G conjugate to k, and this is the
collection of all elements of G with the same cycle structure as k. If k has a cycle







Proof. We can lay out the cycles and ?ll in the n places in n! combinations. We need
to determine which are equivalent.
First we have “external” symmetries, where we can arrange the ti cycles of length
ai in any order. There are ti! possibilities for each i, thus
∏
i ti! in all.
Then we have “internal” symmetries where each cycle can be “spun” to any internal
position. That is, the cycle (+1; : : : ; +ai) is equivalent to the cycle (+j; : : : ; +ai ; +1; : : : ; +j−1)
for any j. For a cycle of length ai there are ai such possibilities. Since we have ti





By dividing the number of raw possibilities n! by the product of these symmetry
counts, we get the expression above.
Thus we ?nd that
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To ?nd the number of orbits, we need only sum |CG(k)| for each element k ∈K , and
calculate
num: orbits = t =
∑
k∈K |CG(k)|
|K | : (110)
Thus we have shown the following.
Proposition 14. If K is the symmetry group of an idempotent semicentral bigroupoid
S of order n, and G= Sn is the symmetric group on n points, then the number of
non-isomorphic liftings of S is
∑
k∈K c(k)






This concludes our investigation into the uniqueness with respect to isomorphism.
Given a rectangular structure or, respectively, an idempotent semicentral bigroupoid, we
can easily compute the symmetry group of the object and thus determine the number
of pairwise non-isomorphic liftings.
8. Generating rectangular structures
We look at methods of comprehensively constructing all examples with a given
format using an incremental process. These methods makes use of internal symmetry
and other structure to reduce the search space signi?cantly and to avoid or remove
isomorphic examples. The ?rst methods investigated are two-phase methods, generating
and then removing isomorphic copies. We then look at another method that generates
only nonisomorphic examples by keeping track of possible branches in the generation
tree. We compare these two algorithms to see which is more e!cient. All techniques
use a branching generation tree to generate examples piece by piece. The trade-o, lies
between increasing complexity in the generation tree algorithm and increasing e,ort in
removing isomorphic copies in the generated lists.
In this section we present several pseudocode algorithms. We will use a syntax that
is perhaps overly wordy, but hopefully clear, marking blocks with e.g. if ... then
... endif.
If we are not after exhaustive listings, there are many other sources of examples.
Special cases arise from a!ne planes and k-nets described in [3], the matrices from
Shader’s work [36], and various classes of matrices considered by people constructing
special solutions to Ho,man’s matrix question, see for instance [16,17,20,28,34,41,42]
for general results.
8.1. Partial rectangular structures
In this section we will look at a method of exhaustively enumerating all rectangu-
lar structures of a certain format. This method works by building up examples from
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simpler incomplete ones, in a branching process where each incomplete example can
be built up in a number of di,erent ways. Methods are outlined to reduce unnecessary
branching by using only canonical extensions, the positive one-step extensions and by
removing isomorphic extensions. We then look at techniques to sort the list, sieving
out duplicates. The de?nitions here will be of relevance for the other techniques as
well.
Denition 15. For positive integers n; m, an n×m rectangle is a pair of sets (R1; R2) ⊂
{1; : : : ; (nm)}2 with |R1|= n; |R2|=m and |R1 ∩R2|=1.
For instance ({1; 4}; {1; 2; 3; 5}) and ({1; 2}; {2; 3; 4; 5}) are examples of 2× 4 rect-
angles.
We order sets and thus rectangles lexicographically:
Denition 16. Two rectangles R=(R1; R2) and Q=(Q1; Q2) are ordered R6Q if
R16Q1 or R1 =Q1 and R26Q2.
Denition 17. A n×m Partial Rectangular Structure P is a collection of n×m rect-
angles such that
• For all Q; R∈P; |Q1 ∩R2|=1
• For all a; b∈{1; : : : ; nm} there is at most one R∈P such that a∈R1; b∈R2.
One can easily see that a rectangular structure is a partial rectangular structure. Par-
tial rectangular structures generalise rectangular structures with regard to the covering
requirement (Eq. (25)). A full partial rectangular structure is one with nm rectangles.
This is a rectangular structure.
A simple n×m partial rectangular structure is
{({1; 2; : : : ; n}; {1; n+ 1; n+ 2; : : : ; n+ m− 1})}: (112)
Note that this is also the minimal n×m rectangle by the ordering above. By adding
the rectangle
({1; 2; : : : ; n}; {1; n+ m; n+ m+ 1; : : : ; n+ 2(m− 1)}); (113)
we get a partial rectangular structure with two rectangles. This rectangle is also the
smallest by the above ordering that one could add to the previous rectangle.
We can order partial rectangular structures of the same size by ordering the rect-
angles, and ordering lexicographically. This is particularly useful when implementing
algorithms in an algebraic computer language such as GAP [35], where sets are de?ned
as ordered lists without duplicates. Algorithms presupposing structured sets are thus no
extra burden upon the system.
We let Snm, the symmetric group on {1; : : : ; nm}, act on partial rectangular structures
in the natural way.
Denition 18. A partial rectangular structure is representative if it is minimal in its
orbit under Snm.
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There is precisely one representative for every partial rectangular structure.
Denition 19. An extension of a partial rectangular structure P is a partial rectangular
structure P′ such that P ⊂ P′. A one-step extension has the additional requirement that
|P′|= |P|+ 1. A positive one-step extension is one where the rectangle R∈P′ − P is
greater than all the rectangles in P.
8.2. Algorithms
From here we come to a naive algorithm. Assume a function pos one ext(P) that,
given the partial rectangular structure P, returns the set of all rectangles that could be
added to P to form a positive one-step extension. Assembling a comprehensive list
of all extensions of the minimal partial rectangular structure (112) using a depth-?rst
branching tree, then taking the orbits under Smn and selecting the minimal full partial
rectangular structure in each orbit, would form a simple but slow algorithm.
A less ine!cient algorithm must check for aspects of isomorphism in the current par-
tial rectangular structures and only expand one representative, trying to avoid multiple
paths to the same rectangular structure (up to isomorphism).
We need only consider some of the extensions of a partial rectangular structure, since
we want only representative full partial rectangular structures, i.e. only representative
rectangular structures.
Proposition 20. Any representative partial rectangular structure is a positive one-step
extension of a representative partial rectangular structure.
Proof. Suppose the partial rectangular structure P= {R1; : : : ; Rk+1} is a representative
partial rectangular structure, Ri¡Ri+1 for i=1; : : : ; k. Then P is a positive one-step
extension of the partial rectangular structure {R1; : : : ; Rk}. Suppose that this is not
representative. Then there exists some permutation  of {1; : : : ; nm} such that
(R1; : : : ; Rk) = {S1; : : : ; Sk}6 {R1; : : : ; Rk}: (114)
with Si¡Si+1 i=1; : : : ; k − 1. Then either
• (Rk+1)= S1⇒∃i∈ 1 : : : k s.t. (Rk+1)= S1 =(Ri)⇒Rk+1 =Ri, which is a contra-
diction.
• (Rk+1)¡S1, in which case S16R1 implies (Rk+1)¡R1 thus
(P) = ({R1; : : : ; Rk+1})6 {R1; : : : ; Rk+1} = P: (115)
So (P) is the representative of P, and P was not a representative.
• (Rk+1)¿S1. If (Rk+1)¿Sk , then
(P) = {S1; : : : ; Sk ; Rk+1}¡ {R1; : : : ; Rk+1} = P: (116)
So P was not representative. There exists some least l such that (Rk+1)¡Sl. So
S1; : : : ; Sl−1; Rk−1 ¡ R1; : : : ; Rl (117)
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(P) = S1; : : : ; Sl−1; Rk+1;
Sl; : : : ; Sk ¡ R1; : : : ; Rk+1 = P (118)
so P was not a representative.
Thus if P is not an extension of a representative, then it is not a representative itself.
Note that this does not say that a one-step positive extension of a representative is
necessarily representative, or that the representative of a one-step positive extension
of a partial rectangular structure P is an extension of P at all. But it does allow us
to cut down many branches of our search tree, since we know that any partial rect-
angular structure that is not representative is a hopeless case, and that it is therefore
pointless to continue to extend it since it will not give a representative rectangular
structure.
From this result we can construct a more e!cient algorithm.
find\_allrs(P)





Orbs := Orbits of S under G
for o in Orbs
rep = minimal(o)
if rep < maximal(P)
ignore, not a positive extension
else




Rather than perform extra testing on the incomplete partial rectangular structures, we
let all candidates through until they become rectangular structures, then reject the iso-
morphs by testing isomorphism between the examples using techniques outlined in the
next section. In order to determine the automorphism group of the partial rectangular
structures, we used McKay’s nauty package [20] via Soicher’s GRAPE package [37]
for GAP. The graphs involved correspond exactly to the graphs de?ned earlier on rect-
angular structures, suitably generalised for the partial rectangular structure case. Similar
proofs show that graph, partial algebra and partial rectangular structure automorphism
are all equivalent.
Denition 21. Given a partial rectangular structure P , a rectangle R is compatible with
P if P ∪{R} is a partial rectangular structure.
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Lemma 19. Given a partial rectangular structure P and a compatible rectangle R,
for all ∈Aut(P), R is compatible with P .
The proof is a simple calculation.
Theorem 22. The algorithm find allrs 7nds all representative partial rectangular
structures.
Proof. We use induction on the size of the partial rectangular structure. For |P|=1
the only example is the starting rectangle, and we are done. Assume truth for size k.
Take P of order k+1, a representative partial rectangular structure, P = {R1; : : : ; Rk+1};
Ri¡Ri+1 for i=1; : : : ; k. By Proposition 20, P ′= {R1; : : : ; Rk} is representative, thus it
will be found by the algorithm. Since Rk+1 is compatible with P ′, so is Rk+1 for any
∈Aut(P). Since P is representative, there is no ∈Aut(P) such that Rk+1¡Rk+1.
Thus Rk+1 is minimal in its orbit, and is found by the algorithm.
Thus the resulting list is complete. The following section delves into the techniques
for ?ltering out the isomorphic copies in the list. Then we look at a technique for
further reducing the number of generated examples, before delving into an alternative
technique.
8.3. Sieving the full partial rectangular structures
The last section showed that we can ?nd large collections of rectangular structures.
As indicated, although we have removed many branches in the search and generation
tree, we still do not know whether these are all pairwise non-isomorphic, i.e. if they are
all representative. In general this will not be the case. A primitive method is to compute
the orbit of the full partial rectangular structure under Snm and to take the minimal,
i.e. representative, member of the orbit. Unfortunately, since we are dealing with sets
of pairs of sets of points, the memory requirements quickly inUate to overwhelm any
machine. Thus it is necessary to look at more e!cient methods.
We have shown that rectangular structures are equivalent to the graph pairs (with
loops) introduced in Section 5.1. The question of isomorphism between two rectangu-
lar structures is equivalent to the question of isomorphism between two graph pairs
with loops. All graphs have loop edges on every node, thus we can ignore them
for the determination of isomorphism. Graph isomorphism is a rather standard prob-
lem in graph theory and the nauty package [21] is an e!cient implementation of a
graph isomorphism algorithm. This package is available from GAP using the GRAPE
package [37].
We are able to use these to ?lter the list of rectangular structures and obtain a
collection of pairwise nonisomorphic structures. The algorithm runs as follows:
inlist := list of rectangular structures
outlist := empty list
graphlist := empty list
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for RS in inlist do
graphpair := Graph pair from RS
if not graphpair in graphlist then
add RS to outlist
add graphpair to graphlist
endif
endfor
The most exhaustive part is testing the existence of the graph pair in the list of graph
pairs. Although nauty manages the automorphism problem well, it is still the most
complex part of the algorithm. Using combinatorial properties of the rectangular struc-
ture can avoid checking graph isomorphism. We can also combine the two graphs into
one graph, the isomorphism of two graph pairs being equivalant to the isomorphism
of two combined graphs. If the graph pair is (A; B) on node set {1; : : : ; n}, then using
the labels a and b we construct a new graph with nodes
{(a; x); (b; x)|x ∈ {1; : : : ; n}} (119)
and edges
{((a; x); (a; y))|(x; y) ∈ Edges(A)}
∪ {((b; x); (b; y))|(x; y) ∈ Edges(B)}
∪ {((a; x); (b; x))|x ∈ {1; : : : ; n}}}
∪ {((a; x); (a; x))|x ∈ {1; : : : ; n}}} (120)
It is easy to see that the graphs constructed from the two graph pairs are isomorphic
i, the graph pairs are isomorphic.
8.4. Prohibited extensions
The algorithm find allrs generates many nonrepresentative examples. The fol-
lowing result allows us to avoid many extensions by knowing that they are being
(isomorphically) dealt with elsewhere in the generation tree.
Proposition 23. If P = {R1; : : : ; Rn}; R1¡R2 · · ·¡Rn is representative, but ∃R some
rectangle such that P ∪{R} is not representative, with (P ∪{R}) its represen-
tative, then ∃j such that P ′=({R1; : : : ; Rj})= {R1; : : : ; Rj}, i.e. ∈Aut(P ′) and
{R1; : : : ; Rj; R} is a positive one step extension of P ′ with R¡Rj+1.
In order to use this result, we pass partial rectangular structures recursively with a
collection of prohibited extensions. If R¡T are rectangles that are minimal positive
one-step extensions of a partial rectangular structure P, then Aut(P)(R) is added to
the prohibited set of the extension P ∪{T}.
It requires no extra time as we calculate Aut(P)(R) in any case. It seems (see below)
that the reduced branching reduces the time needed for generating examples, the time
needed for ?ltering out isomorphic examples is also signi?cantly less.
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8.5. Orderly algorithms
An alternative approach is to ensure that the branching generation process does
not generate isomorphic examples, thus removing the ?ltering step of the algorithms
described above. With careful bookkeeping, this can be done. Such generation processes
have been called “orderly” in [31]. McKay has developed a general structure for such
algorithms [22] and Royle has developed a simpli?ed algorithm [33], upon which we
base ours.
This section introduces Royle’s approach, then describes the functions necessary for
this algorithm. We then look at the use of combinatorial identities to speed up the
algorithm.
Let V be some set, G=Aut(V ). We write vg for the action of g∈G on v∈V and
extend naturally to actions on sets. We want to ?nd all subsets X ⊂ V such that
P(X ) is true for some hereditary property P, but we want only one example from each
isomorphism class, with isomorphism de?ned by G.
We require a function 4 such that
4 : 2V → 2V ; (121)
4(X ) is an orbit of GX on X; (122)
4(X g) = 4(X )g∀g ∈ G; (123)
where GX is the stabiliser of X , GX = {g∈G|X g =X }.
Let Tk be the set of sets of size k such that P(X ) is true for all X ∈Tk , and
Tk contains no isomorphs. The following algorithm generates a set Tk+1 from
Tk .
Tk+1 := ∅
for X in Tk do
for x representative in each orbit of GX upon V - X do
if P(X + x) and x ∈ 4(X + x) then




Theorem 24 (Royle [33], McKay [22]). Let Tk contain exactly one representative
from each G-orbit on k-sets of V that have property P. Then the set Tk+1 gen-
erated by the algorithm above contains exactly one representative from each G-orbit
on k + 1-sets of V that have property P.
Starting with T0 = {∅} we obtain an orderly algorithm for constructing one
representative of each subset of V with property P. The problem is to de?ne the
function 4.
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One property of the nauty package is that it constructs a canonical labelling of a
graph. A canonical labelling uniquely identi?es each node of a graph up to automor-
phism.
Denition 25. A canonical mapping + takes a graph 5=(N; E) and maps
+ : N × 5 → {1; : : : ; |N |} (124)
such that for any permutation  of N ,
+(n; 5) = +(m;5)⇔ ∃ ∈ Aut(5); n = m: (125)
This means that if we take the orbit of the minimal canonically labelled point in a
graph under the automorphism group of the graph, that orbit will be uniquely identi?ed
no matter how we relabel the graph. This forms a simple mechanism for de?ning 4.
Our situation is as follows. The set V is the set of n×m rectangles. P is the
property of being a partial rectangular structure. We want to ?nd the set Tnm of full
partial rectangular structures, i.e. rectangular structures.
Let R be a partial rectangular structure, R∈R the extension being considered. 4
must select an orbit of GR on R, we want to know whether R∈4(R). We select
?rst using combinatorial values. A combinatorial value v :V × 2V →Z is constant on
orbits of G, i.e. v(x; X )= v(xg; X g) for all g∈G. We use the following combinatorial
values:
• v1(R;R)= (|{Q∈R :dR∈Q1}|; |{Q∈R :dR∈Q2}|}),
• v2(R;R)= ({|R1 ∩Q1| :Q∈R}; {|R2 ∩Q2| :Q∈R}}).
Let v=(v1(R;R); v2(R;R)). If v is unique minimal among all R∈R then R∈4(R)
and we accept the extension by R and recurse. If v is not minimal, then we reject the
extension. If v is minimal but not unique, then we use the canonical labelling to select
the minimally labelled element m from the set {dQ :Q∈R} in the graph of R and
let 4(R)=mGR . If R is in this orbit, we recurse, otherwise we reject this extension.
8.6. Results
We have run the algorithms for examples up to order 10. The following table com-
pares the times required for the partial rectangular structure algorithm, the prohibited
set algorithm with ?ltering, and the orderly algorithm described above. We have in-
cluded timings for n×m and m× n in a (few) cases where we ran both. We have
no explanation for the di,erences in timings. The timings are for a 500MHz Pentium
machine running GAP 4.0 on Linux. The last column (Orderly(2)) shows timings on a
faster machine, where it was feasible to run the algorithm for larger formats. This ma-
chine is a 1:8GHz Pentium running GAP 4r3 and GRAPE 4.1. We will not re-run the
less e!cient algorithms on the new machine. The timings are hours:minutes:seconds
with unused units removed (so a number alone means seconds).
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Size Number PRS + ?lter Prohib + ?lter Orderly Orderly(2)
2× 2 3 8 + 4 8 + 11 4 2
2× 3 9 44 + 1 : 02= 1 : 46 7 + 5= 12 50 9
3× 2 8 + 14= 22 10 + 16= 26 29
2× 4 53 1 : 39 + 44 : 08= 45 : 47 38 + 11 : 12= 11 : 50 10 : 21 2 : 16
4× 2 3 : 11 + 16 : 43= 19 : 54 1 : 08 + 7 : 47= 8 : 55 10 : 59
3× 3 184 23 : 23 + 5 : 14 : 58 8 : 30 + 28 : 38 : 01 49 : 00 23 : 56
= 5 : 38 : 21 = 28 : 46 : 31
2× 5 813 104 : 37 : 00 + 55 : 56 : 00 6 : 43 + 28 : 42 : 57 10 : 34 : 00 2 : 06 : 35
= 160 : 33 : 00 = 28 : 49 : 40
3× 4 91239 851 : 04 : 41
2× 6 53563 169 : 21 : 56
It seems to be apparent that the orderly approach is the more e!cient. The following
table shows the time per example for the fastest machine running the orderly algorithm:
Format 2× 2 2× 3 2× 4 3× 3 2× 5 2× 6 3× 4
Seconds 2 9 136 1436 7595 609716 3063881
Seconds per example 0.7 1.0 2.6 7.8 9.3 11.4 33.6
Although the time per example does not remain approximately constant, which would
be one hallmark of a really e!cient algorithm, neither does it rise too quickly.
In Section 6 we saw results about the uniqueness of liftings up to isomorphism. From
the graph representation of a rectangular structure we obtain the automorphism group
of the rectangular structure. Given the automorphism group of a rectangular structure
we are able to determine representatives for the lifting actions and to determine the
number of distinct liftings of one idempotent semicentral bigroupoid. The following
table lists the number of idempotent and the number of non-isomorphic liftings of
non-trivial semicentral bigroupoids of various non-prime orders. It does not include the
trivial examples of format 1× x and x× 1.
Interpreting these results for cellular automata, the Size column refers to the number
of states, the Idempotents column to the number of rules with all states quiescent, the
Liftings column to the total number of distinct rules. There are only trivial cellular
automaton rules (constant and shift, with liftings) of format 1× x and x× 1, so these
have been ignored. In particular there are only such formats for a prime number of
states, so we do not include these. Note that for nonsquare orders, this list does not
include the examples of both a× b and b× a format, as they are antiisomorphic. To
get a real view of the numbers, we must double them. We have however not excluded
antiisomorphic examples of square order.
Size Number idempotent Number of liftings
4 3 32
6 9 1 616
8 53 542 848
9 184 41 829 720
10 813 1 080 381 528
12 144802 53 537 534 338 061
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We are able to generate comprehensive lists of distinct semicentral bigroupoids and
realise that there are over 50 million examples of order 12. This wealth of examples
is an embarrassment of riches; determining which examples are of interest is di!cult,
and must be one aim of further work.
9. Conclusion and further work
This paper has continued the work of [3] investigating some connections between
cellular automata theory, abstract algebra, combinatorics and algebraic programming.
Moving from a computational model, through an algebraic formulation to a combina-
torial interpretation allows us to strip away layers of structure and expose the elements
that make up the structure in a clear form. Using ideas for algorithms for listing combi-
natorial objects that have been developed recently, we are able to list one dimensional
reversible cellular automata. It is questionable whether this listing is e!cient. We see
that the running times of the algorithms is increasing radically with increasing size.
However the amount of time per example is not increasing so sharply.
Many questions remain open. Some date from the work of Evans et al., such as
techniques to generate all central groupoids, or equivalently, to determine all 0–1 ma-
trices A such that A2 = J . It is possible that the techniques of this paper might o,er
some inroads into this problem.
The determination of the automorphisms of (partial) rectangular structures using
the graph techniques is probably not optimal. Development of techniques to quickly
determine the automorphisms would be of interest, and would greatly improve the
performance of the enumeration algorithms.
Other questions are more related to the resulting structures.
I feel that the more important questions relate to the connections between compu-
tational aspects of a given cellular automata and the algebraic and=or combinatorial
properties of the semicentral bigroupoid that corresponds to it. What are the connec-
tions between computational power in a cellular automata and the algebraic structure
on the semicentral bigroupoid derived from it? Is computational universality related
to any algebraic property? It seems that the existence of “particles” relates to com-
putational power as well as to some form of physical modelling; can we formulate
particle-like behaviour in an algebraic context? Is isotropism or some other form of al-
gebraic equivalence of more relevance for cellular automata theory than isomorphism?
Work in progress links the space of conserved quantities (conservation laws) in cellular
automata and the congruence structure of semicentral bigroupoids [4]. That work was
possible with the exhaustive lists generated using the techniques of this paper. It is
unclear which examples result from reversible cellular automata with a larger neigh-
bourhood; those that are size a power of an integer (4,8 and 9) probably contain such
examples. It would be interesting to be able to recognise such examples by algebraic
or combinatorial properties.
Are the graph pairs described here of any independent relevance? They are related
to alternating graphs [39]. Inasmuch as structure was a leading light in this research,
it might be hoped that the continuous structure in cellular automata [32] might be
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analogous to the continuous structure in algebras. Can we say more about these alge-
braic structures using continuity arguments?
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