This paper presents simulation experiments on the continuous stirred tank reactor (CSTR) which is widely used equipment mainly in the chemical industry. The behaviour of these types of systems is usually nonlinear with other negative properties such as a time-delay or a non-minimum phase behaviour and simulation could help us with the understanding of them without making real experiments which could be dangerous, time or cost demanding. The simple iteration method and the RungeKutta's method were used for solving of a steady-state and dynamics of the system. Used adaptive control is based on the recursive identification of an External Linear Model (ELM) as a representation of the originally nonlinear system. The polynomial approach together with the LQ approach gives sufficient control results although the system has negative control properties.
INTRODUCTION
The simulation of the system on a computer enroll big boom nowadays when speed and availability of the computer technologies grows rapidly. On the contrary, the purchasing prise and running costs are relatively low. The computer simulation is usually connected with the mathematical model as a result of modeling procedure (Ingham et al. 2000) . Material and heat balances are one way how to describe the system and relations between unknown quantities in the mathematical way. These balances are then represented by ordinary or partial differential equations depending on the type of systems. The Continuous Stirred Tank Reactor (CSTR) is typical equipment used in the industry for its good properties from control point of view. The CSTR belongs to the class of lumped parameters systems, a mathematical model of which is described by the set of ordinary differential equations (ODE). The simulation analysis of the system usually consists of steady-state and dynamic analyses (Ingham et al. 2000 , Luyben 1989 ). The simple iteration method and Runge-Kutta's method (Lyuben 1989) were used in the work for numerical solving of the steady-state and dynamic analyses. These methods are well known, simple and Runge-Kutta's method is fully implemented in the used mathematical software Matlab. Results from simulation experiments are then used for choosing of the control strategy and designing of the controller. The nonlinearity and negative control properties of the system should be overcome with the use of Adaptive control (Åström 1989) . Adaptive approach used in this work is based the choice of an External Linear Model (ELM) parameters of which are recomputed recursively during the control (Bobal et al. 2005) . The external delta models (Middleton and Goodwin 2004) were used for parameter estimation. Although delta models belong to the range of discrete models, parameters of these models approaches to their continuous-time counterparts up to some assumptions (Stericker and Sinha 1993) . Ordinary recursive least squares method (Fikar and Mikles 1999) was used for parameter estimation during the control. A polynomial approach with one degree-of-freedom (1DOF) configuration used for the controller synthesis has satisfied basic control requirements and connected with the LQ control technique, it fulfills the requirements of stability, asymptotic tracking of the reference signal and compensation of disturbances (Kucera 1993 ).
MODEL OF THE PLANT
As it is written above, the chemical process under consideration is the Continuous Stirred Tank Reactor (CSTR). The schematical representation of the CSTR is in Figure 1 . We supposed that reactant is perfectly mixed and react to the final product with the concentration c A (t). The heat produced by the reaction is represented by the temperature of the reactant T(t). Furthermore we expect that volume, heat capacities and densities are constant during the control due to simplification. A mathematical model of this system is derived from the material and heat balances of the reactant and cooling. The resulted model is then set of two Ordinary Differential Equations (ODEs) (Gao et al. 2002): ( ) 
variable t in previous equations denotes time, T is used for temperature of the reactant, V is volume of the reactor, c A represents concentration of the product, q and q c are volumetric flow rates of the reactant and cooling respectively. Indexes (·) 0 denotes inlet values of the variables and (·) c is used for variables related to the cooling. The fixed values of the system are shown in Table 1 (Gao et al. 2002) . The reaction rate, k 1 , is computed from Arrhenius law:
where k 0 is reaction rate constant, E denotes an activation energy and R is a gas constant. As you can see, this reaction rate is nonlinear function of the temperature T and we can say, that this system is a nonlinear system with lumped parameters. 
STEADY-STATE AND DYNAMIC ANALYSES
The system is submitted to the steady-state and dynamic analyses to obtain information about the behaviour of the system.
Steady-state Analysis
The steady-state analysis shows behaviour of the system in the steady-state, i.e. in t ∞ and results in optimal working point in the sense of maximal effectiveness and concentration yield. Mathematical meaning of the steady-state is that derivatives with respect to time variable are equal to zero, d(·)/dt = 0. The mathematical model (1) 
The simple 
Dynamic Analysis This analysis means that we observe course of the state variables in time after the step change of some input variable. The step changes of volumetric flow rates q and q c are input variables in our case and the steadystatel values in Equation (6) are initial conditions for the set of ODE (1). The Runge-Kutta's fourth order method was used for numerical solving of the set of ODE. Six step changes of each input variable (±80%, ±40%, ±20% of its value in working point (5)) were done and the results are shown in Figure 4 - Figure 7 . The output variables y 1 and y 2 represents difference between the actual value and the steady-state value of the variable: Step responses in Figure 4 and Figure 5 show that the output temperature, y 1 , could be described by the first or the second order transfer function and the second order transfer function could be used as a description of the output -concentration c A represented by y 2 . 
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ADAPTIVE CONTROL
The input (control) variable is the change of the volumetric flow rate of the coolant and the output (controlled) variable is temperature of the reactant, i.e.
External Linear Model(ELM)
Although the original system has nonlinear behaviour, the External Linear Model (ELM) is used as a reprentation of the controlled system. The controlled output is shown in Figure 4 which means that the transfer function could be the second order transfer function with relative order one: 
This transfer function fulfils the condition of properness deg deg b a ≤ . The ELM can be in continuous time or discrete time form. In this work, δ-model was used as an ELM. This model belongs to the class of discrete models but its properties are different from the classical discrete model in the Z-plain. If we want to convert Z-model to δ-model, we must introduce a new complex variable γ computed as (Mukhopadhyay et al. 1992) ( )
We can obtain infinitely many models for optional parameter α from the interval 0 ≤ α ≤ 1 and a sampling period T v , however a forward δ-model was used in this work which has γ operator computed via 1 0
The differential equation for ELM in the form of (9) is 
where y δ is the recomputed output to the δ-model:
( 1) ( 2) ( 1) 
and T v is a sampling period, the data vector is then
The vector of estimated parameters
can be computed from the ARX (Auto-Regressive eXtrogenous) model
by some of the recursive least squares methods. The parameters a' 1 , a' 0 , b' 1 and b' 0 are parameters of the delta model which are not identical to the parameters of the continuous-time model in Equation (9) but it was proofed for example in (Stericker and Sinha 1993 ) that parameters of polynomials a'(δ) and b'(δ) approach the parameters of the continuous-time model with decreasing value of the sampling period T v . The Recursive Least-Squares (RLS) method is wellknown and widely used for the parameter estimation (Fikar and Mikles, 1999) . It could be modified with some kind of forgetting, exponential or directional (Kulhavy and Karny, 1984) , because parameters of the identified system can vary during the control which is typical for nonlinear systems and the use of some forgetting factor could result in better output response.
The RLS method with exponential forgetting is described by the set of equations:
Several types of exponential forgetting can be used, e.g. RLS with constant exponential forgetting, RLS with increasing exp. forgetting etc. RLS with the changing exp. forgetting is used for parameter estimation here, where the changing forgetting factor λ 1 is computed
K is Equation (18) small number, in our case K = 0.001.
Configuration of the Controller
The configuration with one degree-of-freedom (1DOF) was used for the control system set-up. This form has a controller in the feedback part (see Figure 8 ). The block G in the Figure 8 represents the transfer function of the plant (9), w is the wanted value (reference signal), e stands for the control error (e = wy), v is a disturbance, u is used for the control variable and y denotes the controlled output. Block Q is a transfer function of the controller which ensures stability, asymptotic tracking of the reference signal and load disturbance attenuation and it can be described by the polynomials in s-plain as
where degrees of the polynomials are computed from
and parameters of the polynomials ( ) 
The transfer function of the controller in (19) 
The resultant controller works in continuous-time and in our case its structure corresponds to the structure of the real PID controller but its parameters vary according to the actual working point.
Control simulation results
Simulation experiments were done in the mathematical software Matlab, version 6.5.1. The sampling period was T v = 0.3 min, the simulation time 1000 min and 5 different step changes were done during this time. Figure 9 shows that the proposed controller with 1DOF has problem only in the very beginning of the control mainly because of recursive identification which has no adequate information about the system at the start. The effect of to the φ LQ to the input variable is not very obvious, the courses in Figure 10 are nearly similar. Used recursive identification with exponential forgetting has no problem with the recursive identification (see Figures 11 -14) except the very beginning of the control as it was mentioned before. 
CONCLUSION
Paper shows simulation analysis of a continuous stirred tank reactor with ordinary exothermic reaction inside and cooling in the jacket. The mathematical model is constructed by two ordinary differential equations. The simple iteration method and Runge-Kutta's method were used for numerical solving of steady-state and dynamic analyses. These analyses show mainly nonlinearity of the system and results in the choice of the second order transfer function with relative order one as ELM. Used adaptive control has good control results except for the very beginning of the control because of problems with recursive identification. The output responses after next step changes have smooth course without overshoots. The controller should be tuned via weighting factor φ LQ where increasing value of this factor results in smoother but slower response. The used recursive least-squares method with exponential forgetting used for parameter estimation has no problem with the identification after initial "tuning" time. The next step which should follow after this simulation analyses is verification on the real system.
