Abstract: This study proposes a novel chaotic quantum-behaved particle swarm optimization (CQPSO) algorithm for solving shortterm hydrothermal scheduling problem with a set of equality and inequality constraints. In the proposed method, chaotic local search technique is employed to enhance the local search capability and convergence rate of the algorithm. In addition, a novel constraint handling strategy is presented to deal with the complicated equality constrains and then ensures the feasibility and effectiveness of solution. A system including four hydro plants coupled hydraulically and three thermal plants has been tested by the proposed algorithm. The results are compared with particle swarm optimization (PSO), quantum-behaved particle swarm optimization (QPSO) and other population-based artificial intelligence algorithms considered. Comparison results reveal that the proposed method can cope with short-term hydrothermal scheduling problem and outperforms other evolutionary methods in the literature.
INTRODUCTION
The short-term hydrothermal scheduling (SHTS) as a significant and constrained optimization problem plays a vital role in power system. The complex and nonlinear peculiarities of SHTS problem make finding the efficient global optimal solution a huge challenge. The objective of SHTS is the determination of power generations among hydro plants and thermal plants with the result that the fuel cost of thermal plants is minimized over a schedule horizon of one day when meeting various hydraulic and electrical operational constraints. Usually, the constraints include system load balance, initial and terminal reservoir storage volume limits as well as water dynamic balance as the equality constraints and power limits of thermal plants and hydro plants, reservoir storage volume limits as well as discharge limits of hydro plants as the inequality constraints.
In the past few decades, many methods are implemented for solving the SHTS problem such as dynamic programming (DP) [1] , linear programming (LP) [2] and Lagrange relaxation (LR) [3] . DP algorithm can actually tackle a quite general class of dynamic optimization problems, including the ones with nonlinear constraints. It has been widely used to solve short-term hydrothermal scheduling problem. However, the disadvantage of DP is obvious with the growth of computational and dimensional requirements in a larger system. The linear programming method is aimed at linearizing the hydro power generation depending on water discharge so as to ignore the head change effect and reduce the accuracy of the solution. The basic idea of Lagrange relaxation method is to relax demand and reserve requirements using Lagrange multipliers.
LR method is efficient in dealing with large-scale problems, however, it is easy to generate dual optimal solution which rarely satisfies the power balance and reserve constraints. Additionally, the convergence and accuracy of LR depend on the Lagrange multipliers updating methods. In general, those traditional methods have lost the superiority when faced with the complicated nonlinear constraints and the non-convex short-term hydrothermal scheduling problem.
Other than the above methods, many artificial intelligence algorithms have been successfully applied to overcome the drawbacks of traditional algorithms in many areas including short-term hydrothermal scheduling problem [4, 5] . Typical algorithms such as evolutionary programming (EP) [6] , genetic algorithm (GA) [7] , differential evolution (DE) [8, 9] clonal selection (CS) [10] and particle swarm optimization (PSO) [11] have obtained good effect. However, those algorithms are easy to trap into the local optimum and sensitive to initial point which may debase the solution quality as well as effectiveness. The main disadvantage of PSO algorithm maybe is that, it does not guarantee to be global convergent, and sensitive to initial point although it converges fast. Compared with PSO, quantum-behaved PSO has lesser parameters to control and better search capability. However, the conventional QPSO algorithm still suffers slow convergence for complex and large-scale SHTS problems. Hence, in this paper, a chaotic local search technique is employed to enhance local search capability in exploring the global best solution. The chaotic optimization method takes advantage of the universality, randomicity, sensitivity dependence on initial conditions and it is more likely to acquire the global optimum solution. Thus, the proposed chaotic quantum behaved particle swarm optimization (CQPSO) algorithm is implemented to solve short-term hydrothermal scheduling problem in a four hydro plants and three thermal plants system. The simulation results show that the proposed method is able to obtain higher quality solutions.
This paper is organized as follows. Section 2 describes the mathematical formulation of SHTS problem. Section 3 introduces the PSO and QPSO briefly. Section 4 proposes a chaotic quantum behaved particle swarm optimization algorithm for solving SHTS problem. Section 5 presents the simulation experiments and results. Finally, the conclusions are provided in section 6.
PROBLEM FORMULATION
The objective of the SHTS problem is to minimize the total cost of thermal plant as much as possible while making full use of hydro resource. Generally, the scheduling period and the scheduling time interval are set to 24h and 1h respectively. The objective function and related equality and inequality constraints can be simulated as follows.
Objective Function
The objective function of the problem is formulated as follows:
Taking the valve-point effects into consideration, the fuel cost function can be expressed as the sum of a quadratic function and a sinusoidal function as follows:
where F is the total fuel cost; f i (P si,t where N h is the number of hydro plants; P hj,t is the generation of the jth hydro plant at time interval t; P D,t is the load demand at time interval t; P L,t is the power loss at time interval t, which can be calculated by Kron's formula [6] :
where B, B, B 00 are power loss coefficients. The power generation of hydro plants is represented as a function of reservoir storage volume and water discharge as:
where V j,t is reservoir storage volume of the jth hydro plant at time interval t; Q j,t is water discharge of the jth hydro plant at time interval t; C 1j , C 2j , C 3j , C 4j , C 5j and C 6j represent hydro power generation coefficients.
Output Power Constraints

(6)
where P si,min and P si,max are the minimum and maximum power generation of the ith thermal plant; P hj,min and P hj,max are the minimum and maximum power generation of the jth hydro plant;
Thermal Unit Ramp Rate Limits
(7)
where UR i and DR i are ramp-up and ramp-down rate limits of the ith thermal unit respectively.
Reservoir Storage Volume Limits
(8)
where V j,min and V j,max are the minimum and maximum reservoir storage volume limits of the jth hydro plant.
Water Discharge Limits
(9)
where Q j,min and Q j,max are the minimum and maximum water discharge limits of the jth hydro plant.
Initial and Terminal Reservoir Storage Volumes Limits
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where V j,B and V j,E are the initial and terminal reservoir storage volumes limits of the jth hydro plant.
Water Dynamic Balance (11)
where I j,t , S j,t are the nature inflow and water spillage of the jth hydro plant at time interval t; N j is number of upstream plants directly connected with hydro plant j; τ hj is the time delay from the upstream hydro plant h to plant j.
OVERVIEW OF QUANTUM BEHAVED PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization
Particle swarm optimization (PSO) algorithm was put forward by Eberhart and Kennedy in 1995. It is a population based stochastic algorithm to find an optimum solution of a problem [12] . The algorithm is different from evolutionary algorithms; however it is much simpler since it has no use for selection. In PSO, each candidate solution named as "particle" flies around the solution space and lands on the optimal position. All the particles are evolved by competition and cooperation according to fitness functions. Each particle has a memory and keeps track of its own personal best solution (P best ) and the global best solution (G best ).
Assume that there are N particles in a D-dimensional space, the position and velocity vectors particle can be represented as
The updating formulas of position and velocity of the ith particle can be described as follows:
where w is velocity inertia weight; r 1 and r 2 are two random numbers from the interval [0, 1]; c 1 and c 2 are the cognitive and social parameters; k is the current iteration; P best stands for the best solution of the all swarm founded at time k and G best represents the best solution until time k.
Quantum Behaved Particle Swarm Optimization
Though PSO algorithm is characterized by fast convergence, but it has no guarantee to be global convergence. In order to solve this problem, QPSO, as a variant of PSO, was proposed by Sun et al. [13] in 2004, when they were inspired by quantum mechanics and fundamental theory of particle swarm. In QPSO, quantum theory is applied in the searching process. Because of the uncertainty principle of quantum mechanics, the position and velocity of a particle cannot be determined synchronously in quantum world. New state of each particle is determined by wave function ψ(x,t) [14] . In literature [15] , Clerc and Kennedy analyze the trajectory of each particle in PSO and assume that each particle can converge to its local attractor which can guarantee the global convergence. The local attractor is defined as follows:
where ϕ = c 1 r 1 / (c 1 r 1 + c 2 r 2 ); r 1 and r 2 are values generated according to a uniform in range [0, 1]; c 1 and c 2 are the cognitive and social parameters. According to the Monte Carlo method, the particles update their positions by the following iterative equation: 
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where β is a design parameter called contraction-expansion coefficient; u and rd are probability distribution random numbers in the interval [0, 1] . M best is the mean of the P best position of all particles and it can be formulated as:
The steps of QPSO are depicted as follows from Coelho [16, 17] .
Step 1: Initialize randomly the initial particles in the feasible range using a uniform probability distribution function.
Step 2: Evaluate the fitness value of each particle.
Step 3: Compare the fitness of each particle with P best value. If current fitness value is better than P best then set current fitness value to P best .
Step 4: Compare P best values with current G best value. If P best values are better than G best , replace G best with current P best .
Step 5: Calculate the M best using Eq.(16).
Step 6: Update the position of the particles according to Eq.(15).
Step 7: Repeat Step 2 to Step 7 until termination criteria is met.
CHAOTIC QUANTUM BEHAVED PARTICLE SWARM OPTIMIZATION FOR SOLVING SHTS
Chaos is a deterministic, random-like mathematical phenomenon which takes place in nonlinear systems and strongly affected by the initial conditions [18] . This kind of unpredictability of random behavior is also helpful in dealing with SHTS problem. Thus, chaos was widely utilized in order to generate high quality solutions.
Logistic Map
Logistic map is a kind of one dimensional chaotic system which is firstly introduced by Robert May [19] . It demonstrates that how complex behavior arises from a simple deterministic system without need of any random sequence. In our study, Logistic map is coupled with QPSO to enhance the global convergence rate of QPSO and the logistic map can be expressed by:
where α is a control parameter between 0.0 and 4.0; z 0 is the initial condition of {0.25, 0.50, 0.75} for fear of a regular sequence. When α = 4.0, a chaotic sequence is generated.
Chaotic Local Search
In QPSO algorithm, when the solution cannot be improved through a certain iteration times, chaotic local search is considered to generate a new particle which helps to find a new solution. Chaotic local search technique is employed to enhance local search capability in exploring the global best solution. The process of chaotic local search can be described as follows:
Set k c = 0, where k c is the iteration count of chaotic local search. Initialize randomly z in the feasible range; 1.
Calculate the the fitness value of current particle. Compare the fitness of each particle with P best value. If current 2.
fitness value equals to P best then k c = k c +1, otherwise set k c = 0; If k c = k cmax , where k cmax is the maximum iteration count of chaotic local search. Chaotic local search is used in 3.
QPSO algorithm, and set k c = 0. The updating formulas of position of the current particle can be described as follows:
where x i is the position of the ith particle; z k is the chaotic sequence generated by Eq. (17); r is a metabolic search ,1 
radius which decides the range of searching space can be formulated as:
where r max and r min are maximum value and minimum value of r respectively; k max is the maximum iteration and k is the current iteration. In our study, r max is set to 0.95 and r min is set to 0.5.
Initialization
The initial population is generated in a feasible region which consists of water release of N h hydro plants and the power generations of N s thermal plants in T intervals over a schedule horizon of one day. Each randomly generated element covers the entire search space and is initialized as:
where μ 1 and μ 2 are probability distribution random numbers in the interval [0, 1]. Hence, an individual can be expressed by an array as follows:
Constraints Handling
Though the initial population is generated in a valid region, it may not satisfy all the equality and inequality constrains synchronously. In many cases, penalty function has been used to handle constraints and obtained good effect. However, the weakness of penalty function is obvious that the quality of solutions is closely related to the choice of penalty parameters. Inspired by [20] , a new method is introduced about handling the equality constraints in this paper. The equality and inequality constraints handling strategy is planned as follows.
Inequality Constraints Handling
Refer to the formulas in section 2, the inequality constraints consist of water discharge limits in Eq. (9), reservoir storage volume limits in Eq. (8) as well as output power constraint in Eq. (6) . Taking no account of prohibited discharge zones, the handling strategy of water discharge limits is as follows:
As the same with water discharge limits strategy, the handling method of reservoir storage volume limits can be applied as follows: 
Refer to the output power constraint of thermal unit, these variables are kept in a feasible range due to impose of (24)
Equality Constraints Handling
There are two equality constraints of water dynamic balance and system load balance to be resolved though they are more complicated than inequality constraints. In order to simplify the water dynamic balance constraint, the water spillages are neglected and a novel reservoir volume handling strategy can be found in Fig. (1) .
The system load balance constraints handling strategy executes after the water dynamic balance procedure. Balanced water discharge Q j,t is updated according to Fig. (1) , and V j, t can be calculated by Eq. (11) . It is obvious that all the needed variables in Eq. (3) are ascertained and the change of the state variables of thermal plants has no effect on the constraints handling for hydro plants. Thus, the proposed system load balance handling strategy can be found in Fig.  (2) .
Selection Operation
Generally speaking, the proposed constraints handling strategy takes a long time in the early iterations, but it can also reduce the running time as the target value (total fuel cost F) becoming smaller. In addition, all of the modified particles in each generation will never violate the constraints. This kind of method by parting constraints handling and objective function simplified section operation largely when compared with penalty function methods and three simple feasibility-based selection comparison rules adopted in [21] . The section operation of global best solution (G best ) is formulated as:
(25) Fig. (1) . Pseudo codes of reservoir volume handling strategy. 
The steps of CQPSO are depicted as follows:
Initialize randomly the initial particles in the feasible range according to Eq. (20) , set iteration number k = 0, 1.
judge whether the particles are violate the constraints, and then handle constraints follow with the Figs. (1) and (2) . Evaluate the fitness value of each particle, and update P best and G best .
2.
Calculate the M best using Eq. (16), update the position of the particles according to Eq.(15).
3.
Chaotic local search scheme is implemented to generate a new particles and modify the offspring according to 4.
Eq.(18). Calculate particle fitness again, if the current particle fitness is better than P best , then replace P best with current 5.
fitness; If the current global optimal value is superior to global optimal, then replace G best with the current global optimal.
If the iteration number k equals to the maximum iteration number k max , break the procedure and output the 6.
optimal solution of SHTS; otherwise, k = k+1 and go back to step 3.
SIMULATION EXPERIMENTS
In order to verify the effectiveness of proposed CQPSO algorithm, it has been tested on four hydro plants coupled hydraulically and three thermal plants system. In addition, the traditional PSO and QPSO algorithm are utilized for comparison. Both algorithms are coded by MATLAB R2014a programming language and run on a 2.93 GHz PC with 2 GB of RAM.
The detail data of four hydro plants and three thermal plants system can be found in [8] . The problem is solved by CQPSO and the population size (N p ) and the maximum iteration number (k max ) are set 50 and 1500, respectively. The scheduling period is divided into 24 intervals of one day. Here prohibited operating zones of hydro plants are not considered. There are two cases taken into consideration. It is necessary to point out that all of the follow case will never violate the constraints because of the proposed equality constraints handling strategy. 
Case 1: Value-point Effects is Considered
In this case, the value-point effects are considered and the transmission losses are neglected. To run the program 20 times, the optimal fuel cost and the average CPU time of proposed CQPSO algorithm and other artificial intelligence algorithms, including MHDE [8] , CSA [10] and QOTLBO [22] are given in Table 1 . The symbol '-' means the respective value cannot be obtained according the original paper. Obviously CQPSO is superior for solving the SHTS problem of this test system by obtaining the optimal fuel cost with simulation time of 154.6s. The result comparison in the table has indicated that the proposed CQPSO algorithm can obtain solutions of better quality and higher robustness than the other methods. Its simulation time is good enough though some of other algorithms previously proposed have less time than the CQPSO. The comparison of the convergence characteristics is depicted in Fig. (3) . It is observed that the searching ability and convergence rate are improved in the proposed CQPSO algorithm. The best schedule result of optimal hydro discharges and the optimal thermal generation obtained by the CQPSO algorithm are shown in Table 2 . Based on the above optimal result, the optimal reservoir storage volume and optimal hydro generation can be calculated by formula (11) and (5) respectively. The hourly reservoir storage volumes of four hydro plants are shown in Fig. (4) . It can be seen from this figure that the volumes satisfy their initial and final volume constraints and the bound constraints. The total generation of each schedule interval and the total power demand are shown in Fig. (5) . It can be found that the optimal result will not violate all of the system constraints. Fig. (3) . Convergence characteristics for case 1. Fig. (4) . Optimal hourly reservoir storage volumes for case 1.
Case 2: Value-point Effects, Transmission Losses and Ramp-rate Limits are Considered
In this case, value-point effects, transmission losses and ramp-rate limits are considered. To run the program 20 times, the optimal fuel cost and the average CPU time of proposed CQPSO algorithm compared with MHDE [8] and SPPSO [23] are given in Table 3 . The best, average and worst total cost of thermal plant found by CQPSO are 41785.665$, 41972.366$ and 42098.316$ respectively. It is obvious that the proposed CQPSO method has a higher performance than QPSO and other method. Fig. (6) shows the convergence of PSO, QPSO and CQPSO for the trial run that produced the minimum cost solution. The optimal hydro discharges, the optimal thermal generation, and the total transmission losses obtained by CQPSO accompany with the system power demand are demonstrated in Table 4 . The hourly reservoir storage volumes of four hydro plants are shown in Fig. (7) . The Optimal hourly power generation, transmission losses and load demand are shown in Fig. (8) . It is important to note that all control and state variables remained within their permissible limits. Fig. (7) . Optimal hourly reservoir storage volumes for case 2.
Fig. (8).
Optimal power generation and load demand for case 2.
