Recently, manual observations sequence has been gradually replaced by automatic observation sequence. The difference between manual observation sequence and automatic observation sequence is somewhat inevitable. This challenges the homogeneity and the continuity of historical weather data, and influences atmospheric researches and applications. Therefore, based on the understanding of the influence caused by the two observation sequences, how to modify the data of manual observation sequence to automatic observation sequence has become a problem. In this paper, a model, which modifies the wind speed data of manual observation suquence to automatic observation sequence, is established using the wavelet neural network (WNN). The proposed model achieves 13.38% in mean absolute percentage error (MAPE) compared to automatic observation data sequence. For wind speed, it could be a promising candidate for modifying manual observation data sequence to automatic observation data sequence.
Introduction
Previously, the wind speed is observed by manual observation system in China. In the 1990s, automatic observation system began to be establish, which increased the space density of the meteorological observation network. After several years of parallel observation, manual observation system has been gradually replaced by automatic observation system. Due to the difference of two observation systems, the two data sequences observed from them face the problem of homogeneity. How to modify the data sequence of manual observation to automatic observation sequence has become a problem.
In the world, many experts study the homogenization problem using the linear method based on statistics between the manual observation sequence and automatic observation sequence [1] [2] [3] . However, the relationship of two data sequences is a nonlinear, simple linear treatment can not simulate them very well. Therefore, a nonlinear method is the effective way to solve the problem.
Wavelet neural network (WNN) based on wavelet analysis theory is a new form of neural network model. WNN models, which have strong learning ability, fitting precision, the simply structure, fast convergence rate, and combine the advantages of both wavelet analysis and neural network. In this paper, a WNN model, which combined with back propagation (BP) neural network and the wavelet analysis theory, is established to modify the wind speed data sequence from manual observation to automatic observation. Data on wind speed which generated by both manual observation system and automatic observation system from 1 January 2003 to 31 January 2003 in Yuzhong are used in this paper. Then the homogeneity and the continuity should be assured between manual observation data sequence and automatic observation data sequence. It can provide a reference to modify other meteorological factors.
Wavelet Neural Network

Architecture
The combination of wavelet theory and neural networks has lead to the development of wavelet neural network (WNN) [4] . WNN [5] is a class of feed-forward neural network (FFNN), and the hidden layer nodes have the activation function from continuous wavelet functions. Because the wavelet functions are characteristic of time precision in high frequency domains and frequency precision in low frequency domains due to dilating and translating of the mother wavelet, the ability of WNN in mapping complicated nonlinear functions is enhanced considerably [6] . Therefore, It has been used successfully in various engineering applications such as classification, identification and control problems. The general structure of WNN model with L inputs and L output is shown in Fig.1 . It mainly consists of wavelet layer (hidden layer) and output layer.
h can be derived through the following dilation and translation processes [7] . (1) where the parameters a and b are the scale and position parameters expressed in real number R, respectively. The basic idea behind the wavelet transform is to represent arbitrary function ( ) f t as a superposition of wavelet. The continuous wavelet transform of ( ) f t is given by:
h t . Here * denotes conjugate. The inverse continuous tranform can be obtained through the following formula: Based on wavelet analysis, the wavelet transform is capable of extracting all kinds of characteristic parameters from experimental data through tuning parameters a , and b . On the basis of the inverse continuous wavelet transforms [8] , if there are enough data, the features are intact, and the characteristic features are the very mapping among physical parameters [9] .
Training
The essence of WNN is to find a group of wavelets in the feature space so that the complex function relationships contained in the original signal might be exactly expressed. For this reason, if there are enough learning samples, WNN can simulate any kind of data pattern. Different WNN classes use different definition of wavelet basic function and different training algorithm. Back propagation training algorithm is often used to train the WNN model, and the Morlet mother wavelet
is employed as a wavelet basic function.The training steps of WNN are as follows [9] :
Step1: Initializing procedure of WNN parameters, the number of wavelet-neurons in input and output layer is S and L , respectively. The number of wavelet-neurons is T . The scale parameter t a , position parameter t b , node connection weights ti U , and tl W are endowed with some random values. Using a selection method, Ref. [10] provides a systemic initialization procedure for initializing parameters of wavelet transforms.
Step2: Inputting learning samples ( ) ( ) n x s and corresponding output values ( ) T n V l to WNN, where s varies from 1 to S representing the number of the input nodes, n represents the nth learning sample, and the superscript T represents target output state.
Step 3: Calculating the output value of the sample ( ) n V l according to current parameters of WNN.
Step 4: Adjusting every parameter in the WNN through error back propagation:
where ( )
where is the learning rate factor indicating the rate of learning of WNN. Large values can cause instability, and smaller values lead to slow learning; a variable learning rate with training epochs is often used. is the momentum factor that avoids falling into a local minimum.
Step 5: If the MSE, calculated from Eq. (12), falls bellow the given error criterion, the training procedure of WNN is completed. Otherwise, it will return to step 3. MSE of the WNN is:
In this paper, the three-layer wavelet-network, which is a 24 × 30 × 24 network architecture, is applied to create this prediction model. the flowchart is shown in Fig. 2 . 
Evaluation Criteria
Furthermore, three evaluation criteria are also considered to evaluate the forecasting performance relative to the actual value ( ) t Y . These are mean absolute error (MAE), root mean-square error (RMSE) and mean absolute percentage error (MAPE) given as follows:
C are the real value and prediction value, respectively. T is the sample size.
Smaller values of these measures indicate more accurate forecasted results and if the results are not consistent among three criteria, we choose the relatively more stable MAPE, as suggested by Makridakis (1993), to be the benchmark. In this paper, we use all three measures to evaluate the forecasting performance.
Experimentation design and results
Data Sets
In this study, The data of wind speed betwee manual observation and automatic observation was obtained from the Semi-Arid Climate and Environment Observatory of Lanzhou University (SACOL), which is a participating site in the Coordinated Enhanced Observing Period (CEOP). The WNN will be tested by the the data of wind speed. The data were collected on a hourly basis (24 data points per day) from 1 January 2003 to 31 January 2003. To assess the modified performance of WNN models, we put the manual observations data as input, and the automatic observations data as output in same period. We will use observation values of wind speed in first 29 days to estimate model parameters, and the data of the rest two days is used for validation.
Results and Discussion
In this paper, the three-layer wavelet network, which is a 24 × 30 × 24 network architecture, is applied to create this modified model. The comparison of the outputs data of WNN modified model is shown in Fig.3 with the automatic observation values. Absolute error which is defined as 'actual value minus modifying value', is also shown in the Figure. The comparison of wind speed data of the manual observation sequence is shown in Fig.4 with the automatic observation values. Absolute error is also shown in the Figure. Fig.3 and Fig.4 obviously show that, the modified model can well capture the non-stationary and highlynoisy features of the automatic observation data. The absolute error is in a small interval including zero. That indicates the modified model can obtain a satisfied performance and a high fitting accuracy. the proposed modified model can simulate the wind speed data of automatic observation more accurate than the manual observation system.
The comparison of the modified value using the WNN model is shown in Fig.5 with automatic observation value. at the same time, the comparison of the automatic observation value is shown in Fig.6 with manual observation value. In Fig.5 and Fig.6 , the modified value with WNN model can aproximately describe the characteristics of automatic observation value. At the same time, we can also find that, manual observation value is obviously lower or higher than the automatic observation value in almost time points. So compared with the proposed WNN method, the manual observation value may be improper for wind speed data. And the absolute error of manual observation value is much larger than the errors of WNN method significantly.
In addition, the comparisons among the WNN modified model and the manual observation value is presented. Table 1 shows the accuracies based on MAE, RMSE, MAPE, and indicates that the WNN modified model has the smaller errors. The results show that the WNN model can be an effective way to improve the modified accuracy. 
Conclusions and future work
This paper proposes a new modified model, namely wavelet neural network (WNN), which modifies the wind speed data observed from manual observation system to automatic observation system, is established. This model is developed based on wavelet theory and BP neural network. The performance evaluation indices are also introduced. This method is implemented along with a traditional BP model.
The results of the proposed model show that the proposed model can produce satisfactory results in modifying the wind speed data of manual observation sequence to automatic observation sequence. The modified model achieves 17.06% in MAE, 23.24% in RMSE, and 13.38% in MAPE. The modified model has higher precision and can provide a reference to modify other meteorological factors. 
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