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SEMI-SUPERVISED SELF-LEARNING ON IMBALANCED DATA SETS
John Nicholas Korecki
ABSTRACT
Semi-supervised self-learning algorithms have been shown to improve classifier accuracy
under a variety of conditions. In this thesis, semi-supervised self-learning using ensembles
of random forests and fuzzy c-means clustering similarity was applied to three data sets to
show where improvement is possible over random forests alone. Two of the data sets are
emulations of large simulations in which the data may be distributed. Additionally, the
ratio of majority to minority class examples in the training set was altered to examine the
effect of training set bias on performance when applying the semi-supervised algorithm.
vii
CHAPTER 1
INTRODUCTION AND RELATED WORK
Semi-supervised self-learning algorithms have been shown to improve classification ac-
curacy under a variety of conditions. In this thesis, semi-supervised self-learning using
ensembles of random forests and fuzzy c-means clustering example similarity was applied
to three complex and large data sets to show where improvement is possible over random
forests alone.
Minimizing the amount of required labeled data can greatly minimize the cost of ob-
taining data, since obtaining initial labeling is typically a costly process. Generally, experts
will manually designate salient examples in data sets as “interesting” according to per-
sonal, possibly subjective criteria. For large data sets, this process is both time-consuming
and tedious for the domain expert. This process would be markedly sped up by analyzing
salient examples and tentatively labeling some examples to be used as “truth” in further
processing. In addition, the amount of labeled data required for accurate classification is
difficult to determine prior to classifier generation. The goal of semi-supervised learning is
to use existing labeled data in conjunction with unlabeled data to generate more accurate
classifiers than using the labeled data alone.
Three different data sets with different levels of imbalance were used to study the effect
of a semi-supervised self-learning algorithm on a variety of data sets. The first two, the
bolt and can data sets, represent the nodal characteristics of two physical simulations. The
third data set comes from the KDD Cup 1999 competition. The examples in this data set
represent LAN network activity. In the bolt and KDD data sets, the classes are imbalanced
in size. In the can data set, the ratio of class examples is about even, with a class ratio of
1.08:1.
1
1.1 Related Work
1.1.1 Semi-Supervised Learning
Semi-supervised algorithms are those that leverage both labeled and unlabeled data
examples. They aim to combine unsupervised learning, which utilizes no data labels, and
supervised learning, which utilizes data for which labels are present. The algorithm does
this, generally, using a smoothness assumption which states that if two examples are rel-
atively close in feature space, then their corresponding class outputs should be close in
class space [2]. If one can assume that examples which are close in feature space are from
the same class, then fewer labeled examples from each class (assuming a homogenous data
distribution) should be needed to determine classifications for large amounts of data.
Semi-supervised learning algorithms can be generative, discriminative, or a combination
of both. Generative models attempt to model the joint probabilities of examples and their
labels. Once this joint probability is modeled, one can generate new examples for a partic-
ular class, as well as determine the most likely class for a given example. Discriminative
models restrict themselves to determining the most likely class for a given example by esti-
mating the probability of each class given the data example. Discriminative models do not
model the classes, so generation of new class examples is difficult. Generative models can
be thought of modeling the method by which < example, class > pairs are generated, while
discriminative models attempt to identify the boundaries between classes [2]. Modeling
a joint distribution of data and class or determining the boundaries between the data of
different classes is a very data dependent exercise; it has been found that most attempts at
using semi-supervised classification shift the responsibility of a domain expert from labeling
data to choosing the best assumptions about the data [3].
One commonly used generative semi-supervised algorithm is Expectation Maximization
with generative mixture models, which works well on data with well grouped and separated
classes. It essentially models the example distribution and uses what labels exist to label the
modeled distributions. Other discriminative techniques include Co-Training, which splits
2
the feature space to create multiple classifiers. Each classifier is built on conditionally
class independent feature sets from labeled examples, and supplies labels for additional
unlabeled training examples. Transductive Support Vector Machines (TSVMs) are built on
the Support Vector Machine, which attempts to find a low density decision boundary with
largest margin between labeled examples by ensuring the margin separates the unlabeled
examples as well. This is done by finding a labeling of the unlabeled examples which
maximizes the margin found. However, this is an NP-hard problem [3]. Another class of
semi-supervised algorithms, self-training, is essentially a class of wrapper methods which
leverage existing supervised techniques, and are discussed further in section 1.1.1.1.
Although semi-supervised approaches appear to have much promise, they are of course
not always successful. As an example, the accuracy of Hidden Markov Models in lexical
analysis can be reduced through select semi-supervised learning algorithms [4, 5].
1.1.1.1 Semi-Supervised Self-Learning
In a subset of semi-supervised learning referred to as self-training or self-learning, a
classifier is iteratively built on its own predictions. First, a classifier is built on the labeled
data and used to classify unlabeled data. Typically the most confidently predicted examples
are then iteratively inserted into the training set and a new classifier generated.
Semi-supervised self-learning methods were one of the first uses of semi-supervised learn-
ing. However, the method relies heavily on the underlying classifier [2]. Despite this, they
have found much success, are much less complex, and are lauded for ease of use compared to
other semi-supervised methods. In [6], self-training was applied to the problem of decipher-
ing context in written words, such as whether “crane” is referring to a bird or a machine.
This application is particularly fitting because words around the target word provide a
strong sense as to its meaning. Therefore, higher accuracy is obtained by incrementally
adding (also called tagging) words which are found close to the target word. In most cases,
accuracy using only two manually tagged words was on par with that of using a fully labeled
training set.
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In [7], semi-supervised self-training was applied to time series classification. The proce-
dure starts with a set of labeled positive examples P and a set of unlabeled examples U .
By considering the examples in U to be negative, a one-nearest neighbor classifier C was
built. Using classifier C, all examples in U are classified. The most confidently classified
positive examples is then added to P and removed from U . This procedure continues until
all examples from U were consumed since no stopping criteria had been developed.
This approach appeared to provide a good increase in the precision-recall break-even
point with only a small number of initially labeled examples. However, if too many ex-
amples were added, the break even point could drop dramatically. The precision-recall
break-even point is a well documented text classification measure which evaluates a clas-
sifier by altering prediction confidence levels to find the point where precision is equal to
recall. Informally, recall is the percentage of all positive examples found by a classifier,
and precision is the percentage of found examples that are positive. Precision and recall
are presented formally in Section 3.7. By varying confidence levels, a curve describing the
trade-off between precision and recall can be generated. On this curve, precision will equal
recall when the number of predictions that are made is equal to the number of positive
examples present. This point, called the precision-recall break-even point, can be used to
compare two precision-recall curves.
1.1.2 Learning From Imbalanced Data
Data imbalance occurs when one class has a greater representation in the available data
than another class, typically in a significant manner. This raises many issues. First, since
most classifiers attempt to address the global error rate across all classes instead of the
individual error of each class, classifying every example as majority will provide a better
than random error rate. Second, since many classifiers make the assumption that a training
and testing set are independent and identically-distributed, the class imbalance which differs
between training and testing set needs to be corrected or the model will be built assuming
the data distribution exhibited by the training set [8, 9]. Further, in some instances a
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training set with the actual class distribution exhibited by the data does not result in a
classifier that performs best on test sets with the actual class distribution [10].
Under-sampling is used in this thesis to explore data imbalance issues. Under-sampling
to make the class distribution uniform is equivalent to violating the assumption of inde-
pendent and identically-distributed training and testing sets, or in other words, artificially
creating missing data in the training set. Missing data considered missing at random (MAR)
can occur in two different ways, missing completely at random (MCAR) or missing not at
random (MNAR)[11]. Stratified sampling conditioned on class causes data to be MNAR,
and has the effect of adding bias to the model that results from non-randomly selected
examples to estimate the target hypothesis [9]. Since the act of causing data to be missing
has a pattern, the model attempts to fit both the target hypothesis from which the data
has been generated and the pattern of the missing data. However, semi-supervised learning
can help increase the performance more than supervised learning alone when the training
set distribution does not reflect the population distribution [12]. In [8] a combination of
under-sampling and then synthetic minority over-sampling (SMOTE) were performed to
find the optimal combination to learn on imbalanced data.
1.2 Contributions
First, we will utilize a different measure of similarity. Typically semi-supervised self-
learning algorithms use classifier confidence to select new examples. Rather than utilize the
typical confidence based approach, a clustering based approach is utilized to select examples
close in feature space to clusters of labeled data. This is similar to the approach of TSVMs
and of graph based methods, where well separated examples are assumed to be different
classes while examples close in feature space are assumed to be of a similar class [3]. Using
distance rather than confidence is motivated by [13], where it was found that a selection
metric based on distance outperformed a confidence based approach. Further, using feature
space distance rather than classifier confidence draws on some of the power of generative
models, while the classifier confidence measures the confidence in class discrimination.
5
Also considered are cases of learning from disjoint data. Complex simulations or exper-
iments can generate very large amounts of data stored in a disjoint manner across many
local disks. Semi-supervised learning is designed to take advantage of unlabeled data, and
is particularly relevant when the quantity of unlabeled data is large. However, most of
the research has focused on small data sets [3]. The scalability of such semi-supervised
learning algorithms has largely been left unaddressed. In the case of a large complex simu-
lation, data is stored on disks attached to compute nodes according to its spatial location
within a 3D simulation [14]. One approach is to vote predictions from classifiers built on
disjoint data “bites” [15]. In this thesis, a semi-supervised self-learning algorithm is applied
to disjoint data and the results voted together to evaluate the utility of these consensus
semi-supervised predictions.
Another contribution is an examination of the training set class distribution on test
set accuracy. Studies have shown that on data with examples MNAR, semi-supervised
techniques can help to improve performance over supervised learning [11]. However, the
effect of training sets with different levels of class imbalance was not explored.
Based on a review of the literature, it appears that not much focus has been put on
self-learning because of the difficulties in understanding the effect of self-learning on the
chosen supervised learning method [2]. No literature on semi-supervised self-learning in the
context of distributed learning or data imbalance was found, so to the best of our knowledge
this is the first analysis of the effect of semi-supervised self-learning on imbalanced data.
1.3 Thesis Organization
The rest of this thesis is organized as follows. Chapter 2 describes the characteristics
of the data sets used in this thesis. Chapter 3 discusses the semi-supervised self-learning
framework generally, while Chapter 4 discusses the considerations, implementation, and
results for each data set. Finally, Chapter 5 contains the conclusion.
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CHAPTER 2
DATA SETS
Three data sets were used to test the framework to be presented in Chapter 3. Two
data sets, bolt and can, contain examples describing the nodal characteristics of physically
simulated objects. The third data set, KDD, comes from the KDD Cup 1999 contest and
contains examples representing network intrusion data.
2.1 Bolt Data Set
The bolt data set contains data describing a physical simulation of a casing dropping
onto the ground. The casing is composed of four main sections, including the body tube
and tail section, which are joined by the coupler through a series of ten bolts. The casing is
dropped from a short height and its tail section impacts the ground at an angle, simulating
the stresses across the entire device as might be encountered were it to be dropped from
some height. More information about the casing data set is available in [16], where it
was used for ordering regions predicted salient. The nodes comprising the data set are
described by a total of 21 continuous features describing the physical state of each node of
the simulation.
The goal is to discover which nodes in the simulation belong to bolts. When dropped at
an angle on the tail, one group of bolts will experience a tensile force, while the other group
of bolts will experience a compressive force. Each will also be subject to shear forces. These
forces are occur in many other sections of the casing as well. The physical characteristics of
the individual nodes modeling the bolts are not substantially different from those modeling
the rest of the casing. In other words, there is no a priori reason to assume the existence
of some underlying feature of “boltness” which would make this an easy problem. Each
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Figure 2.1. The five partitions of the bolt data set showing the casing and bolts. An
unimpeded view of the bolts is shown on the right for clarity.
feature describing physical force on the nodes comprising the canister at each time step
was normalized uniformly since feature space distance was used for determining example
similarity.
The data for each time step is divided spatially according to the compute node to which
it is assigned. The bolt data set was only considered in a partitioned fashion. Figure 2.1
shows the partitioning of the actual simulation, and an unimpeded view of how the bolts are
distributed. There also exists a data set imbalance problem, as those partitions of data sets
with four bolts are much larger than the data set with only two bolts. The partitioning is
performed lengthwise in five pieces across the cylindrical body so as to distribute the bolts
across compute nodes. The data is purposefully partitioned so that two of the partitions
have never seen any node from a bolt. This creates two one-class classifiers which must be
carefully dealt with by the voting algorithm during classification.
The data set contains 1,569,813 examples evenly divided into 21 time steps. Of the
74,753 examples in each time step, 69,073 are unsalient, non-bolt examples. Each of the 10
bolts in each time step consists of 568 examples and in total each time step contains 5,680
salient, bolt examples. Data set attributes include the motion variables of displacement,
8
Table 2.1. Partitioning characteristics for the bolt simulation data set. Node counts are per
time step.
non-bolt bolt total
# nodes in partition 1 19,458 2,272 21,730
# nodes in partition 2 10,297 0 10,297
# nodes in partition 3 6,661 1,136 7,797
# nodes in partition 4 11,379 0 11,379
# nodes in partition 5 21,278 2,272 23,550
velocity, and acceleration as well as several interaction variables which are the contact force,
total internal force, total external force, and the reaction force.
The simulations are recorded as a time sequence of discrete snapshots of the 3D scene.
In this thesis, these “time steps” are considered as logical building blocks for incremental
learning in a semi-supervised fashion.
2.2 Can Data Set
The can data set is also a simulation recorded as a time sequence of discrete snapshots
of a 3D scene. The can data set represents the nodes of a canister impacting a stationary
block, which crushes the can. The definition of the class value (‘salient’) is less well defined
in this context, and is marked by an expert as the“crush zone”. Two time steps from the
can data set are shown in Figure 2.2.
The can data set and the bolt data set have several important differences. There is not a
large change in the structure of the casing described by the bolt data as the simulation runs
through time, with the change in the structure occurring mostly at the end of the simulation.
Since the structural changes are more subtle, the deformation of the bolt simulation turns
out to be more difficult than the canister simulation to accurately mark. Likewise, since the
deformation of the can is more pronounced, the labeling is more intensive and more prone
to noise than simply marking the salient ‘bolt’ regions of the bolt data set.
Also, the can data set consists of 4 distinct can crush simulations, each with a different
initial velocity and number of time steps [17]. For each node comprising the can, only six
features describing displacement and velocity in each dimension were extracted. Features
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Figure 2.2. The can data set at time step 1 and time step 14.
describing acceleration were available for only one of the 4 simulations, so were omitted
to combine the simulations. The 4 simulations were combined into one large data set.
Time steps still provide a framework for example selection, but instead of selecting all
salient regions in a particular step, as was done for bolt, only a sample of salient nodes
were selected from three chosen time steps from the first simulation. The task of learning
“salient” is made harder with this experiential design since only one of the four simulations
contributes labeled examples, while all four simulations contribute unlabeled examples. In
the entire combined data set, there are 423,613 unsalient nodes, and 457,231 salient nodes.
Of the three data sets explored, this data set has the most balanced class distribution.
For can, as with bolt, each feature was normalized uniformly since feature space Euclidean
distance was used for determining example similarity.
For the partitioned experiments, only 4 vertical spatial partitions in the data set were
used. At the start of each of the 4 simulations, the can is in the same spatial position. While
in this position, the vertical partitioning of each simulation was performed in an identical
manner, with 1640, 1886, 1886, and 1312 nodes in each partition per simulation [18]. Due
10
to the relative ratio of salient to unsalient nodes in each partition in each simulation, the
combined effect is 4 partitions each with about equal numbers of salient and unsalient
examples.
2.3 KDD Cup 1999 Data Set
As an additional test, we considered the 1999 KDD Cup data set [19]. The data set
contains information collected in a simulated LAN environment consisting of normal traffic
with a relatively small number of intrusion attempts. The original data set consisted of
23 classes, of which normal traffic was only one. The original intent was discrimination
between the 22 attack classes, which each have associated cost. In our experiments, the
data set was parsed down to a total of 2 classes, ‘normal’ and ‘attack’. After parsing, the
KDD data has 972,781 minority ‘attack’ class examples and 3,925,650 majority ‘normal’
class examples, which is approximately 80.14% majority examples.
Additionally, the KDD data has many nominal features. Since examples are added
to the semi-supervised self-learner’s training set at each iteration based on feature space
distance, a generalized Minkowski metric which utilizes the Cartesian space model was used
to determine distance between examples [20].
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CHAPTER 3
SEMI-SUPERVISED SELF LEARNING FRAMEWORK
3.1 General Framework
Algorithm 1 Semi-Supervised Learner
1: Training set T ← labeled examples
2: Semi-Supervised set S ← unlabeled examples to add
3: while |S| > 0 do
4: s← x% of S
5: Learn model M from T
6: for all s do
7: Predict class c for s using M
8: if s is similar to all T in c then
9: Add s to T as class c
10: end if
11: end for
12: end while
The semi-supervised self-training algorithm is given a labeled subset T of the total data
set. A model Foresti is created from the data. The model is then used to predict a small
number (x%) of unlabeled examples s drawn from the total data set S. In the case of the
bolt and can data sets, the example predictions are then smoothed spatially. This is done
by transforming each example’s class value to either 0 or 1, and then averaging class values
within a specified radius. Next, the class values are binarized using the Otsu thresholding
algorithm [21]. This is done since it is known that salient class examples occur spatially
close to each other. The training data T are then separated by class c and then each set is
clustered in feature space.
A subset of unlabeled candidate data is chosen for addition to the training data using a
threshold based on the average Euclidean distance to the closest centroid of the same class
12
!!"#$%$&'
(")"'
*%"++,-,."),/0'/-'
10%"#$%$&'(")"'
10%"#$%$&'(")"'
2"%,$0)'34"56%$+'
2,5,%"7,)8'
10+"%,$0)'34"56%$'
2,5,%"7,)8'
(")"'9/)'2$%$.)$&'
Figure 3.1. Flow chart of the general semi-supervised algorithm.
and assigned the predicted label. Learning then starts again from the beginning, this time
learning from the original labeled training set augmented by the newly labeled examples.
This process continues until all provided unlabeled data has been processed. Figure 3.1
shows this flow graphically.
3.2 Labeled Data Selection
In the can and bolt data sets, the time steps of the simulation provide a natural choice for
selecting examples for inclusion in the training set. For the bolt data set, salient examples
were specific bolts from specific time steps. For unsalient examples, a random selection
of examples from the casing were selected. For the can data set, random examples, both
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salient and unsalient, from specific time steps were used as a training set. For the KDD data
set, a random sample selection of attack and non-attack examples was used for selecting
the initial training set.
Additionally, for the can and KDD data sets, initial training sets were selected using
stratified sampling, as discussed in section 1.1.2. This was done to explore the effect of
initial class distribution on classifier performance.
3.3 Unlabeled Data Selection
For selecting examples to include in the training set at each iteration, a ratio of 1:9 of
labeled to unlabeled data was used. While the empirically best ratio was determined to be
very domain dependent, this ratio was found to be useful in more than one case [11]. Since
the goal of semi-supervised learning is to improve when using a small amount of labeled
data with a much greater amount of unlabeled data, this ratio seems appropriate. In all
cases, examples were drawn uniformly at random from the available unlabeled examples. In
the case of the bolt and can data sets, any example not selected for training or testing was
a candidate for unlabeled sample selection. For the KDD data set, examples were drawn
from an accompanying set of unlabeled examples.
3.4 Learning Model Selection
Random forests were chosen as the base classifier because they have been shown to be
comparable to other ensemble creation techniques and because they provide good overall
classifier performance [22]. The free open source software package “OpenDT” [23] was used
to generate ensembles of 200 random forests [24]. Each of the trees was built to leaf purity
or until no additional splits could be made.
3.5 Labeling Unlabeled Data
Instead of using classifier confidence (or in this case ensemble vote) to determine if an
unlabeled example should be included, feature space distance to labeled examples was used.
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Clustering was performed using single pass fuzzy c-means [25]. In all cases 25 centroids
were used. Although the Xie-Beni index was explored as a means of identifying the optimal
number of centroids for a given set of labeled data, it was found that 25 centroids often
outperformed the optimal number identified by Xie-Beni [26]. This may have occurred
due to coincident centroids causing an artificial boost in the number of selected unlabeled
examples, but this was not explored further.
As mentioned in section 2.3, the KDD data set contains both continuous and nominal
values attributes. To determine a distance between these examples, the single pass fuzzy
c-means code was modified to use the generalized Minkowski metric for mixed features with
p=2 [20]. The generalized Minkowski metric is defined as
dp(A,B) =
[
d∑
k=1
ckψ(Ak, Bk)
p
]1/p
where d is the number of features, ck > 0 is the weights the impact of each feature on the
overall distance measurement and
∑
k ck = 1. This means that 0 ≤ dp ≤ 1. The term ψ is
defined as
ψ(Ak, Bk) = φ(Ak, Bk)/ | Uk |
where Uk is the size of the k
th feature’s values; for continuous and ordinal features it is the
range, which is estimated from all observed feature values, while for nominal features it is
the number of different feature values. The function φ is defined as
φ(Ak, Bk) =| Ak Bk | − | Ak Bk |
which introduces two new operators, cartesian join () and cartesian meet () which op-
erate differently based on the type of feature. For nominal features,
Ak Bk = Ak ∪Bk
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so that the  operator grows the set of included items. The | AkBk | is simply the number
of unique items in the union of Ak and Bk. For continuous and ordinal features,
Ak Bk = (min(AkL, BkL),max(AkU , BkU ))
where AkU is the upper bound of the interval described by Ak and AkL is the lower bound.
Of course if Ak is not an interval but instead a single point value, the AkL = AkU = Ak. In
the case where Ak and Bk are two non-equal point values, the result is an interval, whose
size is given by | Ak Bk |. The cartesian meet operator  is defined as
Ak Bk = Ak ∩Bk.
For nominal features, this is the intersection of the values in Ak and Bk. For continuous
and ordinal features, AkBk will represent the overlap between the intervals Ak and Bk. If
Ak and Bk are equal single point values, then AkBk = Ak = Bk; if Ak and Bk are unequal
point values then Ak  Bk = ∅. Figure 3.2 visually shows the result of the Cartesian meet
and Cartesian join operators on intervals and point values.
The data sets explored in this thesis only contain examples with single valued nominal
and continuous features. Since intervals and sets with more than one item are never com-
pared, computation becomes much simpler. For nominal features φ(Ak, Bk) will either be
0 if the items were identical or 2 is the items were not. For continuous or ordinal features,
φ(Ak, Bk) represents the distance between the two continuous values. Once divided by
| Uk |, the value of ψ(Ak, Bk) will represent the proportion of the entire feature-value range
by which the two feature values differ. This metric allows continuous and nominal feature
value distances to be combined into a single metric measuring similarity between examples.
Once centroids were identified from the labeled data for both salient and unsalient ex-
amples, unlabeled data selection could be performed. For all data sets, unlabeled examples
were first classified as either salient or unsalient. The predicted salient examples were then
assigned to the nearest salient centroid, while predicted unsalient examples were assigned
to the nearest unsalient centroid. Next, for each centroid, the average distance of all un-
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Figure 3.2. Visual explanation of the Generalized Minkowski distance’s Cartesian join and
Cartesian meet operators. The Cartesian join A  B of interval A and interval B is an
interval encompassing both A and B. The Cartesian meet of A and B is the empty set
since there is no overlap. Intervals C and D do overlap, so the Cartesian join C  D is
defined as the overlapping interval. For point values E and F , the Cartesian join E  F is
the interval whose end points are E and F . Again, E  F is the empty set since E and F
do not overlap. Finally, for point values G and H, the Cartesian join and meet both result
in a point value equal to both G and H. Note that for point values, the magnitude of the
Cartesian join minus the magnitude of the Cartesian meet is equal to the absolute value of
the difference between values, while for intervals it provides a measure of the difference or
similarity between intervals.
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labeled examples assigned to that centroid was computed, and examples that were closer
than the average distance were added to that centroid along with the corresponding label.
A variation of the above was explored on the KDD data set, in which only examples that
were around the average distance were added as labeled data.
3.6 Partitioning Large Data Sets
The effect of feature space partitioning was also explored for the bolt and can data set
since both could naturally be partitioned on spatial features. The change to the overall algo-
rithm is minimal. Instead of building one ensemble based on all available labeled data, one
ensemble is built per partition. Unlabeled examples are randomly selected and a consensus
vote of all partitions was obtained through majority voting [17]. Once labeled, similarity
thresholding occurs in the partition to which the examples belong based on spatial features.
This form of partitioning has the added effect of distributing the clustering and ensemble
generation, while still allowing all ensembles generated from all partitions to participate in
unlabeled example classification.
3.7 Evaluating Model Performance
The performance of all models was evaluated using two different accuracy measures.
The first was the F-measure, which is defined as the harmonic mean of the precision and
recall for a single class c,
F = 2
Precision ∗Recall
Precision+Recall
where
Precision =
TP
TP + FP
where TP is the number of examples classified as class c that were from that class and
FP is the number of examples classified as c that were actually from a different class.
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The Precision is the ratio of the correct model predictions to the total number of model
predictions for a class. Likewise,
Recall =
TP
TP + FN
where FN is the number of examples from class c that were classified as a different class.
Recall is the ratio of correct model predictions to the total number of actual class examples.
Since the F-measure is a measure of accuracy for a single class, in all cases the F-measure
of the minority class is given.
The second measure used is called the class-weighted accuracy, and is defined as
Class-Weighted Accuracy =
1
2
[
TP
TP + FP
+
TN
TN + FN
]
which is the arithmetic mean of the accuracies of each class. The class weighted accuracy
is high when both class accuracies are high. If one class accuracy is low, perhaps because
one class is an extreme minority, then the class weighted accuracy will be low. If instead
the normal accuracy was used, all true positive and true negative predictions divided by all
predictions, then the minority class accuracy would be overwhelmed by the majority class
accuracy.
To test the statistical significance of performance results, the Wilcoxon Signed-Rank
test was used. The Wilcoxon-Signed Rank Test is a paired test to determine if one method
performs statistically significantly better than another method. The difference between
performance for two methods is determined for a number of trials, and the differences in
performances are ranked by their absolute value. The intuition behind the test is that is the
two methods have the same performance, then the distributions of positive and negative
differences in the ranked ordering should be about uniform. In other words, if more positive
or more negative differences were ranked higher (so the absolute differences were greater),
then the two methods do not have the same performance.
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CHAPTER 4
EXPERIMENTS AND RESULTS
Primarily, we wished to determine if our semi-supervised framework would provide an
improvement over a similar supervised learning approach, and the conditions under which
an improvement could be realized. The following sections present the approach for the bolt
data set described in 2.1, the can data set described in 2.2, and the KDD Cup 1999 data
set described in 2.3.
4.1 Results on the Bolt Data Set
To select initial labeled data used for learning, a region of salient nodes was selected, and
then unsalient nodes with a small spatial distance from the selected region of salient nodes
were selected as unlabeled data. This was done to simulate the act of a user with a view
of the simulation marking a region of the bolt’s nodes salient, and in doing so implicitly
marking nodes not selected from the view as unsalient.
First, nodes from the 2nd, 9th, and 16th time steps were chosen according to the method
above. These time steps were chosen because of their uniform separation in the simulation.
We attempted to use the smallest number of examples possible for the initial training set,
as expert labeling of data is quite expensive. Exactly 375 nodes (0.5%) of the 74753 nodes
comprising the 2nd, 9th, and 16th time steps were chosen by selecting the salient region
of nodes comprising the bolts and a matching number of unsalient nodes a small spatial
distance away. These nodes are correctly labeled and used for training. Entire bolts were
selected for two reasons. First, using 375 nodes from each training time step resulted in a
small supervised model with accuracy better than simply predicting the majority class of
non-bolt for all examples. Second, typically experts label entire regions of interest rather
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than individual nodes of interest when visualizing simulations. Selecting an entire bolt
emulates the process of selecting a region.
Selecting time steps close to the initial ones, yet still spaced uniformly, 3.375% of the
unlabeled nodes in the 4th, 5th, 11th, 12th, 18th, and 19th time steps were added to the
training set by the semi-supervised algorithm. The percentage sampled ensured that a
ratio of at least 1 labeled example to 9 unlabeled examples was reached. After exhausting
the time steps denoted for semi-supervised addition, the algorithm starts again, this time
evaluating the semi-supervised time steps without the unlabeled examples previously added
to the model. The accuracy was recorded after each group of examples was added to the
training set. The test set consisted of all unused time steps, i.e. all time steps not part of
the training set or part of the semi-supervised set of time steps evaluated for addition. See
Table 4.1. A total of 6000 trees were created on every block of time steps, 2000 for each of
the 3 partitions containing bolts. The individual ensemble predictions were combined via
Probabilistic Majority Vote [27].
The clusters were obtained via a fast incremental fuzzy c-means approach [25] using 25
centroids after linearly normalizing the data. This method of obtaining cluster centroids
provides similar accuracy to that of clustering an entire data set, but only a fraction of the
data is used at each iteration. We chose to use 10% of the data at each iteration for the
clustering of both the salient and the unsalient examples, and the number of clusters chosen
in each case was 25. After obtaining predictions for examples in the test set, the prediction
data was averaged within a radius of 3 units and thresholded at 0.5 to obtain smoothed
predictions of 0.0 for unknown or 1.0 for salient.
The semi-supervised model has a higher F-measure than a supervised model using the
same underlying classifier, as shown in Figure 4.1. The same amount of the initially labeled
data given to the semi-supervised self-teaching learner was provided to the supervised ap-
proach for training, and the same test set used for evaluating the semi-supervised technique
was used for evaluating the performance of the supervised approach. We found a 15.1%
increase in the number of salient bolt nodes identified correctly and an increase in overall
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Table 4.1. The entire bolt simulation data set is split across the training, semi-supervised,
and test sets by time step (0-20).
time steps % used from each
initial training set 2, 9, 16 0.5%
semi-supervised set 4, 5, 11, 12, 18, 19 3.375%
test set all remaining 100%
Table 4.2. Bolt set predictions on the test set averaged over 20 trials. The semi-supervised
method uses a random 0.5% of labeled data from the original time steps and 3.375% of un-
labeled data from the semi-supervised steps. The salient percentage result is the percentage
of salient nodes correctly identified, while the overall percentage is the percentage of nodes
correctly identified regardless of class.
True Predicted Not Semi Semi
Class Class Supervised Supervised
Unsalient Unsalient 748942.2 750366.4
Unsalient Salient 10860.8 9436.6
Salient Unsalient 19307.45 9903.1
Salient Salient 43172.55 52576.9
Salient 69.1% 84.2%
Overall 96.3% 97.6%
accuracy as shown in Table 4.2. For each time step of the test set, the number of bolt nodes
identified increased on average by 15%. The full results by test set time step are presented
in Table 4.3.
Since the variance of the means for the supervised and semi-supervised results appear
unequal, we performed a Wilcoxon Signed-Rank test to determine the statistical significance
using each individual test set time step. Based on a sample size of 11, our observed sum
of signed ranks W was 58 with z-ratio 2.56 and probability 0.0052, indicating a significant
difference (at the 0.01 level) between the supervised and semi-supervised approaches.
4.2 Results on the Can Data Set
In order to test the statistical significance of the results of the semi-supervised method
using the can data set, multiple runs were performed. Additionally, different training set
distributions were tested, including drawn at random and drawn in a stratified manner
according to a predefined class imbalance level. Sampling at random is not entirely appro-
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Figure 4.1. Average F-measure over 20 trials with the range for the bolt data set.
Table 4.3. Average number of test set bolt nodes found for each time step.
Test Set Supervised Semi-supervised
Time Step TP % of total FP TP % of total FP
3 3754.85 66.1% 175.45 2728.65 48.0% 186.45
6 3748.25 66.0% 154.1 4783.85 84.2% 240.7
7 4023 70.8% 260.45 4848.1 85.4% 371.5
8 4150.95 73.1% 615.6 5039.85 88.7% 675.05
10 4298.25 75.7% 437.8 5335.55 93.9% 536.65
13 4318.45 76.0% 1583.1 5332.55 93.9% 988.15
14 3792.15 66.8% 2384.55 4967.7 87.5% 1377.85
15 4320.4 76.1% 2315.4 5292.4 93.2% 1714.15
17 3877.85 68.3% 1060.9 5050.05 88.9% 948.55
20 3601.2 63.4% 1220.15 4718.05 83.1% 1344.15
21 3287.2 57.9% 653.3 4480.15 78.9% 1053.4
TP - # bolt nodes found, FP - # bolt nodes incorrect
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priate with the can data set. As with the bolt data set, an expert would typically label
regions of nodes in the simulation as interesting rather than individual nodes.
The 1st, 20th, and 30th time steps of the first simulation were made available as training
time steps. Unlabeled data was drawn randomly from 3 time steps in the first simulation
and 2 time steps in the remaining 3 simulations. The test set was comprised of all remaining
time steps, which included 34 simulation 1 time steps, 19 each from simulations 2 and 3,
and 20 time steps from simulation 4.
Sampling was performed because the goal is to minimize the amount of labeled data,
and because initial classification results using full time steps was at a level too high for
semi-supervised learning to provide an increase in the F-measure. After sampling, the F-
measure was used to test statistical significance between the semi-supervised method and a
supervised approach. In all experiments, the test set was drawn randomly from the available
training data.
4.2.1 Randomly Sampled Training Set
At seven different levels of random sampling, 30 trials were performed. The average
results are shown in Table 4.4. Although, sampling was performed to achieve an initial
training set that had poor enough performance to allow for improvement, but as can be
seen, such a level was hard to achieve. With only 8 labeled examples, a supervised approach
resulted in an average F-measure of 0.8359, and by 20 examples the average F-measure
rose to 0.9056. For 18 and 20 examples, the F-measure increased with the addition of the
unlabeled data, as did the weighted average accuracy, but for 8, 10, 12, 14, and 16 examples,
both the F-measure and class averaged accuracy decreased. Next, the significance of the
change in the average performance was tested.
Using the Wilcoxon Signed-Rank Test, none of the sampling percentages showed statis-
tically significant changes between the supervised and semi-supervised approaches, as seen
in Table 4.5. It appears that the lower sampling rates result in a usually non-significant
decrease in performance, while 18 and 20 examples results in an increase in F-measure, with
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Table 4.4. Average F-measure and class-weighted accuracy of 30 trials for different initial
labeled set sizes on the can data set using a randomly sampled training set. Entries in bold
indicate improvement.
Percent N Init. FM Final FM Init. CWA Final CWA
0.004% 8 0.8359 0.8195 0.8521 0.8486
0.005% 10 0.8682 0.8238 0.8885 0.8472
0.006% 12 0.9009 0.8939 0.9049 0.9049
0.007% 14 0.8895 0.8735 0.8898 0.8682
0.008% 16 0.9056 0.8985 0.9078 0.8990
0.009% 18 0.9063 0.9121 0.9119 0.9182
0.01% 20 0.9056 0.9141 0.9109 0.9191
N - Labeled Data Size, FM - F-Measure, CWA - Class-Weighted Accuracy.
Table 4.5. Wilcoxon Signed-Rank test results on the can data set using random sampling.
While 30 trials were performed, in some cases the initial model had no potential for im-
provement - the classifier classified all test examples as a single class. These models were
discarded and are not included.
Percent Examples W N Improvement? P-value Significant?
0.004% 8 188 30 No >0.19808 No
0.005% 10 190 29 No >0.19808 No
0.006% 12 162 30 No 0.15198 No
0.007% 14 168 29 No 0.19092 No
0.008% 16 -196 30 Yes >0.19808 No
0.009% 18 -176 29 Yes >0.19808 No
0.01% 20 -161 30 Yes 0.14600 No
W - Wilcoxon score, N - Number of trials.
20 examples resulting in the most (almost) statistically significant improvement. Possibly
more than 20 examples will result in increasingly significant F-measure increases.
4.2.1.1 Non-Identically Distributed Training Set
Experiments were also performed to analyze the effect of the class distribution of the
training set on performance of the method. A training set was sampled with a fixed propor-
tion of majority examples, ranging from 10% to 90% of the training data. In the case of the
can data set, the percentage of majority class in all labeled data is 52%. Referring to Table
4.6, the averages do not appear to result in any trend beyond larger F-measures with more
majority examples. The semi-supervised process in some cases results in a higher average
F-measure; in other cases the process results in a lower F-measure. Figure 4.2 represents
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Table 4.6. Average initial and final F-measure for 30 trials of the semi-supervised method
using different amounts of the available labeled examples with 10% to 90% majority class
for the can data set using stratified sampling. Note that initial F-measure is the accuracy
that a supervised approach would achieve. Entries in bold indicate improvement.
0.03% 0.05%
Maj. N Start End N Start End
10% 7 0.4373 0.4194 10 0.4090 0.4532
30% 6 0.4126 0.4283 10 0.7879 0.7775
50% 6 0.8628 0.8643 10 0.8719 0.8790
70% 6 0.8592 0.8301 10 0.8984 0.9042
90% 6 0.8159 0.8705 10 0.8113 0.9140
0.07% 0.09%
Maj. N Start End N Start End
10% 14 0.3424 0.3818 18 0.3919 0.4132
30% 14 0.8561 0.8172 18 0.8652 0.8349
50% 14 0.8917 0.8953 18 0.8859 0.8820
70% 14 0.8740 0.9080 18 0.9154 0.9167
90% 14 0.9016 0.9296 18 0.9112 0.9269
0.1%
Maj. N Start End
10% 20 0.6954 0.7139
30% 20 0.8507 0.8496
50% 20 0.9060 0.9048
70% 20 0.9081 0.9034
90% 20 0.9030 0.9384
N - Number of labeled examples.
these results visually, for additional insight. Many of the highly imbalanced training sets
(10% and 90% majority examples) appear to result in a higher average F-measure when the
semi-supervised approach is used.
To analyze the significance of the differences in F-measure, the Wilcoxon Signed-Rank
test was again applied. Although using a data set comprised of 10% majority class examples
and 90% minority class examples resulted in an average improvement in the F-measure, the
difference in averages was not statistically significant. However, with 90% majority class
examples, every training set size showed a statistically significant improvement in the F-
measure of the minority class, as shown in Table 4.7.
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Figure 4.2. Visualization of the average change in F-measure for each sample rate and
majority proportion for the non-partitioned can data set. Points above the line show rates
where average improvement occurs.
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Figure 4.3. Visualization of the significance of the change in F-measure for each sample
rate and majority proportion for near average selection. Points at 1 indicate significant
improvement; -1 indicates a significant decrease in the F-measure. A point at 0 indicates
no significant increase or decrease.
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Table 4.7. Wilcoxon Signed-Rank test results for N trials of the semi-supervised method with
various numbers of labeled examples and between 10% and 90% majority class. ‘Better?’
indicates a statistically significant improvement in the F-measure (p < 0.01). Although 30
trials were performed, in some trials the initial model showed no possibility of improvement
- all test examples were classified as a single class. These models were discarded.
0.03% 0.05%
Maj. Num W N Prob Better? Num W N Prob Better?
10% 7 227 29 >0.19962 No 10 -176 30 >0.19808 No
30% 6 230 30 >0.19808 No 10 169 30 0.19808 No
50% 6 -232 30 >0.19808 No 10 -219 30 >0.19808 No
70% 6 124 30 0.02478 No 10 -190 30 >0.19808 No
90% 6 -107 30 0.008706 Yes 10 -9 30 6.146E-8 Yes
0.07% 0.09%
Maj. Num W N Prob Better? Num W N Prob Better?
10% 14 -162 30 0.15188 No 18 -187 30 >0.19808 No
30% 14 115 30 0.014538 No 18 167 30 0.18396 No
50% 14 -191 30 >0.19808 No 18 -217 30 >0.19808 No
70% 14 -160 30 0.14028 No 18 -171 30 >0.19808 No
90% 14 -55 30 3.128E-4 Yes 18 -137 30 0.04972 Yes
0.1%
Maj. Num W N Prob Better?
10% 20 -157 30 0.12414 No
30% 20 -205 30 >0.19808 No
50% 20 217 30 >0.19808 No
70% 20 -232 30 >0.19808 No
90% 20 -48 30 4.408E-5 Yes
W - Wilcoxon score, N - Number of Trials
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Table 4.8. Average F-measure and class averaged accuracy for 30 runs using the can data
set with partitioning.
Percent N Initial FM Final FM Initial CWA Final CWA
0.02% 4 0.4889 0.4889 0.5 0.5
0.03% 4 0.4667 0.4682 0.5 0.4969
0.04% 6 0.6486 0.6134 0.6199 0.5671
0.05% 7 0.5954 0.5913 0.6394 0.5900
0.06% 10 0.7177 0.6984 0.6700 0.6694
0.07% 11 0.7718 0.7781 0.7235 0.7304
N - Labeled Examples, FM - F-Measure, CWA - Class-Weighted Accuracy
4.2.2 Partitioning
As with the bolt data set, the effect of spatial partitioning was explored. As described
in Section 2.2, 4 non-overlapping partitions were created from the can data. Each partition
was treated as a separate training set and votes from each combined for a majority vote on
test examples.
In all cases, 30 trials with different random seeds were performed and average results
obtained, shown in Table 4.8. Compared to the non-partitioned trials, the initial, supervised
F-measure was lower in the case of partitioning. While this may seem incorrect since the
total number of labeled examples is the same, this is appropriate because each classifier
gets less labeled data.
Since the sampling is controlled so that each partition must contain at least one example,
the sampling rates of 0.02% and 0.03% resulted in examples, 1 in each partition. Also of
note is that the F-measure of these ensembles before and after the semi-supervised process
was roughly 0.5. Since they were exposed to only one example, they acted in a ‘brain-dead’
fashion, classifying all examples into the majority class of the 4 represented examples.
For all sample rates explored, no improvement was seen due to the semi-supervised
process, although, the margin of accuracy decrease appeared small in all cases.
Once again, the significance of the differences in the F-measures was determined using
the Wilcoxon Signed-Rank test. As Table 4.9 shows, one instance of significant decrease
at the 0.05 level in F-measure was found for 6 examples. In all 30 trials, only 13 resulted
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Table 4.9. Partitioned can data set Wilcoxon Signed-Rank test results. Significance was
found with a p < 0.05.
Percent Examples W N Improvement? P Significant?
0.02% 4 N/A 0 N/A N/A N/A
0.03% 4 N/A 2 N/A N/A N/A
0.04% 6 16 13 No 0.0398 Yes
0.05% 7 68 18 No >0.19638 No
0.06% 10 96 20 No >0.18934 No
0.07% 11 -151 26 Yes >0.19874 No
W - Wilcoxon score, N - Labeled Examples
in some change in F-measure. This indicates that the classifiers generated from the set of
initial training examples were too “brain-dead” or inaccurate from the beginning.
4.2.2.1 Non-Identically Distributed Training Set
In the case of uniformly sampled training data, little or no decrease was observed using
the semi-supervised self-learning framework. To test how non-uniformly sampled data would
affect these results, experiments were performed by sampling the training set in a stratified
manner to set the number of majority examples that would be included. However, small
sample sizes obscured the results of these trials.
Table 4.10 shows the initial (supervised) and final (semi-supervised) F-measure for eight
sampling percentages and five levels of majority in the training set. The semi-supervised
method appears to cause a decrease in the F-measure for lower sampling percentages. One
notable exception is 0.015%, but as shown, this level of sampling resulted in 8 training
examples. A sampling rate of 0.03% also resulted in 8 training examples, but in that case
the results did not show an accuracy increase, but rather a decrease. Because at least 1
example must be present from each class and in each partition, the 4 partition, 2 class
nature of the experiment creates a minimum 8 example training set.
At 0.09%, the higher biases start to show an increase in minority class F-measure due
to the semi-supervised process. The same can be seen with a 0.1% sampling rate. For
rates of 0.11% and 0.13%, all but one majority percentage shows an increase in the average
F-measure.
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Table 4.10. Average F-measure for 30 trials of the semi-supervised method on the partitioned
can data set using 0.015%, 0.03%, 0.05%, 0.07%, 0.09%, 0.1%, 0.11% and 0.13% of the
available labeled examples with 10% to 90% majority class. Entries in bold indicate an
increase in the F-measure, while entries italicized indicate a decrease.
0.015% 0.03%
Maj. N Start End N Start End
10% 8 0.8248 0.8400 8 0.8475 0.7525
30% 8 0.8319 0.8377 8 0.8140 0.6963
50% 8 0.8312 0.8351 8 0.8287 0.7533
70% 8 0.8354 0.8362 8 0.8462 0.7180
90% 8 0.7995 0.8113 8 0.8172 0.7464
0.05% 0.07%
Maj. N Start End N Start End
10% 11 0.7455 0.6367 15 0.6220 0.6165
30% 11 0.7379 0.6698 12 0.6572 0.6305
50% 8 0.8286 0.7262 11 0.7446 0.7425
70% 8 0.8511 0.7359 11 0.8043 0.8229
90% 11 0.8044 0.8442 15 0.7580 0.8881
0.09% 0.1%
Maj. N Start End N Start End
10% 21 0.5499 0.6235 21 0.5958 0.6453
30% 17 0.6514 0.6179 17 0.6147 0.6562
50% 17 0.8558 0.8358 17 0.8540 0.8436
70% 17 0.8284 0.8843 17 0.8424 0.8901
90% 18 0.7606 0.8692 21 0.7710 0.8917
0.11% 0.13%
Maj. N Start End N Start End
10% 25 0.5038 0.6527 29 0.5336 0.6132
30% 21 0.6079 0.6763 25 0.7913 0.8120
50% 21 0.8809 0.8773 25 0.8896 0.8833
70% 21 0.8701 0.9090 25 0.8888 0.9088
90% 21 0.7775 0.8913 25 0.7657 0.8676
N - Labeled examples
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The Wilcoxon Signed-Rank test was utilized to test the significance of the observed
change in accuracy across all trials. Table 4.11 shows the result of a 2-tail test and the
level at which statistical significance occurs, if any. The column ‘Better?’ indicates if the
F-measure was observed to improve with statistical significance. For the low sampling rates
of 0.015% and 0.03% we see a statistically significant decrease in the F-measure. Similarly
0.05% shows a borderline significant decrease for different percentages of majority, but for
90% majority class the minority F-measure does improve significantly. At 0.07% of the
available examples, the method shows no significance, except in the case of 90% majority,
which again shows significant improvement, a trend which can be seen in all tested sampling
rates above 0.05%, or 11 examples. For sampling rates of 0.11% and 0.13%, the Wilcoxon
Signed-Rank test indicates significant improvement in the F-measure for all tested majority
percentages except 50%, which is closest to the true data class distribution.
The count of labeled training examples listed at each sampling rate in Tables 4.10
and 4.11 appear inconsistent due to sampling artifacts, as mentioned above. Additionally,
the percentage of majority class was affected by the choice of sampling rate. Since one
example of each class must be present in each partition, the lower sampling rates resulted
in eight, one of each class from each of the four partitions - a true majority percentage of
50%. To better understand the interaction of the true number of initial examples and true
majority percentage on model accuracy, the number of examples and majority proportion
were determined post-sampling for each trial run, as shown in Figure 4.4. Determining
the true majority and true count allowed visualization of the effect on both change in the
F-measure and the statistical significance of any change. Figure 4.7 shows the effect on the
number of labeled examples on the change in the F-measure. The x-axis is the size of the
initial labeled set, while a value of 1 on the y-axis represents an increase and a value of
-1 represents a decrease. From this view there appears to be no trend between initial set
size and improvement in F-measure. However, when we visualize the effect of the majority
percentage in the training set, we can clearly see that many instances of improvement in
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Table 4.11. Wilcoxon Signed-Rank test results for N trials of the semi-supervised method
on the partitioned can data set with closer than average selection using 0.003%, 0.005%,
0.007%, 0.009% and 0.01% of the available labeled examples with between 10% and 90%
majority class. Entries in bold indicate an increase in the F-measure, while entries italicized
indicate a decrease.
0.015% 0.03%
Maj. Num W N Prob Better? Num W N Prob Better?
10% 8 -140 30 0.05768 No 8 49 30 4.408E-05 No
30% 8 -168 30 0.19092 No 8 65 30 0.0001416 No
50% 8 -215 30 >0.19808 No 8 78 30 0.0009518 No
70% 8 231 30 >0.19808 No 8 37 30 1.061E-05 No
90% 8 -136 30 0.04726 Yes 8 129 30 0.03272 No
0.05% 0.07%
Maj. Num W N Prob Better? Num W N Prob Better?
10% 11 123 30 0.01171 No 15 -222 30 >0.19808 No
30% 11 141 30 0.06056 No 12 -222 30 >0.19808 No
50% 8 99 30 0.005012 No 11 221 30 >0.19808 No
70% 8 25 30 1.6828E-06 No 11 -186 30 >0.19808 No
90% 11 -131 30 0.03644 Yes 15 0 30 1.8626E-9 Yes
0.09% 0.1%
Maj. Num W N Prob Better? Num W N Prob Better?
10% 21 -107 30 0.004353 Yes 21 -159 30 0.13474 No
30% 17 193 30 >0.19808 No 17 -158 30 0.12936 No
50% 17 176 30 >0.19808 No 17 200 30 >0.19808 No
70% 17 -71 30 0.0005054 Yes 17 -62 30 0.0002092 Yes
90% 18 -20 30 6.910E-07 Yes 21 -34 29 6.618E-06 Yes
0.11% 0.13%
Maj. Num W N Prob Better? Num W N Prob Better?
10% 25 -47 30 2.904E-05 Yes 29 -128 30 0.03098 Yes
30% 21 -69 30 0.0004184 Yes 25 -132 30 0.03842 Yes
50% 21 178 30 >0.19808 No 25 208 30 >0.19808 No
70% 21 -76 30 0.0007978 Yes 25 -119 30 0.01853 Yes
90% 21 -21 30 8.326E-07 Yes 25 -44 30 2.678E-05 Yes
Num - Labeled examples, W - Wilcoxon score, N - Trials
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the F-measure occur with 40% or less majority examples in the training set, with a few
cases in the higher majority percentages.
Visualizing both the majority proportion and the example count together in Figure 4.9,
we can see that average improvement occurred in two regions of the parameter space. The
first region is more than 20 examples and less that 30% majority. The second is any trial
with larger than 60% majority examples. Unfortunately, due to the sampling artifacts,
smaller sample sizes with large majority proportions were not explored.
Despite seeing improvement, not all cases are statistically significant, as shown in Figure
4.10. Of the trials with 20 or more examples with less than 30% or more majority class,
the smallest sample size (20 examples) does not result in statistical significance. Similarly,
the smaller sample size above 60% majority (11 examples) did not result in statistical
significance. It is also interesting to note that the statistically significant decreases in
accuracy occurred at 8 examples with 50% majority and at 11 examples with 36% majority.
It appears that the partitioned semi-supervised approach works well for the can data
set under cases of training set imbalance in either classes’ favor given enough training
examples. When no partitioning is used, it appears only to work well for a train set mixture
containing 90% majority class. Comparing the two cases becomes increasingly difficult as
one considers that each of the partitions only contains a fraction of the available data. The
non-partitioned trials have the possibility of randomly seeing all of the available labeled
data in a training set. Further, the largest number of examples seen by a single partition
was 8 examples, seen by 2 of the 4 partitions when sampling 0.13% of the available at 10%
majority. Contrasted with the smallest seen training set with no-partitioning, 6 examples,
a direct comparison of performance is difficult to achieve. Still, if comparing based on the
raw number of initial labeled examples, both show no statistical significant improvement
when drawing randomly with a uniform distribution from the available labeled examples.
When drawing in a stratified manner across classes, a partitioned learner can improve for
more percentages of the majority class than a non-partitioned learner.
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Figure 4.4. True majority percentage and true example count for the partitioned can ex-
periments. Due to stratified sampling and low sample sizes, requested majority percentages
resulted in different true majority percentages and example counts.
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Figure 4.5. Improvement due to the semi-supervised processes on the partitioned can data
set as the true majority percentage of the initial training set increases. A -1 indicates a
decrease in F-measure, while 1 indicates increase in F-measure.
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Figure 4.6. Statistical significance due to the semi-supervised processes with the partitioned
can data set as the true majority percentage of the initial training set increases. A -1
indicates a statistically significant decrease in F-measure, while 1 indicates a statistically
significant increase in F-measure.
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Figure 4.7. Improvement (y-axis) due to the semi-supervised processes on the partitioned
can data set as the size of the initial training set increases (x-axis). A -1 indicates a decrease
in F-measure, while 1 indicates increase in F-measure.
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Figure 4.8. Statistical significance due to the semi-supervised processes with the partitioned
can data set as the size of the initial training set increases. A -1 indicates a statistically
significant decrease in F-measure, while 1 indicates a statistically significant increase in
F-measure.
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Figure 4.9. True majority percentage and true example count for the partitioned can exper-
iments with improvement shown. The low majority proportion with high example counts
showed improvement, as well at the high majority proportions.
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Figure 4.10. True majority percentage and true example count for the partitioned can
experiments with statistical significance shown. The statistically significant trials occurred
in two regions - lowest majority proportion (<0.3) and large training sets (>20) and large
training sets (>15) with large majority proportions (>0.6).
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For the partitioned case, some limited comparison with previous approaches becomes
possible. In [17], ensembles were created from the same 4 disjoint vertical partitions using
only training data from only the first simulation. Then, false positive rates and false negative
rates were presented using each of the 2nd, 3rd, and 4th simulations as test sets. These
rates can be converted into the F-measure using the known size of each simulation and
the known number of salient nodes. Calculating the F-measure is possible since the false
positive rate FPr = (1 − TNr) = (1 − TNTN+FP ). Since TN + FP is simply the number
of unsalient nodes in the data set, TN is calculable. Similarly, the false negative rate
FNr = (1 − TPr) = (1 − TPTP+FN ). In this case TP + FN is the number of salient
simulation nodes. The total F-measure for each method was computed by determining
the total number of true positive, false negative, and false positive predictions across all
test simulations. Table 4.12 shows the classifier or ensemble technique used as well as the
test simulation, the false positive and false negative rates, all from [17] and the computed
F-measure.
While the computed F-measure values provide a basis for evaluating the semi-supervised
method, only limited comparison is possible since the test sets used in this thesis and in
[17] differ by quite a large degree.
4.3 Results on the KDD Cup 1999 Data Set
We start by randomly down sampling the training set used to train the initial supervised
learner. The process of randomly down sampling is appropriate since one goal is to utilize
as little labeled data as possible. We assume an expert labels the training examples, but
that the expert does not select or guide example selection for either the labeled training
data or the unlabeled data utilized in the semi-supervised learning process. The cost of
obtaining each additional labeled example motivates reducing the amount of labeled data
used. We also found this process necessary since performance was rather high on the data
set using random forests, leaving little room for improvement. For instance, we randomly
sampled 0.1% of the available data (3428 labeled examples) and then built a random forest
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Table 4.12. Partitioned can data set results comparisons. Columns 1-4 are reproduced from
[17], column 5 is computed from available data. Because of test set differences, only limited
comparisons can be drawn.
Classifier/Ensemble Train/Test FP Rate FN Rate F-M
DT 1/2 0.023 0.143 0.809
RF 1/2 0.021 0.103 0.859
RFW 1/2 0.026 0.086 0.878
DT 1/3 0.052 0.041 0.955
RF 1/3 0.041 0.028 0.966
RFW 1/3 0.053 0.019 0.965
DT 1/4 0.055 0.045 0.958
RF 1/4 0.072 0.024 0.957
RFW 1/4 0.088 0.014 0.053
DT 1/all 0.880
RF 1/all 0.904
RFW 1/all 0.907
Train/Test - Simulations used for Train and Test, F-M - F-measure
Table 4.13. Average performance for 30 supervised trials of a 200 tree random forest for
relatively small samples of KDD data.
Percent N FM CWA
0.1% 3428 0.9958 0.9987
2% 68578 0.9992 0.9997
4% 137156 0.9994 0.9998
6% 205734 0.9995 0.9998
8% 274312 0.9996 0.9998
10% 342890 0.9996 0.9998
FM - F-Measure, CWA - Class-Weighted Accuracy, N - Labeled Examples
with 200 trees. An average F-measure from 30 trials of 0.9958 was obtained with a range
of [0.9929,0.9974]. Table 4.13 gives the results for a variety of small random samples of the
available training data using a random forest with 200 trees.
To add data to the training set, first a random sample of available data was taken.
Using the current training set, class labels are predicted, and then examples are selected for
addition to the training set for the next iteration. Two methods for selecting examples for
addition to the training set were explored, the first being the closer than average method.
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4.3.1 Closer Than Average Unlabeled Example Selection
In this method, the selected unlabeled data was separated by class predictions. Similarly,
the labeled training data is separated by class and then clustered. Next, each example
evaluated during a semi-supervised step is assigned membership to a centroid by finding
the closest same class centroid found from clustering the training data. Finally, the average
distance of all examples in a group from the corresponding centroid is determined, and
only those examples closer than the average to the centroid are added to the training data.
Closer than average unlabeled example selection is described in detail in Section 3.5.
To test this method of adding examples to the training set, 30 trials were performed
with different random seeds. Table 4.14 presents the average results of the closer than
average thresholding method for selecting examples for addition to the training set. Initial
training sets consisting of 0.0003%, 0.0005%, 0.00075%, and 0.001% of available labeled
training data (10, 17, 25, and 34 examples) were randomly selected at each trial. Then, 10
iterations were performed, adding enough randomly selected unlabeled data to the training
set so that the final ratio of initially labeled to initially unlabeled was approximately 1:9.
The average of the 30 runs was not promising. In all cases the average F-measure and
average class-weighted accuracy decrease from start to end.
However, we realized that the average result does not accurately capture the performance
of the method. Rather, we wish to test if improvement occurs on a case-by-case basis
as a result of applying the semi-supervised method. To test this we used the Wilcoxon
Signed-Rank test on the initial F-measure, representing the supervised result, and the final
F-measure, representing the result of the semi-supervised method.
As Table 4.15 shows, with 17 and 34 examples the initial (supervised) and final (semi-
supervised) F-measures are statistically significantly different at the 0.05 level, but with a
decrease in the F-measure. At 34 examples, the statistical significance holds at the 0.01 level.
With 10 and 25 examples, there is no statistical difference between the initial (supervised)
and final (semi-supervised) F-measure. At first glance it appears that the semi-supervised
method has no hope of improving the initial supervised F-measure and can do nothing but
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Table 4.14. Average performance for 30 trials of the semi-supervised method with closer
than average selection on the KDD data set using 10, 17, 25 and 34 labeled examples.
Num Init. FM Final FM Init. CWA Final CWA
10 0.6662 0.6069 0.7857 0.7480
17 0.9002 0.8682 0.9290 0.8958
25 0.9139 0.9102 0.9348 0.9297
34 0.9410 0.9060 0.9581 0.9229
FM - F-Measure, CWA - Class-Weighted Accuracy
Table 4.15. Significance of closer than average unlabeled example selection results on the
KDD data set for 30 trials of the semi-supervised method using 10, 17, 25 and 34 labeled
examples.
% of Avail. Lbled Examples W-Score Probability of H=H0 Improvement?
0.0003 10 171 >0.05 No
0.0005 17 139 <0.05 and >0.01 No
0.00075 25 228 >0.05 No
0.001 34 64 <0.01 No
harm the results. However, looking again at Table 4.14 we can see that even with just 17,
25 or 34 examples the average initial (supervised) F-measure is above 0.9, indicating very
good results and leaving very little room for improvement.
4.3.2 Near Average Unlabeled Example Selection
In the second unlabeled data selection method, examples near the average are selected
for addition to the training set. After assigning unlabeled examples to similar class centroids
using the predicted labels and determining the average distance of all assigned examples
from the corresponding centroids, all examples plus or minus 10% of the average distance are
added to the training set with their corresponding predicted labels. Near-average unlabeled
example selection is described in detail in Section 3.5.
Table 4.16 shows the average initial (supervised) and final (semi-supervised) F-measure
and class-weighted accuracy results. Table 4.17 shows the significance of each sampling rate
over 30 randomly initialized trials. In all cases, the semi-supervised method resulted in a
significant decrease in performance. This differs from closer than average selection, where
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Table 4.16. Average performance for 30 trials of the semi-supervised method with near
average selection on the KDD data set using 10, 17, 25 and 34 labeled examples.
Num Init. FM Final FM Init. CWA Final CWA
10 0.7562 0.5396 0.8197 0.7077
17 0.8990 0.7816 0.9288 0.8359
25 0.9223 0.8909 0.9453 0.9116
34 0.9248 0.8766 0.9417 0.8992
FM - F-Measure, CWA - Class-Weighted Accuracy
Table 4.17. Significance of results for 30 trials of the semi-supervised method with near
average selection on the KDD data set using 10, 17, 25 and 34 labeled examples.
% of Avail. Lbl. Examples W-Score Probability of H=H0 Improvement?
0.0003 10 48 <0.01 No
0.0005 17 26 <0.01 No
0.00075 25 118 <0.01 No
0.001 34 56 <0.01 No
only with 17 and 34 examples the F-measure became significantly worse, and with 10 and
25 examples neither improved nor became worse.
4.3.3 Non-Identically Distributed Training Set
We also explored selecting initial training sets with different class distributions than the
original set of labeled data. As discussed in Section 2.3, the KDD data set has 972,781
minority attack class examples and 3,925,650 majority normal class examples, which is
approximately 80.14% majority examples. We explored using an initial majority percentage
of between 10% to 90%, at 10% increments. By contrast the test data was drawn uniformly
from the available labeled data. We again selected training examples for labeling and
inclusion based on distance to cluster centroids obtained from labeled data.
4.3.3.1 Closer Than Average
Looking at the average result for 30 trials using 10, 17, 25, and 34 examples as shown in
Table 4.18, the training sets with 80% majority examples mirror the results using uniform
random sampling of the training set, as expected. In all cases, more than 70% majority class
in the training set results in very little or no improvement in the F-measure. However, for
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Table 4.18. Average F-measure for 30 trials of the semi-supervised method with closer than
average selection on the KDD data set using 10, 17, 25 and 34 labeled examples with 10%
to 90% majority class. Entries in bold indicate an increase in the F-measure, while entries
italicized indicate a decrease.
0.003% 0.005%
Start End Start End
0.1 0.5832 0.5493 0.5870 0.6250
0.2 0.6778 0.6963 0.7275 0.8027
0.3 0.7662 0.8026 0.8348 0.8560
0.4 0.8063 0.9023 0.8691 0.9122
0.5 0.8105 0.8500 0.9042 0.9475
0.6 0.8570 0.8893 0.9110 0.9112
0.7 0.8305 0.8223 0.9149 0.9154
0.75 – – 0.9204 0.9117
0.8 0.6662 0.6069 0.9002 0.8682
0.9 0.4223 0.2846 – –
0.0075% 0.01%
Start End Start End
0.1 0.6775 0.6833 0.7381 0.8267
0.2 0.8421 0.9015 0.8218 0.8829
0.3 0.8643 0.9226 0.9288 0.9547
0.4 0.9295 0.9616 0.9385 0.9672
0.5 0.9282 0.9656 0.9566 0.9615
0.6 0.9468 0.9485 0.9627 0.9593
0.7 0.9403 0.9215 0.9528 0.9436
0.75 – – 0.9491 0.9396
0.8 0.9139 0.9102 0.9410 0.9060
0.9 0.7412 0.6895 – –
60% majority 10 and 17 examples show improvement, and for all majority percentages used
below 60% all four training set sizes show improvement after applying the semi-supervised
method.
Figure 4.11 presents the same results graphically. The x-axis represents the average ini-
tial supervised F-measure obtained using a random forest of 200 trees. The y-axis represents
the average final semi-supervised F-measure obtained after applying the semi-supervised
method to the stratified selection of examples. The line where y=x is the point where no
improvement occurs. Many of the averages with 10% to 50% majority are above the line
where initial F-measure equals final F-measure, or where the supervised F-measure equals
the semi-supervised F-measure. The graph qualitatively illustrates that when the train-
47
!"
!#$"
!#%"
!#&"
!#'"
!#("
!#)"
!#*"
!#+"
!#,"
$"
!" !#$" !#%" !#&" !#'" !#(" !#)" !#*" !#+" !#," $"
!
"#
$
%&
!
'(
)
$
*+
,)
&
-#".$%&!'()$*+,)&
/%0*),&12$#&34),$5)&
!"#$%&!'()$*+,)&4*6&-#".$%&!'()$*+,)&
!#$"
!#%"
!#&"
!#'"
!#("
!#)"
!#*"
!#*("
!#+"
!#,"
-./01234"5"
Figure 4.11. Visualization of the average change in F-measure for each sample rate and
majority proportion for closer than average selection for the KDD data set. Points above
the line show rates where average improvement occurs.
ing data set is imbalanced away from the majority class, improvement appears possible by
applying the semi-supervised method.
To validate the statistical significance of these qualitative observations, the Wilcoxon
Signed-Rank test was performed for initial sample rate and majority proportion. Table 4.19
shows the results of the Wilcoxon test.
With only 10 examples, the trials with 30%, 40%, 50% and 60% majority class show
statistical improvement after applying the semi-supervised method. With 10% and 90%
majority class, there was a statistically significant decrease in the F-measure. For 20%,
70%, and 80% majority, there was no statistically significant increase or decrease in the
F-measure. A similar pattern can be seen with 17 examples. With a training set consisting
of only 10% majority examples, the results indicate no statistically significant increase
or decrease in the F-measure, but for 20%, 30%, 40%, and 50% majority a statistically
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Table 4.19. Wilcoxon Signed-Rank test results for N trials of the semi-supervised method
with closer than average selection on the KDD data set using 10, 17, 25 and 34 labeled
examples with between 10% and 90% majority class. Entries in bold indicate an increase
in the F-measure, while entries italicized indicate a decrease.
0.003% 0.005%
Maj. W N Prob Better? W N Prob Better?
0.1 98 28 0.007816 No -220 30 >0.1 No
0.2 -181 30 >0.1 No -76 30 0.0003989 Yes
0.3 -148 30 0.04203 Yes -134 30 0.02133 Yes
0.4 -25 28 8.42E-07 Yes -89 30 0.001184 Yes
0.5 -142 29 0.03178 Yes -127 30 0.01466 Yes
0.6 -152 30 0.0502 No -163 28 >0.1 No
0.7 198 29 >0.1 No -219 30 >0.1 No
0.75 – – – – 196 29 >0.1 No
0.8 171 30 >0.1 No 139 30 0.02746 No
0.9 100 30 0.002691 No – – – –
0.0075% 0.01%
Maj. W N Prob Better? W N Prob Better?
0.1 -158 30 0.06468 No -72 30 0.0002774 Yes
0.2 -90 30 0.00128 Yes -147 30 0.04016 Yes
0.3 -93 30 0.001611 Yes -105 30 0.003806 Yes
0.4 -85 30 0.0008593 Yes -192 30 >0.1 No
0.5 -127 30 0.01466 Yes -188 30 >0.1 No
0.6 -192 30 >0.1 No -228 30 >0.1 No
0.7 155 29 0.05709 No -294 30 >0.1 No
0.75 – – – – 187 30 >0.1 No
0.8 228 30 >0.1 No 58 29 0.0001346 No
0.9 -277 30 >0.1 No – – – –
W - Wilcoxon score, N - Trials
significant increase occurs as a result of using the semi-supervised method. For 60% and 70%
the results were not statistically significant, and by 80% majority the F-measure becomes
significantly worse.
These results are visually represented in Figure 4.12. The ‘improvement’ axis indicates
whether a significant increase, represented by a ‘1’, or a significant decrease, represented by
a ‘-1’, occurs as a result of using the semi-supervised method. An ‘improvement’ value of
‘0’ indicates no statistical significance. Selecting a low proportion of majority examples in
the initial training set provides a statistically significant increase in the F-measure.
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Figure 4.12. Visualization of the significance of the change in F-measure for each sample
rate and majority proportion for closer than average selection for the KDD data set. Points
at 1 indicate significant improvement; -1 indicates significant decrease in the F-measure. A
point at 0 indicate no significant increase or decrease.
50
Table 4.20. Average F-measure for 30 trials of the semi-supervised method with near average
selection on the KDD data set using 10, 17, 25 and 34 labeled examples with 10% to 90%
majority class. Entries in bold indicate an increase in the F-measure, while entries italicized
indicate a decrease.
0.003% 0.005%
Maj. Start End Start End
0.1 0.5643 0.5374 0.3311 0.3316
0.2 0.6437 0.6858 0.3996 0.4013
0.3 0.7336 0.8094 0.5985 0.6338
0.4 0.8252 0.8805 0.8690 0.9122
0.5 0.8755 0.9074 0.9041 0.9475
0.6 0.8668 0.8840 0.9109 0.9112
0.7 0.8425 0.7880 0.8866 0.8835
0.8 0.7562 0.5396 0.6054 0.3868
0.9 0.3328 0.1339 0.6806 0.5562
0.0075% 0.01%
Maj. Start End Start End
0.1 0.6619 0.6961 0.4015 0.4020
0.2 0.7876 0.8739 0.6340 0.6344
0.3 0.9005 0.9536 0.6340 0.6338
0.4 0.8963 0.9380 0.9385 0.9672
0.5 0.9553 0.9599 0.9566 0.9615
0.6 0.9344 0.9503 0.9627 0.9593
0.7 0.9494 0.9456 0.9582 0.9277
0.8 0.9223 0.8909 0.8348 0.6815
0.9 0.7216 0.5262 0.9140 0.8978
4.3.3.2 Near Average
Near average unlabeled example selection was also compared to determine if the semi-
supervised method performed any better or worse under this selection method for the KDD
data set with different majority proportions in the initial training set. The average F-
measure results of near average selection are shown in Table 4.20 As with closer than
average selection, low percentages of the majority class in the initial training set generally
resulted in increases in the average F-measure, while high percentages of the majority class
generally resulted in a decrease in the F-measure.
Once again visualizing the final F-measure as a function of the initial supervised F-
measure, it appears that majority proportions of 20% to 60% result in increases in the
F-measure from applying the semi-supervised method. When the majority proportion is
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Figure 4.13. Visualization of the average change in F-measure for each sample rate and
majority proportion for near average selection for the KDD data set. Points above the line
show rates where average improvement occurs.
10% of the initial training set, it appears that often a decrease in the F-measure occurs, as
seen in Figure 4.13. At or above 60% it appears that no increase occurs, and for 80% and
90%, the F-measure definitely appears to decrease.
By using the Wilcoxon Signed-Rank Test for testing the change after applying the
semi-supervised method, we see that the percentage of majority class in the initial labeled
training data set appears to have an effect on the ability of the semi-supervised method to
improve the F-measure (Table 4.21). For majority percentages of 50% or less, improvement
does occur after applying the semi-supervised method, except for the case with only 10%
majority class in the training set with only 10 or 17 examples. By 25 examples, with training
made up of 10% to 50% of the majority class we see significant improvement. Since the
initial majority percentage of the data is around 80%, we can see that improvement due to
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Table 4.21. Wilcoxon Signed-Rank test results for N trials of the semi-supervised method
with near than average selection on the KDD data set using 10, 17, 25 and 34 labeled
examples with between 10% and 90% majority class. Entries in bold indicate an increase
in the F-measure, while entries italicized indicate a decrease.
0.003% 0.005%
Maj. W N Prob Better? W N Prob Better?
0.1 168 30 0.09546 No 181 28 >0.1 No
0.2 -162 30 0.07594 No -124 29 0.02156 Yes
0.3 -117 30 0.008216 Yes -110 30 0.005299 Yes
0.4 -139 30 0.02746 Yes -139 30 0.02746 Yes
0.5 -137 29 0.04184 Yes -132 30 0.01921 Yes
0.6 -188 30 >0.1 No 204 30 >0.1 No
0.7 109 29 0.008942 No -233 30 >0.1 No
0.8 48 30 2.20E-05 No 26 30 9.96E-07 No
0.9 55 30 4.95E-05 No 68 30 0.00019 No
0.0075% 0.01%
Maj. W N Prob Better? W N Prob Better?
0.1 -155 30 0.05709 No -35 30 4.00E-06 Yes
0.2 -74 30 0.0003333 Yes -15 30 1.28E-07 Yes
0.3 -57 30 6.17E-05 Yes -15 30 1.28E-07 Yes
0.4 -91 30 0.001383 Yes -64 30 0.0001281 Yes
0.5 -170 30 >0.1 No -160 30 0.07014 Yes
0.6 -176 29 >0.1 No -254 30 >0.1 No
0.7 -186 30 >0.1 No 85 30 0.0008593 No
0.8 118 30 0.008727 No 56 30 5.53E-05 No
0.9 67 30 0.0001725 No 102 29 0.005661 No
W - Wilcoxon score, N - Trials
the semi-supervised method will not appear consistently with labeled training sets drawn
uniformly randomly from the available labeled data.
These results are visually represented in Figure 4.14. The ‘improvement’ axis indicates
whether a significant increase, represented by a ‘1’, or a significant decrease, represented
by a ‘-1’, occurs as a result of the semi-supervised method. An ‘improvement’ value of ‘0’
indicates no statistical significance. As with closer than average selection, a low proportion
of majority examples in the initial training set provides a statistically significant increase
in the F-measure.
These results indicate that selecting a training set uniformly randomly from the available
examples will not result in an increase in the F-measure for the KDD data regardless of the
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Figure 4.14. Visualization of the significance of the change in F-measure for each sample
rate and majority proportion for near average selection for the KDD data set. Points at
1 indicate significant improvement; -1 indicates significant decrease in the F-measure. A
point at 0 indicates no significant increase or decrease.
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method by which unlabeled examples are selected for labeling. Both yield poor results when
the initial training set is drawn uniformly randomly from the available examples. Instead, a
training set which favors examples of the minority class will result in a statistically significant
increase in the F-measure.
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CHAPTER 5
SUMMARY AND DISCUSSION
These experiments have shown an increase in accuracy or F-measure is possible for the
semi-supervised self-learning framework using cluster distance for unlabeled data selection.
Section 4.1 showed that for the bolt data set, partitioned experiments were performed
selecting examples closer than average to centroids for addition. The average F-measure
from 30 trials went from 0.7411 up to 0.8447, a statistically significant improvement from
using the semi-supervised method.
In Section 4.2, the can data set, when not partitioned, showed an increased F-measure as
the training set size increased. When selecting initial training sets with 0.009% and 0.01%
of the available examples, the average F-measure of 30 runs showed the semi-supervised
method outperforming the supervised approach with the same underlying classifier. How-
ever, while these runs showed an increasing F-measure, they did not show a statistically
significant increase. When class stratified sampling was performed, it was found that using
90% majority class examples in the training set would create a significant increase in the
F-measure after applying the semi-supervised method, regardless of the number of exam-
ples. This shows that an increase to the F-measure is possible with enough labeled training
examples (and although statistical significance was not observed, assumably a statistically
significant increase as the number of labeled examples increases). Another method of find-
ing a statistically significant increase is to artificially create imbalance in the training set
using stratified sampling, introducing bias into the classifier.
With partitioning, again no significance was seen when sampling randomly from avail-
able examples. When performing stratified sampling, significance was seen for the trials
where the initial training set had more than 15 examples and more than 60% majority
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examples, or when the training set had more than 25 examples and less than 30% majority.
Seeing improvement with low and high majority class percentages is unexpected in this
case, because “majority” is a misnomer - the class distribution is about equal.
Looking at both the partitioned and non-partitioned results, an interesting trend ap-
pears. With equally frequent classes, one would not normally be concerned with training
set imbalance. In this case, introducing artificial imbalance toward one class or the other
appears to cause a significant increase in the F-measure after applying the semi-supervised
method. Stratified sampling should cause the built model to include some amount of bias
introduced by the class imbalance. It could be that the application of the semi-supervised
method may help to overcome this bias through the repeated introduction of new examples
from the true, balanced data distribution. Looking at the can results for both partitioned
and non-partitioned stratified sampling average performance (Tables 4.6 and 4.10) we see
that, with a few minor exceptions, the initial supervised performance with 50% majority
class examples is usually higher than the initial supervised performance when the training
set is imbalanced. In the case of imbalanced training sets, it could be that the semi-
supervised method has more room for improvement by correcting the bias introduced by
the imbalance in the original training set.
Finally in Section 4.3, for the highly imbalanced KDD data set, both closer than average
and near average showed the same general result. When sampling a training set uniformly
randomly, no significance is apparent. However, when sampling more minority examples
than majority examples, improvement in the F-measure is possible. This result reflects
the anticipated result from using stratified sampling. The expectation is that in the face
of class imbalance, introducing more minority class examples into the training set can
combat the inherent imbalance. It has been shown that if a supervised model is used in an
imbalanced environment, introducing imbalance into the training set by stratified sampling
can help improve performance; this supports that a semi-supervised method can be used in
an imbalanced environment using the same set of training set imbalancing techniques.
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For bolt, no alteration of the training set was required to see an improvement in the
F-measure. For can and KDD, altering the balance of classes in the training set increased
performance. Additionally, for a given number of examples, there existed a ratio of majority
to minority class examples where the mean F-measure was greater than it was without using
the semi-supervised method, regardless of the ratio of majority to minority class examples.
For instance, with the KDD data set using near average selection (Section 4.3.3.2), Table
4.20 shows that the best average F-measure, 0.9672, occurred after applying the semi-
supervised method when using 0.01% of available training data occurred when using a
training set with 40% majority class examples. The best average performance when not
using the semi-supervised method occurred with a training set with 60% majority class
examples, achieving an average F-measure of 0.9627. This singular case is representative of
all cases: the semi-supervised method when used with training sets with varying proportions
of majority examples results in an average F-measure which is greater than without using
the semi-supervised method.
Since using the semi-supervised method results in the same or higher average F-measure,
then the only remaining question is how to determine the percentage of majority examples
to use in the training set, and how to determine this percentage while keeping the number
of needed examples low. It appears that at lower numbers of labeled examples, the ma-
jority percentages that cause improvement remains the same as training set size increases.
For example, using a selection of the non-partitioned can data set with 90% majority class
examples causes a statistically significant increase in performance for all numbers of exam-
ples, and the average F-measure is greater at 90% majority class examples than all other
percentages. For the KDD data set using closer than average unlabeled example selection,
with 10 examples the best percentage of majority class example was 40%, for 17 examples
it was 50%, and for 25 and 34 examples it was 40% majority class examples. In all cases,
the best proportion was around 40%-50%.
Based on this, it appears that to find the best training set majority percentage, one would
start with the lowest number of examples possible, trying all possible ratios of majority to
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minority examples in the training set. The number of examples can then be increased
until a statistically significant improvement is seen on a validation set. At that point, it
appears that the percentage of majority examples with the best performance will remain the
percentage with best performance as the number of examples increases. Using a validation
set, the best majority percentage can be found and used while increasing the number of
labeled examples until the model performs adequately or until the cost of obtaining labeled
examples becomes prohibitive. We assume that experts will manually assign a class to
each example, a process which is both time-consuming and tedious. Because of this, the
cost (time and difficulty) of obtaining labeled examples is high, making the use of a semi-
supervised approach attractive because it allows for less labeled examples to be used.
5.1 Future Work
This work has many areas for possible expansion and refinement. For instance, in all
cases 25 centroids were used. In some cases, sampling causes a very small number of
examples to be in the training data. In these cases, it is not completely clear what effect
multiple coincident centroids would have on unlabeled example selection. Presumably,
unlabeled examples showing feature space similarity would still be selected, but whether
or not more or less are selected due to multiple (close) centroids is an open question.
Another interesting path would be comparing a variety of base classifiers to see the effect
on performance.
Another extension would be to increase the range of initial labeled data. In the case
of can, the upper initial training set sizes explored were showing increased significance
with uniform random sampling. Likewise the stratified sampling results showed developing
regions of significance for combinations of majority percentage and training set size. Ex-
panding the sample sizes would give a clearer picture of the total effect of the combination
of majority percentage and number initial labeled examples on performance after applying
the semi-supervised method.
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The KDD data set could also be explored from a cost performance perspective. The
KDD data set has multiple attack type classes that were combined into one single ‘attack’
class, and each type of attack has a relative cost associated with detection.
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