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Abstract
In this paper, we construct the pairwise non-congruent elementary abelian covers of the octahedron
graph O6 which admit a lift of an arc-transitive group of automorphisms of O6. It shows that if the covering
transformation group is a 2-group, then its rank is less than or equal to 7 and there exist exactly 14 non-
congruent covering projections in total which admit lifts of arc-transitive subgroups of the full automorphism
group of O6. If the covering transformation group is an odd prime p-group, then its rank is 1, 3, 4, 6 or 7
and there exist p + 4 such non-congruent covering projections in total.
© 2008 Elsevier Inc. All rights reserved.
AMS classification: 05C25; 20B25
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1. Preliminaries
Throughout this paper, graphs are finite, simple, undirected and connected. Every edge of a
graph X gives rise to a pair of opposite arcs. By a−1, we mean the reverse arc to an arc a. For
a graph X, let V (X), E(X), A(X) and Aut(X) denote the vertex set, the edge set, the arc set
and the full automorphism group of X, respectively. For a vertex v ∈ V (X), we denote N(v)
to be the set of vertices adjacent to v. Given a connected graph X and its spanning tree T , the
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number r(X) = |E(X)| − |V (X)| + 1 is equal to the number of independent cycles in X, which
is referred to as the Betti number of X.
A graph X is said to be vertex-transitive, edge-transitive and arc-transitive if Aut(X) acts
transitively on the sets V (X), E(X) and A(X), respectively. A graph X is arc-regular if Aut(X)
acts freely and transitively (i.e., regularly) on the arc set A(X). It is easy to see that a graph X
is arc-transitive if and only if X is vertex-transitive and the stabilizer Aut(X)v of any vertex v is
transitive on N(v).
Let X and X˜ be graphs. A graph homomorphism ρ : X˜ → X is a covering projection or simply
a covering if it is surjective and is locally bijective, that is, ρ|N(v˜) : N(v˜) → N(v) is a bijection
for any v ∈ V (X) and v˜ ∈ ρ−1(v). The graph X is usually referred to as the base graph and X˜ as
the covering graph. The fibre of an edge or a vertex is its preimage under ρ. An automorphism
α ∈ Aut(X) lifts along ρ if there exists an automorphism α˜ ∈ Aut(X˜) such that αρ = ρα˜. In this
case we also say that α˜ is a lift of α and that ρ is α-admissible. A subgroup G  Aut(X) lifts along
ρ if each α ∈ G lifts. In this case, we say that ρ is G-admissible and the lifts of automorphisms
in G form a subgroup G˜  Aut(X˜), called the lift of G. The lift {˜α ∈ Aut(X˜)|ρ = α˜ρ} of the
identify automorphism of X is called the covering transformation group and denoted by CT(ρ).
A covering ρ : X˜ → X is said to be regular (or K-covering) if there is a semiregular subgroup
K of the automorphism group Aut(X˜) such that the graph X is isomorphic to the quotient graph
X˜/K , say by h, and the quotient map X˜ → X˜/K is the composition hρ of h and ρ. If the
covering graph X˜ is connected, then K is the covering transformation group. In particular, if K
is an elementary abelian p-group or a cyclic group, then the covering is said to be p-elementary
abelian or cyclic, respectively.
An automorphism of a covering graph X˜ is said to be fibre-preserving if it maps a fibre to a fibre,
while a covering transformation maps a fibre onto itself. If a coveringρ : X˜ → X is regular and if a
vertex-transitive, edge-transitive or an arc-transitive subgroup G of Aut(X) lifts along the projec-
tion ρ, then its lift G˜  Aut(X˜) is fibre-preserving and acts vertex-transitively, edge-transitively
or arc-transitively, respectively, since the covering transformation group of a regular covering
acts always regularly on each fibre. In a general setting, a regular covering projection ρ is vertex-
transitive, edge-transitive or arc-transitive, respectively, if some vertex-transitive, edge-transitive
or arc-transitive subgroup of the automorphism group of the base graph lifts along ρ.
Two regular covering projections ρ : X˜ → X and ρ′ : X˜′ → X of a graph X are congruent if
there exist an automorphism α ∈ Aut(X) and an isomorphism α˜ : X˜ → X˜′ such that αρ = ρ′α˜.
In particular, if α is the identity automorphism of X, then we say that ρ and ρ′ are equivalent.
A purely combinatorial description of a regular covering was introduced through a voltage
graph by Gross and Tucker [15]. Let X be a graph and K a finite group. A voltage assignment (or,
K-voltage assignment) of X is a function ξ : A(X) → K with the property that ξ(a−1) = ξ(a)−1
for each arc a ∈ A(X). The values of ξ are called voltages, and K is called the voltage group.
The graph X ×ξ K derived from a voltage assignment ξ : A(X) → K is the graph with vertex
set V (X) × K and edge set E(X) × K , so that an edge (e, g) of X ×ξ K joins a vertex (u, g)
to (v, gξ(a)) for a = (u, v) ∈ A(X) and g ∈ K , where e = {u, v}. Then the first coordinate
projection is a K-covering ρξ : X ×ξ K → X where the group K , viewed as CT(ρξ ), acts via
left multiplication on itself. Given a spanning tree T of the graph X, a voltage assignment ξ is
called T -reduced if the voltages on the tree arcs are the identity. Gross and Tucker [15] showed
that every regular covering projection ρ : X˜ → X is equivalent to ρξ : X ×ξ K → X for some
T -reduced voltage assignment ξ with respect to an arbitrary fixed spanning tree T of X.
The automorphism lifting problem is an active topic of research in the last decades. It is
studied from different points of view using a wide range of methods depending on what are
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the desirous results: construction and classification of certain families of graphs and maps on
surfaces, counting the number of graphs in certain families, producing lists of graphs with
a given symmetry, inductive approach to studying the structure of graphs via inspection of
smaller graphs arising as quotient graphs. For instance, see [1,3–5,11,13,14,16–19,23,27,28,31,
32].
A number of necessary and sufficient conditions for the automorphism lifting have been known
in the literature, see [2,21,24,33]. However, when these general results are applied to a specific
graph for covering problems related to a lifting, those does not provide satisfactory methods in
general. This problem has been intensively investigated in cyclic or elementary abelian covers of
cubic arc-transitive graphs up to 10 vertices. For a detail, see [6,7,8,9,10,12,21,22,25]. Malnicˇ et
al. [20,21] determined all semisymmetric elementary abelian covers of the Heawood graph and
the Möbius–Kantor graph. The second author [29,30] determined all arc-transitive elementary
abelian covers of the Pappus graph and the dodecahedron graph.
In this paper, we construct all pairwise non-congruent arc-transitive elementary abelian cov-
ering projections of the octahedron graph O6. We show that if the covering transformation group
is a 2-group, then there exist 14 non-congruent covering projections which lift arc-transitive
subgroups of Aut(O6), and if the covering transformation group is an odd p-group, then there
exist p + 4 such non-congruent covering projections (see Theorem 3.2).
2. Automorphism liftings
For a connected graph X, choose a spanning tree T of X and let {x1, . . . , xr} ⊆ A(X) be a
set of arcs consisting of exactly one arc from each edge in E(X \ T ). Then this set generates the
fundamental group π1(X) of X which is a free group. Its abelianized group with coefficient in Zp
is an r-dimensional vector space over Zp, with a basis BT consisting of the fundamental cycles
determined by {x1, . . . , xr}([26]). In fact, it is the first mod p homology group H1(X,Zp) of X.
It is also known in fundamental group theory that α ∈ Aut(X) lifts along a covering projection
ρ : X˜ → X if and only if ρ∗(π1(X˜)) is an invariant subgroup of π1(X) under the induced group
homomorphism ρ∗ [26]. Moreover, in mod p homology, each α ∈ Aut(X) induces an invertible
linear transformation α# on H1(X,Zp). Let G  Aut(X) be a subgroup and let G# = {α#|α ∈ G}
be the subspace of the general linear space GL(H1(X,Zp)) induced by automorphisms in G. Let
[α#] denote the matrix representation ofα# with respect to the basisBT . ThenLG = {[α#]|α ∈ G}
is a subgroup of the group GL(r,Zp) of all r × r invertible matrices. By LtG, we denote the dual
group consisting of all transposes of matrices in LG.
Let Md×r (Zp) denote the vector space of d × r matrices with entries in Zp. As a special
case, when r = 1 the space Md×1(Zp) of all d × 1 column matrices can be also considered as a
p-elementary abelian group Zdp.
Proposition 2.1 [21, Proposition 6.3, Corollary 6.5]. Let T be a spanning tree of a connected
graph X of Betti number r and let ξ : A(X) → Md×1(Zp) be a T -reduced voltage assignment
on X. Let {x1, x2, . . . , xr} ⊆ A(X) be a set consisting of exactly one arc from each cotree edge,
and let [ξ ] denote the matrix in Md×r (Zp) having columns ξ(x1), ξ(x2), . . . , ξ(xr ). If the matrix
[ξ ] has rank d, then the covering graph X ×ξ Zdp is connected and the following properties hold.
(a) A group G  Aut(X) lifts along ρξ : X ×ξ Zdp → X if and only if the rows of [ξ ] form a
basis for an LtG-invariant d-dimensional subspace S(ξ) of the space Mr×1(Zp).
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(b) If ξ ′ : A(X) → Md×1(Zp) is another voltage assignment satisfying (a), then ρξ ′ is congru-
ent to ρξ if and only if there exists an automorphism α ∈ Aut(X) whose induced matrix
[α#]t maps S(ξ ′) onto S(ξ). In particular, ρξ ′ is equivalent to ρξ if and only if S(ξ) = S(ξ ′).
Note that if the matrix [ξ ] has rank d , the covering ρξ : X ×ξ Zdp → X is a connected pd -fold
covering, and d should be less than or equal to the Betti number r .
By Proposition 2.1 one can find all G-admissible p-elementary abelian regular covering pro-
jections of a graph X, up to congruence, by finding a basis for each invariant subspace of the space
LtG. For a general method of finding the invariant subspaces of a given linear representation of a
group we refer the reader to [21,25]. For the end of this section we state some properties which
are needed later on in this paper.
Let V be a finite dimensional vector space over a field F and let ϕ : G → GL(V ) be a linear
representation of a group G. Let α ∈ G, A = ϕ(α), and letA(x) and mA(x) be the characteristic
and minimal polynomials of A, respectively. Let
A(x) = f t11 (x)f t22 (x) · · · f tkk (x) and mA(x) = f s11 (x)f s22 (x) · · · f skk (x)
be their decompositions into irreducible factors and let Vi = Kerf sii (A) be the kernel of the
transformation f sii (A), i ∈ {1, 2, . . . , k}. The subspaces Vi are A-invariant for i ∈ {1, 2, . . . , k},
and V is their direct sum:
V = V1 ⊕ V2 ⊕ · · · ⊕ Vk.
Moreover, all A-invariant subspaces can be found by first determining the A-invariant subspaces
of Kerf sjj (A), j = 1, . . . , k, and then taking direct sums of some of them.
If the characteristic p of the field F does not divide the order of the transformation A then by
Maschke’s Theorem every A-invariant subspace is a direct sum of minimal ones.
3. Arc-transitive covers of the octahedron graph
The octahedron graph O6 is illustrated in Fig. 1. Its full automorphism group is isomorphic to
the group S4 × S2. Clearly, its Betti number is r(O6) = 7.
Let α = (132)(456), β = (16)(25), γ = (12)(56) and δ = (15)(26)(34) be automorphisms of
the graph O6. Note that Aut(O6) ∼= S4 × S2 ∼= 〈α, β, δ〉 × 〈γ δ〉.
The following lemma is elementary and also can be checked by using GAP [34].
Lemma 3.1. Aut(O6) = 〈α, β, γ, δ〉 and all its proper arc-transitive subgroups are H =
〈α, β, γ 〉 ∼= S4 and K = 〈α, β, δ〉 ∼= S4, which are actually arc-regular but are not conjugate in
Aut(O6).And the corresponding stabilizers of the vertex 1 areH1 = 〈(23)(45), (25)(34)〉 ∼= Z2 ×
Z2 and K1 = 〈(2354)〉 ∼= Z4.
Proof. Assume that G is an arc-transitive subgroup of Aut(O6). Since the stabilizer G1 of the ver-
tex 1 is transitive on the set of vertices adjacent to 1, 〈(2354)〉  G1 or 〈(23)(45), (25)(34)〉  G1.
Furthermore, since G is arc-transitive, there exists an automorphism τ ∈ G such that τ reverses
the arc (1,2). Then τ = (12)(56) or (1 2)(3 4)(5 6). Now, one can check that
〈(2354), (12)(56)〉 = Aut(O6), 〈(23)(45), (25)(34), (12)(34)(56)〉 = Aut(O6),
〈(23)(45), (25)(34), (12)(56)〉 = H, 〈(2354), (12)(34)(56)〉 = K.
The remains are omitted for brevity. 
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Fig. 1. The octahedron graph.
In order to determine all arc-transitive elementary abelian covering projections up to congruent,
it suffices by Lemma 3.1 to determine those along which the group H or K can be lifted. By
Proposition 2.1, this is equivalent to finding all LtH - or L
t
K -invariant subspaces of the space
M7×1(Zp).
Let T be a spanning tree of O6 consisting of the edges
{{1, 2}, {1, 5}, {1, 3}, {1, 4}, {2, 6}}
and let {xi |1  i  7} be the set of cotree arcs as depicted by thin arrows in Fig. 1:
x1 = (2, 3), x2 = (2, 4), x3 = (3, 5), x4 = (4, 5), x5 = (4, 6),
x6 = (5, 6), x7 = (3, 6).
Let Cxi (i = 1, . . . , 7) be the fundamental cycle generated by the cotree arc xi . That is,
Cx1 = (2, 3, 1), Cx2 = (2, 4, 1), Cx3 = (3, 5, 1), Cx4 = (4, 5, 1),
Cx5 = (4, 6, 2, 1), Cx6 = (5, 6, 2, 1), Cx7 = (3, 6, 2, 1).
Then B = {Cxi |i = 1, . . . , 7} is an ordered basis for H1(O6,Zp), which is associated with the
spanning tree T and the arcs xi(i = 1, . . . , 7).
Now we state the main result in this paper, which will be proved in the next section.
Theorem 3.2. A non-trivial arc-transitive p-elementary abelian covering projection of the octa-
hedron graphO6 is congruent to a covering projection derived from one of the voltage assignments
listed in Tables 1 and 2, which are all pairwise non-congruent. In particular, if p = 2, there exist
14 non-congruent such arc-transitive covering projections of O6. If p /= 2, there exist p + 4 such
non-congruent covering projections.
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4. The proof of Theorem 3.2
Let [α], [β], [γ ] and [δ] denote the transposes of the matrices which represent the linear
transformations α#, β#, γ# and δ# with respect to the basis B, respectively. Then, one can get
[α] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0 0
0 0 −1 0 0 0 0
−1 0 0 0 0 0 −1
0 0 1 0 0 1 −1
0 0 1 −1 0 0 0
0 0 0 0 −1 0 1
−1 1 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
[β] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 −1 0 0 −1 1
0 0 0 −1 1 −1 0
−1 0 0 0 0 0 −1
0 −1 0 0 −1 0 0
0 0 0 0 −1 1 0
0 0 0 0 0 1 0
0 0 0 0 0 1 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
[γ ] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
1 0 0 0 0 0 1
0 1 0 0 1 0 0
0 1 0 1 0 0 0
0 0 0 0 0 −1 0
1 0 1 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
[δ] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 1 −1 1 0
0 0 1 0 0 1 −1
0 0 0 −1 0 0 0
0 0 −1 0 0 0 0
−1 0 −1 0 0 −1 0
0 0 0 0 0 −1 0
0 −1 0 −1 0 −1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The characteristic and minimal polynomials of [β] are decomposed into irreducible factors over
Zp as follows:
[β](x) =
{
(x − 1)7 if p = 2,
(x − 1)3(x + 1)4 if p /= 2, m[β](x) =
{
(x − 1)2 if p = 2,
(x − 1)(x + 1) if p /= 2.
For the arc-transitive subgroups H = 〈α, β, γ 〉 and K = 〈α, β, δ〉 of Aut(O6), we see that
LtH = 〈[α], [β], [γ ]〉 and LtK = 〈[α], [β], [δ]〉. In the following sections depending on the parity
of p, we determine all of their invariant subspaces.
4.1. The LtH - and L
t
K -invariant subspaces when p =\ 2
First, we determine all 〈[β], [γ ]〉- and 〈[β], [δ]〉-invariant subspaces of the space M7×1(Zp)
in the following two lemmas.
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Table 1
Arc-transitive p-elementary (p /= 2) abelian covers of O6: ζ is a primitive element of Zp
ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) ξ(x6) ξ(x7) Admissible Existence condition
[−1] [−1] [1] [1] [0] [0] [0] Aut(O6) None⎡⎣−1−1
0
⎤⎦ ⎡⎣−aa
0
⎤⎦ ⎡⎣0a
a
⎤⎦ ⎡⎣ 0−1
1
⎤⎦ ⎡⎣ a1 − a
1
⎤⎦ ⎡⎣ 02 − 2a
0
⎤⎦ ⎡⎣ 11 − a
a
⎤⎦ Aut(O6) a = ζ 0, ζ p−12⎡⎣−1−1
0
⎤⎦ ⎡⎣−aa
0
⎤⎦ ⎡⎣0a
a
⎤⎦ ⎡⎣ 0−1
1
⎤⎦ ⎡⎣ a1 − a
1
⎤⎦ ⎡⎣ 02 − 2a
0
⎤⎦ ⎡⎣ 11 − a
a
⎤⎦ 〈α, β, γ 〉 a = ζ 1, . . . , ζ p−32⎡⎢⎢⎣
−1
−1
−1
0
⎤⎥⎥⎦
⎡⎢⎢⎣
−1
−a
a
0
⎤⎥⎥⎦
⎡⎢⎢⎣
1
0
a
a
⎤⎥⎥⎦
⎡⎢⎢⎣
1
0
−1
1
⎤⎥⎥⎦
⎡⎢⎢⎣
0
a
1 − a
1
⎤⎥⎥⎦
⎡⎢⎢⎣
0
0
2 − 2a
0
⎤⎥⎥⎦
⎡⎢⎢⎣
0
1
1 − a
a
⎤⎥⎥⎦ Aut(O6) a = ζ 0, ζ p−12
⎡⎢⎢⎣
−1
−1
−1
0
⎤⎥⎥⎦
⎡⎢⎢⎣
−1
−a
a
0
⎤⎥⎥⎦
⎡⎢⎢⎣
1
0
a
a
⎤⎥⎥⎦
⎡⎢⎢⎣
1
0
−1
1
⎤⎥⎥⎦
⎡⎢⎢⎣
0
a
1 − a
1
⎤⎥⎥⎦
⎡⎢⎢⎣
0
0
2 − 2a
0
⎤⎥⎥⎦
⎡⎢⎢⎣
0
1
1 − a
a
⎤⎥⎥⎦ 〈α, β, γ 〉 a = ζ 1, . . . , ζ p−32
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
−1
0
−1
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
−1
0
−1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
−1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
−1
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1
0
0
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
2
2
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
1
1
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎦ Aut(O6) None
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Aut(O6) None
Lemma 4.1. Ifp /= 2, all minimal 〈[β], [γ ]〉-invariant subspaces are the 1-dimensional subspac-
es of the three subspaces 〈u1, u2, u3〉, 〈u4, u5〉 and 〈u6, u7〉 where
u1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
−1
0
0
1
2
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
−1
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
0
1
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u4 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u5 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
u6 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, u7 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
−1
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (1)
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Table 2
Arc-transitive 2-elementary abelian covers of O6
Invariant subspace ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) ξ(x6) ξ(x7) Admissible
W1 [1] [0] [0] [1] [1] [0] [1] 〈α, β, γ 〉
W2 [1] [1] [1] [1] [0] [0] [0] Aut(O6)
W4
[
1
0
] [
0
1
] [
0
1
] [
1
0
] [
1
1
] [
0
0
] [
1
1
]
Aut(O6)
W6
⎡⎢⎣10
0
⎤⎥⎦
⎡⎢⎣00
0
⎤⎥⎦
⎡⎢⎣00
0
⎤⎥⎦
⎡⎢⎣01
0
⎤⎥⎦
⎡⎢⎣00
1
⎤⎥⎦
⎡⎢⎣01
1
⎤⎥⎦
⎡⎢⎣10
0
⎤⎥⎦ 〈α, β, γ 〉
W8
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
1
1
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
0
0
1
⎤⎥⎥⎥⎦ Aut(O6)
W9
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
1
1
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
1
0
⎤⎥⎥⎥⎦ Aut(O6)
W10
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
1
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦ Aut(O6)
W11
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
0
1
1
⎤⎥⎥⎥⎦ 〈α, β, γ 〉
W12
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
1
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
1
0
0
⎤⎥⎥⎥⎦ 〈α, β, γ 〉
W15
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
1
⎤⎥⎥⎥⎦ 〈α, β, δ〉
W16
⎡⎢⎢⎢⎣
1
0
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
0
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
1
0
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
1
1
0
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
0
0
1
1
⎤⎥⎥⎥⎦ 〈α, β, δ〉
W13
⎡⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎦ Aut(O6)
(continued on next page)
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Table 2 (continued)
Invariant subspace ξ(x1) ξ(x2) ξ(x3) ξ(x4) ξ(x5) ξ(x6) ξ(x7) Admissible
W14
⎡⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎦ Aut(O6)
Z72
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
Aut(O6)
Proof. By computing the eigenspaces of [β], one can get Ker([β] − I ) = 〈v1, v2, v3〉 and Ker
([β] + I ) = 〈v4, v5, v6, v7〉, where
v1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
−1
0
0
1
2
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
−1
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v3 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
0
1
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v4 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v5 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
−1
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
v6 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, v7 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
1
0
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (2)
For brevity, we set
W1 := 〈v1, v2, v3〉 and W2 := 〈v4, v5, v6, v7〉.
Since βγ = γβ, we get [β][γ ] = [γ ][β]. Therefore, [γ ] acts on the set of [β]-invariant sub-
spaces and, in particular, on the subset of minimal ones. In fact, for each eigenvalue λ of [β],
the linear transformation [γ ] maps the eigenspace Ker([β] − λI) to itself. Hence W1 and W2
are also [γ ]-invariant. Thus we need to examine the restriction [γ ]i = [γ ]|Wi of [γ ] on Wi for
i = 1, 2. First we treat [γ ]1. Since [γ ]v1 = −v1, [γ ]v2 = −v2 and [γ ]v3 = −v3, all minimal
〈[β], [γ ]〉-invariant subspaces are 1-dimensional subspaces of the space 〈v1, v2, v3〉.
Second, we treat [γ ]2 = [γ ]|W2 . Since
[γ ]v4 = −v4, [γ ]v5 = −v5, [γ ]v6 = 2v5 + v6, [γ ]v7 = 2v4 + v7
in the ordered basis {v4, v5, v6, v7} the restriction [γ ]2 is represented by the matrix
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[γ ]2 =
⎡⎢⎢⎣
−1 0 0 2
0 −1 2 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎦ .
The characteristic and minimal polynomials of [γ ]2 are [γ ]2(x) = (x − 1)2(x + 1)2 and
m[γ ]2(x) = (x − 1)(x + 1), respectively. The corresponding eigenspaces are
Ker([γ ]2 − I ) =
〈⎡⎢⎢⎣
0
1
1
0
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
1
0
0
1
⎤⎥⎥⎦
〉
, Ker([γ ]2 + I ) =
〈⎡⎢⎢⎣
1
0
0
0
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
0
1
0
0
⎤⎥⎥⎦
〉
.
By letting
u4 := v5 + v6, u5 := v4 + v7, u6 := v4, u7 := v5,
one can see that all minimal 〈[β], [γ ]〉-invariant subspaces of W2 are 1-dimensional subspaces of
the two spaces 〈u4, u5〉 and 〈u6, u7〉. Rewriting v1, v2 and v3 by u1, u2 and u3 respectively, we
have the lemma. 
Lemma 4.2. If p /= 2, all minimal 〈[β], [δ]〉-invariant subspaces are the 1-dimensional subspac-
es of the four subspaces 〈u1〉, 〈u2, u3〉, 〈u4, u5〉 and 〈u6, u7〉 for ui(i = 1, . . . , 7) in Eq. (1).
Proof. The eigenspaces of [β] are Ker([β] − I )=〈v1, v2, v3〉 and Ker([β] + I ) = 〈v4, v5, v6, v7〉
for vi(i = 1, . . . , 7) in Eq. (2). For brevity, we set W1 := 〈v1, v2, v3〉 and W2 := 〈v4, v5, v6, v7〉.
Since βδ = δβ,W1 andW2 are also [δ]-invariant. Similar as before, we examine the restrictions
[δ]i = [δ]|Wi of [δ] on Wi for i = 1, 2. First we treat [δ]1. Since [δ]v1 = −v1, [δ]v2 = −v3 and
[δ]v3 = −v2, in the ordered basis {v1, v2, v3} the restriction [δ]1 is represented by the matrix
[δ]1 =
⎡⎣−1 0 00 0 −1
0 −1 0
⎤⎦ .
The characteristic and minimal polynomials of [δ]1 are[δ]1(x)= (x − 1)(x + 1)2 andm[δ]1(x) =
(x − 1)(x + 1), respectively. The corresponding eigenspaces are
Ker([δ]1 − I ) =
〈⎡⎣ 0−1
1
⎤⎦〉 , Ker([δ]1 + I ) =
〈⎡⎣01
1
⎤⎦ ,
⎡⎣10
0
⎤⎦〉 .
By letting u1 := −v2 + v3, u2 := v2 + v3 and u3 := v1, one can see that all minimal 〈[β], [δ]〉-
invariant subspaces of W1 are the 1-dimensional subspaces of the spaces 〈u1〉 and 〈u2, u3〉.
Second we treat [δ]2 = [δ]|W2 . Since
[δ]v4 = v5, [δ]v5 = v4, [δ]v6 = −2v4 − v7, [δ]v7 = −2v5 − v6
in the ordered basis {v4, v5, v6, v7}, the restriction [δ]2 is represented by the matrix
[δ]2 =
⎡⎢⎢⎣
0 1 −2 0
1 0 0 −2
0 0 0 −1
0 0 −1 0
⎤⎥⎥⎦ .
The characteristic and minimal polynomials of [δ]2 are[δ]2(x)=(x − 1)2(x + 1)2 andm[δ]2(x) =
(x − 1)(x + 1), respectively. By calculation, we get
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Ker([δ]2 − I ) =
〈⎡⎢⎢⎣
1
1
0
0
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
2
0
−1
1
⎤⎥⎥⎦
〉
, Ker([δ]2 + I ) =
〈⎡⎢⎢⎣
2
0
1
1
⎤⎥⎥⎦ ,
⎡⎢⎢⎣
−1
1
0
0
⎤⎥⎥⎦
〉
.
By letting
u4 := v4 + v5, u5 := 2v4 − v6 + v7, u6 := 2v4 + v6 + v7, u7 := −v4 + v5,
one can see that all minimal 〈[β], [δ]〉-invariant subspaces of W2 are the 1-dimensional subspaces
of the two spaces 〈u4, u5〉 and 〈u6, u7〉. 
4.1.1. 〈[α], [β], [γ ]〉-invariant subspaces with p =/ 2
For each ui(i = 1, . . . , 7) in Eq. (1), we find an [α]-invariant subspace 〈ui, [α]ui, [α]2ui〉
explicitly, which will be used later on. By computation, one can get the following:
[α]u1 = 12 (u2 + u3 + u4 − u5 + u6 − u7),
[α]2u1 = 12 (u2 + u3 − u4 + u5 + u6 − u7),
[α]u2 = 12 (u2 + u3 − u4 − u5 − u6 − u7),
[α]2u2 = 12 (u2 + u3 + u4 + u5 − u6 − u7),
[α]u3 = 12 (u2 + u3 + u4 + u5 + u6 + u7),
[α]2u3 = 12 (u2 + u3 − u4 − u5 + u6 + u7),
[α]u4 = 12 (−u1 + u2 − u4 + u6), [α]
2u4 = 12 (u1 − u2 − u4 − u6), (3)
[α]u5 = 12 (u1 − u3 − u5 + u7), [α]
2u5 = 12 (−u1 + u3 − u5 − u7),
[α]u6 = 12 (u1 − u2 − u4 + u6), [α]
2u6 = 12 (u1 − u2 + u4 + u6),
[α]u7 = 12 (−u1 + u3 − u5 + u7), [α]
2u7 = 12 (−u1 + u3 + u5 + u7).
Hence,
〈u1, [α]u1, [α]2u1〉 = 〈u1, u4 − u5, u2 + u3 + u6 − u7〉,
〈u2, [α]u2, [α]2u2〉 = 〈u2, u4 + u5, u3 − u6 − u7〉,
〈u3, [α]u3, [α]2u3〉 = 〈u3, u4 + u5, u2 + u6 + u7〉,
〈u4, [α]u4, [α]2u4〉 = 〈u4, u1 − u2 − u6〉, (4)
〈u5, [α]u5, [α]2u5〉 = 〈u5, u1 − u3 + u7〉,
〈u6, [α]u6, [α]2u6〉 = 〈u4, u6, u1 − u2〉,
〈u7, [α]u7, [α]2u7〉 = 〈u5, u7, u1 − u3〉.
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Eqs. (3) and (4) and Lemma 4.1 combined together imply that the three subspaces
〈u2 + u3〉, 〈u6, [α]u6, [α]2u6〉 = 〈u1 − u2, u4, u6〉 and
〈u7, [α]u7, [α]2u7〉 = 〈u1 − u3, u5, u7〉
are 〈[α], [β], [γ ]〉-invariant and Z7p = 〈u2 + u3〉 ⊕ 〈u1 − u2, u4, u6〉 ⊕ 〈u1 − u3, u5, u7〉.
For u1, . . . , u7 in Eq. (1), let W1 := 〈u1, u2, u3〉 and W2 := 〈u4, u5, u6, u7〉 as before. Let
W be a minimal 〈[α], [β], [γ ]〉-invariant subspace which contains a minimal 〈[β], [γ ]〉-invariant
subspace. Suppose first that W contains no minimal 〈[β], [γ ]〉-subspaces contained in W2. Then
W  [α]W1 ∩ W1. Since [α]W1 = [α]〈u1, u2, u3〉 = 〈u2 + u3, u4 + u6, u5 + u7〉, it holds that
[α]W1 ∩ W1 = 〈u2 + u3〉, and so W = 〈u2 + u3〉.
Suppose now that W intersects W2 nontrivially. Since W ∩ W2 is also 〈[β], [γ ]〉-invariant,
in view of Lemma 4.1 one can see that W must contain one of the four vectors u4 + au5, u5,
u6 + au7 and u7 for some a ∈ Zp, and hence we divide our discussion into four cases.
Case 1: u4 + au5 ∈ W for some a ∈ Zp. Then the [α]-invariant subspace
〈u4 + au5, [α](u4 + au5), [α]2(u4 + au5)〉 = 〈(1 − a)u1 − u2 + u3, u4 + au5, u6 + au7〉
is contained in W , and it is also 〈[β], [γ ]〉-invariant by Lemma 4.1. Hence
W = 〈(1 − a)u1 − u2 + u3, u4 + au5, u6 + au7〉.
Case 2: u5 ∈ W . By Eq. (4), u1 − u3 + u7 ∈ W . Since W is also 〈[β], [γ ]〉-invariant, Lemma
4.1 implies that u1 − u3, u7 ∈ W . Hence W = 〈u1 − u3, u5, u7〉.
Case 3: u6 + au7 ∈ W for some a ∈ Zp. Then the [α]-invariant subspace
〈u6 + au7, [α](u6 + au7), [α]2(u6 + au7)〉
= 〈(1 − a)u1 − u2 + au3, u4 + au5, u6 + au7〉
is contained in W and is also 〈[β], [γ ]〉-invariant by Lemma 4.1. Hence
W = 〈(1 − a)u1 − u2 + au3, u4 + au5, u6 + au7〉.
Case 4: u7 ∈ W . Then the [α]-invariant subspace 〈u7, [α]u7, [α]2u7〉 = 〈u1 − u3, u5, u7〉
is contained in W and is 〈[α], [β], [γ ]〉-invariant by Case 1 with a = 0. Hence W = 〈u1 −
u3, u5, u7〉.
Therefore, we have the following.
Lemma 4.3. If p /= 2, a nontrivial 〈[α], [β], [γ ]〉-invariant subspace contains one of the follow-
ing 〈[α], [β], [γ ]〉-subspaces:
〈u2 + u3〉, 〈u1 − u3, u5, u7〉 and
〈(1 − a)u1 − u2 + au3, u4 + au5, u6 + au7〉 (a ∈ Zp),
where ui are the vectors given in Eq. (1).
We remark that for any distinct elements a, b ∈ Zp,
〈(1 − a)u1 − u2 + au3, (1 − b)u1 − u2 + bu3〉 = 〈u1 − u2, u1 − u3〉
and hence the space
〈(1 − a)u1 − u2 + au3, u4 + au5, u6 + au7〉
⊕ 〈(1 − b)u1 − u2 + bu3, u4 + bu5, u6 + bu7〉
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is equal to the space 〈u1 − u2, u1 − u3, u4, u5, u6, u7〉. Also, it is easy to see that for any a ∈ Zp
〈(1 − a)u1 − u2 + au3, u4 + au5, u6 + au7〉
⊕ 〈u1 − u3, u5, u7〉 = 〈u1 − u2, u1 − u3, u4, u5, u6, u7〉.
4.1.2. 〈[α], [β], [δ]〉-invariant subspaces with p =/ 2
For each ui (i = 1, . . . , 7) in Eq. (1), we find [α]-invariant subspace 〈ui, [α]ui, [α]2ui〉 (i =
1, . . . , 7), which will be used later on. By computation, one can get the following:
[α]u1 = u4 + u6 + u7, [α]2u1 = −u4 − u6 − u7,
[α]u2 = u2, [α]2u2 = u2,
[α]u3 = 12u2 +
1
2
u4 − 12u5 −
1
2
u7, [α]2u3 = 12u2 −
1
2
u4 + 12u5 −
1
2
u7,
[α]u4 = 12u1 +
1
2
u4 − 12u6 −
1
2
u7, [α]2u4 = 12u1 +
1
2
u4 + 12u6 +
1
2
u7, (5)
[α]u5 = 12 (u1 − u2 + 2u3 + 2u4 − u5 − u6),
[α]2u5 = 12 (u1 + u2 − 2u3 + 2u4 − u5 + u6),
[α]u6 = 12 (−u1 − u2 + 2u3 + u5 − u6 − 2u7),
[α]2u6 = 12 (u1 − u2 + 2u3 − u5 − u6 − 2u7),
[α]u7 = 12 (u2 − 2u3 + u4 − u5 + u7), [α]
2u7 = 12 (u2 − 2u3 − u4 + u5 + u7).
Hence,
〈u1, [α]u1, [α]2u1〉 = 〈u1, u4, u6 + u7〉, 〈u2, [α]u2, [α]2u2〉 = 〈u2〉,
〈u3, [α]u3, [α]2u3〉 = 〈u3, u2 − u7, u4 − u5〉, 〈u4, [α]u4, [α]2u4〉 = 〈u1, u4, u6 + u7〉,
〈u5, [α]u5, [α]2u5〉 = 〈u5, u1 + 2u4, u2 − 2u3 + u6〉, (6)
〈u6, [α]u6, [α]2u6〉 = 〈u6, (u2 − 2u3) + 2u7, u1 − u5〉,
〈u7, [α]u7, [α]2u7〉 = 〈u7, u4 − u5, u2 − 2u3〉.
Eqs. (5) and (6) and Lemma 4.2 combined together imply that the three subspaces
〈u2〉, 〈u1, [α]u1, [α]2u1〉 = 〈u1, u4, u6 + u7〉 and
〈u7, [α]u7, [α]2u7〉 = 〈u2 − 2u3, u4 − u5, u7〉
are 〈[α], [β], [δ]〉-invariant and Z7p = 〈u2〉 ⊕ 〈u1, u4, u6 + u7〉 ⊕ 〈u2 − 2u3, u4 − u5, u7〉.
For u1, . . . , u7 in Eq. (1), let W1 := 〈u1, u2, u3〉 and W2 := 〈u4, u5, u6, u7〉. Let W be a non-
trivial 〈[α], [β], [δ]〉-invariant subspace which contains a minimal 〈[β], [δ]〉-invariant subspace.
Suppose first that W contains no minimal 〈[β], [δ]〉-subspaces contained in W2. Then W 
[α]W1 ∩ W1. Since [α]〈u1, u2, u3〉 = 〈u4 + u6 + u7, u2, u4 − u5 − u7〉, it holds that [α]W1 ∩
W1 = 〈u2〉. Hence W = 〈u2〉.
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Suppose now that W intersects W2 nontrivially. Since W ∩ W2 is also 〈[β], [δ]〉-invariant, in
view of Lemma 4.2 one can see that W must contain one of the vectors u4 + au5, u5, u6 + au7
and u7 for some a ∈ Zp, and hence we divide our discussion into four cases.
Case 1: u4 + au5 ∈ W for some a ∈ Zp. Then 〈u4 + au5, [α](u4 + au5), [α]2(u4 + au5)〉 
W . Since
〈u4 + au5, [α](u4 + au5), [α]2(u4 + au5)〉
= 〈u4 + au5, [(a + 1)u6 + u7] + a(u2 − 2u3), (a + 1)u1 + [(2a + 1)u4 − au5]〉 (7)
and W is also 〈[β], [δ]〉-invariant, by Lemma 4.2 we have
(a + 1)u1, a(u2 − 2u3), u4 + au5, (2a + 1)u4 − au5, (a + 1)u6 + u7 ∈ W.
Observe that dim〈u4 + au5, (2a + 1)u4 − au5〉 = 1 if and only if a = −1 or 0.
If a = −1, then u2 − 2u3, u4 − u5, u7 ∈ W , and hence W = 〈u2 − 2u3, u4 − u5, u7〉; if a =
0, then u1, u4, u6 + u7 ∈ W . Since 〈u1, u4, u6 + u7〉 = 〈u4, [α]u4, [α]2u4〉 is [α]-invariant, we
haveW = 〈u1, u4, u6 + u7〉; ifa /= −1, 0, thenu1, u2 − 2u3, u4, u5, (a + 1)a6 + u7 ∈ W . Since
[α]u1 = u4 + u6 + u7 ∈ W ,u6 + u7 ∈ W . By noting that 〈(a + 1)u6 + u7, u6 + u7〉 = 〈u6, u7〉,
we have W = 〈u1, u2 − 2u3, u4, u5, u6, u7〉.
Case 2: u5 ∈ W . Since 〈u5, [α]u5, [α]2u5〉  W and W is also 〈[β], [δ]〉-invariant, by Eq. (6)
we have u1, u4, u2 − 2u3, u6 ∈ W . Again by Eq. (6),
〈u6, [α]u6, [α]2u6〉 = 〈u6,−(u2 − 2u3) − 2u7,−u1 + u5〉  W
and so u7 ∈ W . Hence W = 〈u1, u2 − 2u3, u4, u5, u6, u7〉.
Case 3: u6 + au7 ∈ W for some a ∈ Zp. Then< u6 + au7, [α](u6 + au7), [α]2(u6 + au7) >
 W . Since
〈u6 + au7, [α](u6 + au7), [α]2(u6 + au7)〉
= 〈u6 + av7,−u1 + au4 + (1 − a)u5, (a − 1)(u2 − 2u3) + [−u6 + (a − 2)u7]〉 (8)
and W is also 〈[β], [δ]〉-invariant, by Lemma 4.2 we have
u1, (a − 1)(u2 − 2u3), au4 + (1 − a)u5, u6 + au7,−u6 + (a − 2)u7 ∈ W.
Observe that dim〈u6 + au7,−u6 + (a − 2)u7〉 = 1 if and only if a = 1.
If a = 1, then u1, u4, u6 + u7 ∈ W . Since 〈u1, [α]u1, [α]2u1〉 = 〈u1, u4, u6 + u7〉, W =
〈u1, u4, u6 + u7〉. Now assume a /= 1. Then u1, u2 − 2u3, au4 + (1 − a)u5, u6, u7 ∈ W . Since
〈u1, [α]u1, [α]2u1〉 = 〈u1, u4, u6 + u7〉  W , we have u4 ∈ W , and so u5 ∈ W . By noting that
〈u1, u2 − 2u3, u4, u5, u6, u7〉 = 〈u4, [α]u4, [α]2u4〉 + 〈u7, [α]u7, [α]2u7〉, we have W =
〈u1, u2 − 2u3, u4, u5, u6, u7〉.
Case 4: u7 ∈ W . Then W = 〈u7, [α]u7, [α]2u7〉 = 〈u2 − 2u3, u4 − u5, u7〉.
Therefore, we have the following.
Lemma 4.4. Ifp /= 2,a nontrivial 〈[α], [β], [δ]〉-invariant subspace contains one of the following
〈[α], [β], [δ]〉-invariant subspaces:
〈u2〉, 〈u1, u4, u6 + u7〉 and 〈u2 − 2u3, u4 − u5, u7〉,
where ui are the vectors given in Eq. (1).
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4.2. The LtH - or L
t
K -invariant subspaces when p = 2
In order to find all invariant subspaces in this case, one might use a similar method to the
previous case of p /= 2, but start from finding all [α]-invariant subspaces. The characteristic and
minimal polynomials of [α] are decomposed into irreducible factors as follows:
[α](x) = (x − 1)3(x2 + x + 1)2, m[α](x) = (x − 1)(x2 + x + 1).
Let W1 := Ker([α] − I ) and W2 := Ker([α]2 + [α] + I ). Notice that all minimal [α]-invari-
ant subspaces are 1-dimensional subspaces of W1 and the minimal [α]-invariant subspaces of
W2, all of which are of the form 〈w, [α]w〉 for some w ∈ W2. Since an 〈[α], [β], [γ ]〉- or
〈[α], [β], [δ]〉-invariant subspace is a direct sum of minimal [α]-invariant subspaces, in order
to find all 〈[α], [β], [γ ]〉- or 〈[α], [β], [δ]〉-invariant subspaces, we need to check whether each
[α]-invariant subspace, which is a direct sum of minimal [α]-invariant ones in W1 and minimal
[α]-invariant ones in W2, is also 〈[β], [γ ]〉- or 〈[β], [δ]〉-invariant or not. With a help of GAP, we
have the following result.
Lemma 4.5. If p = 2, the nontrivial 〈[α], [β], [γ ]〉-invariant subspaces are W1,W2, . . . ,W14,
and the nontrivial 〈[α], [β], [δ]〉-invariant subspaces are W2,W4,W5,W15,W8,W16,W9,W10,
W13,W14, where
W1 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
1
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W2 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
1
1
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W3 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
1
0
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W4 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
1
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
1
0
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
,
W5 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
1
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
1
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W6 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
,
W7 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W8 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
,
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W9 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W10 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
1
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
,
W11 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
1
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W12 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
1
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
,
W13 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
,
W14 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
1
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
0
0
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
, W15 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
,
W16 =
〈
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0
0
0
1
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
1
0
0
0
1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
1
0
1
1
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
〉
.
4.3. Determining the congruent covering projections
For eachui (i = 1, . . . , 7) in Eq. (1), r1 := u2 + u3, r2(a) := u6 + au7, r3(a) := (1 − a)u1 −
u2 + au3, r4(a) := u4 + au5, r5 := u5, r6 := u7, r7 := u1 − u3, r8 := u4, r9 := u6, r10 := u1 −
u2. If p /= 2, Lemma 4.3 implies that all nontrivial 〈[α], [β], [γ ]〉-invariant subspaces are
〈r1〉, 〈r2(a), r3(a), r4(a)〉, 〈r5, r6, r7〉, 〈r1, r2(a), r3(a), r4(a)〉,
〈r1, r5, r6, r7〉 and 〈r8, r5, r9, r6, r10, r7〉
for any element a ∈ Zp.
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On the other hand, for each ui (i = 1, . . . , 7) in Eq. (1), let s1 := u2, s2 := u1, s3 := u4,
s4 := u6 + u7, s5 := u7, s6 := u4 − u5, s7 := u2 − 2u3, s8 := u1, s9 := u5, s10 := u6. Ifp /= 2,
Lemma 4.4 implies that all nontrivial 〈[α], [β], [δ]〉-invariant subspaces are
〈s1〉, 〈s2, s3, s4〉, 〈s5, s6, s7〉, 〈s1, s2, s3, s4〉, 〈s1, s5, s6, s7〉 and 〈s2, s3, s8, s9, s5, s7〉.
Now observe that for any prime p /= 2,
(1) 〈r1〉 = 〈s1〉.
(2) 〈r5, r6, r7〉 /= 〈s2, s3, s4〉 since det(r5, r6, r7, s2, s3, s4, (1, 0, 0, 0, 0, 0, 0)t ) = 4.
(3) 〈r5, r6, r7〉 /= 〈s5, s6, s7〉 since det(r5, r6, r7, s5, s6, s7, (1, 0, 0, 0, 0, 0, 0)t ) = −4.
(4) 〈r2(a), r3(a), r4(a)〉 = 〈s2, s3, s4〉 if and only if a = 1.
(5) 〈r2(a), r3(a), r4(a)〉 = 〈s5, s6, s7〉 if and only if a = −1.
(6) 〈r1, r5, r6, r7〉 /= 〈s1, s2, s3, s4〉 by (2).
(7) 〈r1, r5, r6, r7〉 /= 〈s1, s5, s6, s7〉 by (3).
(8) 〈r1, r2(a), r3(a), r4(a)〉 = 〈s1, s2, s3, s4〉 if and only if a = 1 by (4).
(9) 〈r1, r2(a), r3(a), r4(a)〉 = 〈s1, s5, s6, s7〉 if and only if a = −1 by (5).
(10) 〈r8, r5, r9, r6, r10, r7〉 = 〈s2, s3, s8, s9, s5, s7〉.
(11) 〈r2(1), r3(1), r4(1)〉 = 〈s2, s3, s4〉 by (4).
(12) 〈r2(−1), r3(−1), r4(−1)〉 = 〈s5, s6, s7〉 by (5).
(13) 〈r2(1), r3(1), r4(1)〉 ⊕ 〈r2(−1), r3(−1), r4(−1)〉 = 〈r8, r5, r9, r6, r10, r7〉.
(14) For a /= b in Zp, 〈r2(a), r3(a), r4(a)〉 ⊕ 〈r2(b), r3(b), r4(b)〉 = 〈r8, r5, r9, r6, r10, r7〉.
From the above observation one can see that for any prime p /= 2, every elementary abelian
p-covering projection of the graph O6 which is K-admissible is also Aut(O6)-admissible.
By Proposition 2.1, two G-admissible derived projections associated with LtG-invariant sub-
spaces S and S′ are congruent if and only if there exists an automorphism φ ∈ Aut(O6) such
that [φ#]t mapsS toS′. Clearly, if φ is such an automorphism, then every automorphism in the
coset φG has the same property. Hence it suffices to check whetherS′ is the images ofS under
an element from a fixed transversal of G in Aut(O6). For the groups H and K we choose the
transversals
TH = {id, (34)} = TK.
Let  = (34), and let [] be the transpose of the matrix which represents the linear transformation
# with respect to B. Then
[] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 0 0
1 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 1
0 0 0 0 0 1 0
0 0 0 0 1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Case 1: p /= 2. One need to check the pair in the following sets of invariant subspaces: for
distinct a and b in Zp
{〈r5, r6, r7〉, 〈r2(a), r3(a), r4(a)〉}, {〈r1, r5, r6, r7〉, 〈r1, r2(a), r3(a), r4(a)〉},
{〈r2(a), r3(a), r4(a)〉, 〈r2(b), r3(b), r4(b)〉}.
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Since []〈r5, r6, r7〉 = 〈r2(0), r3(0), r4(0)〉 and []r1 = r1, the two subspaces 〈r5, r6, r7〉 and
〈r2(0), r3(0), r4(0)〉 induce congruent covering projections, and the two subspaces 〈r1, r5, r6, r7〉
and 〈r1, r2(0), r3(0), r4(0)〉 induce congruent covering projections.
For distincta, b ∈ Zp, det(r2(b), r3(b), r4(b), []r2(a), []r3(a), []r4(a), r1) = 16(ab − 1)3.
Hence, if ab /= 1, then the two subspaces 〈r2(a), r3(a), r4(a)〉 and 〈r2(b), r3(b), r4(b)〉 induce
non-congruent covering projections; if ab = 1, then it is easy to see that
〈[]r2(a), []r3(a), []r4(a)〉 = 〈r2(b), r3(b), r4(b)〉
and hence the two subspaces 〈r2(a), r3(a), r4(a)〉 and 〈r2(b), r3(b), r4(b)〉 induce congruent
covering projections for ab = 1. Let ζ be a primitive element of Zp. Among the p subspaces
〈r2(a), r3(a), r4(a)〈(a ∈ Zp), only p+12 subspaces, i.e., 〈r2(0), r3(0), r4(0)〉 and 〈r2(ζ i), r3(ζ i),
r4(ζ i)〉(i = 0, 1, . . . , p−12 ), induce non-congruent covering projections.
Consequently, among 2p + 4 nontrivial 〈[α], [β], [γ ]〉-invariant subspaces, p + 3 nontrivial
〈[α], [β], [γ ]〉-invariant subspaces induce non-congruent covering projections whose correspond-
ing voltage assignments are listed in Table 1. This completes the proof of Theorem 3.2 when
p /= 2.
Case 2:p = 2. One need to check the pairs contained in the following sets of invariant subspac-
es: {W1,W3}, {W6,W7}, {W8,W9,W10}, {W11,W12}, {W15,W16}. By a direct calculation, one
can see that []W1 = W3, []W6 = W7, []W8 /= W9, []W8 /= W10, []W9 /= W10, []W11 /=
W12, []W15 /= W16. This implies that among 16 nontrivial subspaces in Lemma 4.5, only 13
nontrivial subspaces in Table 2 induce non-congruent covering projections. This completes the
proof of Theorem 3.2 when p = 2.
In summary, we finish the proof.
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