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CHAMBER STRUCTURE AND WALLCROSSING IN THE ADHM
THEORY OF CURVES II
WU-YEN CHUANG, DUILIU-EMANUEL DIACONESCU, GUANG PAN
Abstract. This is the second part of a project concerning variation of stabil-
ity and chamber structure for ADHM invariants of curves. Wallcrossing for-
mulas for such invariants are derived using the theory of stack function Ringel-
Hall algebras constructed by Joyce and the theory of generalized Donaldson-
Thomas invariants of Joyce and Song. Some applications are presented, in-
cluding strong rationality for local stable pair invariants of higher genus curves,
and comparison with wallcrossing formulas of Kontsevich and Soibelman, and
the halo formula of Denef and Moore.
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1. Introduction
Let X be a smooth projective curve over C, OX(1) a very ample line bundle
on X , and M1,M2 two line bundles on X so that M1 ⊗M2 ≃ K
−1
X . An ADHM
sheaf E on X with twisting data (M1,M2) is a coherent OX -module E decorated
by morphisms
Φi : E ⊗X Mi → E, φ : E ⊗X M1 ⊗X M2 → OX , ψ : OX → E
with i = 1, 2, satisfying the ADHM relation
(1.1) Φ1 ◦ (Φ2 ⊗ 1M1)− Φ2 ◦ (Φ1 ⊗ 1M2) + ψ ◦ φ = 0.
An ADHM sheaf E will be said to be of type (r, e) ∈ Z≥0×Z if E has rank r ∈ Z≥0
and degree e ∈ Z.
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A triple (E,Φ1,Φ2) with Φ1,Φ2 morphisms of OX -modules as above satisfying
relation (1.1) for φ = 0, ψ = 0, will be called a Higgs sheaf on X with coefficient
sheaf M1 ⊕M2.
The following construction results concerning moduli spaces of ADHM sheaves
were proved in the first part of this work [4].
• There exists a stability condition for ADHM sheaves depending on a real
parameter δ ∈ R [4, Def. 2.1], [4, Def. 2.2] so that for fixed (r, e) ∈ Z≥1×Z
the are finitely many critical stability parameters dividing the real axis into
chambers. The set of δ-semistable ADHM sheaves is constant within each
chamber, and strictly semistable objects may exist only if δ takes a critical
value. The origin δ = 0 is a critical value for all (r, e) ∈ Z≥1 × Z.
• For fixed (r, e) ∈ Z≥1 × Z and δ ∈ R there is an algebraic moduli stack of
finite type over C Mssδ (X , r, e) of δ-semistable locally free ADHM sheaves.
If δ ∈ R is noncritical, Mssδ (X , r, e) is a quasi-projectve scheme equipped
with a perfect obstruction theory [4, Thm 1.2], [4, Thm 1.4].
• For fixed (r, e) ∈ Z≥1 × Z and δ ∈ R there is a natural algebraic torus S =
C× action on the moduli stack Mssδ (X , r, e) which acts on C-valued points
by scaling the morphisms (Φ1,Φ2)→ (t−1Φ1, tΦ2), t ∈ S. If δ is noncritical
[4, Thm 1.5] proves that the stack theoretic fixed locus Mssδ (X , r, e)
S is
proper over C. Therefore residual ADHM invariants ASδ (r, e) are defined
by equivariant virtual integration in each stability chamber [4, Def. 1.8].
• For (r, e) ∈ Z≥1 × Z there exists a critical value δM ∈ R>0 so that for any
δ > δM , M
ss
δ (X , r, e) is isomorphic to the moduli space of stable pairs of
Pandharipande and Thomas [14] on the total space of the rank two bundle
M−11 ⊕ M
−1
2 on X . This identification includes the equivariant perfect
obstruction theories establishing an equivalence between local stable pair
theory and asymptotic ADHM theory (see [5, Thm. 1.11] and [5, Cor. 1.12]
for precise statements.)
The present paper represents the second part of this work. Its main goal is to
derive wallcrossing formulas for the ADHM invariants ASδ (r, e) using Joyce’s stack
function algebra theory and the theory of generalized Donaldson-Thomas invariants
of Joyce and Song. Moreover, it will be also shown that these formulas imply the
BPS rationality conjecture formulated by Pandharipande and Thomas in [14] for
local stable pair invariants of curves.
Similar results have been obtained in [17] for stable pair invariants of smooth pro-
jective Calabi-Yau threefolds defined via the the stack theoretic topological Euler
character introduced by Joyce in [9, 7]. Moreover the wallcrossing formula relating
stable pair and Donaldson-Thomas theory has been derived for the same type of
invariants in [16, 15]. The moduli spaces involved in the local construction consid-
ered admit natural Chern-Simons functionals, as explained in [4, Sect. 7], making
the theory of Joyce and Song applicable to virtual residual stable pair invariants.
Note also that analogous results have been subsequently obtained in [12] for more
general twisted quiver bundles on curves.
1.1. Wallcrossing formula. Let δc ∈ R≥0 be a critical stability parameter of type
(r, e) ∈ Z≥1×Z, possibly zero, and δ+ > δc, δ− < δc be stability parameters so that
there are no critical stability parameters of type (r, e) in the interval [δ−, δ+]. In
order to simplify the formulas, we will denote the numerical invariants by α = (r, e),
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and use the notation
µδ(α) =
e+ δ
r
, µ(α) =
e
r
for any α = (r, e) with r ≥ 1, and any δ ∈ R.
For fixed α = (r, e), δc ≥ 0 and l ∈ Z≥2 let S
(l)
δc
(α) be the set of all ordered
decompositions
(1.2) α = α1 + · · ·+ αl, αi = (ri, ei) ∈ Z≥1 × Z, i = 1, . . . , l
satisfying
(1.3) µ(α1) = · · · = µ(αl−1) = µδc(αl) = µδc(α).
Note that the union Sδc(α) =
⋃
l≥2 S
(l)
δc
(α) is a finite set for fixed δc ≥ 0. Then the
following theorem is proven in section (3.2).
Theorem 1.1. (i) The following wallcrossing formula holds for δc > 0
(1.4)
ASδ+(α) −A
S
δ−(α) =
∑
l≥2
(−1)l−1
(l − 1)!
∑
(α1,...,αl)∈S
(l)
δc
(α)
ASδ−(αl)
l−1∏
j=1
[(−1)ej−rj(g−1)(ej − rj(g − 1))H(αj)].
(ii) The following wallcrossing formula holds for δc = 0.
(1.5)
ASδ+(α)−A
S
δ−(α) =
∑
l≥2
(−1)l−1
(l − 1)!
∑
(α1,...,αl)∈S
(l)
0 (α)
ASδ−(αl)
l−1∏
j=1
[(−1)ej−rj(g−1)(ej − rj(g − 1))H(αj)]
+
∑
l≥1
(−1)l
l!
∑
(α1,...,αl)∈S
(l)
0 (α)
l∏
j=1
[(−1)ej−rj(g−1)(ej − rj(g − 1))H(αj)]
Moreover, if g ≥ 1, the right hand sides of equations (1.4), (1.5) vanish.
Here H(α) are generalized Donaldson-Thomas type invariants for Higgs sheaves
with numerical invariants α = (r, e) on X defined in section (3.2).
Some applications of Theorem (1.1) are presented below. For any (r, e) ∈ Z≥1×Z
let AS±∞(r, e) denote the ADHM invariants in the asymptotic chambers δ >> 0,
δ << 0 respectively. Then let
(1.6) Z±∞(q)r =
∑
e∈Z
qe−r(g−1)AS±∞(r, e).
be the formal generating function of such invariants for fixed rank r ≥ 1. According
to [5, Cor. 1.12] Z+∞(q)r is the generating function of degree r local stable pair
invariants of the data X = (X,M1,M2). Note that [4, Lemm. 2.3] implies that
AS+∞(r, e) = A
S
−∞(r,−e + 2r(g − 1)) for all (r, e) ∈ Z≥1 × Z. On the other hand,
for curves X of genus g ≥ 1, Theorem (1.1) implies that AS+∞(r, e) = A
S
−∞(r, e) for
all (r, e) ∈ Z≥1 × Z since in this case the invariants H(r, e) are zero. Therefore the
following holds.
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Corollary 1.2. If g ≥ 1, Z+∞(q)r is a polynomial in q, q−1 invariant under q ↔
q−1.
This implies that the strong rationality conjecture formulated in [14] holds for
the local stable pair theory of curves of genus g ≥ 1.
Further applications of Theorem (1.1) are presented in section (4.1) where it
is shown that the wallcrossing formula (1.4) is in agreement with the wallcrossing
formula of Kontsevich and Soibelman [13]. Moreover, it is also shown that formula
(1.4) is in agreement with the halo wallcrossing formula for D6-D2-D0 bound states
derived by Denef and Moore [3, Sect. 6.1.2] using supergravity arguments. A more
elaborate application of the above wallcrossing formulas to the cohomology of the
moduli spaces of Hitchin pairs on curves is presented in [1].
Acknowledgements. D.-E. D. would like to thank Arend Bayer, Ugo Bruzzo,
Daniel Jafferis, Dominic Joyce, Jan Manschot, Greg Moore, Sven Meinhart, Ken-
taro Nagao, Alexander Schmitt, Andrei Teleman, Yukinobu Toda, and especially
Ron Donagi, Liviu Nicolaescu and Tony Pantev for very helpful discussions, and
correspondence and to Ionut Ciocan-Fontanine, Bumsig Kim and Davesh Maulik
for collaboration on a related project. We are especially grateful to Dominic Joyce
for pointing out Lemma (3.1), which resulted in significant simplifications of the
original proofs. The work of D.-E. D. is partially supported by NSF grants PHY-
0555374-2006 and PHY-0854757-2009. The work of W.-y. C. was supported by
DOE grant DE-FG02-96ER40959.
2. Stack Function Algebras for ADHM Quiver Sheaves
This section explains how the formalism of stack functions and Ringel-Hall al-
gebras constructed by Joyce in [6]-[10], [9] can be applied to ADHM quiver sheaves
on a smooth projective curve X over C. Note that a detailed exposition of Joyce’s
results can be found for example in [17, Sect. 2], so we will restrict ourselves to a
brief recollection of the main steps of the construction.
2.1. Brief Review of Joyce Theory. Let F be an algebraic stack locally of finite
type over C with affine geometric stabilizers (that is, the automorphisms groups
of C-valued points of F are affine algebraic groups over C.) The space of stack
functions of F is a Q-vector space constructed as follows [7, Sect. 2.3].
• Consider pairs (X, ̺) where X is an algebraic C-stack of finite type with
affine geometric stabilizers and ̺ : X → F is a finite type morphism of
algebraic stacks.
• Two such pairs are said to be equivalent, (X, ̺) ∼ (X′, ̺′), if there is an
isomorphism of stacks X ≃ X′ so that the obvious triangle diagram is
commutative. Denote equivalence classes by [(X, ̺)].
• Suppose (X, ̺) is a pair as above, andY →֒ X is a closed substack. Then the
pair (X, ̺) yields two pairs (Y, ̺|Y) and (X\Y, ̺|X\Y). The stack function
space SF(F) is the Q-vector space generated by equivalence classes [(X, ̺)]
subject to the relation
[(X, ̺)] = [(Y, ̺|Y)] + [(X \Y, ̺|X\Y)].
SF(F) ⊆ SF(F) is the linear subspace generated by equivalence classes of
pairs [(X, ̺)] with ̺ representable.
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A central element in Joyce’s theory is the existence of an associative algebra
structure on the Q-vector space SF(F) when F is the moduli space of all objects in
a C-linear abelian category C satisfying certain assumptions [6, Assumption 7.1],
[6, Assumption 8.1]. The basic assumptions require C to be noetherian and artinian
and and all morphisms spaces in C to be finite dimensional complex vector spaces.
Natural C-bilinear composition maps of the form
Exti(B,C)× Extj(A,B)→ Exti+j(A,C)
are required to exist for 0 ≤ i, j ≤ 1, i + j = 0, 1 and all A,B,C objects of
C. Moreover, a quotient K(C) of the Grothendieck group K0(C) by some fixed
subgroup is also required, with the property that [A] = 0 in K(C) ⇒ A = 0 in C.
The cone spanned by classes of objects of C in K(C) will be denoted by C(C). The
complement of the class [0] ∈ C(C) will be denoted by C(C).
The remaining assumptions in [6, Assumption 7.1], [6, Assumption 8.1] will not
be listed in detail here. Essentially, one requires the existence of Artin moduli
stacks Ob(C), Ex(C), locally of finite type over C, parameterizing all objects of C,
respectively three term exact sequences
(2.1) 0→ A′ → A→ A′′ → 0
in C. Moreover there also exist natural projections
(2.2) p, p′, p′′ : Ex(A)→ Ob(C)
which are 1-morphisms of Artin stacks of finite type. There should also exist natural
disjoint union decompositions
(2.3)
Ob(C) =
∐
α∈C(C)
Ob(C, α)
Ex(C) =
∐
α,α′,α′′∈C(C)
α=α′+α′′
Ex(C, α, α′, α′′)
compatible with the forgetful morphisms (2.2). All this data should satisfy addi-
tional natural conditions which will not be explicitly stated here.
Granting assumptions [6, Assumption 7.1], [6, Assumption 8.1], one can define
a Q-bilinear operation ∗ : SF(Ob(C)) × SF(Ob(C)) → SF(Ob(C)) [7, Def. 1] as
follows. Given two stack functions [(Xi, fi)] ∈ SF(Ob(C)) set
(2.4) [(X2, f2)] ∗ [(X1, f1)] = [((p
′, p′′)∗(X1 × X2), p ◦ f)].
where the stack function in the right hand side of equation (2.4) is determined by
the following diagram
(2.5) (p′, p′′)∗(X1 × X2)

f
// Ex(C)
(p′,p′′)

p
// Ob(C)
X1 × X2
f1×f2
// Ob(C)×Ob(C)
According to [7, Thm. 5.2], (SF(Ob(C)), ∗, δ[0]) is an associative algebra with unity,
where δ[0] = [(Spec(C), 0)] is the stack function determined by the zero object in C.
For further reference, note that the construction of the associative stack function
algebra can be also applied with no modification to an exact subcategory A of C
(assuming that C satisfies the above assumptions.)
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Note also that an important element in the proof of wallcrossing formulas will be
a refinement of the stack function algebra, the Ringel-Hall Lie algebra SFindal (Ob(A)).
This is a Lie algebra over Q whose underling vector space is the linear subspace
of the stack function algebra spanned by stack functions with algebra stabilizers
supported on virtually indecomposable objects. We will not review all the relevant
definitions here since they will not be needed in the rest of the paper. We refer
to [7, Sect 5.1], [7, Sect. 5.2] for details. The important result for us [7, Thm.
5.17] is that this linear subspace is closed under the Lie bracket determined by the
associative product ∗ , therefore it has a Lie algebra structure.
2.2. Application to ADHM Quiver Sheaves. Let X be a smooth projective
curve over C. Let M1,M2 be fixed line bundles on X equipped with a fixed iso-
morphism M1 ⊗X M2
∼
−→K−1X . Recall that an abelian subcategory CX of ADHM
quiver sheaves with twisting data (M1,M2) has been defined in [4, Sect. 3.1]. For
completness, recall that the objects of CX are ADHM quiver sheaves on X with
E∞ = V ⊗OX , where V is a finite dimensional complex vector space. Morphisms
are natural morphisms of ADHM quiver sheaves with component at∞ of the form
f ⊗ 1OX , where f is a C-linear map.
Since the objects of CX are decorated pairs of coherent OX -modules, the basic
assumptions recalled in the previous section hold for CX . The quotient K(CX) of
the Grothendieck group of CX is isomorphic to the lattice Z3. The class of an object
E of CX is given by the triple (r, e, v) = (r(E), d(E), v(E)) ∈ Z≥0 × Z × Z≥0, where
r(E), d(E) are the rank, respectively degree of the underlying OX -module E, and
v(E) is the dimension of V .
Let AX be the exact full subcategory of CX consisting of locally free ADHM
quiver sheaves on X . According to [4, Lemma 5.2], there is a locally finite type
algebraic moduli stack Ob(X ) with affine geometric stabilizers parameterizing all
objects of AX . Moreover, [4, Lemma 5.2], there also exists an algebraic moduli
stack Ex(X ) of three term exact sequences of objects of AX , which is locally of
finite type over C.
Let F = Ob(X ) in the construction described in the previous section. The
remaining conditions in [6, Assumption 7.1] follow by analogy with [6, Thm. 10.10],
[7, Thm 10.12] since the objects of AX are decorated sheaves on X . In conclusion,
the construction of the associative product in [7, Def. 5.1] carries over to the
present situation. Therefore we obtain again an associative algebra with unity
(SF(Ob(X )), ∗, δ[0]) over Q. The construction of the Ringel-Hall Lie algebra of
virtually indecomposable representable stack functions with algebra stabilizers also
carries over to the present case, resulting in a Lie algebra SFindal (Ob(X )).
2.3. Stack function identities. According to [6, Cor. 5.6], for any stability pa-
rameter δ ∈ R and any splitting type t ∈ T there are open immersions
(2.6)
Obssδ (X , r, e, 1) →֒ Ob(X )≤1 →֒ Ob(X )
Obssδ (X , r, e, 0) →֒ Ob(X )≤1 →֒ Ob(X ).
The corresponding elements of the stack function algebra will be denoted by
dδ(α), h(α) ∈ SF(Ob(X )).
where α = (r, e) ∈ Z≥1 × Z.
Let δc ∈ R>0 be a critical stability parameter for ADHM sheaves on X of type
α = (r, e) ∈ Z≥1×Z. According to [4, Lemm. 4.13], any δc-semistable object of AX
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with v = 1 has a one-step Harder-Narasimhan filtration with respect to δ± stability,
where δ− < δc, δ+ > δc are noncritical stability parameters sufficiently close to δc.
More precisely, let ǫ± ∈ R>0 be positive real numbers as in [4, Lemm. 4.13], for
δi = δc. Let δ+ ∈ (δc, δc+ǫ+), δ− ∈ (δc−ǫ−, δc) be noncritical stability parameters
of type (r, e). For simplicity, the stack functions dδ±(α), dδc(α) will be denoted by
d±(α), dc(α) respectively. Given any numerical type α = (r, e) ∈ Z≥1 × Z, set and
µ(α) =
e
r
, µ±(α) = µ(α) +
δ±
r
, µc(α) = µ(α) +
δc
r
provided that r(t) 6= 0.
Then the following lemma holds.
Lemma 2.1. The following relations hold in SF(Ob(X )≤1)
(2.7)
dc(α) =
∑
α1,α2∈Z≥1×Z
α1+α2=α
µc(α1)=µ(α2)=µc(α)
h(α2) ∗ d+(α1) dc(α) =
∑
α1,α2∈Z≥1×Z
α1+α2=α
µc(α1)=µ(α2)=µc(α)
d−(α1) ∗ h(α2)
where the sums in the right hand sides of equations (2.7) are finite.
Proof. Given [4, Lemm. 4.13], theorem [10, Thm 5.11] applies to the present
case, yielding formulas (2.7). Finiteness is obvious from the summation conditions.

The important point in the following is that relations (2.7) can be inverted
according to [10, Thm 5.12]. In order to write down the inverse relations, for any
l ∈ Z≥1 and any 1 ≤ j ≤ l define
(2.8)
S
(l,j)
δc
(α) =
{
(α1, . . . , αl) ∈ (Z≥1 × Z)
×l
∣∣∣∣
l∑
i=1
αi = α,
µ(αi) = µc(α), 1 ≤ i ≤ l, i 6= j, µc(αj) = µc(α)
}
Obviously, S
(l,j)
δc
(α) is a finite set for fixed α, l, j.
Then [10, Thm 5.12] implies the following
Lemma 2.2. The following relations hold in SF(Ob(X ))
(2.9)
d+(α) = dc(α) +
∑
l≥2
(−1)l−1
∑
(α1,...,αl)∈S
(l,l)
δc
(α)
h(α1) ∗ · · · ∗ h(αl−1) ∗ dc(αl)
d−(α) = dc(α) +
∑
l≥2
(−1)l−1
∑
(α1,...,αl)∈S
(l,1)
δc
(α)
dc(α1) ∗ h(α2) ∗ · · · ∗ h(αl)
where the sums in the right hand sides of equations (2.9) are finite.
Proof. We will check only the first equation in (2.9) since the second is entirely
analogous. According to [10, Thm 5.12], inverting the first relation in (2.7) yields
d+(α) =
∑
l≥1
(−1)l−1
l∑
j=1
∑
(α1,...,αl)∈S
(l,j)
δc
(α)
µj+(α1+···+αk)<µ
j
+(αk+1+···+αl)
h(α1) ∗ · · · ∗ dc(αj) ∗ · · · ∗ h(αl)
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where
µj+(α1 + · · ·+ αk) =
{
µ(α1 + · · ·+ αk) for k < j
µ+(α1 + · · ·+ αk) for k ≥ j
µj+(αk+1 + · · ·+ αl) =
{
µ(αk+1 · · ·+ αl) for k ≥ j
µ+(αk+1 + · · ·+ αl) for k < j
for any l ≥ 2 and any 1 ≤ k ≤ l − 1. However, using the relations
µ(αi) = µc(αj) = µc(α)
in (2.8) and δ+ > δc, it is straightforward to prove that the inequality
µj+(α1 + · · ·+ αk) < µ
j
+(αk+1 + · · ·+ αl)
is satisfied if and only if j = l.

Lemmas (2.1), (2.2) imply the following corollary, which follows by direct sub-
stitution.
Corollary 2.3. Under the conditions of lemmas (2.1), (2.2) the following relations
hold in the stack function algebra SF (Ob(X )).
(2.10)
d+(α) − d−(α) =
∑
l≥2
(−1)l
∑
(α1,...,αl)∈S
(l,l)
δc
(α)
h(α1) ∗ · · · ∗ [d−(αl), h(αl−1)]
Next note that since the sum in the right hand side of equation (2.10) is finite,
the parameter δ− ∈ R>0 can be chosen to be noncritical with respect to all types αl
so that d−(αl) 6= 0. This implies that any S-fixed δ−-semistable object of splitting
type αl is δ−-stable. Since δ± have been chosen noncritical of type (r, e) the same
holds for δ±-semistable objects of splitting type α. In particular the automorphism
group of all such objects is isomorphic to C×, according to [4, Lemm. 3.7]. Given
the definition of virtually indecomposable objects with algebra stabilizers [7, Sect.
5.1-5.2], this implies that the stack functions d±(α), d−(αl) belong to the Lie algebra
SFindal (Ob(X )) for all possible splitting types αl in the right hand side of equation
(2.10).
However, the stack functions h(αi) in the same equation do not satisfy this
property for arbitrary splitting type αi, since strictly semistable Higgs sheaves will
be present. Then one has to use [8, Thm. 8.7] in order to construct virtually
indecomposable log stack functions g(α) as follows
(2.11)
g(α) =
∑
l≥1
(−1)l−1
l
∑
α1,...,αl∈Z≥1×Z
α1+···+αl=α
µ(αi)=µ(α), 1≤i≤l
h(α1) ∗ · · · ∗ h(αl)
where the sum in the right hand side is finite. Then [8, Thm. 8.7] implies that
g(α) is an element of the Lie algebra SFindal (Ob(X )). Moreover, the following inverse
relation holds [8, Thm 8.2]
(2.12)
h(α) =
∑
l≥1
1
l!
∑
α1,...,αl∈Z≥1×Z
α1+···+αl=α
µ(αi)=µ(α), 1≤i≤l
g(α1) ∗ · · · ∗ g(αl)
where the sum in the right hand side is again finite.
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Lemma 2.4. The following relation holds in SFindal (Ob(X ))
(2.13)
d+(α) − d−(α) =
∑
l≥2
(−1)l−1
(l − 1)!
∑
(α1,...,αl)∈S
(l,l)
δc
(α)
[g(α1), · · · [g(αl−1), d−(αl)] · · · ]
Proof. Expanding the commutators in each term in the right hand side of equa-
tion (2.13) yields
[g(α1), · · · [g(αl−1), d−(αl)] · · · ] =
l−1∑
k=0
l−1∑
i1,...,ik=1
i1<···<ik
l∑
j1,...,jl−1−k∈{2,...,l}\{i1,...,ik}
j1<···<jl−1−k
(−1)kg(αi1 ) ∗ · · · ∗ g(αik) ∗ d−(αl) ∗ g(αjl−1−k ) ∗ · · · g(αj1)
where, by convention, {i1, . . . , ik} = ∅, {j1, . . . , jl−1−k} = {1, . . . , l − 1} if k = 0,
respectively {i1, . . . , ik} = {1, . . . , l−1}, {j1, . . . , jl−1−k} = ∅ if k = l−1. Summing
over all values of (α1, . . . , αl) ∈ S
(l,l)
δc
(α) for fixed l ≥ 2 yields
(2.14)
(−1)l−1
(l − 1)!
∑
(α1,...,αl)∈S
(l,l)
δc
(α)
l−1∑
k=0
(−1)k
(
l − 1
k
)
g(α1)∗· · ·∗g(αk)∗d−(αl)∗g(αk+1)∗· · ·∗g(αl−1).
employing similar conventions. Substituting (2.12) in (2.10), we obtain
(2.15)
d+(α)− d−(α) =∑
p≥2
(−1)p
∑
(α1,...,αp)∈S
(p,p)
δc
(α)
∑
m1≥1
∑
(β1,1,...,β1,m1)∈S
(m1)(α1)
· · ·
∑
mp−1≥1
∑
(βp−1,1,...,βp−1,mp−1)∈S
(mp−1)(αp−1)
1
m1! · · ·mp−1!
g(β1,1) ∗ · · · ∗ g(β1,m1) ∗ g(β2,1) ∗ · · · ∗ g(β2,m2) ∗ · · ·
∗ [d−(βp), g(βp−1,1) ∗ · · · ∗ g(βp−1,mp−1)]
where
S
(m)(α) =
{
(β1, . . . , βm) ∈ (Z≥1 × Z)
m
∣∣β1 + · · ·+ βm = α, µ(β1) = · · · = µ(βm)}
for any m ≥ 1 and any α ∈ Z≥1 × Z.
The right hand side of (2.15) can be rewritten as
(2.16)
d+(α)− d−(α) =∑
p≥2
(−1)p
∑
m1,...,mp−1≥1
∑
(β1,1,...,β1,m1 ,...,βp−1,1,...,βp−1,mp−1 ,βl)∈S
(l,l)
δc
(α)
1
m1! · · ·mp−1!
g(β1,1) ∗ · · · ∗ g(β1,m1) ∗ g(β2,1) ∗ · · · ∗ g(β2,m2) ∗ · · · ∗ [d−(βl), g(βp−1,1) ∗ · · · ∗ g(βp−1,mp−1)]
where l = m1 + · · ·+mp−1 + 1.
Note that for fixed (p, l) in the right hand side of (2.16) we sum over ordered
sequences (m1, . . . ,mp−1) ∈ Z
p−1
>0 satisfying m1 + · · · +mp−1 = l − 1. For p ≥ 3
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there are exactly two monomials associated to each such ordered sequence, namely
g(β1)∗· · ·∗g(βl−1)∗d−(βl) and g(β1)∗· · ·∗g(βk)∗d−(βl)∗g(βk+1)∗· · ·∗g(βl−1)
with 1 ≤ k = mp−2 ≤ l − 1. The same statement holds for p = 2, except that the
second monomial in the above equation reads d−(βl) ∗ g(βk+1) ∗ · · · ∗ g(βl−1).
Given an arbitrary monomial of the form
(2.17) g(β1) ∗ · · · ∗ g(βl−1) ∗ d−(βl)
with fixed l ≥ 2 and fixed (t1, . . . , tl) ∈ S
(l,l)
δc
(α) there is an obvious one-to-one
correspondence between ordered sequences (m1, . . . ,mp−1) and partitions of the
ordered sequence (β1, . . . , βl−1) of the form
(2.18)
(
β1, . . . , βm1 | . . . | βl−mp . . . βl−1
)
.
Moreover, the sequence (m1, . . . ,mp−1) also determines a length (p− 1) unordered
partition λ(m1,...,mp−1) = (1
j1 , . . . , sjs) of (l−1), which will be called the underlying
partition of the sequence (m1, . . . ,mp−1). The factor
1
m1! · · ·mp−1!
=
1
(1!)j1 · · · (s!)js
depends only on the underlying partition λ(m1,...,mp−1). Conversely, for a fixed
length (p− 1) partition λ = (1j1 , 2j2 , . . . , sjs) of (l − 1), there are
(p− 1)!
j1!j2! · · · js!
distinct ordered sequences (m1, . . . ,mp−1) as above with underlying partition λ.
Each such sequence corresponds to a partition of the set (β1, . . . , βl−1) of the form
(2.18).
Similar arguments apply to any monomial of the form
(2.19) g(β1) ∗ · · · ∗ g(βk) ∗ d−(βl) ∗ g(βk+1) ∗ · · · ∗ g(βl−1)
with 1 ≤ k ≤ l−1. For p ≥ 3, there is a one-to-one correspondence between ordered
sequences (m1, . . . ,mp−2) with mp−2 = k and partitions of the ordered sequence
(β1, . . . , βk) of the form
(2.20)
(
β1, . . . , βm1 | . . . | βmp−3+1 . . . βk
)
Moreover, an ordered sequence (m1, . . . ,mp−2) as above also determines a length
(p− 2) partition of k, λ(m1,...,mp−2) = (1
s1 , . . . , sjs). The following relation holds
1
m1! · · ·mp−2!
=
1
(1!)j1 · · · (s!)js
.
Conversely, for a length (p− 2) partition of k, λ = (1s1 , . . . , sjs) there are
(p− 2)!
j1! · · · js!
distinct ordered sequences (m1, . . . ,mp−2) with underlying partition λ.
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In conclusion, the right hand side of (2.16) can be further rewritten as follows
(2.21)
d+(α)− d−(α) =
∑
l≥2
∑
(β1,β2,...,βl)∈β
(l,l)
δc,β
l−1∑
k=0
ck(β1, . . . , βl)g(β1) ∗ · · · ∗ g(βk) ∗ d−(βl) ∗ g(βk+1) ∗ · · · ∗ g(βl−1)
where the coefficients ck(β1, . . . , βl) are given by
cl−1(β1, . . . , βl) = −
∑
p≥2
(−1)p
∑
λ∈Pp−1(l−1)
λ=(1j1 ,2j2 ,...,sjs )
(p− 1)!
j1!j2! · · · js!
1
(1!)j1 · · · (s!)js
ck(β1, . . . , βl) =
1
(l − k − 1)!
∑
p≥3
(−1)p
∑
λ∈Pp−2(k)
λ=(1j1 ,2j2 ,...,sjs )
(p− 2)!
j1!j2! · · · js!
1
(1!)j1 · · · (s!)js
for 1 ≤ k ≤ l − 2, l ≥ 3, and
c0(β1, . . . , βl) =
1
(l − 1)!
if k = 0. Here, where Pp−1(l − 1) denotes the set of length (p − 1) partitions of
(l − 1), Pp−2(k) denotes the set of length (p− 2) partitions of k.
Next note that the coefficients ck(β1, . . . , βl) may be expressed in terms of Bell
polynomials
cl−1(β1, . . . , βl) =
1
(l − 1)!
∑
p≥2
(−1)p−1(p− 1)!Bl−1,p−1(1, 1, . . . , 1)
respectively
ck(β1, . . . , βl) =
1
k! (l − k − 1)!
∑
p≥2
(−1)p−2(p− 2)!Bl−k−1,p−2(1, 1, . . . , 1).
for 1 ≤ k ≤ l − 2, l ≥ 3. Some basic facts on Bell polynomials are recalled fro
convenience in appendix A. Then a special case of the Faa` di Bruno formula (see
equation (A.3)) yields
cl−1(β1, . . . , βl) =
(−1)l−1
(l − 1)!
ck(β1, . . . , βl) =
(−1)l−k−1
k! (l − k − 1)!
=
(−1)l−k
(l − 1)!
(
l − k − 1
k
)
.
Therefore, taking into account equation (2.14), the final formula for the difference
d+(α) − d−(α) is indeed (2.13).

Analogous arguments yield an identity relating the stack functions d±(α) where
δ+ ∈ R>0, δ− ∈ R<0 are stability parameters sufficiently close to the origin. More
precisely, take δ+ < ǫ+, δ− > ǫ−, where ǫ± are as in [4, Lemm. 4.15]. Let o
be the stack function determined by the moduli stack of objects of AX of type
(r, e, v) = (0, 0, 1). Note that any such object is isomorphic to O = (0,C, 0, 0, 0, 0)
and the moduli stack in question is isomorphic to the quotient stack [∗/C×]. Let
S
(l)
0 (α) be the set obtained by setting δc = 0 in equation in (2.8), which then
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becomes independent of 1 ≤ j ≤ l. Then, in complete analogy with lemmas (2.1),
(2.2), (2.4),
Lemma 2.5. The following identity holds in the Ringel-Hall Lie algebra SFindal (Ob(X ))
(2.22)
d+(α)− d−(α) =
∑
l≥2
(−1)l−1
(l − 1)!
∑
(α1,...,αl)∈S
(l)
0 (α)
[g(α1), · · · [g(αl−1), d−(α)l] · · · ]
+
∑
l≥1
(−1)l
l!
∑
(α1,...,αl)∈S
(l)
0 (α)
[g(α1), · · · [g(αl), o] · · · ]
where the sum in the right hand side of equation (2.22) is finite.
3. Wallcrossing Formulas
In this section we prove theorems (1.1) and (1.2).
3.1. ADHM invariants via Behrend’s constructible function. In order to
derive wallcrossing formulas using the formalism of Joyce and Song, the ADHM
invariants must be first expressed in terms of Behrend’s weighted Euler character-
istic. This is the content of the following lemma, which was pointed out by Dominic
Joyce.
Lemma 3.1. Let δ ∈ R>0 be a noncritical stability parameter of type (r, e). Then
(3.1) ASδ (r, e) = χ
B(Mssδ (X , r, e))
where the right hand side of equation (3.1) is Behrend’s weighted Euler character-
istic of the algebraic space Mssδ (X , r, e).
Proof. Recall that the ADHM invariant ASδ (r, e) is defined by virtual integration
on the fixed locus Mδ(X , r, e)S
ASδ (r, e) =
∫
[Mss
δ
(X ,r,e)S]
eS(N
vir
Mss
δ
(X ,r,e)S/Mss
δ
(X ,r,e))
−1
The virtual cycle of the fixed locus is determined by the fixed part of the perfect
tangent-obstruction theory of the moduli space restricted to the fixed locus. Since
the perfect tangent-obstruction theory of Mδ(X , r, e) is S-equivariant symmetric it
follows that the induced tangent-obstruction theory of the fixed locus is symmetric.
Therefore the resulting virtual cycle is a 0-cycle.
The virtual normal bundle Nvir
Mδ(X ,r,e)S/Mδ(X ,r,e)
is determined by the S-moving
part of the perfect obstruction theory of Mssδ (X , r, e) restricted to Mδ(X , r, e)
S,
which is also S-equivariant symmetric. By construction, the virtual normal bundle
Nvir
Mδ(X ,r,e)S/Mδ(X ,r,e)
is an equivariant K-theory class of the form
(3.2) Em1 − E
m
2 ,
where Em1 is an equivariant locally free sheaf on Mδ(X , r, e)
S and Em2 is its (equi-
variant) dual. Moreover, the character decomposition of Em1 does not contain the
trivial character.
Since the virtual cycle of the fixed locus is a 0-cycle, it suffices to compute the
equivariant Euler class eS(N
vir
Mδ(X ,r,e)S/Mδ(X ,r,e)
∣∣
m
) of the restriction of the virtual
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normal bundle to a closed point M of the fixed locus. Let E be the S-fixed δ-stable
ADHM sheaf on X corresponding toM. Then, given the construction of the perfect
tangent-obstruction theory in [4, Sect. 5.4] it follows that
NvirMδ(X ,r,e)S/Mδ(X ,r,e)
∣∣
m
= Ext1(E , E)m − Ext2(E , E)m
where Extk(E , E)m, k = 1, 2 denotes the moving part of the ext group Extk(E , E)
in the abelian category AX . Moreover, using [4, Prop. 3.15], it is straightforward
to check that there is an equivariant isomorphism Ext2(E , E)m ≃ (Ext1(E , E)m)∨.
This implies that
(3.3) eS(N
vir
Mδ(X ,r,e)S/Mδ(X ,r,e)
∣∣
m
) = (−1)dimExt
1(E,E)m .
Since the virtual normal bundle is a K-theory class of the form (3.2), the right
hand side of equation (3.3) must be independent of E when M varies within a
connected component Ξ of the fixed locus. This can be in fact confirmed by a
direct computation based on the locally free complex given in [4, Prop. 3.15], but
the details will not be needed in the following. Let σ(Ξ) denote the common value
of (−1)dimExt
1(E,E)m for all closed points M ∈ Ξ. Then we obtain
(3.4) A
S
δ (r, e)t =
∑
Ξ
σ(Ξ)
∫
[Ξ]vir
1 =
∑
Ξ
σ(Ξ)χB(Ξ)
where χB(Ξ) denotes the weighted Euler character of the connected component Ξ
of the fixed locus. Next we claim that for any Ξ
(3.5) σ(Ξ)χB(Ξ) = χ(Ξ, ν|Ξ),
where ν is Behrend’s constructible function of the moduli space Mssδ (X , r, e).
Let E be an S-fixed δ-stable ADHM sheaf corresponding to a closed point M ∈
Ξ as above. Then [4, Thm. 7.1] implies that the moduli space Mssδ (X , r, e) is
analytically locally isomorphic nearM to the critical locus of a holomorphic function
Φ : U → C, where U ⊂ Ext1(E , E) is an analytic open neighborhood of the origin.
Moreover, given the construction in [4, Sect. 7], U,Φ can be naturally chosen so
that U is preserved by the induced S-action on Ext1(E , E), and Φ is S-invariant. In
particular, Φ yields a holomorphic function ΦS on the fixed locus US ⊂ U so that
Ξ is analytically locally isomorphic to the critical locus of ΦS. Then
ν([E ]) = (−1)dim(Ext
1(E,E))(1 − χtop(MF (Φ, 0)))
where MF (Φ, 0) is the Milnor fiber of Φ at 0 ∈ U , and χtop denotes the topological
Euler characteristic. Furthermore
νΞ([E ]) = (−1)
dim(Ext1(E,E)f )(1− χtop(MF (Φ
S, 0))).
where νΞ is Behrend’s constructible function of the fixed locus Ξ, and
χtop(MF (Φ, 0)) = χtop(MF (Φ
S, 0)).
Therefore
ν([E ]) = (−1)dim(Ext
1(E,E)m)νΞ([E ]),
which implies that
(3.6) σ(Ξ)χB(Ξ) = χ(Ξ, ν|Ξ).
Since Ξ are the connected components of the S-fixed locus, equation (3.1) then
follows easily.

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3.2. Counting invariants and wallcrossing. Let E1, E2 be two locally free ADHM
sheaves on X of numerical types (r1, e1, 1), (r2, e2, 0). Let
χ(E1, E2) = dimExt
0(E1, E2)− dimExt
1(E1, E2)
− dimExt0(E2, E1) + dimExt
1(E2, E1).
According to [4, Lemm. 7.3],
χ(E1, E2) = e2 − r2(g − 1)
depends only of the numerical types of the two objects. Abusing notation, we will
also denote by χ the resulting bilinear form on numerical invariants.
Now let L(X )≤1 be the Q-vector space spanned by the formal symbols λα, λ(α,1),
α ∈ Z≥1 × Z. Then the following antisymmetric bilinear form
(3.7)
[λα1 , λα2 ]≤1 = 0
[λ(α1,1), λα2 ]≤1 = −[λ
α2 , λ(α1,1)]≤1 = (−1)
e2−r2(g−1)(e2 − r2(g − 1))λ
(α1+α2,1)
[λ(α1,1), λ(α2,1)]≤1 = 0
defines a Q-Lie algebra structure on L(X )≤1.
Let SFindal (Ob(X ))≤1 be the truncation of the Q-vector space SF
ind
al (Ob(X )) to
stack functions [(X, ̺)] so that ̺ factors through the open immersion Ob(X )S≤1 →֒
Ob(X )S. Using the Lie algebra structure [ , ] on SFindal (Ob(X )), we define a trun-
cated Lie algebra structure [ , ]≤1 on SF
ind
al (Ob(X )
S)≤1 which is equal to [ , ] if
the arguments satisfy v1 + v2 ≤ 1 and vanishes identically if both arguments are
elements with v = 1.
Now let ν denote the Behrend constructible function of the algebraic stack
Ob(X )S≤1 defined in [11, Prop. 4.4]. Then, given [4, Thm 7.2], [4, Lemm. 7.3]
and [4, Thm. 7.4], the following theorem holds by analogy with [11, Thm. 5.12].
Theorem 3.2. There exists a Lie algebra morphism
(3.8) Ψ : SFindal (Ob(X ))≤1 → L(X )≤1
which maps an element of SFindal (Ob(X ))≤1 of numerical type α, respectively (α, 1),
α ∈ Z≥1 × Z to Qλ
α, respectively Qλ(α,1).
Moreover, suppose [(X, ̺)] is an element of SFindal (Ob(X ))≤1 of type (α, 1), where
X→ X is a C×-gerbe over an algebraic space X of finite type over C, and ̺ : X→
Ob(X )S≤1 is an open immersion. Then
(3.9) Ψ([(X, ̺)]) = −χB(X)λ(α,1)
were χB(X) is Behrend’s weighted Euler characteristic of the algebraic space X.
Recall that according to [4, Cor. 5.5] for any noncritical stability parameter of
type (r, e) ∈ Z≥1 × Z and the moduli stack Ob
ss
δ (X , r, e, 1) is a C
×-gerbe over the
algebraic moduli space Mssδ (X , r, e) of δ-semistable ADHM sheaves of type (r, e).
Then theorem (3.2) lemma (3.1) imply
Corollary 3.3. Let δ ∈ R>0 be a noncritical stability parameter of type (r, e) ∈
Z≥1 × Z. Then
(3.10) Ψ(dδ(α)) = −A
S
δ (r, e)λ
(α,1).
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In order to formulate a wallcrossing result for ADHM invariants, one has to also
define Higgs sheaf invariants by
(3.11) Ψ(g(α)) = −H(r, e)λα
for any α = (r, e) ∈ Z≥1 × Z.
By analogy with [11], define the invariants H
S
(r, e) by the multicover formula
(3.12) H(r, e) =
∑
m≥1
m|r, m|e
1
m2
H(r/m, e/m).
Conjecturally, H(r, e) are Z-valued invariants.
Proof of Theorem (1.1). Formulas (1.4) and (1.5) follow by a simple computa-
tion applying the Lie algebra morphism Ψ of theorem (3.2) to the stack function
identities derived in lemmas (2.4), respectively (2.5).

4. Applications
4.1. Comparison with Kontsevich-Soibelman formula. In this section we
specialize the wallcrossing formula of Kontsevich and Soibelman [13] to ADHM
invariants, and prove that it implies equation (1.4). Recall that locally free ADHM
quiver sheaves onX have a numerical invariants of the form (r, e, v) ∈ Z≥0×Z×Z≥0.
The pair (r, e) is denoted by α in theorem (1.1). Let eα = λ
α, fα = λ
(α,1), α ∈
Z≥1 × Z be alternative notation for the generators of the Lie algebra L(X )≥1.
Therefore
(4.1)
[eα1 , eα2 ]≤1 = 0
[fα1 , fα2 ]≤1 = 0
[fα1 , eα2 ]≤1 = χ(α1, α2)fα1+α2
where χ(α1, α2) = (−1)
e2−r2(g−1)(e2 − r2(g − 1)).
Let δc ∈ R>0 be a critical stability parameter of type (r, e) ∈ Z≥1 × Z as in
theorem (1.1). Then there exist α, β ∈ Z≥1 × Z, with
(4.2) µc(α) = µ(β) = µc(α)
so that any η ∈ Z≥1 × Z with
µc(η) = µc(α)
is uniquely written as
η = α+ qβ, q ∈ Z≥0
and any ρ ∈ Z≥1 × Z with
µ(ρ) = µc(α)
is uniquely written as
ρ = qβ, q ∈ Z≥0.
Therefore α and β generate a subcone of Z≥1×Z consisting of elements of δc-slope
equal to µc(α).
For any q ∈ Z≥0 define to be the following formal expressions
(4.3) Uα+qβ = exp(fα+qβ) Uqβ = exp(
∑
m≥1
emqβ
m2
)
16 WU-YEN CHUANG, DUILIU-EMANUEL DIACONESCU, GUANG PAN
In this context, the wallcrossing formula of Kontsevich and Soibelman [13] reads
(4.4)
∏
q≥0, q↑
U
H(qβ)
qβ
∏
q≥0, q↑
U
AS+(α+qβ)
α+qβ =
∏
q≥0, q↑
U
AS−(α+qβ)
α+qβ
∏
q≥0, q↓
U
H(qβ)
qβ ,
where an up, respectively down arrow means that the factors in the corresponding
product are taken in increasing, respectively decreasing order of q.
In the following we will prove that equation (4.4) implies the wallcrossing formula
(1.4). First note that given equation (4.1), the formal operators U commute within
each product over q in equation (4.4). Therefore (4.4) can be rewritten as
exp
( ∑
m≥1
∑
q≥0
H(mqβ)
emqβ
m2
)∏
q≥0
U
AS+(α+qβ)
α+qβ =
∏
q≥0
U
AS−(α+qβ)
α+qβ exp
( ∑
m≥1
∑
q≥0
H(mqβ)
emqβ
m2
)
This formula can be rewritten in terms of the rational invariants H(α) using (3.12).
We obtain
(4.5) exp
(∑
q≥0
H(qβ)eqβ
)∏
q≥0
U
AS+(α+qβ)
α+qβ =
∏
q≥0
U
AS−(α+qβ)
α+qβ exp
(∑
q≥0
H(qβ)eqβ
)
Let us denote by
H =
∑
q≥0
H(qβ)eqβ .
Therefore we obtain
(4.6)
∏
q≥0
U
AS+(α+qβ)
α+qβ = exp(−H)
∏
q≥0
U
AS−(α+qβ)
α+qβ exp(H).
Using again the Lie algebra structure (4.1), note that
∏
q≥0
U
AS±(α+qβ)
α+qβ = exp
(∑
q≥0
AS±(α+ qβ)fα+qβ
)
Therefore equation (4.6)) simplifies to
(4.7) exp
(∑
q≥0
AS+(α+ qβ)fα+qβ
)
= exp(−H) exp
(∑
q≥0
AS−(α+ qβ)fα+qβ
)
exp(H).
Now let us recall the following form of the BCH formula:
(4.8)
exp(A)exp(B)exp(−A) = exp(
∑
n=0
1
n!
(Ad(A))nB)
= exp(B + [A,B] +
1
2
[A, [A,B]] + · · · )
Using this formula in (4.7), we obtain
(4.9)
exp
(∑
q≥0
AS+(α+ qβ)fα+qβ
)
=
exp
(∑
q≥0
AS−(α+ qβ)
∑
l≥1
∑
q1,...,ql≥1
(−1)l
l!
l∏
i=1
(−1)χ(α,qiβ)χ(α, qiβ)H(qiβ)fα+(q+q1+···+ql)β
)
Finally, identifying the coefficients of a given Lie algebra generator fα+pβ we obtain
the wallcrossing formula (1.4).
CHAMBER STRUCTURE AND WALLCROSSING IN THE ADHM THEORY OF CURVES II17
4.2. Comparison with Denef-Moore halo formula. Suppose X is a genus zero
curve such that the Higgs sheaf invariantsH(r, e) may be nontrivial. Employing the
notation introduced in the previous subsection, consider the following generating
functions
Z±(q, v) =
∑
p≥0
ASδ±(α+ pβ)q
pn(β)vpr(β),
where α = (r(α), e(α)), β = (r(β), e(β)) and n(β) = e(β)− r(β)(g − 1). Then the
wallcrossing formula (1.4) yields
Z+(q, v) =
∑
l≥0
(−1)l
l!
(∑
p≥0
ASδ−(α+ pβ)q
pn(β)vpr(β)
)
(∑
p≥0
(−1)χ(α,pβ)χ(α, pβ)H(pβ)qpn(β)vpr(β)
)l
.
Using the multicover formula (3.12), this expression becomes
Z+(q, v) = Z−(q, v)exp
[
−
∑
k,p≥0
1
k
(−1)kpχ(α,β)χ(α, pβ)H(pβ)qkpn(β)vkpr(β)
]
= Z−(q, v)exp
[∑
p≥0
χ(α, pβ)H(pβ)ln
(
1− (−1)pχ(α,β)qpn(β)
)]
= Z−(q, v)
∏
p≥0
(
1− (−1)pχ(α,β)qpn(β)vpr(β)
)χ(α,pβ)H(pβ)
This formula in agreement with the halo formula [3, Eqn. 6.17].
Appendix A. Bell Polynomials
In this section we summarize some basic facts concerning Bell polynomials used
in the proof of lemma (2.4) following [2, Sect. 3.3-3.4].
Let Pk(n) be the set of unordered length k ≥ 1 partitions of a positive integer
n ≥ 1. A partition λ ∈ Pk(n) is determined by a sequence (j1, . . . , jn−k+1) of
non-negative integers satisfying
j1 + 2j2 + · · · = n, j1 + j2 + · · · = k.
Then we write λ = (1j1 , 2j2 , . . .). For us, the Bell polynomial Bn,k(x1, . . . , xn−k+1)
will be defined by the following formula
(A.1)
Bn,k(x1, . . . , xn−k+1) =∑
λ∈Pk(n)
n!
j1!j2! · · · jn−k+1!
1
(1!)j1(2!)j2 · · · ((n− k + 1)!)jn−k+1
xj11 x
j2
2 · · ·x
jn−k+1
n−k+1
The power series version of Faa` di Bruno’s formula is the following identity (see [2,
Thm.A, Sect. 3.4]. Let
f(x) =
∞∑
n=1
an
n!
xn g(x) =
∞∑
n=1
bn
n!
xn
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be formal power series with complex coefficients. Then
(A.2) g(f(x)) =
∞∑
n=1
1
n!
n∑
k=1
bkBn,k(a1, . . . , an−k+1)x
n.
Now let
f(x) = ex − 1 =
∞∑
n=1
xn
n!
g(x) = −
x
1 + x
=
∞∑
n=1
(−1)nxn
Then
g(f(x)) = −1− e−x =
∞∑
n=1
(−1)n
n!
xn,
and equation (A.2) yields
(A.3)
n∑
k=1
(−1)kk!Bn,k(1, . . . , 1) = (−1)
n.
References
[1] W.-y. Chuang, D.-E. Diaconescu, and G. Pan. Wallcrossing and Cohomology of the moduli
space of Hitchin pairs. arXiv:1004.4195.
[2] L. Comtet. Advanced combinatorics. D. Reidel Publishing Co., Dordrecht, enlarged edition,
1974. The art of finite and infinite expansions.
[3] F. Denef and G. W. Moore. Split states, entropy enigmas, holes and halos. arXi.org:hep-
th/0702146.
[4] D.-E. Diaconescu. Chamber structure and wallcrossing in the ADHM theory of curves I.
arXiv:0904.4451.
[5] D. E. Diaconescu. Moduli of ADHM sheaves and local Donaldson-Thomas theory.
arXiv.org:0801.0820.
[6] D. Joyce. Configurations in abelian categories. I. Basic properties and moduli stacks. Adv.
Math., 203(1):194–255, 2006.
[7] D. Joyce. Configurations in abelian categories. II. Ringel-Hall algebras. Adv. Math.,
210(2):635–706, 2007.
[8] D. Joyce. Configurations in abelian categories. III. Stability conditions and identities. Adv.
Math., 215(1):153–219, 2007.
[9] D. Joyce. Motivic invariants of Artin stacks and ‘stack functions’. Q. J. Math., 58(3):345–392,
2007.
[10] D. Joyce. Configurations in abelian categories. IV. Invariants and changing stability condi-
tions. Adv. Math., 217(1):125–204, 2008.
[11] D. Joyce and Y. Song. A theory of generalized Donaldson-Thomas invariants. I. An invariant
counting stable pairs. arxiv.org:0810.5645.
[12] B. Kim and H. Lee. Wall-crossings for twisted quiver bundles. arXiv:1101.4156.
[13] M. Kontsevich and Y. Soibelman. Stability structures, Donaldson-Thomas invariants and
cluster transformations. arXiv.org:0811.2435.
[14] R. Pandharipande and R. P. Thomas. Curve counting via stable pairs in the derived category.
Invent. Math., 178(2):407–447, 2009.
[15] J. Stoppa and R. Thomas. Hilbert schemes and stable pairs: GIT and derived category wall
crossings. arXiv.org:0903.1444.
[16] Y. Toda. Curve counting theories via stable objects I. DT/PT correspondence.
arXiv.org:0902.4371.
[17] Y. Toda. Generating functions of stable pair invariants via wall-crossings in derived categories.
arXiv.org:0806.0062.
