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Abstract 
Maintaining power system stability is essential for the safe operation of an 
electrical power network. Due to the growing demand in electricity, many power 
systems are operating more frequently at or near their maximum capacity. In such 
high power transfer situations, rotor angle transient stability can be at risk. The 
system can be vulnerable to separation due to a significant transient disturbance, such 
as a fault on a transmission line or a loss of generation. In many power systems, the 
electromechanical wave propagation phenomenon is observed by monitoring devices 
when a large disturbance occurs. This travelling wave phenomenon is characterized 
by a delayed variation of the generator rotor angles and load bus voltage phase 
angles spatially moving away from the disturbance initiation point. If not properly 
attenuated by control devices, this travelling wave can negatively influence the 
reliable power transfer limits of the network, cause a large number of generators to 
lose synchronism, and even lead to widespread blackouts.  
This thesis investigates the characteristics of the travelling wave in both one-
dimensional and two-dimensional systems and identifies the type of system which is 
most vulnerable to the impact of travelling waves. Through the derivation of the 
wave split rule, the survivability of certain interarea transmission links can be 
determined. This thesis provides four innovative control implications based on the 
travelling wave interpretation of transient stability: ‘(1) critical region for a stressed 
link near the end of a longitudinal system due to wave reflection’, ‘(2) dispersed 
control in a path in a uniform loading longitudinal system’, ‘(3) placement of 
controllers considering structure and load distribution in a system’, and ‘(4) refined 
localised transient stability enhancement’. Through the travelling wave phenomenon, 
this research offers an explanation for the applicability of the localised transient 
stability method. Another new aspect that is introduced here is the consideration of 
the transient stability of the critical link instead of the entire split critical cutset for 
power system stability assessment and enhancement. All of these control strategies 
can successfully enhance transient stability in terms of maximum fault duration and 
increased maximum power transfer under contingencies. This research can assist 
power engineers in designing more robust and effective control strategies.  
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Chapter 1: Introduction 
1.1 BACKGROUND AND MOTIVATION 
Power system transient stability studies analyse the ability of an interconnected 
power system to maintain synchronism after being subjected to large disturbances, 
such as a short circuit fault on a transmission line or a loss of a generator [1]. 
Maintaining power system transient stability or rotor angle transient stability is 
crucial for the safe operation of the power system [2]. As the demand for electricity 
increases worldwide, many power networks are operating more frequently at or near 
their maximum power transfer capacity. The chief factor that restrains the maximum 
power transfer across many interarea transmission links is the transient stability limit. 
This means that these links are vulnerable to separation in a high load condition 
when there are significant transient faults. It is important to enhance transient 
stability, because this will lead to the access to more interstate power. More power 
flow will assist in preventing supply outages due to high demand or equipment 
failure and in providing lower cost of electricity for the customers. 
One of the traditional ways of increasing maximum power transfer capacity 
across an interarea transmission link such as the Queensland New South Wales 
Interconnector (QNI) is by building additional transmission lines. However, this 
method and other traditional options are very costly. Building new transmission lines 
is time consuming and it is difficult to implement due to lack of available land. A 
more effective, low cost, readily implemented and environmentally friendly method 
is the better utilisation of existing equipment such as Flexible Alternating Current 
Transmission System (FACTS) devices through more robust and improved control 
strategies. This method can enhance transient stability in terms of increased 
maximum allowable fault duration which directly translates into increased maximum 
power transfer under contingency. The improved control of Static Var Compensators 
(SVCs) is very attractive for many systems where there are numerous units already 
installed in the network for voltage control and for stability enhancement purposes. 
The load modulation effect of SVCs can be further explored and better utilised for 
transient stability enhancement [3].  
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The electromechanical wave propagation phenomenon or the travelling wave 
phenomenon is a first swing transient dynamic response of generator rotor angles and 
angular frequency [4-6]. This phenomenon is observed by frequency monitoring 
devices in many power transmission networks such as the USA Eastern 
Interconnection (EI) and Western Electric Coordinating Council (WECC) systems 
when a large disturbance occurs [7, 8]. This travelling wave phenomenon is 
characterized by a delayed variation of the generator rotor angles or frequency and 
load bus voltage phase angles or frequency spatially moving away from the 
disturbance initiation point at a limited speed [4-6]. If not properly attenuated by 
control devices, this travelling wave can negatively influence the reliable power 
transfer limits of the interarea links in the network, cause a large number of 
generators to loose synchronism, and even lead to widespread blackouts [9].  
Considering the negative impact of the electromechanical wave propagation 
phenomenon on the transient stability limit and on power system stability, it is 
important to conduct research to gain a deeper understanding of the characteristics of 
this phenomenon. Based on this knowledge, identification can be made on the type of 
system which is most vulnerable to the impact of travelling waves, and on the 
survivability of certain interarea transmission links. The travelling wave 
phenomenon of generator rotor angles is not a new phenomenon that necessitates 
new modelling outside standard machine equations. This phenomenon, which is 
inherent in the behaviour of the machines, can be accurately represented and 
analysed by the classical machine equation in time domain and in frequency domain. 
The investigations in this thesis aim to highlight and examine the properties of 
travelling waves that have always existed. By considering the travelling wave view 
of transient stability, control strategies can be developed to mitigate travelling 
waves’ negative impact and to enhance power system transient stability for given 
contingencies.  
1.2 AIMS AND OBJECTIVES 
The main objective of this research is to use the electromechanical wave 
propagation phenomenon aspect of transient stability to develop control strategies 
and concepts. These control strategies can be used to enhance the transient stability 
of power systems in terms of larger Critical Clearing Time (CCT) and larger 
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maximum power transfer under contingencies. The control methods are primarily 
based on the load modulation effect of SVCs. In order to accomplish this main 
objective, the following key research aims are introduced: 
 Gaining understanding of the travelling wave phenomenon and its 
characteristics in the transient dynamic responses of one-dimensional 
longitudinal systems, two-dimensional meshed systems, limited branching 
systems in MATLAB and in an IEEE Benchmark System (Simplified 
Australian System) in PSS/E and in MATLAB. 
 Determining the type of system structure that exhibits dominance of the 
travelling wave phenomenon and is most likely to have its transient 
stability power transfer limit being impacted by this phenomenon. 
Developing a method for predicting the dominance of the travelling wave 
phenomenon or the simultaneous acceleration phenomenon in a system. 
 Determining the rule of kinetic energy wave split ratio at a junction in 
limited branching systems with branches of different inertia in both realistic 
and idealized power systems. Determining the survivability of certain 
interarea transmission links based on the kinetic energy flow 
characteristics.  
 Investigating the time domain and frequency domain characteristics of the 
travelling wave phenomenon in realistic discrete power systems with 
different levels of discretization and determining the key differences 
between discrete systems and idealized continuum systems. 
 Designing SVC controllers to attenuate the travelling wave phenomenon 
based on the transmission line analogy, the load modulation effect, and the 
line modulation effect of SVCs. 
 Developing control insights and implications in view of the travelling wave 
phenomenon aspect of transient stability in order to enhance the transient 
stability of power systems and increase the maximum power transfer across 
the system for given contingencies. 
 Giving an explanation for the applicability of the localised transient 
stability assessment using travelling waves and developing a more effective 
control strategy for transient stability enhancement of the system. 
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1.3 SIGNIFICANCE OF THIS RESEARCH 
The electromechanical wave propagation phenomenon is observed in the 
transient dynamic response of many power transmission networks’ rotor angle and 
angular frequency when a particular severe disturbance occurs. This disturbance 
propagates throughout the system as a travelling wave and is reflected at the edges of 
the network. If the disturbance is not properly mitigated by control devices, the 
disturbance can cause loss of synchronism, separation of interarea transfer links and 
widespread blackouts. This research aims to develop control strategies and concepts 
to enhance the transient stability of power systems by considering the 
electromechanical wave propagation phenomenon aspect of transient stability. The 
benefits and significance of this research include improvement of the transient 
stability of interarea transmission links and of the overall power system in terms of 
maximum allowable fault duration, which directly translates to increased maximum 
power transfer under contingencies. The load modulation and line modulation effects 
of SVCs are very attractive for some systems where there are numerous units already 
installed in the network for voltage control purposes. The better utilisation of existing 
equipment for transient stability enhancement through improved control is less 
costly, more effective, reliable, robust, faster, readily implemented, and 
environmentally friendly than building additional transmission lines.  
1.4 KEY CONTRIBUTIONS AND INNOVATIONS OF THE RESEARCH 
This research contains the following seven key contributions and innovations. 
The chapter which contains each innovation is listed in the brackets.   
1. A method is developed to predict the key transient dynamic phenomenon 
in a particular power system as either electromechanical wave 
propagation phenomenon or simultaneous acceleration phenomenon. 
This prediction method is based on examining the characteristics of the 
reduced admittance matrix of a longitudinal system or the structure of a 
system (Chapter 3).  
 Systems with generators strongly connected to the interconnected 
transmission lines and with a block-diagonal-shaped reduced 
admittance matrix are shown to be dominated by the 
electromechanical wave propagation phenomenon. 
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 Systems with generators weakly connected to the transmission 
backbone and with a similar-value-shaped reduced admittance matrix 
are shown to be dominated by the simultaneous acceleration 
phenomenon. 
  
2. A new and more accurate method is developed for calculating the wave 
phase speed in longitudinal systems which exhibit dominance of the 
electromechanical wave propagation phenomenon (Chapter 3). 
 Instead of using the line impedance values, the equivalent line 
impedance values of the reduced network can be used in the 
calculation. This is based on the existing knowledge that the wave 
phase formula works best in systems with zero generator impedance.  
 
3. A conceptual understanding is derived which states that the propagating 
wavefront contains kinetic energy, which characterizes the intensity of 
the disturbance. An explanation is offered for why one-dimensional 
longitudinal system or limited branching systems are more impacted by 
the travelling wave phenomenon than two-dimensional meshed systems. 
This explanation is based on the kinetic energy flow characteristics and 
the impact of kinetic energy on the survivability of interarea 
transmission links in each system (Chapter 4). 
 In 2-D systems, the kinetic energy contained in the wave front 
expands out radially and is shared among many machines. The kinetic 
energy arriving at each machine decreases at a faster rate and is less 
impactful.  
 In 1-D systems and limited branching systems, the kinetic energy in 
the wave front is more concentrated and therefore has more impact. 
Therefore, my research mainly focuses on these types of systems. 
 
4. A new approach is developed for determining the rule of kinetic energy 
wave split ratio at a junction in limited branching discrete systems with 
branches of different generator inertia. This kinetic energy split rule can 
help to quantify the electromechanical wave propagation phenomenon 
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and determine the survivability of interarea transmission links (Chapter 
5).  
 Through the use of the transmission line voltage travelling wave 
analogy based on the idealized continuum model, the velocity waves 
are shown to be equal in magnitude at the junction. 
 The kinetic energy after the junction will split approximately 
proportionally to the ratio of the inertia of the machines in a discrete 
lumped system. 
 A branched system with a stressed link located in the high inertia 
branch is most vulnerable to instability caused by the travelling 
waves.  
 
5. The discrete longitudinal power systems are shown to exhibit finite 
approximation of the idealized continuum model’s travelling wave 
phenomenon, which exists only in a limited frequency range in a discrete 
system. This frequency range is characterized by a new formula, is 
closely related to modal analysis results, and can limit the highest 
frequency of propagating disturbance in the system (Chapter 6).  
 A new formula is derived to show that the frequency range is a 
function of average inertia and average impedance of a uniformly 
discretised region in a longitudinal system.  
 A new method is developed to determine the approximate time delay 
of a forward travelling wave through a region by using characteristics 
of the frequency response results, specifically the phase plots and 
magnitude plots of that region. 
 A close association is determined between the frequency range and 
the oscillation mode with the highest frequency in a uniformly 
discretised region.  
 A method is developed for displaying the travelling wave 
phenomenon using modes through the use of a transformation matrix. 
 A technique is developed for determining the frequency of the 
anticipated disturbance that propagates to the rest of the system. This 
frequency is dependent on the most coarsely discretised region, 
because it has the lowest frequency range.  
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6. Based on the electromechanical wave propagation phenomenon concepts, 
four innovative and unique control insights and implications are 
developed, which substantially enhance the transient stability of power 
systems and increase the maximum power transfer across the system 
(Chapter 7).  
 There can be a critical region near the end of a longitudinal system, 
such as the Australian power system, due to wave reflection. A 
stressed link at the end makes this end region more vulnerable to 
separation. This end link is better not stressed too much in order to 
preserve the transient stability of the whole system.  
 When the loading in a longitudinal system is uniform, dispersed 
control in a path consisting of multiple smaller-sized controllers can 
achieve the same transient stability enhancement as a single large 
controller. This control method can effectively accommodate for 
different fault initiating locations. The loss of any individual SVC is 
not detrimental to the net stability enhancement, which is a 
summation of all SVCs’ individual stability enhancement.   
 When a system contains parallel paths with non-uniform loading and 
identical controllers on each branch, it is best to control both sides for 
transient stability enhancement. However, when only one branch can 
be controlled, it is better to control the more heavily loaded side. The 
strength of each controller is dependent on the size of the local 
loading, because modulating a larger loading corresponds to a greater 
kinetic energy removal.  
 Transient stability of a system can be evaluated by using the localised 
transient energy of the critical link in the critical cutset. By raising the 
potential energy barrier of the critical link, the transient stability of the 
power system can be enhanced. 
 
7. An explanation is given for the applicability of the localised transient 
stability assessment, which gives rise to the development of a refined 
assessment and enhancement method based on examining or controlling 
the critical link in a split critical cutset. The explanation is obtained 
through a better understanding of the electromechanical wave 
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propagation phenomenon and the kinetic energy flows in the power 
system through a split critical cutset (Chapter 7).  
 A new, faster, reliable, more effective and refined localised transient 
stability assessment and enhancement method is developed. This 
method consists of consideration of the transient stability of the 
critical link instead of the entire split critical cutset for power system 
stability. 
1.5 THESIS OUTLINE 
 This thesis contains eight chapters. Chapter 1: is the introductory chapter 
which gives an overview of the background and motivation, aims and objectives, 
significance, key contributions and innovations of the research and an outline of the 
thesis. Chapter 2: contains a literature review of topics such as power system 
transient stability, energy function method, localised transient stability approach, and 
electromechanical wave propagation phenomenon. This chapter points out the gaps 
in the state-of-the-art developments in this research area and provides a justification 
for conducting this research. Chapter 3: describes the key transient dynamic 
response in longitudinal systems as either electromechanical wave propagation 
phenomenon or simultaneous acceleration phenomenon. This chapter introduces a 
two-part method for predicting the key dynamic response of a system. This 
prediction method consists of examining the structure of the system as either having 
generators strongly or weakly connected to the transmission backbone and of 
examining the numerical characteristics of the reduced admittance matrix. Chapter 
4: examines two-dimensional meshed systems and provides colourful three-
dimensional visualization plots of the dominating dynamic phenomenon in different 
types of systems and of system separation occurring across the middle of a highly 
stressed network. This chapter also provides an explanation of why this thesis is 
more focused on one-dimensional or limited branching systems. Chapter 5: presents 
a new approach for determining the rule of the kinetic energy wave split ratio at a 
junction in limited branching systems by using the transmission line analogy. 
Chapter 6: demonstrates that discrete longitudinal systems exhibit a finite 
approximation of the travelling wave phenomenon within a limited frequency range. 
The frequency range is described by a new formula, is closed related to modal 
analysis results, and can limit the highest frequency of the anticipated disturbance in 
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the system. Chapter 7: contains four key control insights and implications which 
substantially enhance the transient stability of power systems and increase the 
maximum power transfer across the system under contingency. These four key 
aspects are ‘(1) critical region for a stressed link near the end of a longitudinal 
system due to wave reflection, ‘(2) dispersed control in a path in a uniform loading 
longitudinal system’, ‘(3) placement of controllers considering structure and load 
distribution in a system’, and ‘(4) refined localised transient stability enhancement’. 
This chapter also offers an explanation of the applicability of the localised transient 
stability assessment. This explanation then leads to the development of a better, 
faster, more effective and refined control strategy based on the transient stability 
enhancement of a critical link instead of the entire split critical cutset for power 
system stability enhancement. Chapter 8: contains conclusions drawn from this 
research and recommendations for future research. A list of publications arising from 
this research, a list of references and appendices are presented after this chapter. The 
Appendix A is a figure of PMU measurement showing travelling wave transitioning 
into standing wave in the New York State. This result was obtained during my 
research visit to RPI.  
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2.1 POWER SYSTEM STABILITY 
Maintaining power system stability is crucial in ensuring the safe operation of 
the electrical power network [2]. The analysis of power system stability is important 
to the planning, design, operation and control of the power system [10]. Direct 
consequences of power system instability can be equipment damage and widespread 
blackouts. According to the IEEE/CIGRE Joint Task Force, power system stability is 
officially defined as “the ability of a power system, for a given initial operating 
condition, to regain a state of operating equilibrium after being subjected to a 
physical disturbance, with most system variables bounded so that practically the 
entire system remains intact”. The maintenance of intact power system operation 
depends on the system operating condition as well as the nature and severity of the 
physical disturbance [2].  
As shown in Figure 2-1, power system stability is classified into three major 
categories of “Rotor Angle Stability”, “Frequency Stability” and “Voltage Stability” 
and into many subcategories based on the physical characteristics of the resulting 
observed mode of instability, the size of the disturbance, and stability assessment 
time span. Depending on the size of the disturbance considered, Rotor Angle 
Stability is further divided into Transient Stability and Small Signal Stability while 
Voltage Stability is further separated into Large Disturbance and Small Disturbance 
Voltage Stability. Based on the time span required to study the instability, Frequency 
Stability is categorized into Short Term and Long Term Frequency Stability [1, 2]. 
This research focuses on Rotor Angle Transient Stability because it is the primary 
limiting factor for the power transfer on many interarea links, such as the QNI [3], 
and because the electromechanical wave propagation phenomenon falls within this 
major category [6].  
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Figure 2-1 Classification of Power System Stability [2] 
2.2 ROTOR ANGLE TRANSIENT STABILITY 
Rotor angle transient stability, also known as large-disturbance rotor angle 
stability, transient stability or first swing stability, refers to the ability of an 
interconnected power system to maintain synchronism or return to a steady state 
operating point after the clearance of a large disturbance [2, 11]. The major 
disturbance can be a fault on transmission lines, a loss of generation, line-switching 
operations, and sudden load changes [11]. Specifically, rotor angle transient stability 
refers to the ability of the power system to restore equilibrium between 
electromagnetic torque 𝑇𝑒 and mechanical torque 𝑇𝑚  exerted on the shaft of each 
generator in the system. Sufficient restoring electromagnetic synchronizing torque is 
needed to prevent first swing instability, which exhibits itself as aperiodic angular 
separation. The time span of transient stability studies is usually 3-5s subsequent to a 
disturbance but can last up to 10-20s for very large systems [2]. The study of the 
angle transient phenomenon is of great importance in power engineering, since such 
instabilities enforce operational limits on the power network which can restrict the 
maximum allowable power transfer under contingencies [4].  
The classical swing equation or equation of motion used to model the rotational 
dynamic performance of swings of a single generator’s rotor angle during 
disturbances is given as a second-order ordinary differential equation as shown in 
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(2.1) [4]:  
ema PPPD
H
 


0
0
2
   (2.1) 
Where  H is the per unit inertia constant in seconds 
0  is the rated electrical angular frequency or synchronous frequency  
D is the rotor damping constant in s
2
 
aP  is the accelerating power 
mP  is the mechanical input power 
eP  is the electrical output power 
  is the rotor angle with respect to a synchronously rotating 
reference frame in electrical radians [4] 
   is the rotor velocity or angular frequency 
  is the angular acceleration 
 
Alternatively, the classical swing equation of a single machine can be expressed as 
equation (2.2) using slightly different variables  [4].  
ema PPPDM  
      (2.2) 
Where   M is the inertia constant 
  
The Critical Clearing Time (CCT) or crt  is defined as the maximum duration 
of a fault that still allows the system to preserve stability. The determination of CCT 
is one of the most important aspects of transient stability analysis. Through an 
iterative numerical process, the CCT can be obtained from the swing equation [12]. 
2.3 TRANSIENT STABILITY ENHANCEMENT  
Transient stability enhancement or control is a significant area of research 
because it presents the first level of defence in guaranteeing the stable operation of 
power systems [13]. Transient stability enhancement aims to extend transient 
stability limit [14-16] in terms of maximum allowable fault duration, CCT, and a 
more meaningful quantity such as maximum pre-fault power transfer limit [3, 17].  
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By increasing the transfer capacity of the system, power can be provided at lower 
cost to a greater number of customers [15]. Transient stability enhancement can be 
assessed by a better measure of benefit such as how much percent the power transfer 
in the pre-fault state can be increased, which is known as Transfer Capacity 
Improvement (TCI) index [3]. 
Transient stability enhancement can be achieved by the control of three 
different types of equipment: generator systems, Flexible Alternating Current 
Transmission System (FACTS) devices, and High Voltage Direct Current (HVDC) 
transmission lines. Generator system control consists of excitation control, which 
regulates the generator terminal voltages and feedback signal of Power System 
Stabiliser (PSS) damper, and of governor control, which regulates the rotation speed 
of a generator to be within a certain boundary. Through adjusting the valve positions, 
the output power of turbine is controlled in a way to achieve balance in turbine and 
generator torque [13].  
FACTS are high voltage transmission level power-electronic-based systems 
that integrate advanced power-semiconductor-based converters or static controllers, 
which have no moving parts, to enable flexible power system operation. By 
providing dynamic shunt or series reactive compensation [12, 14] or a mixture of 
shunt and series compensation [18], rapid changes and fast controllability of power 
flow direction and voltage profiles are achieved [12, 14]. Through redirection of 
power flows, FACTS allow the system to respond to disturbances instantaneously 
and intelligently [14]. By changing the pattern of power flow, FACTS can enhance 
the transient stability by helping acutely distressed generators to dissipate the surplus 
energy gained through acceleration during a fault [12]. By increasing electrical 
output power, FACTS can help the generator lose its kinetic energy over a smaller 
angle variation [15]. Apart from controlling power flow, FACTS can be used to 
damp out power system oscillations to achieve power system stability enhancement 
[14], increase power transfer capabilities of transmission lines [14, 15, 19], improve 
generation productivity, prevent voltage collapse by supplying reactive power to load 
centres, and prevent blackouts [19]. 
There are two generations of FACTS controllers with distinct operating and 
performance characteristics [12, 19]. The first generation includes Static Var 
Compensator (SVC), Thyristor Controlled Series Capacitor (TCSC), and Thyristor 
 Chapter 2: Literature Review 15 
Controlled Phase Shifter (TCPS). These devices are based on conventional passive 
reactive elements such as capacitors and reactors which are driven by thyristor-
switch banks. The second generation includes Static Synchronous Compensator 
(STATCOM), Static Synchronous Series Compensator (SSSC), Unified Power Flow 
Controller (UPFC) and Interline Power Flow Controller (IPFC), which are based on 
Voltage Source Converters (VSC) [19]. Through the use of turn-off capability, better 
results are achieved by some cases in the second generation with much smaller 
reactive elements [12]. Some of the most popular novel FACTS devices are the 
STATCOM, TCSC and UPFC [13]. 
The benefits of FACTS include high speed transient response as well as fast 
and precise control during first swing [12, 13, 19]. In addition, the number of 
operations of FACTS is unlimited [19]. FACTS make it possible to increase the 
maximum power transfer capability without the need to construct new transmission 
lines [20]. FACTS are a low environmental-impact technology that enhances system 
reliability, controllability in a readily implemented and cost effective way. FACTS 
are installed at existing substations and can be completed less than 12 to 18 months 
[14]. The focus of this research is on enhancement using SVCs, which is a FACTS 
device. 
2.4 SVCS AND QNI 
Static Var Compensators (SVCs) are first generation FACTS controllers [19] 
and one of the most widely used FACTS devices in the regulation of the power 
systems [21]. SVCs provide continuous voltage support to the transmission network 
through fast dynamic shunt or parallel reactive power compensation [22]. SVCs are 
critical in maintaining stability of the QNI, which interconnects the 275kV grid at 
Tarong in southern QLD to the 330kV grid in northern NSW at Armidale [23].  
The QNI is a crucial High Voltage Alternating Current (HVAC) interconnector 
in Australia’s power infrastructure. The majority of power flow between Queensland 
and NSW is supplied through this interconnector. It plays an important role of 
increasing the power generating capacity of each state through the interstate power 
transfer. The key factors restraining the power transfer on QNI are identified to be 
chiefly associated with the angle transient stability limit [3]. The QNI came into 
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operation in 2001 and consists of 560km of 275kV and 330kV double circuit 
transmission lines and substations [23], as shown in Figure 2-2.  
 
 
Figure 2-2 Queensland New South Wales Interconnector (QNI) [3]  
The usual functions of the 3 SVCs installed near Brisbane and 2 SVCs in NSW 
are to control the line voltage and to prevent line voltage collapse in the event of a 
contingency, such as a fault on a line or a loss of generation [3]. These SVCs as well 
as other SVCs elsewhere can increase the power transfer capacity of an interarea link 
by two methods of stability enhancement. First, they enhance first swing transient 
stability by dynamically maintaining and controlling system voltages during large 
disturbances through rapid reactive compensation response [23]. Second, they 
enhance small signal stability through power oscillation damping control of modes of 
inter-area oscillation in the interconnected system [3, 23-25]. The focus of this 
research is on control of SVCs to enhance first swing transient stability, which is 
identified to be a limiting factor for power transfer for QNI and for many 
interconnections in other parts of the world [3, 26]. 
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SVCs normally consist of a Thyristor Controlled Reactor (TCR), Thyristor-
Switched Capacitors (TSCs) and harmonic filters, as shown in Figure 2-3 [22]. SVCs 
permit continuous flexible and variable reactive power compensation 
SVCQ  
throughout their operating range [23]. This range may be asymmetric or symmetric 
with respect to capacitive and inductive reactive power. For dynamic studies, an 
SVC is modelled as a controlled shunt susceptance 
shB  [22]. In this research, the 
SVC is also represented as a large variable capacitor [3].  
 
Figure 2-3 Schematic Diagram of an SVC [22] (left diagram) and its Equivalent 
Variable Capacitor Representation [3] (right diagram)  
 
A typical SVC control system consists of three-phase symmetrical voltage 
control by means of a voltage regulator, which includes Power Oscillation Damper 
(POD) function [23-26]. The control scheme mainly involves comparing a reference 
voltage refV  with feedback voltage signals (which consist of measured bus voltage at 
point of common coupling pccV  and auxiliary control voltage signal Aux ) to derive 
an error signal refTOTV  as shown in Figure 2-4 [27]. This signal adjusts the voltage 
regulator of the SVC. The regulator varies the firing pulses to the TCR or TSCs, 
which then varies the amount of current through these devices. This current changes 
the shunt susceptance shB , resulting in reactive power compensation SVCQ , which 
in turn varies the voltage at the bus [24].   
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Figure 2-4 SVC Block Diagram Modified from Conventional PI Control of SVC [27]   
 
Advantages of SVCs over traditional reactive shunt compensators such as fixed 
or switched shunt capacitors or reactors include faster and continuous response times 
to system changes and minimal maintenance [22]. With suitable supplementary 
control signal being fed into SVC voltage control regulator, damping of generator 
rotor oscillations can be achieved. This leads to transient as well as small signal 
stability enhancement [27]. As compared to STATCOMs, which have better 
performance in terms of output characteristics, faster response speed, less power loss, 
and harmonics [28], SVCs have traditionally had lower investment costs, do not 
require complex magnetic interfaces between converters and the grid, have lower 
fault currents, have lower losses at rated output, and require smaller cooling 
equipment. Currently, SVCs provide similar compensation capacity for the same 
space, which is known as footprint. Future potential for downsizing of SVCs looks 
equally promising [22]. From these benefits, research on control of SVC for 
enhancing power system stability is thus beneficial not only for the current power 
systems, where numerous SVCs are already installed, but also for the future network. 
2.5 LOAD MODULATION 
This research focuses on multi-machine system transient stability. To gain a 
better understanding of multi-machine system transient stability and of the load 
modulation effect of SVCs, a two-area system transient stability problem is 
examined here. The power transfer between two states, QLD and NSW, is considered. 
Each state can be represented by an equivalent area generator, as shown in Figure 2-5. 
There are major controllable customer loads and SVCs on either side of the 
interconnector [3]. 
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A fault on the link causes imbalance between the input power and the output 
power at each equivalent area generator. When the power flows from QLD to NSW 
and a fault occurs on the link, the sending area generator 1 accelerates and the 
receiving area generator 2 decelerates, which leads to a large rotor angle difference 
and the separation of the rotor angles. In the risky situation where the angle 
difference increases without bound, loss of synchronism must be prevented by the 
breaking or separation of the QNI link. The best response to this situation is to 
decelerate area generator 1 (or accelerate area generator 2) to increase the stability 
margin and enhance transient stability margin of the link [3].  
 
Figure 2-5 Simplified QNI Two Area System 
Assuming that the transmission line is lossless (Resistance R = 0), the electrical 
power angle equation for the equivalent SMIB system is in (2.3):  
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Where  eP  is the composite electrical output power for the SMIB system  
1E  is the internal voltage of generator 1 
2E  is the internal voltage of generator 2 
  
1  is the relative rotor angle of generator 1 
  
2  is the relative rotor angle of generator 2 
  
12  is the relative angle difference between generator 1 and 2 
1V  is the load voltage at bus 2 
2V  is the load voltage at bus 3 
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x  is the reactive impedance of the link [3] 
As for the mitigation of angle separation, the deceleration of area generator 1 is 
closely associated with the power delivered to the load as in (2.4): 
loadema PPPP                                                          (2.4)
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Where aP  is the composite decelerating power, mP  is the composite 
mechanical power [17], loadP  is the major controllable customer power load at area 
generator 1 [3], M12 is the composite inertia constant of generator 1 and 2, and 12
  is 
the angular acceleration between generator 1 and 2, M1 is the inertia constant of 
generator 1, M2 is the inertia constant of generator 2, Pm1 is the mechanical power of 
generator 1, Pm2 is the mechanical power of generator 2, Pe1 is the electrical power of 
generator 1, Pe2 is the electrical power of generator 2 [17]. 
According to Equation (2.5), there are three options to decelerate generator 1.   
1. Raise the value of the internal voltage  
2. Decrease the equivalent reactive impedance of the link, or 
3. Raise the power load on generator 1 by increasing the load voltage [3] 
for the cases when the load modulation effect is dominant 
Option 1 can be achieved by generator excitation control which does not 
involve an SVC. Option 2 would require an SVC to be placed in the middle of the 
inter-area link to decrease the equivalent line reactance. This line modulation method 
achieves less effective results for the same size SVC.  
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Option 3 is achieved by controlling SVC to increase load voltage. The 
variation of major consumer power load loadP  by increasing the load voltage is also 
known as load modulation, which is the strongest effect that an SVC can have on 
generator deceleration when the load modulation effect is dominant, and the most 
common case for the SVCs in Australia. Therefore, the main first swing transient 
stability enhancement method investigated in this research is generator acceleration 
control achieved by the load modulation effect of SVCs [3]. Furthermore, this 
research also considers the use of line modulation method of the SVC as a transient 
stability enhancement method for suitable test systems.  
2.6 LINEARIZATION OF THE SYSTEM 
Although the linearization of the power system falls into the category of small 
signal stability analysis, this method can also be used to investigate the 
characteristics of the transient response of the power system in the frequency domain 
when the system is subjected to an input disturbance. The general state space 
representation of a dynamic system such as a power system is represented by 
nonlinear ordinary differential equations of the following form as in (2.9):  
),( uxfx  , ),( uxgy     (2.9) 
Where x  is the state vector, u  is the input vector, x  is the vector of 
derivative of state variables, y  is the output vector and g is the vector of nonlinear 
functions relating state and input variables to output variables [1]. 
The dynamic model of a multi-machine system represented using the classical 
swing equation is given by (2.10) and (2.11): 
ieimiiii
PPDM      (2.10) 
ii 
 , Ni ,...,1      (2.11) 
Where iM  is the inertia constant, iD  is the damping ratio, i is the angular 
frequency, imP  is the mechanical power input, ieP  is the electrical power output of 
the i th  machine, and N  is the total number of machines in the system. 
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Using the classical swing equation, the state space model’s state vector x  and 
derivative of state vector x  of the power system are shown in (2.12). 
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Where  ,  ,   are vectors of angle, velocity or acceleration of generators. 
The nonlinear state space swing equation model can be linearized at a steady 
state operating point to facilitate the investigation of frequency response of the 
system. The input of the system and the output of the system that are of interest to be 
observed can be defined for a given test system.  
 
Figure 2-6 Input and Output of the Linearized Power System 
The linearized state space model is shown in (2.13) and (2.14): 
BuAxx       (2.13) 
DuCxy       (2.14) 
In this linearized model, the A matrix is the state matrix. The N eigenvalues 
iii fj  2 of this matrix represent the modes of oscillation of the system. if  is 
the frequency of the mode i  and i  is the damping ratio of the mode i . The type of 
each mode (Interarea mode, local mode or common mode) can be defined by 
examining the frequency and damping ratio of the corresponding eigenvalue and also 
the structure of the eigenvector. The eigenvectors represent how each mode of 
oscillation is distributed among the system states.  
The linear state space A matrix is a NN 22  matrix consisting of four 
NN  sub-matrices with different properties as shown in (2.15): 
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 Chapter 2: Literature Review 23 
The sub-matrices are the zero sub-matrix 0, the identity matrix sub-matrix I, 
the K sub-matrix, and the diagonal sub-matrix D, in which the diagonal elements 
represent negative damping over the inertia constant of machines (
ii MD / ).  
The K sub-matrix has two important relationships between each of its element 
as listed in (2.16) and (2.17): 
0
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Equation (2.16) indicates the sum of all elements in each row of the K sub-
matrix equals 0. Equation (2.17) signifies that the diagonal element of the K sub-
matrix is equal to the negative of the sum of non-diagonal elements in that row. 
The linearized classical machine model in terms of acceleration for any power 
system is expressed as (2.18), which is slightly modified from [29]. The coefficients 
of angles in brackets are quantities for the K sub-matrix. 
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Where: )cos()cos( 00 jiij   , ji,   ji  , ijX is the reactance between bus i and j  
The B matrix determines the relationship between input control and system 
states. The C matrix gives the output state that can be measured.  The input or control 
vector u  is based on the input to the system. 
2.7 WIDE AREA CONTROL 
Currently existing control mechanisms of SVCs for many interarea links are 
based on a local frequency/ power measurement at the point where the SVC is 
located. This control method is effective in many situations and is utilised in this 
research. The other control aspect that this research utilises is the Wide Area Control 
method, which can achieve improved transient stability enhancement. Wide area 
control based on Wide Area Measurement System (WAMS) involves simultaneous 
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measurements of load angles at different points over a wide area to calculate an angle 
for the equivalent generator [3]. These wide area measurements are gathered to a 
single point or several decentralized points for angle difference calculation [3, 30]. 
For the two-area system scenario, the equivalent generator angle of each area can be 
used to derive an interstate angle measurement [3]. WAMS has application in three 
main areas: wide area monitoring, protection and control [30, 31]. This research 
investigates the Wide Area Control (WAC) application of WAMS [3]. 
2.7.1 Wide Area Measurement System 
Commenced in 1970s, WAMS is a real time dynamic monitoring technique 
[32] based on Phasor Measurement Units (PMUs), which are devices that use the 
state-of-the-art Synchronized Phasor Measurement (SPM) technology, and Phasor 
Data Concentrators (PDCs) [31], which are mass storage devices that can be 
accessed from the control centre. One of the typical hierarchical designs of WAMs 
system consists of several PDCs integrated together with PMUs into a larger system 
wide solution with a system PDC at the top, which is located in the control centre, as 
shown in Figure 2-7. Through GPS time reference signal, time stamped [30] and 
synchronized dynamic measurements [33] of power system signals such as rotor 
angle, power output and speed deviation can be obtained from PMUs all over the 
grid and sent to a distant control centre [34] or decentralized locations. 
 
Figure 2-7 Multilayered Wide Area Measurement System Architecture [30]  
 
 Chapter 2: Literature Review 25 
WAMs offers many advantages over the conventional Supervisory Control and 
Data Acquisition (SCADA) system [30] such as higher observability and 
controllability of power system dynamics [33], on-line monitoring of system stability 
limits and capabilities, better understanding of dynamic behaviour of the system, and 
provision of wide area and local control signals to power system elements such as 
generators, PSSs and FACTS devices [27]. PMUs permit direct and fast rotor angle 
measurement instead of the traditional indirect and unsynchronized power flow 
measurement used for the state estimators [30, 31]. PMUs also allow for design of 
more accurate control algorithms for emergency control or protective actions [30]. 
For post disturbance analysis, PMU data are very accurate and enable system 
analysts to determine the exact sequence of events which caused the blackouts. This 
data help to identify possible causes and malfunctions contributing to the 
catastrophic failure of the power system. WAMS provides the capability to validate 
system model based on observed data [31]. In addition, WAMS applications are 
powerful, reliable, sensitive, and robust [30]. WAMS have high accuracy, high 
precision and high density data collection, and uniform time scale [32]. 
Disadvantages of WAMS can include low availability and high cost of fibre optics 
communication channels [31]. Latency or network time delay is induced by signal 
transmission from remote locations using existing communication channels. Latency 
needs to be taken into consideration in control design [31, 34]. 
Presently, WAMS technology is most common in North America while it is 
developing all over the world [30]. The occurrence of major blackouts in many major 
power systems around the world provides a continuous motivation for large-scale 
implementation of WAMS [31]. The PMU technology is now established and there 
are numerous international manufacturers of PMUs [33]. PMUs have been 
implemented in areas such as stability monitoring, post-disturbance analysis, power 
system restoration, and model validation in many countries, such as North America, 
Europe and China [33, 35]. Other applications of WAMS such as real-time wide area 
control, adaptive wide area protection are still under development [33].  
2.7.2 Wide Area Control Structures 
Prior to WAMS, power system control was based only on local signal 
measurements and a mathematical model of the equivalent external world. Wide 
Area Control (WAC) based on WAMS offers the option of control based on remote 
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signal values. The local controllers can retain their local input signals but have 
additional inputs from the wide-area controller [31].  
Some of the currently existing WAC control and data processing structures, 
which are mainly for damping control, consist of three subgroups: centralized control 
structure, decentralized control and decentralized pre-processing structure, and 
decentralized control and centralized pre-processing structure. The second structure 
is applied to FACTS devices. Such decentralized control and decentralized pre-
processing structure is also applicable to this research on first swing control. In this 
control scheme, data, such as load angle, are measured from different subsystems and 
preprocessed in the target subsystem, such as calculating angle for the equivalent 
generator of that subsystem and the angle differences between other subsystems. 
This decentralized pre-prepared data are then used to compute the control signal 
locally in that system. This remotely measured data are then delivered to the location 
of FACTS devices, such as SVCs, before being pre-processed to form the required 
input to the controller [33].  
Most of the existing literatures that describe the developing implementation of 
WAC are aimed at enhancing the damping of inter-area oscillations [24], [31-33], 
and few are aimed at enhancing first swing transient stability. A recent research 
project on wide area control of SVCs applied at Hydro-Quebec system was designed 
for damping inter-area modes. But it also improved the first swing transient stability 
as a side benefit [36]. In this research, the focus will be on explicit implementation of 
wide area control on SVCs to extend the first swing transient stability margins.  
2.8 ENERGY FUNCTION METHOD 
From knowledge of load angle measurements obtained through WAC, the first 
swing control actions of SVCs can be determined using Lyapunov Energy concept in 
the control design [3, 17]. Energy Function Method is also known as Lyapunov 
Function Method, Lyapunov’s Second or Direct Method, or Transient Energy 
Function (TEF) method. After many decades of research, it is proven to be a 
promising and reliable tool in nonlinear controller design, power system stability 
analysis [19, 37], dynamic security assessment [37, 38], predicting CCT and 
emergency state control strategy development [38]. This control design method is 
one of the many different robust control strategies being applied to FACTS 
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controllers to enhance the transient and small signal stability of power systems. Some 
of the other control strategies include Linear Mapping Method, Adaptive Control, 
Intelligent Controls and Robust Controls [19].  
The main concept of Lyapunov Direct Method is that for a given contingency, 
a system’s transient stability can be determined directly by comparing the total 
system energy )(xV  gained during the fault-on period, with a certain critical 
potential energy crV  [38]. Lyapunov’s Method consists of two main parts: 
construction of Lyapunov function to estimate the transient stability region and 
determination of the critical value of the Lyapunov function [39].  
2.8.1 Lyapunov Function 
Prior to 1892, the stability of the equilibrium point of a nonlinear dynamic 
system modelled by state space differential equations of (2.19) can only be 
determined with numerical integration. The Russian Mathematician A.M. Lyapunov 
proposed in his Ph.D. dissertation in 1892 that numerical integration is no longer 
necessary for the determination of system stability. 
                             ?̇? = 𝑓(𝑥), 𝑓(0) = 0                                     (2.19)    
The dynamic system represented by the scalar function 𝑉(𝑥) can be considered 
to be asymptotically stable, if 𝑉(𝑥)  is positive-definite, which means 𝑉(𝑥) > 0 
around the equilibrium point at origin and the derivative ?̇?(𝑥) < 0 [37]. )(xV  is the 
Lyapunov or transient energy function is always defined for the post-fault nonlinear 
dynamic system [38], which is modelled by (2.20):  
))(()( txftx  ,  cltt                                              (2.20)    
Where )(tx  is the vector of system state variables at time t  and clt is the 
clearing time. Although many different Lyapunov function )(xV  have been 
constructed, the best results are achieved by the one that consists of the first integral 
of motion or the sum of the kinetic and potential energies of the post-fault system. It 
represents the system with a set of nonlinear algebraic equations [37]. Equation (2.21) 
is energy function for a multi-machine system [17]. Two possible frames of reference 
include relative rotor angle synchronous reference frame or Centre of Inertia (COI) 
“mean motion” reference angle [37, 40].  
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The Lyapunov function )(xV  as in (2.21) consists of two parts: the kinetic 
energy KEV  part which is a function of generator velocity and inertia 
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By considering an equivalent spring mass system [41], the potential energy 
PEV  is analogous to the energy stored in a spring or the maximum extension limit of 
a spring. The kinetic energy KEV  injected by the fault is analogous to the motion of 
the masses.  
 
2.8.2 Determining Critical Value 
Energy function method computes the critical value or critical potential energy 
crV  which a disturbed system can absorb before the fault is cleared at clt and the 
system is restored to steady state, sx  [17]. CCT or crt in this context is the largest 
clearing time clt at which the post fault system will converge to a stable post-fault 
equilibrium point (s.e.p) sx  as time approaches infinity. crt is obtained when the 
faulted or fault on trajectory exits the region of attraction at ex  or when crVxV )(  
[17, 37]. As shown in Figure 2-8, the interior region of attraction or stability region 
can be described through an inequality of the type crVxV )(  [17], which indicates 
the system is stable for the first swing [39]. 0x  is the pre-fault steady state [17]. 
According to the spring and mass analogy [41], the system would be stable when the 
present extension of the spring plus the added motion from the kinetic energy of the 
mass will be less than the maximum extension of the spring crVxV )( . This means 
that all the kinetic energy injected by the fault can be safely absorbed by the system 
once the fault is cleared [37].  
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Figure 2-8 Region of Attraction and Computation of tcr [17]  
There are three computation methods for crV with a number of variations in 
each method. Of these, method 2 and 3 are most popular [37]. The first method is the 
Lowest energy (unstable equilibrium point) u.e.p method, which is computationally 
conservative, extensive and unattractive due to calculations of many u.e.p’s of the 
post-fault system on the stability boundary through integration of faulted trajectory to 
find one that gives the lowest value of crV [17]. The second method is Potential 
Energy Boundary Surface (PEBS) method, which requires only a quick fault-on 
system integration to compute crV , which is taken as the value of )(xV  
when PEV
reaches maximum as shown in Figure 2-9. The stable region is shown in yellow. The 
third method is controlling u.e.p method, in which crV  is taken as the value of )(xV  
when uxx  (the relevant or controlling u.e.p, which is located closest to ex ). The 
boundary-controlling u.e.p (BCU) method is an efficient technique to compute the 
controlling u.e.p [37].   
 
Figure 2-9 Graph for V(x) showing the stable region in yellow [37] 
)(xV
CRV
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There are well-proved algorithms for multi-machine classical model which 
assumes constant impedance loads. Other modelling approaches offers more detailed 
modelling, such as the structure preserving approach [37]. It preserves network 
topology by assuming dynamic real power loads which are frequency dependent [17, 
42]. The results of detailed model can be accurate if properly modified for fast 
dynamics [43]. 
The Transient Stability Index (TSI) determines whether a system is stable and 
if so, its stability margin. TSI is the difference between the CCT or crt  of a circuit 
breaker and the actual time the breaker takes to clear a fault clt . Direct method is one 
approach for computing TSI. The other approach is super-fast digital time simulation 
techniques for selected contingencies, which is not yet feasible despite research 
efforts [17].   
2.8.3 Advantages and Disadvantages for Assessing Stability 
The advantages of the Lyapunov Function Method include its obvious physical 
meaning and the characteristic that system stability can be determined without 
explicit solution of the system nonlinear differential equations [13]. This method 
aims to determine stability directly by using appropriate functions defined in the state 
space [1, 37]. In addition, this method is a powerful tool of assessing CCT of a power 
system without solving the post fault system dynamics equations. This method is 
able to provide information about the degree of stability (or instability) of the system. 
The disadvantages of this method include difficulty in finding the suitable energy 
function of power system with FACTS devices [44]. In addition, it is difficult to 
form Lyapunov functions for power systems, which is a high order nonlinear system. 
Consequently, this method is often combined with other control theories in design 
applications [13]. While computations of crV  
using the Lyapunov Function Method 
can assess the transient stability of a system at an existing condition, they do not 
provide information on how the stability limit of the system can be maximized. This 
research is focused on the control design of SVCs using the Lyapunov Function 
approach to maximize stability limit. 
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2.8.4 Control Design 
There has been growing development of the Lyapunov method as control 
design. The target is to determine feedback control law )(xuu   such that )(xV  is a 
non-increasing function of time, which ensures closed loop system stability. By 
seeing Lyapunov function as a generalized energy function, )(xV  is then the rate of 
change of energy. A more negative value of )(xV  means the energy in the system is 
rapidly reduced and the system would reach the equilibrium point at a faster rate 
[13]. Thus, the control law tries to keep derivative of energy )(xV  or )(xVKE most 
negative to satisfy the necessary condition for Lyapunov stability of positive 
definiteness for )(xV  and negative semi-definiteness for )(xV  at any time instant to 
achieve maximum energy reduction in the system [13, 45]. )(xVKE

 is of interest 
since )(xVKE
  is a direct function of input u  ( loadP ) while PEV isn’t. According to 
Equation (2.7), )(xVKE
  is a function of   or  . According to the swing equation,  
is a function of . 
2.8.5 Localised Transient Stability Approach 
In the majority of previous work for evaluating system transient stability, 
)(xVKE  usually consists of total kinetic energy of the system [37, 45, 46]. For 
stability, the total system transient energy, )(xV , should be less than the total system 
potential energy barrier or critical energy CRV  ( CRVxV )( ) [37]. This method of 
maximizing the rate of reduction of total kinetic energy achieves good system 
damping [45, 46]. Later, a modified approach is developed, which also provides 
accurate estimation of CCT. This approach considers system stability as a localised 
property [47]. In this localised transient stability approach or cutset energy method, 
)(xVKE  consists of local kinetic energy flow across a critical cutset, which is a cross 
section that is likely to separate the system into two groups, as shown as CutsetOld in 
blue in Figure 2-10. Here, only equivalent machines or groups of machines 
immediately on either side of the cutset need to be considered for whether the system 
would break [47, 48]. The location of the critical cutset depends on the fault position. 
For stability, the cutset transient energy must be smaller than potential energy barrier 
or critical energy of the cutset CRcutsetcutset VxV )(  [47]. The critical cutset transient 

loadP
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stability assessment method can be used to provide a reliable and fast method for on-
line detection of synchronous instability [49]. For this thesis’ research on interarea 
transmission link transient stability enhancement, this cutset approach is pertinent. 
Furthermore, investigation needs to be conducted on why only local kinetic energy 
needs to be considered for the stability of the system and on developing a more 
effective control strategy for transient stability enhancement.  
 
Figure 2-10 Cutsets and Coherent Generator Groups in a Faulted System Modified from 
[47] Critical Cutset at an Operating and Fault Condition: CutsetOld (Blue). 
2.9 ELECTROMECHANICAL WAVE PROPAGATION PHENOMENON 
Two different rotor dynamic response phenomena have been observed in 
existing literature in power system transient stability analysis. The first dynamic 
phenomenon, which is characterized by simultaneous acceleration, is commonly 
observed and widely accepted by the power engineering community. Several recent 
conference papers show the simultaneous acceleration of all generator rotors in either 
real or test systems upon fault application [10, 50, 51]. These results are 
representative of traditional time-step simulation, which demonstrates temporal 
characteristics but expresses limited insight to spatial characteristics of the dynamic 
behaviour of power systems [6].  
The second dynamic phenomenon, electromechanical wave propagation, 
appears in several noteworthy conference and journal papers over the last 38 years. 
The electromechanical wave propagation phenomenon characterizes the first swing 
generator rotor dynamic response in a spatially delayed manner with its speed 
depending on the per unit length generator inertia and per unit length line impedance 
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[4-6]. This phenomenon is observed by WAMS in many networks, such as in the 
USA EI and WECC systems [7, 8]. The in-depth study of the characteristics of this 
transient dynamic phenomenon is of great importance in power engineering, because 
inadequate understanding and control could potentially lead to system instability, 
which could then cause cascading outages and blackout of a major portion of a 
system [2]. The idealized continuum model with infinitesimal system parameters 
represents this travelling wave phenomenon as a wave equation and draws an 
analogy between rotor velocity and electromagnetic voltage waves in transmission 
lines [4, 5]. Based on the transmission line analogy, reflection and transmission 
coefficients of voltage waves at a discontinuity can be calculated and then used to 
predict the behaviour of rotor velocity waves at junctions or terminations of a 
dynamically equivalent idealized power system [6, 52]. This partial differential 
equation model directly relates spatial and temporal information and offers a 
travelling wave perspective for gaining further insight to the power system dynamics. 
This phenomenon is observed and studied, but its implications not fully utilised by 
the power engineering community [6]. In existing literature, there has not yet been 
any method to predict whether the transient dynamic response in power system is 
dominated by the electromechanical wave propagation phenomenon or the 
simultaneous acceleration phenomenon based on system characteristics. There has 
also not been any investigation of the propagation characteristics of the 
electromechanical waves in two-dimensional meshed systems and in one-
dimensional limited branching systems for the purpose of identifying the type of 
system that is most vulnerable to the impact of the travelling waves 
2.9.1 The Continuum Model 
The continuum swing model is derived from the classical swing equation, 
which models the rotational dynamic performance of generator rotor angle swings 
during large disturbances as shown in (2.1) in Section 2.2. The swing equation 
represents a lumped-parameter discrete power system model with line impedance Z 
[4].  
When the continuum limit is applied to the swing equation, the resultant 
continuum system consists of infinitesimal network elements spaced infinitesimally 
and uniformly apart on regular grids as in (2.22) and (2.23) [6]. These distributed and 
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continuous parameters in (2.22) and (2.23) are functions of the spatial position 
coordinates x and y [4]. 
),( yxhH     ),( yxdD                               (2.22) 
),( yxzZ    
),( yxpP mm                 (2.23) 
 Where Δ is the distance between the neighbouring generators, Δz is the line 
impedance between generators, and z is the line impedance per unit length. The 
distributed parameters of generators are expressed as Δh, Δd, and Δpm, where h is the 
inertia constant per unit length, d is the rotor damping coefficient per unit length, and 
pm is the mechanical input power per unit length [6].  
By taking the limit as Δ→0 [6], the resulting continuum swing model is in the 
form of a second-order partial differential equation, known as a nonlinear hyperbolic 
wave equation in δ as in (2.24). The coefficient of the Laplacian operator  is the 
square of the wave phase speed or velocity of propagation. This continuum model 
gives a travelling wave representation of the power system in both one-dimensional 
and two-dimensional grid configurations  [4]. 
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In these equations, V is the voltage magnitude, G is the line conductance, and
 is the line impedance angle [4].  
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2.9.2 Advantages and Disadvantages 
The continuum model demonstrates that electromechanical waves propagate on 
the network at a limited speed. Benefits of the continuum model include usefulness 
in studying large scale or global system properties, in gaining insights of the 
electromechanical wave propagation phenomenon and in reproducing such 
electromechanical transients on modern power networks [4, 9]. While the 
determination of global system stability is not practical in a discrete system 
representation,  the continuum model facilitates the application of powerful analytic 
methods to establish global system stability [4]. Continuum models based on location 
and direction dependent propagation parameters and actual system data could be 
viewed as an equivalent of the existing highly sophisticated discrete models [5]. 
Limitations of the continuum model include the following aspects. First, the 
realistic power system does not have regular-shaped grids with infinitesimal identical 
generators. Moreover, the classical swing model for a machine is the simplest 
existing generator dynamic model. This model does not take into account all 
electrical transients. Only rotational dynamics are modelled with rudimentary links to 
electrical variables [6]. 
In existing literature, there has not been investigation on the frequency range 
characteristics of realistic discrete power systems with different levels of 
discretization and identification of the key difference to idealized continuum 
systems. There has also not been any investigation on the relationship between 
travelling wave and oscillation modes. 
2.9.3 Transmission Line Analogy  
In open air transmission lines, there are electromagnetic waves travelling at the 
speed of light, such as voltage and current waves. In power systems, there are 
electromechanical waves such as angle and angular frequency waves of generator 
rotor or of load bus voltage, travelling at limited speed. The travelling 
electromechanical waves in power systems are analogous to travelling 
electromagnetic waves on transmission lines.  
For the transmission line case, while the frequency of electromagnetic waves is 
constant as determined by the frequency of the source, the speed of these voltage and 
current waves is dependent on the material through which the wave is travelling. 
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When the conductors are insulated by vacuum, these waves travel at the speed of 
light smc /103
8 . The wave speed decreases for insulating materials other than 
vacuum. The speed of the voltage and current waves for uniform insulating material 
is governed by (2.29), where 0L  is the line inductance per unit length and 0C  is line 
capacitance per unit length [52]. 
00
1
CL
v  [m/s]                                                 (2.29) 
The reflection of these electromagnetic waves at discontinuities, such as open 
circuit and junctions, can be characterized by a reflection coefficient based on the 
characteristic impedance of the transmission line, 0Z , which is in given in (2.30), 
where 
V is the forward travelling voltage wave and 
I  is the forward travelling 
current wave [52]. 
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The reflection coefficient for voltage is a dimensionless parameter VR  as in (2.31) 
[52]. 
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The reflection coefficient for current [53] is given in (2.32). 
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The transmission coefficient for either voltage or current [52] is given in (2.33). 
RT IV 1,                                                           (2.33) 
In comparison, the speed of the angle or velocity electromechanical wave in 
the power system model is a function of per unit length inertia and per unit length 
line impedance [4] as listed in (2.34). 
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According to [5], electromechanical velocity or angular frequency   wave is 
analogous to electromagnetic voltage wave v  while electromechanical power flow 
wave P  is analogous to electromagnetic current wave i .  
Table 2-1 Analogy Between Electromagnetic and Electromechanical Waves (a) [5] 
Types of waves Variables  
Electromagnetic 
(Transmission line) 
Voltage ( v ) Current ( i ) 
Electromechanical 
(Power Systems) 
Angular frequency ( ) Power flow ( P ) 
The characteristic ratio in power system as defined in [6] relates velocity wave 
to instantaneous power flow wave as shown in (2.35). 
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According to the transmission line analogy, the reflection of the 
electromechanical waves is based on the characteristic ratio. The reflection 
coefficient for velocity and angle waves is exactly the same as the reflection 
coefficient for voltage waves [6] as shown in (2.36). 
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Table 2-2 Analogy Between Electromagnetic and Electromechanical Waves (b) 
Types of waves Wave Speed Characteristic impedance/ 
termination 
Reflection 
coefficient 
(a) Electromagnetic 
(Transmission line) 
[52] 
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0L is the line inductance, 0C is the line capacitance. 
(b)Electromechanical 
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h is the per unit length inertia, b is the per unit length susceptance, s  is the 
synchronous frequency 
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From the above analogy between electromagnetic waves in transmission lines 
and electromechanical waves in power systems, it is demonstrated that voltage waves 
should have similar behaviour as velocity waves at discontinuities, i.e. open (circuit) 
end termination or junctions. Velocity waves in power systems should have 
reflection coefficient [6] as in (2.37) and transmission coefficient [52]  as in (2.38). 
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                                                    (2.37) 
 RT 1            (2.38) 
These two equations are true for the power system when the power flow 
coming out of the system and the frequency at the end of the system are held in 
constant proportion 
P
Z

0  [6].              
According to [6, 9], boundary condition at an open end of power system has 
infinite impedance Z , and a reflection coefficient of R = +1, which is a 
positive reflection in frequency and angle [6]. For positive reflections, the reflected 
wave has the same polarity as the incident wave. The size of the pulse at the 
boundary is doubled due to the adding together of the incident and reflected waves at 
that location [54]. Since the power flow at the open end is zero, the reverse travelling 
wave and forward travelling wave in power flow is opposite and equal, summing to 
zero at the boundary. At the open end, there is negative reflection in power flow [6].  
In contrast, boundary condition at the end of a power system terminated with 
infinite bus has a reflection coefficient of 1  for frequency and angle waves. This 
negative reflection is because the reverse and forward travelling wave in frequency 
must sum to zero at the infinite bus, which has constant frequency. There is positive 
reflection of power flow at this infinite bus [6].  
These two boundary conditions correspond to Z and 1R  (positive 
reflection) for the open end, and 0Z and 1R (negative reflection) for the 
infinite bus. It can be seen from Equation (2.25) that by terminating the power 
system with characteristic impedance of 0ZZ  , the reflection is 0 as shown in 
(2.39). Such impedance matching termination can theoretically completely eliminate 
travelling wave reflections [6]. 
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In existing literature, there have not yet been any SVC controllers that have 
been designed based on the transmission line analogy to attenuate the 
electromechanical wave propagation phenomenon. Furthermore, there has not been 
any derivation of the split ratio of kinetic energy at a junction of a branched power 
system by using the transmission line analogy and there is no determination of the 
survivability of certain weak interarea transmission links based on the kinetic energy 
flow characteristics. 
2.9.4 Relating to Energy Function Method 
The electromechanical wave propagation phenomenon can be helpful in 
explaining which kinetic energy )(xVKE is considered for determining transient 
stability of interarea link or system separation as mentioned previously in the control 
design section. This phenomenon models the acceleration caused by the disturbance 
as a travelling wave which travels through the system as a wave front at limited 
speed [4, 6]. The kinetic energy wave magnitude can be derived from the rotor 
velocity wave values and the kinetic energy flow characteristics can be a critical 
aspect in determining transient stability [37]. In contrast, the simultaneous 
acceleration phenomenon models all generators to accelerate at the same time due to 
the disturbance. This method implies that the kinetic energy will not propagate 
through the cutset, which makes the cutset energy function method irrelevant. 
Therefore, the electromechanical wave propagation phenomenon needs to be 
understood and investigated for this research in order to explain and improve the 
localised cutset energy function approach for the control design.  
2.9.5 Relating to Wide Area Control 
Control of the transient dynamic phenomenon is important as it helps to 
prevent system instability, equipment damage and blackouts. One of the 
countermeasure control methods of the electromechanical wave propagation 
phenomenon is wide area control, which can detect the presence of the wave front of 
disturbance at widely separated locations of the grid and then issue control signals to 
FACTS controllers to mitigate its impact. Analysis shows that remotely measured 
signals provide more effective control [9]. The electromechanical wave propagation 
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phenomenon in a system gives insight on the nature of energy flows in the system. 
This energy flow will then influence the way transient stability enhancement through 
wide area control method as applied to SVCs is addressed and designed.  
2.9.6 WAMS data in North America showing Travelling Waves 
Since 2007, North American Synchro Phasor Initiative (NASPI) has been 
promoting installation of PMUs across North American transmission grid for 
improvement of power system reliability and wide area monitoring. Accurate and 
precise three-phase PMU measurements are produced at 30 samples per second as 
opposed to once every 4 seconds using the conventional technology [55]. 
The North American Power Frequency Monitoring Network (FNET) is a very 
low cost and rapidly installed wide area measurement system that provides highly 
accurate dynamic data [56]. Operated by University of Tennessee since 2004, FNET 
consists of Frequency Disturbance Recorders (FDRs), which are easily installed 
single-phase PMUs that estimates frequency using measured voltage magnitude and 
angle signals from the 120V distribution grid [57, 58]. The GPS synchronized 
measurements are collected and transmitted at 10 samples per second via internet to 
Information Management System (IMS) servers for processing and long term storage 
[59, 60]. FNET provides high quality visualisation tool which correlates wide-area 
measurement with geographical information. The tools include real-time data 
visualization (frequency table, frequency gradient map, and phase angle contour 
map), animated event data replay for post event analysis, visualization of inter-area 
oscillation mode, and visualization of wave propagation effects in two-dimensional 
systems [59]. Apart from offering valuable data for model verification [60], FNET 
also provides advanced situational awareness techniques, such as real-time event 
alert and accurate event location estimation [61]. 
PMU and FNET data have revealed that significant event in a system will 
cause a frequency disturbance to propagate as an electromechanical wave at a slow 
speed, causing system-wide impact [31, 60]. It was shown that frequency wave 
propagates at non-uniform speeds outwards from initiating point throughout the 
system, with the time of arrival proportional to electrical distance between the 
tripping point and the other point in the system [59]. 
 Chapter 2: Literature Review 41 
One significant event showing wave propagation was a short circuit fault in a 
substation in Miami, Florida, in 2008. This catastrophic event not only caused 
cascading blackout for nearly 1 million customers for many hours in the state of 
Florida, but also caused visible frequency disturbance to propagate throughout the EI 
[62]. In the FNET video, it is seen that the propagating wave reflected at the edges 
and quickly progressed into a low frequency standing wave oscillation in three major 
regions: southern, north-western and north-eastern regions of EI. Soon afterwards, 
the system settled into new steady state condition [8]. 
 
Figure 2-11 Florida Event Replay Based on FNET and PMU [8, 62] 
 
According to statistical analysis based on FNET database, severe disturbances 
in the EI always trigger large inter-area oscillation in those three geographical 
regions at around 0.24Hz. This could be due to insufficient damping in those areas of 
the power system. In general, poorly damped inter-area oscillations tend to occur in 
areas where there is a weak interconnection and can be disruptive to system 
operations and induce further disturbances. Understanding of inter-area oscillation, 
and how travelling wave progresses into inter-area oscillations, is therefore important 
for power system operation and planning [59]. In this research, investigation is 
conducted on the relationship between travelling waves and oscillation modes.  
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Figure 2-12 Mode Shape for 0.24 Hz Dominant Mode in EI [59] 
FNET’s visualization of wave propagation effects in two-dimensional systems 
MATLAB simulation module demonstrated that parameters such as inertia, damping, 
and line impedance have an impact on the speed of propagation. One test system 
investigated by FNET was a uniform system with even distribution of parameters 
and a region with higher concentration of inertias. Slower wave speed was observed 
in the high inertia region [59]. From most current literature regarding FNET, there is 
no evidence that wave propagation investigation has yet been conducted on test 
systems with weak interarea links.  
2.9.7 Electromechanical Controllers 
Based on the idealized continuum model, some electromechanical controllers 
(EWCs) have been developed to minimize the impact of the travelling wave. The 
zero reflection controllers (ZRCs) eliminate reflections of the travelling wave at a 
boundary of a network by implementing an impedance matching termination [6, 63, 
64]. The zero transmission controllers (ZTCs) restrict the travelling wave within a 
particular region of a network. The perturbation quenching controllers (PQCs) reduce 
the travelling wave energy along the path of the wave within the system. These 
wave-theory-motivated controllers provide adequate results in realistic test systems 
[63, 64]. However, the goals of zero reflection, zero transmission and zero quenching 
are usually not perfectly achievable in realistic power systems, which are discrete or 
lumped in nature and have finite control capacity. In existing literature, there has not 
yet been an overview of some key insights gained from the electromechanical wave 
propagation phenomenon view of transient stability and how it impinges upon the 
control design in power systems. This thesis provides such an overview of some of 
 Chapter 2: Literature Review 43 
these important insights by analysing the time domain responses of first swing 
motions of artificial and real test power systems with and without proposed SVCs. 
2.10 CONCLUSION AND IDENTIFIED RESEARCH GAPS 
As indicated by the literature review, current research in electromechanical 
wave propagation phenomenon and its control has some limitations. These topics 
below are identified to be the gaps in existing research that this PhD will address. 
The chapter for each topic is listed in the brackets. 
- Provision of a method to predict whether the transient dynamic response in 
power system is dominated by the electromechanical wave propagation 
phenomenon or the simultaneous acceleration phenomenon based on the 
system characteristics (Chapter 3). 
- Detailed investigation of the propagation characteristics of the 
electromechanical waves in two-dimensional meshed systems and in one-
dimensional limited branching systems for the purpose of identifying the type 
of system that is most vulnerable to the impact of the travelling waves 
(Chapter 4). 
- Derivation of the split ratio of kinetic energy at a junction of a branched 
power system by using the transmission line analogy. Determination of the 
survivability of certain weak interarea transmission links based on the kinetic 
energy flow characteristics (Chapter 5). 
- Investigation of the frequency range characteristics of realistic discrete power 
systems with different levels of discretization and identify the key difference 
to that of the idealized continuum systems. Investigation of the relationship 
between travelling wave and oscillation modes (Chapter 6)  
- Design of SVC controllers to attenuate the electromechanical wave 
propagation based on the transmission line analogy and the load modulation 
effect (Chapter 6). 
- Provision of an overview of some key control insights gained from the 
electromechanical wave propagation phenomenon perspective of transient 
stability and how it impinges upon the control design in power systems 
(Chapter 7). 
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- Provision of an explanation for the applicability of the localised transient 
stability assessment using travelling waves and developing a more effective 
control strategy for transient stability enhancement of the system using wide 
area control method (Chapter 7). 
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Chapter 3: 1-D Longitudinal Systems 
3.1 INTRODUCTION 
In a large power system, disturbances initiated by a fault or other events cause 
acceleration or deceleration in the generator rotors with respect to their synchronous 
reference frame. This rise or drop of rotor speed can be described by two different 
dynamic phenomena, as shown in existing literature. One of the phenomena is 
simultaneous acceleration and the other is electromechanical wave propagation. As 
its name suggests, simultaneous acceleration describes the scenario when all the rotor 
angles in a system accelerate at the same time. The electromechanical wave 
propagation phenomenon has been observed in many power systems by WAMS and 
the phenomenon can be theoretically characterized by a wave equation based on the 
continuum model. These phenomena can both be present to different degrees in each 
system. This chapter focuses on one-dimensional longitudinal power systems and 
develops a method to determine the key descriptor for the transient dynamic response 
of two different types of longitudinal system structures, in which all the generators 
are either strongly or weakly connected to the transmission backbone. Some 
examples of real world longitudinal power systems are the high voltage transmission 
systems of eastern Australia and the proposed Andean Electrical Interconnection 
from Colombia to Chile. Section 3.2 gives the description of the 1-D test systems. 
Section 3.3 describes the two types of system structures in detail. Section 3.4 lists the 
simulation results. Section 3.5 gives the reduced admittance matrix properties and a 
flow chart of the prediction method. Section 3.6 contains the calculation of the 
estimated wave phase speed using a new method. All simulations in this chapter are 
conducted in MATLAB. 
3.2 SYSTEM DESCRIPTION 
Both longitudinal test systems have equal number of generators, uniform 
machine parameters, uniform impedance values, uniform load pattern, and uniform 
angle differences across each transmission link. As shown in Figure 3-1, generator 
buses are numbered as 1 to N and the load buses are numbered as N+1 to 2N. Zm is 
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the machine impedance, ZC is the connection impedance, ZL is the transmission line 
impedance and Zcm is the combined machine and connection impedance. For the 
simulation in this section, N is selected to be 40. Thus, there are 80 buses in total: 40 
generator buses and 40 load buses. The longitudinal system in this study is set up in 
such a way to produce uniform angle differences and equal power transfer flowing 
from the left to the right across each of the transmission links. The equal generation 
pattern (Pm –power of machine) and optimal load pattern (GL-loading) that create this 
uniform angle system are: 
Pm = Pmval   [1 1 1 1….1 1 1] 
GL = Pmval   [0 1 1 1… 1 1 2] 
Pmval is a scale factor separately chosen for each system to produce an initial 
angle range of 0.5 to -0.5 radians for both system structures. For all generators, the 
inertia constant H is chosen as 6s, and the damping constant D is taken as 0.07. 
 
Figure 3-1 Longitudinal System of N Generator and Loads     
3.3 GENERATORS STRONGLY AND WEAKLY CONNECTED SYSTEMS 
The two longitudinal structures of choice in this study are the case where the 
generators are strongly connected to the transmission backbone (Strongly Connected 
Generators Case) and the case where the generators are weakly connected to the 
transmission backbone (Weakly Connected Generators Case). The two cases mainly 
differ in the presence of relatively negligible (Strong case) or large (Weak case) 
combined machine and connection impedances Zcm. Figure 3-2 shows a visual 
representation of the strongly and weakly connected generators cases. The strongly 
connected case is characterized by negligible combined machine and connection 
impedances and large line impedances (Zcm<<ZL). For this study, Zcm has uniform 
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values of 0.001 + 0.01i pu and ZL has uniform values of 0.01+0.1i pu. The weakly 
connected case is characterized by large combined machine and connection 
impedances and negligible line impedances (Zcm>>ZL). For this study, Zcm has 
uniform values of 0.01 + 0.1i pu and ZL has uniform values of 0.001+0.01i pu. 
 
Figure 3-2 Three-Generator System Representation of Strongly Connected Generators 
Case (left) and Weakly Connected Generators Case (right) 
3.4 SIMULATION RESULTS 
For both strongly and weakly connected generators systems, a fault is created 
in the middle of the system at bus 60 near generator 20 for the steady state system 
condition. The fault is initiated at 0.2s with a fault clearance time of 0.015s and 
0.03s, respectively for strong and weak cases for better visibility of transient 
responses. Dynamic response plots are obtained for rotor angle and velocity. A 
simulation time of 3.5s is chosen so that observations can be made until post fault 
steady state is reached. The velocities are originally at 0, but for visual display 
purposes, the velocity plots spacing is modified using an offset scaling factor, which 
offsets the velocity values in a way that the electromechanical wave propagation 
phenomenon or simultaneous acceleration phenomenon can be most easily observed 
and emphasized. The offset velocity plots give a clear view of which generator is 
initially impacted by the fault and which is being impacted by the delayed wave front 
of disturbance initiated by the fault. 
3.4.1 Strongly Connected Generators Case 
From the simulation results, it is shown that the strongly connected generators 
case is dominated by or purely characterized by the wave phenomenon, because the 
fault initially only impacts one generator (number 20) and no other generators to 
decelerate. Other generators experience the wave front of disturbance at a delayed 
time based on the distance from the fault. In Figure 3-3, the angle response plot shows 
clear reflections of wave front at a smaller magnitude after it hits the outermost 
generators. In Figure 3-4, the offset velocity plot shows the disturbance propagates 
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out at constant velocity and almost constant magnitude. The first swing impact is 
larger in magnitude near the faulted generator and smaller towards the outer 
generators. The wave phase speed or velocity of propagation can be easily estimated 
from the offset velocity plots. The velocity of the wave front propagation is linear in 
this uniform angle difference longitudinal strongly connected generators system. 
This means that the wave front is the same speed at all generators. In other words, 
each generator in the sequence experiences the wave front of disturbance at equal 
time intervals. 
 
Figure 3-3 Angle Response of Strongly Connected Generators Case 
 
Figure 3-4 Offset Velocity Response of Strongly Connected Generators Case 
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3.4.2 Weakly Connected Generators Case 
For the weakly connected generators case, the dynamic response is dominated 
by simultaneous acceleration phenomenon since a group of adjacent generators and 
not just one generator are initially impacted by the fault. The fault initially impacts a 
group of 19 neighbouring generators to accelerate simultaneously, with 7 on the left 
side and 11 on the right side of the faulted bus. There is a small degree of wave 
propagation present. Other neighbouring generators further away experience the 
ripple effect of the wave front of disturbance at a delayed time. In Figure 3-5, the 
angle plot shows no clear reflection. The presence of waves is shown more clearly in 
the offset velocity plots in Figure 3-6 and Figure 3-7 . 
 
Figure 3-5 Angle Response of Weakly Connected Generators Case 
 
Figure 3-6 Offset Velocity Response of Weakly Connected Generators Case 
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Figure 3-7 Enlarged Offset Velocity Response of Weakly Connected Case   
3.5 REDUCED ADMITTANCE MATRIX 
The reduced admittance matrix characteristics of each structure are important 
criteria in the prediction of the dominance of a particular dynamic response 
phenomenon. Specifically, the relative sizes of the off-diagonal values are examined 
and analysed.  
3.5.1 Strongly Connected Generators Case  
For the strongly connected generators case, where the combined impedance is 
small and the line impedance is large, the reduced admittance matrix, Yred, consists 
of larger values primarily immediately above or below the main diagonal. The other 
elements are at 8.39%, 0.7%, and 0.06% of the first off-diagonal element and hence 
negligible. Such characteristics imply that adjacent generators have much larger 
admittance values, which corresponds to a larger relative strength of connection. This 
difference in the relative strength means that the neighbouring machines are strongly 
connected to each other and the power flow between the machines is very sensitive 
to the change in the inter machine angles of these two machines and not at all 
influenced by the change in angle of other generators. The dynamic behaviour of a 
system of this type of structure can be described as adjacencies, which means the 
physical location of the generators is the dominant factor of the power flow between 
two generators.  
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From such a block diagonal shape reduced admittance matrix, the 
electromechanical wave propagation phenomenon is expected. A fault in this system 
initially impacts only the nearest generator and no other generators. The other 
generators will experience the wave front of disturbance at a delayed time based on 
the distance from the fault.  
3.5.2 Weakly Connected Generators Case 
For the weakly connected generators case, where the combined impedance is 
large and the line impedance is small, the reduced admittance matrix consists of off-
diagonal values relatively similar in size. The other elements are at 72.5%, 52.5%, 
and 38.1% of the first off-diagonal element and hence not negligible. Such 
characteristic implies that adjacent and non-adjacent generators have similar 
admittance values, which correspond to a similar relative strength of connection. 
This similarity in the relative strength means that the machines are equally and 
mutually interconnected to each other. The power flow between the machines is also 
sensitive to the angle changes elsewhere in the network. The dynamic behaviour of a 
system of this type of structure does not exhibit adjacencies. The power flow 
between two generators is not just dependent on their inter machine angle, but is also 
strongly influenced by the angles of other generators. From such a similar valued 
reduced admittance matrix, the simultaneous acceleration phenomenon is expected to 
dominate while a small degree of the wave propagation phenomenon is also present. 
In such a system, a fault impacts a large number of neighbouring generators initially.  
3.5.3 Flow Chart of Prediction Method 
Figure 3-8 shows a flow chart of the method for predicting the dominance of 
transient dynamic phenomenon by examining the values in the reduced admittance 
matrix, specifically the size of the off-diagonal values, of a particular system. If the 
reduced admittance matrix has a block-diagonal shape, such as larger off-diagonal 
values immediately above or below the diagonal, then the system structure consists 
of generators that are strongly connected to the transmission backbone. In such a 
strongly-connected-generators system, the electromechanical wave propagation 
phenomenon is dominant.  
If the reduced admittance matrix has a similar-valued shape with off-diagonal 
values that are similar in size, then the system structure consists of generators that are 
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weakly connected to the transmission backbone. In such a weakly-connected-
generators system, the simultaneous acceleration phenomenon is dominant and there 
is a small degree of wave propagation phenomenon present. Additional modal 
analysis results are included in the end part of Section 6.5 which further supports the 
prediction of travelling wave dominance in a system.  
 
Figure 3-8 Flow Chart of Dominant Dynamic Phenomenon Prediction Method 
3.6 ESTIMATED WAVE PHASE SPEED 
One of the goals of studying the electromechanical wave propagation 
phenomenon is to estimate how fast the wave front travels [9]. The continuum results 
provide the theoretical equations for calculating the characteristic wave phase speed 
as in (3.1) [4, 9]:  
zh
V
v
2
sin2 

                                     (3.1)      
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Where   is the nominal system angular frequency, V is the magnitude of 
source voltage,   is the phase angle of transmission line impedance, h is the inertia 
constant per unit length, and z is pu impedance per unit length. When using this 
equation, the system with zero generator impedance gives better simulation results 
[9]. For high voltage transmission line, the line impedance phase angle   is 
approximately 
2
  [4]. The theoretical wave phase speed for the strongly connected 
longitudinal system is calculated based on the following chosen parameters. Voltage 
magnitude V is 1.0 pu. z is calculated based on the equivalent line impedance of the 
reduced network, which consists of line impedances between internal generator buses 
and zero generator impedance. The first off-diagonal elements in the reduced 
admittance matrix (Specifically Yred4,5 to Yred36,37  or Yred5,4 to Yred37,36), which 
represent negative of admittance connected between the internal busses of respective 
generators, have identical values of -0.6721+7.0222i. Taking its inverse value and 
assuming that each equivalent line section is 35km long, the equivalent z is 
calculated as in (3.2). 


 31005.4
35
1418.0
35
0222.76721.0
1
i
z
eq  pu/km  (3.2)         
The inertia constant H is 6s per generating unit. Hence the per unit length value 
is kmsh /1714.0
35
6
 . Therefore, the estimated wave phase speed for the strongly 
connected generators case is as in (3.3): 
skm
zh
V
v
eq
strong /6.475
1005.41714.02
314
2
sin
3
2





             (3.3)         
This calculated propagation velocity value can be compared to that obtained 
from the simulation result, which can be estimated by measuring the arrival time of 
the disturbance between two chosen generators in the Offset Velocity Plots. The peak 
of the disturbance is at generator 20 at 0.22s and is at generator 1 at 1.58s. The total 
time for the disturbance to travel across the system is 1.36s. Therefore, the wave 
phase speed is equal to skm
s
km
/97.488
36.1
1935


 , which is very close (2.81% different) 
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to the estimated value of 475.6km/s derived from (3.3). This similarity verifies the 
accuracy of the simulation results. 
In contrast, if the line impedance value ZL of 0.01+0.1i is used here, the 
estimated wave phase speed would be 564.8km/s as in (3.4), which is much less 
accurate. This value is 18.8% different than the simulated result. 
skm
izh
V
v
l
strong /8.564
35
|1.001.0|
35
6
2
314
2
sin2
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

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
     (3.4)         
3.7 SUMMARY 
This chapter introduces a prediction method that can determine the key 
dynamic response in a 1-D longitudinal power system. This dynamic response 
prediction method involves either examining the values of the line impedances and 
the connection impedances in the system or examining the numerical characteristics 
of the reduced admittance matrix. It is shown that the electromechanical wave 
propagation phenomenon dominates in systems with a structure in which the 
generators are strongly connected to the interconnected transmission lines or with a 
block-diagonal-shaped reduced admittance matrix. The simultaneous acceleration 
phenomenon dominates in systems with a structure in which the generators are 
weakly connected to the transmission backbone or with a similar-value-shaped 
reduced admittance matrix. By inspecting the characteristics of the reduced 
admittance matrix of a chosen longitudinal network, the structure type and the 
dominating dynamic phenomenon descriptor of a system can be determined 
precisely. The dominance of the travelling wave phenomenon in a particular system 
implies that this system is more likely to have a transient stability limit or a power 
transfer limit impacted by the electromechanical waves. Through the use of the line 
impedance values in the reduced network, a more accurate technique is developed for 
calculating the wave phase speed of travelling waves in longitudinal systems with 
generators strongly connected to the transmission backbone. This technique is based 
on the knowledge that the wave phase speed formula works better in systems with 
zero generator impedance. More longitudinal systems are examined and investigated 
for their dynamic response with and without controllers in Section 5.5 and Chapter 
7:. 
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Chapter 4: 2-D Meshed Systems 
4.1 INTRODUCTION 
This chapter focuses on investigating the electromechanical wave propagation 
phenomenon in two-dimensional meshed systems. Many interconnected high voltage 
networks around the world can be considered as two-dimensional meshed systems, 
such as the high voltage transmission grid of USA EI, Europe, China, India, and 
Russia. Section 4.2 investigates the key descriptor for the transient dynamic response 
of two uniform meshed system structures, in which all the generators are either 
strongly or weakly connected to the transmission backbone. Section 4.3 examines the 
behaviour of a highly stressed uniform meshed system when disturbed, the critical 
fault location which would cause system separation, and how separation occurs in a 
highly stressed meshed network in which the generators are strongly connected to the 
transmission backbone. In these two sections, the three-dimensional animation 
functionality of MATLAB is used to give colourful and easily interpreted plots and 
videos for better visualization of the travelling wave phenomenon. Section 4.4 
investigates the effectiveness of proposed electromechanical wave controllers in 
attenuating waves in the original meshed system. For details of the controller design, 
please see Section 6.4. This chapter not only supports the validity of travelling waves 
in two-dimensional systems, but also discusses why electromechanical waves have a 
higher impact on the transient stability in one-dimensional or limited branching 
systems. All simulations in this chapter are conducted in MATLAB. 
4.2 KEY DESCRIPTOR OF TRANSIENT DYNAMIC RESPONSE IN 
MESHED SYSTEMS 
In this section, investigation is conducted on the transient dynamic response in 
two different N×N-machine two-dimensional square meshed power systems with 
diagonal-direction power flow for when a fault is applied at the centre of the system. 
Both 2-D systems have equal number of generators on each side, uniform machine 
parameters, and uniform impedance values. As shown in Figure 4-1, the generator 
buses are numbered as 1 to N
2
 and the load buses are numbered as N
2
+1 to N
2×2. ZL 
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is the transmission line impedance and Zcm is the combined machine and connection 
impedance. For the simulations in this section, N is selected to be 20. Thus, in this 
20×20 square mesh, there are 800 buses in total: 400 generator buses and 400 load 
buses.  
     
Figure 4-1 A Section of the 2-D Uniform 20×20 Square Meshed System  
 
The 2-D uniform meshed system in this study is set up in such a way to 
produce power transfer flowing diagonally from the top left to the bottom right 
across the system. The equal generation pattern (Pm –power of machine) and optimal 
load pattern (GL-loading) that create this diagonal power flow are listed in Table 4-1. 
Pmval is a scale factor which is chosen as 1 for both systems to create an initial 
system condition which is at medium stress level. For all generators, the inertia 
constant H is chosen as 6s, and the damping constant D is taken as 0.07.  
Similar to the values used in the longitudinal systems in Chapter 3:, the meshed 
system with generators strongly connected to the backbone (strongly connected 
generators case) consists of Zcm with uniform values of 0.001 + 0.01i pu and ZL with 
uniform values of 0.01+0.1i pu. The weakly connected generators case consists of 
Zcm with uniform values of 0.01 + 0.1i pu and ZL with uniform values of 0.001+0.01i 
pu. 
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Table 4-1 Generation and Load Pattern for 2-D Diagonal Loading System 
Pm GL 
Pmval× 
1 1 … 1 1 
1 1 … 1 1 
… … … .. .. 
1 1 … 1 1 
1 1 … 1 1 
Pmval× 
0 1 … 1 1 
1 1 … 1 1 
… … … .. .. 
1 1 … 1 1 
1 1 … 1 2 
For both strongly and weakly connected generators systems, a short circuit 
fault is created in the middle of the system at a load near generator10,11 for the steady 
state system condition. The fault is initiated at 0.9s with fault duration of 0.01s and 
0.03s, respectively, for strong and weak cases. Different fault duration is chosen for 
each system for better visibility of the transient responses.  
From the rotor angle plots in Figure 4-2, it is shown that the 2-D strongly 
connected generators case is dominated by or purely characterized by the wave 
phenomenon, because the fault initially only impacts one generator (generator10, 11) to 
decelerate and no other generators. Other generators experience the wave front of 
disturbance at a delayed time based on the distance away from the fault as the wave 
front expands circularly outwards like a ripple in a pond. The propagating wave front 
is at a much smaller magnitude and smoother shape than the initial large magnitude 
spike at the centre. The angle response plots show the wave front is reflected at a 
smaller magnitude after it hits the outermost generators. In Figure 4-3, the velocity 
response plots show the disturbance propagating outwards at a decreasing magnitude.    
From the rotor angle plots in Figure 4-4, it is shown that the 2-D weakly 
connected generators case is dominated by the simultaneous acceleration 
phenomenon since a group of adjacent generators and not just one generator are 
initially impacted by the fault. Even though the fault duration in this system is three 
times longer than in the other system, the peak angle magnitude is still much smaller. 
The fault initially impacts a group of neighbouring generators to decelerate 
simultaneously. There is a very small degree of wave propagation present. The angle 
plots show no reflection. The minor presence of waves is shown more clearly in the 
velocity response plots in Figure 4-5.  
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Figure 4-2 Angle Response Plots of 2-D Strongly Connected Generators Case 
(a) t=0s, (b) t=0.95s, (c) t=1s, (d) t=1.1s, (e) t=1.3s, (f) t=1.6s, (g) t=1.9s, (h) t=2.2s 
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Figure 4-3 Velocity Response Plots of 2-D Strongly Connected Generators Case 
(a) t=0s, (b) t=0.95s, (c) t=1s, (d) t=1.2s, (e) t=1.4s, (f) t=1.6s, (g) t=1.8s, (h) t=2.2s 
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Figure 4-4 Angle Response Plots of 2-D Weakly Connected Generators Case 
(a) t=0s, (b) t=0.95s, (c) t=1s, (d) t=1.2s, (e) t=1.3s, (f) t=1.4s, (g) t=1.5s, (h) t=2s 
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Figure 4-5 Velocity Response Plots of 2-D Weakly Connected Generators Case 
(a) t=.850s, (b) t=0.95s, (c) t=1.1s, (d) t=1.2s, (e) t=1.3s, (f) t=1.5s, (g) t=1.8s, (h) t=2.4s 
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In summary, this section demonstrates that for two-dimensional uniform 
meshed systems, the dominating transient dynamic response can be either 
electromechanical wave propagation or simultaneous acceleration phenomenon 
depending on the system structure. In the system where the generators are strongly 
connected to the backbone, electromechanical wave propagation is dominant and it 
plays a key role in describing the transient dynamic response of the system. A 
disturbance in this system propagates circularly outwards similar to a ripple in a 
pond, initially only impacting one generator. In the system where the generators are 
weakly connected to the transmission backbone, simultaneous acceleration 
phenomenon is dominant while there is a small degree of wave propagation present. 
A group of generators is initially impacted by the disturbance simultaneously. The 
electromechanical wave propagation phenomenon helps to explain a minor part of 
the dynamic response for this structure but the phenomenon is not a key descriptor. 
These key descriptor results for 2-D systems are the same as that of the 1-D 
longitudinal systems in Chapter 3:. The 3D animation functionality of MATLAB 
gives good visualization of the dynamic response in meshed networks. 
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4.3 SYSTEM SPLIT IN A HIGHLY STRESSED MESHED SYSTEM 
In this section, investigation is conducted on the transient dynamic response in 
an N×N-machine two-dimensional highly stressed uniform meshed power system 
with vertical direction power flow. The generators in this system are strongly 
connected to the transmission backbone. The system is a square mesh with equal 
number of generators on each side, uniform machine parameters, and uniform 
impedance values. As shown in Figure 4-6, generator buses are numbered as 1 to N
2
 
and the load buses are numbered as N
2
+1 to N
2
×2. ZL is the transmission line 
impedance and Zcm is the combined machine and connection impedance. For the 
simulation in this section, N is selected to be 10. Thus, in this 10×10 square mesh, 
there are 200 buses in total: 100 generator buses and 100 load buses.  
 
Figure 4-6 A Section of the 2-D uniform 10× 10 Square Meshed System 
The 2D uniform meshed system in this study is set up in such a way to produce 
power transfer flowing vertically from top to bottom across each of the transmission 
links. Figure 4-7 shows the angle plot of the steady state initial condition of this 
system. The equal generation pattern (Pm –power of machine) and optimal load 
pattern (GL) that create this vertical loading system are listed in Table 4-2. Pmval is a 
scale factor which is chosen as 2.93 to create an initial system condition which is at a 
very high stress level. This high Pmval value scales up both generation and loading 
significantly. For all generators, the inertia constant H is chosen as 6s, and the 
damping constant D is taken as 0.07. Similar to the values used in the longitudinal 
systems and one of the previous meshed system, the strongly connected generators to 
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the backbone case consists of Zcm with uniform values of 0.001 + 0.01i pu and ZL 
with uniform values of 0.01+0.1i pu. 
Table 4-2 Generation and Load Pattern for 2D Vertical Loading System 
Pm GL 
Pmval× 
1 1 … 1 1 
1 1 … 1 1 
… … … .. .. 
1 1 … 1 1 
1 1 … 1 1 
 Pmval 
× 𝑙𝑠𝑐𝑎𝑙𝑒 × 
 
 (𝑤ℎ𝑒𝑟𝑒  
𝑙𝑠𝑐𝑎𝑙𝑒 =
1.75) 
0.1 0.1 … 0.1 0.1 
0.2 0.2 … 0.2 0.2 
… … … ..  .. 
0.9 0.9 … 0.9 0.9 
1 1 … 1 1 
 
Figure 4-7 2D Vertical Loading System Steady State Condition Angle Plot 
For this system with generators strongly connected to the transmission back 
backbone, a short circuit fault is created at the left centre edge of the system, which 
is at the load near generator in row 5, column 1, or generator5, 1. The fault is initiated 
at 0.2s. At fault duration of 0.07s, system angles separate in two directions without 
bound. The CCT of the system is 0.06s. At CCT, a fault near generator5, 1 only causes 
a disturbance that propagates throughout the system but the system is able to return 
to steady state condition.     
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From the angle response plots shown in Figure 4-8, it is observed that the fault 
initially decelerates generator5,1 while the neighbouring generators are not affected. 
After the fault is cleared at 0.27s, generator5,1 continues to decelerate while 
generator4,1 in the row above starts to accelerate. The angle difference between these 
two generators reaches to a large value and causes neighbouring generators in row 4 
to accelerate and row 5 to decelerate successively. This disturbance propagates very 
quickly from the left to the right and reaches the right edge at 1.4s. At this time, the 
entire system is completely separated into two regions, the accelerating region at the 
sending end and the decelerating region at the receiving end. The disturbance then 
reflects and travels backwards, while the system angle separation continues to 
increase without bound.  
This system angle separation between generators in row 4 and row 5 occurs in 
the reverse direction (from the right to the left) when a 0.07s fault is applied near 
centre of the other edge or the load at generator5, 10. When a 0.07s fault is applied 
near the load at generator at edge of row 6, system separation occurs between row 5 
and row 6. When 0.07s fault occurs near generator in row 4, system separation 
occurs between row 3 and 4. In summary, for a 0.07s duration fault applied at edge 
of row 4, 5 and 6 in this test system, the accelerating generators are in the row above 
the fault location. For a fault at 0.08s or longer applied in these locations, the 
accelerating generators are in the same row as the fault location. 
The velocity response plots in Figure 4-9 show a clear and more dramatic view 
of the propagation of the disturbance. The accelerating and decelerating peak of the 
disturbance travels horizontally, impacting pairs of generators in row 4 and 5 
successively from the left to the right, at a limited speed. It also shows the 
neighbouring generators in the top half and the lower half being impacted by the 
rippling effect of the propagating disturbance.  
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Figure 4-8 A Sequence of Angle Response Plots of 10x10 Uniform Meshed System 
 (a) t=0.27s, (b) t=0.4s, (c) t=0.53s, (d) t=0.7s, (e) t=0.85s, (f) t=1.1s, (g) t=1.3s, (h) t=1.4s 
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Figure 4-9 A Sequence of Velocity Response Plots of 10x10 Uniform Meshed System 
 (a) t=0.27s, (b) t=0.41s, (c) t=0.56s, (d) t=0.7s, (e) t=0.85s, (f) t=1.1s, (g) t=1.8s, (h) t=2.4s 
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In this section, it is demonstrated that for a highly stressed two-dimensional 
uniform meshed system with generators strongly connected to the backbone and with 
vertical direction power flow, there are some critical fault locations that would cause 
system separation. These locations are at the edge of the system near the centre. In 
this 10 x 10 mesh, a fault of 0.07s at edges of centre rows 4, 5, or 6 will cause the 
disturbance to propagate across the mesh perpendicular to the power flow direction, 
causing rotor angle separation in the system. A fault at the centre of this highly 
stressed mesh does not cause system separation, but causes instability to the faulted 
centre generator and some wave propagation. When the system separates, the 
disturbance propagates in a wavelike manner impacting pairs of generators with 
acceleration and deceleration successively. Once the disturbance reaches the other 
edge, the entire system is completely separated into two regions, the accelerating 
region at the sending end and the decelerating region at the receiving end. 
Afterwards, the system rotor angle difference of these two regions continues to 
increase without bound, leading to a loss of synchronism.  
A normal consequence of such loss of synchronism is the tripping of a large 
number of transmission lines, generators and transformers by protective devices in 
order to prevent damage of equipment. This will lead this test system to separate into 
two electrical islands. An example of a fault giving rise to system separation into 
multiple electrical islands is the Northeast blackout of 2003 in North America. In this 
particular incident, additional tripping of generators and lines within each electrical 
island occurred due to mismatched load and generation, causing widespread 
blackouts. It is difficult for system operators to evaluate and respond to such an 
enormous, complex system collapse and take suitable corrective actions in a short 
period of time. Considering this fact, appropriate transmission line protection in 
addition to wide area control and protection system is the only solution that may aid 
in counteracting the impact of a wide area disturbance [65].  
Figure 4-10 shows a sequence of pictures showing the progress of cascading 
outages for the Northeast blackout of 2003. The power flow is shown with yellow 
arrows and the areas experiencing blackout are shown in grey [66]. It can be seen 
that the system has a narrow centre corridor due to the surrounding lake. The trigger 
of the whole outage was a fault tripping a transmission line at the centre of the edge 
of this system. This wide area system collapse occurred due to many different factors 
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such as a heavy power transfer, poor line maintenance, inadequate relay settings on 
high voltage transmission lines, large power surges and swings in frequency and 
voltage within electrical islands [65]. Although it did not primarily fail due to a 
propagating electromechanical disturbance causing transient stability issues, this 
system does show that a meshed network with a narrowing corridor can be more 
vulnerable to power system instability when there is a disturbance occurring near the 
corridor.   
 
Figure 4-10 Progress of Outage for Northeast Blackout of 2003 [66] 
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4.4 2-D SYSTEM WITH PROPOSED SVC CONTROL 
In this section, investigation is further conducted on the transient dynamic 
response in the two-dimensional meshed system with strongly connected generators 
from Section 4.2. The purpose of this investigation is to determine how the proposed 
SVC control can help to improve the stability of this artificial test system by 
examining the magnitude of the velocity pulse at chosen machines in both systems 
with and without the proposed SVC control. The control concept being employed 
here is that SVC control can modulate load proportional to load bus phase velocity. 
When placed in a diagonal of the system, the controller can attenuate the propagating 
wave pulse effectively in that particular diagonal of the system and improve overall 
system stability. In Section 6.3, the SVC control design is explained in detail. 
 The controlled system is identical to the uncontrolled system in all aspects 
except for the addition of one or more non-saturating proposed SVC control along 
the top left diagonal of the 2-D meshed system. The controlled SVCs are firstly 
placed at the load near generator in row 5, column 5 (gen5,5) and secondly at gen8,8, 
at then thirdly at both gen5,5 and gen8,8. The fault is applied at the centre at load near 
gen11,11. The proposed SVC control is non-saturating control with a gain of 8.  
For fault duration of 0.08s applied at the middle of the system, the magnitudes 
of the velocity pulse of the machines at four corners of the system are measured. The 
four measured machines are the first machine, 20th machine (top right), 380th 
machine (bottom left) and 400th machine (bottom right). Simulation results show 
that along the controlled top left diagonal, there is a decrease in velocity pulse size of 
0.42% when the controller is placed close to the fault at load near gen8,8. There is 
more decrease in velocity pulse size of 0.67% when the controller is placed further 
away from the fault at load near gen5,5. When two controllers are placed in the top 
left diagonal, there is the most decrease of 0.89%. For the other three diagonals, 
when there are one or more controllers placed along the top left diagonal, there is 
basically no improvement or decrease in the magnitude of velocity pulses at the 20th, 
380th and 400th machine. In fact, the velocity pulses increase in size at these 
machines for all of the tested controlled systems. 
The arrival time of the peak of the velocity pulses are also examined for the 
four corner machines for each test system. For the uncontrolled system, the arrival 
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time of the velocity pulse is in the following sequence (from the earliest to latest 
arrival): Lower left (1.87s), lower right (1.9s), top right (1.94s), and top left (1.99s). 
For the tested controlled systems, the presence of controllers does not change the 
timing of the arrival of disturbance.   
Table 4-3 Velocity Pulse Magnitude and Arrival Times of 2-D Meshed Diagonal 
Loading Test Systems 
First machine 
(Top left) 
Original 
no 
controller 
With controller 
5,5 (8/+-100) 
With 
controller8,8 
(8/+-100) 
With two 
controllers 
(5,5 and 8,8) 
(8/+-100) 
% improvement of 
velocity pulse size 
 0.67% 
improvement 
0.42% 
improvement 
0.89% 
improvement 
380th machine 
(Lower left) 
    
% improvement of 
velocity pulse size 
 No 
improvement 
No 
improvement 
No 
improvement 
400th machine 
(Lower right) 
    
% improvement of 
velocity pulse size 
 No 
improvement 
No 
improvement 
No 
improvement 
Arrival times of 
velocity pulse at 
each machine at the 
four corners of the 
mesh 
 
1.99s 1.94s 
1.87s 1.9s 
Simulation results show that when one or more controllers are present in a 
diagonal path of the meshed system, there is decrease in the magnitude of the 
velocity pulse size at the end machine in that diagonal. The decrease in size is larger 
when there are more controllers placed in that diagonal. In the other three diagonals 
in the system, where there are no controllers, there is no decrease in magnitude of 
velocity pulse at the end machines. These results show that SVC controllers can 
modulate load to attenuate the propagating pulse and help to improve system stability 
when it is placed in the system. More detailed control design can be found in 5.5. 
20th machine 
(Top right) 
     
% improvement of 
velocity pulse size 
 No 
improvement 
No 
improvement 
No 
improvement 
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These results also imply that controllers in one section can help to attenuate the pulse 
size in that section. To reduce the pulse size all along a circular wave front, multiple 
controllers along many diagonals would be required. This would help to achieve 
overall meshed system transient stability enhancement.  
These results also demonstrate that the disturbance does not propagate out 
uniformly (or at uniform speed) in this test system. This is most likely due to the 
power flow pattern. The pulse takes longer to arrive at the top left machine, which 
could be due to travelling in the direction against the diagonal power flow in this test 
system. The presence of active controllers is shown to have no effect on disturbance 
propagating speed. 
4.5 COMPARING 2-D AND 1-D SYSTEM’S KINETIC ENERGY FLOW 
The concept of kinetic energy of the disturbance being contained in the 
propagating wave front applies to both one-dimensional power systems and two-
dimensional meshed power systems. The wave front can be evaluated at the critical 
cutset as mentioned in Section 2.8.4. In a two-dimensional power system, the wave 
front expands out circularly as a ripple in a pond as in Figure 4-2 and Figure 4-3. The 
kinetic energy is spread out along a continually expanding wave front, which 
diminishes rapidly in magnitude. In this type of system, the system separation is most 
likely to be in proximity to the fault location. In a one-dimensional longitudinal or 
limited branching system, the disturbance travels similar to pulses on one or a limited 
number of strings as in Figure 3-3, Figure 3-4, Figure 5-2 and Figure 5-4. Hence, the 
wave front in such systems is concentrated and does not greatly diminish in 
magnitude as it travels. In such systems, the travelling wave has more impact upon 
any weak inter-area link in the critical cutset and causes this type of system to be 
most vulnerable to transient instability due to the travelling waves. In this type of 
system, the system separation is more likely to occur far away from the fault 
location. Therefore, the focus of this thesis is on one-dimensional longitudinal or 
limited branching systems, which are most endangered by the impact of the 
travelling wave phenomenon.  
  
Chapter 4: 2-D Meshed Systems 73 
4.6 SUMMARY 
 This chapter provides insight into the characteristics of the electromechanical 
wave propagation phenomenon in two-dimensional meshed systems. Similar to the 
longitudinal system results in the previous chapter, it is shown that a meshed system 
with generators strongly connected to the transmission backbone exhibits 
electromechanical wave propagation as the key dynamic response. The 2-D wave 
propagates out radially similar to ripples in a pond. The wave front diminishes in 
magnitude and is reflected at the edges. A meshed system with generators weakly 
connected to the transmission backbone exhibits simultaneous acceleration as the key 
dynamic response. The weakly connected system shows that a very small degree of 
travelling wave phenomenon is present. For a highly stressed meshed system, it is 
shown that the critical fault location for causing system separation is at the edges of 
the network near the centre. In the scenario where a separation occurs in a system 
with vertical direction of power flow, a fault at the edge first causes a pair of 
generators immediately in the vicinity of the fault to accelerate or decelerate and this 
disturbance propagates across the system impacting pairs of generators at a time, the 
disturbance then reflects at the other edge and causes the generator angle differences 
to continue to expand without bound. A meshed network with a narrow centre 
corridor would be even more vulnerable to instability when a fault occurs at the edge 
near the centre. When load modulating SVCs with the proposed control are placed in 
the system in a particular path, the pulse magnitude along that path can be attenuated 
and the kinetic energy in that section of the wave front can be decreased. Therefore, 
it is shown that such proposed controllers can be used in the system for stability 
enhancement. More design details of the controllers are contained in Section 6.4. By 
comparing the kinetic energy flow and wave front of propagation in 2-D and 1-D 
systems, it is concluded that 2-D systems have a radially expanding wave front with 
diminishing magnitude while 1-D and limiting branching systems have a 
concentrated wave front with little decrease in magnitude. 1-D and limited branching 
systems are the focus of this research because they are more endangered by the 
impact of the travelling wave phenomenon. 
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Chapter 5: Kinetic Energy Wave Split Ratio 
in a Limited Branching System 
5.1 INTRODUCTION 
This chapter focuses on investigating the characteristics of the 
electromechanical wave propagation phenomenon in a one-dimensional limited 
branching radial power system with generator inertia in one branch ten times larger 
than that of the other branch. A main aspect of this chapter is the examination of the 
kinetic energy contained in the wavefront, which characterizes the intensity of the 
disturbance. The kinetic energy flow characteristics can be used to determine the 
survivability of certain interarea transmission links, which can be critical for the 
stability of the whole system. Section 5.2 shows the simulation results of rotor angle 
and velocity responses as well as the calculation of wave phase speed in each branch 
of the test system. Section 5.3 examines the kinetic energy plots of selected machines 
in the branched test system and measures the split ratio of kinetic energy at the 
junction. In Section 5.4, an equivalent transmission line system is constructed to 
determine the magnitude of voltage pulses at the junction. Next, predictions are made 
on the magnitude of rotor velocity pulses at the junction in the idealized continuum 
power system based on the transmission line analogy. Subsequently, a rule is derived 
for the kinetic energy split ratio at a junction with different inertias in each branch. 
This kinetic energy split rule can help to quantify the electromechanical wave 
propagation phenomenon. This predicted theoretical result is then compared with the 
simulation results of the realistic test power system. Further investigation is 
conducted on whether a stressed link near the junction can affect the kinetic energy 
split ratio and on when the limited branching test system is most vulnerable to 
transient instability due to the electromechanical waves. All simulations in this 
chapter are conducted in MATLAB. 
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5.2 SIMULATION RESULTS 
The investigated branched radial system has a structure where one branch splits 
into two branches. The system has 11 machines, with 7 machines on the top branch 
and 4 machines on the lower branch, as shown in Figure 5-1. All machines on the top 
branch have uniform inertia constant HTop of 6s, which is 10 times larger than that of 
the machines of the lower branch, which have uniform inertia constant HLower of 0.6s. 
All 11 machines in the system have uniform damping constant D of 0.07. Similar to 
the systems with generators strongly connected to the transmission backbone, this 
system consists of Zcm with uniform values of 0.001 + 0.01i pu and ZL with uniform 
values of 0.01+0.1i pu. The major junction in this system is located at generator 4, 
where system splits into two branches (generator 5 and generator 8). The green 
dotted line represents the cutset across which the kinetic energy split is observed. 
 
 
Figure 5-1 Limited Branching 1 to 2 Branch 11 Machine System 
The test system is set up in such a way to produce a power transfer flowing 
from the left to the right across each of the transmission links. The uniform 
generation pattern (Pm –power of machine) and optimal load pattern (GL–loading) 
that create this uniform angle system are: 
 Pm = Pmval   [1 1 1 1 1 1 1 1 1 1 1] 
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GL = Pmval   [0.35 1 1 1 1 1 1.5   1 1 1 1.15] 
Where Pmval is a scale factor chosen as 0.02 to create an initial system 
condition which is lightly stressed.  
For simulating the dynamic response of this system, a fault is created in the left 
hand side of the system near generator 1 for the steady state system condition. The 
fault is initiated at 0.2s with fault duration of 0.05s. Dynamic response plots are 
obtained for rotor angle, velocity and kinetic energy. A simulation time of 5s is 
chosen so that observations can be made until post fault steady state is reached. 
Figure 5-2 and Figure 5-3 show the plots of angle responses and enlarged angle 
responses. Figure 5-4 and Figure 5-5 show plots of velocity responses and enlarged 
velocity responses. 
 
 
Figure 5-2 Angle Response Plot of 11 Machine System 
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Figure 5-3 Enlarged Angle Response Plot of 11 Machine System 
 
 
Figure 5-4 Velocity Response of 11 Machine System 
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Figure 5-5 Enlarged Velocity Response of 11 Machine System 
From the angle and velocity response plots in Figure 5-2 to Figure 5-5, it is 
observed that the fault initially decelerates generator 1 while neighbouring generators 
are not affected. The disturbance propagates through the system from the left to the 
right impacting neighbouring generators in the high inertia top branch to decelerate 
successively at almost equal time intervals but at gradually smaller first swing 
magnitude. The magnitude of first swing increases significantly for machine 6 and 7. 
Machine 7 at the end of the high inertia top branch shows the largest first swing 
deceleration magnitude. This large value means this last machine is most stressed 
during the first swing and most likely to separate. Further discussions on the risk of 
separation of machine 7 can be found at the end of section 5.3. The disturbance 
propagates at a much faster speed and at smaller time intervals through machines 8, 
9, 10 and 11 due to the lower inertia of the machines. The lower branch oscillates 
closely together throughout the simulation.  
Another noteworthy aspect from the angle dynamic response plots in Figure 5-2 
and Figure 5-3 is the clear visible transition from travelling waves into standing 
waves. Starting from a set of wave propagation of disturbances, the dynamic 
response of this system resolves down into an oscillation mode which is primarily 
end to end or machine 1 against machine 7. The higher frequency components of the 
standing wave quickly diminish, leaving only lower frequency standing waves 
oscillating before the system settles into a new steady state operating condition. The 
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low frequency oscillation of the standing wave in this artificial test system is at 
1.1Hz. A similar transition from travelling wave into standing waves was observed in 
the USA Western Interconnection system in [7].  
Velocity response plot is obtained as opposed to offset velocity response plot 
for this system. The original velocity response plot, which contains all velocities 
centred at 0, makes it easier to observe and compare the exact time each machine 
starts to decelerate. The velocity plot shows the disturbance propagating through the 
system from the left to the right like a pulse on a string while impacting neighbouring 
generators in the high inertia top branch to decelerate successively at almost equal 
time intervals but at gradually smaller first swing magnitude. There is a steady 
decrease of the size of the disturbance across the top high inertia branch and an 
increase of the size of the disturbance at machine 6 and 7, with 7 being the largest.  
It can also be seen from the wave phase speed formula in (5.1) that when the 
machine inertia h in the lower branch decreases by a factor of 1/10, the wave speed 
increases by a factor of 10 , or 3.16 as in (5.2).  
zh
V
vtop
2
sin2 
        (5.1)         
toptoplower vv
zh
V
zh
V
v 1623.310
2
sin
10
1
1
10
1
2
sin 22
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
  (5.2)         
This theoretical result is verified by the very similar results obtained from the 
simulation estimation. By graphic estimation of the arrival times of the peak of 
disturbance between successive generators, it is calculated that the disturbance 
propagates at a factor of approximately 4 times faster in the lower inertia branch than 
in the higher inertia branch. This estimated result is very close to the theoretical 
result with a 26% difference. 
5.3 KINETIC ENERGY PLOTS 
To analyse the kinetic energy flow in the system, the Lyapunov kinetic energy 
function, )(
iKE
V , is constructed for individual generators using (5.3), where iM  is 
the inertia constant and i  is the rotor velocity at generator i [37]. 
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2
2
1
)( iiiKE MV       (5.3)         
For obtaining the velocity values, relative rotor angle synchronous reference 
frame is used instead of the commonly used Centre Of Inertia (COI) reference frame 
due to clearer kinetic energy results obtained from the relative rotor angle reference 
frame.  
Figure 5-6 shows the kinetic energy plots of selected machines in this test 
system. It shows that an initial impact of the fault at machine 1 initiated a kinetic 
energy pulse with a height of 11.29 pu. The magnitude of this pulse diminishes as it 
travels across the system. At machine 2, the height of kinetic energy pulse is 3.8 pu. 
Before the branch splits into two, the height of kinetic energy pulse that arrives at 
machine 4 is 1.32 pu. At machine 5, in the higher inertia branch, the height of kinetic 
energy pulse is 1.13pu. At machine 8, in the lower inertia branch, the height of 
kinetic energy pulse is 0.11pu. The ratio of the kinetic energy split is 10.27:1 
(1.13/0.11) for this system which has an inertia ratio of 10:1. This result shows that 
more kinetic energy goes through the high inertia generators in the top branch and 
less kinetic energy go through the low inertia generators in the lower branch at 
approximately the same ratio as the inertia. 
There is a large reduction in the magnitude of the kinetic energy pulse peak 
from machine 1 to machine 2 (11.29 to 3.8pu) in Figure 5-6. Around two-thirds of the 
initial kinetic energy peak does not propagate to the next machine. The initial 
disturbance is spiky-shaped while the propagating wave is smooth-shaped. Likewise, 
in the 2-D system’s angle response in Section 4.2, the fault initially causes a high 
magnitude spike. However, the propagating disturbance is observed to have a very 
smooth wave front at a much smaller magnitude. The primary reason for this large 
reduction in pulse magnitude in both systems is the limitation of the lumped and 
discrete nature of realistic test power systems in representing the travelling wave 
phenomenon, which is best described by the continuum power system model. The 
kinetic energy injected at the faulted machine consists of both high frequency and 
low frequency components. The lumped discrete model represents well the lower 
frequency components as travelling waves but does not represent well the higher 
frequency components. Therefore, the higher frequency components of the 
disturbance do not propagate as waves into the second machine in lumped systems.  
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A finer discrete model with a greater number of smaller generators and smaller 
impedances can better represent higher frequency components as travelling waves. In 
such a finer discrete model, a larger portion of the fault energy is retained to 
propagate through the system and more frequency content is preserved. The decrease 
in magnitude of the pulse from the second generator onwards is primarily due to 
losses in the damped test systems. In 5.5, there is a more detailed explanation of the 
limitations of the lumped discrete power system model in representing the travelling 
wave phenomenon. 
There is a higher risk of separation for machine 7, the end machine of the top 
branch. This high risk can be further supported by the kinetic energy results shown in 
Appendix B. It can be seen that the height of kinetic energy for machine 7 (2.48 
units) is approximately double the height of kinetic energy for machine 5 (1.13 
units), or that of machine 6 (1.31pu). The excess kinetic energy collected at the last 
machine results from a combination of forward and reflected kinetic energy pulses. 
This signifies that the last machine has a higher risk of separation than other 
machines. This bottling effect of kinetic energy also directly contributes to the 
dramatic first swing angle or velocity magnitude at the last machine. In general, 
kinetic energy is a good descriptor of the intensity of the propagating disturbance.  
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Figure 5-6 Kinetic Energy Plot of 1 to 2 Branching System at Machines 1, 2, 4, 5, and 8 in 
pu (Values of Peaks are Listed at the Left Side) 
5.4 EQUIVALENT TRANSMISSION LINE SYSTEM 
By constructing an equivalent transmission line system of the limited 
branching discrete power system, the ratio of kinetic energy split at the junction can 
be calculated based on the derived values of the velocity wave magnitude at the 
junction in the idealized continuum power system. The one-to-two branch test power 
system can be represented by an equivalent transmission line system as in Figure 5-7 
with characteristic impedance of 0Z  for the top branch and 3 0Z  for the lower branch 
as calculated in (5.4) to (5.5). The top branch’s inertia, h , is 10 times larger than the 
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lower branch’s inertia, h
10
1
. When the machine inertia h  decreases by a factor of 
1/10, the characteristic impedance increases by a factor of 1623.310  , or 
approximately 3 times as calculated in (5.5).  
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Figure 5-7 Characteristic Impedances in Equivalent Transmission Line System 
The two branches after the junction can be considered to be in parallel 0Z || 03Z
= 0
4
3
Z . This results in a simplified one-to-one branch system with equivalent 
impedance of 0
4
3
Z for the right side branch as shown in Figure 5-8 
 
Figure 5-8 Simplified Characteristic Impedances in Equivalent Transmission Line 
System 
For a voltage pulse initiated at the left end of the system, the reflection 
coefficient and transmission coefficients at the junction are calculated as in (5.6) and 
(5.7). 
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The equivalent transmission line system result shows that the incident voltage 
pulse of magnitude of 1 at the left side of the system travels to the right. At the 
junction, a voltage pulse of magnitude of 1/7 is reflected and 6/7 is transmitted. The 
return voltage along the left branch has a magnitude of 6/7. The transmitted voltage 
along the right side is 6/7, the same on both branches. Therefore, the voltage 
magnitude at either side of the junction is the same in the transmission line network. 
 
Figure 5-9 Voltage Pulse Magnitudes in Equivalent Transmission Line System  
According to the analogy or mapping between voltage and velocity, it is 
expected that the equivalent continuum power system model with infinite distributed 
parameters would exhibit the same velocity characteristics with identical velocity 
pulse magnitude at the junction.  
5.4.1 Test Power System Velocity Results 
Simulation results of the realistic lumped discrete test power system velocity 
responses are shown in Figure 5-5 and in Table 5-1. The decelerating velocity pulse 
has a magnitude of 8.12 at machine 4 before the junction, 7.51 at machine 5 in top 
branch and 7.45 at machine 8 in lower branch after the junction. The velocity pulse 
magnitudes after the split (7.51 and 7.45) are almost identical. Hence, the 
transmission line analogy prediction of equal velocity pulses at the junction is 
approximately valid in the lumped system simulation result with negligible 
differences, which is due to limitations of the discrete lumped system model and also 
damping in the system. A perfect continuum test model such as an infinitely 
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continuous model would yield the exact result that is the same as the theoretical 
analogy.  
Table 5-1 Velocity Pulse Magnitude Values of 11 Machine System 
5.4.2 Calculation of the Energy Split Ratio based on the Idealized Continuum 
Model 
By applying the transmission line analogy to an equivalent idealized continuum 
power system, it can be derived that the transmitted rotor velocity magnitudes at 
machine 5 and machine 8 after the junction are equal: 85   . Since the rotor 
velocities are equal, the kinetic energy of the machines right after the junction is 
shown to split according to the ratio of the inertia of the machines in each branch as 
in (5.8) to (5.12), where k is the ratio of kinetic energy split. For the idealized 
continuum system, the ratio of the kinetic energy split is 10:1, which is same as the 
inertia ratio. In the lumped discrete test system, the ratio of the kinetic energy split is 
observed to be 10.27:1. 
1
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Machine 1 2 3 4 5 6 7  
Velocity pulse 
magnitude 
23.76 13.79 11.33 8.12 7.51 8.11 11.14  
Machine     8 9 10 11 
Velocity pulse 
magnitude 
    7.45 7.643 8.09 8.451 
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Further simulation results of modified test systems show that when there is a 
more stressed link with a large power flow located right after the junction in a 
particular branch, slightly less kinetic energy flows through that branch. The stressed 
link has a smaller potential energy barrier and is more likely to break when there is a 
large kinetic energy pulse approaching it and flowing through it. Since the kinetic 
energy wave split ratio is mainly dependent on the size of the inertia, a stressed link 
located in the high inertia branch as shown in Figure 5-10 makes the system to 
become more vulnerable to instability caused by the travelling waves. More details 
of weak link causing system separation will be discussed in Chapter 7:, Section 3. 
 
 
Figure 5-10 Limited Branching 1 to 2 Branch 11 Machine System with a Weak Link in the 
Higher Inertia Branch 
5.5 SUMMARY 
In this chapter, a new approach is developed for determining the kinetic energy 
wave split ratio at a junction in a limited branching system by using the transmission 
line analogy. It is demonstrated that through the simulation of a lightly stressed one-
to-two branch radial test power system, in which the top branch contains machines 
with 10 times higher inertia than machines in the lower branch, the kinetic energy 
wave split is at a ratio of 10.27:1. According to the transmission line voltage 
travelling wave analogy, the velocity travelling wave in each branch after the 
junction is equal in magnitude in an idealized continuum power system. With equal 
velocity magnitude in each machine in the top and the lower branch at the junction, 
the kinetic energy arriving at the machines immediately after the junction in an 
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idealized continuum system should split at the same ratio as the inertia ratio of the 
machines, 10:1. This theory is approximately confirmed by the test power system 
results with negligible discrepancies which arise due to the limitation of the discrete 
lumped model that represents realistic power systems. A more detailed explanation 
of the limitations of the lumped discrete model in representing the travelling wave 
phenomenon is given in 5.5. 
Further investigations show that slightly less kinetic energy flows through a 
certain branch when there is a stressed link in that branch. However, the kinetic 
energy split ratio is primarily dependent on the size of the inertia and the stressed 
link’s smaller potential energy barrier can be easily exceeded by the approaching 
large kinetic energy pulse. Therefore, a branched system with a stressed link located 
in the high inertia branch is the most vulnerable to instability caused by the travelling 
waves. More details of weak link causing system separation is discussed in Chapter 
7:. 
In summary, the rule of energy split at the junction is that more kinetic energy 
travels down the higher inertia branch and less kinetic energy travels down the lower 
inertia branch at approximately the same ratio as the inertia of the machines in 
discrete power systems.   
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Chapter 6: Finite Approximation  
6.1 INTRODUCTION 
In an idealized continuum model consisting of infinitesimal generators and 
infinitesimal line impedances, the electromechanical wave propagation phenomenon 
can be described by a wave equation, from which a formula for its propagation speed 
is derived. The propagating wave would theoretically exist to infinite frequencies in 
such a power system with infinitesimal network elements. Furthermore, the wave 
reflection at system boundaries can be theoretically completely eliminated by a 
characteristic termination. In contrast, realistic power systems are discrete in nature 
and consist of finite size or lumped generators and line impedances. Hence, the 
continuum model’s perfect representation of travelling wave is limited in the realistic 
power systems, which are expected to exhibit a finite approximation of the travelling 
wave in a restricted frequency range. Due to this limitation, characteristic termination 
based on the continuum model cannot be expected to achieve perfect zero wave 
reflection in realistic power systems. Controllers in realistic power systems have a 
finite control capacity. Therefore, electromechanical controllers based on the 
continuum model can achieve adequate results in realistic systems, but cannot 
perfectly achieve the goal of zero reflection, zero transmission and zero quenching, 
which are theoretically possible in the idealized continuum model. In this chapter, 
the finite approximation of forward waves are analysed in both time domain and 
frequency domain for realistic longitudinal power system with either uniformly or 
non-uniformly discretised regions. An SVC controller based on transmission line 
theory is proposed and implemented in the artificial power system and the IEEE 
benchmark Australian power system. The controller yields promising results in 
attenuating electromechanical waves. Section 6.2 describes details of the forward 
wave analysis. Section 6.3 describes how the linearization of the system is 
implemented to facilitate frequency domain analysis. Section 6.4 gives details of the 
proposed SVC controller. Section 6.5 connects frequency range with modal analysis 
results. Section 6.6 contains the simulation results of the artificial and Australian 
systems. All simulations in this chapter are conducted in MATLAB except for the 
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simulation of the IEEE benchmark Australian power system, which is conducted in 
PSS/E.  
6.2 FORWARD WAVE ANALYSIS 
An important goal of this section is the investigation of the forward 
electromechanical wave propagation for realistic discrete systems in time and 
frequency domains. In a longitudinal distortionless power system, where the speed of 
propagation is independent of frequency, the classical swing equation of generator 
rotor can be transformed into a wave equation. This wave equation consists of 
distributed parameters and characterizes the propagation of electromechanical waves 
( ) in terms of rotor angle (  ), rotor velocity ( ) or power (P) [5] as in (6.1), 
where v  is the wave phase speed  [4]. 
2
2
2
2
2
t
v
x 



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 (6.1) 
Where   , 𝜔  or P. The solution of this second order linear differential 
equation shows that there are both forward W ( ) and backward 
W ( ) travelling 
wave components present as in (6.2) [5].  
)()( vtxWvtxW        (6.2) 
According to the transmission line analogy, by ending each test power system 
with a characteristic termination, or a device with constant velocity and power ratio 
as listed in Table 2-2, the reflections are eliminated and there is only forward 
travelling wave present as in (6.3). 
)( vtxW                               (6.3) 
The frequency domain investigations are accomplished through analysing the 
properties of the phase and magnitude plots of transfer functions of angular 
frequencies (velocities) between two chosen machines. The velocity transfer function 
is a ratio of velocity between two different machines, say a and b, and can be derived 
by dividing the transfer functions of the form  𝜔𝑖/𝑝1  as shown in (6.4), where p1 is 
the input power perturbation at 1
st
 machine. p1 excites 𝜔 i, which is the angular 
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frequency of i
th
 machine. The phase and the magnitude of this transfer function can 
be expressed as in (6.5) and (6.6), respectively. 
 (𝜔𝑏/𝑝1)/(𝜔𝑎/𝑝1) = 𝜔𝑏/𝜔𝑎 = 𝜔(𝑏 − 𝑎)   (6.4) 
𝑝ℎ(𝜔𝑏/𝜔𝑎) =  𝑝ℎ(𝜔𝑏/𝑝1) − 𝑝ℎ(𝜔𝑎/𝑝1)    (6.5) 
𝑚𝑎𝑔(𝜔𝑏/𝜔𝑎) = 𝑚𝑎𝑔(𝜔𝑏/𝑝1)/𝑚𝑎𝑔(𝜔𝑎/𝑝1)    (6.6) 
If a forward travelling wave is present in a power system, a phase delay 
between the velocities of two machines is expected. A delay function, 𝑥(𝑡 − 𝑡0), in 
time domain can be represented by 𝑋(𝑠)𝑒−𝑠𝑡0  in frequency domain using Laplace 
transform as in (6.7). The delay process, 𝑒−𝑠𝑡0 , can be described as Y(s), where the 
magnitude is 1 and phase is 𝜑 as in (6.8). 
𝑥(𝑡 − 𝑡0)
𝐿𝑎𝑝𝑙𝑎𝑐𝑒 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚
↔              𝑋(𝑠)𝑒−𝑠𝑡0    (6.7) 
𝑌(𝑠) = 𝑒−𝑠𝑡0 = 𝑒𝑗𝜑    (6.8) 
For examining the frequency responses, 𝑠 = 𝑗𝜔  can be used, which makes 
𝑒𝑗𝜑 = 𝑒−𝑗𝜔𝑡0 and thus, 𝑗𝜑 =  −𝑗𝜔𝑡0. Therefore, the phase, 𝜑, and hence the delay 
value, 𝑡0 , are related as in (6.9). Here, the phase angle decreases linearly with 
frequency. A sharper slope, or larger 𝑡0, means a longer delay time. This angular 
frequency 𝜔  is equivalent to the linear phase region or the magnitude plot’s 
frequency range, which is the frequency range with sufficient signal magnitude. 
𝜑 = −𝜔𝑡0                   (6.9) 
The characteristic termination at the end of each test system for reflection 
elimination is implemented by including the frequency dependent load 
eloadload DP 
  near the end machine as in (6.10).  
)(
1
loadeeem
e
e PDPP
M
                            (6.10) 
Where De is the damping ratio, Me is the rotor inertia constant, Pm is 
mechanical power, Pe is electrical power, e
 is acceleration and e
 is velocity of the 
end machine. The total frequency dependent power is eloade DDP 
)(  . 
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Since there is no reverse travelling wave, the power wave of the load is 
positive only 
 PP  and the velocity wave is positive only e
  . The 
characteristic termination is defined as in Table 2-2. In this special case, it is derived 
as in (6.11).  
PP
Z e
 



0                                    (6.11) 
The frequency dependent power at the end machine and the damping of the 
load for characteristic termination implementation are derived as in (6.12) and (6.13).   
eloadee DD
Z
P   )(
1
0
                        (6.12) 
eload D
Z
D 
0
1
                            (6.13) 
6.3 LINEARIZATION OF THIS TEST SYSTEM 
The linearized version of this test system has input as the mechanical power at 
machine 1, 1mP , and output as the angular frequency of machine 1, ω1. The system 
transfer function is 
 𝜔1
𝑃𝑚1
, which is shown in Figure 6-1.  
 
Figure 6-1 Input and Output of the Linearized Power System 
The B matrix for this system is a 12 N  column matrix consisting of the value 
1/1 J  at the N+1
th
 row. This means that the input power at machine 1 is only 
influencing the acceleration state of machine 1. For this test system, the C matrix is a  
N21 row vector consisting of value 1 at the N+1th column. This means that angular 
frequency   at machine 1 is the output that we measure. The input or control vector 
u  for this system is a single scalar which is the mechanical power of machine 1, 
1m
P .  
Pm1 
Transfer function 
of 
Linearized Power 
System 
𝜔1
𝑃1
 
ω1 
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The linearized classical machine model in terms of acceleration for the 
longitudinal test system is expressed as (6.14). The coefficients of angles in brackets 
are quantities for the K sub-matrix. 
 i
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i
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ii
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)cos()cos(
 (6.14) 
 
6.4 ATTENUATION OF WAVES USING PROPOSED SVC CONTROL 
As mentioned in Section 2.8.3, there is an analogy between electromagnetic 
voltage waves and electromechanical angular frequency waves. In a transmission line 
system, a resistor can absorb energy and reduce voltage wave reflection and 
transmission. A characteristic impedance termination can eliminate reflections 
entirely. Based on this analogy, in a power system, a characteristic termination or 
control device with constant angular frequency to power absorption ratio Δω/ΔP will 
reduce travelling pulse size by absorbing energy and reducing wave reflection and 
transmission [6]. The Δω/ΔP characteristic can be utilized for the attenuation of the 
electromechanical waves. Direct load modulation such as switched loads, can be one 
of the effective ways. Moreover, modern batteries and demand management has a 
potential to emulate the Δω/ΔP characteristic and achieve desired load modulation. 
However, in this thesis, the load modulation effect of SVC is used to reduce wave 
reflection and transmission.  
For a distortionless system, an additional loss element will cause the forward 
travelling wave to be attenuated as in (6.15), where   is the attenuation constant. In 
the artificial test power system, this additional loss element is created by an SVC 
which modulates a frequency dependent load. 
)exp()( xvtxWp      (6.15) 
The SVC controls the load voltage which directly modulates load power. A 
constant impedance load is assumed. The change in load power absorption ( P ) is 
proportional to the change in velocity or local angular frequency (  ) by a constant
K in (6.16). 
 KP       (6.16) 
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 K is a product of the individual gains of each step as shown in (6.17) and 
(6.18).  
PVB
k

           (6.17) 
  kK    (6.18) 
Where   is change in generator velocity; B  is change in SVC shunt 
susceptance; V is change in load bus voltage; and P is change in load power 
absorption. 𝑘 is the gain between velocity and susceptance change;  is the gain 
between susceptance and voltage change;   is the gain between voltage and power 
change. β is the gain between voltage and power change. In this thesis, a constant 
impedance load model is used for the analysis. In [67], a more complex dynamic 
load model analysis and load modulation are thoroughly discussed and illustrated. A 
large ratio of induction motor load shows a lower effective β for load modulation, 
because the voltage susceptible portion of the load is lower. 
isvc KP 
 represents power to the load as modulated by the SVC as in (6.19). 
In the artificial test system with the proposed control, this K is modelled as an extra 
damping term added to the frequency dependent load where the SVC is located as in 
(6.20).  
)(
1
svcii
i
i PDPePm
M
                (6.19) 
))((
1
ii
i
i KDPePm
M
                         (6.20) 
The procedure to obtain K involves placing an SVC with susceptance size of 
j  at the chosen load bus i  at steady state condition and observing how much the 
voltage at the chosen load bus xV varies when this SVC is added as in (6.21) [68]. 
The change in power P is then calculated according to (6.22). j is a shunt term 
added to the appropriate location on the diagonal of the M submatrix of the bus 
admittance matrix. 
xAxxx VLVMMVVV new 
 ')( 1      (6.21) 
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GVGVVPPP xxxnew
22)(            (6.22) 
The design of the proposed 𝑘∆?̇?  SVC controller consists of an additional 
auxiliary feedback signal into the summing junction of the SVC model of the PSS/E 
33 Model Library as in Figure 6-2. The auxiliary signal is proportional to the local 
angular frequency signal at the bus. The auxiliary signal is a local velocity feedback 
term which is added in a similar way as the Power Oscillation Damper (POD). Here, 
Vref is the reference voltage and V is the measured bus voltage at point of common 
coupling. 
 
Figure 6-2 SVC Model of PSS/E 33 Model Library, Siemens Power Technologies 
International, Sep. 2012 
The SVC control action is proportional control based on  or   and is not 
operating point dependent. The control law is in (6.23): 
𝐵𝑆𝑉𝐶 = {
𝐸            𝑘∆?̇? > 𝐸 
−𝐸        𝑘∆?̇? < −𝐸  
𝑘∆?̇?      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                            (6.23) 
Where Bsvc is the control law based on local generator velocity 
measurement ∆?̇?. Bsvc is SVC susceptance value. 𝐸 is the upper limit and -𝐸 is the 
lower limit. Since local rotor angle variations are strongly aligned with local voltage 
angle variations, the SVC control action can also use local bus voltage angular 
frequency instead of nearby generator velocity. 
In the IEEE test case simplified Australian system [69] given in Section 6.6.2, 
the simulation shows the combined effect of excitation systems, power system 
stabilizers and a proposed SVC controller. In power systems, all of the control 
actions are making small changes in the system trajectory and thus can be treated as 
additive in nature for stability enhancement. The control effect of the exciter has a 
small impact on the wave propagation characteristics. Therefore, the artificial 
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systems in this thesis omit exciters to show the effect of the SVC on traveling waves. 
However, the combined excitation system and SVC control in an artificial system is 
investigated with its effect shown in Section 7.5.2. 
6.5 FREQUENCY RANGE AND MODAL ANALYSIS 
There is a close association between the discretization level of a region and its 
frequency range and modal analysis results, as demonstrated in the simulation results 
of this section. According to the analysis results, the frequency range is dependent on 
the discretization level of the inertia and of the impedance elements. The frequency 
range of a uniform region is inversely proportional to the square root of the average 
inertia avgH  (Inertia of each discrete generator) and the average impedance avgZ  
(Impedance between neighbouring discrete generators) as in (6.24). A system region 
with smaller inertia machines and smaller impedances between the machines has a 
higher frequency range.  
avgavgZH
RangeFrequency
1
_     (6.24) 
The frequency range of a particular uniformly discretised region and the wave 
phase speed of that region [4] are strongly related. For example, a region with a low 
frequency range has a slower wave phase speed. 
The frequency range of a uniformly discretised region is equal to the oscillation 
mode with the highest frequency in that region. This means that any wave frequency 
higher than the highest frequency of a uniformly discretised region will not 
propagate into or past this region. Furthermore, it is possible to display the travelling 
wave phenomenon using oscillation modes in time domain. The angle and velocity 
states of the system can be expressed in terms of modes through the use of the 
inverse T-matrix [70] as in (6.25).  
zTx 1                                           (6.25) 
 
Where x  contains the angle and velocity states of generators, and z contains 
the position and velocity states of system modes [70]. When a limited number of 
modes are used for mapping prediction, then the resulting inferred angle and velocity 
state approximation and travelling wave display are less accurate. The travelling 
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wave display is the most accurate when all of the modes are used. In a 100 machine 
uniformly discretised test system, selected lowest frequency modal position states are 
plotted in Figure 6-3, showing their variation in time. It is demonstrated that these low 
frequency modes are coherent in phase at the travelling wave initiating time and at 
the time when the wave reaches the termination.  
  
 
Figure 6-3 Phase Coherency Shown by Selected Lowest Frequency Modal Position 
States for the 100 Machine Uniformly Discretised System 
 
A chosen controller must be able to react quickly to track the incident wave 
[6]. Therefore, it is important to know the frequency range or the frequency of the 
highest oscillation mode in a particular region, because the shape of the travelling 
wave can impact the effectiveness of a finite speed controller in that region. A 
controller can usually function well in a low frequency range region and track the 
slowly changing velocity wave shape. Sharp velocity wave shape in a high frequency 
range region can cause problems, since the controller may not react quick enough to 
track the wave and may be less effective in attenuating the wave or removing kinetic 
energy. Special care needs to be taken when designing controllers, which are located 
in high frequency range regions, in order to ensure their robustness. 
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Further modal analysis is conducted on a 10 machine open ended uniform 
system. First, a concentrated disturbance is applied at machine 1. The contribution of 
the lower frequency modes to the velocity of machine 1 is given in Figure 6-4. The 
bold blue line is the sum of all the contribution from each mode in the set. It is shown 
that all the modes are coherent in phase at time equals 0. This set of mode gives a 
strong presence of travelling waves.  
Furthermore, this kind of concentrated disturbance and coherent phase modes 
is typical of systems, which have generators strongly connected to the transmission 
backbone and have a strong dominance of travelling waves.  
 
Figure 6-4 Contribution of each mode to the velocity of machine 1 (Bold line is the 
sum of the contribution of all modes) for a concentrated disturbance in an open ended system 
 
The contribution of modes at the sixth machine for the concentrated 
disturbance is shown in Figure 6-5. It is shown that as time progresses and as the 
disturbance travels to the sixth machine, the modes are no longer exactly in phase 
and the travelling pulse changes in shape and widens. However, despite some 
dispersing of the modes and reduced phase coherence, the peak of all modes is still 
present in diminished magnitude. 
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Figure 6-5 Contribution of each mode to the velocity of machine 6 (Bold line is the 
sum of the contribution of all modes) for a concentrated disturbance in an open ended system 
 
Next, a spread out disturbance is applied at machine 1 to 4. The contribution of 
each mode to the velocity of machine 1 is given in Figure 6-6. The bold blue line is 
the sum of all the contribution from each mode. It is shown that all the modes are not 
coherent in phase at time 0. This set of modes does not give good presence of 
travelling waves. 
Furthermore, this kind of spread out disturbance and low coherent phase modes 
is typical of systems, which have generators weakly connected to the transmission 
backbone and do not have a strong dominance of travelling waves.  
 
Figure 6-6 Contribution of each mode to the velocity of machine 1 for a spread out 
disturbance in an open ended system 
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The contribution of modes at the sixth machine for the spread out disturbance 
is shown in Figure 6-7. It is shown that as time progresses and as the disturbance 
travels to the sixth machine, travelling pulse becomes more distorted in shape. 
However, despite the dispersing of the modes, the peak of all modes is still present in 
diminished magnitude. 
 
Figure 6-7 Contribution of each mode to the velocity of machine 6 (Bold line is the 
sum of the contribution of all modes) for a concentrated disturbance in an open ended system 
 
In summary, modal analysis results provide good theoretical analysis and 
prediction of the travelling wave phenomenon. When the travelling wave 
phenomenon is dominant in a system, the initial pulse is concentrated affecting only 
a single generator. Such a system exhibits strong phase coherence of the modes 
initially. Therefore, phase coherency implies that the travelling wave is strongly 
present in a system and the system’s structure consists of generators strongly 
connected to the transmission backbone. 
When the travelling wave phenomenon is not dominant in a system, the initial 
pulse is spread out affecting many generators together. Such a system exhibits lack 
of phase coherence of the modes initially. Therefore, lack of phase coherency implies 
that the travelling wave is not strongly present in a system and the system’s structure 
consists of generators weakly connected to the transmission backbone. 
For both cases, there is also a good alignment of modes at t=0 for machine 1. 
However, as time progresses, there is a lower phase coherence and the pulse widens, 
diminishes in magnitude and distorts in shape slightly.  
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6.6 TEST SYSTEMS AND SIMULATION RESULTS 
The electromechanical wave propagation phenomenon concept is investigated 
in MATLAB in two artificial discrete test systems for time and frequency domain 
responses. The simplified Australian power system IEEE test system [69] is 
investigated in MATLAB for frequency domain response and in PSS/E for time 
domain response. The base case systems are firstly examined and a proposed SVC 
controller is later added to show its ability in attenuating the travelling wave in time 
domain.  
The two artificial test systems are the uniformly discretised 10 machine system 
and the non-uniformly discretised 15 machine system. Both test systems have 
identical and uniform line impedances of ZL of 0.01+0.1 and connection impedances 
of Zcm of 0.001+0.01, but with either uniform or non-uniform inertia. They are 
terminated with a characteristic termination boundary condition based on the inertia 
of the last machine. This termination is analogous to impedance matching in 
transmission lines and should theoretically eliminate wave reflections [6]. It makes 
each artificial system equivalent to an infinite length system with only forward 
travelling waves present. These test systems are algebraically linearized for 
frequency investigations. 
An idealized continuum system has infinitesimal distributed elements such as 
continuous transmission, generation and load per unit length [4, 5]. An idealized 
longitudinal continuum system would have an infinite frequency range. Hence, these 
two artificial test power systems with finite frequency range are considered as 
discrete or coarsely discretised. The highest oscillation mode in the 10 machine 
system is 26.2 rad/s or 4.2 Hz. When a more finely discretised 100 machine 
equivalent systems is created, the highest oscillation mode is almost exactly 10 times 
higher (265 rad/s or 42 Hz), the frequency range is almost exactly 10 times wider, 
and the output travelling wave shape is less distorted. The 100 machine system has 
the same per kilometre parameter value, same total distance across the system, 10 
times more machines, 10 times smaller average machine inertias aveH
10
1
 and 10 
times smaller average line impedances aveZ
10
1
. By using the frequency range 
formula, such a system with 10 times smaller system parameters can be expected to 
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theoretically have a 10 times higher frequency range than the original 10 machine 
system as shown by equation (6.26) and (6.27). This prediction is confirmed by the 
experimental modal analysis results, where the frequency of the highest oscillation 
modes (which is equal to frequency range) is almost exactly 10 times larger 
(26.2rad/s and 265rad/s). 
x
ZH
RangeFrequency
aveave
machines 
1
_ 10    (6.26)
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This result shows that as the discretization becomes finer, the finite frequency 
range becomes higher and closer to that of the ideal continuum. In other words, the 
travelling wave phenomenon is only valid to a finite frequency range in discrete 
power systems. A lumpier system has a lower frequency range. Inside the frequency 
range, the system response behaves like travelling waves.  
Figure 6-8 shows the comparison of the frequency magnitude spectrums of 
three different pulses: a square-shaped input power pulse disturbance, the output 
rotor velocity pulse at the 5
th
 machine in the 10 machine system, and the output 
velocity pulse at the 50
th
 machine in the 100 machine system. The magnitude 
spectrum of the square pulse has a main lobe and four side lobes. In the 10 machine 
system, the velocity pulse is much smaller in magnitude and its frequency range 
terminates around 4 Hz. In the 100 machine system, the velocity pulse is much more 
similar in magnitude and shape to the original square pulse. Its frequency range 
terminates around 42 Hz. This result confirms the frequency range value from the 
modal analysis results. It demonstrates that as the discretization gets finer, the 
frequency range becomes higher and the pulse shape is less distorted.  
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Figure 6-8 Frequency Magnitude Spectrum of Pulses (Square Input Power Pulse as 
Compared to Velocity Output Pulse in 10 Machines and 100 Machines Systems) 
6.6.1 Artificial Test Systems 
The uniformly discretised system as shown in Figure 6-9 consists of 10 
machines with uniform inertia constant H of 6s and negligible general damping. The 
damping at the last machine is modified to model the characteristic termination as 
calculated by the formula in Table 2-2. The generation is uniformly 1 everywhere and 
the load is uniformly 1 everywhere except 0 at the first load and 2 at the last load [0 1 
1 ….1 1 2]. This results in a left-to-right power flow.  
 
 
Figure 6-9 Uniformly Discretised 10 Machine System 
The non-uniformly discretised system as shown in Figure 6-10 consists of 15 
machines in three sections: 5 machines low inertia section (H = 1.2s, D = 0.014), 5 
machines high inertia section (H = 6s, D = 0.07), and 5 machines low inertia section 
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(H = 1.2s, D = 0.014) ended with a characteristic termination. The inertia and 
damping are five times higher in the high inertia section. The uniform generation and 
uniform load pattern is similar to the previous system, which results in a left to right 
power flow.  
 
Figure 6-10 Non-uniformly Discretised 15 Machine System 
A square shaped input pulse of 0.1s is initiated at the left-most machine’s 
(machine 1’s) power input for each test system and the output velocity pulse travels 
from the left to the right across the system as shown in Figure 6-10. Simulation results 
indicate that the delay value 𝑡0 , which is calculated using frequency domain 
characteristics, is commensurate to the measured velocity pulse delay time across 
each section in both test systems in time domain as listed in Table 6-1 and Table 6-2. 
There are minor discrepancies between measured and calculated values due to 
discretization. 
Table 6-1 Delay in Uniformly Discretised System 
Section of 5 
Machines 
Time Domain Frequency Domain 
Measured 
Delay Time 
Calculated 𝑡0 Delay Value 
First half 0.33s 10.4rad/(26𝑟𝑎𝑑/𝑠) = 0.4𝑠 
Second half 0.33s 10.1rad/(25𝑟𝑎𝑑/𝑠) = 0.4𝑠 
 
 
Table 6-2 Delay in Non-uniformly Discretised System 
 Section of 5 Machines 
Time Domain Frequency Domain 
Measured 
Delay Time 
Calculated 𝑡0 Delay Value 
1. Low Inertia 
(Finely discretised) 
0.15s 12.20rad/(60𝑟𝑎𝑑/𝑠) = 0.20𝑠 
2. High Inertia 
(Coarsely discretised) 
0.34s 11.9rad/(26𝑟𝑎𝑑/𝑠) = 0.46𝑠 
3. Low Inertia 
(Finely discretised) 
0.15s 11.5rad/(60𝑟𝑎𝑑/𝑠) = 0.19𝑠 
For the uniformly discretised system, there are identical delay value, linear 
phase region and uniform frequency range of 26rad/s across each half of the system 
as shown in Figure 6-11. 
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Figure 6-11 Phase and Magnitude Plots for Uniformly Discretised System 
The velocity disturbance is shown travelling across the system in time domain 
in Figure 6-12. There is no change to pulse shape or travel speed. There is negligible 
decrease in magnitude as there is negligible damping in the system. The velocities 
are originally centred at 0 rad/s, but an offset value is provided to make the travelling 
waves more visible in the plots. 
 
Figure 6-12 Offset Velocity Plot of Undamped Uniformly Discretised 10 Machine System 
In Figure 6-12, the undamped system is ended with a characteristic 
termination, which should ideally eliminate all reflections. However, there are still 
reflections present in the system. An explanation of this imperfect reflection 
elimination is that the characteristic termination 𝑍0 = 𝜔
+/𝑃+ is derived based on the 
wave equation model, distributed parameters, and without damping. This termination 
is imperfect in performance in the discrete power system model, which has lumped 
parameters [6].  
1 2 3 4 5
-5
-4
-3
-2
-1
0
1
Time (s)
V
e
lo
c
it
y
 (
ra
d
/s
)
 
 
1
2
3
4
5
6
7
8
9
10
 106 Chapter 6: Finite Approximation 
In a discrete test power system, the travelling wave power in the line between 
machines ‘i’ and ‘i+1”  is observed to be more closely related to velocity average 
(𝜔
𝑖
+𝜔𝑖+1)/2   of the neighbouring machines 𝑍0 = 𝜔𝑎𝑣
+/𝑃+ . Although this 
relationship could provide a more perfect termination, the value of 𝜔𝑖+1  is 
impractical to measure. 
Figure 6-13 is the same uniform test system but with some system damping (H 
= 6s, D = 0.07). There are some attenuation of pulse size as the wave travels and also 
less wave reflection at the end of the system due to the system damping. 
 
Figure 6-13 Offset Velocity Plot of Damped Uniformly Discretised 10 Machine 
System 
For a non-uniformly discretised system with low, high and low inertia regions 
(LHL system), there are varying delay value, linear phase region and frequency 
range across each of the different inertia regions in frequency domain as shown in 
Figure 6-14. The sharp slope (larger delay value) and narrow frequency range 
(26rad/s) of the high inertia region in frequency domain corresponds to a longer 
delay time across that region in time domain. The flat slope (smaller delay value) and 
wide frequency range (60rad/s) of the low inertia region in frequency domain 
corresponds to shorter delay time across that region in time domain. These results 
imply that in the real system, a region with larger inertia, which can be considered as 
more coarsely discretised, has a slower travelling time in time domain, a larger delay 
value, and a smaller linear phase region or frequency range in frequency domain. The 
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frequency range observations of each region in Figure 6-14 is consistent with the 
mode of the highest frequency in that region when modal analysis is conducted on 
that segment of the system.  
The presence of high frequency local modes is most visible in the magnitude 
plots in Figure 6-14. The region closer to the left end of the system has the most 
presence of local mode oscillations. The local modes attenuate and do not propagate 
too far away from the disturbance injection point, which is the left-most machine in 
these two test systems. The later sections of the LHL system have the most 
attenuation of high frequency oscillations compared to the uniform system. The 
bandwidth or the frequency range of the high inertia coarsely discretised region in 
this LHL system defines the actual frequency of the anticipated disturbance that 
propagates to the rest of the system, since frequencies higher than this frequency 
range are attenuated along the way.  
Phase (degrees) Magnitude (dB) 
  
𝜔(5 − 1) 697° = 12.2rad 60rad/s 
𝜔(10 − 6) 679.9° = 11.9rad 26rad/s 
𝜔(15 − 11) 658.5° = 11.5rad 60rad/s 
Figure 6-14 Phase and Magnitude Plots for Non-uniformly Discretised System 
 
Figure 6-15 shows the disturbance travelling across the damped system in time 
domain. There is a pulse shape change at machine 6 and a travel speed change at 
machine 6 and 11. The pulse is tall and narrow in section 1 and short and wide in 
sections 2 and 3. The travel speed of the pulse is fast in section 1 and 3 at same speed 
and slow in section 2. There is significant decrease of pulse size going from section 1 
to 2 but no noticeable decrease of pulse size later on. There is no reflection at the end 
of the system due to the characteristic termination and system damping. There is 
significant reflection in section 1 and some reflection in section 2 due to the change 
of inertia, which is a discontinuity that the travelling pulse encounters. In the 
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undamped LHL system as shown in Figure 6-16, there is the same pattern of pulse 
size decrease, shape change across the regions and variation in delay times, but the 
system has much more reflections at each discontinuity and at the end. 
 
Figure 6-15 Offset Velocity Plot of Damped Non-uniform 15 Machine System 
 
Figure 6-16 Offset Velocity Plot of Undamped Non-uniform 15 Machine System 
6.6.2 IEEE Benchmark System (Simplified Australian System) 
Figure 6-17 shows the simplified Australian power system model IEEE test 
system consisting of 14 generators and 59 buses with SVCs in brown and state 
boundaries in red [69]. This real system model is used to investigate the traveling 
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wave phenomenon in time and frequency domain in a real power system. It is shown 
by existing data that the Australian system is primarily a longitudinal system. It 
consists of a low inertia QLD region, a high inertia NSW region, a low inertia VIC 
region and a low inertia SA region as shown in Table 6-3. The generator numbering is 
colour coded according to the state as listed in  
Table 6-4.  
Therefore, the frequency characteristic of Australia in terms of frequency range 
is expected to be somewhat similar to the LHL inertia non-uniformly discretised 
system, which has a wide, narrow, and wide frequency range. Minor discrepancies 
are also expected since the Australian system has an open termination, which means 
that there are reflections at the ends and both forward and backward travelling waves 
are present.  
Table 6-3 Observed Frequency Range of Each State in Australia for a Disturbance in QLD or 
SA (QLD Case or SA Case) 
State 
Machine Plot 
ID 
Area 
Inertia Inertia 
size 
Observed frequency 
signal for a disturbance in 
QLD SA 
QLD 8-11 202s Low 20rad/s 5rad/s 
NSW 1-5 440s High 5rad/s 5rad/s 
VIC 6-7 177s Low 5rad/s 5rad/s 
SA 12-14 113s Low 5rad/s 20rad/s 
 
 
Table 6-4 Generator Numbering for Simplified Australian System 
Bus # State Plot ID Bus # State Plot ID 
101 
NSW-
Snowy 
1 401 QLD 8 
201 NSW 2 402 QLD 9 
202 NSW 3 403 QLD 10 
203 NSW 4 404 QLD 11 
204 NSW 5 501 SA 12 
301 VIC 6 502 SA 13 
302 VIC 7 503 SA 14 
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Figure 6-17 Simplified 14 Generator, 59 Bus Australian System [69] 
Two test scenarios are conducted to test this frequency range expectation in 
MATLAB. Firstly, the system is given an input power disturbance at the northern-
most generator of the system (the QLD case). Then, the system is given input power 
disturbance at the southern-most generator of the system (the SA case). For 
frequency domain investigations, the simplified Australian system is linearized using 
the forward-difference approximation numerical method [71]. The observed 
frequency range of each geographical state of Australia for each test scenario is listed 
1 
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in Table 6-3. The frequency range is derived as the meaningful range of phase angle 
for individual transfer functions, 𝜔(𝑎)/𝑝1 , in which the signal magnitude is 
sufficient. Here, 𝜔(𝑎)  is the angular frequency at machine a, and 𝑝1  is the 
mechanical power at machine 1.  
Simulation results in MATLAB show that the simplified Australian system 
exhibits some frequency characteristics of the LHL system when a fault is applied at 
either edge of the system. The first two States give the same result as the LHL 
system with observed frequency range of wide (20rad/s) and narrow (5 rad/s). The 
observed frequency range has become so limited through the high inertia section that 
there is no signal at high frequency present in the next section (VIC, SA) upon which 
to appraise the real frequency range. When the disturbance signal is in SA, the 
frequency range of that section is clearly seen to be wide as expected (20rad/s). 
Similar to the LHL system, the frequency range of the high inertia region in the 
simplified Australian system defines the actual frequency of the anticipated 
disturbance that propagates to the rest of the system, since higher frequencies are 
attenuated along the way. 
Simulations are performed using PSS/E software to demonstrate the presence 
of the electromechanical wave propagation phenomenon in the simplified Australian 
system for the QLD case in time domain. A 0.25s three-phase bolted fault is applied 
in northern QLD at bus 406 for a heavy load condition [69] to probe the system 
response near its stability boundary. All SVCs in the system are set to voltage 
control. Simulation results show that the Australian system exhibits travelling wave 
phenomenon primarily in lower frequencies and there are groups of coherent 
generators oscillating together, such as the SA generators. There is high magnitude 
high frequency oscillation in QLD and low magnitude low frequency oscillation in 
the other states at a delayed time based on the distance from the fault as shown in 
angle and velocity plots in Figure 6-18 and Figure 6-19.  
The estimated wave phase speed from border buses is 3182.6km/s for QLD, 
1566.4km/s for NSW, 5854.8km/s for VIC and 6065.6km/s for SA as listed in Table 
6-5. The distance for each simplified state is listed in inset table of Figure 6-17. This 
result shows that the wave speed is fast in low inertia QLD, VIC and SA regions, and 
slow in high inertia NSW region. The Australian system result confirms to a certain 
degree the relationship between frequency range and travel speed as shown in (6.33). 
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Figure 6-18 Angle Response of Australian System in PSS/E 
 
Figure 6-19 Velocity Response of Australian System in PSS/E 
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Table 6-5 Estimated Wave Phase Speed for Australian System 
Travel Region 
Estimated travel time from 
PSS/E angle plot of border 
buses 
Estimated travel speed in time domain 
QLD  (416-406) 7.269-6.935 = 0.334s 1063𝑘𝑚/0.334𝑠 = 3182.6𝑘𝑚/𝑠 
NSW (102-416) 8.203-7.269= 0.934s 1463𝑘𝑚/0.934𝑠 = 1566.4𝑘𝑚/𝑠 
VIC (315-102) 8.327-8.203=0.124s 726𝑘𝑚/0.124𝑠 = 5854.8𝑘𝑚/𝑠 
SA (501-315) 8.449-8.327=0.122s 740𝑘𝑚/0.122𝑠 = 6065.6𝑘𝑚/𝑠 
 
The efficacy of the proposed 𝑘∆?̇? SVC controller to attenuate the travelling 
pulse in the longitudinal Australian power system is investigated further in PSS/E. 
The same heavy load condition and fault location as the previous simulation are used 
here. For the system without the proposed control, all SVCs are initially set as fixed 
shunts, except for the three SVCs at buses 412 (QLD), 205 (NSW) and 216 (NSW), 
which are set to voltage control to stabilize the system. For the system with the 
proposed control, a single SVC of capacity +/-400MVar is set to 𝑘∆?̇? control at bus 
216 in NSW as circled in red in Figure 6-17, while the other SVCs are the same 
configuration as the system without the proposed control. A 0.26s three-phase bolted 
fault at bus 406 (in QLD) is applied in all tests to examine the transient stability 
enhancement effect of a single proposed SVC controller near the system’s stability 
boundary. The load at buses adjacent to the proposed SVC controller is 
approximately 3000MW. The angle and velocity plots look very similar to the 
previous results in Figure 6-18 and Figure 6-19.  
Figure 6-20 shows the velocity pulses at the last machine 12 in SA in the system 
without the proposed control (with 0.37% over-speed) compared with that in the 
system with the proposed control (with 0.32% over-speed). An enlarged inset plot 
provides a better visual comparison of the peak of the waves. The SVC at bus 216 
peaked at 400MVar. This caused a 0.05 pu change in voltage which resulted in a 
power change of 1953MW. 
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Figure 6-20 Attenuation of Velocity Pulse at Last Machine (12) when a Single SVC Located 
in Bus 216 in NSW Uses the Proposed Control in the Heavy Load Case 
 
The proposed control is successful in attenuating the travelling pulse by 
11.49% as listed in Table 6-6. Therefore, the proposed SVC controller is a good 
control strategy for attenuating the electromechanical wave propagation in the 
Australian power system. In this subsection, the heavy load condition is simulated. In 
the next subsection, the light load condition [69] is simulated using the same 
proposed SVC controller. 
Table 6-6 Attenuation of Electromechanical Waves in the Australian Power System 
  Without the 
Proposed Control 
With the Proposed 
single SVC Control 
Velocity pulse size at machine 12 in SA 
(Radian/s) 
1.149 1.017 
Attenuation of velocity pulse size (%) -- 11.49% 
Over- speed (%) 0.37% 0.32% 
6.6.3 Investigation on Changes in Operating Condition 
The wave phase speed can be affected when there are changes in the operating 
condition. The wave phase speed depends on the level of discretization of the system 
as shown in Table 6-2 and [4]. The wave phase speed is slower in a coarsely 
discretised high inertia region, which may correspond to a high generation operating 
condition. The wave phase speed is faster in finely discretised low inertia region, 
which may correspond to a lower generation operating condition.  
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When the same SVC control scheme as Section 6.6.2 is implemented in a light 
load operating condition with some generators out of service (another IEEE test case 
[69]), a wave attenuation of 34.11% is achieved. Hence, the proposed SVC controller 
is a good control strategy for wave attenuation in the Australian power system for a 
range of operating conditions. 
6.7 SUMMARY 
In this chapter, the finite approximation of the electromechanical wave 
propagation phenomenon and its attenuation is investigated in realistic discrete 
longitudinal power systems. The artificial test systems are ended with characteristic 
termination so that only forward travelling waves of generator rotor angles and 
velocities are present. A delay value derived from the frequency results can 
approximately represent this forward wave’s time delay. The wave speed is slower in 
a coarsely discretised region with large discrete elements. In these discrete systems, 
the waves exist in a limited frequency range. The frequency range of a uniformly 
discretised region is a function of average inertia and average impedance of that 
region. The frequency range is equal to the mode with the highest modal frequency. 
Modes can also be used to display the travelling wave phenomenon through a 
transformation formula. The frequency of the anticipated disturbance that propagates 
to the rest of the system is determined by the most coarsely discretised region which 
has the lowest frequency range. The simplified Australian system exhibits travelling 
wave phenomenon and some characteristics of the non-uniform discretised system 
when a fault is applied at either edge of the longitudinal system. The load modulation 
effect of SVC is very attractive for some systems where there are numerous units 
already installed in the network for voltage control purposes. Simulation results show 
that the proposed SVC controller can successfully attenuate the electromechanical 
waves in longitudinal power systems for a range of operating conditions. The next 
chapter presents the details of four innovative key insights and control implications, 
which arise from interpreting transient stability as travelling waves.   
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Chapter 7: Control Implications    
7.1 INTRODUCTION 
This chapter provides an overview of some of the important and innovative 
control insights and implications that arise from a better understanding of the 
characteristics of electromechanical wave propagation phenomenon in power 
systems. Analysis is conducted on the time domain responses of the first swing 
motions of test power systems with and without the proposed SVC controllers. There 
are four major control concepts or test system cases, which are unique to a travelling 
wave interpretation of transient stability: ‘(1) critical region for a stressed link near 
the end of a longitudinal system due to wave reflection’, ‘(2) dispersed control in a 
path in a uniform loading longitudinal system’, ‘(3) placement of controllers 
considering structure and load distribution in a system’, and ‘(4) refined localised 
transient stability enhancement.’ A brief overview of these test system cases is given 
in Section 7.2. More detailed simulations and results are given in Section 7.5. For 
each of the SVC controlled case studies in this thesis, one of two selected types of 
transient stability enhancement methods is used. These methods are explained in 
detail in Section 7.3. The first control method is wave attenuation by removing 
kinetic energy from the wave along the path, which is a type of PQC as described in 
Section 2.9.7. The second control method is allowing more kinetic energy to pass 
through an interarea link by maximizing the potential energy barrier of an interarea 
link, which is accomplished by using a new category of controller. In this thesis, it is 
named as Energy Barrier Raising Controller (EBRC). The travelling wave 
interpretation can affect the control design for power system transient stability 
enhancement and also aid the interpretation of the localised transient stability 
assessment as shown in Section 7.3. The applicability of the localised transient 
stability method can be explained by using the travelling wave phenomenon. Another 
new aspect that is introduced in this chapter is the consideration of the transient 
stability of the critical link instead of the entire critical cutset for power system 
stability enhancement. In Section 7.4, the aspect of modelling of motor loads is 
considered. The concepts contained in this chapter can assist power system control 
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engineers in designing good control strategies to enhance power system transient 
stability in view of the travelling electromechanical waves. All simulations in this 
chapter are conducted either in MATLAB or PSS/E. 
7.2 MAJOR CONCEPTS AND TEST CASES OVERVIEW 
In this section, four innovative control concepts and implications arise from the 
travelling wave phenomenon interpretation of power systems transient stability. A 
brief overview of each concept and case study is listed here. 
1. Critical Region for a Stressed Link Near the End of a Longitudinal 
System Due to Wave Reflection 
The first concept is that there are wave reflections and large travelling wave 
magnitude at the boundary of power systems [6]. This end critical region can be 
vulnerable to separation, when there is a stressed link near the end of a longitudinal 
system. This concept is illustrated by an artificial longitudinal system at a heavy load 
condition with a stressed high impedance link at the end. The simplified Australian 
system IEEE test system’s simulation result also supports the critical end region 
concept.     
2. Dispersed Control in a Path in a Uniform Loading Longitudinal System 
The second concept is that the attenuation of travelling waves and transient 
stability enhancement can be achieved effectively by dispersed control in a path in 
some longitudinal systems with uniform loading. Instead of a single large SVC, 
multiple dispersed smaller-size SVCs with a total size equivalent to the single large 
SVC can be used to achieve the same net attenuation or stability enhancement in 
terms of CCT, the maximum fault duration for which the system is still stable. This 
dispersed control concept is illustrated by the same longitudinal system with a 
stressed high impedance link at the end. PQCs are used in this case study. 
3. Placement of Controllers Considering Structure and Load Distribution 
in a System 
The third concept is that the placement of controllers for the greatest stability 
enhancement is related to the structure and load pattern in the system. When there are 
parallel paths with non-uniform loading in a system, it is most effective to control 
both sides to achieve maximum pulse attenuation at the end branch and to achieve 
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maximum overall CCT improvement. If only one branch can be controlled, then 
controlling the branch with the larger load is more effective. This concept is 
illustrated by an artificial ring and branch test system, which is structurally similar to 
the WECC system. PQCs are used in this case study.  
4. Refined Localised Transient Stability Enhancement   
The fourth concept is that the transient stability of a system is determined by 
the localised transient energy of the critical link in a split critical cutset. By raising 
the potential energy barrier of the critical link, system stability can be enhanced. The 
background of this concept is described in Section 7.3. This concept is illustrated by 
an artificial five regions system, which has a critical link in a split critical cutset in 
the system when there is no SVC. An SVC is placed in the middle of the critical link 
to act as an EBRC for transient stability enhancement.  
7.3 REFINED LOCALIZED TRANSIENT STABILITY ASSESSMENT AND 
ENHANCEMENT THROUGH MAXIMIZING POTENTIAL ENERGY 
BARRIER 
The localised transient stability approach or the cutset energy method [72] as 
mentioned in Section 2.8.5 does not comprehensively summarize the real threshold 
of system instability. In this thesis, an additional new aspect is introduced and 
investigated, which refines the localised transient stability approach and proposes 
that the critical link in a split critical cutset is the key element in determining system 
instability. The control of the critical link can lead to effective system transient 
stability enhancement. An example of a critical link in a split critical cutset is 
illustrated in Figure 7-1 as CutsetNew. The critical link is the red link between group 
B and D.  
In this thesis, a critical link is defined as the most vulnerable link in a split 
critical cutset. It is the link with the lowest potential energy margin, which is most 
likely to be exceeded by the incoming kinetic energy pulse for a given operating 
condition and fault location. This low potential energy margin could be caused by a 
particular load pattern which stresses the link to have a large initial angle difference, 
or it could be caused by the high impedance of the link in addition to a particular 
load pattern.  
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Figure 7-1 Cutsets and Coherent Generator Groups in a Faulted System Modified from [47]. 
 A Critical Cutset at One Operating Condition and Fault Location: CutsetOld (Blue).  
A Split Critical Cutset at Another Operating Condition and Fault Location: CutsetNew (Red) 
with Critical Link in Red. 
In Figure 7-1, the wave front splits at the junction at the critical cutset. In 
general, the kinetic energy split ratio at a junction is primarily according to the ratio 
of the inertia of the machines on each branch while being slightly affected by the 
power flow in any stressed link at the junction. A high inertia branch with a stressed 
link is the most vulnerable situation. The split kinetic energy wave fronts will hit and 
travel through each link. The concept of kinetic energy in the wave front applies to 
both one-dimensional power systems and two-dimensional meshed power systems, 
and the wave front can be evaluated at the critical cutset [73]. The focus of this 
chapter is on one-dimensional longitudinal or limited branching systems, which are 
more endangered by the impact of the travelling wave phenomenon.  
The critical link concept proposes that the critical link is the first link to break 
in the split critical cutset, because the low potential energy margin of the critical link 
is exceeded by the sufficiently large kinetic energy pulse going through the link. 
After it breaks, the rest of the links in the critical cutset will eventually also break. 
Therefore, instead of focusing on the total split critical cutset kinetic energy passing 
through all the links, only the kinetic energy through the critical link is the most 
important. System stability is a local property and is mainly dependent on the 
stability of critical link in the split critical cutset. This theory is investigated and 
confirmed to be accurate in a five region test system in Section 7.5.4. 
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The electromechanical wave propagation phenomenon is essential in 
explaining the applicability of the localised transient stability assessment method. 
The travelling wave concept specifies that the kinetic energy injected by the fault is 
contained in the wave front, )(xV
waveKE
, which travels through the system as a pulse. 
Since it is only the wave front that passes through the cutset, then only kinetic energy 
of the wave front needs to be considered for whether the cutset will break 
CRcutsetcutset VxV )(  [47] as in CutsetOld in Figure 7-1.  
The refined stability criterion for a split cutset as in CutsetNew in Figure 7-1 
becomes the comparison of energies of the critical link, such that the transient energy 
of the critical link does not exceed the potential energy barrier of the critical link. 
linkCRcriticalnkcriticalli VxV )( . The travelling wave phenomenon also explains why only 
kinetic energy through the critical link, instead of the kinetic energy through the 
entire critical cutset, is the most important in determining the transient stability of the 
system. Similar to previously mentioned in Section 2.8.1, by considering an 
equivalent spring mass system [41], the potential energy of the critical link,
linkCRcriticalV , is analogous to the maximum extension limit of a spring. The kinetic 
energy injected into the generator rotors through the link, nkcriticalliKEV , is analogous to 
the motion of the masses. The spring would be stable when the present extension of 
the spring plus the added motion will be less than the maximum extension of the 
spring linkCRcriticalnkcriticalli VxV )( . This means that all the kinetic energy in the split 
wave front can safely pass through the critical link.  
The most efficient way to enhance system transient stability in the critical 
system survival situation is to raise the potential energy barrier of the critical link 
using an EBRC during the first swing to ensure that there is sufficient synchronising 
torque and that more kinetic energy is allowed to pass through the link. One of the 
most effective ways to raise potential energy barrier is to place an SVC in the middle 
of the critical link to decrease the link’s equivalent series reactance using the line 
modulation method.  
The potential energy barrier 𝑉𝐶𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙𝑙𝑖𝑛𝑘  is a function of power flow across 
the critical link as in (7.1), which is modified from [47], neglecting line resistance.  
𝑉𝐶𝑅𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙𝑙𝑖𝑛𝑘 =
1
𝑋𝑒𝑞
∫ (sin(𝑢) − sin (
𝛿𝑑𝑖𝑓𝑓
𝑢
𝛿𝑑𝑖𝑓𝑓
° 𝛿𝑑𝑖𝑓𝑓
° ))𝑑𝑢                     (7.1) 
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Where 𝛿𝑑𝑖𝑓𝑓
°  is the initial operating line angle difference, and 𝛿𝑑𝑖𝑓𝑓
𝑢  is the 
maximum line angle difference. 
The value of potential energy barrier is constant for a given operating 
condition. The Y connected SVC (𝑋𝑐)   and critical link segments (𝑋𝐿)  can be 
transformed into the equivalent series reactance 𝑋𝑒𝑞  as in (7.2). In this method, the 
SVC’s capacitive increase strengthens the critical link by decreasing the equivalent 
series reactance 𝑋𝑒𝑞 .  
𝑋𝑒𝑞 = 2𝑋𝐿 −
𝑋𝐿
2
𝑋𝑐
       (7.2) 
 The refined localised transient stability enhancement method in this paper uses 
the following control law for the SVC in the middle of the link. The control law in 
(7.3) is a type of bang-bang control based on the angle difference 𝛿𝑑𝑖𝑓𝑓  of the 
generators across the critical link.  
𝐵𝑆𝑉𝐶 = {
𝐵𝑚𝑎𝑥        𝛿𝑑𝑖𝑓𝑓 > 𝛿𝑐𝑟  
𝐵𝑚𝑖𝑛         𝛿𝑑𝑖𝑓𝑓 < −𝛿𝑐𝑟   
0     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
      (7.3) 
Where Bsvc is the control law based on wide area generator angle difference 
measurement 𝛿𝑑𝑖𝑓𝑓 . Bsvc is SVC susceptance value. 𝐵𝑚𝑎𝑥  is the upper limit and 
𝐵𝑚𝑖𝑛 is the lower limit. 𝛿𝑐𝑟 is the critical angle difference value. The design principle 
is to fully utilize the SVC to ensure the survival of the critical link during the first 
swing. This refined localised transient stability enhancement method is investigated 
further in Section 7.5.4. 
7.4 MOTOR LOAD ASPECT 
All test power systems in this thesis are assumed to have constant impedance 
loads, which respond immediately to voltage change. In real power systems, the 
induction motor loads can represent a substantial fraction of power system loads. 
Therefore, the dynamic characteristic of induction motors can be important for load 
modelling [1]. The transfer function of voltage to power of induction motor is of the 
form 
as
s
k

. The power change of the motor is behind voltage change by a phase 
shift. To implement the proposed controller as mentioned in Section 6.4 and equation 
(6.16), a power variation P  that is aligned with velocity variation   by a 
 122 Chapter 7: Control Implications 
constant K is needed. Therefore, when there is substantial motor load present, a pre-
correction transfer function term H can be used in the SVC control design as in (7.4). 
This will compensate for the presence of motor load phase shift factor and help to 
obtain a correct power pulse shape. The implementation of H can be achieved 
through inverse filtering technique using a Kalman filter similar to  [74]. 
PVB as
s
k
Hk
  
 *      
 (7.4) 
7.5 SIMULATION RESULTS AND DISCUSSION 
7.5.1 Critical Region for a Stressed Link Near the End of a Longitudinal System 
Due to Wave Reflection 
Figure 7-2 shows an artificial uniform loading 10 machine longitudinal system 
in which there is a high impedance stressed link at the end. All machines in this open 
ended system have uniform damping constant D of 0.175 and inertia constant H of 
18s. In this system, the uniform line impedance ZL is 0.01+0.1i and the uniform 
connection impedance Zm is 0.001+0.01i. All artificial test systems in this chapter 
have the same impedance values. The stressed link at the end of the system (in green) 
has line impedance that is three times larger than the uniform impedance of all other 
transmission links. The generation is uniformly 1 everywhere and the load is 
uniformly 1 everywhere except 0 at the first load and 2 at the last load [0 1 1 ….1 1 
2]. This results in a left-to-right power flow.  
 
Figure 7-2 Uniform 10 Machine Longitudinal System with a Stressed Link 
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Figure 7-3 Angle Response of 10 Machine Longitudinal System (CCT = 0.145s) 
 
Simulation result shows that a fault at the leftmost machine in this system 
causes wave propagation and a large pulse magnitude at the end machine. A three-
phase bolted fault of 0.145s duration is applied to create the CCT. All faults in this 
thesis are of the same fault type. Beyond the CCT of 0.145s, the end generator 10 
breaks off and the system becomes unstable. Figure 7-3 shows the angle response of 
the stable heavy load system at CCT.  
The reason for the stressed link separation in the heavy load system is due to 
the large initial angle difference across the stressed link and large wave reflection at 
the end. The doubling of wave magnitude makes this end machine most vulnerable to 
separation.  
Further investigation is conducted on the simplified Australian system IEEE 
test system, which is primarily a longitudinal open ended system at both ends and 
consists of 14 generators, 59 buses and four areas [69]. The time domain velocity 
response in PSS/E for a fault in northern QLD is shown in Figure 7-4. It is observed 
that the pulse at SA gives a 30% rise in magnitude when it is compared to the 
travelling pulse that arrived in VIC. This result supports the concept of critical region 
near the end of a longitudinal system. To preserve the transient stability of the whole 
system, the end link is better not stressed too much. 
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Figure 7-4 Velocity Response of Simplified Australian System in PSS/E (Colour Code 
is by Groups of Coherent Generators) 
7.5.2 Dispersed Control in a Path in a Uniform Loading Longitudinal System 
Simulation is conducted on the artificial uniform loading longitudinal system 
with a high impedance stressed link at the end to investigate the effect of SVCs on 
improving stability of a system which exhibits travelling waves. Figure 7-5 shows a 
single SVC placed at the load bus near machine 5. The SVC is modelled as a variable 
capacitor. The CCT of the no-SVC system is compared with the CCT of SVC 
controlled systems, in which a single controller of identical parameter and 
susceptance size (  20pu) is placed at a chosen bus in the system. The locations 
tested are all load buses except the buses at either end of the system, because these 
locations are too close to the fault or discontinuities. 
 
Figure 7-5 10 Machine Longitudinal System with a Single SVC  
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Simulation result shows that for a single identical size controller, its location is 
not significant for improving the system stability in this test system. Regardless of 
the controller location, the CCT is the same, as in Figure 7-6. The effectiveness of the 
SVC is reasonably uniform at each chosen location. The reason for this is that for a 
given SVC capacity and identical load, there will be identical load modulation and 
finite kinetic energy removal from the travelling wave, irrespective of the location of 
the SVC. When the load is the same, it does not matter enormously where the SVC is 
placed, since the strength of SVC’s influence on kinetic energy reduction is the same 
for all locations.  
 
Figure 7-6 Improvement in CCT when a Single SVC is Located near Machines 3 to 8 
  For the test system with a single SVC in Figure 7-5, the combined control 
effect of excitation system with SVC is investigated. A model diagram of a 
simplified 1
st
 order exciter that is used for the simulation is shown in  
Figure 7-7. The exciter control gives additional stability enhancement to the control 
effect of the SVC, as shown in Table 7-1. The rotor angle and velocity simulation 
results also show that the wave propagation characteristics are almost the same and 
minimally impacted when the excitation system is implemented. Hence, the exciter is 
omitted in other artificial test systems to focus on the control effect of SVCs on 
travelling waves.  
 
Figure 7-7 Model Diagram of a Simplified 1
st
 Order Fast (Static) Exciter [75] 
Table 7-1 CCT Improvements for the Test System with Excitation System 
SVC: near 5th machine CCT Improvement 
No excitation, no SVC 0.145s  
No excitation, with SVC 0.163s 12.41% 
With excitation, no SVC 0.152s 4.83% 
With excitation, with SVC 0.166s 14.48% 
 
3 4 5 6 7 8
12.41 12.41 12.41 12.41 12.41 12.41 
%CCT improvement
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Instead of a single large SVC, multiple dispersed smaller-size SVCs with 
equivalent total size to the single large SVC can be used to achieve the same 
attenuation or CCT. This dispersed control concept is illustrated by the same 
artificial longitudinal system in which there is a high impedance stressed link at the 
end. The number and size of SVC are: 1@  20pu, 2@  10pu (3
rd
 and 6
th
 machine), 
and 4@  5pu (3
rd
, 5
th
, 6
th
, and 8
th
 machine) as shown in Figure 7-5, Figure 7-8 and 
Figure 7-9.   
 
Figure 7-8 10 Machine Longitudinal System with Two Dispersed SVCs  
 
Figure 7-9 10 Machine Longitudinal System with Four Dispersed SVCs 
 
The improvement in CCT can be achieved by a single SVC or multiple smaller 
dispersed identical size SVCs as shown in Table 7-2. These results illustrate that the 
total effectiveness of SVCs on the system can be achieved in a lumped or dispersed 
fashion when the loading is uniform. The effectiveness of the individual SVCs is 
identical since the loads being modulated are identical. 
Table 7-2 Lumped or Dispersed Control CCT Improvement Results 
There are certain benefits in the dispersed control method. Firstly, reasonable 
amount of pulse attenuation can be achieved, no matter where the wave is initiated. 
For example, a fault at the centre of the longitudinal system would cause travelling 
waves to propagate in both directions, which can be attenuated by the multiple 
 Single SVC 
@  20 
Two Dispersed 
SVCs @  10 
Four Dispersed 
SVCs @  5 
 Figure 7-5 Figure 7-8 Figure 7-9 
Location of SVC(s) 3rd to 8th 
Machine  
3rd & 6th  
 
3rd, 5th, 6th AND 
8th 
New CCT 0.163s 0.163s 0.163s 
% CCT Improvement  12.41% 12.41% 12.41% 
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dispersed SVCs on either path. However, if there is only a single SVC in the system, 
then only the wave passing through the SVC will be attenuated to a large amount 
while the wave going in the other direction will remain the same size. Secondly, a 
loss of any individual SVC is not detrimental to the net stability enhancement, which 
is a summation of all SVC’s individual enhancement. 
 
7.5.3 Placement of Controllers Considering Structure and Load Distribution in 
a System   
In this section, the simulation response of a real power system model is 
analysed and compared with that of a constructed test power system, which produces 
a similar dynamic response. Figure 7-10 shows the geographic layout of the WECC 
127-bus system [9]. The system is observed to be primarily a ring and branch system 
[76, 77]. When there is a loss of generator in the southern part of the WECC system, 
the transient dynamic response of the real system is shown in Figure 7-11 and Figure 
7-12. The response shows electromechanical wave propagation phenomenon 
throughout the system and a large wave magnitude at the northern end due to wave 
reflection. The dynamic response also shows a transition from travelling waves into 
an end-to-end oscillation mode [7]. 
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Figure 7-10 Geographical Layouts of the WECC 127-bus System [9] 
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Figure 7-11 Frequency Response of the WECC Planning Model System for a Large Loss of 
Generation in the Southern Part (Results from the Planning Model of the System) [7] 
 
Figure 7-12 Frequency Response of the WECC Planning Model System for a Large Loss of 
Generation in the Southern Part [Enlarged first 10s] (Results from the Planning Model of the 
System) [7] 
 
A 13 machine ring and branch test system with uniform loading pattern without 
any stressed link is constructed as in Figure 7-13. This system is structurally similar to 
the WECC system. The size of the circle represents the size of the inertia of the 
machine. This ring and branch test system simulation results are shown in Figure 7-14 
and Figure 7-15. The transient dynamic response of the trip of generator 1 in this test 
system in Figure 7-14 is very similar to the observed results in the WECC system’s 
generator trip response as shown above in Figure 7-11. The result shows 
electromechanical wave propagation phenomenon throughout the system, a large 
wave reflection at the end of the branch, as well as a transition from travelling waves 
into an end-to-end oscillation mode. 
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Figure 7-13 Ring and Branch Test System with a Similar Structure to the WI 
 
 
Figure 7-14 Velocity Response in the Ring and Branch Test System in Response to a Loss of 
Generation in the Southern Part 
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Figure 7-15 Velocity Response in the Ring and Branch Test System in Response to a Loss of 
Generation in the Southern Part [Enlarged first 10s]. 
The 13 machine ring and branch test system is further modified with a high 
impedance stressed link between machine 6 and 11 and a non-uniform load pattern as 
shown in Figure 7-16. This test system, which is structurally somewhat similar to the 
WECC system, is used to illustrate that the placement of SVCs for the greatest pulse 
attenuation or the greatest CCT improvement is related to the structure and load 
pattern in the power system. Three SVCs of identical parameter and susceptance size 
(  20pu) are placed on each branch of this test system. A fault is applied at the load 
near the southern-most generator. The CCT of the no-SVC system is 0.49s. At 0.5s, 
the end branch separates at the high impedance link6,11, which has an impedance that 
is three times larger than other links. Figure 7-16 shows column chart of the % 
attenuation of the velocity pulse at generator 13 for identical fault duration of 0.49s 
when the left side heavily loaded branch is controlled (1), or when the right side 
lightly loaded branch is controlled (2) or when both branch are controlled (3). Figure 
7-17 shows the % improvement in CCT for similar control patterns.  
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Figure 7-16 SVC Controlled Ring and Branch Test System with a Fault at Generator 1. The 
Blue Column Graphs are the % Improvement in Attenuation of Velocity Pulses at the Top 
Generator 13 When Different Types of Control are Used. 
Simulation result shows that the most effective way to achieve greater pulse 
attenuation, as in Figure 7-16, or CCT improvement, as in Figure 7-17, is by 
controlling both branch of the system (3
rd
 column result). When only one single 
branch is controlled, the overall result is less effective. However, controlling the 
single branch with the larger load (1
st
 column result) achieves better pulse 
attenuation or CCT improvement than controlling the single branch with the smaller 
load (2
nd
 column result). 
 
Figure 7-17 Improvement in CCT When (1) Only SVCs in the Left Branch are Controlled, 
(2) Only SVCs in the Right Branch are Controlled, (3) SVCs in Both Branches are 
Controlled. 
1 2 3
4.08 2.04 
8.16 
%Improvement in CCT
Gen, Load 
1 – left side control  
2 – right side control 
3 – both sides control 
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The difference in pulse attenuation or CCT improvement by controlling 
branches of different load can be explained by the load modulation effect. When 
identical sized SVCs are modulating the loads on either side, a larger load with the 
same voltage change will result in a greater load modulation effect and will 
consequently remove more kinetic energy from the travelling wave on that branch. 
Table 7-3 lists the attenuation in kinetic energy wave peak for different control 
schemes of the test system. It is shown that when the larger load left branch is 
controlled, there is 22% reduction in kinetic energy pulse in the left branch. When 
the smaller load right branch is controlled by the same size SVCs, there is 9.6% 
reduction in the right branch. These results confirm that the larger load branch 
achieves greater kinetic energy removal when it is controlled. Therefore, the strength 
of the controller is dependent upon the size of the load: the larger the load, the 
stronger the controller action, and the greater the kinetic energy removal.  
The control strategy through understanding this test system is to put controllers 
on heavily loaded buses or branches for the most effective single-sided control. 
However, the best control strategy for travelling wave attenuation and transient 
stability improvement is to control both branches. By attenuating pulse on both sides, 
the resultant combined pulse and kinetic energy arriving at the high impedance link 
are greatly decreased.  
Table 7-3 Kinetic Energy Attenuation Plots of the Ring and Branch Test System 
Kinetic Energy Left Branch (Measured at 4
th
 
Machine) 
Right Branch (Measured at  8
th
 
Machine) 
 
 
 
            
 
Left SVCs on 22% attenuation 0% attenuation 
Right SVCs on 2% attenuation 9.6% attenuation 
All SVCs on 18% attenuation 11% attenuation 
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7.5.4 Refined Localised Transient Stability Enhancement 
A test system consisting of five regions is created to illustrate the concept of 
considering the refined localised transient energy, or energy of the critical link in a 
split critical cutset for determining overall system stability and the concept of 
enhancing the stability of the critical link to achieve overall system stability 
enhancement. The critical link’s stability can be enhanced by raising of the potential 
energy barrier of the critical link, linkCRcriticalV , through an EBRC to allow for more 
kinetic energy to flow through the link. As shown in  
Figure 7-18, this test system consists of five regions connected by high 
impedance interarea links. The green links have three times larger impedance than 
the blue links. The red B-D link has impedance that is five times larger than the blue 
link. The load and generation pattern in this system is chosen in a way that causes the 
red B-D link to become the most stressed link in the split cutset with the largest angle 
difference during the steady state condition. All the machines have uniform inertia 
H=24s and uniform damping of D=0.175.  
A three phase bolted fault with duration of 0.120s is applied at the load near 
machine 1 to achieve the worst case stable system with no SVC. At 0.121s, the 
system becomes unstable and separates into two separate groups (A and B; C, E and 
D) in a two-step fashion: first at B-D critical link and then at B-C link as shown in 
Figure 7-19. This result shows that the fault propagates in the system as travelling 
waves and the B-D link is the critical link in the split critical cutset.  
 
Figure 7-18 Five Region Test System with a Critical Link in Split Cutset and an SVC with 
the Proposed Control 
In the new system, an SVC of gain 𝑔 of 8 and susceptance size of 0.7 pu is 
placed in the middle of the B-D link. When the proposed SVC controller is in 
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operation, the CCT of the controlled system becomes 0.130s, which is a CCT 
improvement of 8.33%.   
 
Figure 7-19 Five Region Test System with Fault Duration of 0.120s Showing System 
Separation in Two Separate Steps. Step 1: B-D Link Breaks. Step 2: B-C Link Breaks 
 
The SVC control output (Bsvc) for the critical BD link of this test system is 
shown in Figure 7-20. Result shows that the generation and load or the transfer 
capacity of this test system can be scaled up by 9% when the proposed SVC 
controller is in action, which demonstrates the effectiveness of the EBRC method. 
 
Figure 7-20 SVC Control for Critical BD Link 
 
0 2 4 6 8 10 12 14 16 18 20
-10
-8
-6
-4
-2
0
2
Angle response of 20 machine ABCDE system
Time (sec)
V
o
lt
a
g
e
 A
n
g
le
 (
R
a
d
ia
n
s
)
 
 
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
0 5 10 15 20
0
0.5
1
S
V
C
 c
o
n
tr
o
l 
o
u
tp
u
t
Time(sec)
B-D link 
breaks 
B-C link 
breaks 
(1) 
(2) 
 136 Chapter 7: Control Implications 
7.6 SUMMARY 
This chapter offers several case studies of longitudinal or limited branching 
systems to illustrate four innovative control concepts and implications, which are 
unique to a travelling wave interpretation of transient stability. This wave theory 
considers that the kinetic energy injected by the fault is contained in the wave front 
of the propagating pulse. This theory offers a good explanation for the applicability 
of the reliable and fast localised transient stability assessment method and explains 
the importance of enhancing the stability of the critical link in the split critical cutset 
for overall system stability enhancement. The key results for each of the major 
concepts are:  
‘(1) Critical region for a stressed link near the end of a longitudinal system due 
to wave reflection.’ Open ended longitudinal systems such as the Australian system 
has a critical end region due to wave reflection. When there is a stressed link near the 
end, the critical end region is at risk of separation during first swing. This end link is 
better not stressed too much in order to preserve the transient stability of the whole 
system.  
‘(2) Dispersed control in a path in a uniform loading longitudinal system.’ In a 
uniform loading longitudinal system, multiple smaller-size dispersed identical 
controllers can achieve the same net transient stability enhancement as a single 
equivalent size large controller, and can accommodate for different fault initiating 
locations. The overall net stability enhancement is a summation of all SVCs’ 
individual enhancement. In this control method, a loss of any individual SVC is not 
detrimental to the net stability enhancement.  
‘(3) Placement of controllers considering structure and load distribution in a 
system.’ Where there are parallel paths with non-uniform load distribution and 
identical controllers on each branch, it is best to control both sides to achieve 
maximum CCT improvement. However, when only one branch can be controlled, it 
is better to control the more heavily loaded side. The strength of each identical size 
SVC controller is dependent upon the size of the local load, as modulating a larger 
load corresponds to a greater kinetic energy removal.  
‘(4) Refined localised transient stability enhancement.’ Transient stability of a 
system can be evaluated by using the refined localised transient energy of the critical 
  
Chapter 7: Control Implications 137 
link in the split critical cutset. The critical link has the lowest potential energy 
margin, which can be easily exceeded by the kinetic energy flowing through the 
critical link. By raising the potential energy barrier of the critical link, overall 
stability enhancement can be achieved in a much faster and more effective way. All 
the investigations and concepts contained in this thesis can aid the design of good 
control strategies to enhance power system transient stability in view of the travelling 
wave aspects. 
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Chapter 8: Conclusions and Future 
Research 
8.1 CONCLUSIONS 
The main contribution of this thesis is the development of control strategies to 
enhance the transient stability of power systems in view of the electromechanical 
wave propagation phenomenon’s aspect of transient stability. The control method is 
based on the load modulation effect of SVCs and the transmission line analogy 
theory of the continuum model. This thesis provides a different framework for 
transient stability enhancement, a better understanding of transient stability control, 
and a better understanding of how power systems separate in the first swing.  
The electromechanical wave propagation phenomenon is present to different 
degrees in the swing dynamics of each power system when a large disturbance 
occurs. For power systems exhibiting a significant presence of this phenomenon, the 
countermeasure of this propagating disturbance is important. Consequences of 
inadequate control of this travelling wave can be the reduction of power transfer limit 
of the network under contingencies, loss of synchronism of many generators and 
even blackouts.  
This thesis provides a method to determine whether a particular system will 
exhibit dominance of the travelling wave phenomenon and have power transfer limit 
impacted by the waves. For both one-dimensional and two-dimensional systems, it is 
shown that the dominance of the electromechanical wave propagation phenomenon 
is exhibited in system structures with generators strongly connected to the 
interconnected transmission lines. For system structures with generators weakly 
connected to the transmission backbone, the simultaneous acceleration phenomenon 
is dominant. By examining the characteristics of the reduced admittance matrix or 
the phase coherence of the oscillation modes of a chosen longitudinal network, the 
structure type and the dominance of a particular phenomenon can be determined. 
This thesis also offers a more accurate way to calculate the wave phase speed in 
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longitudinal systems through the use of the line impedance values in the reduced 
network.  
Through simulation results, it is observed that the wave front of 
electromechanical wave propagation expands as a circle in two-dimensional systems. 
Therefore, the kinetic energy injected by the disturbance is shared among many 
machines, diminishes in magnitude rapidly, and causes less impact. In one-
dimensional or limited branching systems, which are the focus of this research, the 
wave front is more concentrated and therefore more impactful due to its large 
magnitude. Through the use of the transmission line analogy, it is determined that the 
ratio of kinetic energy wave split at a junction in a limited branching system is 
proportional to the ratio of the inertia of the machines in each branch. 
The continuum model with distributed parameters provides a robust method in 
understanding the swing dynamics of a large power system in response to the 
disturbances. This idealized model uses a wave equation to describe the 
electromechanical wave propagation and makes connection to electromagnetic waves 
through the transmission line analogy. Based on the idealized continuum model, 
some electromechanical controllers have been developed to minimize the impact of 
the travelling wave. In realistic power systems, these wave theory motivated 
controllers provide adequate results but cannot perfectly achieve the goals of zero 
reflection, zero transmission and zero quenching, which are theoretically possible in 
continuum systems. This is because real power systems are discrete or lumped in 
nature and have finite control capacity.  
This thesis investigates the limitations of the continuum model travelling wave 
theory in realistic discrete longitudinal power systems. While the continuum system 
model would have an infinite frequency range, realistic power systems are shown to 
exhibit limited frequency range and hence finite approximation of the travelling 
wave phenomenon. This frequency range can be represented by a new formula, 
which is a function of average inertia and average impedance of a uniformly 
discretised region. The time delay of a forward travelling wave can be represented by 
characteristics of frequency magnitude and phase plots. The frequency range of a 
region is closely related to the oscillation mode of the highest frequency. Through 
the application of a transformation matrix, oscillation modes can be used to display 
the travelling wave phenomenon. It is shown that the frequency of anticipated 
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disturbance that propagates to the rest of the longitudinal system is dependent on the 
most coarsely discretised region in a system which has the lowest frequency range.  
It is demonstrated that the proposed SVC controller and control strategies 
based on either removing kinetic energy through load modulation or raising potential 
energy barrier through line modulation can successfully enhance the transient 
stability of power systems. This enhancement is in terms of maximum fault duration 
which directly leads to increased maximum power transfer under contingencies. 
There are four major control implications and strategies that are obtained through 
consideration of the travelling wave phenomenon: ‘(1) Critical region for a stressed 
link near the end of a longitudinal system due to wave reflection.’ This critical region 
can become more vulnerable to separation when there is a stressed link at the end. 
‘(2) Dispersed control in a path in a uniform loading longitudinal system.’ This 
dispersed control method comprising of multiple smaller size controllers can achieve 
same stability enhancement result as a single equivalent size large controller as well 
as remain effective for different fault initiating locations in a uniform loading 
longitudinal system. ‘(3) Placement of controllers considering structure and load 
distribution in a system.’ The strength of the controller in each parallel branch of a 
system with non-uniform loading is dependent on the size of the local load, as 
modulating a larger load corresponds to greater kinetic energy removal. ‘(4) Refined 
localised transient stability enhancement.’ Power system transient stability is 
dependent on the stability of the critical link in the split critical cutset. By raising the 
potential energy barrier of the critical link, more kinetic energy can flow through the 
critical link and the overall system stability can be enhanced. 
The pertinence of the localised transient stability method can be explained by 
using the travelling wave phenomenon, which specifies that the kinetic energy 
injected by the fault is contained in the wave front and only impacts machines along 
any cutset as the wave front travels outwards. A new aspect that is introduced in this 
thesis is that transient stability of the critical link in the split critical cutset instead of 
the entire critical cutset is what determines the overall power system stability. The 
system separation at the critical cutset occurs in steps and the first separation step 
occurs at the critical link in the split critical cutset. Therefore, transient stability 
assessment and enhancement can be achieved in a more effective and robust way 
through the determination and strengthening of the stability of the critical link. 
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In summary, this thesis contains concepts, investigations, methods and control 
strategies which can assist power engineers in gaining a better understanding of the 
role of the electromechanical wave propagation phenomenon and its control in 
realistic power systems. This thesis gives helpful insights which can facilitate the 
design of good control strategies to enhance power systems transient stability in view 
of the electromechanical wave propagation phenomenon.  
 
8.2 THE LIMITATIONS AND CONDITIONS OF THE APPLICABILITY 
OF THE CONTROL CONCEPTS AND IMPLICATIONS 
The control concepts and implications in this thesis are mainly based on time-
domain simulations on idealized system structures with fairly uniform parameters. 
Simulations of this kind of systems give a clean and clear representation of these 
control concepts and implications. Real world systems are non-uniformly lumped, 
have parameters which are non-uniform, and have network elements which are not 
ideally distributed. Therefore, the good translation or applicability of these control 
concepts and implications into real world systems is limited to the extent that the real 
world system deviates from being uniformly lumped with uniform parameters and 
ideally distributed elements.  
As long as there is enough distributed characteristics in a real system to make 
inferences, then the control concepts can be applied. For example, as long as the 
system does not consist of one lumped equivalent generator, but a set of smaller 
equivalent generators somewhat geographically spread out along the transmission 
backbone in a longitudinal or branched manner, then this system structure will 
contribute to a stronger presence of the travelling wave phenomenon. Therefore, the 
concept of large magnitude of reflection at the end causing the end region being 
critical to separation is valuable in this system. A real power system, such as the 
Australian system, does not have uniform lumping nor ideally distributed elements, 
but it does have enough distributed characteristics for the critical end region control 
concept to be applied. 
Inspection of the time domain simulation, the reduced admittance matrix and 
the phase coherence of oscillation modes of a real world system are methods that can 
determine the extent of the presence of travelling wave, reflections at the end, 
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whether the control strategy can be proportional to rotor velocity. The extent of the 
applicability of other control implications can be determined by inspection of the 
uniformity of the loading pattern, by inspection of the structure of the system and 
load size, and by determination of the critical link in the critical cutset. The concept 
of travelling wave can assist in design of control for transient stability enhancement. 
The extent of the dominance of travelling waves in a particular system is an indicator 
to consider the control options given in this thesis.   
8.3 FUTURE RESEARCH  
The following tasks are recommended for future research: 
 Investigate how and when to choose between the control strategy of 
kinetic energy removal and the control strategy of potential energy 
barrier raising for transient stability enhancement of a chosen system. 
o Determine whether the decision is based on the risk of 
separation, on the magnitude of the wave or on time.  
 Investigate further the actual relationship between oscillatory modes 
and travelling waves and derive a unified explanation of the coincident 
phase phenomenon as mentioned in Section 6.5. 
 Investigate further whether the wave phase speed is affected by other 
factors, such as nonlinear phenomena, where the power flow is a 
cosine(delta) or sine(delta) term or where all the angles across the 
interarea transmission links are large. 
 Determine the relationship between the discrete power system model 
showing electromechanical wave propagation phenomenon and the 
method of power system model reduction and aggregation, which is the 
reduction of the network into simpler equivalent systems based on 
coherent areas.  
o Determine whether equivalent aggregated systems show 
compatible travelling waves.  
o Determine whether aggregation is applicable in non-uniformly 
discretised power systems.  
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o Determine what kind of restriction exists. 
 Investigate how to use signals with a more wide area context in the 
control of transient stability enhancement considering 
electromechanical wave propagation phenomenon. The control 
algorithm in this research primarily uses local signal for the kinetic 
energy removal method. Wide area signal is only used in the potential 
energy barrier raising method.  
o Use the knowledge of an approaching wave to provide a more 
secure condition for the critical link. This can be done through 
developing an early detection system to sense impending waves 
and to activate control actions at critical locations to limit the 
electromechanical waves. 
o Consider the impact of the electromechanical wave propagation 
phenomenon in systems that are currently using wide area 
measurements for excitation control.  
 Further investigate two-dimensional systems for electromechanical 
wave propagation. 
o Investigate non-uniform discretised systems   
o Use mode information to describe propagation properties 
o Investigate interarea mode frequencies and its relationship to the 
limit of frequency propagation  
 Investigate how the initial kinetic energy in the wave front would 
transform into potential and kinetic energies distributed in a power 
system, so that if islanding action needs to be taken, the islands are 
survivable. 
  
  
Bibliography 145 
List of Publications 
Conference papers 
T. Li, G. Ledwich, and Y. Mishra, “Role of Electromechanical Wave 
Propagation in Power Systems,” in 2013 IEEE Power and Energy Society General 
Meeting (PES), Vancouver, BC, July 2013, vol. 1, no. 5, pp. 21-25. 
T. Li, G. Ledwich, Y. Mishra, and J. Chow, "Power System Stability 
Implications from Electromechanical Wave Propagation," in 2015 IEEE PES Asia-
Pacific Power and Energy Engineering Conference (APPEEC), Brisbane, 2015, pp. 
1-5. 
Journal papers 
T. Li, G. Ledwich, Y. Mishra, and J. Chow, "Wave Aspect of Power System 
Transient Stability – Part I: Finite Approximation," under revision in IEEE 
Transactions on Power Systems, 2016. 
T. Li, G. Ledwich, Y. Mishra, and J. Chow, "Wave Aspect of Power System 
Transient Stability – Part II: Control Implications," under revision in IEEE 
Transactions on Power Systems, 2016. 
  
 146 Bibliography 
Bibliography 
  
[1] P. Kundur, Power system stability and control. vol. 4  New York: McGraw-
hill, 1994. 
[2] P. Kundur, J. Paserba, V. Ajjarapu, G. Andersson, A. Bose, C. Canizares, et 
al., "Definition and classification of power system stability IEEE/CIGRE 
joint task force on stability terms and definitions," IEEE Transactions on 
Power Systems, vol. 19, pp. 1387-1401, 2004. 
[3] G. Ledwich, "ARC linkage project proposal LP120100302: Increased power 
transfer capacity through SVC control," QUT, 2011. 
[4] J. S. Thorp, C. E. Seyler, and A. G. Phadke, "Electromechanical wave 
propagation in large electric power systems," IEEE Transactions on Circuits 
and Systems I: Fundamental Theory and Applications, vol. 45, pp. 614-622, 
1998. 
[5] A. Semlyen, "Analysis of Disturbance Propagation in Power Systems Based 
on a Homogeneoue Dynamic Model," IEEE Transactions on Power 
Apparatus and Systems, vol. PAS-93, pp. 676-684, 1974. 
[6] B. C. Lesieutre, "A Zero-Reflection Controller for Electromechanical 
Disturbances in Power Networks," presented at 14th Power System 
Computation Conference (PSCC), Seville, Spain, 2002. 
[7] S. Mohapatra, "Drivers of Change in the North American Electric Grid," 
Master of Science in Electrical and Computer Engineering, University of 
Illinois at Urbana-Champaign, 2012. 
[8] CURENT. (2013). Event Replay of 26.02.2008 Florida blackout caused by a 
substation short circuit fault near Miami. Available: 
https://www.youtube.com/watch?v=H7y-
oJYpDkM&list=UU0uqG3I8AxZ8ZMgB5NlFpFg  
[9] L. Huang, "Electromechanical Wave Propagation in Large Electric Power 
Systems," PhD, Virginia Polytechnic Institute and State University, 2003. 
[10] H. Hashim, I. Z. Abidin, Y. Keem Siah, I. Musirin, and M. R. Zulkepali, 
"Optimization of mechanical input power to synchronous generator based on 
Transient Stability Center-of-Inertia: COI angle and COI Speed," in 5th 
International Power Engineering and Optimization Conference (PEOCO), 
2011, pp. 249-254. 
[11] D. Glover, Ed., Power System Analysis And Design. Pacific Grove: 
Wadsworth/Thomson Learning , 2008. 
[12] U. Gabrijel and R. Mihalic, "Assessment of transient stability in power 
systems with FACTS," in The IEEE Region 8 EUROCON 2003. Computer as 
a Tool. , 2003, pp. 230-234, vol.2. 
[13] K. K. Y. Poon, Z. Lan, and Y. X. Ni, "An Overview on Transient Stability 
Control in Modern Power Systems," 7th IET International Conference on 
Advances in Power System Control, Operation and Management (APSCOM 
2006), p. 434, 2006. 
  
Bibliography 147 
[14] G. Reed, J. Paserba, and P. Salavantis, "The FACTS on resolving 
transmission gridlock," IEEE Power and Energy Magazine, vol. 1, pp. 41-46, 
2003. 
[15] Y. L. Tan and Y. Wang, "Effects of FACTS controller line compensation on 
power system stability," IEEE Power Engineering Review, vol. 18, pp. 45-47, 
1998. 
[16] S. Abazari, J. Mahdavi, M. Ehsan, and M. Zolghadri, "Transient stability 
improvement by using advanced static VAr compensator," in 2003 IEEE 
Power Tech Conference Proceedings, Bologna, 2003, p. 7  
[17] M. A. Pai, Energy function analysis for power system stability. Boston: 
Kluwer Academic Publishers, 1989. 
[18] M. H. Haque, "Evaluation of First Swing Stability of a Large Power System 
With Various FACTS Devices," IEEE Transactions on Power Systems, vol. 
23, pp. 1144-1151, 2008. 
[19] C. R. Makkar and L. Dewan, "Transient Stability Enhancement using Robust 
FACTS Controllers – A Brief Tour," Canadian Journal on Electrical & 
Electronics Engineering, vol. 1, 2010. 
[20] T. Masuta and A. Yokoyama, "ATC Enhancement Considering Transient 
Stability Based on Optimal Power Flow Control by UPFC," in International 
Conference on Power System Technology, 2006, pp. 1-6. 
[21] G. Shahgholian, S. M. Mirbagheri, H. Safaeipoor, and M. Mahdavian, "The 
effect of SVC-FACTS controller on power system oscillation damping 
control," in 2011 International Conference on Electrical Machines and 
Systems (ICEMS), 2011, pp. 1-5. 
[22] M. Noroozian, N. A. Petersson, B. Thorvaldson, A. B. Nilsson, and C. W. 
Taylor, "Benefits of SVC and STATCOM for electric utility application," in 
2003 IEEE PES Transmission and Distribution Conference and Exposition, 
2003, pp. 1143-1150, vol.3. 
[23] ABB. (2011). SVC for enhancing of power transmission capability over long 
AC interconnector. Available: www.abb.com/FACTS 
[24] K. Uhlen, L. Vanfretti, M. M. de Oliveira, A. B. Leirbukt, V. H. Aarstrand, 
and J. O. Gjerde, "Wide-Area Power Oscillation Damper implementation and 
testing in the Norwegian transmission network," in 2012 IEEE Power and 
Energy Society General Meeting, 2012, pp. 1-7. 
[25] E. N. Lerch, D. Povh, and L. Xu, "Advanced SVC control for damping power 
system oscillations," IEEE Transactions on Power Systems, vol. 6, pp. 524-
535, 1991. 
[26] ABB. (2011). Increase power transmission capacity over AC intertie by 
improved transient stability by means of SVC. Available: 
www.abb.com/FACTS 
[27] S. R. Jetti and G. K. Venayagamoorthy, "Identification of SVC dynamics 
using wide area signals in a power system," in 2006 IEEE Power Engineering 
Society General Meeting, 2006, p. 6  
[28] L. Ding, Y. Liu, and Y. Miao, "Comparison of High Capacity SVC and 
STATCOM in Real Power Grid," in 2010 International Conference on 
Intelligent Computation Technology and Automation (ICICTA), 2010, pp. 
993-997. 
[29] A. Vahidnia, "Wide Area Control Through Aggregation of Power Systems," 
PhD, School of Electrical Engineering and Computer Science, QUT, 2013. 
 148 Bibliography 
[30] D. Karlsson, M. Hemmingsson, and S. Lindahl, "Wide area system 
monitoring and control - terminology, phenomena, and solution 
implementation strategies," IEEE Power and Energy Magazine, vol. 2, pp. 
68-76, 2004. 
[31] J. De La Ree, V. Centeno, J. S. Thorp, and A. G. Phadke, "Synchronized 
Phasor Measurement Applications in Power Systems," IEEE Transactions on 
Smart Grid, vol. 1, pp. 20-27, 2010. 
[32] Y. Xu, D.-n. Zhang, and Y. Yu, "The SVC control based on the WAMS," in 
2011 International Conference on Advanced Power System Automation and 
Protection (APAP), 2011, pp. 2258-2261. 
[33] R. Hadidi and B. Jeyasurya, "A real-time multiagent wide-area stabilizing 
control framework for power system transient stability enhancement," in 
2011 IEEE Power and Energy Society General Meeting, 2011, pp. 1-8. 
[34] G. Chen, Y. Sun, V. M. Venkatasubramanian, L. Cheng, J. Lin, A. Bose, et 
al., "Wide area control framework design considering different feedback time 
delays," in 2012 IEEE Power and Energy Society General Meeting, 2012, pp. 
1-8. 
[35] S. Chakrabarti, E. Kyriakides, B. Tianshu, C. Deyu, and V. Terzija, 
"Measurements get together," IEEE Power and Energy Magazine, vol. 7, pp. 
41-49, 2009. 
[36] I. Kamwa, J. Beland, G. Trudel, R. Grondin, C. Lafond, and D. McNabb, 
"Wide-area monitoring and control at Hydro-Quebec: past, present and 
future," in 2006 IEEE Power Engineering Society General Meeting, 2006, p. 
12. 
[37] P. W. Sauer and M. A. Pai, "Energy Function Methods," in Power System 
Dynamics and Stability, ed New Jersey: Prentice Hall, 1998. 
[38] T. Athay, R. Podmore, and S. Virmani, "A Practical Method for the Direct 
Analysis of Transient Stability," IEEE Transactions on Power Apparatus and 
Systems, vol. PAS-98, pp. 573-584, 1979. 
[39] N. Kakimoto, Y. Ohsawa, and M. Hayashi, "Transient Stability Analysis of 
Multimachine Power System with Field Flux Decays via Lyapunov's Direct 
Method," IEEE Transactions on Power Apparatus and Systems, vol. PAS-99, 
pp. 1819-1827, 1980. 
[40] A. Michel, A. Fouad, and V. Vittal, "Power system transient stability using 
individual machine energy functions," IEEE Transactions on Circuits and 
Systems, vol. 30, pp. 266-276, 1983. 
[41] E. Palmer and G. Ledwich, "Switching control for power systems with line 
losses," IEE Proceedings Generation, Transmission and Distribution, vol. 
146, pp. 435-440, 1999. 
[42] A. R. Bergen and D. J. Hill, "A Structure Preserving Model for Power System 
Stability Analysis," IEEE Transactions on Power Apparatus and Systems, 
vol. PAS-100, pp. 25-35, 1981. 
[43] P. W. Sauer, A. K. Behera, M. A. Pai, J. R. Winkelman, and J. H. Chow, 
"Trajectory approximations for direct energy methods that use sustained 
faults with detailed power system models," IEEE Transactions on Power 
Systems, vol. 4, pp. 499-506, 1989. 
[44] P. Kumkratug and P. Laohachai, "Direct Method for Transient Stability 
Assessment of a power system with SSSC," Journal of Computer, vol. 2, 
2007. 
  
Bibliography 149 
[45] T. Chan and G. Ledwich, "Multi-mode damping using single HVDC link," in 
Australasian Universities Power Engineering Conference (AUPEC), Perth, 
2001. 
[46] T. Chan, G. Ledwich, and E. Palmer, "Is velocity feedback always best for 
machine stability control " in Australasian Universities Power Engineering 
Conference (AUPEC), Melbourne, 2002. 
[47] K. S. Chandrashekhar and D. J. Hill, "Cutset stability criterion for power 
systems using a structure-preserving model," International Journal of 
Electrical Power &amp; Energy Systems, vol. 8, pp. 146-157, 1986. 
[48] J. J. Ford, G. Ledwich, and Z. Y. Dong, "Efficient and robust model 
predictive control for first swing transient stability of power systems using 
flexible AC transmission systems devices," Generation, Transmission & 
Distribution, IET, vol. 2, pp. 731-742, 2008. 
[49] K. R. Padiyar, Structure Preserving Energy Functions in Power Systems 
Theory and Applications: CRC Press, 2013. 
[50] M. K. Dosoglu and A. B. Arsoy, "Investigation of transient stability of multi 
machine power systems with multiple UPFC," in 2011 7th International 
Conference on Electrical and Electronics Engineering (ELECO) 2011, pp. I-
137-I-141. 
[51] A. M. Mohamad, N. Hashim, N. Hamzah, N. F. N. Ismail, and M. F. A. 
Latip, "Transient stability analysis on Sarawak's Grid using Power System 
Simulator for Engineering (PSS/E)," in 2011 IEEE Symposium on Industrial 
Electronics and Applications (ISIEA), 2011, pp. 521-526. 
[52] U. o. Colorado. (2001). Lecture 18. Transmission Lines. Available: 
http://ecee.colorado.edu/~ecen3410/Chapter%2018%20-
%20Transmission%20Lines.pdf 
[53] K. Whites. (2014). Lecture 13: Transmission line termination, reflections. 
Current waves. . Available: 
http://whites.sdsmt.edu/classes/ee382/notes/382Lecture13.pdf 
[54] D. A. Russell. (2013). Reflection of Waves from Boundaries. Available: 
http://www.acs.psu.edu/drussell/Demos/reflect/reflect.html 
[55] NERC. (2011). North American Synchrophasor Initiative. Available: 
https://www.naspi.org/ 
[56] K. Zhang, Y. Yanzhu, C. Lang, Z. Yingchen, R. M. Gardner, and L. Yilu, 
"FNET observations of low frequency oscillations in the eastern 
interconnection and their correlation with system events," in 2011 IEEE 
Power and Energy Society General Meeting, 2011, pp. 1-8. 
[57] Y. Zhang, P. Markham, X. Tao, C. Lang, Y. Yanzhu, W. Zhongyu, et al., 
"Wide-Area Frequency Monitoring Network (FNET) Architecture and 
Applications," IEEE Transactions on Smart Grid, vol. 1, pp. 159-167, 2010. 
[58] P. I. T. Lab. (2012). FNET Web Display. Available: http://fnetpublic.utk.edu/ 
[59] Y. Zhang, L. Chen, Y. Ye, M. P, B. J, D. Jingyuan, et al., "Visualization of 
wide area measurement information from the FNET system," in 2011 IEEE 
Power and Energy Society General Meeting, 2011, pp. 1-8. 
[60] Y. Liu, "A US-wide power systems frequency monitoring network," in 2006 
IEEE Power Engineering Society General Meeting, 2006, p. 8. 
[61] W. Wei, L. Liu, H. Li, Z. Lingwei, Q. Hairong, and L. Yilu, "Highly accurate 
frequency estimation for FNET," in 2013 IEEE Power and Energy Society 
General Meeting (PES), 2013, pp. 1-5. 
 150 Bibliography 
[62] J. S. Thorp. (2011). Synchrophasor Detectives. Available: 
http://www.samsi.info/sites/default/files/Thorp_october2011.pdf 
[63] P. Zhang., J. S. Thorp, X. R. Wang, and X. Wei, "The effect of 
electromechanical wave controllers on inter-area modes," in IEEE Power and 
Energy Society General Meeting, 2012, pp. 1-8. 
[64] E. Scholtz, "Observer-based Monitors and Distributed Wave Controllers for 
Electromechanical Disturbances in Power Systems," PhD dissertation, Dept. 
ECE. Eng., Uni.MIT, Cambridge, 2004. 
[65] A. P. Apostolov, "Distance relays operation during the August 2003 North 
American Blackout and methods for improvement," in IEEE Russia Power 
Tech, 2005, pp. 1-6. 
[66] NERC. (2004). Technical Analysis of the August 14, 2003, Blackout: What 
Happened, Why, and What Did We Learn? Available: 
http://www.nerc.com/docs/docs/blackout/NERC_Final_Blackout_Report_07
_13_04.pdf 
[67] A. Vahidnia, G. Ledwich, and E. W. Palmer, "Transient Stability 
Improvement Through Wide-Area Controlled SVCs," IEEE Transactions on 
Power Systems, vol. 31, pp. 3082-3089, 2016. 
[68] S. Kuruseelan and S. Ramar, "A.1 Node Elimination," in Power System 
Analysis, ed India: Prentice-Hall of India, 2013, p. 128. 
[69] R. Ramos. (2014). Task Force on Benchmark Systems for Stability Controls 
Power System Test Cases: Simplified 14 Generator Australian Power System. 
Available: http://www.sel.eesc.usp.br/ieee 
[70] C. L. Zhang and G. F. Ledwich, "A new approach to identify modes of the 
power system based on T-matrix," in Advances in Power System Control, 
Operation and Management, 2003. ASDCOM 2003. Sixth International 
Conference on (Conf. Publ. No. 497), 2003, pp. 496-501. 
[71] J. Persson and L. Soder, "Comparison of three linearization methods," in 
Proceeding of the 16th Power Systems Computation Conference PSCC, 
Glasgow, 2008. 
[72] K. S. Chandrashekhar and D. J. Hill, "Cutset stability criterion for power 
systems using a structure-preserving model," International Journal of 
Electrical Power and Energy Systems, vol. 8, pp. 146-157, 1986. 
[73] T. Li, G. Ledwich, Y. Mishra, and J. Chow, "Power system stability 
implications from electromechanical wave propagation," in 2015 IEEE PES 
Asia-Pacific Power and Energy Engineering Conference (APPEEC) 2015, 
pp. 1-5. 
[74] R. Goldoost-Soloot, Y. Mishra, G. Ledwich, A. Ghosh, and E. Palmer, 
"Power system stability enhancement using flux control for excitation 
system," in 2013 Australasian Universities Power Engineering Conference 
(AUPEC), Hobart, TAS, 2013, pp. 1-5. 
[75] D. Mondal, A. Chakrabarti, and A. Sengupta, Power System Small Signal 
Analysis and Control: Elsevier, 2014. 
[76] R. L. Cresap and J. F. Hauer, "Emergence of a New Swing Mode in the 
Western Power System," IEEE Transactions on Power Apparatus and 
Systems, vol. PAS-100, pp. 2037-2045, 1981. 
[77] I. Dobson and M. Parashar, "A cutset area concept for phasor monitoring," in 
2010 IEEE Power and Energy Society General Meeting, Minneapolis, MN, 
2010, pp. 1-8. 
 
  
Appendices 151 
Appendices 
Appendix A 
 
Figure 0-1 RPI PMU Result Showing Travelling Wave Transitioning into 
Standing Wave 
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Appendix B 
 
Figure 0-2 Kinetic Energy in pu of Top Branch of 11 Machine System in Chapter 5 
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Figure 0-3 Kinetic Energy in pu of Lower Branch of 11 Machine System in Chapter 
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