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Summary
In this thesis, our focus is on the configuration space F (M,k) of a manifold M
to be defined below. We study some basic properties of the configuration space
such as the homotopy groups, homology and cohomology structure. We describe
a certain nontrivial presentation of the fundamental group of F (R2, k). We also
discuss the cohomology structure of the configuration space F (M,k) where M is a
Riemann surface without boundary and projective spaces FP 2 (Here F = R,C).
In the first two chapters, we describe some basic structure within algebraic
topology such as fundamental groups, covering spaces and fiber bundles.
In chapter 3, configuration spaces are introduced. We prove Fadell-Neuwirth’s
theorem concerning the fiber bundle structure of configuration spaces in this chap-
ter. Also a description of the fundamental group of F (R2, k) is given.
In chapter 4, the cohomology ring of configuration spaces is investigated. We
use the Thom class and a theorem in [4] to obtain an exact sequence of the co-
homology rings of configuration spaces. We also give some detailed information
v
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concerning the cohomology ring H∗(F (M,n)) where M is a Riemann surface as
well as the cohomology ring of the configuration space of F (M, 2) where M is an
oriented manifold. We obtain the precise expression of the cohomology ring of
F (M, 2) where M is a Riemann surface.
Chapter 1
Basic Concept of Algebraic
Topology
1.1 Introduction
In this chapter we will introduce some basic objects of algebraic topology.
As we know, topological spaces and continuous mappings are the most important
elements in topology. Algebraic topology supplies a way to study topology. We
will describe one method to transfer topological problems into algebraic ones. We
can regard the domain as given by topological spaces and continuous mappings.
The image is the algebraic structure.
1.2 Path Spaces and Fundamental Groups
1.2.1 Path Space
Denote the real line by R and the unit interval by I:
I = {t|t ∈ R, 0 ≤ t ≤ 1}.
2
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Assume that X is a locally compact Hausdorff space. A path in X is a con-
tinuous map w : I → X. Let P (X) = {w : I → X, w is continuous}. P (X)
is called the path space of X. The topology on P (X) is given the compact open
topology induced from the topology of X.
Suppose that we have two continuous maps w1, w2 from I to X. If w1(1) =
w2(0), we can ’connect’ the two paths to form a new one (called product of w1 and
w2) w1w2 as follows:
w1w2(t) =
 w1(2t), if 0 ≤ t ≤ 1/2w2(2t− 1), if 1/2 ≤ t ≤ 1.
Now suppose w is any path is X. We can define a path w−1 by w(1− t), 0 ≤
t ≤ 1. The path w−1 is called the inverse path of w.
Definition 1.1. Let f0, f1 be two continuous maps from X to Y . If there exists
a map F : X × I 7−→ Y , such that F (x, 0) = f0, F (x, 1) = f1 for any x ∈ X, we
say f0 is homotopic to f1, denoted by f0 ' f1. F is called a homotopy from f0 to
f1
Theorem 1.2. Homotopy is an equivalence relation.
Proof. To prove that homotopy is an equivalence relation, we need to check that
a homotopy is a reflexive, symmetric and transitive relation:
i) reflexive: For any f : X −→ Y , let F (x, t) = f(x) ∀t ∈ I, then f(x) ' f(x).
ii) symmetric: If F (x, t) is a homotopy from f0 to f1 then F (x, 1−t) is a homotopy
from f1 to f0.
iii) transitive: If F (x, t) is a homotopy from f to g and G(x, t) is a homotopy from
g to h, then
H(x, t) =
 F (x, 2t), if 0 ≤ t ≤ 1/2,G(x, 2t− 1), if 1/2 ≤ t ≤ 1
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defines a homotopy from f to h.
We use [f ] to denote the equivalence class of f in the set of all continuous
map from Y to Z. If Y = I and w is any path in P (X), we use [w] to denote the
equivalence class of w in P (X) called the weak equivalence class of w. We call the
homotopy equivalence class relative to the end points of the path as the equivalence
class of path w. Let w1 and w2 be two paths in X which can be connected. We
consider the equivalence class [w1w2] of the path w1w2. Notice that [w1w2] only
depends on [w1] and [w2]. In another word [w1w2] is independent to the choice of
w1 and w2. So write [w1w2]=[w1][w2].
Proposition 1.3. If w1, w2, w3 are in P (X) with w1(1) = w2(0) and w2(1) =
w3(0), then [(w1w2)w3] = [w1(w2w3)]
Proof. From the definition, if w1, w2, w3 are three continuous maps from I to X
with w1(1) = w2(0) and w2(1) = w3(0), then
(w1w2)w3(t) =

w1(4t), if 0 ≤ t ≤ 1/4,
w2(4t− 1), if 1/4 ≤ t ≤ 1/2,




w1(2t), if 0 ≤ t ≤ 1/2,
w2(4t− 2), if 1/2 ≤ t ≤ 3/4,
w3(4t− 3), if 3/4 ≤ t ≤ 1.
The homotopy between w1(w2w3)(t) and (w1w2)w3(t) is defined by the formula:
H(s, t) =

w1(2t), if 0 ≤ t ≤ 1/4 + s/4,
w2(4t− 2), if 1/4 + s/4 ≤ t ≤ 1/2 + s/4,
w2(4t− 3), if s/4 + 1/2 ≤ t ≤ 1.
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In the rest of this chapter, assume that all spaces have a basepoint. These
spaces are called pointed spaces. If the initial point of the path w in X is the same
as its terminal point, we call w a loop in X.
The set of homotopy classes of all loops in X with the same end point x0
is denoted by pi1(X, x0). The set pi1(X, x0) admits the product induced from the
product of the path space. Under this product, pi1(X, x0) forms a group called the
fundamental group of X based at x0. Obviously, the product is associative. We
will prove that this set has a unit element and an inverse for each element.
Theorem 1.4. pi1(X, x0) is a group under the product induced from the path space.
Proof. Denote e to be the constant loop at x0 defined by the constant map e(t) =
x0. Let w be any loop with end point x0. A homotopy from we to w is defined as
follows:
F (s, t) =
 w(2t/(1 + s)), if 0 ≤ t ≤ (1 + s)/2e(t) = x0, if (1 + s)/2 ≤ t ≤ 1.
There is a similar homotopy from ew to w. Hence [w][e] = [e][w] = [w]. So [e]





w(2t), if 0 ≤ t ≤ (1− s)/2
w(1− s), if (1− s)/2 ≤ t ≤ (1 + s)2
w(2(1− t)), if (1 + s)/2 ≤ t ≤ 1
defines a homotopy from e to ww−1. Thus we have [ww−1] = [e]. A similar map
applies to give [w−1w] = [e]. Thus [w−1] is the unique inverse of [w].
Theorem 1.5. If X is path connected, pi1(X, x0) and pi1(X, x1) are isomorphic for
any x0, x1 ∈ X.
Proof. Pick a path L in X such that L(0) = x0 and L(1) = x1. Consider the map
FL : pi1(X, x0) → pi1(X, x1) defined as FL([w]) = [L−1wL]. It is not difficult to
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check FL gives a group homomorphism from pi1(X, x0) to pi1(X, x1). Also there
exists an inverse F−1L : pi1(X, x1) → pi1(X, x0) defined by F−1L ([w]) = [Lw−1L−1].
So FL is an isomorphism .
For the remainder of this thesis, if X is path connected, we denote pi1(X, x)
by pi1(X). We call a space X is simply connected if pi1(X) is a trivial group.
Some examples of simply-connected spaces are given next.
Examples:
1: Suppose E is a convex set and w is any loop in E. Then there is a homotopy
between w(t) and constant map e(t) = 0 defined by the following formula:
F (s, t) = se(t) + (1− s)w(t), t and s ∈ [0, 1].
So convex sets in the Euclidean space are simply-connected
2: X is a starlike space if X is subspace of a vector space and there exists a fixed
point x ∈ X such that tx+(1−t)y ∈ X, 0 ≤ t ≤ 1, ∀ y ∈ X. The construction of
the homotopy is the same as in Example 1. So starlike spaces are simply connected.
3: The comb space Y is defined by
Y = {(x, y) ∈ R2| y ∈ [0, 1], x = 1/2n, or y = 0, x ∈ [0, 1]}
Define a homotopy defined by the formula:
F ((x, y), t) = (x, (1− t)y).
Then Y is homotopy equivalent to the space X = [0, 1] and X is homotopy equiv-
alent to a single point. Then the comb space is simply connected. 2
Now, suppose X and Y are two spaces and f is a map from X to Y . If
w is a loop in X, then f ◦w defines a loop in Y , which is called the image of w by
f denoted by f(w). It is not difficult to check the relation f(w1w2) = f(w1)f(w2).
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If w ' w′ , then f(w) ' f(w′) by definition. Let y0 = f(x0) and we have a group
homomorphism ω∗ : pi1(X, x0)→ pi1(Y, y0) defined by
f∗([w]) = [f(w)].
f∗ is called the homomorphism induced by f .
If f0 and f1 are two maps from X to Y , a homotopy from f0 to f1 is de-
fined as a continuous map F (x, t) : X × I −→ Y such that F (x, 0) = f0 and
F (x, 1) = f1.
A map f : X → Y is called a homotopy equivalence if there exists a map
λ : Y → X such that
f ◦ λ is homotopic to the identity of Y and λ ◦ f is homotopic to identity of X.
A subspace Y of X is called a deformation retract of X if the inclusion map
of Y into X is a homotopy equivalence.
Corollary 1.6. X is a path connected f : X → Y is a homotopy equivalence with
f(x0) = y0, then pi1(X, x0) is isomorphic to pi1(Y, y0).
Corollary 1.7. If Y ⊂ X is a deformation retract of X and x0 is the basepoint in
Y then pi1(X, x0) is isomorphic to pi1(Y, y0).
Theorem 1.8. Assume that X and Y are path connected spaces, x0 is in X and
y0 is in Y . Then pi1(X × Y, (x0, y0)) is isomorphic to pi1(X, x0)× pi1(Y, y0).
Proof. Let p1 and p2 be the projections of X × Y to X and X × Y to Y defined
by:
p1(x, y) = x, p2(x, y) = y.
The induced homomorphisms are p1∗ and p2∗. Thus there is the induced
homomorphism
(p1∗, p2∗) : pi1(X × Y, (x0, y0))→ pi1(X, x0)× pi1(Y, y0).
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Suppose that w1 and w2 are two loops in X and Y defined by f and g. Then
there is a loop w in X × Y defined by (f(t), g(t)). Furthermore
(p1∗, p2∗)([w]) = ([w1], [w2]).
Thus (p1∗, p2∗) is surjective. Let [w] ∈ pi1(X × Y, (x0, y0)) such that p1∗([w])
and p2∗([w]) are unit elements and the homotopies are given by the maps F1 and
F2. Then the map
(s, t)→ (F1(s, t), F2(s, t))
gives a homotopy between w and the constant path at (x0, y0) of X × Y . So
(p1∗, p2∗) is injective.
1.3 Free Groups and Van Kampen’s Theorem
1.3.1 Free Groups
Suppose that {Gi, i ∈ I} is a set of groups that the elements of Gi for different
i are distinct. We denote the union of Gi by E and associate a semigroupW (E) to
it. The elements of W (E), called words, are all finite sequences of elements from
E. A word will be written as follows:
W = g1g2...gn; for gi ∈ E 1 ≤ i ≤ n.
The integer n is called the length of the wordW and is denoted by |W |. There
is a unique word whose length is zero called the empty word denoted by W0. Each
element of E gives a unique word of length one and conversely. Therefore we can
regard E as a subset of W (E) consisting of all the words of length one. Now if








k are two words, we can define the product of W
and W
′








k. This product is associative and
the empty word is the unit element respective to this operation. Hence the set
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W (E) forms a semigroup. Since |WW ′| = |W |+ |W ′|, no word except W0 has an
inverse.
We say that two words are equivalent if one can be changed into the other by
finitely many operations of the following kinds:
(i) deletion from the word of an element ei which is the unit element of some Gi:
AeiB is equivalent to AB;
(ii) replacement of two consecutive elements x, y belonging to the same Gi by the
element z equal to their product in Gi:
AxyB is equivalent to AzB.
If the words W and W
′
are equivalent, write W ∼ W ′ . It is not difficult to
check it is an equivalence relation. We denote the equivalence class containing the
empty word W0 by W0 itself. It follows that the product passes down to the quo-
tient set W (E)/ ∼, i.e. if W1 ∼ W ′1 and W2 ∼ W ′2, then we have W1W2 ∼ W ′1W ′2.
Hence W (E)/ ∼ is a semigroup.
We assert that it is a group. For a word W = g1g2...gn, the inverse of










′−1W−1, (W−1)−1 = W . Also we have W−10 = W0. Now suppose
that W is a word of length n. Apply (i) and (ii) successively n-times to WW−1 to
see WW−1 is equivalent to the unit element W0. Therefore W−1 is the inverse of
W . Hence W (E)/ ∼ is a group.
This group is called the free product of the family of groups {Gi, i ∈ I} de-
noted by ∗i∈IGi. The Gi are called the factors of ∗i∈IGi. A word W = g1g2...gn is
called reduced if
(i) no gi is the unit element of some Gi in W ,
(ii) no two consecutive elements gi, gi+1 belong to the same group Gi, for any
1 ≤ i ≤ n− 1.
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Theorem 1.9. Each equivalence class of W (E) contains a unique reduced word.
Proof. For every reduced word W = g1g2...gn and every g ∈ E, we get a reduced
word R(gW ) by setting:
R(gW ) =

g1g2...gn, if g is a unit element;
gg1g2...gn, if g is not a unit element and does not belong to the same Gi as g1;
hg2g3...gn, if g belongs to the same Gi as g1 and gg1 = h is not a unit element;
g2g3...gn, if g = g
−1
1 .
By induction on the length, we can prove that every word is equivalent to at
least one reduced word.
To prove the uniqueness, for every g ∈ E, there is a map T (g) which changes
gW into R(gW ). For any word W1 = h1h2...hs, reduced or not, we set T (W1) =
T (h1)T (h2)...T (hs). It can be easily verified that, if g and h belong to the same
Gi and gh = k, then T (g)T (h) = T (k). T (e) =identity if e is a unit element.
It follows that if W1 and W2 are equivalent, we have T (W1) = T (W2). Now, a
reduced word W is the image of the empty word W0 by T (W ). Hence, if W1 and
W2 are equivalent as a reduced word, they are the images of W0 by the same map,
and W1 = W2.
If x ∈ Gi is not the unit element of Gi, then it is a reduced word. If we
map the unit element of each Gi onto the empty word of W (E) and the others by
inclusion into W (E), we obtain an isomorphism of Gi onto a subgroup of ∗Gi. Let
us identify Gi with the corresponding subgroup of ∗Gi. With this identification,
we have Gi ∩Gj = W0 for i 6= j.
Theorem 1.10. Given a group G, a family {Gi, i ∈ I} of groups and a family of
homomorphisms {hi : Gi → G, i ∈ I} there exists a unique homomorphism h
from ∗i∈IGi to G such that
h|Gi = hi.
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Proof. Consider the semigroup W (E). Given any map k from E to a semigroup
G, we can extend it to a homomorphism k∗ of W (E) to G by setting
k∗(g1g2...gn) = k(g1)k(g2)...k(gn)
for every word g1g2...gn. If g is given by a family hi of homomorphisms of Gi into
G, the equivalent elements of W (E) map to the same elements of G under g∗.
Hence g∗ gives a homomorphism from ∗i∈IGi to G. To prove the uniqueness is
easy because any homomorphism g∗ of ∗i∈IGi which equals hi on Gi has to satisfy
the defining equation of g∗.
1.3.2 Van Kampen’s Theorem
In this part we describe an important theorem which can be applied in calcu-
lating fundamental groups.
Theorem 1.11. Assume X = X1 ∪ X2 and X1 and X2 are two path-connected
open subsets of X. If X1 ∩X2 = A∪B is the union of two path-connected disjoint
non empty open sets: A and B. Also X2, A and B are simply-connected, then
pi1(X) ' pi1(X1) ∗ Z.
Theorem 1.12. (Van Kampen’s Theorem) Assume X = X1 ∪X2 to be the union
of two path-connected, open subsets X1 and X2 of X, whose intersection X0 =
X1 ∩X2 is non empty and path-connected. Let ji∗ : pi1(X0) → pi1(Xi) , (i = 1, 2)
be the homomorphism induced by the inclusion ji : X0 ⊂ Xi (i = 1, 2). J is
the set of relations given as the minimum normal subgroup that contains the set
{j1(α)j2(α)−1, α ∈ pi1(X0)}. Then
pi1(X) ∼= pi1(X1) ∗ pi1(X2)/J
If in the statements (1.12) one replaces the condition that X1 and X2 are open
by that they are closed, without changing the other conditions, the conclusions
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may not hold in general sense. However, for many applications, the following re-
mark is useful.
Remark Suppose that X = X1 ∪ X2 is the union of two closed sets. X1 and
X2 satisfy all other hypothesis of three previous theorems and if there are open
sets Y1 and Y2, such that X1 ⊂ Y1, X2 ⊂ Y2, Xi is a deformation retract of
Yi (i = 1, 2) and X1 ∩X2 is a deformation retract of Y1 ∩ Y2, then conclusion of
the two previous theorems remain valid. We can apply the theorem 1.12 to Y1 and
Y2 instead of X1 and X2, and pi1(Yi) = pi1(Xi) (i = 1, 2) to get the conclusion.
Now we give some examples of using Van Kampen’s theorem to calculate
the fundamental groups of some topological spaces.
Example 1. A Calculation of the fundamental group of S1. We first take any two
points on the circle. They divide the circle into two parts. Using theorem 1.11, we
have
pi1(S
1) ∼= 1 ∗ Z = Z.
Example 2. A Calculation of the fundamental group of the sphere Sn, n > 2.
We also divide Sn into two parts as X1 = S
n − q and X2 = Sn − p, where p and q
are two different points of Sn.
pi1(S
n) ∼= pi1(X1) ∗ pi1(X2)/pi1(X1 ∩X2)
Since X1 and X2 are both contractible when n > 1, pi1(X1) and pi1(X2) are both
trivial groups. Thus pi1(S
n) is a trivial group.
Example 3. A Calculation of the fundamental group of
∨
n S
1, n ≥ 2. First
consider the case n = 2. We let x0 be the intersection of the two circles and let U0
and V0 be two closed connected curves in different circles that do not contain x0.
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Figure 1.1: aba−1b−1
Then let U = S1
∨
S1 − U0 and V = S1
∨
S1 − V0. We know U and V are both





S1) ∼= pi1(S1) ∗ pi1(S1)/J = Z ∗ Z = F (a0, a1),





S1) = F (a0, a1, ..., an−1).
Example 4. A Calculation of the fundamental group of n products of S1, ΠnS
1.
First consider the case n = 2. We know S1 × S1 is a torus. Let x0 be any point of
the torus and denote V = S1 × S1 − {x}. Select U as an open disk neighborhood
of x. Then U ∩ V = U − {x} and pi1(U) is trivial. V is homotopic to S1
∨
S1. By
the Van Kampen theorem, there is
pi1(S
1 × S1) ∼= pi1(S1
∨
S1)/J.
One generator for pi1(U ∩ V ) is homotopy equivalent to Figure1.1.
The generator aba−1b−1 is the commutator of the generators a and b. J =<
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aba−1b−1 > is normal. Using theorem 1.12, we get
pi1(S
1 × S1) ∼= pi1(S1
∨
S1)/ < aba−1b−1 >∼= Z × Z.









In this part we will give the definition and some properties of an object called
a fiber bundle.
Definition 2.1. A fiber bundle β is a collection of the following:
(1) A space E called the bundle space,
(2) a space B called the base space,
(3) a continuous map p : E → B of E onto B called the projection,
(4) a space F called the fiber,
(5) a family {Vj} of open coverings of B indexed by a set J , all of the Vj are called
coordinate neighborhoods, and
(6) for each j ∈ J , there is a homeomorphism
φj : Vj × F → p−1(Vj)
called the coordinate function. This condition is usually called locally trivial prop-
erty and the collection {Vj, φj} is called an atlas of the fiber bundle.




pφj(x, y) = x, for x ∈ Vj, y ∈ F,
(8) the map φj,x : F → p−1(x) defined for any point x ∈ B is a homeomorphism,
(9) a topological transformation group G of F called the structure group of the
bundle with φ−1j,xφi,x ∈ G for any x ∈ Vi ∩ Vj.
Example:
(1) The product bundle. Let X and Y be any two topological spaces and
E = X × Y . The projection is p(x, y) = x. Let V = X and φ =identity. Then
φ is the required homeomorphism that we need. The fiber F is Y . The structure
group is a trivial group.
(2) The Mo¨bius band. The second example is the famous Mo¨bius band. We can
construct it in the following way:
Let I represent [0, 1]. Identity the boundary of the unit square I × I as the follow-
ing graph:
Figure 2.1: Mo¨bius band
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Now suppose E is a Mo¨bius band and the base space B is S1. The fiber F is
also I. The reflection of I in its midpoint generates the structure group G. Thus
the group G is a cyclic group of order 2 generated by g. 2
2.2 G-spaces and Principal G-Bundles
Assume G is a topological group and X is a topological space. We say that G
acts from the right on X if there is a continuous map µ : X ×G→ X
µ : (x, g)→ µ(x, g).
We denote µ(x, g) by x · g. We require that the map µ has the properties:
x · 1 = x,
(x · g) · h = x · (g · h).
In this case, X is called a right G−space. Now assume that X and Y are right
G−spaces. A map f : X → Y is called a right G−map if f(x · g) = f(x) · g for
∀x ∈ X and ∀g ∈ G. The subspace xG of X is called the G−orbit for x. Define
a quotient space as X/G with the quotient topology where the points in X/G are
the orbits xG.
Proposition 2.2. Assume that X is a right G−space. Then
i) for any fixed g ∈ G, the map g∗ : x→ x · g is a homeomorphism,
ii) the projection p : X → X/G is an open map.
Proof. i) The inverse is given by g−1∗ : x→ x · g−1.
ii) If U is an open set of X, p−1(p(U)) = ∪g∈GU · g is an open set. Thus p(U) is
an open set in the quotient topology. Hence p is an open map.
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Some conditions are given such that the mapping p : X → X/G is a fiber bundle
with fiber G. Given any point x¯ ∈ X/G, there exists x ∈ X such that p(x) = x¯.
Then
p−1(x¯) = {x · g|g ∈ G} = G/Hx
where Hx = {g ∈ G|x · g = x}.
Call a right G−action free if
x · g = x implies that g = 1, ∀x ∈ X.
It is equivalent to the following property:
if x · g = x · h, for some x ∈ X, then g = h.
In this case, we call X a free right G−space.
A fiber bundle is locally trivial. So there is a local cross section for each fiber
bundle. Now add the condition that the projection p : X → X/G admits a local
cross section. This statement is equivalent to the statement that for each x¯ ∈ X/G
there exists a neighborhood of x¯ with a continuous cross section sx¯ : U(x¯) → X.
Define φx¯ : U(x¯)×G→ p−1(U(x¯)) by
φx¯(y¯, g) = sx¯(y¯) · g.
Now consider the map from p−1(U(x¯)) to U(x¯)× G. If we can find a map to
be the inverse of φx¯, the p : X → X/G admits the structure of a fiber bundle. This
means that φx¯ is a homeomorphism. Let
X∗ = {(x, x · g)|x ∈ X, g ∈ G} ⊆ X ×X.
A function
τ : X∗ → G




= x · τ(x, x′), ∀(x, x′) ∈ X∗
is called a translation function. Here, if X is a right free G−space, the translation
function is unique. ( There exists unique g such that x
′
= x · g, so τ(x, x′) = g.)
The following proposition is proven in [6].
Proposition 2.3. Suppose X to be a (right) free G−space with a local cross section
to p : X → X/G. Then the following statements are equivalent:
i) The translation function τ : X∗ → G is continuous.
ii) ∀x¯ ∈ X/G, the map φx¯ : Ux¯ ×G→ p−11 (Ux¯) is a homeomorphism.
iii) There is an atlas {Uα, φα} of X/G such that the homeomorphism
φα : U ×G→ p−11 (Uα)
satisfies the condition φα(y¯, gh) = φα(y¯, g)h, that is φα is a homeomorphism of
G−spaces.
The important definition of a principal bundle is given next.
Definition 2.4. A principal G−bundle is a free G−space X such that
pi1 : X → X/G
has a local cross section and one of the conditions in Proposition 2.3
Consider the example in which the G−space is a topological group H and G
is a closed subgroup of H. Define an action of G on H by (h, g) → hg for h ∈ H
and g ∈ G. Then consider the translation function: τ(p, q) = p−1q. This function
is continuous since G is a topological group. So the map H → H/G is a principal




In this chapter, we will give the definition and properties of configuration
spaces.
The definition of the configuration space is given as follows:
Definition 3.1. Let M be a topological space. The ordered configuration space
is defined to be
F (M,k) = {(x1, x2, . . . , xk)|xi ∈M and xi 6= xj, ∀ 1 ≤ i 6= j ≤ k}.
The topology of F (M,k) is induced from Mk. There is a natural projection
projk,l : F (M,k)→ F (M, l),
where l ≤ k defined as:
projk,l(x1, ..., xk) = (x1, ..., xl) for l ≤ k.
We will prove that projk,l defines a fiber bundle if M is a manifold without
boundary. With this, we can get more information of the topological structure of
configuration spaces.
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3.2 Fadell-Neuwirth’s Theorem
Let M be a connected manifold of dimension m without boundary. Consider
the projection projk,l : F (M,k)→ F (M, l), l < k defined by:
projk,l(x1, x2, ..., xk) = (x1, x2, ..., xl).
Let Top(M) be the homeomorphism group of M . The homeomorphism φ :
M →M is said to be stable if φ fixes outside some proper closed subset U ofM (the
proper means that M −U 6= ∅). It is easy to see that the stable homeomorphisms
form a subgroup of Top(M),denoted by Tops(M). The topology of Top(M) is
given the compact open topology and the topology of Tops(M) is induced from the
topology of Top(M). Let Qxk = {x1, x2, ..., xk}, where x = (x1, x2, ..., xk) ∈ F (M,k)
and 1 ≤ i ≤ k. Put q = (q1, q2, ..., qk) as the basepoint and denote it as Ql.
Theorem 3.2 (Fadell,Neuwirth’s Theorem). If M is a m−manifold without
boundary, then projection
projk,l : F (M,k)→ F (M, l), l < k
is a fiber bundle with fiber F (M −Ql, k − l).
Information required for the proof is given next.
Let U denote an open subset of M containing x0 with U 6= M and U is
homeomorphic to Int(Dm) where Dm is the m-dimension disk with radius 1. So
the closure of U is homeomorphic to Dm . Here 0 corresponds to x0 under this
homeomorphism.
We will give a map φ from U to Tops(M) which has the following properties:
(i) φ(x)(x) = x0, ∀x ∈ U,
(ii) φ(x)(y) = y, ∀x ∈ U, y ∈M − U.
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Define two maps f : Int(Dm)→ Rm and g : Rm → Int(Dm) as follows:
f(y) = y/(1− |y|), y ∈ Int(Dm),
g(x) = x/(1 + |x|), x ∈ Rm.
It is clear that f−1 = g.
Let G0(D
m) be the group of homeomorphisms of Dm which are the identity
on the boundary. The topology on G0(D
m) is induced from Top(Dm). With f and
g defined above, the next lemma follows.
Lemma 3.3. There exists a map φ : Int(Um)→ G0(Dm) such that,
(i) φ(x)(x) = 0, ∀x ∈ Int(Um),
(ii) φ(x)(y) = y, ∀y ∈ ∂Dm.




 g(f(y)− f(x)) ∀y ∈ Int(Dm),y ∀y ∈ ∂Dm.
Let φ(x)(y) = φ
′
(x, y), then φ is the map which satisfies (i) and (ii). Now,
we only need to show that φ is continuous. In fact, in general, if there is a map
f : X −→ Y Y , we can define a map F : X×Y −→ Y by setting F (x, y) = f(x)(y),
where Y Y is the set of all continuous mappings from Y to Y under the compact
open topology. If Y is a compactly generated space, F is continuous if and only if
f is continuous. We knowM is a manifold without boundary which is a compactly
generated space. Then the map φ
′
being continuous induces φ to be continuous.
With this preparation we prove the Theorem 3.2
3.2 Fadell-Neuwirth’s Theorem 23
Proof. Select any point (x1, ..., xl) ∈ F (M, l). Consider open sets Ui ∈M with
(1) xi ∈ Ui for 1 ≤ i ≤ l;
(2) Ui ∼= Int(Dm) for 1 ≤ i ≤ l;
(3) Ui ∩ Uj = ∅ for 1 ≤ i 6= j ≤ l.
Let U = U1 × U2 × ... × Ul. Then U is an open neighborhood of (x1, ..., xl).
For each i, let φi : Ui → Tops(M) be the map in Lemma 3.3. The fiber of
projk,l : F (M,k)→ F (M, l) at (x1, x2, ..., xl) is the space F (M −Qxl , k− l), where
Qxl = {x1, x2, ..., xl}. Consider the diagram:
U × F (M −Qxl , k − l)
φ
′





































U that is well defined, let y ∈ F (M − Qxl , k − l). Then for 1 ≤
j ≤ k − l, yj /∈ {x1, ..., xl}, by assumption, φj(x′j)−1 only maps xj to x′j. Thus if
yj ∈ Uj, then φj(x′j)−1(yj) 6= x′j. By composing all φj(x′j)−1 and using it acting on
y by above equation, then φ1(x
′
1)
−1 ◦ ... ◦ φl(x′l)−1(y) ∈ F (M − Qx
′








−1◦...◦φl(x′l)−1(y)) ∈ proj−1k,l (U). Also Φ
′
U is a homeomorphism
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So F (M−Qlx, k−l) is homeomorphic to F (M−Ql, k−l) where Ql = {q1, ..., ql}
is fixed in M since M is a m dimension manifold without boundary. In fact we
can get a stable homeomorphism λx : F (M − Ql, k − l) → F (M − Qlx, k − l). ( It
is not difficult. We can construct an open neighborhood for each point pair (qi, xi)
such that it is homeomorphic to Dm and contain qi and xi. For different i, the
neighborhoods do not intersect with each other. Then we can get λx). Define φU
as φ
′
U ◦ (1× λx). There is a commutative diagram




projk,l : F (M,k)→ F (M, l), l < k
is a fiber bundle with fiber F (M −Ql, k − l).
3.3 M = R2
The purpose of this section is to calcluate the fundamental group of the con-
figuration space of R2. Let Jk be the space which consists of k disjoint copies of
I = [0, 1] where the copies are labeled from 1 to k. Then let 0i ∈ Ii be the point
in the i-th copy of I corresponding to 0 and similarly let 1i ∈ Ii be the point in
the i-th copy of I corresponding to 1. Let E2 be the unit disc with dimension 2.
Let e = (e1, ..., ek) be an element in F (E
2, k) and let piI : E
2 × I −→ I be the
projection map to the second factor.
Definition 3.4. A pure geometric k−stranded braid in E2 (based at e) is a con-
tinuous, one to one map f : Jk −→ E2 × I which satisfies:
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i) piI ◦ f : Jk −→ I is the identity map on each component of Jk and
ii) f(0i) = (ei, 0), f(1i) = (ei, 1) for all 1 ≤ i ≤ k.
Let Pk be the set of all pure geometric k-stranded braids. Define a map φ from
Pk to the loop space Ω(F (R2, k)) of F (R2, k) with basepoint Qk = (e1, ..., ek). By
the definition of Pk, for each element A ∈ Pk, there is a map f : [0, 1] −→ F (R2, k)
with f(0) = f(1) = Qk. Then A defines a loop in F (R
2, k) with fixed point Qk
as the basepoint denoted as φ(A). Notice that any geometric braid is a subset of
E2 × I.
Then two pure geometric braids f, g are equivalent if
i) there is a deformation Hs of E
2 × I which is the identity on E2 × {0} and on
E2 × {1},
ii) for each s ∈ [0, 1], the adjoint map fs of Hs is a geometric braid and f0 =
f, f1 = g.
This means that loops f and g are homotopic to each other in the configuration
space F (R2, k) and the homotopy between f and g is given as follows:
H
′
(s, t) = fs(t) for 0 ≤ s, t ≤ 1.
Notice that H
′
(0, t) = f0(t) = f(t) and H
′
(1, t) = f1(t) = g(t). In addition, there
is a homotopy H
′
(s, 0) = fs(0) = H
′
(s, 1) = fs(1) = Qk.
Given two pure geometric k−stranded braids f0 and f1, we can think of f0 as
a braid between E2×{0} and E2×{1/2} and f1 as a braid between E2×{1/2} and
E2 × {1}. There is a new pure geometric k−stranded braid by stacking f0 and f1
denoted as f0 ∗f1. For any pure geometric k−stranded braid f , we reflect it upside
down to get a new braid denoted as f−1 called the inverse of f . Also there is a pure
k-stranded braid e as e(ei, t) = (ei, t) for any 1 ≤ i ≤ k, 0 ≤ t ≤ 1. Under the
product induced from pure geometric k−stranded braids, the equivalence classes
of the pure geometric k−stranded braids form a group called pure braid group
denoted by Pk. If we use [f ] to denote the equivalence class of the pure geometric
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k-stranded braid f , then [f−1] is the inverse of [f ] and [e] is the identity element.
So from φ : Pk −→ Ω(F (R2, k)), there is an induced group homomorphism
φ∗ : Pk −→ pi1(F (R2, k)). There is a commutative diagram as follows:
Pk φ−→ Ω(F (R2, k)y y
Pk
φ∗−→ pi1(F (R2, k)).
One important class of elements of pure geometric braids is {Ai,j, 1 ≤ i, j ≤ k}.
Figure 3.1: Ai,j
The next theorem will show pi1(F (R
2, k)) ∼= Pk and {[Ai,j], 1 ≤ i < j ≤ k}
generates Pk, where [Ai,j] is the homotopic equivalence class of Ai,j.
Theorem 3.5. pi1(F (R
2, k)) ∼= Pk is generated by {[Ai,j] 1 ≤ i < j ≤ k}.
Proof. We will prove this by induction on k.
Step 1.
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When k = 1, F (R2, 1) = R2. Then pi1(F (R
2, 1)) is trivial and P1 is a single
strand equivalence class. Any two single strands are equivalent to each other. So
P1 is also trivial. Thus pi1(F (R
2, 1)) ∼= P1
Step 2.
Inductively, suppose {[Aij], 1 ≤ i < j ≤ k} generates pi1(F (R2, k)). Let
Qk = {q1, q2, ..., qk} and p : F (R2, k + 1) −→ F (R2, k) be the projection. Thus
there is a fibration
R2 −Qk −→ F (R2, k + 1) −→ F (R2, k)
where p(Aij) = Aij for j ≤ k. Notice that p has a cross section q as
q(x1, ..., xk) = q(x1, ..., xk, |x1|+ ...|xk|+ 1).
Since F (R2, k) is a K(pi, 1) space, passing to the fundamental group there is a short
exact sequence:
1 −→ pi1(R2 −Qk) −→ pi1(F (R2, k + 1)) −→ pi1(F (R2, k)) −→ 1.
There is also a short exact sequence for pure braid groups as
1 −→ Gk −→ Pk+1 −→ Pk −→ 1.
Here Gk is the kernel of the group homomorphism from Pk+1 to Pk obtained by
deleting the (k+1)−st strand. Each [Ai,k+1], 1 ≤ i ≤ k, is in the Gk because each
Ai,k+1 becomes trivial if we delete the (k+1)− st strand. The group generated by
{[Ai,k+1], 1 ≤ i ≤ k} is a normal subgroup of Pk+1 denoted by G′k. There is an
isomophism Pk+1/G
′
k ' Pk. So Gk = G′k which is generated by {[Ai,k+1], 1 ≤ i ≤
k}.
With the assumption pi1(F (R
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By assumption (φk)∗ is an isomorphism. If φ∗ is also an isomorphism, it follows
from five lemma for groups that (φk+1)∗ is an isomorphism. So we only need to
show that γ∗ is an isomorphism.
Consider the map Ai,k+1 : S
1 → F (R2, k+1). Let γ : F (R2, k+1) −→ R2−Qk by
γ(x1, ..., xk+1) = xk+1. Then γ(A
′
i,k+1) is a loop in R





Here γ induces a homomorphism γ∗ by γ∗([Ai,k+1]) = [A
′
i,k+1].




1 and the image of {[A′i,k+1]} under this homotopy is the set of
the generators for pi1(
∨
k S
1, s0). So γ∗ is an epimorphism. The image under the
map i∗ : pi1(R2 −Qk) −→ pi1(F (R2, k + 1)) is {[Ai,k+1], 1 ≤ i ≤ k}. There is
γ∗ ◦ i∗([Ai,k+1]) = [Ai,k+1], 1 ≤ i ≤ k.
Then γ∗ is a monomorphism. So γ∗ is an isomorphism. Thus we have:
pi1(F (R
2, k)) ∼= Pk, for all k ∈ N.
Chapter 4
Cohomology of F (M,k)
In this Chapter we will use the classical Thom isomorphism in algebraic topol-
ogy to obtain some exact sequences for the cohomology of configuration spaces. For
the definition and the properties of Thom Class, please refer to [8].
4.1 Exact Sequences for The Cohomology of Con-
figuration Spaces
The next theorem was proven in chapter 3.
Theorem 4.1. Let M is a smooth manifold without boundary and let I denote an
ordered subset of 1, 2, ..., k of cardinality k. Then the projection map determined
by I
piI : F (M,k)→ F (M, r), 1 ≤ r ≤ k
is a bundle projection with the fiber F (M − Qr, k − r), where Qr is the subset of
M of cardinality r, a point in F (M, r) over which the fiber is taken.
Define the map ∆i : F (M,k − 1)→ F (M,k − 1)×M by the formula
∆i(m1,m2, ...,mk−1) = (m1, ...,mk−1,mi).
29
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The map ∆i composed with the projection on F (M,k− 1) is the identity. Let
M be a smooth manifold. The normal bundle of the diagonal in M ×M is the
tangent bundle, τM( for more detail, please refer [10]). Let pii : F (M,k− 1)→M
denote the projection on the ith coordinate and define τi = pi
∗
i τM . Thus the normal
bundle of the embedding ∆i is τi.
The next theorem comes from Cohen and Taylor [4].
Theorem 4.2 (Cohen-Taylor Theorem). There exists a map λk+1 : F (M,k)×
M → ∨ki=1 T (τi). It is well defined up to homotopy such that the composite




takes F (M,k+1) to the basepoint. The induced map from the homotopy cofiber of
the inclusion F (M,k+1) −→ F (M,k)×M to ∨ki=1 T (τi) is a homotopy equivalence.
2
By theorem 4.1, when k = 2 and r = 1, there is a fiber bundle
M −Q1 → F (M, 2)→M
Hence
Corollary 4.3.
(M,M −Q1)→ (M2, F (M, 2))→M
is a fiber bundle if ∂M = ∅. Namely, for any x ∈ M , there exists an open
neighborhood U of x such that q−1(U) ∼= U × (M,M −Q1). 2
Suppose that M is an orientable smooth manifold over the field of coefficients
with the Thom class τ1,2 ∈ Hm(T (τ)).
Lemma 4.4. H¯∗(
∨k
i=1 T (τi)) is a free H
∗(F (M,k))- module generated by {τi,k+1 =
T (pii)
∗(τ1,2) 1 ≤ i ≤ k}.
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Proof. In general, the reduced cohomology of the Thom space of vector bundle is
a free module over the cohomology of the base space generated by the Thom class
(See [8] for more detail). So H¯∗(T (τi)) is a free module generated by τi,k+1 for
1 ≤ i ≤ k. Also we know H¯∗(∨ki=1 T (τi)) =⊕ki=1 H¯∗(T (τi)). Thus H¯∗(∨ki=1 T (τi))
is a free H∗(F (M,k))- module generated by {τi,k+1 = T (pii)∗(τ1,2) 1 ≤ i ≤ k}.
Denote ∆1,2 = λ
∗
2(t1,2) ∈ Hm(M ×M) and pi∗i,k+1(∆1,2) ∈ Hm(F (M,k)×M),
where pii,j is the projection on i
th and jth coordinates. Let I be an ideal generated
by {∆i,k+1 for 1 ≤ i ≤ k}. The next statement follows from the theorem 4.2.
Corollary 4.5. Let M be an orientable smooth manifold over the field of coeffi-
cients. Then there is a short exact sequence of H∗(F (M,k))-modules:
0→ H∗(F (M,k))⊗H∗(M)/I → H∗(F (M,k + 1))→ Kk+1 → 0,
where Kn+1 is the suspension of the kernel of the morphism
λ∗k+1 : ⊕ < H∗(F (M,k)) · ti,k+1 >→ H∗(F (M,k))⊗H∗(M)
of H∗(F (M,k)) modules with λ∗k+1(ti,k+1) = ∆i,k+1. 2
From this corollary, we can see that the module H∗(F (M,k + 1)) can be
determined by H∗(F (M,k)) and H∗(M) together with the cohomology classes
∆i,k+1 which come from H
m(M)⊗(k+1), plus the product structure in H∗(F (M,k)).
Proposition 4.6. Let M be a closed orientable manifold. There is a commutative
diagram
M −Q1 −−−→ F (M, 2) −−−→ My y y
M −−−→ M ×M −−−→ M.
2
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The map H∗(M − Q1) → H∗(M) is a monomorphism, and the map p∗ :
H∗(M ×M)→ H∗(F (M, 2)) is surjective.
If M is an orientable manifold and satisfies H∗(M ×M) = H∗(M)⊗2, then
H∗(F (M, 2)) = H∗(M)⊗2/〈∆1,2〉
From corollary 4.5, there exists a short exact sequence
0→ H∗(F (M, 2))⊗H∗(M)/〈∆1,3,∆2,3〉 → H∗(F (M, 3))→ K3 → 0.
K3 consists of linear combinations
αt1,3 + βt2,3 ∈ H∗(M)⊗2/〈∆1,2〉t1,3 ⊕H∗(M)⊗2/〈∆1,2〉t2,3
satisfying
α∆1,3 + β∆2,3 = 0
in H∗(M)⊗2/〈∆1,2〉 ⊗H∗(M).
Now supposeM is an orientable compact n-manifold. We will give the formula
to calculate ∆1,2. The following formula can be found in the book [8].
Let ζ be the fundamental class in Hn(M). Given a basis {αi} for H∗(M),
construct a dual basis {α′i} for H∗(M) by requiring
[ζ, α
′
i ∪ αj] =
 1, if i = j,0, if i 6= j.
Use ∆M to denote the image of the Thom class in H
n(M ×M). The following
formula is given in the book [8].
Theorem 4.7. ∆M =
∑
i(−1)|αi|α∗i ⊗ αi, where |αi| is the degree of αi. 2
4.2 The Case of Riemann Surface
Suppose M to be an orientable, closed Riemann surface. Then let M = Mg
where g is the genus of the surface. There exists generators {xi1, xi2|1 ≤ i ≤ g, i ∈
Z} for the H1(Mg) which satisfy
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xi1xj2 =
 ω, if i = j,0, if i 6= j,
xi1xj1 = xi2xj2 = 0,
where ω is a choice of generator in H2(Mg).
A set of generators of H∗(F (Mg, 1)) is {ω, xi1, xi2, 1|1 ≤ i ≤ g, i ∈ Z}. Next
we will calculate H∗(F (Mg, 2)). By the formula, H∗(F (Mg, 2)) = H∗(Mg) ⊗
H∗(Mg)/〈∆1,2〉, we need to calculate the ∆1,2 ∈ H∗(Mg) ⊗ H∗(Mg). Since we




i=1(xi1 ⊗ xi2 − xi2 ⊗ xi1 + 1⊗ ω + ω ⊗ 1).
2
A set of algebra generators of H∗(Mg)⊗H∗(Mg) is {xim ⊗ 1, 1⊗ xim, 1 ≤ i ≤
g,m = 1, 2}. Denote xim⊗1 by x(1)im and 1⊗xim by x(2)im. Then the set of generators
becomes {x(1)im, x(2)im, 1 ≤ i ≤ g,m = 1, 2}. Because












i2 + 1⊗ ω + ω ⊗ 1).
Denote x
(s)
im = 1⊗ ...⊗ 1⊗ xim⊗ 1...⊗ 1 and xi1 is at the sth position. Also denote
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Proof. Let pik : M
n −→ M denote the projection on the kth coordinate, then we







There is a map piij :M
n →M ×M given by





a⊗ b = (a⊗ 1)(1⊗ b) ∈ H∗(M)⊗H∗(M).
Let
a(1) = pi∗1(a), b
(2) = pi∗2(b).
Thus
pi∗ij(a⊗ b) = pi∗ij(a(1)) · pi∗ij(b(2))
= pi∗ij ◦ pi∗1(a) · pi∗ij ◦ pi∗2(b)
= pi∗i (a) · pi∗j (b)
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4.3 The case of FP 2
Assume k = Fp to be the ground field. We will determine the image of
H∗(Mn) → H∗(F (M,n)) when M is the projective plane, that is, the case M =
FP 2 for F = R,C. In the case, M = RP 2, the ground field is of characteristic 2.
Recall that H∗(M) is the quotient of the polynomial algebra k[u] subject to the
relation u3 = 0, where |u| = dimRF . Denote ∆FP 2 to be the image of Thom class.
We have
Lemma 4.10. The cohomology class ∆FP 2 is equal to
u21 + u1u2 + u
2
2,
where u1 = u⊗ 1 and u2 = 1⊗ u.
Proof. By theorem 4.7, we have ∆FP 2 = Σi(−1)|ai|a∗i ⊗ai. We know ai ∈ {1, u, u2}
So we have ∆FP 2 = u⊗u+u2⊗ 1+1⊗u2. Let u1 = u⊗ 1 and u2 = 1⊗u. Thus
∆FP 2 = u
2
1 + u1u2 + u
2
2.
Let A be the quotient algebra of the polynomial algebra k[x] by the relation
x3 = 0, where |x| > 0 is even when k is of characteristic p 6= 2. Then A is a graded
algebra with a homogeneous basis {1, x, x2} and A⊗n is equal to k[x1, ..., xn] modulo
the ideal generated by x3i = 0 for 1 ≤ i ≤ n, where xi = 1⊗i−1 ⊗ x ⊗ 1⊗n−i. Let
∆i,j = x
2
i + xixj + x
2
j ∈ A⊗n for 1 ≤ i < j ≤ n. Let Bn be the quotient algebra
of A⊗n by the relations ∆i,j = 0 for all 1 ≤ i < j ≤ n.
For the elements ω and ω
′ ∈ A⊗n, write ω ≡ ω′ if ω = ω′ in Bn. Let Bn,k
denote the submodule of Bn spanned by the homogeneous elements of weight k.
Consider B2 first. Then
∆1,2 = x
2
1 + x1x2 + x
2
2.
Thus B2 is spanned by
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j = −x2ixj ; x2ix2j = 0,
for 1 ≤ i < j ≤ n in Bn.
ConsiderB3. Since dim(⊕2jB3,j) = 7, ⊕2jB3,j has a basis {1, x1, x2, x3, x21, x22, x23}.
There is a right exact sequence
B2,1 ·∆1,3 ⊕B2,1 ·∆2,3 φ−→ (B2 ⊗ A)3 −→ B3,3 −→ 0.
Note that (B2⊗A)3 is the submodule of B2⊗A which is generated by the homoge-
nous elements of weight 3. Thus (B2⊗A)3 has a basis {x1x23, x2x23, x21x3, x22x3, x21x2}








1x2 + x1x2x3 + x2x
2
3 ≡ x21x2 − x21x3 − x22x3 + x2x23,
α3 = x1x
2
2 + x1x2x3 + x1x
2






So from α3 − α1 − 2α2 + 2α4 = 0,
3(x3x
2
2 − x21x2) ≡ 0 and 3(x3x22 + x1x22) ≡ 0
and so
3x1x2x3 ≡ −3(x3x21 + x3x22) ≡ −3(x22x1 + x21x2) ≡ 0.
Thus there is the relation
3xixjxk ≡ 0, 1 ≤ i < j < k ≤ n
3x1x
2
j ≡ −3xjx21 ≡ −3x1x22, 2 < j ≤ n
3xix
2
j ≡ −3x1x2j ≡ 3x1x22, 1 < i < j ≤ n.
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Since





If char(k)6= 2,3, there is xix2j ≡ 0 for 1 ≤ i, j ≤ n. Thus Bn has basis {1, xi, x2i |1 ≤
i ≤ n}.
For CP 2, there isH∗(CP 2, Fp) is isomorphic toA. So the image ofH∗((CP 2)n, k)
in H∗(F (CP 2, n), Fp) is isomorphic to Bn. Thus we get the following theorem
Theorem 4.11. Let n ≥ 4. If char(k)6= 2,3, then the image of H∗((CP 2)n, k) in
H∗(F (CP 2, n), k) has a basis {1, xi, x2i |1 ≤ i ≤ n}. 2
Now consider char(k)=2. By previous calculation, there is Bj,n = 0 for j ≥ 4.
So we also only need to calculate Bn,3.
In the previous calculation, there is
3xixjxk ≡ 0, 1 ≤ i < j < k ≤ n
3x1x
2
j ≡ −3xjx21 ≡ −3x1x22, 2 < j ≤ n
3xix
2
j ≡ −3x1x2j ≡ 3x1x22, 1 < i < j ≤ n.
If char(k)=2, there is xixjxk ≡ 0, 1 ≤ i < j < k ≤ nxix2j ≡ x1x22, 1 < i < j ≤ n.
So Bn,3 is only generated by{x1x22}. Suppose that dimBn−1,3 = 1 with n ≥ 4.
There is a right exact sequence
⊕n−1i=1 Bn−1,1 ·∆i,n → (Bn−1 ⊗ A)3 → Bn,3 → 0.
Note that (Bn−1 ⊗ A)3 has a basis {x1x22, xix2n, x2ixn|1 ≤ i ≤ n− 1}.
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for 1 ≤ i ≤ n− 1. Since
xj∆i,n =
 xjx2i + xjxixn + xjx2n ≡ x1x22 + xjx2n, if 1 ≤ j 6= i < n,x2ixn + xix2n, if 1 ≤ j 6= i < n.
We have tr(xj∆i,n) = 0 for all 1 ≤ i, j < n and so tr restricted to Im(φ) is zero.
Thus Bn,3 6= 0 and so dimBn,3 6= 0 and so dimBn,3 = 1 because dimBn,3 ≤ 1.
Thus Bn has basis {1, xi, x2i , x1x22|1 ≤ i ≤ n}.
For RP 2, H∗(RP 2, F2) is isomorphic to A. So the image of H∗((RP 2)n, k) in
H∗(F (RP 2, n), F2) is isomorphic to Bn. Thus we get the following theorem
Theorem 4.12. Let n ≥ 4. Then the image of H∗((RP 2)n, k) in H∗(F (RP 2, n), F2)
has a basis {1, xi, x2i , x1x22|1 ≤ i ≤ n}. 2
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