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RÉSUMÉ 
Dans ce mémoire nous avons introduit et étudié des nouvelles mesures de 
dépendance multidimensionnelles appropriées aux données discrètes. Cette 
étude peut être vue comme une extension multivariée des résultats établis 
par Mesfioui et Tajar (2005). En particulier, nous avons établi la propriété de 
monotonicité de ces indices par rapport à l'ordre de concordance. Cette pro-
priété a joué un rôle essentiel pour faciliter l'interprétation de ces mesures. 
Des versions empiriques de ces paramètres ont été examinées et illustrées 
via le modèle de Poisson multivarié. De nouveaux tests d'indépendance 
spécifiques aux données discrètes ont été établis. 
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Une part importante des recherches effectuées sur les mesures de dépendance 
entre des variables aléatoires concerne le cas où ces variables sont continues. 
Cependant, beaucoup de phénomènes à étudier font intervenir des variables 
discrètes, pour lesquelles les valeurs observées peuvent prendre seulement 
un nombre dénombrable de valeurs. De nombreux domaines, notamment 
les sciences humaines et les sciences des affaires, font appel à des données 
discrètes. 
Un exemple simple de variable discrète survient lorsque seulement les valeurs 
a et 1 sont observées. Souvent, a représente l'absence et 1 la présence d'un 
certain caractère, comme être en faveur ou en défaveur d'une nouvelle poli-
tique gouvernementale. On peut également penser à une épreuve où survient 
soit un succès, représenté par 1, ou un échec, dénoté a. 
Une variable peut également représenter le nombre d'événements survenus 
pendant une période de temps donné. Dans ce cas, l'ensemble des valeurs pos-
sibles est {a, 1,2, ... ,}. Par exemple, en assurance, on pourrait s'intéresser 
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à compter le nombre de catastrophes naturelles qui se sont produites lors des 
dix dernières années. 
Dans ce travail, une attention particulière sera portée à la modélisation simul-
tanée de plusieurs variables de nature discrète. Une façon populaire de quan-
tifier la dépendance entre deux variables consiste à considérer une mesure de 
dépendance. La plus utilisée est le coefficient de corrélation linéaire de Pear-
son, mais les conditions d'application restrictives de cette mesure, notamment 
que les lois marginales des variables considérées soient normales, ont incité 
plusieurs chercheurs à proposer des alternatives pour évaluer la dépendance. 
À ce titre, le tau de Kendall et le rho de Spearman, dont l'utilisation est valide 
peu importe la loi des observations, sont les plus utilisés. Les propriétés de 
ces statistiques sont bien connues dans le cas continue. 
Ce mémoire est structuré comme suit. Au chapitre 2, nous rappellerons les 
définitions du tau de Kendall et du rho de Spearman dans les cas continu. Au 
chapitre 3 nous allons présenter des extensions des définitions de ces mesures 
au cas discret, une illustration sera examinée via le modèle de Poisson bivarié. 
Le chapitre 4 fera l'objet d'une extension multivariée du tau de Kendall et du 
rho de Spearman discrets. En particulier, nous montrerons que la propriété 
de monotonicité reste valable pour ces nouvelles mesures de dépendance. Le 
chapitre 5 sera consacré à une étude statistique de ces paramètres. Des tests 
d'indépendance basés sur le tau de Kendall discret seront établies et illustrés 
par le modèle de Poisson multidimensionnelle. 
CHAPITRE 2 
MESURES ET CONCEPTS DE 
, 
DEPENDANCE 
2.1 Théorie des copules 
Soient Xl et X 2 , des variables aléatoires de fonction de répartition jointe 
et de fonctions de répartition marginales 
La fonction de survie associée à H est définie par fI(x, y) = P (Xl> Xl, X2 > X2). 
Puisque si A et B sont deux événements, alors P(A U B) = P(A) + P(B) -
P(A n B), on déduit que 
[[(Xl, X2) = 1 - P (Xl:::; Xl U X2 :::; X2) 
1 - {P(XI :::; Xl) + P(X2 :::; X2) - P(XI :::; Xl, X 2 :::; X2)} 
1- FI (xI) - F2(X2) + H(XI,X2)' 
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Il est possible d'établir des bornes entre lesquelles H se situe. En effet, comme 
An B ç A, on a toujours que P (A n B) :::; P(A). En appliquant ce résultat 
à H, on déduit que 
Ainsi, H(XI,X2) :::; min {FI(XI), F2(X2)}' D'autre part, puisque H est une 
probabilité, il est assuré que H (Xl, X2) 2: ° pour tout Xl, X2 De même, fI(x, y) 
est aussi une probabilité, et ainsi 
On en tire l'inégalité 
Pour tout X, y, la chaîne d'inégalités 
est donc toujours vraie, peu importe la fonction de répartition H. Il est 
important de noter que les fonctions qui bornent H dans l'équation (2.1) 
sont elles-mêmes des fonctions de répartition bivariées, ce qui veut dire que 
ces bornes ne peuvent pas être améliorées. 
Un résultat important de Sklar (1959) [1] établit que si les marges F et G de 
H sont continues, alors il existe une unique fonction C : [0, 1]2 --+ [0, 1] telle 
que pour tout (XI,X2) E ll~?, on a 
(2.2) 
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La fonction C s'appelle une copule. Ce résultat permet donc d'établir une 
relation, à l'aide d'une fonction multivariée qui prend ses valeurs uniquement 
sur le carré unitaire [0,1]2, entre la loi jointe d'une distribution et ses marges. 
Ainsi, C contient toute l'information à propos de la dépendance qui existe 
entre les variables aléatoires X et Y. 
Le résultat de Sklar peut également s'utiliser à l'inverse, c'est-à-dire qu'on 
peut extraire la copule associée à une certaine fonction de répartition bivariée 
H de marges continues F et G. Pour ce faire, posons UI = FI (Xl) et U2 = 
F2(x2)' Ainsi, de l'équation (2.2), on déduit que l'unique copule associée à 
H est 
(2.3) 
En particulier, ce résultat permet de réécrire les bornes (2.1) en termes d'une 
copule C. On déduit en effet que pour toute copule C, 
où W et M sont respectivement les bornes inférieure et supérieure de Fréchet-
Hoeffding définies par 
Une autre copule importante est celle associée à l'indépendance entre des 
variables aléatoires. On sait que dans ce cas, la fonction de répartition con-
jointe s'écrit H(XI' X2) = FI (xI)F2(X2), ce qui implique, de l'équation (2.3), 
que la copule d'indépendance est 
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Exemple 2.1. Pour illustrer l'application du Théorème de Sklar, soient deux 
variables aléatoires X et X 2 de fonction de répartition 
Les marges de Hl sont 
de telle sorte que 
En appliquant l'équation (2.3), on déduit l'unique copule Cl associée à Hl, 
à savoir 
Ces résultats s'étendent facilement au cas multivarié. En effet, la plupart des 
théorèmes et définitions obtenus dans le cas bivarié ont des versions analogues 
pour d > 2 variables. 
Soient Xl, ... ,Xd des variables aléatoires de fonction de répartition jointe 
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et de fonctions de répartition marginales 
L'analogue multivarié du Théorème de Sklar (1959) implique que si les marges 
Fi sont continues, alors il existe une unique fonction C : [0, l]d -+ [0, 1] telle 
que pour tout (Xl, ... , Xd) E ~d, on a 
(2.4) 
Comme dans le cas d = 2, on peut utiliser le résultat de Sklar à l'inverse 
pour extraire la copule correspondante à une certaine fonction de répartition 
multivariée H de marges continues FI, ... , Fd. Pour se faire, posons Ui = 
F(Xi), 1 :S i :S d dans l'equation (2.4), on déduit que l'unique copule associée 
à H est 
(2.5) 
La copule d'indépendance multivariée est donnée par rrd ( UI, ... ,Ud) = rr~=l Ui· 
Les extensions pour d > 2 des bornes de Fréchet-Hoeffding, c'est-à-dire les 
versions multivariées de M et W, sont 
Md(UI, ... ,Ud) 
Wd(UI' ... ,Ud) max(UI + ... + Ud - d + 1, 0) 
À noter que Md et rrd sont des copules pour tout d ~ 2. Cependant, W d 
n'est pas une copule pour d > 2. Ceci n'empêche pas d'avoir l'inégalité 
valide pour toute copule d-variée C. 
2. MESURES ET CONCEPT DE DÉPENDANCE 8 
2.2 Mesures de dépendance bivariées 
Le concept de dépendance a été largement étudié en probabilité et statistique, 
notamment dans le cas de deux variables aléatoires. Dans ce cas, plusieurs 
mesures de dépendances ont été proposées. Certaines sont basées sur la 
notion de concordance et de discordance, comme le tau de Kendall. D'autres 
sont basées sur les rangs des observations, comme le rho de Spearman. 
Scarsini (1984) [2] a proposé une série de propriétés souhaitables pour une 
mesure de dépendance bivariée. 
Définition 2.1. Une mesure numérique d'association K,(X, Y) entre deux 
variables aléatoires X et Y dont la copule est C est une mesure de concor-
dance si et seulement si elle satisfait les propriétés qui suivent. 
1. K,(X, Y) est définie pour chaque couple (X, Y) de variables aléatoires; 
2. -1 ~ K,(X, Y) ~ 1, K,(X, X) = 1 et K,(X, -X) = -1; 
3. K,(X, Y) = K,(Y, X); 
4. Si X et Y sont indépendantes, alors K,(X, Y) = 0; 
5. K,( -X, Y) = K,(X, -Y) = -K,(X, Y); 
6. Si les copules respectives de (Xl' YI) et (X2 , Yi) sont telles que Cl -< C2 , 
alors K,(X1 , YI) ~ K,(X2 , Y2 ); 
7. Si (Xn , Yn ) est une suite de variables aléatoires continues de copule 
Cn, et si Cn converge vers C, alors limn->oo K,(Xn, Yn) = K,(X, Y), où 
(X,Y)"-'C. 
2. MESURES ET CONCEPT DE DÉPENDANCE 9 
2.2.1 Le tau de Kendall 
Soient (Xl, X 2 ) et (.,\\, X2 ), deux vecteurs aléatoires continus indépendants 
et distribués selon la même loi H de marges FI et F2 • Dans ce qui suit, 
nous travaillerons sans perte de généralité avec les variables Ui = FI (Xi) 
et Üi = F2 (Xi ), i = 1,2. Ainsi, la loi commune de (Ul , U2 ) et (Ül , Ü2 ) sera 
l'unique copule C qu'on peut extraire de H par une application du Théorème 
de Sklar. 
On dit que ces deux couples sont concordants si Ul < Ü1 , U2 < Ü2 ou Ul > 
Ül , U2 > Ü2 . Ceci est équivalent à (Ul - Ür)(U2 - Ü2 ) > O. Dans le cas 
contraire, c'est à dire quand (Ul - Ül )(U2 - Ü2 ) < 0, on dit que la paire est 
discordante. 
Le tau de Kendall bivarié associé à la copule C, noté TC, est une mesure 
d'association non paramétrique entre deux variables aléatoires basée sur la 
notion de concordance. Spécifiquement, TC est défini comme la différence 
entre la probabilité de concordance et la probabilité de discordance. On a 
TC P {(Ul - Ür)(U2 - Ü2 ) > o} - P {(Ul - Ür)(U2 - Ü2 ) < o} 
2P {(Ul - Ül )(U2 - Ü2 ) > O} - 1 
2 { P (Ul < Ül , U2 < Ü2 ) + P (Ul > Ül , U2 > Ü2 ) } - 1 
4P (Ul < Ül , U2 < Ü2 ) - 1 
411 11 P (Ul < Ul, U2 < U2 1 Ül = Ul, Ü2 = U2) dC( U, v) 
411 11 C(Ul, U2) dC(Ul, U2) - 1. 
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Il est possible d'estimer TC avec un échantillon de données bivariées 
En effet, si Bn dénote le nombre de concordances parmi les n( n - 1) /2 com-
paraisons de paires possibles, c'est à dire 
Bn = LI {(Xli - X ij ) (X2i - X 2j ) > O} 
i<j 
alors le tau de Kendall empirique s'écrit 
T
n 
= 4B -1 
n(n - 1) . 
Pour la borne inférieure de Fréchet-Hoeffding, le tau de Kendall vaut 
TW = 41
1 
W(u, 1 - u) du - 1 = -1, 
car toute la masse de probabilité de dW(u,v) se retrouve sur la droite v = 





uvdudv -1 = 4 (1
1 
UdU) 2 -1 = 4(1/4) -1 = 0, 
alors que la borne supérieure de Fréchet-Hoeffding amène 
TM = 41
1 
M(u, u) du - 1 = 41
1 
U du - 1 = 4(1/2) - 1 = 1, 
car toute la masse de probabilité de dM(u, v) est concentrée en u = v. 
2.2.2 Le rho de Spearman 
Prenons maintenant trois vecteurs aléatoires continus (Xl, X 2), (Xl, X 2) et 
(X~, X~), distribués selon la même loi H de marges F1 et F2 . À l'instar 
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des arguments précédents, on travaillera sans perte de généralité avec les 
variables Ui = Fi(Xi), Ui = Fi(Xi) et UI = Fi (XI), i = 1,2. Ainsi, la loi 
commune de (U1, U2), (U1, ( 2) et (Uf, U~) sera l'unique copule C qu'on peut 
extraire de H par une application du Théorème de Skla:r. 
Le rho de Spearman, aussi appelé le coefficient de corrélation de rangs, est 
une mesure d'association introduite par Spearman (1904). Tout comme le 
tau de Kendall, la valeur du rho de Spearman pour une loi H donnée ne 
dépend pas des marges, mais uniquement de la copule C associé à H. Sa 
définition théorique est 
On peut exprimer Pc par une fonctionnelle qui dépend uniquement de C. 
D'abord, 
P { (U1 - ( 1)(U2 - U~) > 0 } 
1111 P {(U1 - Ur)(U2 - U~) > 0 1 U1 = U1, u~ = U2} dudv 
11 11 {P (U1 > U1, U2 > U2) + P (U1 < U1, U2 < U2)} dU1 dU2 
11 11 {1 - Ul - U2 + 2C( Ul, U2)} dUl dU2 
21
1 
11 C(U1, U2) dU1 dU2. 
De même, du calcul précédent, 
1 - P {(U1 - [h)(U2 - U~) > o} 
1 - 2 fol fol C(U1, U2) dU1 dU2' 
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De là, on déduit que 
Pc = 12 t t C(UI, U2) dUI dU2 - 3. Jo Jo . (2.7) 
La version échantillonnale de Pc est 
A 12 ~ (n+1) 
Pn = n(n2 _ 1) tt RiSi - 3 n - 1 ' 
où Ri est le rang de Xi parmi Xl," ., X n et Si est le rang de Yi parmi 
Yi, ... , Yn . 
2.3 Extension des mesures de dépendance au 
cas multivarié 
2.3.1 Tau de Kendall d-varié cas continu 
Soit X = (Xl,"" X d ), un vecteur aléatoire continu à valeurs dans ]Rn, 
de fonction de répartition jointe H, de copule associée C, et de marges 
FI," ., Fd' Pour construire le tau de Kendall multivarié, on suppose que 
cette mesure s'écrit linéairement en fonction de EH {H(X)}, à l'instar du cas 
bivarié. Autrement dit, on pose 
T~(X) = aEH {H(X)} + b, 
où a et b sont des constantes réelles dont la valeur sera déterminée par les 
restrictions R1-R2 qui suivent. 
RI. T~ = 0, où rrd (UI, ... ,Ud) = UI ... Ud est la copule d'indépendance; 
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R2. T'!:r = 1 où Md = (UI, ... Ud) est la borne de Fréchet supérieure. 
Dans le cas de variables indépendantes, H(x) = FI(XI)··· Fd(Xd). Ainsi, 
EH {H(X)} EH {FI (Xl) ... Fd(Xd)} 
E {FI (Xl)} ... E {Fd(Xd)} 
1 
2d ' 
car Fi(Xi ) suit une loi uniforme sur (0,1). Maintenant, lorsque X f"V Md, on 
sait qu'il existe une variable V uniformément distribuée sur (0,1) telle que 
Xi = Fi-I(V). Donc, puisqu'alors H(X) = min{FI(XI), ... , Fd(Xd)} , on a 
E {H (FI-I(V), ... , Fil(V))} 
E {min (FI 0 FI-I(V), ... , Fd 0 Fd-I(V))} 
E(V) 
1/2. 
Ainsi en combinant les résultats précédents, on tire les équations 
dont l'unique solution est 
a 
et - + b = 1 2 ' 
et b = -1 
2d- 1 - 1 
On conclue que le tau de Kendall dans le cas continu multivarié est donné 
par la formule 
(2.8) 
À noter que cette formule multivariée généralise l'expression du tau de Kendall 
dans le cas continu bivarié, c'est-à-dire quand d = 2. 
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2.3.2 Rho de Spearman cas continu 
Pour construire le rho de Spearman dans un contexte multivarié, on suppose 
que ce paramètre est une combinaison linéaire de En {H (X)}, à l'instar du 
cas bivarié. Autrement dit, on pose 
p~(X) = aEn {H(X)} + b, 
où a et b sont choisies pour satisfaire les contraintes R1-R2. Selon le calcul 
effectué pour le tau de Kendall, 
quand les variables sont indépendantes. Maintenant, lorsque X rv Md, on a 
par l'identité de Hoeffding que 
EMd {F1(X1)··· Fd(Xd)} 
Ev {Vd } 
1 
d+ 1· 
Ainsi, en combinant ces résultats, on a les équations 
a 
- + b = 0 et 2d 
La solution à ce système est 
a 
d+1+ b =1. 
(d + 1)2d 
a = -'-;-----:-'--
2d - d - 1 
et b = _ d + 1 
2d -'- d - l' 
Ceci amène la définition suivante pour l'extension multivariée du rho de 
Spearman 
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Définition 2.2. La version d-varié du rho de Spearman est donnée par 
pd(X) = (d + 1)2dErr {H(X)} - d - 1. 
2d - d - 1 
Cette formule généralise au cas multivarié le rhci de Spearman bivarié. 
2.4 Notions d'ordre 
(2.9) 
Deux variables aléatoires Xl et X2 sont dites concordantes lorsque de grandes 
valeurs de Xl sont associées avec de grandes valeurs de X 2 • Beaucoup 
de chercheurs ont tenté de formaliser cette définition intuitive, notamment 
Tchen (1980) [3] et Yanagimoto & Okamoto (1969) [4]. 
Soient (Xl, X 2) et (Xl, X 2), deux vecteurs aléatoires de fonction de répartition 
jointes respectives H et H. Pour établir une relation d'ordre adéquate entre 
ces deux vecteurs, on suppose que les lois marginales sont identiques, c'est-à-
dire que p(t) = F'!(t) et H(t) = F2(t) pour tout tER En effet, les relations 
d'ordre se veulent une comparaison entre la force de la dépendance dans un 
vecteur, ce qui ne devrait pas être affecté par le choix des marges. 
On dit du vecteur (XI ,X2 ) qu'il est plus concordant que (XI ,X2 ) si pour 
tout (s, t) E JR2, 
H(s, t) ~ H(s, t). 
On écrit alors (Xl, X 2 ) -<c (Xl, X2 ). Comme les marges sont identiques, 
cette définition est en fait uniquement déterminée par la comparaison des 
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copules C et C sous-jacentes à H et H. Ainsi, (Xl, X 2) -<c (Xl, X 2) si 
La propriété suivante concernant l'ordre de concordance est tirée de Müller 
et Scarsini (2000) [5]. Elle trouvera son importance pour montrer la mono-
tonicité de tau de Kendall et du rho de Spearman. Avant de l'énoncer, la 
définition d'une fonction quasi-monotone est donnée. 
Définition 2.3. On dit qu'une fonction </J est quasi-monotone si et seulement 
si pour tout Xl, Xl, X2, X2 tels que Xl s: Xl et X2 s: X2, 
Théorème 2.1. Si (Xl, X 2) et (Xl, X 2) sont des vecteurs aléatoires de mêmes 
fonctions de répartition marginales, alors 
si et seulement si 
pour toute fonction quasi-monotone </J. 
La définition de l'ordre de concordance dans le cas de plusieurs variables est 
différente de celle dans le cas bivarié. Dans ce qui suit, la définition de Müller 
et Scarsini (2000) [5] sera adoptée. 
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Définition 2.4. Soient X = (Xl, ... , X d ) et X = (Xl, ... , X d ), des vecteurs 
aléatoires de fonctions jointes respectives H et fI et de mêmes fonctions de 
répartition marginales FI, ... , Fd. On note fi et fI les fonctions de survie 
associées, c'est-à-dire que fI(Xl, ... ,Xd) = P(XI > Xl, ... ,Xd > Xd) et 
H(Xl, ... , Xd) = P(XI > Xl,···, Xd > Xd). 
Définition 2.5. On dit que X est plus petit que X dans l'ordre quadrant 
inférieur noté X ~lo X, si les fonctions de répartition sont ordonnées, c'est-
à-dire que pour tout (SI, ... , Sd) E ]Rd, 
Définition 2.6. On dit que X est plus petit que X dans l'ordre quadrant 
supérieur noté X ~uo X, si les fonctions de survie sont ordonnées, c' est-à-
dire que pour tout (SI, ... , Sd) E ]Rd, 
Définition 2.7. On dit que X est plus petit que X dans l'ordre de concor-
dance, noté X ~c X, si les définitions 1 et 2 sont satisfaites. 
Dans le cas bivarié, les définitions 1 et 2 précédentes sont équivalentes, c'est-
à-dire que 
implique que 
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1 - FI(SI) - g(S2) + H(SI' S2) 
< 1 - FI(SI) - F2(S2) + H(SI, S2) 
< H(s\, S2). 
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Ceci n'est pas vrai dès lors que d > 2, ce qui motive à adopter la définition 
précédente. 
2.5 La dépendance positive 
Soient Xl et X 2 , des variables aléatoires potentiellement dépendantes. On 
dit que X 2 est décroissante du côté de la queue gauche de Xl, qu'on note 
LTD (X2 IX2 ), si et seulement si 
est une fonction décroissante en Xl pour toutes les valeurs possibles de Xl. 
De même, X 2 est dite croissante du côté de la queue droite de Xl, qu'on note 
RTl (X2 IXI ), si et seulement si 
est une fonction croissante en Xl pour toutes les valeurs possibles de X2' 
La croissance du côté de la queue gauche et la décroissance du côté de la queue 
droite, notées LT l et RT D, sont définies en échangeant les mots croissante 
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et décroissante dans les définitions ci-dessus. 
Selon la proposition 2.3 de Capéraà et Genest (1993) [6], si Xl et X 2 sont 
continues, alors le fait qu'on ait RTl (X2 IXl ) et LTD (X2 IXl ) implique que 
Pc 2 TC 2 0 
OÙ TC est Pc sont le tau de Kendall et le rho de Spearman du couple (Xl, X 2 ) 
dont la copule sous-jacente à la loi jointe est C. 
Dans le chapitre suivant, des versions de TC et Pc dans le cas des variables 
aléatoires discrètes seront proposées et une extension discrète du résultat 
précédent sera exposée. 
CHAPITRE 3 
MESURES DE DÉPENDANCE ENTRE 
DEUX VARIABLES DISCRÈTES 
3.1 Contexte et illustrations 
Ce chapitre est consacré à l'étude de quelques mesures de dépendance dans le 
cas où les variables d'intérêt sont discrètes. On s'intéressera particulièrement 
au tau de Kendall et au rho de Spearman. Certains résultats établis dans 
le cas continu ne seront plus valables dans le cas discret. Par exemple, les 
valeurs possibles du tau de Kendall et du rho de Spearman dans le cas discret 
ne seront plus nécessairement comprises entre -1 et l. Ainsi, l'identification 
de variables parfaitement associées en tenant compte du degré d'association 
ne sera plus directement application dans le cas discret. En effet, il se peut 
que lors d'une association positive parfaite, le tau de Kendall soit égal à 1/2. 
La fin de ce chapitre sera consacrée à l'étude de la monotonicité du tau 
de Kendall et du rho de Spearman par rapport à l'ordre de concordance. 
Cette propriété est ensuite illustrée par un modèle de Poisson bivarié. Des 
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simulations utilisant les versions empiriques de ces paramètres sont aussi 
présentées. 
3.2 Tau de Kendall et rho de Spearman dis-
crets 
Soient deux vecteurs aléatoires indépendants (X, Y) et (X', yi), chacun dis-
tribué selon la loi H. Alors en utilisant l'indépendance entre ces vecteurs et 
en conditionnant par rapport aux valeurs possibles de (X', Y'), on a 
P(X ,:S X', Y :S yi) = L L H(x, y)h(x, y) = E {H(X, Y)}. 
xEX yEY 
En particulier, 
P(X :S X') = E {F(X)} et P(Y:S yi) = E {G(Y)}. 
Contrairement au cas continu, il se peut que P(X = x) > 0 pour une variable 
X discrète. Il s'ensuit alors que P(X :S x) i- P(X < x). Pour tenir compte 
adéquatement de cette possibilité, définissons H(x-, y-) = P(X < x, Y < y), 
H(x-, y) = P(X < x, Y :S y) et H(x, y-) = P(X :S x, Y < y). , 
Le Lemme suivant sera utilisé fréquemment dans la suite. 
Lemme 3.1. Soit (X, Y), un couple de variables aléatoires de fonction de 
répartition jointe H et de distributions marginales F et G. Alors 
E{H(X, Y)} = E {H (X-, Y-)} - E {F (X-)} - E {G (Y-)} + 1. 
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Démonstration. On a 
E{H(X, Y)} P(X ::; X', Y ::; yi) 
P(X' 2: X, yi 2: Y) 
1 - P(X' < X) - P(Y' < Y) + P(X' < X, yi < Y) 
1 - E {F(X-)} - E {G(Y-)} + E {H(X-, Y-)} . 
Le résultat précédent permet d'obtenir une expression pour le tau de Kendall 
entre deux variables aléatoires discrètes. 
Proposition 3.1. Soient X et Y, deux variables aléatoires de fonction de 
répartition jointe H et de marges F et G respectivement. Alors le tau de 
Kendall du couple (X, Y) est donné par 
T = E{H(X,Y)}+E{H(X-,Y-)} 
+E {H(X-, Y)} + E {H(X, Y-)} - 1. (3.1) 
Démonstration. Par définition, le tau de Kendall est la différence entre 
la probabilité de concordance et la probabilité de discordance entre deux 
couples indépendants de même loi jointe, c'est-à-dire que 
T = P {(X - X')(Y - yi) > Ol - P {(X - X/)(Y - yi) < O}. 
Pour le premier terme à droite, c'est-à-dire la probabilité de concordance, on 
peut écrire 
P {(X - X')(Y - yi) > O} P(X < X', Y < yi) + P(X > X', y> yi) 
2P(X < X', Y < yi) 
2E {H(X-, Y-)}, 
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puisque (X, Y) et (X', yI) sont identiquement distribués. Pour le deuxième 
terme à droite, c'est-à-dire la probabilité de discordance, on a 
P {(X - X')(Y - yI) < O} P(X < X', Y > yI) + P(X > X', Y < yI) 
P(X < X') - P(X < X', Y :s; yI) 
+ P(Y < yI) _ P(X :s; X', Y < y') 
E {F(X-)} - E {H(X-, y)} 
+ E { G(y-)} - E { H(X, y-)} . 
Puisque du Lemme (4.2), on déduit 
E {F (X-)} + E {G (y-)} = E {H (X-, y-)} - E {H(X, y)} + 1, 
on obtient l'expression annoncée pour T. 
À noter que la formule du tau de Kendall dans le cas discret généralise 
l'expression déjà rencontrée pour des variables continues. En effet, si X et 
y sont des variables aléatoires continues, alors 
H(X-, y-) = H(X-, y) = H(X, Y-) = H(X, y) 
et T = 4E {H(X,Y)} -1 = 4E {C(U,V)} -1, où C est l'unique copule 
associée à H. 
Proposition 3.2. Soit (X, y), un couple de variables aléatoires de fonction 
de répartition jointe H, et de fonctions de répartitions marginales F et G 
respectivement. Alors 
p(X, y) = 3Err {H(X-, Y)} + 3Err {H(X, Y-)} 
+ 3Err {H(X-, Y-)} + 3Err {H(X, Y)} - 1. 
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Démonstration. Soient (XI, YI)' (X2 , Y2 ) et (X3 , Y3 ), des copies indépendantes 
de (X, Y), de telle sorte que 
On peut écrire cette expression sous la forme 
(3.2) 
+ 3P(XI < X2, YI ::; Y3 ) + 3P(XI ::; X 3, YI < Y3) (3.3) 
- 3P(XI < X 2 ) + 3P(XI > X 2 ) - 3P(YI < Y3 ) + 3P(YI > Y3)(J-.4I) 
De la même façon, 
P(XI ::; X 2 , YI ::; Y3 ) 
P(XI < X 2 , Yi ::; Y3 ) 
P(XI ::; X 2 , YI < Y3 ) 
En {H(X, Y)} 
En {H (X-, y)} 
En {H (X, Y-)}. 
Ainsi, en remplaçant les équations précédentes dans (3.2), on obtient les 
résultats envisagés. 
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3.3 Monotonicité du tau de Kendall et du rho 
de Spearman discrets 
Proposition 3.3. Soient (Xl, YI) et (X2, Y2), deux couples de variables 
aléatoires de fonctions de répartition jointe respectives Hl et H2. Alors 
où THil i = 1,2, est le tau de Kendall d'une population de loi Hi, 
Démonstration. Comme H(x,y), HI(x-,y-), HI(x,y-) et HI(x-,y) sont 
des fonctions quasi-monotones, une application du théorème (2.1) amène 
EH! {Hl (Xl,YI-)} ::; E H2 {Hl (Xi,Y2-)} ::; E H2 {HdXi,Y2-)}, où la 
dernière inégalité se déduit de HI(X,y) ::; H2(x,y). Par des arguments 
identiques, on obtient également. EH! {Hl (Xl' YI)} ::; EH2 {H2 (Xi, Y2)} 
et EH! {Hl (Xl' YI-)} :S EH2 {H2 (X2, Y2-)}. De la définition du tau de 
Kendall discret, on obtient la conclusion annoncée. Ô 
On obtient un résultat similaire pour la version discrète du rho de Spearman. 
Proposition 3.4. Soient (Xl, Yi) et (X2, Y2) deux couples de variables aléatoires 
de fonctions de distributions jointe respectivement Hl et H2' alors 
où PHil i = 1,2, est le rho de Spearman d'une population de loi Hi, 
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3.4 Correction des versions discrètes de tau 
et rho 
Dans le cas de variables continues X et Y, constater que T = -1 ou P = -1 
signifie que X et Y sont parfaitement négativement dépendantes. De même, 
T = 1 ou P = 1 indique un lien positif parfait entre les deux variables. En 
fait, on a toujours -1 ~ T ~ 1 et -1 ~ P ~ 1. 
Malheureusement, l'intervalle des valeurs possibles de T et P est différent de 
[-1, 1] dans le cas de variables discrètes. Ainsi, on a T E [T min, T max], où 
Tmin >:-1 et Tmax < 1. De même, P E [Pmin, Pmax] , où Pmin > -1 et Pmax < 1. 
Une version modifiée du tau de Kendall est le coefficient taub proposé par 
Kendall(1945). La définition tient compte des probabilités d'égalités entre 
les composantes des vecteurs aléatoires, qui est non nulle dans le cas discret. 
La version théorique de ce coefficient de dépendance est 
Une autre mesure de dépendance a été proposée par Goodman et Kruskal 
(1954) [7]. Leur coefficient gamma est défini par 
PH(C) - PH(D) 
"'(H = PH(C) + PH(D) , (3.5) 
où PH (C) est la probabilité de concordance pour deux couples (X, Y) et 
(X', yi) indépendants et de loi H, c'est-à-dire la probabilité de l'événement 
C = {X < X', Y < yi ou X > X', y> yi}. 
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La discordance D est quant à elle représentée par l'événement 
D = {X < X', Y > y' ou X > X', Y < yI}. 
La mesure rH constitue une correction intéressante pour T car elle permet 
d'atteindre les valeurs extrêmes -1 et 1 pour la dépendance parfaite négative 
et positive, respectivement. Également, tel que le résultat suivant l'établit, 
rH est monotone, c'est-à-dire que rH ::; rH' lorsque H ::; H'. 
Proposition 3.5. Soit le couple (X, y) de loi H et le couple (X', yi) de loi 
H'. Si H ::; H', alors rH ::; rH'. 
Démonstration. D'après l'équation (3.5), on peut écrire 
1 - <PH 
rH = 1 + <PH' 
où <PH = PH(D)jPH(C). Si H ::; H', alors on déduit que 
Par conséquent, 
<PH' = PH,(D) < PH(D) _ 
PH,(C) - PH(C) - <PH. 
Comme rH est décroissante en fonction de <PH, le fait que <PH' ::; <PH assure 
que rH ::; rH'· 
La correction proposée par Mesfioui, Tajar et Bouezmarni (2005) [9] consiste 
à transformer T et p par 
T 
si T 2: 0 P si p 2: 0 
Tmax Pmax 
T= et p= 
T 
si T < 0 P si p < O. 
Tmin Pmin 
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3.5 Continuation d'une variable discrète 
Le principe de continuation consiste à transformer une variable discrète en 
variable continue. Pour illustrer, supposons que Xl est une variable aléatoire 
discrète à valeurs dans Z. Schriever (1985) [8] a proposé de transformer Xl 
en variable continu par 
où UI est une variable aléatoire continue uniformément distribuée sur [0, 1] 
et indépendante de Xl' On montre facilement que la fonction de répartition 
de Xi est 
+00 




0, u < ° 
Fu(u) = u, 0::; u ::; 1 
1, u> 1 
est la fonction de répartition de U. 
Cette idée sera étendue ici au cas de deux variables discrètes Xl et X2 chacune 
à valeurs dans Z et dont la fonction de masse jointe est h. On propose les 
variables transformées 
où UI et U2 sont des variables uniformément distribuées sur [0, 1] et indépendantes 
de Xl et X 2 . La fonction de répartition de (xt, X~) s'écrit alors en fonction 
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de la copule C de (UI , U2 ) par 
+00 +00 
H*(XI, X2) = L L C(XI - i, X2 - j) h(i,j), 
i=-ooj=-oo 
Soient maintenant TH et PH' le tau de Kendall et le rho de Spearman du 
couple de variables continues (xt, X~). Posons également TC et PC comme 
étant les valeurs du tau de Kendall et du rho de Spearman pour le couple 
(UI , U2 ) de loi C. De la Proposition 3.1 de Mesfioui & Tajar (2005) [10], on 
a les relations 
et 
où 
À remarquer que lorsque UI et U2 sont indépendantes, alors TC = Pc = 0 et 
par conséquent, TH = TH et pif = PH· 
L'utilité de la continuation est illustrée par la proposition suivante, qui per-
met d'étendre au cas discret quelques notions de dépendance présentées au 
Chapitre 2 pour des variables continues. 
Proposition 3.6. Soient Xl et X 2 , des variables aléatoires discrètes à valeurs 
dans Z dont la fonction de répartition jointe est H et les marges sont FI et 
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F2 respectivement. Soient les versions continues Xi = Xi + Ui, où U1 et U2 
sont indépendantes et uniformément distribuées sur [0,1]. Alors 
et 
Démonstration. Pour montrer la première équivalence, soit (Xl, X2) E 
Ii X Ij, où Ii = li, i + 1] et i E Z. On a 
où 
61(X) = (x - j)h(i,j) + H(i,r) - H(i-,r) 
et 
Par définition, X; est décroissante du côté de la queue gauche si et seulement 
si pour tout i, JE Z, on a 
pour tout x E Ij. Si on définit 
Aij = h(i,j)F1(C) - i1(i) {H(C,j) - H(C,r)} 
et 
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ceci est équivalent à 
pour tout x E Ij. Cette dernière inégalité est vraie si et seulement si, pour 
tout i,j E Z, 
B ij ::::; 0 et A ij + B ij ::::; O. 
Ces deux inégalités sont équivalentes à LTD(XzIXd, c'est-à-dire que 
et 
Bij ::::; 0 Ç::::::? Fl(i - l)H(i,r) ::::; Fl(i)H(i-,r) 
Ç::::::? LTD(XzIXd 
A ij + B ij ::::; 0 Ç::::::? Fl(C)H(i,j)::::; Fl(i)H(C,j) 
Ç::::::? LTD(XzIXd· 
La preuve de la deuxième équivalence s'effectue de façon similaire. <) 
Le corollaire suivant, conséquence directe de la proposition précédente, généralise 
la Proposition 3.3 de Genest et Capéraà (1993) [6] au cas discret. 
Corollaire 3.1. Soient Xl et X z, des variables aléatoires discrètes à valeurs 
dans Z et de loi jointe H. On a alors que RTI(X2IXl ) et LTD(XzIXd 
impliquent que 
En suivant le même raisonnement, on parvient à montrer que 
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et 
3.6 Construction de la copule de (Xi, Xi) 
Soient Xl et X 2 , des variables aléatoires discrètes à valeurs dans Z. Le but ici 
est d'obtenir l'unique copule associée aux variables continues Xr = Xl + UI 
et X; = X 2 + U2 . D'abord, dans le cas où les variables aléatoires UI et U2 
sont indépendantes, on a 
+00 +00 
H*(XI, X2) = L L (Xl - i)(X2 - j)h(i,j). 
i=-ooj=-oo 
D'après le théorème de Sklar, la copule C* associée à H* est 
(3.6) 
où Ft(x) = H*(x, oo) et F{(x) = H*(oo,x) sont les fonctions de répartition 
marginales. On peut montrer que Ft(x) = (x - i)fi(j) + Fi(j) pour x E 
[j - 1, jl, i = 1,2. Ceci implique que 
i = 1,2. 
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En injectant ces deux dernières égalités dans l'équation (3.6), on obtient 
{Ul - Fl(i-n {U2 - F2(j-n h(i,j) 
fI (i)h(j) 
{Ul - Fl(i-n {H(i,j-) - H(i-,rn 
+ fI (i) 
+{U2 - F2(j-)} {H(i,r) - H(i-,r)} h(j) 
+H(i-,F), 
3.7 La loi de Poisson bivariée 
Plusieurs modèles ont été proposés pour modéliser la dépendance entre dif-
férents types de sinistres. Par exemple, en assurance non vie, on veut parfois 
expliquer le nombre de sinistres survenues sur une période donnée. Les ob-
servations étant de nature discrète, des modèles de dépendance pour des 
variables à valeurs dans des ensembles dénombrables doivent être proposés. 
Le modèle de Poisson bivarié a été utilisé, sous différentes versions, par Am-
abagaspitiya (1998), Wang (1998) et Cossette et Marceau (2000) [11]. La 
particularité de ces lois est que les distributions des variables individuelles 
sont dans la famille bien connue des lois de Poisson. 
Le but de ce chapitre est d'étudier les mesures de dépendance de Kendall et 
de Spearman pour le modèle de Poisson à deux variables avec chocs communs. 
Pour être précis, soient Yi, Y2 et Z, des variables aléatoires indépendantes 
distribuées selon la loi de Poisson de paramètres respectifs )\1, À 2 et Œ. Le 
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modèle de Poisson proposé représente la loi jointe du couple (Xl, X 2 ), où 
Explicitement, on a 
Xl = YI + Z et X 2 = Y2 + Z. 
P(X1 ~ i,X2 ~ j) 
P(Yi + z ~ i, }2 + Z ~ j) 
P(Y1 ~ i - Z, Y2 ~ j - Z) 
00 
L P(YI ~ i - Z, Y2 ~ j - zlZ = z)P(Z = z). 
z=o 
Finalement, comme YI, Y2 et Z sont indépendantes, on déduit 
00 
Ha,Àl,À2(i,j) = L P(Y1 ~ i - z)P(}2 ~ j - z)P(Z = z) 
z=o 
00 
= LFÀ1 (i - z)FÀ2 (j - z)fa(z), 
z=o 
où fa(z) = P(Z = z) = ŒZe-ajz! et FÀi est la fonction de répartition de Yi, 
i = 1,2. 
Il serait intéressant d'étudier l'effet des paramètres }.1, }.2 et Œ sur la dépendance 
entre les variables dans ce modèle de Poisson bivarié. Spécifiquement, on 
étudiera la relation entre le paramètre Œ et les mesures de dépendance T et 
p. Pour cela, on pose 
ml = }.l + Œ et m2 = }.2 + Œ. 
Ainsi, la fonction de répartition jointe du vecteur aléatoire (Xl, X 2 ) s'écrit 
00 
R,(i,j) = L Fm1-a(i - z)Fm2 - a(j - z)fa(z). (3.7) 
z=o 
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Ce changement de notation entraîne que Ha est un modèle de Poisson dont 
les marges sont des lois de Poisson de paramètres respectifs ml et m2. Par 
conséquent, le paramètre a est un indice de dépendance. Le résultat suivant 
indique que plus a prend des valeurs élevées, plus la dépendance positive 
est forte. Ceci a des conséquences directes sur le comportement du tau de 
Kendall et du rho de Spearman. 
Proposition 3.7. Soient Hal et Ha2' des distributions de Poisson décrites 
par l'équation (3.7). Alors 
Par conséquent, si Tai et Pai sont le tau de Kendall et le rho de Spearman 
associés à Ha;> i = 1,2, on a 
Démonstration. Pour montrer le résultat, il suffit de montrer que Ha est 








+ L Fml-a(i - z)Fm2 - a(j - z) {fa(z - 1) - fa(z)} 
z=o 
8 
Fmi-a = -8 Fm·-a, i = 1,2. 
a ' 
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Pour simplifier ce qui suit, on définit aAx) = Fml-o;(X - z) et bAx) = 
Fm2-0;(x-z). On montre facilement, par quelques manipulations algébriques 
simples, que 















car az (i) - az+1 (i) 2:: 0 et bAi) - bz+1 (i) 2:: 0 pour tout i E N. Ceci montre 
que Ho; est croissante en fonction de Œ. Finalement, les conclusions sur 
To; et Po; sont immédiates, invoquant le caractère monotone de ces mesures 
d'association. 
Dans la suite, nous illustrons les résultats de monotonicité par figures qui 
représentent le comportement du tau de Kendall en fonction du paramètre 
de dépendance Œ. 
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~r-------------------------------. 
" • 0 
Figure 3.1: Comportement du tau de Kendall en fonction du paramètre 0:', 
y = 0:' et x = T et ml = m2 = 2 
~r-------------------------------. 
Figure 3.2: Comportement du tau de Kendall en fonction du paramètre 0:', 
y = 0:' et x = T et ml = m2 = 3 
CHAPITRE 4 
EXTENSIONS MULTIVARIÉES DE TAU 
ETRHO 
L'analyse des données multivariées discrètes est d'une grande importance 
dans une multitude de domaines. Citons à titre d'exemple le cas de l'assurance 
non-vie où l'étude de dépendance entre les différentes branches de réclamation 
est considérée essentielle. 
Dans ce chapitre nous allons généraliser le tau de Kendall et le rho de Spear-
man discrets établis au chapitre 3 au cas multivariées. L'étude de la mono-
tonicité de ses paramètres sera examinée. Afin de faciliter l'interprétation de 
ces nouvelles mesures, nous proposerons des transformations de sorte que les 
supports de ces paramètres coïncident avec l'intervalle [0,1]. Nous terminons 
ce chapitre par des illustrations faisons intervenir certains modèles discrets. 
Un intérêt particulier sera porté aux modèles de chocs basés sur la loi de 
Poisson mulivariée. 
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4.1 Construction du tau de Kendall multi-
varié pour des données ordinales 
Pour déduire une expression pour le tau de Kendall dans le cas continu mul-
tivarié, on avait imposé que cette mesure s'écrive comme une transformation 
affine de EH {H(X)} , où X = (Xl,'" ,Xd ) est un vecteur aléatoires de loi 
H prenant ses valeurs dans ~d. On en a alors déduit un tau de Kendall 
multivarié, à savoir 
Pour en arriver à cette expression, on a imposé que T d prenne les valeurs 0 et 
+ 1 respectivement pour l'indépendance et la dépendance positive parfaite. 
Pour le cas de variables aléatoires définies sur une échelle ordinale, ce raison-
nement n'est plus valide car la valeur du tau de Kendall lors d'une dépendance 
positive parfaite peut ne pas atteindre la valeur +1. Une autre approche sera 
alors employée dans les développements subséquents. D'abord, rappelons que 
dans le cas d = 2, on peut écrire le tau de Kendall par l'expression 
T = E{H(X1,Xi)}+E{H(X1,X2)} 
+E {H(XI , X 2 )} + E {H(X1 , X 2 )} -1. 
D'une certaine façon, cette formule tient compte de toutes les combinaisons 
d'égalités possibles parmi deux vecteurs aléatoires. 
Pour étendre cette expression au cas d = 3, prenons un vecteur aléatoire 
X = (Xl' X 2 , X 3 ) de fonction de répartition jointe H. On pourrait définir 
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un tau de Kendall en fonction de 
e(H) = EH {H(X1,X2,X;)} + EH {H(X1,X2,X3 )} 
+ EH {H(X1,X2 ,X;)} + EH {H(X1,X2 ,X3 )} 
+ EH {H(X1,X2 ,X3)} + EH {H(X1 ,X2 ,X3 )} 
+ EH {H(X1 , X 2 , X3 )} + EH {H(X1 , X 2 , X 3 )}. 
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Plus généralement, pour le cas à d variables, soit l'ensemble E = {<,:::;:} d. Les 
éléments de E sont ainsi des vecteurs à d dimensions dont chaque composante 
est soit < ou :::;:. Comme exemples d'éléments de E, on a 
<: = «, :::;:, ... , <) ou <: = (:::;:, :::;:, ... , :::;:). 
Cette notation servira à définir le tau de Kendall ainsi que le rho de Spearman 
discrets multivariés. Quand d = 2, on a E = {( <, <), «, :::;:), (:::;:, <), (:::;:, :::;:)}. 
En outre, on notera H«x) = P(X <: x), où <: E E. Pour poursuivre l'idée 
précédente, on propose un tau de Kendall multivarié adapté pour des données 
ordinale qui sera fonction de 
e(H) = LE {H«X)} . 
<Et: 
À noter que dans le cas continu, e(H) = 2dE{H(X)}. Ainsi, afin de retrou-
ver comme cas particulier l'expression du tau de Kendall pour des variables 
continues, on définit 
dl", 1 
T = 2 d- 1 _ 1 L...- E {H«X)} - 2d-1 _ 1· 
<E[ 
( 4.1) 
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Exemple 4.1. Pour illustrer le calcul de cette version discrète du tau de 
Kendall, soit un vecteur aléatoire (Xl, X 2 , X 3 ) tel que 
1 ++k Pijk = 8" + (_1)2 J A, i,j,k E {D, 1}, 
OÙ Pijk = P(XI = i, X 2 = j, X3 = k) et ° :s: A :s: 1/8. De cette façon, 
chacune des marges est une loi Bernoulli de probabilité de succès 1/2. On a 
donc 
POOO = 1/8 + A 
P lOl = 1/8 + A 
POOl = 1/8 - A 
PIOO = 1/8 - A 
POlO = 1/8 - A 
P llO = 1/8 + A 
P Oll = 1/8+A 
Pm = 1/8 - A. 
Afin d'appliquer la formule (4.1), notons d'abord que 
L H(i,j, k)P ijk 
(i,j,k)E{O,lP 
= H(O, 0, O)pooo + H(O, 0, l)POOI + H(l, 0, O)P lOO 
+ H(O, 1, 0) POlO + H(l, 1, O)PllO + H(l, 0, l)PIOI 
+ H(O, 1, l)POll + H(l, 1, l)Plll 
27/64+A2. 
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Dans la même veine, 
L H(i- ,j, k)Pijk 
(i,j,k)E{O,l}3 
H(O, 0, O)PlOO + H(O, 0, I)P101 
+ H(O, 1, O)Pno + H(O, 1, I)P111 
POOOPlOO + (Pooo + P001)PlOl + (Pooo + PolO)Pno 
+ (Pooo + POOl + POlO + POll )P111 
(614 - A 2 ) + (312 + 1) + (312 + 1) + (116 + ~) . 
~+A-A2. 
64 





H(O, 0, O)Pno + H(O, 0, I)P111 
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Enfin, 
En faisant le total, on trouve 
L H(i-,j-,k-)Pijk 
(i,j,k)E{O,lp 
H(O, 0, O)Plll 
~_A2. 
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C(H) = 1 + 6A - 6A2 , 
d'où 
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Lorsque A = 0, la probabilité dans chaque cellule est 1/8 = 1/2 >< 1/2 >< 
1/2, c'est-à-dire le produit des marges. Comme cette situation caractérise 
l'indépendance, c'est sans surprise qu'on obtient 7 3 = O. Aussi, puisque 
2A(1 - A) est une fonction croissante sur l'intervalle [0,1/8], la valeur maxi-
male du tau de Kendall pour ce modèle est 7 3 = 7/32. 
4.2 Construction du rho de Spearman multi-
varié pour des données ordinales 
Un raisonnement semblable à celui suivi pour établir le tau de Kendall discret 
servira à élaborer un rho de Spearman adapté au cas discret. D'abord, à noter 
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que dans le cas bivarié discret, 
p = Err {H(X1,Xi)} + Err {H(X1,X2)} 
+ Err {H(X I , Xi)} + Err {H(X I , X 2)} - 3. 
Ainsi, se basant sur la version multivariée de cette mesure, on propose de 
bâtir une mesure à partir de 
C2(H) = L Err {H«X)}. 
<E[ 
Spécifiquement, on définit 
où X = (Xl, ... , X d ) est un vecteur de loi H. Cette formule généralise 
le rho de Spearman multivarié proposé précédemment pour le cas de vari-
ables continues. À remarquer que pd = 0 dans le cas où les variables sont 
indépendantes. 
Exemple 4.2. Reprenons les données de l'exemple 4.1. D'abord, la formule 
pour d = 3 est 
3 
"4 [Err {H(X1, X 2, X 3 )} + Err {H(X1, X 2, X 3 )} 
+ Err {H(X1 , Xi, X 3 )} + Err {H(X1 , X,2, Xi)} 
+ Err {H(X1, Xi, X 3)} + Err {H(X1, X 2, Xi)} 
+ Err {H(X1,Xi,Xi)} + Err {H(X1 ,Xi,Xi)} -1]. 
D'abord, à noter que les probabilités de chaque cellule sous l'indépendance est 
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1/2 x 1/2 x 1/2 = 1/8. Ainsi, 
Également, 




POOO + (POOO + POOl) + (POOO + POlO) + (POOO + P lOO) 
+ (POOO + POOl + POlO + Pon) + (POOO + P lOO + POOl + P lOl ) 
+ (POOO + P lOO + POlO + Pno) + 1 
8POOO + 4POOl + 4POlO + 4P lOO + 2POll + 2PlOl + 2Pno + Pm 
27 +A. 
8 
~ ll(i,j, k) 
(i,j,k)E{O,l}3 
1l(0, 0, 0) + 1l(0, 0,1) + 1l(0, 1,0) + 1l(0, 1, 1) 





8En {1l(X1, X 2 , X 3 )} = 1l(0, 0, 0) + 1l(0, 0,1) = 2Pooo + POOl = "8 + A, 
ce qui fait que 
Enfin, 
3 
8En {1l(X1,X2 ,X3 )} = 8En {1l(Xl ,X2,X3 )} = - + A. 8 
1 
BEn {H(X1,Xi,Xi)} = H(O,O,O) ="8 + A. 
4. EXTENSIONS MULTIVARIÉES DE TAU ET RRO 46 
En rassemblant le tout, on trouve d'abord €2(H) = 1 + A.. Finalement, cecz 
permet· de calculer 
3 3A P =-
4 
Sous l'indépendance, c'est-à-dire quand A = 0, on a p3 = 0, tel qu'attendu. 
La valeur maximale du rho de Spearman pour ce modèle est p3 = 3/32. 
4.3 Monotonocité du tau de Kendall et du 
rho de Spearman multivariées 
De la même façon que cela a été fait au Chapitre 2, on montrera ici la pro-
priété de monotonicité des versions multivariées discrètes du tau de Kendall 
et du rho de Spearman. Pour ce faire, soient deux vecteurs aléatoires X = 
(Xl, ... ,Xd ) et Y = (Yi, ... , Yd ) de fonctions de répartitions jointes respec-
tives H et G. Les implications 
X --<c y ===} TH ~ Ta et X --<c y ===} PH ~ Pa 
seront démontrées dans la suite. 
Le lemme suivant sera instrumental dans les preuves subséquentes. 
Lemme 4.2. Pour toute paire de fonctions de répartition d-variées H et G 
et n'importe quel <: E E, on a 
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Démonstration. Sans perte de généralité et afin de faciliter la lecture, 
supposons que 
<: = «, ... ,<,::;, ... ,::;). 
'-v--' '-v--' 
kfois d-kfois 
Le résultat pour les autres vecteurs de E s'obtiendra de façon similaire. 
D'abord, 
EH {G.«(X)} = L G.«(i)h(i). 
iEZd 
Comme 
G.«(i) = Lg(C), 
R<.i 
où 9 et h désignent les densités de probabilité associées respectivement aux 
fonctions de répartition G et H. 
On déduit en utilisant le lemme de Fubini que 
~ {~h(i)} g(e) 
L fI.«(C)g(C) 
Proposition 4.1. Soient X = (XI, ... , X d ) de fonction de répartition H et 
y = (YI, ... , Yd ) de fonction de répartition G. Alors 
X -<c Y ==? T~ ::; T~. (4.3) 
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Démonstration. Prenons X :S;;C Y, c'est-à-dire que pour tout x et n'importe 
quel <: E E, H<.(x) ::; G<.(x). Il est alors clair que 
Ensuite, du lemme (4.2), EH{G<.(X)} = Ec {H<.(X)}. Maintenant, la 
définition de l'ordre de concordance implique que pour tout x et n'importe 
quel <: E E, H<.(x) ::; G<.(x). Donc, Ec {H<.(X)} ::; Ec {G<.(X)}. Il 
s'ensuit que 
EH {H<.(X)} ::; Ec {G<.(X)} = Ec {G<.(X)}, 
où la dernière égalité provient d'une autre application du lemme 4.2. La 
conclusion annoncée pour le tau de Kendall est immédiate. 
La proposition suivante amène un résultat semblable pour le rho de Spearman 
multivarié discret. 
Proposition 4.2. Soient X = (Xl, ... , X d ) de fonction de répartition H et 
y = (YI, ... , Yd ) de fonction de répartition G. Alors 
X -<c Y => P'1 ::; p~. ( 4.4) 
Démonstration. Comme H<.(x) ::; G<.(x) pour tout x et n'importe quel 
<: E E, on a Err {H:::.(X)} ::; Err {G<.(X)}, d'où on déduit facilement, de par 
la définition même du rho de Spearman multivarié discret, que P'h ::; p~. <> 
À la lumière du chapitre 3, on va considérer le modèle de Poisson pour 3 
variables avec chocs communs, le graphe ci-dessous nous montre le com-
portement du tau de Kendall en fonction du paramètre de dépendance Œ. 
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Figure 4.1:" Comportement du tau de Kendall en fonction du paramètre Œ, 
y = Œ et x = T et ml = m2 = m3 = 2 
On remarque que le tau de Kendall est croissant, ce résultat n'a pas été 
démontré mathématiquement. 
4.4 Versions corrigées 
L'interprétation des valeurs du tau de Kendall ou du rho de Spearman 
est difficile du fait que ces mesures n'atteignent pas nécessairement +1 en 
présence de dépendance positive parfaite, c'est-à-dire quand la copule sous-
jacente à une loi H est la borne supérieure de Fréchet Md(UI, ... , Ud) = 
min( UI, ... , Ud). Dans cette section, on cherchera à corriger cette situation. 
Soit une loi H de marges g, ... , Fd. On notera par T!ax(g, ... , Fd) et 
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P~ax(FI,"" Fd) le tau de Kendall et le rho de Spearman associés à la loi 
La monotonicité du tau de Kendall et du rho de Spearman permet d'établir 
immédiatement que 
Une façon de rendre le tau de Kendall et le rho de Spearman plus facile à 
interpréter consiste à utiliser les versions corrigées 
t -d PH e PH = d ( )' Pmax FI, ... , Fd 
Ces nouvelles mesures atteignent ainsi + 1 lors de la dépendance positive 
parfaite. 
Exemple 4.3. Lorsque le modèle de dépendance sous-jacent est la copule de 
Fréchet M 3 et que les marges sont Bernoulli de probabilité de succès 1/2, 
alors la masse de probabilité est concentrée sur Pooo = 1/2 et Pm = 1/2. 
Premièrement, 
Ensuite, 
De la même façon, 
(1/2)(1/2) + (1/2) 
3/4. 
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Aussi, 
ce qui fait que 
Enfin, 
EM 3 {M3(X1, Xi", Xi)} = M3 (0, 0, O)P11l = (1/2)(1/2) = 1/4, 
En rassemblant le tout, on trouve 
Il est donc impossible dans un modèle de marges Bernoulli identiques que 
le tau de Kendall surpasse la valeur 1/2. En particulier, pour le modèle de 
l'exemple 4.1, la version corrigée est donnée par 
1'3 = 2A(1 - A) = 4A(1 _ A). 
1/2 
À noter toutefois que comme A :S 1/8, on a 1'3 :S 7/16. Ceci est dû au fait 
que ce modèle ne permet pas d'atteindre la dépendance positive parfaite. 
CHAPITRE 5 
UN TAU DE KENDALL MULTIVARIÉ 
EMPIRIQUE POUR DES DONNÉES 
ORDINALES 
5.1 Définition d'une version empirique du tau 
de Kendall théorique discret multivarié 
Pour un vecteur X = (Xl, ... ,Xd ) dont les composantes sont des variables 
aléatoires définies sur un support discret et dont la fonction de répartition 
jointe est H, on a défini 
T'li = 2d_ l1 _1 [?=E{H«X)} -1] 
<Et: 
Pour estimer T d avec dès observations, on trouvera des estimateurs pour 
chacun des termes de la sommation. D'abord, notons que pour tout <: E E, 
EH {H«X)} = PH (X<:X') , 
où X' = (X~, . .. ,X~) est indépendant de X et distribué selon la loi H. 
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Soit maintenant Xl,' .. ,Xn , où Xi = (XiI, ... ,Xid ), un échantillon de taille 
n. On estime EH {H.«(X)} sans biais par 
Ê {H.«(X)} = (~) -1 I: {l (Xi<Xj ) + 1 (Xj<Xi )}. 
z<J 
Ainsi, l'estimation proposée pour T'A est 
Exemple 5.1. Afin d'illustrer le calcul de T~, soit un échantillon Xl,' .. ,X6 
de taille n = 6, dans le tableau suivant, on présente les valeurs des com-
posantes de l'échantillon qu'on a choisi. Remarquons que dans ce cas, on 
a 
Table 5.1: Illustration à des données aléatoires discrètes 
1 observation i 1 XiI 1 X i2 1 X i3 1 
i = 1 2 3 5 
i = 2 4 6 2 
i=3 1 0 5 
i=4 5 7 12 
i=5 5 8 12 
i=6 9 10 12 
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8 termes Ê{H<: (X)} à estimer, avec <:: E e = «,:=;)3, notons d'abord que 
Ê {H(~,~,~J (X)} 1/45 L 1 (XiI:=; XjI' X i2 :=; X j2 , X i3 :=; X j3 ) 
i<j<6 
+ 1 (XjI :=; XiI, X j2 :=; X i2 , X j3 :=; X i3 ) 
= 13/45 
Les mêmes types de calculs amènent 
Aussi 
Ê {H(~,~,<) (X)} = Ê {H«,~,<) (X)} = Ê {H(~,<,<) (X)} = Ê {H«,<,<) (X)} = 9/45 
Enfin, 
Ê {H(~,<,~) (X)} = 13/45 
A insi, le tau de Kendall empirique est 
5.2 Comportement asymptotique de la statis-
tique T~ 
Le but de cette section est d'étudier le comportement asymptotique de T~. 
Une 'remarque importante est que cette statistique est un cas particulier 
de U-statistique. Cette classe de statistiques fut introduite par Hoeffding 
(1948) [12]. 
La définition générale d'une U-statistique est donnée dans ce qui suit. 
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Définition 5.8. Soient Xl,;'" X n, un échantillon tiré d'une population à 
valeurs dans ]Rd. La statistique Un est une U-statistique d'ordre 2 si on peut 
l'écrire sous la forme 
La fonction 1fJ est appelé le noyau de Un. 
Les résultats classiques concernant le Théorème de la limite centrale s'inté-
ressent à l'étude de la somme de variables indépendantes et identiquement 
distribuées. Dans le cas d'une V-statistique, la sommation est effectuée sur 
des variables dépendantes, ce qui complique l'obtention de résultats asymp-
totiques. Cependant, par le méthode de projection, on peut montrer que 
celle-ci est équivalente asymptotiquement à une somme de variables aléatoires 
identiquement distribuées. Les résultats classiques sont dès lors applicables. 
Théorème 5.2. Si Un est une U-statistique telle que E(Un) = e, alors 
yIri(Un - e) est asymptotiquement normale de moyenne 0 et de variance 
40"i, où O"i = var {1fJI (Xl)} et 
La statistique T~ est une V-statistique d'ordre 2. En effet, 
où 
",(X" X;) ~ {~{I (X,<: X;) + I (X;<: X,ll - 1 } / (2'-' - 1) 
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On a donc 
EX2 {'lj;(Xl, X 2)} 
2d_ 11 _ 1 [?= {H;::.(xI) + fi;::,(xI)} - 1]. 
<Et: 
Ainsi, 
4CJî = (2 d-; -1) 2 var [?= {H<:(Xd + H<:(Xl)}]. 
<Et: 
Donc, du Théorème 5.2, on conclut que Vn (T~ - T d ) converge vers une loi 
normale de moyenne 0 et de variance 4CJî. 
Remarque 5.1. Dans le cas continu et sous l'hypothèse d'indépendance, i.e. 
H(Xl, ... ' Xd) = F1(Xl)··· Fd(Xd), on a 
4CJî = ( 2d-; _ 1) 2 var [2d { H ( Xl) + H ( Xl) } ] 
( 2d+1 ) 2 {d d } 2d - 1 _ 1 var g Ui + g (1 - Ui) 
Quand d = 2, on retrouve le résultat bien connu qui stipule que la variance 
asymptotique du tau de Kendall bivarié est 4/9. 
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5.3 Estimation de la version corrigée du tau 
de Kendall 
Définition 5.9. Soit Xl, X 2 , • •• , une suite de variables aléatoires. On dit 
que la suite {Xn } converge en probabilité vers f-J, si pour tout E > 0, 
lim P (IXn - f-J,I ~ E) = O. 
n ...... oo 
Définition 5.10. Soit Xl, X 2 , ••• , une suite de variables aléatoires de fonc-
tion de répartition Fn. On dit que {Xn} converge en loi vers X si 
lim Fn(x) = F(x) 
n ...... oo 
pour tous les points où F est continue, avec F(x) = P (X S;x). 
Théorème 5.3. (Slutsky) Soient {Xn } et {Yn }, deux suites de variables 
aléatoires. Si X n converge en loi vers X et que Yn converge en probabilité 
vers a, alors XnYn converge en loi vers aX. 
Théorème 5.4. (Méthode Delta) Soit X n , une suite de variables aléatoires 
telle que Vii (Xn - f-J,) converge en loi vers N(O, a 2 ). Si g est une fonction 
continue et dont la dérivée première existe, alors 
converge en loi vers une normale de moyenne 0 et de variance a 2{g'(f-J,)p. 
La démonstration du résultat précédent s'obtient en effectuant un développement 
en série de Taylor d'ordre 1 et en appliquant le théorème de Slutsky. 
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Supposons maintenant que pour une collection donnée de marges FI, ... ,Fd, 
la valeur maximale du tau de Kendall dépende d'un paramètre ou d'un 
d . A 
vecteur de paramètres e. Autrement dit, Tmax(F1, ... , Fd) = e .. SI e est 
un estimateur de e, alors 
T d id = n 
n T~ax(ê) 
est un estimateur du tau de Kendall corrigé. On a 
Vn (7; - rd) ~ Vn { T;;~( li) - T~( B) } 
1 A v'n (T~ - Td) + Td v'n { . 1 A - d \ tl) } 
T~ax(e) T~ax(e) Tmax 
g(ê)v'n (T~ - Td) + Tdv'n {g(ê) - g(e) } , 
où g(t) = {T~ax(t)} -1. 
On a vu que y'n(T~ - Td) converge en loi vers N(O, 40"î). Puisque g(ê) con-
verge en probabilité vers g( ()), on a du Théorème de Slutsky que g( Ô)v'n( T~­
T d ) converge vers une loi normale de moyenne 0 et de variance 4 {g( e)} 2 O"f. 
D'autre part, si on suppose que y'n(ê - tl) ---t N(O, O"i), alors en appliquant 
la méthode delta, on aura 
Tdv'n {g(ê) - g(()) } 
converge vers une loi normale de moyenne 0 et de variance (Td)20"i{g'(())V 
En rassemblant le tout, on aura que v'n (i~ - id) converge vers une loi nor-
male de moyenne 0 et de variance (O"~ + (Td) 2 O"~ {g' (tl)} 2) . 
Ainsi, à partir de ces résultats, op peut effectuer des tests d'hypothèses sur 
la valeur du tau de Kendall corrigé (bilatéral et unilatéral), par la suite nom; 
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posons ~2 = (a~ + (Td)2 aH9' (O)) 2). 
Un test bilatéral consiste à confronter les hypothèses 
On rejettera 'Ho lorsque 
1 
d ~ 
T n - tl > ZO//2 .;n' 
alors qu'un test unilatéral à gauche consiste à confronter les hypothèses 
on rejettera 'Ho lorsque 
d ~ 
T n < t + ZO/ .;n' 
tandis que pour un test unilatéral à droite, on rejettera 'Ho lorsque 
avec 
5.4 Application test d'indépendance entre 
des données ordinales multivariées 
L'objectif de cette section est de développer un test d'indépendance pour 
des données ordinales. La procédure sera basée sur le tau de Kendall em-
pirique T~. Puisque sous l'indépendance multivariée, on a T d = 0, un test 
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d'indépendance dans ce contexte consiste à confronter les hypothèses 
Du résultat sur la normalité asymptotique de T~, on rejettera 'Ho lorsque 
Une manière d'évaluer l'efficacité d'un test statistique consiste à calculer sa 
fonction de puissance. Généralement, si Zn est une statistique dont la valeur 
critique de rejet est Pa, alors la fonction de puissance associée est définie par 
Dans la pratique, il est difficile de calculer la variance (Jî. Pour remédier à 
ce problème, on fera appel à la méthode jackknife pour l'estimation d'une 
variance. Le Jackknife, introduit comme méthode pour l'estimation du biais 
par Quenouille (1949) [13] et ensuite proposé pour l'estimation de la variance 
par Tukey (1958), implique la suppression systématique de groupes d'unités, 
le re-calcul de la statistique avec chaque groupe supprimé tour à tour, et 
ensuite la combinaison de toutes ces statistiques re-calculées. Le jackknife 
le pllis simple consiste à écarter chaque observation' d'un échantillon tour 
à tour, de re-calculer la statistique pour obtenir des valeurs Tl, ... , Tn , et 
ensuite d'estimer la variance de l'estimateur par 
A2 n -1 ~ _ 2 
(JI = --6(Ti- T) . 
n i=l 
Dans ce cas, on rejettera Ho si 
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Dans le tableau suivant sont résumés les résultats de simulations pour tester 
la performance du test d'indépendance dans le cas bivarié. Dans ce qui suit, 
on va désigner par 0: le paramètre de dépendance dans le cas bivarié ainsi que 
dans le cas multivarié. Les simulations ont été effectuées selon l'algorithme 
suivant. 
• Générer n = 30 couples aléatoires suivant des lois de poisson de paramètres 
ml, m2, en effet, on a généré trois variables aléatoires Xl, X 2 et X 3 
suivant des lois de poisson de paramètres respectifs ml - 0:, m2 - 0: et 
0:, on obtient les n couples de variables aléatoires (X, Y) comme suit 
X = Xl + X 3 et Y = X 2 + X 3 ; 
• Effectuer le test d'indépendance basé sur T~ au seuil de signification de 
0.05; 
• Refaire la même chose N = 100 000 fois pour estimer la puissance du 
test selon la formule 
Pour les différentes valeurs du couple (ml, m2), on remarque que la mesure 
de la puissance du test de Kendall qu'on a estimé par /3 est croissante en 
fonction du paramètre de dépendance 0:. 
Les valeurs qu'on a eu dans le cas ou Œ = 0 pour les différentes valeurs du 
couple (ml, m2) sont parfaitement cohérentes avec nos hypothèses de départ, 
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Table 5.2: Puissance de la statistique de Kendall discrète sous des contre-
hypothèses de loi de Poisson bivariée 
1 (ml, m2) 1 a = 0.0 1 a = 0.4 1 a = 0.8 1 a = 1.2 1 a = 1.6 1 a = 2.0 1 
(2,2) 0.058 0.140 0.487 0.883 0.997 1.000 
(4,4) 0.056 0.075 0.158 0.311 0.519 0.741 
(6,6) 0.054 0.062 0.100 0.163 0.258 0.382 
(8,8) 0.055 0.059 0.079 0.110 0.165 0.232 
(10,10) 0.053 0.058 0.070 0.092 0.122 0.164 
ils sont a peu égales ou légèrement différentes de la valeur du risque d'erreur 
supposé au départ. 
Les résultats des simulations obtenus nous poussent a constater que le test 
d'indépendance qu'on vient de proposer est efficace, il est facile à appliquer 
contrairement au test de Khi2, où on est amené à construire des classes pour 
les valeurs, et on a toujours à vérifier des hypothèses ce qui est n'est pas 
toujours évident. 
Dans ce qui suit, on va suivre les mêmes démarches pour tester la validité du 
test d'indépendance dans le cas multivarié. Par la suite on présente dans le 
tableau 5.3 le résumé des simulations qui consiste à estimer la puissance du 
test en fonction du paramètre de dépendance a. 
On va illustrer le cas multivarié par le cas de trois variables X, Y et Z, avec 
X = Xl + X 4 , y = X 2 + X 4 et Z = X 3 + X 4 ou Xi suivent des lois de 
poisson de paramètre mi - a, i = 1, ... ,3 et X 4 suit une loi de poisson de 
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paramètre Œ. on va générer n = 30 triplets de variables aléatoires et on va 
suivre le même algorithme pour estimer la fonction de puissance du test du 
tau de Kendall dans le cas de trois variables tout en faisant varier les valeurs 
du triplet (ml, m2, m3). 
Table 5.3: Puissance de la statistique de Kendall discrète sous des contre-
hypothèses de loi de Poisson tri-variée 
1 (ml, m2, m3) 1 Œ = 0.0 1 Œ = 0.41 Œ = 0.81 Œ = 1.2 1 Œ = 1.61 Œ = 2.0 1 
(2,2,2) 0.065 0.27 0.812 0.992 1.000 1.000 
(4,4,4) 0.062 0.090 0.274 0.559 0.813 0.949 
(6,6,6) 0.062 0.064 0.138 0.275 0.463 0.649 
(8,8,8) 0.061 0.057 0.090 0.163 0.272 0.408 
(10,10,10) 0.062 0.054 0.075 0.121 0.195 0.290 
Pour les différentes valeurs du triplet (mI, m2, m3), on remarque que la 
mesure de la puissance du test de Kendall qu'on a estimé par /3 est croissante 
en fonction du paramètre de dépendance Œ. 
Ces résultats nous poussent à constater que ce test d'indépendance peut être 
appliqué pour des variables discrètes multivariées, reste à tester la validité 
pour des combinaisons de variables plus complexes avec d'autres lois de prob-
abilité. 
Conclusion 
L'étude des mesure de dépendances est de très grande intérêt, il y'a beau-
coup de champs d'application, surtout en actuariat, et plus particulièrement 
pour étudier l'impact de la dépendance des sinistres en assurance lARD (In-
cendies, Accidents, Risques divers. 
Dans ce mémoire, nous avons établis de nouvelles mesures de dépendances 
dans le cas discret multivarié, des mesures basées sur le tau de Kendall et le 
Rho de Spearman, ainsi que des propriétés de monotonicité des ses indices. 
Dans le dernier chapitre, nous avons proposé des tests d'indépendances basés 
sur le tau de Kendall, nous avons vérifié la validité de ses tests avec le modèle 
de poisson composé avec choc commun dans le cas bivarié et d-varié avec 
d = 3. 
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