The article presents examples of solving the tasks of analysis of safety of complex technical systems by using logical-probabilistic methods (LPM). LPM are characterised by sufficient visualisation and simplicity of formalisation of the hazardous state of the object in the form of the shortest paths of hazardous state or hazardous state scenario. Parametric representation of logical functions (Boolean sum and products of initiating events and initiating conditions) is carried out using the methods of orthogonalisation. Determination of individual and total contribution of events in probability of realisation of a dangerous condition can allow you to plan the activities to ensure the safety state of the object. In this article the examples are being solved with the use of ARBITR software.
Introduction
"Theories are coming and fading away, while the examples remain." I.M. Gelfand A fundamental concept in logical-probabilistic theory of safety (LPTS) is the concept of the system hazardous state (SHS), characterised by large-scale damage (i.e., collapse), and hazards, which can bring the system to hazardous state.
In each case it is necessary to give an analytical description of SHS, which could lead to a collapse. In LPTS this description starts with making a hazardous state scenario, which is carried out by means of sum and products of initiating events (IE) and initiating conditions (IC). IE and IC stand for various internal and external impacts, equipment failures, breach of the rules of operation, transportation, storage, and so on. The main difficulties in LPTS arise when hazardous state scenario (HSS) is prepared by trying all possible system states from top downward: from specific SHS under investigation to the reasons (IE and IC), which are able to cause it.
In LPTS they are interested only in the truth values of statements (true or false), they study the question of the truth values of a complex statement depending on the truth values of its components i.e. simple statements, which are indicated as 1 (true) and 0 (false).
Quantitative safety assessment examples for certain systems published in (Ryabinin, 2000 (Ryabinin, , 2007 are unlikely to be commonly known to international audience due to both the small number of the published books and language barrier.
Risk assessment that system will get into hazardous state can be approached by two sides:
• by developing a model of reliability towards the consideration of possible IE and IC
• by developing an independent safety model that considers possible failures of equipment and personnel.
Without denying that in some cases it's useful to develop the reliability model towards safety, let's consider the following examples of the development of independent safety models, taking into account the reliability of its components.
Considering 50-year history of logical-probabilistic methods (LPM) (Ryabinin, 2011 (Ryabinin, , 2015 and the opinion that sometimes the specific examples can teach quicker and more deeply, let us view several such examples.
Examples

Example 1: Risk of the submarine flooding
A hazardous event will be the submarine flooding. The hazardous state scenario with all possible states is shown on Figure 1 .1. The initiating events are z 1 and z 2 -holes in the sections 1 and 2, and the initiating conditions are z 3 and z 4 -failures (unavailability due to disassembly, etc.) of the pumps P1, P2; z 5 -impossibility to access the barrier value of the emergency section. Let us make a hazardous state function (HSF) using the shortest paths of hazardous operation (SPHO):
( ) Now we may define the expression for calculating the submarine submersion risk using notes:
Di probability of dangerous initiating event i
Si probability of safety initiating event i. This example is interesting due the following reasons:
1 it is not possible to formalise the performance of two sections of the submarine 2 it is very easy to formalise the hazardous state of the submarine due to the initiating events z 1 and z 2 .
Let us consider the weights of the arguments in the functions defined using the Boolean differences of HSF (1.1):
( ) Using the transformation [2, (6.79), (6.80) and (6.85)], we receive:
are the system danger probabilities in case of presence (c1) or absence (с.о) of the i th initiating event (or condition). . Thus, we will receive the data shown in Table 1 .2. 
These results show that the main impact in the system danger is made by the initiating conditions z 5 and z 3 . This could be assumed without making any calculations just based on the initial data
However, it would be much more difficult to assume that 
, 1
is a probability of the system danger if the 1st and j th initiating conditions are missing. Without going into particulars, let us show the calculated total impacts of all ten possible couples (Table 1.3) . Table 1 .3 shows that six impacts of the couples are equal to the probability of the submarine flooding D c . In this clear case, the results shown in Table 1 .3 might be explained using powers of reason. However, in real systems with a large number of initiating conditions and complex logical connections, it is not possible to define the overall system risk and impacts of individual initiating conditions and their combinations without using a special theory. For instance, the theory helps to substantiate the following equations where six minimum cuts of the danger prevention show the products which completely protect the system from any dangers (1.23).
Example 2: Risk assessment for explosion in the submarine section
It is known that special measures are taken to prevent explosion of the mixture of the hydrogen emissions from batteries and the air. The intensity of the battery gas emissions depends on the battery operation mode, life time, environmental temperature, etc. The hydrogen is discharged using the ventilation system or fired in special chambers. The hydrogen content in the room is continuously controlled by automatic and portable gas analysers. The explosion will unavoidably occur (Figure 2 .1) when the explosive hydrogen content is achieved due to the absence of ventilation (IC: z 4 -z 7 ) or hydrogen control (IC: z 1 -z 3 ), and due to the mixture firing source (IE: z 8 -z 10 ), z i -is a logical variable. Figure 2 .1 shows the hazardous state scenario. Generation of this scenario is a creative, the most difficult and non-algorithmic part of the safety analysis. In this case, the hazardous state is hydrogen explosion in the battery room. Such explosion can result (and did it many times) in destruction of personnel and objects, that is, in a damage of big scale.
The philosophical problem of uniqueness and completeness of safety research raises two main questions:
1 Will all specialists give uniqueness of ways the system gats to the hazardous state?
2 Will all circumstances, leading to the explosion, be taken into consideration?
We believe, that we may answer positively to these questions by using mathematical apparatus (LPM) and pragmatic assessment of the scale of the system under consideration (i.e. considering all conditions and assumptions only within the limited volume and limited resources). Wishing to obtain as many as possible concrete recommendations on active protection of the system to avoid getting in a hazardous state, you should not think that the purpose can be reached only by searching of as many as possible initiating events. It would be more correct to move from small to big, i.e. from minimal number of taken into account conditions, added to this core.
In our case, the system 'core' would initially cover only events z 4 , z 5 , z 6 and z 8 , and secondly we would find other events z i . Broader interpretation is possible for both human errors (z 1 ) and instructions violation cases (z 7 ). However, one should sometimes stop to miss the trees for the wood. Weighing the initiating events z i separately, by two, three, etc. allows to evaluate their impact on the hazardous system state occurrence based on their position in HSF (SSF), thus only with consideration of the potential events development logic, which is also important though. The system developers receive a single, unambiguous and easy-explainable result. However, we should remember about huge difference between (the values may differ by several orders!). The efforts to get a more objective evaluation of the initial probabilities of the initiating events z i are very useful and productive. If these information difficulties are overcome, further development of the structurally complex system safety theory shall be aimed at specifying and précising the actual impact of certain events in SHS (or its prevention).
Let us consider several simple initial data showing our possible perception of their values (Table 2. 2).
It is expedient to consider this simple example of the HSF with no argument repetitions without using the orthogonalisation, i.e. identify the explosion risks directly in the following expression (2.1): 
where D c system danger probability By substituting the initial data from Table 2 .2 in the expression (2.4):
Only events z 2 -z 5 , became less important which is due to a significant difference in initial data (probabilities z 8 -z 10 are ten times greater than probabilities z 2 -z 5 ), which was intentionally assigned in this way.
As indicated above while the safety investigating the problem of the uniqueness and completeness is in various specialists' interpretations of conditions of emergency situation development. For example, let us consider the following algorithm of batteries explosion safety system operation. Let us assume that the main tool reducing hydrogen concentration is afterburning equipment. In the case of its failure automatic equipment turning the fans on activates according to the signals of stationary gas analysers. In case of stationary gas analysers failure the fact of hydrogen concentration increasing is observed by operators using portable gas analysers. In this case, the fans are started manually. In case of fan failure and ignition source available an explosion can occur. Figure 2 .4 shows a fragment of ARBITR display with developed event tree upon the above mentioned scenario of hazardous state development. In Figure 2 .4 the function vertices (X4, X6 and X10) show the conditions for the simple events' instance (failure of afterburning equipment, fan, and ignition source available). The triangles are for the function vertices showing the conditions for complex events' instance. For example, vertex X35 shows the condition of the simultaneous failure of stationary gas analysers and automation equipment. Vertex X12 shows the failure of portable gas analysers and incorrect operators' actions.
Event tree solution is shown by means of nine scenarios of the accident development; three of them (y1, y3 and y6) may cause an explosion. Analysis of events' importance indicates that the most sensitive elements of the scenarios are event X4 and X6. They are the failure of afterburning equipment and fan failure. From a practical perspective, such a conclusion is quite reasonable and assumes the implementation of commonly used safety precautions, i.e. increasing the reliability of afterburning equipment and fan. 3 It is interesting to note that in this task the safety calculation would be easier to maintain by SSF (3.2), and not by the HSF (3.1), as only 4 MCS are there in formula (3.2), and 16 SPHO -in the formula (3.1).
4 It is useful to highlight that it's impossible to stop the train at high speed even when a driver visually detects a foreign object on the tracks what can be proved by numerous catastrophes associated with such crashes (when moving buses, vans, etc. appear on the tracks).
Conclusions
LPTS is attractive for engineers owing to exceptional clarity, uniqueness and great possibilities in the analysis of any argument affecting system safety. We agree with a certain idealisation of the subject of research by contradictory oppositions ('white' -'non white') which provides high accuracy and transparency of manual and machine calculations.
Safety specialists must have the psychology of 'saboteur', i. e. find the easiest way how to bring the system to a hazardous state, which is opposed to reliability specialists thinking about saving its performance.
