Abstract. We study the structure of infinite-to-one continuous codes between subshifts of finite type and the behaviour of Markov measures under such codes. We show that if an infinite-to-one code lifts one Markov measure to a Markov measure, then it lifts each Markov measure to uncountably many Markov measures and the fibre over each Markov measure is isomorphic to any other fibre. Calling such a code Markovian, we characterize Markovian codes through pressure. We show that a simple condition on periodic points, necessary for the existence of a code between two subshifts of finite type, is sufficient to construct a Markovian code. Several classes of Markovian codes are studied in the process of proving, illustrating and providing contrast to the main results. A number of examples and counterexamples are given; in particular, we give a continuous code between two Bernoulli shifts such that the defining vector of the image is not a clustering of the defining vector of the domain.
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0. Introduction. This paper is concerned with the structure of infinite-to-one continuous codes between subshifts of finite type and with the behaviour of Markov measures under such codes. The emergence of notable interest in infinite-to-one codes is recent. This interest was partly fueled by the development of Krieger's marker method [11, 12] and is reflected by the papers [3 and 15] . Previous research had concentrated on bounded-to-one codes and yielded considerable information about these. We list [1, 4, [7] [8] [9] [10] [16] [17] [18] [19] [20] for examples of material dealing with bounded-to-one codes. The properties of bounded-to-one codes constituted one of our main motivations; it may be useful to compare our results with these.
After a section on definitions and notation, we will give three examples. The first example concerns infinite-to-one analogues of the resolving codes used in [1, 16 and 17] . The main point about these is that they lift each Markov measure to uncountably many Markov measures. In [15] , Marcus, Petersen and Williams construct infinite-to-one codes through which no Markov measure lifts to a Markov measure. Recall that, through a bounded-to-one code, each Markov measure lifts to a unique Markov measure [20] . This lifting process does not alter the memory of the measure when the code is 1-block. However, in the infinite-to-one case there may be strict increases in memory not warranted by the block length of the code: our third (peculiar memory) example is a 1-block code such that no 1-step Markov measure lifts to a 1-step Markov measure, while each 1-step Markov measure has uncountably many 2-step preimages. In addition, this code sends every 1-step Markov measure on the domain to a 2-step Markov measure. Our second example concerns Bernoulli shifts. Between two Bernoulli shifts, we construct an infinite-to-one block code which is a counterexample to one of the conjectures in [7] .
In §3 we use pressure to study the fibres of Markov measures. We describe the fibres in terms of pressure and information cocycles, and show that all fibres are isomorphic. In particular, we show that if one Markov measure lifts to a Markov measure then so must all other Markov measures; let us agree to call such codes Markovian. There is a characterization of Markovian codes in terms of pressure. In §7 we consider certain codes which, for reasons that will be made clear later, we dub "magic diamond codes". Magic diamond codes send every 1-step Markov measure down to a Markov measure. We show that every infinite-to-one code may be intercepted by a code of this kind, and it follows that for a Markovian code the fibres must contain uncountably many Markov measures.
Parry has introduced and exploited a cocycle-cob >,:.ndary equation to use information, rather than just entropy, as an invariant of various entropy-preserving codes (see [19] ). In §4 we focus on infinite-to-one (hence, entropy-reducing [16] ) block codes between Markov chains and we show that an inequality version of Parry's cocycle-coboundary equation is valid. Combined with the pressure conditions of §3, this inequality leads to necessary conditions on the ^-functions [17, 20] of the Markov chains.
It was proved in [3] that, from a purely topological point of view, the existence of infinite-to-one codes between subshifts of finite type is governed by a simple condition on periodic points. We demonstrate in §5 that this simple condition persists after restricting to Markovian codes. To do this, we introduce infinite-to-one analogues, which we call continuing codes, of the closing codes of Kitchens [8] and Marcus [14] . Continuing codes are conjugates of the resolving codes of §2 and, hence, are Markovian. We show that the techniques of [3] may be refined to construct a continuing code whenever the necessary periodic point condition is satisfied.
A Perron number is a positive algebraic integer strictly greater than the modulus of any of its conjugates. Lind recently proved [13] that the topological entropies taken on by aperiodic subshifts of finite type are precisely the logarithms of Perron numbers. In §6 we consider " uniform" codes, which send the measure of maximal entropy to the measure of maximal entropy. We prove that if there exists such a code from an aperiodic subshift of finite type with topological entropy log a onto one of topological entropy log ß then a/ß must be a Perron number. It follows that only finitely many values can occur as the topological entropies of uniform factors of subshifts of finite type with a given topological entropy log a.
We would like to thank Ramesh Gangolli and Doug Lind for their hospitality, interest and encouragement.
the product topology and the left shift transformation. A subshift S is obtained by restricting a A:-shift, for some k cz N, to a closed shift-invariant subset. We shall use the same symbol to denote the underlying space of a subshift and the restriction of the shift transformation to this space. The alphabet s/(S) of the subshift 5 is the subset of {1,2,... ,k} consisting of those elements that appear in some point of S. An element of s/(S) is a symbol of S. If /0, /,,...,.',_, czj/(S) are such that the string iQix ■ ■ ■ i¡_x appears in some point of S, then i0ix • • • /',_, is called a word (or block) of length /; when there is a need to emphasize S, we use the terms S-word and
is a cylinder, the length of this cylinder is /. A base for the topology of S is given by these sets and their translates. The state partition of S consists of the cylinders [i], iczj^(S).
Let S be a k X k irreducible matrix of zeros and ones. The subshift of finite type (or topological Markov chain) defined by S is the restriction of the full fc-shift to those sequences x = (xn) with S(xn, xn+x) = 1 for all « g Z. We shall use the same symbol to denote a subshift of finite type, its space, and its defining matrix.
If a subshift obtained from a full shift by disallowing finitely many words is topologically transitive (in the sense that it contains some point with a dense forward orbit), then it may be identified with a subshift of finite type. Except for a brief spell in §5, all the subshifts we consider will be of finite type.
A k X k zero-one matrix S yields a directed graph by taking k vertices and drawing a path from /' to/ if and only if S(i, j) = I. Conversely, a directed graph with at most one path between any two vertices gives a zero-one transition matrix. In a number of examples, we shall find it convenient to specify subshifts of finite type through directed graphs.
If 5 is a subshift of finite type, its n-block system is the subshift of finite type S" defined by the 0-1 transition matrix for S-words of length «: the rows and columns of the matrix S" are indexed by S-words of length « and S"(xxx2 ■ ■ ■ xn, x[x'2 ■ ■ ■ x'") = 1 if and only if x'x = x2, x'2 = x3,.. -,x'n_x = xn. By definition, Sx = S. The subshifts of finite type Sn, w > 1, are topologically conjugate. Recall that two matrices A, B are said to be compatible if they have the same size and A(i, j) = 0 «=> B(i, j) = 0. A stochastic matrix M compatible with one of the matrices Sn, n > 1, defines a shift-invariant (multiple) Markov measure m on the subshift of finite type S. Our compatibility assumption implies that the support of m is the whole of S; we shall always take Markov measures to be defined on their supporting subshifts of finite type. The pair (5, m) is a Markov chain. The Markov measure m is said to be n-step (or, to have memory n)ifm may be defined by a stochastic matrix compatible with S", but not by one compatible with Sn_x. The information cocycle of m is Im = Ila\ V S-'a\ = il a\ V/ 5"'a where a is the state partition of S and m has memory «.
As usual, C(S) denotes the Banach space of continuous real-valued functions of a subshift S. A function of the form g° S -g, with g cz C(S), is a coboundary. Two functions fx,f2 g C(S) are cohomologous if they differ by a coboundary; we shall write/, ~ f2 in this case. The pressure of f cz C(S) is defined to be @(f) = supj h(n) + Ifdfi: /x is S-invariant Borel probability), where «(ju) denotes the entropy of ju. Evidently, 3P(f + c) = 3P(f) + c for any constant c g R, and @(fx) = @(f2) when /, -f2. The map &: C(S) -» R is positive, continuous and convex. An invariant Borel probability ju is said to be an equilibrium state of f cz C(S) if h(n) + ffdp = @(f). We refer the reader to [21] for a general treatment of pressure and equilibrium states. Since the shift is expansive, every / g C(S) has an equilibrium state, but not always a unique one (see [5, 6, 21] ). When S is of finite type, the following theorem gives a dense set of functions with a unique equilibrium state.
Lanford-Ruelle Variational Principle [19] . Let S be a subshift of finite type and let /: S -> R depend on finitely many coordinates, so that there exist k, n with f(Skx) = f(x0, xx,... ,xn) for all x = (x¡) cz S. Then there exists a unique Markov measure m on S such that/-1", + £P(f). m is the unique equilibrium state of/, and the memory of m is at most n when, as above, / depends on « + 1 coordinates.
A further consequence of expansivenes is the fact that
for any invariant probability ¡x. The topological entropy of S is h(S) = £?(0). We assume the reader is familiar with the properties of topological entropy. When 5 is of finite type we denote by maxs the unique measure of maximal entropy, the 1-step Markov measure with «(maxs) = h(S) and «(maxs) > h(fi) for ¡i =£ maxs. We shall use the term (continuous) code to mean a continuous shift-commuting surjection $ between subshifts S, T; we shall write <f>: S I T and say that T is a factor of S. Up to composition with a power of the shift, every continuous code <j>: S i T may be expressed as a /c-block code for some k cz N in the following way: there exists a map, which we also denote by <p, from S-blocks of length k onto the symbols of T such that
for all x = (x,) cz S and n cz Z.
Two homeomorphisms S and T are topologically conjugate if there exists a homeomorphism \¡/ such that \pS = Tip. Two continuous codes <i>, : S, J, £, and (f>2: S2 I T2 are topologically equivalent if there exist topological conjugacies ipx: 5, | S2 and ^2: Tx | T2 such that $2t//, = ^2<i>i.
A continuous code <p: S i T between subshifts of finite type will be called a bounded-to-one code if there exists a number K such that |<i>_1(y)\ < K for all y cz T. If <t> is not bounded-to-one then there exists y cz T such that 4>~x(y) contains uncountably many points (see [1] ), and we call (/> an infinite-to-one code. A code <í>: S i T is bounded-to-one if and only if h(S) = h(T) (see [4, 16] ). Another characterization may be stated as follows. A 1-block code <¡>: S i T is said to collapse a diamond if there exist distinct 5-words x0xx ■ ■ ■ xn and x'0x'x • • • x'n such that x0 = x'q, x" = x'" and <#>(x0x, ' ' " x") = <t>(x'ox[ ' ' ' x'n)> an<^ 0 *s infinite-to-one if and only if it collapses a diamond (see [1, 10] ). This characterization may be used to formulate similar conditions for higher-block codes.
A block code between Markov chains (S, m), (T, p) is a continuous code <p: S IT such that m°<j>~x = p; we write <#>: (S, m)l(T, p) in this case. A block code (#>: (S, m)i(T, p) is bounded-to-one if and only if «(m) = h(p) (see [16] with (¡>(ix) =/,, there exists i2 g j?(S) with <p(i2) = j2 and S(ix, i2) = I. Note that we do not insist that i2 be unique. In fact, a right resolving code (¡>: S | T is bounded-to-one if and only if, for any ix, jx, j2 as above, there exists a unique i2 g s#(S) with the properties above. Clearly, if this uniqueness condition holds then no cylinder (and hence no point) of T can have more than |¿/(S)| preimages. Conversely, suppose that the right resolving code $ sends the distinct S-words ixi2 and ixi'2 to the same T-word. Define a subshift S of S by disallowing the word ixi'2.
Then <p takes S onto T, we have h(S)> h(S) > h(T), and <f>: S | £is infinite-to-one. Hence, our definition generalizes the bounded-to-one right resolving codes used in [1,16 and 17] . The following statements should be compared with the propositions and lemmas numbered (12), (13) and (16)-(19) in reference [17] , and with the remarks immediately after Proposition (13) of [17] . A rectangular 0-1 matrix is called an amalgamation matrix if its columns are non trivial and each row contains precisely one nonzero entry. Two matrices A, B have the same shape if they have the same size and if A(i, j) = 0 <=> B(i, j) = 0.
The following proposition should be clear. 
Repeating the above argument « -1 times, we have
When <i> is infinite-to-one, (2.2) implies that uncountably many preimages of p may be obtained by splitting its defining matrix P: if M is a matrix such that for any i'i g jrf(S) andj2 g jf(T) with T(<f>ix, j2)= 1 we have
then M gives a preimage of />. Unfortunately, the measures m obtained in this way need not constitute all the (1-step) Markov preimages of p; this fact will follow from our next example. The following corollary can be deduced from (2.2) by noting that a right resolving code <i>: S IT induces a right resolving code from Sk onto Tk for each k cz N. We have concentrated on right resolving codes, left resolving codes may be defined in a similar fashion. A left resolving code is right resolving with respect to the inverses of the shifts. For left resolving codes, (2.3) is vahd, and analogues of (2.1), (2.2) may be formulated by using division and stochastic division matrices as in [17] .
Bernoulli shifts. Let B(px,...,pk) denote the Bernoulli shift defined by the probabihty vector (px,...,pk). It has been shown [7, 20] that if there exists a bounded-to-one block code from B(px,...,pk) onto B(qx,...,q,) then k = I and (px,... ,pk) is a permutation of (qx,... ,q,). It was conjectured in [7] that the natural generalization of this result to infini te-to-one block codes was valid: the existence of a block code from B(px,...,pk) onto B(qx,.. .,q¡) was conjectured to be equivalent to the existence of a partition of {I,...,k} into / sets CX,...,C¡ such that T,íeC p¡ = q¡ for/ = 1,...,/. In [7] the conjecture was shown to be valid in the special case where (px,...,pk) = (I/k,.. .,I/k), and Gerhard Keller (oral communication) has shown that it holds under algebraic independence assumptions on the ratios Pi/Pn--->Pk/PiWe give here a counterexample to the general conjecture by constructing a block code from B(\, \, f, §, f ) onto B(\, \, \). Consider the follow- There are three cases. Peculiar memory example. Under a bounded-to-one code, the memory of the unique preimage of a Markov measure is regulated by the block-length of the code (see [17, 20] ). For instance, under a 1-block bounded-to-one code, memory does not increase. We now give an infinite-to-one 1-block code <i>: S 1 T which forces an increase in memory as it lifts 1-step Markov measures: each 1-step Markov measure on Thas 2-step preimages on S, but no 1-step preimages. Furthermore, every 1-step Markov measure on S is sent to a 2-step Markov measure on T, so that we have a peculiar cross-over of memories. The subshift of finite type S is defined by the , we then find that P(a, c) = M(a, c2). Hence P(a, cx) = 0, a contradiction.
Thus, no 1-step Markov measure lifts to a 1-step Markov measure. On the other hand, in the terminology of §5, <p is a right continuing code of retract one and (5.2) implies that every 1-step Markov measure on T lifts to uncountably many 2-step Markov measures on S. In addition, </> is an example of the magic diamond codes considered in §7, and, consequently, if m is a 1-step Markov measure on S then m ° (p~x is a Markov measure on T. (In fact, an application of the argument in the proof of (7.1) reveals that m ° <p~x has memory two.) g~ -Im + P(g), where the 1-step Markov measure m is the unique equilibrium state of g. To obtain SP(g) and m from g, consider the matrix R compatible with S and defined by R(i0,i1) = S(i0,i1)e^'o^, let À > 0 be its maximum eigenvalue provided by the Perron-Frobenius theorem, and let p > 0 be a corresponding right eigenvector, Rp = Xp. Then @(g) = log À and m is the Markov measure defined by the stochastic matrix
Fix two subshifts of finite type S, T with a 1-block code <i>: S | T. Suppose that m, p are 1-step Markov measures on S, T with m ° (¡>'x = p. Let p be any 1-step Markov measure on T. Our first observation is (3.1) Lemma. 9(Ip ° </> -/", -Ipo$) = 0.
Proof. Let M, P, P denote the defining matrices of m, p, p. We have /", -log M(i0, ix) and similar statements hold forp, p. Hence, the function I ° <t> -I -I-° <b *p t A m p r* depends on two coordinates of S, and its pressure is given by the logarithm of the maximum eigenvalue of the matrix R defined by
, and observe that, since wf1 = p, we then have Proof. The existence and uniqueness of m follows from (3.1) and the LanfordRuelle variational principle. Since the measures m ° <p_1, p are both ergodic, to establish m ° <p~x = p it suffices to show that m ° <j>~x, p are equivalent. Let R be as in the proof of (3.1) and let p > 0 be a right invariant vector, Rp = p. Then m is the 1-step Markov measure defined by the stochastic matrix M with
Letting c, C be constants such that
for all z'0, i" g jtf(S), and using the definition of R and (*) from the proof of (3.1), we find that
3) Remark. We pause to outline an interpretation of (3.2) which seems to us central.
Let Jfn(S) denote the Markov measures for 5 with memory less than or equal to «, and put Jl(S) = U" M"(S). Let C"(S) denote the vector subspace of C(S) consisting of functions which depend only on coordinates 0 through « of S. Let Cn(S) be the quotient space obtained by factoring out the constants and coboundaries in Cn(S). The Lanford-Ruelle variational principle ensures that the map C"(S) -» Jt'"(S) which sends an equivalence class to the equilibrium state of any representative is a bijection. (Its inverse is the map which sends m g Jtn(S) to the equivalence class of -Im.) Thus we may think of a Markov measure as an equivalence class of continuous functions. In particular, we may impose on J( "(S) (and hence Jt(S)) the vector space structure inherited from C ( 2) . We believe the argument we have given is more transparent.
(ii) On a subshift of finite type S, an invariant probability measure is called a Gibbs measure (for the function G cz C(S)) if there exist constants C,, C2 > 0 such
for 2"G = Z"_0 G ° 5", all « g N and all x cz S. The unique equilibrium state for an exponentially decaying function is a Gibbs measure for that function (see [2] and its references). Proof. By passing to higher block systems, we may assume that both m and p have memory 1 and that <£ is 1-block; we must then find a function g which depends on only one coordinate of S. Put J = Im-I °<f>. The following lemma was proved in [7] for the Bernoulli case. Its proof, which we omit, is a simple extension of the proof in [7] . Proof. Clearly, ßm(I) = ßp(I) = 1. By (3.4), 0>(-tIp) = 9(-tIp °4> + Ipo4>-lm) = 9((I -t)Ip°<t>-Im + tlm -tlm) = 0>{(l-t)(lpo4,-im)-tlm). Now, by (4.1), Ip°<p -Im < g -g° S for some g g C(S). Moreover, since <i> is infinite-to-one, this inequality is strict on a nonempty open set. Hence, if t < I then
P{-tIp) < &((! -t)g -(l-t)goS-tIm)-&(-tIm).
Similarly,0>(-tIp) > ^(-tlm) for t > I, and the result follows. D
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use 5. Continuing codes. Recall that two points x, x of a subshift of finite type are left asymptotic if there exists an integer N such that xn = xn for all n < N.
Kitchens [8] characterized, in the following way, those codes topologically equivalent to bounded-to-one resolving maps. A code <j>: S IT is called right closing if, given x cz S and y G T such that <j>(x) is left asymptotic to y, there exists exactly one x cz S such that x is left asymptotic to x and 4>(x) = y. A closing code is necessarily bounded-to-one, and a code <j> is' right closing if and only if it is topologically equivalent to a bounded-to-one right resolving code. There is a natural extension of this characterization. Say that a code <i>: S I T is right continuing if, given x cz S and y cz T such that 4>(x) is left asymptotic to^, there exists at least one x cz S such that x is left asymptotic to x and <¡>(x) = y. (i) <¡> is topologically equivalent to a right resolving code.
(ii) <¡> is right continuing.
(iii) There exists a nonnegative integer n such that, given x cz S and y cz T with (4>x)i = y¡ for all i < 0, we can find x cz S such that (p(x) = y and x¡ = x¡ for all i ^ -n.
Proof. Since all three properties are invariant under topological equivalence, we may assume that <p is a 1-block code. It is clear that (i) implies (ii).
(ii) =» (iii). Suppose (j> is right continuing and (iii) fails to hold. For each N czN choose points x(n) cz S and y(n) g T such that (<t>x(n)), = (/">), for all i < 0, and such that there exists no 3c G 5 with <¡>(x) = .y'"' and x¡ = (x("))j for all i < -«. For each « g N, let J" c s/(S) be the set of symbols x0 which can start a one-sided sequence x0xxx2 ■ ■ ■ that maps to the one-sided sequence yQn)yxn)y2n) • • •. By restricting to a subsequence if necessary, we may assume that the sets /" are all identical, each/,, = J say, and also that the sequence {x(n)} converges to some point x cz S. Now for large enough integers k we have (y(k))0 = (<t>x)0; fix k with this property and define a point y cz Tby setting j(<t>x)¡ for/<0, y'~\(yw), fori<0.
Use the right continuing property of <p to find x cz S and / g N with (<j>x) = y and x¡ = x¡ for all i < -/. Note that x0 cz J. Using the fact that x{n) -> x, pick some « > / such that (xin))¡ = x¡ for -/ < / < 0. Define a point x cz S by setting i(jc(n|), fori< -/, ' \jc, for-/<i'<0, and by taking x0xxx2 ■ ■ ■ to be any one-sided sequence which starts with x0 = x0 g / and which <#> maps to y^n)y[n)y2(n) ■ • ■. Now this point x has <j>(x) = y(n) and x, = (x(n)), for all / < -«, and thus contradicts the choice of x(,,) and y(n). (iii) => (i). Suppose (iii) holds, and let a denote the state partition of S. To deduce (i), define a partition ß of S as in [8] : let ß be the partition a < ß < V,"=05"'a We have concentrated on right continuing codes; left continuing codes may be defined in a similar way, and they have similar properties. Slight modifications of the proof of (5.1) show that a left continuing code may be recoded to a left resolving one, and that a left and right continuing code may be recoded to a left and right resolving one.
per Let S, T be subshifts of finite type. Write S -> T to mean the following: if S has a per point of period «, then T has a point whose period divides n. The condition S -> T is clearly necessary for the existence of a code from S onto T; it was proved in [3] that it is also sufficient when h(S)> h(T). We now refine this result. (ii) // S is a proper subshift of S and <j>: S -» T is a continuous shift-commuting map, then ¡i> extends to a right continuing code <p: S | T.
In (5.3), (i) follows immediately from (ii) by, for example, letting S consist of a per periodic orbit and using the fact that S -> T to construct a shift-commuting map from this orbit. We prove the stronger result (ii), which requires little extra work, to show that the property of being right continuing is global. That is, the right continuing property cannot be verified or ruled out by any property a code might exhibit on a proper subshift of the domain. The proof of (5.3) requires familiarity with approximately the first half of [3] . More specifically, we shall assume familiarity with [3] through the proof of the main result.
Proof of (5.3). As remarked above, (i) follows from (ii). Once (ii) is known for aperiodic S, its extension to the periodic case is routine. So, we assume that S and T are aperiodic. We may find in S a subshift U such that U n S = 0, h(U)> h(T) and U is (topologically conjugate to) an aperiodic subshift of finite type (see Lemma 26.17 of [22] ). As in [3] , we may then find a right closing code <f>: 5 i T, where S is a subshift of U and 5 is (topologically conjugate to) a subshift of finite type. Now S and S are closed and disjoint, and, for large enough k, the set of A:-blocks of 5 is disjoint from the set of /c-blocks of S; otherwise we could use the compactness of S to construct sequences in S and S with a common limit point. Thus, by passing to a high enough block system of S, we may assume that s/(S) and sf(S) are disjoint subsets of stf(S), that S is a subshift of finite type obtained from S by disallowing certain symbols, and that <j> and <¿> are 1-block codes.
Let the right continuing code <i>: S I T have retract «, given by (5.1)(iii). For N G N, consider the subshift of S obtained by disallowing S-words of length N + n; it is not hard to see that the topological entropy of this subshift increases to « (5) The reason for requiring (*) will become clear later. Let J > 2N be an integer, to be chosen later. Let x g S, and consider a (possibly infinite) segment of x. Call the segment a low stretch (of x) if it is composed of symbols from jtf(S), its length is at least N + n, and it is not preceded or followed (in x) by a symbol froms/(S). Call the segment a high stretch (of x) if it contains no 5-word of length N + n, and, when it has a beginning/ending, it begins/ends with a symbol outside s&( S ) but is preceded/followed in x by a symbol from jrf(S). This terminology reflects the fact that we are visualizing x as alternating between low stretches and high stretches:
Call a high stretch short or long according to whether its length is strictly less than J or not. Note that each point of 5 consists of a single high stretch, and that each point of S consists of a single low stretch.
Roughly speaking, our construction of the right continuing extension </> will be as follows. We shall first use the machinery of [3] to define an extension xp: S I T of ¡i>. The code <p will be obtained by alternating between ^ and <i>. We shall use \p on long high stretches and <p on low stretches, except on the initial N -I symbols of a stretch and on a segment of length at most J -N at the end of a long high stretch.
The initial N -I symbols will be required for a transition (filler) code. The segment at the end of a long high stretch will be required, and the integer J chosen, so that we can build a sufficiently rich transition code from long high stretches to low stretches to ensure that <p is right continuing. We shall use a filler code on short high stretches also. whether a point x belongs to F is determined by its coordinates between -2L -2N and -2vV.
Using F as a marker set, define an extension ^: 5 1T of </> as in Lemma 2.4 of [3] . Denote the set of Â:-blocks of S by SSk(S), and put SS(S) = UA 38k(S). Use similar notation for the subshifts of finite type S and T. Let B = b0 ■■■ bN+n_x g SS (S) \ 3S(S), and let/ be the largest integer such that O^j^N+n-I and ¿>. g ,(a, i¡>b) . These surjections will be used for transition from long high stretches to low stretches. Take J = I + 2N. For each N < i «£ J + N, let $, be a map froms/(T)2 to ^,(T) such that 4>,(a, /?) g ^((«, /?) for all a, ß czjtf(T). The maps $, will be used as filler codes.
We now define the pieces of <¡>. Let x cz S.
(i) Low stretches. If x0 is in a low stretch and x_N+x ■ ■ ■ x_xx0 cz 3dN(S) then put (<j>x)0 = <l>(x0). This defines § on a low stretch, except on the initial N -I symbols of a stretch.
(ii) Long high stretches. If x_N+x ■ ■ ■ x0 ■ ■ ■ x/T;V is part of a high stretch, then put (<i>x)0 = (yr,x)0. This definition avoids the first N -1 symbols and the last I + N = J -N symbols of a long high stretch.
(iii) Short high stretches. Suppose that xx ■ ■ ■ x-, where 1 </ < J, is a short high stretch. This means that x0 ends a low stretch and xj+x begins another low stretch, so that (<¡>x)0 and (<¡>x)j+N have been defined by (i) (and by shift invariance). Define the coordinates of <f>x between 0 and/ + N by putting (*x)o(«J>*)i • ' • (**); + * = *y + A, + i(*(*o). 4>(xj + n))-(iv) Transition from low stretches to long high stretches. Suppose that xx ■ ■ ■ xN_x are the initial symbols of a long high stretch. In this case, x0 is the last symbol of a low stretch, (4>x)0 has been defined by (i), and (<j>x)N has been defined by (ii). The construction of <i> is now complete; we end the proof by verifying that 4> is right continuing. Let y cz T, and let x g S be such that 4>x is left asymptotic to y. We must show that there exists x cz S such that x is left asymptotic to x and (¡>(x) = y. We may assume without loss of generality that (4>x)j = y¡ for all i < 0, and we need only deal with the following two cases. The point x consists of two stretches, a high stretch up to x0 and a low stretch starting at x0. The choice of x and (***) guarantee that (<|>x), = y¡ for i > -k. By (**), for /<-/ + N, we have S'x cz F if and only if S'x G F. It follows from this, the definition of k, and the construction of \p in [3] that (\px)¡ = (i/a), for /' < -k. That is, (<px)j = y¡ for /' < -k as well.
Case 2. Suppose that, for some/ =c -N -«, the segment x,+1 • ■ • xJ+N+" is part of a low stretch. In other words, suppose that xJ+l • ■ • xJ+N+n G &N+n(S). Since « is the retract of <i>, we can find a point x cz S such that xy+A, = xJ+N and <¡>(x,) = y¡ for i >j + N. Now we obtain a point x g S, left asymptotic to x and with <f>(x) = y, by taking 6. Uniform factors. Throughout this section, suppose that <p: S J, T is a continuous code between subshifts of finite type S, T with positive topological entropies h(S) = log a, h(T) = log/8, and let y = a/ß. If <p takes the measure maxs to the measure maxr, then we say that <p is uniform and that T is a uniform factor of S. This terminology is justified by Proposition (6.1) below. Natural examples of uniform codes are bounded-to-one codes, projections of a direct product of subshifts of finite type onto a component, and compositions of these. We shall later present a uniform code that cannot be expressed as a finite composition of bounded-to-one codes and projections.
We consider positive functions on cylinders of T (including functions which depend only on the length /(C) of a cylinder C), and define an equivalence relatioñ on these functions as follows: put/ ~ g if there exist positive constants k, K such that kf(C) <g(C) < Kf(C) for all cylinders C. If/g C(T) has a unique equilibrium state then, using (3.6), this equilibrium state may be lifted to any equilibrium state off°(¡>. The corresponding leaf over Jt(T) is given by a linear injection into Jt(S) (see (3.3) ). On this leaf, m ° <¡>~l = p if and only if Im -Ip ° (/> + log y (see (3.2)), and if m ° <j>-x = p then ßm(t) = yl~'ßp(t) (see the proof of (4.4)).
In addition, subshifts of finite type display striking rigidity under uniform codes. Our results in this direction rely on Kitchens' Jordan form theorem [9] . For matrices A, Blet A cz B mean that a permutation of A may be obtained by deleting the rows and columns through some diagonal entries of B, and let G (A) denote the matrix obtained from the Jordan form of A by deleting the rows and columns through zero entries of its diagonal. Then we have In particular, a uniform factor T of S cannot have more nonzero eigenvalues than S; for example, the two-shift has no uniform factor of lower entropy. Less crudely, (6.3) gives strong and computable conditions on the eigenvalues of S and T. We prove related necessary conditions. We thank John Minardi for helpful discussions and the proof of the following lemma. Proof. Let K be a splitting field over Q containing y and ß. Given yfß., there is a field automorphism of K which fixes Q and takes y, to y. This automorphism must take y,-jS-to yßk for some conjugate ßk of ß. So, yßk is a conjugate of y,/?,. Since yßk is a root of the polynomial x> so is yßj. □ For a matrix A, let Xa denote its characteristic polynomial. Recall that a Perron number is an algebraic integer greater than or equal to one and greater than the modulus of any of its conjugates.
(6.6) Theorem. Suppose that the code <¡>: S I T is uniform and that S is aperiodic. Then y is a Perron number.
Proof. The inverse image under <j> of a periodic orbit is a subshift of finite type; by (6.1), this subshift has entropy log y. Therefore y is an algebraic integer. Suppose y is not Perron. Then there exists a conjugate y, of y with |y,| > y. By (6.5), the product y,/3 is a root of Xs-^ut "Yiß ^ "iß = a and |y,/?| > yß = a, contradicting the aperiodicity of S. D For example, the six-shift cannot factor uniformly onto the four-shift, because 6/4 is not an algebraic integer. Similarly, if h(S) = log(5 + ■fS ), h(T) = log(l + \Í5), and S is aperiodic, then S cannot factor uniformly onto T because (5 + v/5")/(l + i/5 ) = \/5~ and ¿5 is not Perron.
(6.7) Remark. If <p: S j T is uniform and S has period k then ak and ßk are Perron. Restricting <p to an irreducible component of 5* and applying (6.6), we find that yk is Perron. Suppose log a is the entropy of some subshift of finite type. There exists a finite set B of numbers, depending only on a, such that if a subshift of finite type S with h(S) = log a factors uniformly onto a subshift of finite type T, then h(T)cz B.
Proof. There are only finitely many ways of writing a Perron number as a product of Perron numbers (see [13] ). Use (6.6) and (6.7). D
We end the section with the example promised at the beginning, of a uniform code that is not a finite composition of bounded-to-one codes and projections. Note that the composition of a bounded-to-one code \p with a projection it, may be written as a composition of a projection with a bounded-to-one code as follows:
Thus, a finite composition of bounded-to-one codes and projections may be expressed as a single bounded-to-one code followed by a projection, and below we need only check that our uniform map cannot be written in the latter form.
(6.9) Example. Let Consequently, |<p XC\ ~ y'(C), so that § is surjective and uniform. Now suppose that there exists a decomposition of <f> into a bounded-to-one code followed by a projection. Then, since the subshifts of finite type R, Q are the inverse images under <|> of the two fixed points of T, we obtain a subshift of finite type U as a common bounded-to-one factor of R and Q. Now (6.2) implies that (see [9] ) the characteristic polynomial Xu divides both Xq and Xr-Thus, X(/(^) = ^3-^-L and U has zero trace. This is a contradiction since any factor of Q (or R) must have a fixed point. It follows that <t> cannot be expressed as a finite composition of bounded-to-one codes and projections.
7. Magic diamonds. Let 5 be a subshift of finite type, and let A = [a0 ■ ■ ■ ak], B = [b0 ■ ■ ■ bk\ be distinct cylinders of 5 such that a0 = b0, ak = bk, A n S'A = B n S'B =0 for 0 < i < k, and A n SJB = 0 for |/| < k. We call such a pair (A, B) of cylinders a magic diamond. A magic diamond code \p is then obtained by identifying A and B. Under this code, the image ^(x) of a point x g S is the sequence obtained from x by replacing any occurrence of the block b0 ■ • ■ bk with the block a0 ■ ■ ■ ak. To determine (ypx)0 we need to look at the block x_k+x • • • x0 • • • xk_x to see whether x0 is internal to an occurrence of b0 ■ ■ ■ bk. The intersection conditions in the definition of a magic diamond ensure that ^ is well defined. Let U denote the image of S under \p. The subshift U is topologically conjugate to a subshift of finite type, since U is the same as the subshift of S obtained by disallowing the block b0 ■ ■ ■ bk. More precisely, the A>block system of U is a subshift of finite type U defined by a 0-1 matrix U, and we may view the magic diamond code as a code S I U, for which we will also use the symbol \p. is independent of « > 0, and the proposition will follow by recalling that U is the fc-block system of U. Observe that there can be at most one integer ; with -2k + 1 < i < -k -1 and y,■ ■ ■ ■ yi+k = a0 ■ ■ ■ ak. Define an integer / as follows. 11 y, ' ' ' y¡+k = ao " ' ak I0r some i such that -2k + 1 < i < -k -1, then let / = i; otherwise let / = -k. By this definition (•) either y, is the first or the last symbol of an occurrence of a0 ■ ■ ■ ak iny, ory, is not part of an occurrence of a0 • ■ ■ ak.
In any case, any x cz S such that (^x), = y¡ for -2k + 1 < i < -1 must have x, = y,. Therefore, if x, x' cz S are such that (^x), = y¡ for -2k + 1 -n < i < -1 and (t/'x'), = y¡ for -2k + 1 < i < N then we may define _ jx¡ for i < /, ' \ x'i for i ^ I to obtain a point x G S. It follows from (*) that x has (tpx)¡ = y¡ for -2A: + 1 -« í < N. A straightforward computation using this fact reveals that we have implies that x, = x, (see [1, 14] ). A magic diamond code is obtained by collapsing a judiciously chosen diamond and, as we have seen in the proof of (7.1), it has the property that every sufficiently long word in the image behaves like a magic word. It is easy to see that a magic diamond code is both left and right continuing. Proof. Since 0 is infinite-to-one, h(S) > 0. So, we may pick a czs/(S) and S-blocks D = dx ■ ■ ■ dk and E = ex ■ ■ ■ ek+l such that: (i) k > 2 and / > 1, (n)dk = ek+l= a, (iii) the symbols dx,.. -,dk_x and ex,... ,ek + ,_x are different from a, (iv)S(a,dx) = S(a,ex) = I. Then, for any positive integers /' and/, the blocks aD' and aEj are allowed and they can be overlapped only at their endpoints. Since the infinite-to-one code <p must collapse some diamond, we can find distinct S-blocks C = cx • • • c" and C = cx ■ ■ ■ cn such that <j>(C) = <i>(C), S(a, cx) = S(a, cx) = I and cn = cn = a. Now, for each N g N the S-blocks aD"NECDEnN and aDnNECDEnN give a magic diamond which is collapsed by <j>. The required magic diamond code ip is obtained by identifying the blocks A = aD"NECDE"N and B = aD"NECDEnN for large enough N. D
Having shown that every infinite-to-one code may be intercepted by a magic diamond code, we recall the results of §3 to arrive at the following corollaries. These corollaries should be contrasted to the rigidity of subshifts of finite type under uniform codes.
