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Abstract
Let λ1(G) denote the largest eigenvalue of the adjacency matrix and let µ1(G) denote the
largest eigenvalue of the Laplacian matrix of a graph G. It is well known that if a graph G has
the largest vertex degree  /= 0 then√
  λ1(G)   and + 1  µ1(G)  2.
Thus the gap between the maximum and minimum value of λ1(G) and µ1(G) in the class
of graphs with fixed  is(). In this note we show that in the class of trees with fixed  this
gap is just (√). Namely, we show that if a tree T has the largest vertex degree  then
λ1(T ) < 2
√
− 1 and µ1(T ) < + 2
√
− 1.
New bounds are an improvement for   3.
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1. Introduction
Let G = (V ,E) be a simple undirected graph with V = {v1, v2, . . . , vn} and
E = {e1, e2, . . . , em}. Let A(G) be the (0, 1)-adjacency matrix of G and D(G) the
diagonal matrix of vertex degrees. For each edge ej = (vi, vk) choose one of vi ,
vk to be the positive “end” of ej and the other to be the negative “end”. Thus G
is given an orientation [2, p. 23]. The vertex-edge incidence matrix afforded by an
orientation of G is the n×m matrix Q = Q(G) = (qij ), where qij = +1 if vi is
the positive end of ej , −1 if it is the negative end, and 0 otherwise. It turns out
that the Laplacian matrix, L(G) = QQt, is independent of the orientation. In fact,
L(G) = D(G)− A(G).
Both A(G) and L(G) are real symmetric matrices and they have real eigenvalues.
Let λ1(G) denote the largest eigenvalue of A(G), which is also called the index of G,
and let µ1(G) denote the largest eigenvalue of L(G), which is also called the largest
Laplacian eigenvalue of G. It is well known that the index of a graph is monotone,
in the sense that if H is a subgraph of G, then λ1(H)  λ1(G).
Further, let dvi denote the degree of vertex vi of G and let (G) denote the largest
vertex degree of G. For  /= 0, let G be the class of all graphs G with (G) = 
and let T be the class of all trees T with (T ) = .
It is well known that if G ∈ G then
√
  λ1(G)   (1)
and
+ 1  µ1(G)  2. (2)
The lower bound in (1) follows from the fact that the star K1, is a subgraph (not
necessarily induced) of any graph G with(G) =  and therefore√ = λ1(K1,) 
λ1(G). The upper bound in (1) is also well-known (see [3, p. 85]).
The lower bound in (2) is proved in [7, Corollary 2], while the upper bound fol-
lows from the Anderson and Morley’s bound [1, Theorem 2]
µ1(G)  max{dvi + dvj : (vi, vj ) ∈ E}.
The minimum value of λ1(G) and µ1(G) is attained for the star K1,, the maxi-
mum value of λ1(G) is attained for any -regular graph, while the maximum value
of µ1(G) is attained for any bipartite -regular graph. Thus the gap between the
maximum and minimum value of λ1(G) and µ1(G) in G is ().
In this note we consider the maximum values of λ1(T ) and µ1(T ) when T ∈T.
Our goal here is to show that the gap between the maximum and the minimum values
of λ1(T ) andµ1(T ) inT is just(
√
). This fact is a consequence of the following
theorem.
Theorem 1. If T ∈T then λ1(T ) < 2
√
− 1 and µ1(T ) < + 2
√
− 1.
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While there are plenty of bounds on the largest eigenvalues (see, e.g, [4, Section
1]), they are usually directed towards graphs with given number of vertices or graphs
with given number of edges. For example, the maximum and minimum values of
λ1(T ), when T belongs to a class of all trees on n vertices, are determined in [9,
Theorems 2–4]. It appears as if there are almost no results regarding T. However,
the bound λ1(T ) < 2
√
− 1 for T ∈T appeared earlier in [5, Theorem 3], where
it is proven by appealing to the matching theory and a result on partition functions in
[8, Theorem 4.3]. We give a different proof which, with small changes, is applicable
to both λ1(T ) and µ1(T ).
2. Proof of Theorem 1
In order to prove the upper bounds, we use already mentioned fact that if H is a
subgraph of G, then λ1(H)  λ1(G). Further, when H and G are trees, it also holds
that µ1(H)  µ1(G), because of the following theorem from [6, Theorem 1] (which
is also implicitly mentioned in [10, p. 150]). 
Theorem 2. If G is a bipartite graph and G∗ is its line graph then
µ1(G) = λ1(G∗)+ 2.
The proof of this theorem is based on the edge version of the Laplacian K(G) =
QtQ, which entries, unlike its vertex counterpart L(G), depend on orientation. How-
ever, when G is bipartite, an orientation can always be chosen so that K(G) =
A(G∗)+ 2Im. The result now follows, since L(G) and its edge counterpart, K(G),
share the same nonzero eigenvalues. Moreover, it is recently shown in [11, Lemma
2] that for any connected graph G holds µ1(G)  λ1(G∗)+ 2, with equality if and
only if G is bipartite.
Let us now define the so-called rooted Bethe trees B,k [8, Section 3] as follows:
Definition 1. The tree B,1 is a single vertex, which is simultaneously the root. For
k > 1 the tree B,k consists of a vertex u which is joined by edges to the roots of
each of − 1 copies of B,k−1. The vertex u is the root of B,k (see Fig. 1).
For each tree T ∈T there exists k ∈ N such that T is an induced subgraph of
B,k . To see this, it is enough to take any vertex u of T with degree less than  (such
a vertex exists as T must contain leaves), to declare u as a root, let k be the largest
distance from the root u to any other vertex of T and then add new leaves to this tree
until the root u has degree − 1 and all other vertices (including newly added ones)
at a distance less than k from the root u have degree exactly .
Since T is an induced subgraph of B,k , the line graph of T is also an induced
subgraph of the line graph of B,k , and then from Theorem 2 we obtain that
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Fig. 1. The tree B,k with eigenvector components.
λ1(T )  λ1(B,k) and µ1(T )  µ1(B,k).
Therefore, to finish the proof we need only to show that for each k ∈ N holds
λ1(B,k) < 2
√
− 1 and µ1(B,k) < + 2
√
− 1.
We prove the above inequalities in two separate lemmas.
Lemma 1. λ1(B,k) < 2
√
− 1 for each k ∈ N .
Proof of Lemma 1. For a fixed k ∈ N , let A be an adjacency matrix of B,k , let E
be its set of edges and n its number of vertices. It is known that
λ1(B,k)= sup {xTAx : x ∈ Rn, ‖x‖ = 1}
= sup

 2
∑
(u,v)∈E
xuxv : x ∈ Rn, ‖x‖ = 1

 , (3)
with the supremum attained when x is an eigenvector of λ1(B,k).
In the sequel, let x be an eigenvector of λ1(B,k) with ‖x‖ = 1.
It is obvious that for any two vertices u and v of B,k which are at the same
distance from the root, there exists an automorphism of B,k which maps u to v.
Since the largest eigenvalue of any graph is simple, the components of eigenvector x
corresponding to u and v must be equal. Therefore, for i = 0, 1, . . . , k we can denote
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by xi the component of x corresponding to all vertices of B,k at a distance i from
the root (see Fig. 1). Note that x0 /= 0, since x0 = 0 implies by induction that xi = 0
for all i = 1, 2, . . . , k.
Further, let bi be the number of vertices of B,k at a distance i from the root.
Obviously, b0 = 1, and
bi = bi−1(− 1) for i = 1, 2, . . . , k. (4)
From here it follows that bi = (− 1)i for i = 0, 1, 2, . . . , k and from ‖x‖ = 1 it
follows that
b0x
2
0 + b1x21 + · · · + bkx2k = 1. (5)
Since the supremum in (3) is attained for x, we can rewrite it in the following
form
λ1(B,k) = 2 (b1x0x1 + b2x1x2 + · · · + bkxk−1xk) . (6)
At this point we use the Cauchy–Schwarz inequality applied to the vectors
p =
(√
b1x0,
√
b2x1, . . . ,
√
bkxk−1
)
and q =
(√
b1x1,
√
b2x2, . . . ,
√
bkxk
)
.
Then
λ1(B,k)
= 2p · q  2
√
b1x
2
0 + b2x21 + · · · + bkx2k−1
√
b1x
2
1 + b2x22 + · · · + bkx2k
= 2
√
(− 1)(b0x20 + b1x21 + · · · + bk−1x2k−1)
√
b1x
2
1 + b2x22 + · · · + bkx2k
= 2
√
(− 1)(1− bkx2k )
√
1− x20 < 2
√
(− 1)√1 = 2
√
− 1.
The equality between the first and the second line above follows from (4), the equal-
ity between the second and the third line follows from (5), and finally, the inequality
in the third line follows from x0 /= 0. 
Lemma 2. µ1(B,k) < + 2
√
− 1 for each k ∈ N .
Proof of Lemma 2. This proof is similar to a proof of Lemma 1.
For a fixed k ∈ N let B∗ be the line graph of B,k . Recall that the line graph B∗ is
obtained by taking a vertex for each edge of B,k , with two vertices of B∗ adjacent
if the corresponding edges of B,k have a common vertex. From Theorem 2 we have
that
µ1(B,k) = λ1(B∗)+ 2. (7)
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If x is a unit eigenvector of λ1(B∗), with E∗ being the set of edges of B∗, we have
that
λ1(B
∗) = 2
∑
(e1,e2)∈E∗
xe1xe2 . (8)
For any two edges e1 and e2 of B,k with the same distance from the root of B,k ,
there exists an automorphism of B,k which maps the edge e1 to the edge e2, and this
induces an automorphism of B∗ which maps the vertex corresponding to e1 to the
vertex corresponding to e2. Since λ1(B∗) is a simple eigenvalue, the components of
eigenvector x corresponding to e1 and e2 must be equal. Therefore, for i = 1, . . . , k
we can denote by xi the component of x corresponding to all edges of B,k for which
distances of end vertices from the root are equal to i − 1 and i, respectively (again
see Fig. 1, but now discard x0!). Note that again x1 /= 0, since x1 = 0 implies by
induction that xi = 0 for all i = 1, 2, . . . , k.
The number of edges with component xi is equal to bi , and from ‖x‖ = 1 we
have that
b1x
2
1 + b2x22 + · · · + bkx2k = 1. (9)
Noting that the edges of B,k with the same end vertex form a complete subgraph
in B∗, we can rewrite (8) in the following form
λ1(B
∗)= 2
(
k−1∑
i=0
bi
(
− 1
2
)
x2i+1 +
k−1∑
i=1
bi(− 1)xixi+1
)
=
k−1∑
i=0
bi(− 1)(− 2)x2i+1 + 2
k−1∑
i=1
bi(− 1)xixi+1
= (− 2)
k−1∑
i=0
bi+1x2i+1 + 2
k−1∑
i=1
bi+1xixi+1 (by (4))
= (− 2)
k∑
i=1
bix
2
i + 2
k−1∑
i=1
bi+1xixi+1
= − 2+ 2
k−1∑
i=1
bi+1xixi+1 (by (9)). (10)
As in the proof of Lemma 1, by applying the Cauchy-Schwarz inequality to
p =
(√
b2x1,
√
b3x2, . . . ,
√
bkxk−1
)
and q =
(√
b2x2,
√
b3x3, . . . ,
√
bkxk
)
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we obtain that
k−1∑
i=1
bi+1xixi+1 
√
b2x
2
1 + b3x22 + · · · + bkx2k−1
√
b2x
2
2 + b3x23 + · · · + bkx2k
=
√
(− 1)(b1x21 + b2x22 + · · · + bk−1x2k−1)
√
1− b1x21
=
√
(− 1)(1− bkx2k )
√
1− b1x21 <
√
− 1. (11)
Again, the equality between the first and the second line above follows from (4), the
equality between the second and the third line follows from (9), and the inequality in
the third line follows from x1 /= 0.
Now, from (10) and (11) we have that
λ1(B
∗) < − 2+ 2√− 1,
and from (7) we finally obtain
µ1(B,k) < + 2
√
− 1.
This finishes the proof of Theorem 1. 
Remark. Observe that for each k ∈ N the treeB,k is an induced subgraph ofB,k+1
so that the sequences (λ1(B,k))∞k=1 and (µ1(B,k))∞k=1 are nondecreasing. Further,
the infinite Bethe tree
B,∞ =
∞⋃
k=1
B,k
(this tree might be considered folklore in the literature on branching processes in
statistical physics) for  > 2 has the largest eigenvalue 2√− 1 with a positive
eigenvector with components
xn = (n+ 1) ·
(
1√
− 1
)n
for n = 0, 1, 2, . . .
and the largest Laplacian eigenvalue + 2√− 1 with an eigenvector with com-
ponents
xn = (−1)n
[
1+ n
(
1+ 1√
− 1
)](
1√
− 1
)n
for n = 0, 1, 2, . . .
where the components are given by levels of vertices.
Now we easily get that actually
lim
k →∞ λ1(B,k) = λ1(B,∞) = 2
√
− 1
and
lim
k →∞µ1(B,k) = µ1(B,∞) = + 2
√
− 1.
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