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SOMMARIO 
Al giorno d’oggi, l’informatica apporta numerosi vantaggi all’industria 
manifatturiera. Computer ad alte prestazioni permettono di realizzare algoritmi 
di controllo sempre più complessi e reti di calcolatori veloci ed affidabili 
permettono la comunicazione tra vari dispositivi e la realizzazione di avanzate 
applicazioni di controllo distribuito. 
In questa tesi si studia l’ottimizzazione delle linee di produzione usando due 
diversi approcci: il primo consiste nel migliorare le prestazioni della singola 
stazione della linea di produzione, mentre nel secondo si migliorano le 
interazioni tra le diverse stazioni della linea. 
Una tipica stazione presente in una linea di produzione è la macchina utensile 
per la lavorazione di pezzi. Gli avanzamenti nell’industria manifatturiera 
permettono di aumentare la qualità e l’efficienza nelle di queste macchine, ma 
impongono anche vincoli sempre nuovi nella pianificazione del moto e sul 
sistema di controllo. L’aumento delle capacità elaborative delle CPU ha 
permesso di introdurre l’interpolazione NURBS nei sistemi CNC tradizionali, 
determinando un ulteriore aumento di qualità ed efficienza nelle lavorazioni. 
Questo pone nuove problematiche ancora non risolte, come la necessità di 
rispettare diversi vincoli contrastanti, come la limitazione dell’errore cordale, 
del’accelerazione e del jerk offrendo garanzie real-time. Inoltre è emersa la 
necessità di poter rilasciare alcuni dei vincoli per favorire la produttività a 
scapito della qualità. Nessuno degli interpolatori NURBS esistenti ha tutte 
queste caratteristiche. In questa tesi, si propone un interpolatore NURBS 
capace di soddisfare tutti i requisiti imposti dalle tecnologie manifatturiere e, nel 
contempo, è in grado di fornire garanzie real-time. L’interpolatore è facilmente 
riconfigurabile, quindi è possibile rilasciare dei vincoli o aggiungerne di nuovi 
non ancora considerati. Le prestazioni dell’algoritmo proposto sono state 
valutate attraverso simulazioni e prove sperimentali di fresatura. 
Tuttavia, i miglioramenti nella produttività della macchina utensile possono 
essere vanificati se le stazioni della linea di produzione non sono sincronizzate 
correttamente. Il controllo distribuito permette di migliorare la coordinazione tra 
le diverse stazioni della linea di produzione, ma aumenta la complessità della 
progettazione del sistema. Lo standard IEC 61499 è stato introdotto per 
facilitare la modellazione ed il design di sistemi di controllo distribuito portando 
concetti avanzati dell’ingegneria del software (astrazione, incapsulamento, 
riuso) nel mondo del controllo. L’introduzione di questo standard in ambienti di 
controllo già esistenti però pone delle problematiche, dato che il diffuso 
standard IEC 61131-3 non è compatibile con il nuovo standard. In questa tesi 
proponiamo un’architettura che permette di integrare moduli dei due standard, 
permettendo di sfruttare i benefici di entrambi. L’architettura proposta si basa 
sulla coesistenza di logica di controllo di entrambi gli standard. Ogni standard 
interagisce con particolari interfacce che incapsulano informazioni e funzionalità 
scambiate con l’altro standard. Inoltre, viene presentata una metodologia per 
l’integrazione di moduli IEC 61131-3 in una soluzione distribuita IEC 61499 
basata sull’architettura proposta. La metodologia viene descritta attraverso un 
caso di studio. 
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ABSTRACT 
These days, information technology really makes the difference in 
manufacturing industry. High performance computers allow to realize control 
algorithms of increasing complexity and high speed reliable computer networks 
allows the communication between different devices and realization of 
advanced distributed control applications. 
In this thesis, we focus on the optimization of the production lines using two 
different approaches. First we focus on the improvement of a single workstation 
of the production line, then we focus on the improvement of the interactions 
between various stations of the production line.. 
A typical workstation that can be found in a production line is the machine tool 
for manufacturing workpieces. Advances in manufacturing technologies allow to 
increase quality and efficiency in production lines, but also ask for new and 
increasing requirements on the motion planning and control systems. The 
increase of CPU processing power has permitted, in traditional CNC systems, 
the introduction of NURBS interpolation capabilities, thus determining a further 
increase in machining quality and efficiency. This has posed new and still 
unsolved issues, such as the need to satisfy multiple opposite constraints like 
limiting chord error, acceleration and jerk and offering real-time guarantees. In 
addition, the ability of privileging the production throughput by relaxing one or 
more of the previous constraints in a simple way has emerged as another 
requirement of modern manufacturing plants. Nevertheless, none of the existing 
NURBS interpolators have these characteristics. In this thesis, we propose a 
NURBS interpolator that is able to satisfy all the manufacturing technology 
requirements and is able to respect, thanks to its bounded computational 
complexity, the position control real-time constraints. Such interpolator is easily 
reconfigurable, i.e. it can relax some of the constraints and can be adapted in 
order to include constraints that were not originally considered. Performances of 
the proposed algorithm have been evaluated both by simulations and by real 
milling experiments. 
However, improvements in productivity of a the machine tool can be neutralized 
if the various workstations of the production line are not properly synchronized. 
Distributed control allows to improve the coordination of different workstations 
but its design is challenging. The IEC 61499 standard has been developed to 
ease the modeling and design of distributed control systems, providing 
advanced concepts of software engineering (such as abstraction, 
encapsulation, reuse) to the world of control engineering. The introduction of 
such standard in already existing control environments poses challenges, since 
the widespread IEC 61131-3 programming standard is not compatible with the 
new standard. In order to solve this problem, this thesis presents an 
architecture that permits to integrate modules of the two standards, allowing to 
exploit the benefits of both. The proposed architecture is based on coexistence 
of control logic of both standards. Each standard interacts with some particular 
interfaces that encapsulate information and functionalities to be exchanged with 
the other standard. A methodology of integration of 61131-3 modules in a 
61499 distributed solution based on such architecture is also developed, and it 
is described via a case study to prove feasibility and benefits. 
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1. INTRODUCTION 
Information technology plays a key role in manufacturing industry, influencing all 
the aspects of the production processes such as: enterprise management, 
logistic, production planning, design, manufacturing and so on. Its use is going 
to increase in the next years, since more and more tasks can be controlled with 
information technology and they are becoming more complex in order to allow 
high-speed and high-quality production [1]. 
Typically, the production process of a factory is organized in production lines. A 
production line is composed by a set of stations that perform operations of 
different nature (milling, drilling, assembling, quality check, packaging, and so 
on). A workpiece is processed sequentially by each workstation in order to 
obtain the final product. As already specified above, computers and computers 
network are critical for the management of the production lines; in fact, the 
various machines of a production line are usually controlled by particular 
industrial controllers called Programmable Logic Controllers (PLCs). Even 
though PLCs are the most widespread devices used in industrial automation, 
some machines need specialized controllers to perform particular tasks. An 
example of these controllers can be the Computer Numerical Controller (CNC) 
that allows to control machine tools with high precision. 
Optimization of the production line can be achieved not only by improving the 
efficiency of the single workstations, but also improving the efficiency of the 
interactions between the different stations that in some cases (for example, 
when human intervention is required) can really slow down the production 
process. In this thesis, both of these approaches are adopted in order to 
analyze and improve two different aspects of the production line. Following the 
first approach, we focus on the analysis of a specific controller of a single 
station of the production line: the CNC. In particular, we improve the 
performance (in terms of machining time and productivity) of the interpolator, 
that is the software component that transforms the desired tool path specified 
by the designer in actual position coordinates for the machine tool. Then, using 
the second approach, we focus on the optimization of interactions between 
different workstations, exploring the possibilities of integration between existing 
PLC-based systems (e.g. the different stations of a production line) in a 
distributed solution. In the next two paragraphs these aspects will be introduced 
with more details. 
1.1. CNC interpolation strategies 
In this section, we focus on the analysis of the particular step of the production 
line that creates a workpiece using machine tools. Informatics influences the 
creation process of a workpiece in many ways. Machine tools used to carry out 
workpieces are controlled by CNC systems. The machine tool has to follow a 
path in order to manufacture the desired workpiece. That path is specified using 
a particular programming language called G-code. The tool-path is usually 
generated making use of Computer Aided Manufacturing (CAM) software that 
produces program codes supporting the operator in the workpiece 3D model 
analysis. Such a model is designed using Computer Aided Design (CAD) 
software. 
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The software architecture of a typical CNC system consists of three main 
modules: the interpreter decodes the program code to obtain the tool-path 
information; the interpolator generates reference values for the position control 
and the position control manages the servomotor control loop [2]. 
First interpolators allowed the specification of tool-path using straight segments 
(linear interpolation) and circular arcs (circular interpolation). Modern CAD 
software, however, supports free-form design of curves so a complex tool-path 
must be approximated with a sequence of short linear segments and circular 
arcs. The approximation of tool-path reduces the machining accuracy. 
Moreover, there are corners between consecutive segments where the machine 
tool has to reduce feedrate (i.e. the machining speed) in order to change 
direction. Frequent accelerations and decelerations cause an increased 
machining time and mechanical vibrations that reduce machining quality. 
Furthermore, a lot of data is required to approximate complex curves, causing 
data transmission and storage problems [3]. 
In order to overcome these limitations, NURBS interpolators were introduced. 
These interpolators allow the specification of tool-path using NURBS (Non-
Uniform Rational B-Spline) [4], a particular kind of parametric curves. NURBS 
has become the industry de facto standard for representing and designing 
shapes because it can represent both analytic and free-form surfaces. 
Algorithms for manipulating and computing NURBS are efficient and 
numerically stable [5]. 
Only few NURBS are needed to represent even complex tool-paths so, using 
NURBS interpolators, program code size is smaller and the sharp corners are 
reduced. This fact allows the achievement of higher feedrates along the curve, 
reducing fluctuations caused by deceleration at corners. 
NURBS interpolators can use an offline or online approach. With the offline 
approach, most of the computations are performed before the interpolation 
starts in order to save CPU processing power. One issue of this approach is the 
difficulty to store computed data, moreover, the data must be recalculated if 
some parameters of CNC machine change, so it is not a suitable approach for 
changes on the fly. Using the online approach, all computations are executed 
during interpolation. This fact requires more computational power, but does not 
suffer from drawbacks described above and it allows to get a feedback during 
interpolation, that can be used to improve the machining performance. With the 
increasing processing power capabilities of modern hardware, the online 
approach has become the most widespread. 
In order to prevent degradation of machining quality in faster machining 
processes, interpolators must consider the following constraints: 
 chord error (i.e. the distance between the actual curve and the path 
generated by the interpolator) must be limited in order to achieve high-
precision machining [6]; 
 acceleration (i.e. the rate of change of velocity) must be limited in order 
to reduce inertia and prevent mechanical shocks that degrade 
machining quality [2]; 
 jerk (i.e. the rate of change of acceleration) must be limited to smooth 
the feedrate profile, improving machining quality [7]. 
Evolution of NURBS interpolators brought to the development of algorithms 
satisfying an increasing number of constraints. In particular: chord error is 
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limited in [6] and [8]; chord error and the tangential acceleration component are 
limited in [9] and [10]; chord error and acceleration are limited in [11] and [12]; 
chord error, tangential components of acceleration and its derivative (that is 
only a component of the jerk) are limited in [13] and [14]; chord error, 
acceleration and the derivative of tangential acceleration are limited in [15]; 
chord error, acceleration and tangential jerk are limited in [7] and [16]. However, 
to the authors’ best knowledge there is not a NURBS interpolator capable to 
fulfill all of the constraints cited above, even though this is a requirement 
desired from both large (Fanuc [17], Siemens [18], Heidenhain [19], etc.) and 
small (ISAC srl [20], D. Electron [21], etc.) CNC manufacturers. 
In addition, an important issue in the design of a NURBS interpolator is that the 
architecture of a CNC system requires the interpolator to provide reference 
values for the position control at regular time intervals, fulfilling real-time 
constraints. Most sophisticated interpolators [7][10][11] use complex iterative 
algorithms in order to generate position values. Giving an upper bound to their 
execution time is difficult. So they are not suitable for time-bounded 
implementation. 
In this thesis, a configurable NURBS interpolator is presented with the following 
characteristics: 
 it can limit acceleration, jerk and chord error; 
 it can give real-time guarantees for the generation of reference values 
for the position control; 
 it is reconfigurable: relaxing some constraints, the algorithm can behave 
like previous algorithms and it can be extended with new constraints 
still not considered. 
In order to reach such features, new methods to limit jerk, reduce interpolation 
error and generate a feedrate profile considering interpolation error are 
introduced. 
1.2. Problems in the distribution of control logic in existing 
PLC-based systems 
In this section, we discuss the problems relative to the design of distributed 
control logic between different PLCs that control different station of the 
production line. In 1993, the International Electrotechnical Commission (IEC) 
published the IEC 61131-3 standard [22] in order to define a common 
programming interface for PLCs produced by different manufacturers. Since 
then, the standard has been widely adopted among PLC producers. 
Evolution of computer networks brought the technology to realize control 
applications distributed between different devices. Distributed control is highly 
desirable in manufacturing industry, since it provides benefits such as improved 
flexibility, reliability, maintainability and reduced wiring costs [23], however, a 
distributed control system is more challenging to design than a centralized one 
[24]. 
In order to facilitate the design of distributed control systems, IEC proposed the 
IEC 61499 standard [25] for distributed control and automation. The standard 
defines an open architecture that allows to model and design control 
applications where control logic is decentralized in software components that 
can be distributed across different hardware devices connected by networks 
4 
 
[24].The benefits of the standard have been proven through practical case 
studies [26][27][28] and there are some commercial tools supporting the 
standard (ISaGRAF [29] and nxtControl [30]) already on the market. However, 
there are technical challenges that limit the diffusion of the standard. Some of 
these technical challenges, such as predictability and scalability, are already 
discussed in [31] and [24]. In addition, compatibility with IEC 61131-3 
represents another challenge. The IEC 61499 standard is very different from 
IEC 61131-3 in many ways, such as execution model or data handling, so it is 
not possible to directly port IEC 61131-3 applications in an IEC 61499 based 
runtime environment. Since IEC 61131-3 has been in use for years, there is a 
large number of control systems in operation and already developed and tested 
software libraries that are based on this standard. The adoption of the IEC 
61499 would result in the waste of such existing code, know-how and 
competences; besides, such adoption would results in the modification of the 
control logic in existing systems, with consequent need of new design and 
testing phases, interventions on the production line with the eventual stop of 
operation. For these reasons, companies are less inclined to convert existing 
systems to IEC 61499 (and there are also open debates in research [32]), 
nevertheless, many of these systems may take advantage from distribution of 
control logic to increase interoperability, reduce human work, improve control 
decisions, reliability and scalability [23]. 
The problem addressed in this thesis regards the implementation of distributed 
control logic on existing IEC 61131-3 systems. As already said, distributed 
control brings benefits to manufacturing industry, however, the widespread IEC 
61131-3 focuses on programming aspects of a single device. Some 
communication functionalities that can be used to realize distributed control are 
defined in the IEC 61131-5 standard [33], but it lacks the modeling and 
abstraction aspects that have been introduced in IEC 61499 to simplify the 
distribution of control logic and the communication between devices. So, the 
implementation of a distributed control action between devices that supports 
only IEC 61131-3 and IEC 61131-5 would be a complex task [34]. On the other 
hand, IEC 61499 facilitates the design of distributed control logic, but it is not 
fully compatible with the IEC 61131-3 software. So, in order to reuse existing 
code (topic that is debated in [35]), it is necessary to either port the existing 
code into IEC 61499 code or create an environment where both IEC 61499 and 
IEC 61131-3 software can coexist [34]. 
In this thesis, an architecture for realizing such coexistence is proposed. The 
architecture allows to implement distributed control logic on IEC 61141-3 
systems, utilizing the concepts described in the IEC 61499 standard while 
preserving the existing IEC 61131-3 code. In the solution, there are physical 
devices able to execute IEC 61131-3 and IEC 61499 code modules and they 
can be on the same or on different physical devices. Information exchange 
between code modules of different standards occur through interfaces (PLC 
Interfaces) and code modules access the interfaces using appropriate 
constructs (interface function blocks). In particular, IEC 61131-3 modules see 
the interfaces as IEC 61131-5 communication function blocks and IEC 61499 
modules see the interfaces as Service Interface Function Blocks (SIFB). A 
methodology to define information exchange and its mapping on interface 
function blocks is also specified. In this way, as we will show in a case study, 
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existing IEC 61131-3 code can be kept and easily integrated in a IEC 61499 
distributed solution. In addition, IEC 61131-3 developers and maintenance 
people do not need to know the details of IEC 61499 code, that is abstracted as 
IEC 61131-5 function blocks, with no loss of acquired competence and 
operation. From the IEC 61499 perspective, the IEC 61131-3 control logic is 
abstracted as one or more SIFBs, that can be utilized as standard 61499 
modules, adhering to the concept of encapsulation of this standard. 
1.3. Structure of this thesis 
The rest of this thesis is organized as follows: 
Chapter 2 provides general information about NURBS interpolation, explaining 
the internal architecture of a CNC, fundaments of NURBS mathematics applied 
on CNC interpolators and advanced techniques of acceleration and velocity 
control. 
Chapter 3 presents the developed real-time reconfigurable NURBS interpolator 
capable of confining chord error, acceleration and jerk. The interpolator is 
evaluated by means of simulations and experimental tests. 
Chapter 4 provides general information about IEC 61131-3 standard for PLC 
programming and IEC 61499 standard for designing distributed control systems. 
Chapter 5 presents an architecture for the coexistence of IEC 61131-3 and IEC 
61499 control logic in the same control environment and a methodology that 
uses such architecture to integrate existing IEC 61131-3 systems in IEC 61499 
distributed solutions allowing the reuse of existing code. 
The last chapter concludes this dissertation and discusses some future works. 
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2. BASIC CONCEPTS OF NURBS INTERPOLATION 
In this chapter, technical background on NURBS interpolation that is necessary 
to understand the proposed solution is furnished. The rest of the chapter is 
organized as follows: in section 2.1 the architecture of a CNC system is 
presented; in section 2.2 basics concepts about NURBS curves are explained; 
section 2.3 discusses the basic NURBS interpolator; in section 2.4 
acceleration/deceleration control is presented and 2.5 explains the most used 
techniques of curvature-based feedrate variation. 
2.1. CNC systems architecture 
A typical CNC system (Fig. 1) consists of three functional units: the Human-
Machine Interface (HMI), the Numerical Control Kernel (NCK) and the 
Programmable Logic Controller (PLC) [2]. The HMI unit offers the user interface 
that is used by human operators to monitor the status of the machine and 
command operations. The NCK unit interprets program data and controls the 
movement of the tool, sending commands to the servomotor drivers and 
receiving feedback from the sensors. The PLC unit performs sequential control 
operations such as tool change or workpiece change and interacts with the rest 
of the production line. Each functional unit is typically executed on its own 
hardware module and interacts with the others via communication buses, even 
though more and more CNC systems are integrating all of the three units in a 
single hardware platform. 
 
Fig. 1 – The three functional units of a CNC system [2] 
 
So, while the HMI and PLC units control the operations of the machine tool, the 
NCK unit does the actual machining, taking a program and producing the 
workpiece as result. The functions of the NCK units [2] are: 
 Interpretation. The program is written in a particular programming 
language that is understandable by the human programmer. It 
describes the sequence of operations that the machine tool must 
perform in order to produce the workpiece. These operations can be 
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 Interpolation. The tool path obtained from the program code is usually 
described as a series of segments and curves of different nature (arcs, 
ellipses, parametric curves). The interpolation process defines the 
motion of the tool by sampling the tool path at regular time intervals and 
producing spatial coordinates. The distance between successive 
coordinates determines the speed of the tool. 
 Position control. Closed-loop control methods are used to control the 
position of the tool. Encoders are used to monitor the position and 
velocity of the tool and provide feedback information to the controller 
that operates the servomotors for moving the tool on different axes. 
Reference values for the closed-loop controllers are calculated from the 
coordinates produced by the interpolator. 
 Acceleration/deceleration control. Abrupt accelerations must be avoided 
in order to prevent the exceeding of the axes acceleration capabilities 
and excessive structure vibrations, that degrade workpiece quality. The 
acceleration/deceleration control allows to smoothen the feedrate 
profile to avoid high feedrate changes. 
These functions are usually mapped into different tasks. The most common 
configuration is shown in Fig. 2. The interpolation and the position control 
functions are time-critical, as they produce information necessary for the tool 
control-loop, so they are mapped into two real-time periodic tasks: the 
interpolator and the position control. The interpretation of the program code has 
a lower priority so it is mapped in a non-real-time task. These three tasks 
shares data using shared memory buffers. The interpreter puts the interpreted 
tool path into a buffer that is accessed by the interpolator that, in turn, produces 
coordinates and puts the into a buffer for the position control. Finally, the 
acceleration/deceleration control function can be mapped on the interpolator 
task or the position control task, depending on the particular technique utilized. 
 
Fig. 2 – Schematic representation of the NCK unit. 
The three main tasks (interpreter, interpolator and position control) use buffers 
to exchange data. Interpolator and position control tasks have real-time 
constraints that must be respected to control the machine tool movement. 
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2.2. NURBS basics 
A common method used for defining in mathematical terms a generic curve is 
the parametric representation that consists in specifying a mathematical 
function in which the independent variable is a real value u called parameter 
and the dependent variable is a position vector representing a point in the 
space. The curve is defined as the set of the points given by the function, as u 
changes inside its domain. The parametric representation of a NURBS curve is 
expressed as: 
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The NURBS curve is defined by n + 1 control points Pi  that determine the 
control polygon of the curve, that is a polygonal chain that approximates the 
curve.  shows a NURBS curve, its control points P0, P1, P2, P3 and its 
control polygon. Each control point “attracts” the curve and, in particular, each 
point Pi has a weight value wi associated. Increasing wi, the curve is more 
attracted by the control point Pi. In this way, the control points and their 
associated weights determine the shape of the NURBS curve. 
Fig. 3
 
Fig. 3 – A cubic NURBS with 4 control points [5]. 
 
The basis functions Ni,p(u) determine the influence of the various control points 
on the curve, for each value of the parameter u. So, each control point Pi has a 
Ni,p(u) function associated that indicates how much Pi is important to determine 
the position of the point of the curve C(u). On varying u values, control points 
influences the NURBS in a different way depending on the value of the 
associated basis function. This value is a real number that can vary between 0 
and 1, where 0 means that C(u) is not affected at all by the control point Pi, 1 means 
that C(u) coincide with Pi and intermediate values indicates the percentage of 
influence of Pi as opposed to the other control points. For this reason, the sum 
of all the basis functions associated to all the control points is always 1, for each 
value of the parameter u in the interval [u0, um] where the curve is defined. 
Fig. 4 shows a typical example of basis function. 
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Fig. 4 – An example of basis function. 
 
An important property of the basis functions is the local support, that means that 
the basis functions are nonzero only on a limited number of subintervals and not 
the entire domain of the parameter u. This implies that each control point does 
not affect the whole curve but only a limited portion.  
Basis functions utilized in NURBS curves are piecewise polynomial functions, 
so their domain can be subdivided in different subintervals in which the basis 
function can be represented as a polynomial function. All of these polynomial 
functions have the same degree, that determines the degree p of the NURBS. 
Increasing the degree of a NURBS, the portion of the curve influenced by each 
control point gets bigger, resulting in a smoother curve with less variations. On 
the other hand, the amount of computation needed for processing higher 
degree NURBS is also increased and the number of control points needed to 
approximate the desired path is bigger. Decreasing the degree of the curve, it 
follows more the control polygon, up to the limit case of first degree NURBS that 
coincide with the control polygon [5]. This property is shown in . Fig. 5
 
Fig. 5 – A ninth degree NURBS (a) and a second degree NURBS (b) with the 
same control polygon [5]. The first one is smoother while the second one 
follows more the control polygon. 
 
In order to give a mathematical definition of the basis functions, the knot vector 
is introduced: it is a non-decreasing sequence of m real numbers {u0, …, um} 
where m = n + p + 1, that is the sum of the number of control points and the 
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degree of the NURBS. These real numbers are called knots and the generic 
[ui, ui+1) interval is the ith knot span. So, the basis functions of p-degree are 
defined the following recursive way: 
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Fig. 6 shows a set of second degree basis functions. Note that the functions are 
nonzero only on some knot spans and not on the entire domain. For example, 
N3,2(u) is nonzero only on the (1, 4) interval. 
 
Fig. 6 – Second degree basis functions generated using the following knot 
vector: {0, 0, 0, 1, 2, 3, 4, 4, 5, 5, 5} [5]. 
Calculation of the derivatives of NURBS curves is necessary for the CNC 
interpolation. The first derivative of (1) is calculated as 
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where the derivative of the generic p-degree basis function can be calculated in 
function of the basis function of p − 1 degree, as follows: 
)()()( 1,1
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 . (4) 
Basis functions are always infinitely differentiable inside the knot spans, while 
they are differentiable p − k times on the knots, where k is the number of times 
that the knot is repeated in the knot vector. If p − k is 0, the derivative has a 
discontinuity on the knot and the NURBS has a cusp in that point. 
In order to have the start and the end of the NURBS coincident respectively with 
the first and the last of the control points, the knot vector must begin and end 
with p + 1 repeated knots. 
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2.2.1. NURBS in manufacturing industry 
The realization of a workpiece in manufacturing industry goes through three 
phases ( ). NURBS technology is used in each phase of the process. In the 
first phase, the workpiece is designed using CAD (Computer-Aided Design) 
software that allows to produce a model of the workpiece. CAD software uses 
extensively NURBS technology that is the de facto standard for representing 
curves and surfaces. In the second phase, the model is analyzed using CAM 
(Computer-Aided Manufacturing) software that helps the operator in choosing 
the appropriate parameters of the machine tool and generates the part program 
for the CNC. In the last phase, the CNC system is used to control the machine 
tool that performs the machining and creates the workpiece. The program 
generated by the CAM software contains information about the tool-path that is 
often represented as a NURBS curve. 
Fig. 7
 
Fig. 7 – The design and realization of a metal die, with focus on the use of 
NURBS in the process [36]. 
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2.3. Speed-controlled interpolator 
As already said, a real-time interpolator generates reference values for the 
position control at regular time intervals [2]. So, a NURBS interpolator ( ) 
actually performs a sampling of the NURBS. Distance between samples 
depends on desired feedrate (machining speed) profile v(t). 
Fig. 8
 
Fig. 8 – Speed-controlled interpolator scheme. 
Using NURBS description and a pre-generated feedrate profile, the speed-
controlled interpolator generates reference values for position controller at 
regular time intervals tk. The feedrate profile is generated considering NURBS 
description. 
 
In order to compute the kth position using , it is necessary to know u(tk). Using 
Taylor series expansion of function u(t), u(tk) can be expressed as 
(1)
   )(6)(2)()()( 1
3
1
2
11 kkkkk tu
TtuTtuTtutu  (5) 
where T is the interpolator period and derivatives are with respect to time t. 
Using the chain rule, feedrate can be expressed as 





t
u
u
s
t
s
d
d
d
d
d
d , (6) 
where s is the arc-length of the curve. So, the time derivative of u(t) is calculated 
as  

v
us
vu 
d/d
 , (7) 
where σ is the parametric speed and is calculated as 
22 yx  , (8) 
where x and y are the components of vector C(u) (1 . )
In a similar way, second and third time derivatives of u(t) can be calculated [42] 
as follows: 
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The derivatives with prime mark notation are with respect to u, while derivatives 
with dot notation are with respect to time. Derivatives of parametric speed σ are 
defined as 

yyxx  , (11) 


222  yxyyxx . (12) 
Most common approximations, in calculation of u(tk), are first and second order 
truncations of Taylor expansion (5). In this work, first, second and third order 
approximations are considered. 
2.4. Acceleration/deceleration control 
Acceleration/deceleration control techniques are used to limit tangential 
acceleration of tool, preventing abrupt feedrate variations that cause 
mechanical vibrations and shocks that degrade machining quality [2]. Better 
machining quality is achieved using smooth feedrate profiles, like linear and s-
shape feedrate profiles ( ) that are commonly used in CNC interpolation. 
The former can limit first derivative of feedrate (tangential acceleration), while 
the latter can limit both first and second derivatives of feedrate. 
Fig. 9
 
Fig. 9 – Supported feedrate profiles and their derivatives. 
(a) Linear feedrate profile (b) S-shape feedrate profile 
(c) Derivative of linear feedrate profile (d) Derivative of s-shape feedrate profile 
Linear feedrate profile has limited first order derivative. S-shape feedrate profile 
has limited first and second order derivatives. S-shape profile is smoother, but it 
also increases machining time and it is more difficult to compute 
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The conventional method used to calculate feedrate profiles is ADCBI 
(Acceleration/Deceleration Control Before Interpolation) [2]. This method 
consists in calculating the feedrate profile before the interpolation of the NURBS 
is started. 
In order to machine the NURBS more efficiently, some algorithms split the 
NURBS into curve segments and they calculate a different feedrate profile for 
each segment. In this case, as stopping the interpolator at the end of each 
segment is inefficient, a look-ahead technique [2] has been introduced. Look-
ahead calculates the final feedrate of a segment considering length and final 
feedrate of following segments, ensuring that the interpolator feedrate profile of 
last segment can reach 0 mm/s so the machine tool can stop smoothly. 
2.5. Geometry-based feedrate limits 
Some of the constraints (centripetal acceleration, jerk and chord error) are 
respected only if feedrate does not exceed a calculated limit that depends on 
geometric properties of the curve. So, the feedrate must be chosen considering 
the geometry of the path in order reduce axis solicitations and degradation of 
machining quality. When linear or arc interpolation is used, path is specified with 
linear or circular blocks and CAM software can determine offline the maximum 
feedrate for each block. With NURBS interpolation, however, it is not 
recommendable to use the same feedrate for an entire NURBS because 
geometric properties of a NURBS may highly vary along the curve. 
Fig. 1 shows radial and chord error. Radial error is the distance between 
interpolated point and the actual curve. Since interpolated points are computed 
using an exact formula, this error depends only on CPU precision and it can be 
neglected. Chord error is the maximum distance between the line segment 
(chord) that connects two consecutive interpolated points and the 
correspondent arc on the nominal curve. A feedrate limit that allows to confine 
chord error has been presented in [6]. It depends on curvature κ, that is the 
geometric property measuring the curve deviation from its tangent. Curvature is 
calculated as 
3
xyyx  . (13) 
Radius of curvature ρ is defined as the reciprocal of curvature 

1 . (14) 
Chord error ε can be estimated [6] as 
2
2
2


 T . (15) 
(15)And from , the maximum feedrate limit that allows to respect chord error 
tolerance εmax is approximated as 
 2max2max 2   Tv . (16) 
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However, since  is an approximated formula, the tolerance value εmax must 
be chosen in a conservative way, since it could slightly exceed. 
(15)
 
Desired path 
Radial error
C(u(tk))
Chord error
Commanded tool path 
C(u(tk+1)) 
Fig. 10 – Radial error and chord error. 
Solid line is the path generated by the interpolator, while dashed line is the 
desired path specified by the NURBS. 
 
Interpolators [7] and [12] limit centripetal acceleration too. It depends on 
curvature and is calculated as 

2vac  . (17) 
In order to confine it, feedrate must always be equal or less than 
maxmax cac av  . (18) 
where acmax is the centripetal acceleration limit. 
In order to respect all of the constraints, the minimum of the feedrate limits must 
be chosen. 
16 
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3. REAL-TIME CONFIGURABLE NURBS INTERPOLATOR 
WITH BOUNDED ACCELERATION, JERK AND CHORD 
ERROR 
In this chapter, we present a configurable NURBS interpolator [37] that can limit 
acceleration, jerk and chord error; can respect the real-time constraints for the 
generation of position coordinates for the position control; can be reconfigured 
so that it is possible to relaxing some constraints, for improving productivity and 
it can be extended with new constraints still not considered. In order to achieve 
such features, new methods to limit jerk, reduce interpolation error and 
generate a feedrate profile considering interpolation error are introduced. 
The rest of this chapter is structured as follows: related works are presented in 
section 3.1; the architecture of the proposed interpolator is presented in section 
3.2 and section 3.3 shows both simulations and experimental results. 
3.1.  Related work 
First NURBS interpolators advanced through the curve with uniform increments 
of the parameter of the NURBS [38]. This approach does not provide any 
control over speed or quality of the machining process. 
Real-time speed-controlled NURBS interpolators were successively developed 
so that machining speed could be controlled [39]. Following works focused on 
interpolators capable of machining a workpiece according to a feedrate profile. 
First proposals of interpolators [3] used first-order Taylor approximation method 
to calculate parameter increments according to the desired feedrate. 
Approximation error of parameter increments causes undesired feedrate 
fluctuations, so second-order Taylor approximation method was adopted 
[40][41]. Variable feedrate algorithms [6][8] were introduced to control the chord 
error. Since chord error depends on curvature and feedrate, these algorithms 
adjust the feedrate during interpolation, slowing down when the curvature of the 
path increases. Interpolators presented in [6] and [8], however, cannot control 
the acceleration of the machine tool. So, on abrupt curvature changes, high 
acceleration values may be required, causing strong mechanical shocks. 
Some interpolators [9][16] adopted an offline approach to detect high curvature 
zones and generate a feedrate profile that allows to respect desired constraints. 
Other algorithms [7][10][11][14] used an online approach, keeping a buffer of 
interpolated points. When a high curvature corner is found, part of the buffer is 
recalculated in order to meet the acceleration constraints. As it is not possible to 
predict how often elements of the buffer must be recalculated nor how many 
elements need to be recalculated each time, calculating a time-bound for this 
kind of algorithms is difficult. 
Some interpolators [12][13][15] use an online two-phases approach. In the first 
phase a feedrate profile is generated and in the second phase the actual real-
time interpolation is performed. The look-ahead phase of the interpolators 
presented in [13] and [15] searches for local minima and maxima of the 
curvature function of the curve and uses this information to generate a feedrate 
profile that can limit the derivative of tangential acceleration. In [12] the NURBS 
is broken into several segments, each one with similar curvature values and, for 
each segment, a maximum feedrate is determined. 
3.2. Configurable interpolator architecture 
The proposed interpolator architecture is shown in . It consists of three 
modules: segmentation module; look-ahead module and interpolation module. 
Fig. 11
Each module is mapped into a different task. Segmentation module 
communicates with look-ahead module through the segmentation buffer, while 
look-ahead module communicates with interpolation module using look-ahead 
buffer. 
 
Fig. 11 – Scheme of the configurable interpolator architecture. 
It is composed of segmentation module, look-ahead module and interpolation 
module. Segmentation module and look-ahead module communicate through 
the segmentation buffer, while look-ahead module and interpolation module 
communicate through look-ahead buffer. The part of the architecture below the 
dotted line must respect real-time constraints. 
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The proposed NURBS interpolator can be configured to limit the following 
quantities: tangential acceleration; centripetal acceleration; derivative of 
tangential acceleration; tangential jerk; centripetal jerk and chord error. 
It supports different kinds of interpolator approximation, so it can be adapted to 
be executed on different hardware with different computational power 
capabilities. 
Some constraints can be relaxed to adapt to desired machining quality and 
speed. In addition, constraints can be easily added if they can be represented 
as a feedrate limit. 
In the following sections, the different modules of the interpolator are described. 
3.2.1. Segmentation module 
Segmentation module scans the NURBS and splits it, according to its curvature, 
into several curve segments. 
In order to fulfill some constraints, a feedrate limit must be chosen, according to 
the geometry of the curve (as explained in section 2.5). Geometric properties, 
however, vary along the NURBS, so it is not efficient to use the same feedrate 
limit for the whole curve. Using segmentation, a different feedrate limit can be 
chosen for each segment. 
3.2.1.1. Limiting the jerk 
In section 2.5, feedrate limits that allow to fulfill chord error  and centripetal 
acceleration (18) are presented. In this section it is shown the method that we 
developed to calculate feedrate limits that allows to respect jerk constraints. 
Jerk J is the derivative of acceleration and it is calculated [43] as 
(16)
ntJ 


 
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
   
vvvvv 32
3
. (19) 
So maximum feedrate that limit the tangential component can be calculated 
solving the following inequality: 
max2
3
tj
vv   , (20) 
obtaining 
3 2
maxmax )( vjv tjt  , (21) 
where jtmax is the maximum allowed value for tangential jerk. 
Since the value of the feedrate second derivative is not known at this stage of 
the algorithm, its maximum value jamax is used, obtaining 
3 2
maxmaxmax )(
~ atjt jjv  , (22) 
that is the actual formula used to calculate the feedrate limit for tangential jerk 
constraint. 
Feedrate limit that allows to respect centripetal jerk constraint vmax jc is 
calculated, instead, solving the following inequality: 
max3 cj
vvv 


    , (23) 
19 
 
where jcmax is the maximum allowed value for centripetal jerk. Using the chain 
rule, the time derivative of the curvature radius can be expressed as 
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t d
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d   , (24) 
(24)
where s is the arc-length and its time derivative is the feedrate. Since it is easier 
to make computation with curvature, equation  is used to substitute ρ in 
equation , that becomes 
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The derivative of curvature with respect to arc-length is calculated [42] as 
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So, inequality (23) becomes 
max
3
d
d3 cjvs
vv   . (27) 
(27)
Solving inequality (27), considering the worst case for v , feedrate limit vmax jc 
that allows to respect centripetal jerk constraint can be calculated. Details of this 
calculation are found in the appendix. 

To sum up: 
 feedrate limit for respecting chord error constraint is calculated using 
formula ; (16)
 feedrate limit for respecting centripetal acceleration is calculated using 
formula ; (18)
 feedrate limit for respecting tangential jerk is calculated using formula 
; (22)
 feedrate limit for respecting centripetal jerk is calculated solving 
inequality . 
If more than a constraint must be respected, the minimum feedrate limit is used. 
3.2.1.2. Segmentation algorithm 
Segmentation module splits the NURBS so that consecutive points having a 
similar feedrate limit (determined by the curve geometry) are put into the same 
segment. 
A set of feedrate ranges (vi, vi+1] have been defined. Boundaries vi are 
calculated in the following way: 






 otherwise
2
1 if
0 if
1i
commi
v
iv
i
v , (28) 
where vcomm is the commanded feedrate (i.e. the maximum feedrate specified in 
the program code). Consecutive points that have a feedrate limit within the 
same range are put into the same segment, as shown in flow-chart in Fig. 12. 
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Approximated length and minimum feedrate limit are calculated for each 
segment. Doing so, the feedrate limit is respected by all the points of the 
segment. Segments obtained are stored in the segment buffer. Each segment is 
described by the following information: final value of parameter u; final position; 
feedrate limit and approximated length. 
 
Fig. 12 – Flow-chart of segmentation algorithm. The algorithm scans the 
NURBS with increments Δu. The increment is not constant but varies according 
to the curvature, so that it is reduced in high curvature zones. vlim(u) is the 
feedrate limit computed in the point of the curve corresponding to parameter u. 
It is calculated according to desired constraints, following the procedures 
explained in section 3.2.1.1. Min is the minimum value of vlim inside the current 
segment and it determines the feedrate limit of the whole segment. 
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 3.2.2. Look-ahead module 
Look-ahead module takes segments from segment buffer, puts them into the 
look-ahead buffer and updates their final feedrate so that the last segment of 
the look-ahead buffer can always reach 0 mm/s. It implements look-ahead 
technique cited in section 2.4. 
3.2.3. Interpolation module 
Interpolation module generates reference values for the position controller. It is 
basically a real-time speed-controlled interpolator with configurable order of 
Taylor approximation. Flow chart of the interpolation module is shown in Fig. 5. 
 
Fig. 13 – Flow chart of the interpolation module. 
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The interpolation module generates the feedrate profile for the current 
interpolation period using the ADCDI (Acceleration/Deceleration Control During 
Interpolation) method. Then, this profile is corrected according to desired Taylor 
approximation, in order to reduce interpolation error. If the next knot of the 
NURBS will be passed in the current interpolation period, there may be 
discontinuities in curve derivatives that causes an increment of interpolation 
error, so a correction method is used. Then Taylor approximation method is 
used and next position is computed. In order to further reduce interpolation 
error, a configurable number of steps of linear approximation are performed. 
Finally, the computed position is communicated to the position control. 
3.2.3.1. Feedrate profile computation with ADCDI 
ADCDI (Acceleration/Deceleration Control During Interpolation) is the method 
that we developed in order to generate a feedrate profile for the interpolation 
interval [tk−1, tk]. Profile is generated considering maximum and final feedrate of 
the current segment and the remaining length left to the end of the segment. 
Both linear and s-shape profiles are supported. This approach has been chosen 
over the conventional ADCBI method described in 2.4 because the latter has 
two main drawbacks. First drawback is that ADCBI module also has a time 
constraint, since it must produce data fast enough for the interpolator. 
Dimensioning this constraint is difficult, since it depends on the time needed by 
the interpolator to consume a segment and minimum segment size is not 
known. ADCDI does not have this problem, since it is embedded into 
interpolation module. Second drawback is that ADCBI is very sensitive to 
approximation errors that cause a mismatch between the estimated segment 
length and the actual length of the interpolated path corresponding to the 
segment. So, the generated feedrate profile may end before or after the actual 
end of the segment. This fact becomes critical in the last segment, where 
situations shown in  may occur. Since ADCDI computes the feedrate 
profile at each interpolation cycle, considering the actual covered distance on 
the segment, it is less sensitive to approximation errors. 
Fig. 14
 
Fig. 14 – Effects of approximation errors on feedrate profile with ADCBI. 
(a) Feedrate profile ends before the actual end of curve. The last portion of the 
curve is interpolated at very low feedrate and machining time is highly 
increased. 
(b) Feedrate profile ends after the actual curve end. There is an abrupt machine 
stop that degrades the machining quality. 
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3.2.3.2. Correction of feedrate profile 
The correction of feedrate profile is performed in order to change feedrate 
profile v(t), calculated using ADCDI, with a modified version that reduces 
interpolation error (i.e. the difference between the desired distance to cover in 
the interpolation interval and the actual covered distance). 
Feedrate profile v(t), limited to the kth interpolation interval [tk−1, tk], can be 
expressed as a linear  or a quadratic  equation, according to the desired 
profile (respectively, linear or s-shape). 
(29) (30)
)()()()( 111   kkkl tttvtvtv   (29) 
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First order Taylor approximation, however, truncates the terms of  that 
includes the derivatives of v(t), so it considers v(t) as a constant function. In 
order to reduce this truncation error, in our interpolator we perform a feedrate 
correction for the interval [tk−1, tk], changing the desired profile into a constant 
feedrate profile that covers the same desired distance d, calculated as: 
(5)
  kktt dttvd 1 )( , (31) 
So, the corrected feedrate function becomes 
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respectively for linear or s-shape profiles. Similarly, the second order Taylor 
approximation only considers the first derivative of v(t), so it considers it a linear 
function. In this case, feedrate correction is necessary only for s-shape profile 
)(
3
)()(2)()( 1112   kkskskss tttvtvtvtv  . (34) 
Third order Taylor approximation does not need feedrate correction using 
neither linear nor s-shape profiles.  shows an example of feedrate 
correction. 
Fig. 15
3.2.3.3. Correction of discontinuities of curve derivatives 
This method allows to correctly compute the Taylor approximation when there 
are discontinuities of curve derivatives. 
A function can be expressed as a Taylor series expansion only if all of its 
derivatives are continuous in the interval of interest. NURBS derivatives may 
have discontinuities when parameter u assumes values equal to one of the 
knots of the curve {u0, …, um}. So, if a knot ui such that u(tk−1) < ui < u(tk) exists, 
formula  is not applicable. In the proposed interpolator, such cases are 
handled considering u(ti) in Taylor expansion instead of u(tk): 
(5)
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where ti is calculated according to the feedrate profile so that u(ti) = ui, solving 
the following equation: 
   ikttki dttvtuu 1 )())(()( 1CC . (36) 
The discontinuity can be skipped this way and the Taylor series expansion is 
still applicable. 
 
Fig. 15 – Example of feedrate correction. 
A quadratic equation vs(t) obtained from a s-shape profile is changed into a 
linear equation vs2(t) that covers the same desired distance d and is suitable for 
second order Taylor approximation without suffering negative effects due to 
truncation of v(t). 
 
3.2.3.4. Linear approximation 
This method allows to further reduce interpolation error after the Taylor 
approximation has been computed. It uses an iterative approach that calculates 
a new value for u(tk) and iterates until a desired precision is met. However, since 
the execution time of the interpolation module must be bounded, a maximum 
number of steps is imposed. 
The function dr(u) that links the parameter u with the distance between position 
at u and last position is defined as 
))(()()( 1 kr tuuud CC . (37) 
Using linear approximation method, dr(u) is approximated with a linear function, 
as shown in , and it can be inverted obtaining Fig. 16
)()( ar
ab
ab
ar dddd
uuudu 
 . (38) 
(38)Formula  is used to calculate u(d) at each linear approximation step, with d 
as the desired distance obtained from (31). ub is the parameter value calculated 
in the previous step (or Taylor approximation for the first step) and ua is initially 
u(tk−1) and after each step, if d > db, is updated with value of ub so that da is 
always smaller than d. The procedure is iterated until the desired precision is 
met, or until the maximum number of linear approximation steps is reached. 
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Fig. 16 – Example of linear approximation of dr(u). 
Solid line represents dr(u), that is the distance between point corresponding to u 
and point corresponding to u(tk−1). Dashed line is the linear approximation of the 
function. In order to describe the linear function, two calculated values of dr(u) 
and the corresponding values of u must be known. In this example, da and db 
are the known value of dr(u), and ua and ub their corresponding values of u. 
 
3.2.4. Concurrency and real-time considerations 
Segmentation module, look-ahead module and interpolation module (shown in 
) can run simultaneously. Segmentation and look-ahead modules have 
no time constraints and communicate through the segmentation buffer with a 
producer/consumer paradigm. Interpolation module produce commands for the 
position control at constant time intervals, so it must be implemented as a real-
time task with period T. 
Fig. 11
Flow-chart of interpolation module is shown in . Computation of position 
and curve derivatives are realized using algorithms described in [5] that have 
complexity O(p2), where p is the degree of NURBS curve. Other steps of the 
flow chart are realized without iterations, so their complexity is constant O(1). 
Computation of position and curve derivatives is iterated for nsteps + 1 times, 
where nsteps is the maximum number of linear approximation steps, however, 
nsteps is a configurable parameter of the algorithm and it does not depends on the 
input data, so the total complexity of the algorithm is O(p2). In order to calculate 
a time-bound for the interpolation module, a maximum value for the degree of 
the curve must be imposed. Conventional CNC systems usually support 
NURBS up to the third degree. 
Fig. 13
Note that, while the proposed interpolator can be time-bounded, once a 
maximum curve degree is fixed, most sophisticated existing algorithms 
[7][10][11] use iterative computations that depend on the curve shape in 
addition to the degree. 
Look-ahead module and interpolation module communicate using look-ahead 
buffer. If the interpolation module consumes data too fast and the look-ahead 
module cannot provide more data, the interpolator slows down according to 
desired feedrate profile and stops without negative consequences. This 
behavior is ensured by the look-ahead technique. However, such situations 
should not happen in efficient NURBS interpolations since they significantly 
increase machining time. 
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3.2.5. Configurability considerations 
The proposed algorithm can be configured in order to meet different 
requirements of machining quality, production throughput and computational 
power. If some of the constraints are relaxed, machining time of a workpiece 
decreases, increasing the throughput. Furthermore, the algorithm can be 
adapted in order to respect new constraints that can be expressed as a feedrate 
limit calculated in function of geometric properties of the curve. The new 
feedrate limit will be added to limits specified in section 3.2.1.1. 
In order to adapt the algorithm to the available computational power, the 
interpolation module can be configured to use different approximations of Taylor 
expansion (first, second and third order). In addition, the maximum number of 
linear approximation steps can also be configured. A better approximation 
method reduces interpolation errors that cause feedrate fluctuations, degrading 
machining quality. 
3.3. Results 
The test case is presented and performances of various configurations of the 
interpolator are discussed in this section. The provided results are obtained 
from both simulations and experimental tests. 
3.3.1. Test case 
NURBS interpolators performances are evaluated using test curves.  
shows the NURBS used as test case in this study. Its parameters are: 
Fig. 17
 degree p = 3; 
 control points (Pi):   (mm); 
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 weights (wi): {1, 200, 200, 1, 200, 200, 1}; 
 knots (ui): {0, 0, 0, 0, 0.5, 0.5, 0.5, 1, 1, 1, 1}. 
This test curve has been chosen because it has both low curvature and high 
curvature zones, so it can show the advantages of using a segmented approach 
over a classical algorithm such as [3]. Under the technological point of view, the 
selected curve is interesting too, since high curvature zones are critical for 
workpiece quality due to both feedrate variations and inertial effects on the 
cutting tool. This path is at the same time quite simple, which could make it 
easier to detect quality defects on the workpiece due to the various algorithms. 
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The algorithm has been implemented on an industrial CNC controller [44] with a 
Core 2 Duo CPU and Windows XP Embedded operating system with RTX real-
time extensions. Software simulations were performed using this configuration 
and their results are discussed in section 3.3.2. Simulations are useful for 
checking if the feedrate profile produced by the interpolator can respect the 
constraints. However, simulations cannot provide any information about the 
effect of the feedrate profile on the position control system. It has to be pointed 
out as one of the main advantages of the proposed approach is the capability to 
limit centripetal acceleration and jerk: such motion characteristics play a 
fundamental role on the mill dynamics during milling operations and could 
interact with the process forces producing positional drifts. Experimental 
evaluation is necessary to verify that the proposed interpolator does not 
introduce undesired effects during machining and that it can actually improve 
machining quality. So, algorithm performances were evaluated also through 
experimental tests on a KERN Evo milling machine [45] controlled by an 
Heidenhain iTNC 530 CNC [19]. Experimental results are discussed in 3.3.3. 
 
Fig. 17 – The test NURBS curve. 
(a) Curve representation on the plane. 
(b) Curvature of the NURBS with respect to parameter u. 
 
Table 1
Table 1
 lists the interpolator parameters used for the simulations, while  
lists the parameters used for experimental tests. The choice of acceleration and 
jerk limits depends on the servo systems characteristics, the chord error 
tolerance is chosen depending on the desired machining precision and the 
interpolator period must be dimensioned so that the real-time constraints are 
not violated. Values in  represent a typical scenario. Note that jtmax must 
be greater than jamax in order to correctly use equation (21). 
Table 2
The interpolator is configured to respect all of the constraints and to use third 
order Taylor approximation with two steps of linear approximation. 
 
Symbol Parameter Value 
εmax Chord error tolerance 0.2 μm 
T Interpolator period 0.5 ms 
Vcomm Commanded feedrate 100 mm/s 
acmax Maximum centripetal acceleration 1000 mm/s2 
atmax Maximum tangential acceleration 1000 mm/s2 
jcmax Maximum centripetal jerk 50000 mm/s3 
jtmax Maximum tangential jerk 50000 mm/s3 
jamax Maximum derivative of tangential acceleration 25000 mm/s3 
Table 1 – Test parameters of the interpolator used for the simulations. 
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Symbol Parameter Value 
εmax Chord error tolerance 0.5 μm 
T Interpolator period 3 ms 
Vcomm Commanded feedrate 15 mm/s 
acmax Maximum centripetal acceleration 800 mm/s2 
atmax Maximum tangential acceleration 8000 mm/s2 
jcmax Maximum centripetal jerk 20000 mm/s3 
jtmax Maximum tangential jerk 20000 mm/s3 
jamax Maximum derivative of tangential acceleration 10000 mm/s3 
Table 2 – Test parameters of the interpolator used for the experimental tests. 
 
3.3.2. Simulations results 
In this section, the results of the simulations are described. The performances 
of the proposed algorithm with all the constraints enabled are shown in order to 
verify the fulfillment of the constraints. Furthermore, the reconfiguration 
capability of the interpolator is also verified. 
3.3.2.1. Basic results 
An evaluation of the interpolation of the test curve ( ) has been 
performed. The interpolator was configured to respect all the supported 
constraints: chord error, acceleration and jerk.  shows results. The total 
machining time is 2.3065 s. Graph (a) shows the feedrate during time. It slows 
down on high curvature zones in order to respect constraints. Graphs (b) and 
(c) show acceleration tangential and centripetal components. They both are 
within the limits (marked with the dashed lines). Graphs (d) and (e) show 
tangential and centripetal components of jerk. They are within the limits (marked 
with the dashed lines) too. Finally, graph (f) shows chord error over time. Chord 
error too is within the given tolerance. Performances of the algorithm are 
compared to the ones of an interpolator using a similar approach, but a different 
segmentation scheme [13]. It will be referred as “max-segmented”, since it splits 
the curve where its curvature function has local maxima. With max-segmented 
approach, each segment starts with a maximum that determines initial feedrate, 
contains a minimum that determines maximum feedrate and ends with another 
maximum that determines final feedrate. This approach, however, ensures that 
constraints are respected only for points where curvature has maxima and not 
for the whole curve. Performances of the algorithm are also compared to the 
adaptive interpolator [6] that changes the feedrate in order to limit chord error, 
without using any acceleration control method. Finally, performances of the 
algorithm are compared to the classical speed-controlled interpolator [3] that 
does not consider any geometry-based constraint and uses a linear feedrate 
profile that limits tangential acceleration.  shows results of other 
interpolators (max-segmented, adaptive and speed-controlled). The graphs 
show that other algorithms cannot respect the constraint limits (marked by 
dashed lines). 
Fig. 17
Fig. 18
Fig. 19
 
Fig. 18 – Results for the proposed interpolator. 
(a) Feedrate over time. (b) Tangential acceleration over time. 
(c) Centripetal acceleration over time. (d) Tangential jerk over time. 
(e) Centripetal jerk over time. (f) Chord error over time. 
Dashed lines mark limits that should not be exceeded to fulfill constraints. 
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Fig. 19 – Simulation results for other algorithms. 
(a), (b) and (c) Feedrate over time for max-segmented, adaptive and speed-
controlled, respectively. (d) Centripetal jerk over time for max-segmented. 
(e) Tangential acceleration over time for adaptive. (f) Chord error over time for 
speed-controlled. 
Dashed lines mark limits that should not be exceeded to fulfill constraints. 
 
3.3.2.2. Configurability results 
In this section, we release some constraints of the proposed interpolator so that 
it behaves like max-segmented interpolator, adaptive interpolator and speed-
controlled interpolator; performances are then compared. 
3.3.2.2.1. Max-segmented interpolator 
Max-segmented interpolator cannot limit centripetal jerk, centripetal acceleration 
and tangential jerk (but it uses an s-shape profile, so it can limit the derivative of 
tangential acceleration), so those constraints have been disabled in the 
configurable interpolator.  shows simulation results. Graphs (a) and (b) 
show feedrate results for the proposed interpolator and max-segmented 
interpolator, respectively. Both interpolators slow down on high curvature zones 
in order to respect chord error tolerance. Max-segmented interpolator 
decelerates until the minimum feedrate is met, then immediately starts to 
accelerate. The proposed interpolator, instead, maintains the feedrate at the 
minimum limit for a whole segment, so it is a little slower. Graphs (c) and (d) 
show the derivative of tangential acceleration for the proposed interpolator and 
max-segmented interpolator, respectively. The proposed interpolator keeps the 
derivative of tangential acceleration always within the limits, while max-
segmented exceeds the limit on high curvature zones. This is due to the 
interpolation error that is greater in max-segmented since it uses a second-
order Taylor approximation while the proposed algorithm uses a third order 
Taylor approximation with two steps of linear approximation. Graphs (e) and (f) 
show the chord error for proposed interpolator and max-segmented interpolator, 
respectively. The tolerance value is respected in both cases. 
Fig. 20
Relaxing the constraints causes a reduction of the machining time, so the 
production throughput increases. The machining time of the max-segmented 
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interpolator is 1.298 s, that is 43.72% less than the machining time of the 
proposed interpolator with all of the constraints enabled (2.3065 s). However, 
when the proposed interpolator is reconfigured and the undesired constraints 
are relaxed, its machining time is 1.3525 s (41.36% less than the proposed 
interpolator with all the constraints). 
 
Fig. 20 – Results comparison between the proposed interpolator (left) and max-
segmented interpolator (right). 
(a) and (b) Feedrate over time. 
(c) and (d) Derivative of tangential acceleration over time. 
(e) and (f) Chord error over time. 
Dashed lines mark limits that should not be exceeded to fulfill constraints. 
 
3.3.2.2.2. Adaptive interpolator 
Adaptive interpolator only limits chord error, so the proposed interpolator is 
configured to use only chord error constraint and acceleration/deceleration 
control is disabled so that the feedrate used during interpolation is always the 
feedrate limit of the segment. Fig. 21 shows results. Graphs (a) and (b) show 
feedrate results for proposed interpolator and adaptive interpolator, 
respectively. The adaptive interpolator suffers from feedrate fluctuations in high 
curvature zones that cause the exceeding of the commanded feedrate. 
Fluctuations are caused by the interpolation error, since the adaptive 
interpolator uses a first order Taylor approximation. The proposed algorithm 
does not suffer from noticeable feedrate fluctuations since it uses third order 
Taylor approximation and two steps of linear approximation. Graphs (c) and (d) 
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show chord error results for proposed interpolator and adaptive interpolator, 
respectively. In both cases, chord error is confined even though the tolerance 
value is slightly exceeded because of the approximation error of . (15)
The machining time of the adaptive interpolator is 0.912 s (60.46% less than the 
proposed interpolator with all the constraints), while the machining time of the 
proposed interpolator with only the chord error limit is 0.9275 s (59.79% less 
than when all the constraints are enabled). 
 
Fig. 21 – Results comparison between the proposed interpolator (left) and 
adaptive interpolator (right). 
(a) and (b) Feedrate over time (c) and (d) Chord error over time 
Dashed lines mark limits that should not be exceeded to fulfill constraints. 
 
3.3.2.2.3. Speed-controlled interpolator 
The speed-controlled interpolator does not respect any constraints and it uses a 
linear feedrate profile that limits tangential acceleration. So, the proposed 
interpolator is configured not to consider any constraint during segmentation 
and to use a linear feedrate profile.  shows simulation results. Graphs (a) 
and (b) show feedrate results for proposed interpolator and speed-controlled 
interpolator, respectively. Since speed-controlled interpolator uses a first order 
Taylor approximation method, the feedrate fluctuations at high curvature zones 
are very high and cause the exceeding of commanded feedrate. Graphs (c) and 
(d) show tangential acceleration results for proposed interpolator and speed-
controlled interpolator, respectively. Feedrate fluctuations cited above cause 
high acceleration peaks, that are the first four peaks in graph (d). The last peak 
is due to the mismatch between desired feedrate profile and actual feedrate. 
The actual curve ends before the generated profile can reach 0 mm/s, causing 
high instantaneous deceleration that exceeds the constraints. This mismatch is 
caused by high interpolation error. So, the speed-controlled interpolator cannot 
confine tangential acceleration for all points of the curve, while the proposed 
interpolator can, since it has low interpolation error (it uses third order Taylor 
approximation and two steps of linear approximation). 
Fig. 22
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The machining time of the speed-controlled interpolator is 0.9815 s (57.45% 
less than the proposed interpolator with all the constraints), while the machining 
time of the proposed interpolator with tangential acceleration constraints is 
0.9865 s (57.23% less than when all the constraints are enabled). 
 
Fig. 22 – Results comparison between the proposed interpolator (left) and 
speed-controlled interpolator (right). 
(a) and (b) Feedrate over time. (c) and (d) Tangential acceleration over time. 
Dashed lines mark limits that should not be exceeded to fulfill constraints. 
 
3.3.3. Experimental results 
Simulation results have shown that the feedrate profile generated by the 
proposed interpolator fulfills all the constraints. In order to prove that it does not 
introduce vibrations and that it can improve machining quality, the results of the 
experimental tests are shown in this section. 
Experimental tests were performed on a KERN Evo milling machine. The tool-
path shown in  is machined on a 2017A aluminum alloy block using a 6 
mm diameter HSS mill (Garant 191200, 3 teeth), a spindle rotational speed of 
18568 rpm and a commanded federate of 900 mm/min (15 mm/s). The 
proposed interpolator is configured in order to respect all the constraints and the 
interpolation period is set to 3 ms. A picture of the machined tool-path is shown 
in Fig. 23. 
Fig. 17
In order to compare results, experimental tests of the max-segmented 
interpolator were performed too. Only this interpolator has been chosen for 
comparison because it has already been proved in [13] that it can improve 
machining quality compared to the adaptive and the speed-controlled 
interpolators. Moreover, these interpolators cannot limit the jerk (as shown in 
simulations), so they could be dangerous for the applied milling machine. 
Contour error (i.e. the distance between the actual tool position and the desired 
tool-path) is the metric used to measure the machining quality. Results also 
include the tracking error for each axis, that allows the evaluation of the effects 
of the interpolator on the position control system. 
Table 3 shows a comparison of tracking error, contour error and machining time 
between the max-segmented interpolator and the proposed interpolator. The 
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results indicate that the proposed interpolator is able to reduce both tracking 
error and contour error. 
 
Fig. 23 – The machined tool-path. 
 
Contour error 
(μm) 
Tracking error 
X (μm) 
Tracking error 
Y (μm) Interpolator 
MAX RMS MAX RMS MAX RMS 
Machining 
Time (s) 
Max-segmented 2.37 0.23 1 0.16 2.2 0.23 6.264 
Proposed 1.58 0.19 0.7 0.14 1.5 0.18 6.711 
Table 3 – Tracking error, contour error and machining time results for the 
proposed interpolator and the max-segmented interpolator. 
Note: MAX stands for “Maximum” and RMS stands for “Root Mean Square”. 
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Fig. 24 shows the errors behavior over time. High contour and tracking error 
values can be found in correspondence of high curvature zones. The proposed 
interpolator, however, can reduce these peaks since it slows down more than 
the max-segmented interpolator to keep acceleration and jerk controlled. Max-
segmented interpolator cannot directly limit centripetal acceleration and jerk, so 
it does not take them into account even if they could affect the cutting quality, 
especially on geometrical features, as thin walls, which are particularly sensible 
to mill inertial reactions. 
 
Fig. 24 – Experimental results comparison between the proposed interpolator 
(left) and max-segmented interpolator (right). 
(a) and (b) Feedrate over time. (c) and (d) Tracking error over time. 
(e) and (f) Contour error over time. 
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Fig. 25 shows the differences between the desired tool-path and the actual 
machined tool-path for both max-segmented and the proposed interpolator in 
high curvature corners of the figure. It can be noted that when approaching high 
curvature zones, the control action necessary to turn the tool causes a deviation 
from the programmed path. Since max-segmented interpolator approaches 
these sensitive zones at higher speed, it causes a deviation that is more 
marked in both the magnitude of the deviation and the length of the deviated 
path. The proposed interpolator reduces this deviation, machining these zones 
at smaller feedrate, according to the constraints. 
 
Fig. 25 – Comparison between desired and actual tool-path for both max-
segmented and proposed interpolator in the bottom right corner of the NURBS. 
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4. INTRODUCTION TO IEC STANDARDS FOR PLC AND 
DISTRIBUTED AUTOMATION 
In this chapter the IEC 61131-3 standard for PLC programming and the IEC 
61499 standard for distributed automation are presented to furnish the 
background for the next chapter. Section 4.1 describes the IEC 61131-3 
standard, while section 4.2 describes the IEC 61499 standard. Finally, section 
4.3 discusses the challenges to the integration of both standard. 
4.1. IEC 61131-3 standard 
The PLC  is a digital device that was invented to replace the sequential relay 
circuits for machine control that were based on electromechanical components. 
The PLC function is to look at its inputs and depending on their value and 
internal state, changing the value of its outputs. This is done according to a 
program that gives the desired results. The typical PLC works cyclically, 
repeating the three following operations: reading of the inputs; execution of the 
control program and update of the outputs. 
IEC published the IEC 61131 standard [22] to define the hardware and software 
characteristics of a PLC and its programming aspects. The need for the 
standard derived from the proliferation of PLCs produced by different vendors, 
each one with its own characteristics and programming language. Without a 
common programming interface, companies would have to sustain higher 
training costs for personnel and code reuse would be impossible. 
In the following sections we introduce the third part of the standard that focuses 
on programming aspects of a PLC. The standards defines five programming 
languages and some common elements to all the languages. 
4.1.1. IEC 61131-3 software model 
The standard defines a software model (shown in Fig. 26) to describe the 
relationships between the different elements of the standard.  
The model is organized in a hierarchical structure, where each element of 
higher level contains the elements of its lower level. At the highest level, the 
configuration represents the entire software required to solve a particular control 
problem. The configuration is specific to the control system, including the 
arrangement of the hardware, processing resources, memory addresses f or I/O 
channels and system capabilities. Inside the configuration, one more resources 
can be defined. A resources represents a processing unit that is able to execute 
IEC programs. Physically it can correspond to a board with a CPU. Within a 
resource, one or more tasks can be defined. Tasks control the execution of a 
set of programs and/or function blocks. They can be executed cyclically, 
periodically (at regular time intervals) or upon the occurrence of particular 
conditions such as the change of a variable. Programs contains the software 
elements necessary to perform the control logic. Usually the program consists 
of a network of basic code modules (Functions and Functions Blocks) that 
exchange data in order to produce the desired results. Function, Function 
Blocks and Programs are called Program Organization Units (POUs) and they 
allow to structure the software in reusable modules. They can be written in any 
of the five IEC languages and can be invoked from other code modules (except 
the programs) even if they are written in a different language. For this reason 
the definition of their interface is independent from the language. 
 
Fig. 26 – The IEC 61131-3 software model. 
Dashed lines shows use relationships between elements. 
Striped blocks represent system variables 
 
4.1.2. Data types 
The definition of data types is common to all the languages in order to make 
possible the exchange of data between POUs written in different languages. 
The standard defines a set of elementary data types such as bit strings (BOOL, 
BYTE, etc.); integer types, real types, etc. The standard also defines the 
memory occupation and default initial value for each type. 
The languages are strongly typed in order to prevent most common 
programming errors but it is possible to use generic types (ANY, ANY_NUM, 
ANY_BIT, etc.) in the definition of the interface of a POU. These types can be 
used to implement adaptable functionalities. 
The developer can also define some derived data types typical of high level 
programming languages such as arrays (set of elements of the same type) or 
structures (set of elements of different types). 
4.1.3. Variables 
Data needed for the software that realizes the control logic are stored in 
variables. Variables can be defined inside different elements of the model, 
specifying the name, the data type and an eventual initial value. Normally, the 
scope of a variable is limited to the POU in which it is declared but it is also 
possible to declare variables with global scope. Additional property can also be 
specified: the RETAIN keyword allows to define a variable which value is kept 
even in case of loss of power and the CONSTANT keyword prevent the 
modification of the value of the variable. It is also possible to specify the 
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address of the variables in the I/O channel memory of the PLC, but only for 
variables declared in configuration, resource or programs, in order to favorite 
the portability and the reuse of functions and function blocks (specifying the 
address of the variable limits the reuse of the POU). 
4.1.4. Functions 
The functions are reusable POUs that have input parameters and compute a 
return value. This value only depends on the input parameters and not on the 
status of the internal variables so that executing in different times the same 
function with the same parameters, the result does not change. A function body 
may contain function calls but not function block calls. Recursion is not allowed 
by the standard. Fig. 27 shows an example of function. The MUL function is 
used to multiply two numbers and returns the result. 
MUL
ANY_NUM
ANY_NUM
ANY_NUM
 
Fig. 27 – The IEC 61131-3 MUL Function. 
It takes two generic numbers as parameters and returns their multiplication as 
return value. 
4.1.5. Function blocks 
The function blocks are reusable POUs that have input and output parameters. 
Output values depends not only on input parameters but also on internal state 
of the function block. Since they can keep track of the past, they need some 
memory to store their internal variables, so, before it can be utilized, a function 
block must be instanced. Multiple instances of the same function block can be 
present in the same POU and each one has its internal state that evolves 
independently from the others. Invocation of function blocks inside other 
function blocks is permitted, while recursion is not allowed. Function blocks can 
be considered as the software equivalent to integrated circuits that perform 
specialized control functions. Fig. 28 shows an example of function block that 
realizes a timer: a typical situation where keeping the internal state between 
consecutive invocations of the function block is required. 
TON
IN
PT
BOOL
TIME
Q
ET
BOOL
TIME
inst1
 
Fig. 28 – The IEC 61131-3 On-delay timer Function Block. 
Timer is activated on the rising edge of IN input. After PT time is passed, Q 
output is set and remains set until IN is reset. ET output indicates the elapsed 
time. 
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4.1.6. Programming languages 
The IEC 61131-3 standard defines five programming languages to write the 
code of the POUs. In the next sections they will be presented. 
4.1.6.1. Instruction list 
Instruction List (IL) is a low level textual programming language that resembles 
assembler. A program written in IL consists of a sequence of instructions (that 
may be preceded by a label and followed by a comment) separated by lines. 
Each instruction consists of one operator (that is the command), one optional 
modifier and one operand (that may be a variable or a constant). The 
instructions have an implicit second operand, the accumulator. Control flow of 
the program is achieved via jump instructions. Fig. 29 shows an example of IL 
code. 
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START:  LD    A (* load A *) 
        ANDN  B (* and not B *) 
        ST    C (* store C *) 
Fig. 29 – Example of IL code. 
The program performs a NAND operation between variables A and B and 
stores the result in variable C. 
 
4.1.6.2. Structured text 
Structured Text (ST) is a high level textual programming language inspired by 
languages such as Pascal or BASIC. It allows to write in few lines of code 
complex programs that require many IL instructions. It contains all the essential 
constructs of a modern programming language, including selection branches 
(IF-THEN-ELSE and CASE OF) and iteration loops (FOR, WHILE and 
REPEAT). These elements can also be nested. It can be used excellently for 
the definition of complex function blocks, which can be used within any of the 
other languages. Fig. 30 shows an example of ST code. 
 
IF A > 100 THEN 
    B:=100; 
ELSE 
    B:=50; 
END IF 
Fig. 30 – Example of ST code. 
The program assigns to variable B the value 100 or 50 respectively if value of 
variable A is greater than 100 or not. 
 
4.1.6.3. Ladder diagram 
Ladder Diagram (LD) is a graphical language based on relay logic circuits, that 
were used to perform automation tasks before the invention of PLCs. A program 
consists in a network of contacts and coils associated to variables. The network 
is organized as a ladder, with two vertical rails and a series of horizontal rungs 
where the elements of the language are positioned. Contacts lead the power 
from left to right if the associated boolean variable is set and coils set the 
associated variable if they are powered or reset it if they are not. In addition, LD 
supports control flow instructions as jump and return.  shows an example 
of LD program. 
Fig. 31
 
Fig. 31 – Example of LD code. 
The first rung performs an AND operation between variables a and b associated 
to contacts and stores the result into variable c associated to a coild. The 
second rung performs an OR between x and y and stores the result into z. 
 
4.1.6.4. Function block diagram 
Function Block Diagram (FBD) is a graphical language where the program is a 
network of graphical blocks (functions or function block instances) 
interconnected like in electronic circuit diagrams. The graphical blocks process 
the signals connected to their inputs and transmit the results to the wires 
connected to the outputs. So, the behavior of the control algorithm is described 
by the flows of signals between the different elements.  shows an 
example of FBD code. Note that using a circle on the input of a function block 
negates its value and feedback is allowed. 
Fig. 32
timeOFF
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timeON
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Fig. 32 – Example of FBD code. 
The program realizes a simple square wave generator using two on-delay timer 
function blocks (described in Fig. 28). 
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4.1.6.5. Sequential function chart 
Sequential Function Chart (SFC) is a graphical language derived from Petri nets 
and is used to describe the sequential behavior of a control program. SFC gives 
a particular structure to the control program that helps the programmer in 
decomposing the entire control application in simpler parts that can be executed 
in different times. 
The main elements of the language are steps, actions and transitions.  
shows these elements. Each step represents a particular state of the system 
that performs a different control action than the other states. When a step is 
active, the transitions departing from that step are checked. Each transition is 
associated with a condition. When this condition becomes true, the step is 
deactivated and the next step is activated. Steps are linked to action blocks that 
may activate or deactivate control actions depending on the qualifier specified in 
the left field of the action block. For example, in , Action 1 has the 
qualifier “N” so it is executed cyclically while Step 1 remains active. Action 2 has 
the qualifier “S” so it starts its cyclic execution when Step 2 is activated and 
continues even after the deactivation of the step. Each element can be 
programmed in any of the IEC languages, including SFC itself. 
Fig. 33
Fig. 33
SFC also provides support for alternative sequences and parallel sequences 
that are commonly required in batch applications. For instance, one sequence 
can be used for the primary process, and a second sequence for monitoring the 
overall operating constraints. 
Step 1
Step 2
Step 3
Action 1N
Action 2S
Transition 1
Transition 2
 
Fig. 33 – Main elements of the SFC language: steps, transitions and actions. 
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4.2. IEC 61499 standard 
Distributed control provides many benefits (scalability, reliability, maintainability 
and so on) to manufacturing industry [23] but it complicates the design of the 
control system [24]. The IEC 61499 standard [25][46] for distributed control and 
automation has been proposed to simplify the design of distributed control 
systems, incorporating advanced software engineering concepts such as 
encapsulation of functionality, component-based design and event-driven 
execution. 
The standard defines an open architecture for modeling and designing control 
applications that can be distributed across different interconnected hardware 
devices. In the following sections we present fundamental concepts of IEC 
61499 function blocks and how they can be composed to design decentralized 
control applications. 
4.2.1. The IEC 61499 function block 
In IEC 61499, the function block is the elementary reusable and portable 
software component. The standard defines three types of function blocks: basic 
function blocks; composite function blocks and service interface function blocks. 
 shows the external interface of a function block. Even though the term 
function block is known from IEC 61131-3, IEC 61499 extends the concept of 
function block by adding some characteristics. As in the IEC 61131-3 standard, 
function blocks may have inputs and outputs, but IEC 61499 introduces a 
distinction between data and event input/output signals. It is also possible to 
make an association between the events and data inputs/outputs indicated by 
vertical lines connecting the event and the associated data inputs/outputs. 
Variables associated with data inputs/outputs are updated only when an 
associate event occurs. 
Fig. 30
 
Fig. 34 – External interface of an IEC 61499 function block [46]. 
 
Events are used to control the execution in an interconnected network of 
function blocks, while data input/outputs are used to exchange data between 
the blocks. The IEC61131-3 data types are adopted by the standard for defining 
the type of data inputs/outputs. 
45 
 
The standard also defines a number of standard function blocks for basic 
functionalities such as splitting or merging events, generation of events with 
delays or cyclically, etc. 
4.2.1.1. Basic function blocks 
Basic function blocks, in addition to inputs and outputs, may have internal 
variables, one or more algorithms, and an execution control chart that controls 
the execution of the algorithms. The algorithms can be specified in any 
language supported by the implementation and usually IEC 61131-3 
programming languages are used. The internal variables of a function block 
cannot be accessed from outside and can only be used by the internal 
algorithms of the particular function block. Algorithm also can use data 
inputs/outputs for their computation. A representation of the basic function block 
is shown in Fig. 35. 
 
Fig. 35 – Scheme of a basic function block [46]. 
 
The invocation of the algorithms depends on the internal state of the function 
block an on the reception of particular events. The execution control function of 
the function block is specified by an Execution Control Charts (ECC for short). 
 shows an example. An Execution Control Chart is a finite state machine 
with a designated initial state. An ECC is made of states with associated actions 
(represented with rounded rectangles in ) and of state transitions 
(represented with by arrows). The actions contain algorithms to invoke and 
output events to issue when the execution of the algorithm completes. 
Fig. 36
Fig. 36
Each state transition is associated with a boolean condition that is a logic 
expression that may involve event input variables, input variables, output 
variables or internal variables of the function block. The event inputs are 
represented in the conditions as boolean variables that are set to true upon an 
event reception and cleared after all possible state transitions (initiated by a 
single input event) are exhausted. 
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Fig. 36 – An example of Execution Control Chart [46]. 
4.2.1.2. Composite function blocks 
The behavior of a composite function blocks is determined by a network of 
interconnected function block instances, as shown in . Fig. 37
 
Fig. 37 – Scheme of a composite function block [46]. 
 
4.2.1.3. Service interface function blocks 
Service Interface Function Blocks (SIFBs) implement interfaces for accessing to 
services provided by the device hardware or system software. They are usually 
provided by vendors of the equipment and the application developer is not 
supposed to develop this kind of blocks, differently from basic and composite 
function blocks. The implementation of service interface function blocks is 
usually hidden, but the standards provide a graphical notation for specifying 
their behavior: the time-sequence diagrams. 
Fig. 38 shows two generic service interface function blocks: the requester and 
the responder. The standards defines the behavior of these generic function 
blocks as a sort of guide-line for developing specific function blocks. The 
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requester function block provide a service when the application send a request 
event, while the responder function block is used for services initiated by the 
resource. 
 
Fig. 38 – Two generic service interface function blocks: 
the requester on the left and the responder on the right. 
 
The standard also provide definitions for some common event and data 
input/outputs. For example, the INIT event is used for initialization, INITO event 
for confirmation of initialization, REQ for service request, etc. 
QI and QO are respectively input and output qualifiers and allow to characterize 
and event with a positive or negative meaning. For example, INIT event with 
QI=true indicates an initialization request, while with QI=false it indicates a 
termination request. INITO with QO=true indicates a correct initialization, while 
QO=false indicates an initialization error. The notation INIT+ is used to indicate 
an INIT event with QI=true, while INIT- indicates an INIT event with QI=false. 
Fig. 39 shows time-sequence diagrams for the two function blocks. 
 
Fig. 39 – Time-sequence diagrams for requester (left) and responder (right) 
function blocks. 
 
48 
 
49 
 
Time-sequence diagrams allow to describe the services offered by the service 
ion Function Blocks are particular service interface function blocks. 
network of interconnected function block instances. An 
interface function block in an easy and intuitive way. For example, the normal 
service for the requester function block is requested with a REQ+ event with 
SD_1, … SD_m as input data. The resource performs its computation and 
issues a CNF+ event when finished. Output data are stored in RD_1, … RD_n 
and STATUS output is also updated to provide information about the result of 
the service. 
Communicat
The standard defines two generic types of communication paradigms: 
publish/subscribe for unidirectional communications and client/server for 
bidirectional communications. The publish function block is realized following 
the requester model and allows to send data through the network when the 
application performs a request. Data are received by a subscribe function block 
that is realized using the responder model, so when data arrives, it issues an 
event to signal the application. 
4.2.2. Application 
An application is a 
example of application is shown in Fig. 40. 
 
Fig. 40 – Example of application [46]. 
The application can be designed w thout worrying about the hardware 
 
i
configuration and it only defines the desired functionality of the system. In a 
second moment, the assignment of function blocks to processing units can be 
done as shown in Fig. 41. 
 
Fig. 41 – Distribution of the application on two different devices [46]. 
 
Communications function blocks must be added in order to perform 
communications between the different parts of application that runs on different 
devices as shown in Fig. 42 where publish/subscribe function blocks are used 
to realize inter-device event/data exchange. 
 
Fig. 42 – The distributed application after the insertion of communications 
function blocks. Publish/subscribe blocks are used [46]. 
4.2.3. The system configuration 
A system ( ) is a collection of one or more devices that control the 
process using actuators/sensors and communicate with each other using 
communication networks. Each device has a communication interface for data 
exchange with other devices and it also has a process interface that allows to 
use sensors and actuators to control the physical process. These interfaces are 
realized by service interface function blocks. The device contains resources. A 
Fig. 43
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resource is an independent functional unit that provides the functionalities of the 
communication interface and process interface to the application function 
blocks. In addition, it provides support for execution control of function block 
and for the scheduling and execution of the algorithms of basic function blocks. 
When an application is distributed on the devices, its function blocks are 
assigned to the resources of the devices. 
The system configuration consists of a model of the system that describes the 
devices, their resources and the network connections. For each resource, the 
assigned function blocks are also part of the configuration. 
Device 1 Device 2 Device 3 Device 4
Application 1
Application 2
Application 3
Communication Network
Controlled Process
Communication Interface
Process Interface
Resource A Resource B Resource C
Application 1
Application 2
Application 3
Communication Interface
Process Interface
Scheduling Function  
Fig. 43 – The model of the IEC 61499 system 
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4.3. Challenges to integration 
The different execution model represents a challenge to the reuse of IEC 
61131-3 code into an IEC 61499 FB. 
IEC 61131-3 FBs are invoked when their task is executed, while IEC 61499 FBs 
are invoked when an input event is received. Even though IEC 61131-3 allows 
to create event-driven tasks, the most used are the cyclic and periodic tasks, in 
fact many of the IEC 61131-3 FBs (such as the IEC 61131-5 FBs) are designed 
for a cyclic use and are not suitable for single executions of programs. So, the 
execution method of IEC 61131-3 is cyclic, while IEC 61499 adopts an event-
driven approach. Each method has its own advantages: the first approach is 
more predictable, so it is more suitable for real-time applications, while the 
second method allows better performance, since it invokes function blocks only 
when needed [4], however the two approaches are not compatible with each 
other, causing difficulties in the code reuse of IEC 61131-3 standard inside IEC 
61499 solutions. 
Another challenge is represented by global data handling. IEC 61131-3 allows 
the creation of global variables shared by different POUs that may be executed 
by different tasks. Such a programming approach is widespread in industrial 
automation. In IEC 61499, however, interactions between FBs only occur 
through their interface. This improves portability, maintainability and allows to 
easily distribute code across devices. Unfortunately, this difference prevent the 
reuse of IEC 61131-3 FBs that share global data in a IEC 61499 runtime 
environment without a complex reengineering process. 
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5. INTEGRATION OF EXISTING IEC 61131-3 SYSTEMS IN A 
DISTRIBUTED IEC 61499 SOLUTION 
In this chapter the proposed architecture [47] for the coexistence of IEC 61131-
3 and IEC 61499 standards in the same control environment is presented and 
the interface function blocks that allow inter-standard data exchange are 
described. In addition, a methodology for integrating existing IEC 61131-3 
systems in an IEC 61499 distributed solution using the proposed architecture is 
also presented with reference to a case study. The chapter is structured as 
follows: section 5.1 presents some related works,  the proposed architecture is 
described in section 5.2, in section 5.3 implementation strategies are discussed 
and a simple implementation is presented, while in section 5.4 a methodology of 
integration is presented via a case study. 
5.1. Related work 
A review of the research activity around the IEC 61499 standard is presented by 
Vyatkin in [24], while a preliminary work on the diffusion is presented by 
Thramboulidis in [48]. Works and studies about migration from IEC 61131-3 to 
61499 and coexistence of the standards are particularly relevant for the problem 
addressed in this thesis. 
Migration case studies are presented by Gerber et al. in [49] and Dai and 
Vyatkin in [50], where some real world IEC 61131-3 systems are re-designed in 
IEC 61149 systems. While the first one focuses on the translation of each IEC 
61131-3 code module into an IEC 61499 code module, the second one 
describes two different approaches to the redesign of the entire system. Both 
papers also give some general guidelines to simplify future migration 
processes. Similarly, Wenger et al. present in [51] and [52] some transformation 
rules to manually migrate a system. 
Even though the recommendations, guidelines and transformation rules can 
facilitate the migration process, it is still required a re-engineering process. So, 
automated approaches have been studied. Shaw et al. [53] presented an 
automated process to convert programs in ladder diagram into C programs to 
be included into IEC 61499 reusable code modules, while Wenger et al. [54] 
have automated the transformation of an entire IEC 61131-3 system following 
most of the rules presented in [51]. However, these approaches are incomplete 
and they are still not sufficiently compatible to convert a system without further 
human work to finish the migration process. Moreover, the code automatically 
generated has poor structure and it is not very readable, so it would be difficult 
to maintain. 
Zoitl et al. [34] discussed about the importance of the coexistence and 
harmonization of both standards, seeing IEC 61499 more as a complementary 
standard to IEC 61131-3, rather than a replacement. They proposed three 
different approaches to achieve harmonization between the two standards: 
1) parallel use of both standards with a communication interface to 
provide interoperability; 
2) IEC 61131-3 based system enhanced with IEC 61499 concepts; 
3) IEC 61499 based system enhanced with IEC 61131-3 concepts. 
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To the authors’ best knowledge, there is not much research or commercial work 
based on the first approach other than a proposed annex [55] that defines an 
interface that allows IEC 61499 to utilize some functionalities to write and read 
some remote variables and status information on IEC 61131-5 compliant 
devices. ISaGRAF [30] is a commercial solution that utilizes the second 
approach, implementing the IEC 61499 concepts in an IEC 61131-3 
environment. However, this implementation has some differences from the 
other implementations of the standard that are analyzed by Vyatkin and 
Chouinard in [56]. Sünder et al. [57] discussed the potentiality of a component 
based implementation of the third approach. In this thesis, we choose to follow 
the less explored first approach, as the others, while solving the problem of the 
coexistence, do not guarantee solutions that are full adherent to both the 
standards. 
5.2. Proposed architecture 
In this section the architecture of a distributed control environment based on 
coexistence of both IEC 61131-3 and IEC 61499 code is presented and the 
communication interface between the two standards is described. 
5.2.1. General architecture 
The proposed architecture ( ) consists in a control environment composed 
of different devices that provide execution capabilities for both IEC 61131-3 and 
IEC 61499 code modules. These code modules must be executed in full 
compliance with the standard they belong to (so IEC 61131-3 code maintains 
the task model, while IEC 61499 function blocks execution is event-driven). This 
results in a loose coupling of the IEC 61131-3 and 61499 control logic but also 
allows to maintain the programming paradigms of both standards unmodified. 
Fig. 44
Interactions between code of different standards are regulated by specific 
interfaces, called PLC Interfaces (PIs), that are designed by the system 
designer. Each PI is composed by a set of PLC Data Exchanges (PDEs), that 
can be of two types: 
 Data transfer PDEs: data are sent from a function block of one standard 
to a function block of the other standard; 
 Procedure call PDEs: a function block of one standard sends data to a 
function block of the other standard and also waits for response data. 
From the IEC 61499 side, the PLC interface is abstracted as a Service Interface 
Function Block (SIFB). Event and data inputs/outputs of the SIFB depend on 
the PDEs that the PI implements. For example, the SIFB shown in  (a) 
comprehends three PDEs: a procedure call PDE from IEC 61131-3 to IEC 
61499 and two data transfer PDEs, one for each direction. PDEs are realized by 
triggering and/or receiving events of the following types: 
Fig. 45
 REQ: data exchange request; 
 CNF: data exchange confirmation; 
 RESET: reset request; 
 IND: data exchange indication; 
 RSP: data exchange response. 
Each event input/output of the SIFB is associated to a single PDE, so if a 
particular kind of event is required by more than one PDE, it must be replicated 
(as shown in  (a) where the IND event is replicated). Associations 
between event and data input/outputs indicates the parameters to be 
exchanged. The general idea is to abstract an IEC 61131-3 device (or one of its 
functionalities) using a PLC interface that hides the actual IEC 61131-3 program 
and only shows the interface as a SIFB. 
Fig. 45
 
Fig. 44 – The proposed architecture. 
IEC 61499 and IEC 61131-3 control logic coexist in the same control 
environment. Interactions between IEC 61131-3 programs and IEC 61499 
applications occur through PLC Interfaces (PIs) that are realized using interface 
function blocks performing PLC data exchanges (PDEs). Execution semantics 
of each standard are not modified, so IEC 61131-3 programs are mapped to 
tasks while IEC 61499 applications have event-driven execution. 
 
From the IEC 61131-3 side, the whole PLC interface cannot be represented by 
a single function block instance, since different data exchanges can occur in 
different programs executed by different tasks. So, each PDE of the PI is 
55 
 
performed by a different function block instance. Instead of defining a custom 
function block interface for data exchanges, the interfaces of the communication 
function blocks defined in the standard IEC 61131-5 are adopted. The PLC 
interface is modeled as an IEC 61131-5 communication channel, while PDEs 
are represented as services offered by the communication channel. In order to 
perform PDEs, instances of IEC 61131-5 communication function blocks are 
used.  (b) shows the IEC 61131-5 FBs used to realize the three PDEs 
described above. 
Fig. 45
(a) 
 
(b) 
 
Fig. 45 – Example of a PLC Interface composed of three PDEs: 
a Data transfer from IEC 61499 to IEC 61131-3 of parameter P1; a Data 
transfer from IEC 61131-3 to IEC 61499 of parameters P5 and P6; a Procedure 
call from IEC 61131-3 to IEC 61499 with P4 and P6 as input parameters and P2 
and P3 as response parameters. The interface is represented in the two 
standards as an IEC 61499 SIFB (a) and as IEC 61131-5 communication FBs 
(b). 
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5.2.2. Initialization of the PLC interface 
Before the communications between standards through a PLC interface can 
start, the PI must be initialized in order to allocate resources necessary for the 
data exchanges. The initialization procedure must complete only when both 
sides correctly perform resource allocation and are ready to communicate. 
From the IEC 61131-3 side, the initialization is performed by an IEC 61131-5 
CONNECT function block (shown in ) when the connection is enabled 
setting EN_C input to 1. The PARTNER input is used to indicate the identifier of 
the PI. When initialization is finished from both sides, the VALID output is set 
and the ID output will contain the channel descriptor. ERROR and STATUS 
outputs are used for error handling. 
Fig. 46
From the IEC 61499 side, the resources are allocated during the initialization of 
the SIFB (already shown in Fig. 45 (a)). According to the standard, the 
initialization is started on reception of the INIT event with the input qualifier (QI) 
set to true. When the initialization is correctly finished (from both sides), the 
output event INITO is issued with output qualifier (QO) set to true. 
 
Fig. 46 – The IEC 61131-5 CONNECT function block. 
 
5.2.3. Description of PDEs 
In this section, basic information about the types of PDEs considered in the 
architecture is provided. , ,  and  summarize 
information about the function blocks of both standards needed to perform 
PDEs and their interactions. Each figure describes a particular PDE, showing: 
Fig. 47
Fig. 47
Fig. 47
Fig. 48 Fig. 49 Fig. 50
a) the interface of the IEC 61131-5 FB used to perform the PDE from the 
IEC 61131-3 standard; 
b) the data and event input/outputs of the IEC 61499 SIFB relative to the 
PDE to be performed; 
c) time-sequence diagrams used to describe the interactions between the 
IEC 61131-5 FB and the IEC 61499 SIFB. 
The first examined PDE is the Data Transfer PDE from IEC 61131-3 to IEC 
61499 ( ). This PDE allows IEC 61131-3 programs to send data to IEC 
61499 applications. In order to accomplish this, IEC 61131-3 code must contain 
an instance of the IEC 61131-5 USEND function block, shown in Fig. 47 (a), 
that is used to communicate data to the instance of the SIFB associated to the 
PI contained in the IEC 61499 application, shown in  (b). As shown in the 
time-sequence diagram in Fig. 47 (c), when a rising edge is detected on the 
REQ input of the USEND FB, the PDE data (input parameters SD_1, … SD_n) 
are transferred to the SIFB (output parameters RD_1, … RD_n). The SIFB then 
trigger an IND+ event in order to indicate the data reception to the IEC 61499 
application. The USEND FB signals that data is sent pulsing the DONE output. 
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Fig. 47 – Data transfer PDE from IEC 61131-3 to IEC 61499: 
(a) IEC 61131-3 FB; (b) IEC 61499 SIFB; (c) time-sequence diagram. 
 
 
Fig. 48 – Data transfer PDE from IEC 61499 to IEC 61131-3: 
(a) IEC 61131-3 FB; (b) IEC 61499 SIFB; (c) time-sequence diagrams. 
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The Data Transfer PDE from IEC 61499 to IEC 61131-3 (Fig. 48) allows to IEC 
61499 applications to communicate data to IEC 61131-3 programs. An instance 
of the IEC 61131-5 URCV FB (  (a)) is used to receive data from the IEC 
61499 SIFB (Fig. 48 (b)). According to the IEC 61131-5 standard, the URCV FB 
instance must be cyclically invoked to check if new data are present. It can be 
enabled or disabled using the EN_R input. Fig. 48 (c) shows that the data 
transfer starts when a REQ+ event is received by the SIFB. If the URCV FB is 
enabled (EN_R input set to 1) data are transferred from the SD_1, … SD_n 
inputs of the SIFB to the RD_1, … RD_n outputs of the URCV FB and the NDR 
output of the URCV pulses to indicate the presence of new data. The SIFB can 
send a CNF+ event to indicate that the data transfer succeeded or it can send a 
CNF- event if the URCV is disabled to signal that the data transfer failed. 
Fig. 48
Procedure Call PDEs allow to send data from a standard to the other one and to 
receive some data in response realizing a sort of inter-standard procedure call. 
In order to perform a Procedure Call PDE from IEC 61131-3 to IEC 61499 (
), an IEC 61131-3 program must contain an instance of the IEC 61131-5 
SEND FB, shown in  (a), that is used to send data to the IEC 61499 SIFB 
shown in  (b). The SIFB signals the reception of data to the IEC 61499 
application that uses them to compute response data that the SIFB sends back 
to the SEND FB, completing the PDE. As shown in  (c), the procedure 
call starts on rising edge of REQ input of the SEND FB that transfer data from 
its SD_1, … SD_n inputs to the RD_1, … RD_n outputs of the SIFB. The SIFB 
sends an IND+ event to indicate the presence of new data. In order to send 
response data, the IEC 61499 application must put them in the SD_1, … SD_m 
inputs of the SIFB and send a RSP+ event. The SIFB then transfer the results 
back to RD_1, … RD_m outputs of the SEND FB that pulses the NDR output to 
indicate that response data is present. The SEND FB has also a R input that is 
used to reset the procedure call before the response data is received. In that 
case, the SIFB signals this behaviour to the application with an IND- event. 
Fig. 
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Fig. 49
Fig. 49
Fig. 49
The Procedure Call PDE from IEC 61499 to IEC 61131-3 ( ) allows IEC 
61499 applications to send input data to IEC 61131-3 programs and to receive 
response data from them. In order to do this, an instance of an IEC 61131-5 
RCV FB (  (a)) must be present in the IEC 61131-3 program. That 
instance must be periodically invoked in order to check if new data are received 
from the IEC 61499 SIFB (  (b)). When data are received, the RCV FB 
instance waits until the IEC 61131-3 program computes response data and then 
it sends them back to the SIFB. Fig. 50 (c) shows that the procedure call is 
initiated when a REQ+ event is received by the SIFB. The SD_1, … SD_m 
inputs of the SIFB are transferred to the RD_1, … RD_m outputs of the RCV FB 
(if it is enabled by EN_R) that pulses NDR to signal that data are received. 
Response data stored in the SD_1, … SD_n inputs of the RCV FB are 
transferred to the RD_1, … RD_n outputs of the SIFB when a rising edge of the 
RESP input is detected. The SIFB sends a CNF+ event to signal that the 
response has arrived. The SIFB also has a RESET event input that allows to 
stop waiting for the results of the procedure call. 
Fig. 50
Fig. 50
Fig. 50
The ID and R_ID inputs of IEC 61131-5 FBs are used to identify the particular 
IEC 61499 SIFB which should receive the data and the PDE to perform. ID 
must contain the channel descriptor of the PI, while R_ID must contain the 
identifier of the specific PDE. 
 
Fig. 49 – Procedure call PDE from IEC 61131-3 to IEC 61499: 
(a) IEC 61131-3 FB; (b) IEC 61499 SIFB; (c) time-sequence diagrams. 
 
 
Fig. 50 – Data transfer PDE from IEC 61499 to IEC 61131-3: 
(a) IEC 61131-3 FB; (b) IEC 61499 SIFB; (c) time-sequence diagrams. 
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5.3. Considerations on implementation 
The proposed architecture does not pose particular limits on the possible 
implementation, as long as: 
 the control environment (composed of different networked devices) is 
able to execute both IEC 61499 and IEC 61131-3 code in compliance 
with the execution policies defined by the standards; 
 IEC 61131-3 and IEC 61499 code are able to communicate via the 
defined interface. 
So, different implementation approaches are possible, for instance, a possible 
implementation could consider a control environment with some IEC 61499 only 
devices and some IEC 61131-3 only devices and the PDEs are realized as 
communications thorough the network. Another possible approach consists in 
realizing a dedicated runtime environment capable of executing both IEC 
61131-3 and IEC 61499 code, handling also the inter-standard communications. 
Also another approach can be the parallel execution of two runtime 
environments for both IEC 61131-3 and IEC 61499 standards on each device 
and the realization of a software layer for communication between the 
standards. A test implementation of the last approach has been realized. 
5.3.1. Used runtime environments and IDEs 
The proposed solution has been implemented on a PC based environment with 
Microsoft Windows. The runtime environment used for execution of the IEC 
61131-3 part of the system is ProConOS 4.0, developed by KW-Software [58] 
and the IDE (Integrated Development Environment) used to write code for 
ProConOS is MULTIPROG 4.8, also developed by KW-Software. Both 
ProConOS and MULTIPROG can be customized in order to add functionalities. 
ProConOS has been extended with custom-defined communication FBs written 
in C language to realize the PDEs. 
The IEC 61499 part of the system is realized using the open source runtime 
environment FORTE, developed in the scope of the 4DIAC initiative [59]. The 
IEC 61499 application is developed using 4DIAC-IDE that can send IEC 61499 
applications to FORTE. 4DIAC-IDE also allows to design interfaces for SIFBs 
that can be implemented in C++ language and included in FORTE. SIFBs 
realizing the PLC interfaces have been implemented in this way. 
5.3.2. Implementation strategy 
Data exchange between the two runtime environments is realized using inter-
process communication techniques. In particular, a shared memory approach is 
used, where each PDE has its own data buffer to store input and output 
parameters separated from other PDEs. Synchronization between the SIFBs 
and the IEC 61131-5 FBs is realized using semaphores. 
IEC 61131-5 FBs were developed and installed into ProConOS as C functions. 
Each invocation of the function block instance is executed as a function call and 
inputs, outputs and internal state are passed to this function as parameters. 
Each system call used in the IEC 61131-5 FBs is non-blocking, since the 
execution of IEC 61131-3 code is cyclic. 
SIFBs for the IEC 61499 part are more complex and are designed in FORTE as 
C++ classes. The behavior of a SIFB on the reception of events is defined by a 
particular function. However this is not sufficient to implement all the possible 
interactions, since SIFBs should also generate output events when a data 
exchange is initiated by IEC 61131-3. This is realized using an external event 
handler thread that waits for data from IEC 61131-3.  
5.3.3. Test prototype 
A test system has been designed to verify the feasibility of this implementation 
of the architecture. The system is composed of three different personal 
computers running both ProConOS and FORTE. The test application realizes a 
distributed AND between two boolean inputs (IN_1 and IN_2) sampled from two 
different computers (PLC_1 and PLC_2). The and function is calculated by a 
third personal computer (PLC_3) and the result is sent back to both PLC_1 and 
PLC_2 that update their outputs (OUT_1 and OUT_2). 
Fig. 53
Fig. 53
 shows the model of the system designed with IEC 61499 before the 
actual mapping on the devices (including initialization of FBs and insertion of 
communication FBs) is done. Each PLC interface abstracts a PLC and hides its 
implementation. The PI of PLC_1 (PI_1) includes only one PDE that realizes a 
procedure call from IEC 61131-3 to IEC 61499 with a boolean input parameter 
and a boolean output parameter, so it sends its input (IN_1) and waits for the 
response (OUT_1) before starting sending again.  shows the IEC 61131-
3 program running on PLC_1. The PI of PLC_2 (PI_2), instead, uses an 
asynchronous approach, using two data transfer PDEs: one for sending IN_2 to 
IEC 61499 and one for receiving OUT_2. In this way, it is not necessary to wait 
for the response before sending the updated value of IN_2. The PI of PLC_3 
(PI_3) includes a procedure call PDE from IEC 61499 to 61131-3 with two 
boolean inputs and one output that abstracts the and function. Since both data 
inputs of PI_3 are sampled only at the reception of the REQ event that is 
connected to PLC_1, it is necessary to store the last received value of IN_2 until 
it is sampled. This is done introducing a latch (E_D_FF) on PLC_3.  
shows the input and output values of PLC_1 and PLC_2 recorded using the 
MULTIPROG logic analyzer and demonstrates that the system correctly 
realizes the distributed AND. 
Fig. 52
 
Fig. 51 – The IEC 61499 model of the test system 
 
62 
 
 
Fig. 52 – The IEC 61131-3 program running on PLC_1. 
The program reads its input, performs the procedure call using the SEND FB 
and updates the output. The procedure call is triggered every 500 ms. 
 
 
Fig. 53 – Recorded values of input/output of PLC_1 and PLC_2. 
The system correctly performs the AND operation. 
 
5.4. Methodology and case study 
Basing on the proposed architecture and the PDEs described in section 5.2, it is 
possible to derive a methodology for the integration of IEC 61131-3 systems in 
a distributed IEC 61499 solution maintaining the existing IEC 61131-3 code. In 
this section, the methodology will be described, with reference to a case study. 
5.4.1. Description of the test case 
The test bed is a production line where the stations process a workpiece in 
sequence. Two particular units, shown in , and their interactions are 
considered in this case study. The unit on the left side is the feeder unit. It has a 
magazine of workpieces and a pusher to push workpieces out of the magazine, 
making them available for other units. On the right side, there is a transfer unit, 
that is a manipulator that moves workpieces from a left position to a right 
position. In this case, the transfer unit is used to take workpieces provided by 
the feeder and to transfer them to the next position, where they are supposed to 
be processed by other automated machines. In the initial configuration, the units 
are controlled using two independent IEC 61131-3 systems and each unit has 
no information regarding the status of the other one. A human operator is 
Fig. 54
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needed to give orders to the units for each workpiece to prevent clashes 
between mechanical parts. In order to automate this task, a proper control 
application must be designed. This control application needs information from 
both the feeder and the transfer units, so it is particularly suitable to be 
designed as a distributed control application using IEC 61499.  
This test case is largely inspired by the one presented in [60] (derived from [61]) 
but there are some substantial differences. In [60], both units (feeder and 
transfer) are controlled by a single centralized system and the authors show 
how it is possible to redesigning the control logic using IEC 61499 in order to 
allow distribution. In this thesis, the approach used is completely different: each 
unit is initially controlled by its own control system with its independent control 
logic and we show how it is possible to add IEC 61499 distributed control logic 
to the system. 
Transfer unit
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Fig. 54 – The mechatronic units for workpiece storage [61]. 
The feeder unit on the left pushes out workpieces from the magazine, while the 
transfer unit on the right transfer them to other stations. Each unit is controlled 
by a IEC 61131-3 PLC. The figure shows the input/output variables of each 
PLC. Their names are mostly self explanatory. An explanation of the less 
intuitive names follows: pos_e – position extended; pos_r – position retracted; 
vmon – workpiece sucked in; vcm_on/vcm_off – start/stop sucking a workpiece. 
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5.4.2. Initial configuration 
In the initial configuration, the feeder unit and the transfer unit are independent. 
The control panel of the feeder units has three buttons and three LEDs: the 
START and STOP buttons allow to turn the feeder unit on and off; the PUSH 
button pushes a workpiece out of the magazine; the ON LED indicates if the 
feeder unit is enabled, the PUSHED LED signals that a workpiece has been 
pushed out of the magazine and the EMPTY LED indicates that there are no 
more workpieces in the magazine. 
The transfer unit control panel has four buttons and three LEDs: the START and 
STOP buttons allow to turn the transfer unit on and off; the TRANSF button 
moves the manipulator arm to the left position, takes the workpiece from the left 
to the right position, leaves it in the right position and moves the arm back to the 
left position (so the next station can catch the workpiece without clashing); the 
FREE button allows to move the manipulator arm from the left to the right 
position, in other to allow the feeder to push another workpiece without 
clashing; the ON LED indicates if the transfer unit is enabled, the READY LED 
indicates that the transfer unit is ready to accept a workpiece from the feeder 
(the left position is free) and the MOVED LED indicates that a workpiece has 
been moved to the right position. 
The human operator must manually handle the synchronization between the 
units in the following way: 
1) the FREE button is pressed: the arm moves to the right position; 
2) wait for the READY LED to be lit to indicate the end of the operation; 
3) the PUSH button is pressed: a workpiece is pushed out of the 
magazine; 
4) wait for the PUSHED LED to be lit to indicate the end of the operation; 
5) the TRANSF button is pressed: the arm moves to the left position, 
takes the workpiece, moves the workpiece to the right position, leaves 
the workpiece and comes back to the left position; 
6) wait for the MOVED LED to be lit to indicate the end of the operation; 
7) command the next station to take the workpiece and go back to step 1. 
The IEC 61131-3 program that controls the feeder unit is shown in Fig. 55 (a). 
The used language is Function Block Diagram (FBD) and the program basically 
connects the input buttons and output LEDs to the Feeder Function Block that 
implements most of the control logic. For simplicity, the behavior of the Feeder 
FB is shown as a state chart diagram in Fig. 55 (b) that can be implemented 
with any IEC 61131-3 language. The EN input of the Feeder FB is used to 
enable or disable the function block. When the FB is enabled, the STARTED 
output indicates if the Feeder FB is enabled or disabled. When a rising edge is 
detected on the PUSH input, the BUSY output becomes active and a workpiece 
is pushed out of the magazine. When the operation is finished, the BUSY output 
is deactivated and the DONE output becomes high for one cycle. 
The IEC 61131-3 program that controls the transfer unit is shown in  (a). 
Similarly to the feeder unit, the program connects the input buttons to the 
Transfer Function Block, whose behavior is shown in Fig. 56 (b). The EN input 
and the STARTED output work as it has already been seen for the Feeder FB. 
The FREE input allows to move the manipulator arm from the magazine to the 
right position, while the TRANSF input allows to transfer a workpiece from the 
Fig. 56
magazine to the right position. When the FREE or the TRANSF inputs are 
activated, the BUSY output is activated until the requested operation is finished. 
Then the BUSY output is set to 0 and DONE is activated. The NEXT and MGZ 
outputs are updated according to the position of the manipulator arm. 
(a) 
 
(b) 
 
Fig. 55 – IEC 61131-3 program that controls the feeder unit. 
(a) Main program in Function Block Diagram (pink – standard FBs, green – 
custom FBs) (b) State machine describing the behavior of the Feeder function 
block (Upper case variables refers to the Feeder FB input/outputs, while lower 
case variables refers to PLC 1 input/outputs shown in ). Fig. 54
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(a) 
 
(b) 
 
Fig. 56 – IEC 61131-3 program that controls the transfer unit. 
(a) Main program in Function Block Diagram (pink – standard FBs, green – 
custom FBs) (b) State machine describing the behavior of the Transfer function 
block (Upper case variables refers to the Transfer FB input/outputs, while lower 
case variables refers to PLC 2 input/outputs shown in Fig. 54). 
 
67 
 
68 
 
5.4.3. A methodology for the integration based on the proposed 
architecture 
The methodology proposed for the integration of existing systems in a more 
advanced distributed solution is based on (re) using IEC 61131-3 code for the 
implementation of the low-level control logic and using IEC 61499 for high-level 
integration control logic. The low-level IEC 61131-3 control logic deals with 
sensors and actuators and performs basic control tasks that are already 
developed in the existent systems. The high-level 61499 control logic performs 
more complex tasks that involve interactions between different systems using 
functionalities and information provided by the low-level logic. 
In particular, the steps for the integration of the systems are the following: 
1) Definition of the requirements of the distributed solution: in this step, 
the behavior of the integrated distributed system is defined; in 
particular, the automated tasks are individuated and the different 
human interaction interfaces are considered. 
2) Definition of PLC Interfaces: in this step, from the analysis of the IEC 
61131-3 logic, functionalities to expose and information to be 
exchanged with the integration logic are individuated; these 
functionalities and information are mapped to PLC Interfaces. 
3) Implementation of IEC 61131-3 interface code: basic modifications are 
applied to the IEC 61131-3 code to add the logic to perform PDEs. 
4) Implementation of IEC 61499 control application: the high level 
distributed control application that fulfills the requirements defined in 
step 1 is developed, using functionalities offered by the IEC 61131-3 
low-level layer. 
In the following sections we will show how this methodology can be applied to 
the case study to realize a distributed control solution. 
5.4.4. Definition of the requirements of the distributed solution 
The system obtained integrating the feeder and transfer unit can work in single 
or automatic mode. In single mode, the system waits for an acknowledgment 
from the operator after each workpiece is transferred, while in automatic mode 
no acknowledgment is required (this requires synchronization with the next 
station in order to prevent mechanical clashes). 
The control panel of the new system has three buttons, a switch and two LEDs: 
START and STOP buttons allow to turn the feeder and transfer units on and off; 
the ACK button is used to confirm a workpiece transfer in single mode; the 
SINGLE switch allows to select single or automatic mode of operation; the ON 
LED indicates if the system is enabled and the MOVED LED is used in single 
mode to indicate that a workpiece has been transferred and the systems waits 
for acknowledgment. 
Fig. 57 shows a resulting possible distributed solution for the control system. In 
this case, the precedent PLC configuration is maintained with few modifications 
to change the panel. 
 
Fig. 57 – A distributed scenario for the feeder and transfer units control. 
The two panels are replaced with a panel designed for the new system. The two 
PLCs are now connected by a network. 
 
5.4.5. Definition of the PLC Interfaces and Implementation of IEC 
61131-3 Interface Code 
Three PLC Interfaces are defined: 
 PI_FED: groups the PDEs relative to the feeder unit; 
 PI_TR: groups the PDEs relative to the transfer unit; 
 PI_PAN: groups the PDEs relative to the panel. 
The feeder unit IEC 61131-3 software layer implements the low-level control of 
the pusher. So, it exports to the IEC 61499 layer a PUSH service, that can be 
realized with a Procedure Call PDE. In addition, it communicates information 
about the emptiness of the magazine, the started status of the unit and it 
requires an enable information from the IEC 61499 layer to enable/disable the 
unit. So, the PI_FED has the following PDEs: 
 FED_EN: Data Transfer from IEC 61499 of the Boolean enable; 
 FED_STARTED: Data Transfer to IEC 61499 of the Boolean started 
status; 
 FED_EMPTY: Data Transfer to IEC 61499 of the Boolean empty status 
 FED_PUSH: Procedure Call  from IEC 61499 of the PUSH service that 
has no input/output parameters. 
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In Fig. 58 the IEC 61131-3 code of the feeder unit is shown. The existing code 
(Fig. 55) is maintained, and data lines that were previously connected to I/O of 
the control panel now interact with the blue Function Blocks that perform the 
PDEs. Note that Data Transfer PDEs to IEC 61499 (FED_EMPTY, 
FED_STARTED) are performed only when the data change, so the CHGD FB is 
used to detect changes on the data to send. The CHGD code is shown in 
. 
Fig. 
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Fig. 58 – IEC 61131-3 program that controls the feeder unit in the distributed 
system (pink – standard FBs, green – custom FBs, blue – interface FBs). 
Written in Function Block Diagram. The legacy IEC 61131-3 code shown in 
 is reused. 
Fig. 
55
 
 
Fig. 59 – Definition of the CHGD custom Function Block. Code is written in 
Structured Text. 
 
The transfer unit IEC 61131-3 software layer provide the services FREE and 
TRANSFER to perform the corresponding actions already described in the 
previous sections. In addition, in similar manner to the feeder unit, it provides 
information about its started status and requires an enable information from the 
IEC 61499 layer. So, the PI_TR has the following PDEs: 
 TR_EN: Data Transfer from IEC 61499 of the Boolean enable; 
 TR_STARTED: Data Transfer to IEC 61499 of the Boolean started 
status; 
 TR_FREE: Procedure Call from IEC 61499 of the FREE service with 
two Boolean parameters (MGZ and NEXT); 
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 TR_TRANSFER: : Procedure Call  from IEC 61499 of the TRANSFER 
service with two Boolean parameters (MGZ and NEXT). 
Fig. 60 shows the IEC 61131-3 code of the transfer unit. As for the feeder unit, 
the original code is left unmodified and the code performing PDEs is added. 
 
Fig. 60 – IEC 61131-3 program that controls the transfer unit in the distributed 
system (pink – standard FBs, green – custom FBs, blue – interface FBs). 
Written in Function Block Diagram. The legacy IEC 61131-3 code shown in 
 is reused. 
Fig. 
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Finally, the panel control logic is designed from scratch. Following the proposed 
design method, the input and output from the buttons and to the LEDs are 
performed by the IEC 61131-3 code that exchange information with the IEC 
61499 standard using the PI_PAN interface, that has the following PDEs: 
 PAN_BTN: Data Transfer to IEC 61499 of the status of the buttons; 
 PAN_LED: Data Transfer from IEC 61499 of the status of the LEDs; 
Fig. 61 shows the IEC 61131-3 code that simply connects the PLC input/outputs 
to the blue FBs that performs the PDEs. 
According to the hardware configuration shown in , the Feeder and the 
Panel programs are executed on PLC 1 and the Transfer program on PLC 2. 
Fig. 57
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Fig. 61 – IEC 61131-3 program that controls the command panel in the 
distributed system (pink – standard FBs, green – custom FBs, blue – interface 
FBs). Written from scratch in Function Block Diagram 
 
5.4.6. Implementation of IEC 61499 Control Application 
From the IEC 61499 perspective, the developer must design the control 
application using the information and services provided from the IEC 61131-3 
layer, and now encapsulated in 61499 SIFBs. Different strategies for the design 
of the control application can be adopted, as explained in [60]. The easiest 
strategy would be to have a master controller function block that implements the 
whole control logic executing the services provided by the IEC 61131-3 layer. 
This approach, however limits the distribution of the control logic between 
different devices, since the whole master controller block must be executed on 
a single device. So, in this thesis, the application is split into two blocks, one for 
controlling the feeder unit and the other one for controlling the transfer unit. In 
order to coordinate the operations between the two units, a simple protocol 
(presented in [60]) is adopted.  shows a scheme of the protocol: each 
unit of the production line communicates with the unit on the left and the one on 
the right, passing the variables ALLOW_LEFT and ALLOW_RIGHT and 
receiving LEFT_OK and RIGHT_OK. Before performing operations that could 
cause collision between mechanical parts, the controller must check the guard 
variable (LEFT_OK and RIGHT_OK) corresponding to the unit that may collide. 
These variables are set by the other units using ALLOW_RIGHT and 
ALLOW_LEFT. 
Fig. 62
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Fig. 62 – A simple synchronization protocol [60] realized with IEC 61499 
function blocks. Each function block controls a different mechatronic unit of a 
production line. Each unit can block or be blocked by the units at his left and 
right sides. In order to access to a shared section, the unit must check the 
proper guard variable (LEFT_OK or RIGHT_OK). While the shared section is in 
use, the unit must prevent the other unit from accessing it, resetting 
ALLOW_LEFT or ALLOW_RIGHT. 
 
Fig. 63 shows the IEC 61499 control application. The blue function blocks are 
the SIFBs that implements the PLC Interfaces. The green function blocks are 
IEC 61499 basic function blocks that implement the control application. 
The FeederCtl FB implements the control of the feeder unit. It is connected with 
the PLC Interfaces PI_PAN and PI_FED and also sends the ALLOW_RIGHT 
variable to the TransferCtl FB and receives from it the RIGHT_OK variable for 
synchronization. The function block basically, when enabled, try to push 
workpieces from the magazine whenever possible, that is when the transfer unit 
signals that it is ok to transfer (using the RIGHT_OK variable) and the magazine 
is not empty. The ECC (Execution Control Chart) of the FeederCtl function 
block is shown in Fig. 64. 
In similar manner, the TransferCtl FB implements the control of the transfer unit. 
It is connected to the PLC Interfaces PI_PAN e PI_TR and it exchanges the 
ALLOW_LEFT and LEFT_OK variables with FeederCtl. In addition, an eventual 
station at the right of the transfer unit can implement the synchronization 
protocol sending the RIGHT_OK variable. Fig. 65 shows the ECC. When 
enabled, the station performs a FREE operation on the transfer unit (if an 
eventual unit to the right does not block it). When the FREE is performed, the 
FeederCtl block is allowed to execute the PUSH and the TransferCtl waits for 
the LEFT_OK variable that indicates that the PUSH is finished, to be set. When 
this happens, the TransferCtl performs a TRANSFER operation and, if single 
mode is selected, it lights the MOVED LED and waits for the ACK from the 
control panel. 
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Fig. 63 – IEC 61499 distributed application. PLC Interface function blocks used 
to interact with IEC 61131-3 are in blue. 
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Fig. 64 – Execution control chart of the FeederCtl function block in Fig. 63. 
Algorithms associated to the states are self-explanatory (e.g. SET_EN sets the 
EN variable to 1, while RESET_EN sets the EN variable to 0). 
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Fig. 65 – Execution control chart of the TransferCtl function block in Fig. 63. 
Algorithms associated to the states are self-explanatory (e.g. SET_EN sets the 
EN variable to 1, while RESET_EN sets the EN variable to 0). 
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CONCLUSION 
In this dissertation, two different approaches to the optimization of the 
production line are considered. 
The first one focuses on the optimization of a single workstation of a production 
line. It consists in the development of a NURBS interpolator that can limit chord 
error, acceleration and jerk for CNC machining. Configurability is an important 
characteristic of the proposed interpolator. It can be easily reconfigured so that 
some constraints can be relaxed in order to privilege production throughput over 
machining quality. In addition, the algorithm can be adapted to include 
constraints that were not originally considered. The proposed interpolator offers 
real-time guarantees, since its module that has real-time constraints can be 
time-bounded. Additionally, some methods that improve interpolation accuracy 
have been introduced. 
The proposed interpolator has been evaluated through both simulations and 
experimental tests. Simulation results have shown that the proposed 
interpolator can fulfill all of the considered constraints, while other existing 
algorithms cannot and that, relaxing some constraints, the production 
throughput is increased almost as much as using other existing algorithms. 
Experimental results have shown that no undesired effects are caused by the 
algorithm on the workpiece. 
The second approach focuses on the optimization of the interactions between 
the different stations of the production line. In this thesis, we propose an 
architecture for coexistence and interaction of IEC 61131-3 and IEC 61499 
standards in the same control environment. The architecture allows to design 
distributed control logic using IEC 61499 while maintaining existing IEC 61131-3 
software. In addition, new features can be added to the system using the most 
appropriate standard. In order to maintain compatibility with both standards and 
to reuse well known concepts and function blocks, the architecture uses IEC 
61499 service interface function blocks and IEC 61131-5 communication 
function blocks to realize the interactions and data exchanges between the two 
standards. A test implementation of the architecture is realized in order to 
demonstrate its feasibility. 
A methodology for the integration of existing IEC 61131-3 systems into a IEC 
61499 distributed solution is also presented via a case study, where the 
proposed architecture is used to implement IEC 61499 distributed logic 
controlling two IEC 61131-3 units of a production line. The units previously 
operated independently and they needed a human operator for coordination. 
This test case demonstrates how the proposed architecture is able to 
harmonize both standards and how it is possible to reuse the existing IEC 
61131-3 code in the new distributed system. 
As future works in the NURBS interpolation field, we plan to analyze different 
hardware architectures for supporting NURBS interpolation, such as FPGA or 
GPGPU whose parallelization capabilities can be exploited in the computation 
of the NURBS and planning of the feedrate profile. In the distributed control 
field, future works comprehend the investigation of techniques of automatic 
generation and distribution of interface function blocks from the description of 
PDEs, to further ease the exploitation of our methodology and the 
characterization of the real-time behavior of the proposed architecture. 
APPENDIX 
In this appendix, details of method used to solve  are provided. (27)
(27)Inequality  can be expressed as a system of inequalities 
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Since the value of the time derivative of the feedrate (i.e. the tangential 
acceleration) is unknown during the segmentation, worst case is considered. 
If dκ/ds is positive, the worst case is when v  = − atmax, so the feedrate limit that 
allow to respect centripetal jerk constraint is calculated solving 
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that has exactly one real solution. 
If dκ/ds is negative, instead, the worst case is when  = atmax and the feedrate 
limit is calculated solving 
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that has exactly one real solution. 
If dκ/ds is null, then feedrate limit is calculated as 
max
max
max 3 t
c
jc a
jv  . (A.4) 
If a s-shape feedrate profile is used, however, the absolute value of maximum 
tangential acceleration that can be reached depends on maximum feedrate of 
the segment and may be smaller than atmax. From the equations of motion, this 
maximum value is calculated as  jcatjct vjaa maxmaxmaxmax ,min  . (A.5) 
Assuming that vmax jc is small enough that |atmax jc| < atmax, it can be expressed as 
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So, the procedure to solve system of inequalities (A.1) is changed in the 
following way. 
If dκ/ds is positive, atmax jc is calculated solving 
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that has two real solution and the correct one is the negative one, since the 
worst case is being considered. 
If dκ/ds is negative, atmax jc is calculated solving 
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that has two real solution and the correct one is the positive one, since the 
worst case is being considered. 
If dκ/ds is null, then atmax jc is calculated as 
3 maxmax
max 3
ac
jct
jja  . (A.9) 
So, if the initial assumption (that |atmax jc| < atmax) is verified, the feedrate limit is 
calculated using . Otherwise, if the initial assumption is false, the feedrate 
limit must be calculated in the regular way (i.e. solving ,  or , 
according to dκ/ds). 
(A.6)
(A.2) (A.3) (A.4)
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