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ABSTRACT

Reciprocating compressors are commonly used machinery for industrial
applications. Unscheduled downtime and maintenance activity on the compressors causes
considerable loss in throughput and efficiency of a plant. Of all the failures that cause
unscheduled downtime in reciprocating compressors, valve related causes are
predominant. Most of the failures associated with the valves are tracked to the failure of
moving elements within the valve. Achieving higher reliability of critical reciprocating
systems requires continuously monitoring the system and performing dynamic analysis of
the sensory data for valve fault diagnosis. Continuous monitoring will improve the time
and cost to repair through keeping a constant vigil for failure events. Though there has
been a good amount of work done for condition monitoring of compressors, there has
been very little work on detecting and predicting valve failures.
The objective of this thesis is to research detection and prediction of valve failures
by wavelet analysis, logistic regression and neural network analysis of pressure and
temperature signals, which are the most common measurements on a reciprocating
compressor system. Valve failures are seeded on a reciprocating compressor testbed that
is instrumented with only temperature and pressure sensor order emulate the
reciprocating compressor systems used in the industry. The parametrs are measured on a
continuous basis and baselines are established for normal (or acceptable) behavior and
failure (or fault) condition. Deviation of the system from the normal condition and the
time for the system to reach the fault mode is quantified with the help of the above
mentioned tools.
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1. INTRODUCTION

1.1. OBJECTIVE
The objective of this thesis study is to develop a methodology to analyze system
parameter signatures and extract the features that best indicate the health of the
compression process or a component of a reciprocating compressor. The methodology
should be able to provide a quantitative health assessment and also should be able to
trend the performance of the process/component and indicate failure condition or an
impending failure of the process/component. The methodology should be able to do the
specified tasks with minimal use of high-end sensors and use the most commonly used
measurements such as pressure, temperature and vibration.

1.2. MOTIVATION
Survey of literature and analysis of maintenance records from industry partners
for this study has shown that maintenance of compressors is a costly affair. Reciprocating
compressors in particular have many moving parts that are subjected to extreme wear and
tend to breakdown, causing monetary losses. It is an estimated that unscheduled
downtime of compressors on critical systems can cause losses up to $100,000 a day [6].
Hence, there is a clear need for a prognostic scheme on compressor components that can
proactively predict the impending failures of system components. This would eliminate
scheduled and reactive maintenance on the compressors, thereby increasing the
throughput of the system and reducing the lifecyc1e costs.

1.3. CLASSIFICATION OF COMPRESSORS
Compressors are primarily used for producing a gas at higher pressure than the
am bient condition. They have a wide variety of applications and vary in size from a few
feet to tens of feet in diameter. Depending on their type, compressors increase the
pressure in different ways. They can be divided into four general groups: rotary,
reciprocating, centrifugal and axial. In rotary and reciprocating compressors, shaft work
is used to reduce the volume of gas and increase the gas pressure. In axial and centrifugal
compressors the fluid is first accelerated through moving blades and then passed through
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a nozzle. Reciprocating compressors are the most common type of compressors found in
industrial applications. Worldwide installed reciprocating compressor horsepower is
approximately three times that of centrifugal compressors [1]. Reciprocating compressors
offer a broad range of capacity control and extremely high compression ratios
irrespective of gas molecular weight. These are of utmost importance in the process
industry such as hydrogen gas compression and natural gas transport industry.
A drawback of the reciprocating compressor system is that maintenance costs of
reciprocating compressors are greater than those for other compressors. The rough
estimate is that for each dollar spent on maintenance of a centrifugal compressor, five
dollars are spent on a reciprocating compressor [2]. Hence, condition-based maintenance
for reciprocating compressors has become imminent for critical machines in refineries
and petrochemical plants. Achieving higher reliability requires continuous monitoring of
these compressors.

1.4. RECIPROCATING COMPRESSORS DYNAMICS
Shown in Figure 1.1, a reciprocating compressor has a piston-cylinder
arrangement. The piston reciprocates within the cylinder to produce gasses at higher
temperature and pressure. A set of suction and discharge valves control the flow of the
gas inside and outside the cylinder. The dynamics of the reciprocating process in the
reciprocating compressor will be explained with the help of the Pressure-Volume (PV)
diagram in Figure 1.2. For simplification, only one side of the compressor cylinder is
shown in Figure 1.2, which is used as the reference for the reciprocating compressor
energy cycle description that follows.
Referring to Figure 1.2, at point A, also known as top dead center (TDC), both
suction and discharge valves are closed. During the expansion stroke, the piston moves
from TDC to the bottom dead center (BDC), indicated by point B in the figure, thereby
increasing the volume of the gas that originally occupied the volume between the piston
head and the cylinder head, also known as the clearance volume as shown in Figure 1.1.
The increase in volume reduces the cylinder internal pressure. As the piston reaches point
B, internal pressure within the cylinder is equal to the suction line pressure. A small
additional piston movement is enough to reduce the cylinder internal pressure below the
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suction line pressure causing the suction valve to open. As the piston moves from point B
to point C, the suction line gas at a higher pressure than the cylinder internal pressure is
drawn inside the cylinder. The portion of the total cylinder volume occupied by the
admitted gas is called the suction volume [4]. At point C, the piston begins to move in the
opposite direction, towards the TDC. As this movement begins, the piston reduces the
volume of gas contained in the cylinder, increasing its pressure and forcing the suction
valve to close. After the suction valve closes, the original clearance volume gas and the
gas admitted during the suction cycle are reduced in volume by the piston movement.
Consequently, the cylinder internal pressure increases until reaching the discharge line
pressure in point D. A small additional piston movement is enough to raise the cylinder
internal pressure above the discharge line pressure causing the discharge valve to open.
From point D to point A, the gas in the cylinder at pressures exceeding the discharge line
is discharged. The volume of gas discharged is called discharge volume [4]. The
theoretical PV diagram, when superimposed on the actual diagram, supplies important
compressor diagnostic information.

Crankshaft
Piston Rod

Suction
Valve

Piston head

Clearance
Volume
Cylinder

Figure 1.1: Typical Reciprocating System Setup
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Figure 1.2: Typical Pressure-Volume (PV) Diagram

Because of manufacturing and assembly tolerances, reciprocating compressors
always have some clearance volume. Because there is some gas remaining in the
clearance volume at the end of the entire discharge stroke (swept volume), this remaining
gas will expand during the suction stroke. The ratio between the suction volume and the
swept volume is called suction volumetric efficiency. In a similar manner, only part of
the piston stroke is used to discharge gas. The ratio between the discharge volume and the
swept volume is called discharge volumetric efficiency.
Volumetric efficiency has to be maintained high for good compressor
performance. The volumetric efficiency can be monitored by the PV diagram, but this
calls for using high end instrumentation on the system. The operating conditions for most
of the times are very extreme, and online monitoring using sensors that can function at
these extreme conditions does not turn out to be economical. Hence, the need is for a
method that can use low end sensors to analyze the performance of the system and its
components.
The study presented in this thesis will discuss the research efforts to detect and
predict valve failures using wavelet analysis, logistic regression and neural networks. The
pressure signal is a non-stationary waveform and hence the features from the signal are
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extracted using wavelet packet decomposition. These features with the temperature data
are used to train a logistic regression model to classify defective operation and normal
operation of a valve. The wavelet features extracted from the pressure signal are also
used to train a neural network model to predict their future trend. The trend of the
wavelet features is used as an indicator for performance assessment of the compressor
valves.
The rest of the thesis is arranged as outlined next. Section 2 will describe the
literature survey on valve failures, the dynamics of valve failure and previous work on
valve maintenance. Section 3 will discuss the mathematical simulation of the
compression process and failures. Section 4 will outline the compressor testbed setup and
the tests performed for accelerated failure experiments. Section 5 will discuss failure
signatures extracted and data processing techniques employed. Section 6 will discuss the
tools selected for failure analysis. Section 7 will present the methodology and results.
Section 8 will provide the conclusions from the study.
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2. LITERATURE REVIEW

This section will present the results of survey on compressor failures, their
dynamics and the state-of-art on compressor condition monitoring. Based on the survey,
discussed in Section 2.1, and analysis of maintenance records from the industry partner
for this study, compressor valves are identified as the prime component of interest.
Section 2.2 will explain the dynamics of compressor valve operation and failure.

2.1. SURVEY OF COMPRESSOR FAILURES
From literature survey and analysis of industry maintenance logs, valve failures
have been found to the most predominant cause for maintenance activity on compressors.
Figure 2.1 shows the survey results by the Dresser-Rand company [3J, which indicates
that compressor va1ves account for 36% of maintenance activities.
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Figure 2.1: Dresser-Rand Survey on Compressor Failures [3J
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There are a variety of causes for component failures, but overloading of the
machine has been seen to be the primary cause for downtime. Table 2.1 gives the
distribution for the cause of component failures, and Table 2.2 gives the distribution of
maintenance costs in terms of components.

Table 2.1: Cause for Compressor Component Failures [4]
Cause

Percentage

Overload

28%

Liquid or foreign object injection

18%

Lubrication

12%

Fatigue

9%

Freezing

6%

Other undetermined causes

27%

Table 2.2: Maintenance Costs in Terms of Components [4]
Component

Percentage

Valve

50%

Packing

20%

Piston Rings

20%

Rider bands

7%

Piston rods

2%

Cylinder Liners

0.5 %

Bearings

0.5%
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Today's compressor monitoring capabilities are intended to address issues such as
rider band wear, pressure ring condition, pressure packing case condition, crosshead pin
condition, and many others. The condition monitoring devices for the above collect
pressure, temperature, vibration and displacement measurements from sophisticated
equipment. They are installed only on critical machines for economical considerations. A
majority of the compressors are installed with pressure and temperature sensors, and most
of the analyses of these signatures are done in the time domain, which does not yield
sufficient information for predicting or detecting valve failures until it is very apparent.

2.2. FAILURE DYNAMICS OF COMPRESSOR VALVES
The design of a typical valve has the same control mechanics and does not vary
regardless of the compressor size. Valves have internal springs with fixed stiffness that
control the motion of the valve element. The valve is held in its closed position by the
internal spring force [5]. When the gas pressure force within the cylinder exceeds the
spring force on the valve, the valve opens in response to the force. The suction valve will
open when the suction pressure exceeds the internal cylinder pressure. The discharge
valve will open when the cylinder pressure exceeds the discharge pressure on the outlet
side of the valve. The valve element movement is controlled primarily by gas pressure
overcoming the spring force. In addition, the spring motion is controlled by the
differential pressure force on the valve, which results in rapid opening and closing of the
valve.
The moving elements are of consideration for valve reliability, where the typical
failure modes result from repeated impacts, varied differential pressure, and corrosion
[12]. The moving elements are valve plates and springs. The valve springs are the most
common cause of failure in modem valves, followed by plate failure [8].
Of the four essential valve components, as seen in Figure 2.2, the valve guard and
valve seat are not viewed as major contributors for maintenance costs [6]. Valve seats
may sometimes fail in the event a liquid slug enters the compressor. When a large volume
of liquid appears inside the cylinder, and the piston cannot expel it through the discharge
valve during the short duration when it is open, the situation leads to excessive pressure
buildup inside the cylinder.
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Valve Guard

Valve Springs

Valve Plate (Rings)

Valve Seat

Figure 2.2: Compressor Valve Components

The pressure build up inside the cylinder results in excessive loading on the piston
which is transmitted through the piston rod, crosshead, etc., up to the main bearing, until
one of the intermediate component succumbs and fails [13]. The slug impacts the valve
seat and valve elements at very high velocities, causing the valves to fail prematurely.
Also, because the liquid is much heavier than gas, in horizontal cylinders, most of the
liquid will be accumulated at the bottom, nears the discharge valve. This would result in
large asymmetric compression loads on the bottom of the piston, which could even result
in bending of the piston and the piston rod [14, 16].
Another factor for valve failures is lubrication. Improper lubrication ofthe valves
can cause the valve to stick, which delays the natural passive valve response for which
the valve is designed. Oil stiction was one of the primary causes for a reciprocating
compressor valve failure as shown in case studies discussed in [7, 8, and 17]. Stiction
inhibits the valve from opening properly and prevents the valve from closing properly.
When the valve opens (or closes) and overcomes the stiction force, the valve
slams into its final position. The excessive force on the valve results in a high impact on
the valve element against the guard or seat [8]. Another mechanical cause of valve
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failure is the lateral motion ofthe valve element within the valve space. Ideally, the valve
element should move perpendicular to the guard and seat while, in reality, the valve plate
or ring moves non-uniformly, causing certain parts to impact the seat first. This often
results in the plate or ring to fracture prematurely [7].
Valve lift, plate impact velocity, operating at off-design conditions, valve flutter,
oil stiction, and liquids and debris in the gas stream are factors to consider when
evaluating valve failures [9]. It has been shown that there is a direct connection between
impact speed and fracture behavior [11, 12]. Non-parallel collisions can lead to locally
high loads, crack generation and eventually fracture. Crack growth models confirming
the above theories have been reported in literature [10].

2.3. PREVIOUS RESEARCH ON VALVE FAILURES
Several past studies have been conducted to understand valve failures and on how
to prolong valve life in order to improve compressor performance. The EI Paso
corporation study in 2003 found that the losses through suction valves were
approximately twice as great as the discharge valve losses [19]. The GMRC program
[20], in 2001-2002, examined valve stresses in order to predict valve life. In this program,
Southwest Research Institute® engineers tested a series of valves at the GMRC
Reciprocating Compressor Test Facility (RCTF) and the Hoerbiger Valve Slapper
Facility. This program was initiated because of the need for improving analysis tools in
valve application engineering. High speed optical position probes and strain gauges were
used in this study to analyze the valve plate motion during compressor operation.
In the study described in this thesis, assessment of valve condition by using only
temperature and pressure transducers, without the use of high end sensors, is investigated.
The research effort emphasizes on extending the monitoring equipment currently being
used in the industry for fault detection and prognostics.

II

3. MATHEMATICAL SIMULATION OF COMPRESSION PROCESS

An in-depth understanding of the physics and dynamics of the compression
process and its component failures is necessary for being able to recognize failures, its
root cause and tying the performance of a component to a particular defect by analyzing
the performance of the system. This section will discuss the need for mathematical
models that explain the physics of the process and present simulations of some common
defects including valve leak and valve spring failure.

3.1. NEED FOR MATHEMATICAL MODELS
A mathematical model has been developed for understanding the theory behind
the reciprocating compressor system. In order to estimate the performance of the
compression system one needs to understand the underlying physics of the process. The
physics will give an idea of the complexity of the problem and an insight into the tools
that can be used for attaining the specified objective. In the given case a mathematical
model will provide an idea of the parameters that drive the performance of the system
and how a specific parameter would trend in case of a fault or a failure. A study of these
parameters also helps in determining the necessary instrumentation that needs to be
installed on the system to make an effective diagnosis and prognosis of the compressor
health.
Study of the physics of the compression system has revealed vital information
such as the parameters that drive system performance and complexity in terms of nonlinearity of the process. In the compression process, a multitude of parameters can be
classified as performance drivers such as the crank speed, motor current, inlet and outlet
pressures of the operating gas, temperatures of the operating gas, valve dynamics, etc.,
and the solution to the problem of determining the current and future health of the system
with high accuracy depends on modeling the process, which is a highly non-linear
combination of the above specified parameters with good accuracy. A drawback of
mathematical models is that it is very complex to arrive at an exact system model of the
process. Hence, an initial investigation to determine the parameters, that would best

12

indicate the health of the system at current time and the trend in the future, will be
determined.
Another drawback of a mathematically based solution would be that the effects of
environment and other components of the system on the system performance in case of
degradation cannot be modeled into the physical solution.

3.2. SIMULATION OF VALVE SPRING DEGRADATION
The dynamics of the valve plate or in general a valve element in a passive valve
system is explained in section 2.2. There has been a lot of work on modeling the
dynamics of motion of the moving elements such as the valve plate. The literature survey
points out the importance of the spring properties on the valve motion and eventually on
the performance of the valve. The property of the spring is to keep the valve closed
unless the pressure within the cylinder exceeds the design pressure. Springs are the
weakest link of the valve assembly as they are constantly stressed to a very high degree.
Hence, any fault in the spring will affect the valve timing (opening and closing of the
valve), degrading the performance of the compression process. If parts of a failed spring
get loose, they can cause failure of other components such as the piston or cylinder by
getting trapped between moving parts. Hence, to catch the degradation of the spring in its
early stages is very important.
In order to realize the effect of a degraded spring on the valve performance, valve
timing (the instant when the valve opens or closes) is studied for normal and degraded
valve condition. The model for valve dynamics was adopted from the study by Machu
[28] who developed a two-dimensional model for motion of valve plate of a reciprocating
compressor valve. The model considered the tumbling motion of the plate in two
dimensions. Tumbling motion can be described as the translatory displacement or lift of
the valve plate with the rotary displacement of the plate about its center of gravity. Small
tumbling amplitudes results in small impact velocities. Smaller the impact velocities,
smaller is the impact force on the valve plate. Hence, smaller tumbling amplitudes are
better for reliable operation of the valve.
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Machu [28] showed that the total displacement of the valve plate, in reference to
the crank shaft rotation is given by

(1)

where,

v=-' ~L.C,
OJ es

m

(2)

and

It =

" 1
2mmes v

y = valve lift
9 = crank angle step
A = damping force ratio
Av = Valve area

Ct = Translatory stiffness of plate
C w = Drag coefficient
hN = Nominal valve lift
~p

= Differential pressure

F f = Spring force
Ft = Translatory force
m = Valve plate mass
roes =

Crank shaft angular velocity

rt = Translatory damping coefficient

(3)
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The above equation was derived from the first principles and includes the effects
of the gas drag force, the spring force, the impact force and damping force of the moving
valve plate along with the geometric and physical properties of the valve plate.
Plotting the valve plate motion given by 'y' against time would provide the ideal timing
of the valve opening and closing which depends on the differential pressure within the
cylinder and outside the valve. The changing differential pressure is given by M>.
A condition of degrading spring is introduced in the model by reducing the spring
constant of the given model over time. The reduced spring constant indicates the
reduction of the spring stiffness over time. The results of the scenario are shown in Figure
3.1. The figure shows the motion of the valve plate vs. the crank angle of the prime
mover. Under ideal conditions the valve opens and the valve plate moves towards the
guard at 1000 and stays open for 18.470 of crank rotation. As the spring starts to degrade,
it loses its stiffness and its ability to force the valve plate to close. Under exponential
degradation conditions simulated above, the spring looses its stiffness very rapidly and by
the second cycle of operation the valve plate opens before 1000 and remains open for 76 0
of the crank rotation as shown in Table 3.1.

Valve Height Vs Crank Angle
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Figure 3.1: Valve Height Variation about Crank Angle for Ideal and Faulty Conditions
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Table 3.1: Valve Timing for Healthy and Faulty Operation

Healthy operation
Faulty operation

1st rev (Deg)

2nd rev (Deg)

18.470

18.470

26.53°

76.04°

8.06

57.57

(Broken Springs)
Deviation from ideal

During a faulty operation, since the spring cannot keep the valve closed, the
pressure output of the compressor drops below the expected or designed limits. The loss
of spring stiffness also causes high impact velocities of the valve plate on the seat and the
,guard. The high impact velocities cause high impact forces on the valve plate which in
turn lead to fracture of the plate. Hence, from the output of the model, one can deduce
valve timing to be a good indicator of spring degradation. The simulation also shows that
the differential pressure controls the valve plate movement. The valve plate is at its
extreme open position, up against the valve guard, when the differential pressure is at its
maximum. It remains closed, resting on the valve seat, when the differential pressure is at
its minimum. Hence, monitoring the differential pressure with respect to the crank
rotation will help in detecting abnormalities in the dynamics of the valve plate.

3.3. SIMULATION OF VALVE LEAK
The above mathematical model was used in conjunction with the piston-cylinder
dynamics model in order to establish ideal and faulty signatures of the valve performance
in relation to valve leaks. The parameter of interest here was the variation of temperature
during the valve leak. The piston-cylinder dynamics was modeled using the dynamics of
instantaneous change in pressure vs. volume. The model considered the geometric
parameters of the piston-cylinder and the valve and the dynamic change in pressure and
temperature with the change of volume within the cylinder driven by the prime mover,
which could be a turbine, a motor or an engine.
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From the first principles, the instantaneous change in pressure within the cylinder
depends on the initial pressure within the cylinder, the initial volume of the gas within the
cylinder and the instantaneous volume given by Equation (5). It is given by

pet) = P {

Va }r

o Vet)

(4)

pet) = Pressure at time 't'
Vo = Initial volume
Vet) = Volume at time '1'

y = Ratio of specific heat for working gas at constant pressure and constant volume
The instantaneous change in volume within the cylinder depends on the length of
the crank shaft, length of the piston rod, the angle of rotation with respect to the top dead
center, the bore diameter and the clearance volume. It is given by

(5)

Vc = Cylinder clearance volume

e = Angle of crankshaft
RJ = Length of crankshaft

R2 = Length of piston rod
D = Bore diameter
The variation of temperature with pressure depends on the initial pressure within
the cylinder (Po), the initial temperature of the gas in the cylinder (To), the pressure of gas
at time t (PCt)) given by Equation (4) and the ratio of specific heats at constant volume
and pressure (y). It is given by

(6)
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During the condition of a failed valve plate on the suction side, the pressurized
gas within the cylinder, which is at a higher temperature than the inlet air temperature,
leaks through to the inlet valve area and heats the inlet air, which increases 'To'. This
heated air is drawn back into the cylinder during the suction stroke and pressurized
during the compression stroke. As a result the temperature of the air increases constantly
and crosses the nonnallimits. This is illustrated in the Figure 3.2.
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Figure 3.2: Temperature Profile for Operating Gas under Ideal and Faulty Operations

The plot in Figure 3.2 shows the rise in the temperature during the subsequent
cycles of faulty operations of the compressor. Hence, from the simulation results one can
deduce that valve leak due to crack or failure of the valve plate can be monitored by
monitoring the outlet and inlet gas temperatures of the valve.
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4. COMPRESSOR TESTBED

Trying to develop a prognostic and diagnostic methodology based wholly on fIrst
principle based mathematical models will not provide work well due to the inherent
system complexities and the need for approximations of system equations. In order to get
a good representation of the real-life operations of reciprocating compressors and the
variations of the above discussed parameters under nonnal and failure conditions, a
reciprocating compressor testbed was set up at UMR. The features of the testbed, the
instrumentation of the system, and failures seeded on the valving system of the testbed
will be discussed in detail in this section.

4.1. COMPRESSOR TESTBED SPECIFICATIONS
The compressor chosen for testbed application is a 2 stage, 3 cylinder, IngersollRand 15T compressor, rated at 65ACFM at 200 PSI. This compressor was chosen as it is
similar to the compression systems used widely in oil and natural gas refIning plants. The
compressor is a small-scale replica and hence required only a small area for installation.
A testbed is an ideal platfonn for experimentation of failure detection and
prognostic methods as it does not cut into the actual production cycle. The testbed can be
pushed to extreme operating conditions at will to initiate failure of specifIc components.
The parts for the chosen compressor are available off-the-shelf and hence can be
commissioned back into operation with minimum loss of time in case of a failure.
Another important reason for selecting a small scale system for a testbed is that it is
relatively economical in tenns of replacing failed components in case of failure. Though
reciprocating compressors vary in size ranging from 1 to 1000 HP, the main principle of
operation for all reciprocating compressors remains the same.
All reciprocating compressors fail due to conditions of over stress on their moving
elements such as the valve plates, valve springs, piston rings and piston rods to name a
few. The effect that these failures have on the system parameters such as the pressure and
temperature is consistently similar across all sizes of the compressor. For example, a
suction-side valve leak will cause increase in valve cap and cylinder temperature, worn
out piston rings will cause a reduction in system pressure, and the compressor will use
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more power to deliver the same amount of gas at the design pressure, irrespective of the
size of the compressor.
The only factor that will vary with the size of the compressor is the limits of the
system parameters (temperature and pressure) within a system that can be deemed
healthy. Studying the trend of system parameter degradation on a smaller compressor
system such as the above mentioned testbed, a method was developed to model the nonlinear system. Based on the size and design of the compressor testbed, the limit for the
system parameters between which the compressor operation is healthy is defined.
Deviation of the system beyond these limits is considered a fault condition and the extent
of deviation is used as a measure of degradation.
A similar methodology of modeling a non-linear system can be applied to any
reciprocating compression system irrespective of its size. Only the limits of the system
parameters for healthy operation needs to be changed proportionally with due
consideration given to the operating conditions of the compressor.

4.2. INSTRUMENTATION ON TESTBED
The testbed will be used to study three most prominent defects, namely, valve
failure, piston ring and rider band failure and piston/cylinder vibrations. The pressure and
temperature sensors are required to identify the effect of a component failure on the
system performance. By classifying the changes in performance a component failure will
have on the system performance, a system model will be developed that will only
monitor the system parameters but still effectively deduce component failures based on
the trend of the parameters. Figure 4.1 gives an overview of possible instrumentation on a
compressor in order to provide a comprehensive assessment of system health.
The instrumentation includes using encoders, proximity sensors, thermocouples,
accelerometers etc., among various other types of instruments. Table 4.1 gives a listing of
sensors and measurements used in detecting valve failures, piston ring failures and
piston-cylinder vibrations. But it needs to be noted that the majority of reciprocating
systems in the industry use pressure and temperature sensors for detecting failure of
compressor components. Hence, this study will concentrate on analyzing whether
pressure and temperature sensors are sufficient for assessing compressor failures, starting
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with valve failures. Hence, the testbed was installed with temperature and pressure
sensors in order to emulate the industry scenario. Figure 4.2 shows the testbed and the
installed sensors. Pressure and temperature sensors were installed on the inlet and outlet
of each of the cylinders in order to catch any change or variation in pressure and
temperature signatures due to failure of valves. In order to force the valve system into
failure, accelerated failure tests were initiated and win be discussed in detail in the
following section.
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Figure 4.1: Common Measurements on a Reciprocating System

4.3. ACCELERATED TESTS
In order to initiate failure of the valve plate and valve springs and to establish
baselines for normal and faulty operations, a series of accelerated tests were conducted on
the testbed. The moving elements of the valve fail due to over-stress conditions or in
other words, because they are forced to operate beyond their design limits. To accelerate
the failure of the valve on the testbed, the compressor will be forced to operate under
conditions conducive to failure.
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Table 4.1: Listings of Instrumentation for Three Types of Defects

Defects

Valve failure

1) Thermocouples
and Resistance
Temperature
Detectors (RTD)
to measure the
valve cap and
suctionlDischarge
gas temperatures
2) Pressure
transducers to
measure the
cylinder and
suctionlDischarge
gas pressures

Sensors and
Measurements

3) Displacement
Sensors such as
fiber optic sensors
to measure the
displacement of
the moving
element of the
valve
4) Encoders on the
crank to provide
relative position of
piston in the
cylinder.

5) Accelerometers
mounted on valve
caps to detect
change in vibration
pattern as the
valve plate impact
velocity increases.

Piston ring and
Rider band
fai lure/wear
1) Proximity and
eddy current
sensors to
measure piston
rod drop
2) Pressure
transducers to
measure the
cylinder
pressures

3) Thermocouples
andRTDs to
measure the
valve cap and
Suction Discharge gas
temperatures

Piston/Cylinder
vibrations

1) Accelerometers
mounted on the
compressor
cylinder and
frame

2) Piezo-electric
sensors
mounted on the
compressor
cylinder and
frame

3) Ultrasonic
sensors
mounted on
compressor
frame
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Figure 4.2: Instrumentation on the Testbed

In order to understand the factors that cause failures on the valves, a cause-andeffect relationship for valves was developed. The model was helpful to realize the
dependency of the failure modes on system parameters. Figure 4.3 shows the cause-andeffect diagram for valve failure, whose eventuality is a valve leak.
The cause-and-effect relationship indicates that spring and valve plate failures are
caused mainly by stiction and spring faiJure. This leads to high impact velocities which in
tum results in high impact forces on the plate and spring elements. Hence, it can be
deduced that plate failures can be induced by creating conditions favorable to high impact
velocities on the plate. This was done by introducing water and sand into the inlet
cylinder during compression operation. The effect of liquid slugging and particulate
ingestion is discussed in Section 2.2.
In order to induce stiction of the valve plate, a film of lubricant was applied to the
valve seat. The film lubricant holds on to the valve plate by its adhesive property that
increases the impact force on the plate when the adhesive force is overcome. The effect
of accelerated tests was failure of the valve plate and spring. This will be discussed in
detail in the next section.
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5. ACCELERATED TESTS FOR FAILURE INDUCTION

Failures in most real-life scenarios initiate and develop over a period of time. The
rate of development of a failure on a system component depends on the working
condition of the component. It is required that the failures manifest themselves at a faster
pace on the testbed; hence the name accelerated failure tests. The system components
such as the valve and piston are subjected to conditions they are not designed for and are
forced to work beyond their design limits. The details of the tests and their effects are
discussed in this section.

5.1. STICTION ON VALVE PLATE
The oil film between the valve moving elements, such as the valve plate and the
springs, and valve seat has been shown to cause stiction or adherence of the elements to
their seats that cause delayed opening and closing of the valve [26]. This effect has been
studied both analytically and experimentally by Khalifa E. and Xin Lu [27J who have
discussed the solutions for the thin-film, low Reynolds number Navier-Stokes equations
for simple valve geometries. In their study they employed a simplified configuration of
the valve for their model that captured the important physics of the process.
A brief discussion of the effect of stiction on the physics of the process is
presented and is adopted from the study mentioned above [27]. The equation of motion of
the valve in the presence of oil film is given by

(7)

m = mass ofthe moving valve plate
h = height moved by the plate
k = spring constant
Fg = Gas force
Ft = Force due to surface tension caused by oil film
Fv = Viscous force caused by oil film
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The forces are derived by integrating the pressure distribution over the entire
valve area. The viscous force (Fv) plays a major role in determining the valve timing and
impact velocity. It is given by

(8)

where <l>v is a geometrical function of 'X' given by

(9)

And X is the ratio of contact area to that of port given by

(10)

Ac = Contact area between the valve plate and seat
Ap = Area of the valve port
Ri = Suction port radius
Equation (8) is highly nonlinear and can be solved numerically. The equation can
be employed in conjunction with the pressure variation within the cylinder to deduce the
effect of stiction due to oil film on the valve performance. The study has shown increase
in delay of valve timing and valve impact velocity with increase in the film thickness.
Based on the above study, in order to induce stiction on the valve plate of the
testbed, a layer of lubricant oil was spread on the valve seat. Figure 5.1 shows the effect
of the oil film on the pressure output.
The force due to gas pressure is working on the passive valve; it works against the
adhesive force of the oil film caused by the viscous force and the force due to surface
tension given by Equation (7), in addition to the spring force.
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When the force on the valve exceeds the adhesive force of the oil, the force acting
on the spring is greater than the force that would have been under no stiction. This causes
high impact forces on the valve elements, causing them to impinge on the valve guards at
high velocities. The impact causes the valve to rebound back and forth the valve area, due
to the property of restitution, causing highly fluctuating pressure output as shown in
figure 5.1 b. Based on the study and the experiments, it can be deduced that variation in
the frequency of pressure fluctuations are strong indicators for stiction condition.
The pressure and temperature waveforms for valve operation under normal and
stiction operations were recorded for further analysis, which will be discussed in Section
6. The high impact forces on the valve elements cause failure of the plate, whose
dynamics will be discussed in the next section.

5.2. VALVE PLATE FAILURE
The dynamics of the valve plate can be simplified and represented

(11)

h = height of valve plate center of gravity from valve seat

Av = Valve area
Cw = Drag force coefficient
~p

= differential pressure between the either sides of valve

F r = Spring force
kr = Leverage factor, depends on angle of tilt of plate when in motion
Cr= Translatory stiffness at time 't'
Fi = Impact force

k i = Impact leverage factor, depends on angle of tilt of plate when it impacts the valve
guard
C i = Impact stiffness
rt = Restitution constant
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In the above equation A"Cw f1JJ represents the gas drag force,

FI

+ kI C1M

represents the spring force, F; + kP/1h represents the force due to impact of the valve
plate and

~

d(t1h) represents the damping force. The impact force component,
d(M)

F; + kP;t1h , in Equation (11) is of particular interest as it plays a major role in amount of
stress on the valve plate. Equation (11) suggests that as the spring gets weaker, under the
same gas force, the impact force of the plate will be higher. The higher the value of
impact force the greater the stress on the plate during impact. The valve plate along with
translatory motion also tumbles or rotates about its center of gravity during motion.
Hence, under high impact velocities, there will be a point contact between plate and the
valve seat or guard. This means that at high impact forces, the plate will be subjected to
very high stresses concentrated on the point of contact thereby increasing the chances of
failure. Also at high impact velocities, the valve flutters; in other words, the plate
oscillates between the extremities due to the restitution factor rt.
A survey of literature has shown that inclusion of dirt and liquid into the
compression process coupled with stiction can cause high impact velocities on the valve
plate leading to failure. A similar condition was induced on the testbed by including dirt
and water with the inlet gas into the valves. The compressor was run under these
conditions for a while until the valve plate failed. The data acquisition captured the
pressure and temperature signatures of the inlet and outlet gas. The signatures contained
data for nonnal operation and signatures for the failure of springs and valve plate on a
cylinder. The temperature and pressure profile of the gas for the failure is as shown in
Figure 5.2.
Referring to Figure 5.2, point A indicates the point at which a crack was initiated
on the valve plate. The crack resulted in a leak that reduced the pressure output from the
cylinder, as shown in the figure. The temperature of the gas also drops as a result. The
crack continues to propagate during subsequent cycles and the plate finally fractures
rendering complete failure of the valve completely failed as seen at point B. Since the
valve plate cannot perfonn its function of stopping the gas flow, the pressure due to
compression is diffused. Close to total failure of the valve plate, the compressed gas at
high temperature escapes to the inlet port thru the crack. The gas is sucked into the
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cylinder during the suction stroke for compression. This raises the temperature of the
already hot gas, resulting in a surge of temperature of the gas at the outlet as seen at point
B.
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6. METHODOLOGY FOR FAILURE DETECTION AND PROGNOSTICS

This section will detail the steps of the methodology developed for the failure
detection and prognostics. Section 6.2, 6.3 and 6.4 will provide details of the wavelet
transforms tool, the logistic regression tool and neural network tool respectively. The
application of these tools for compressor failure detection and prognostics will also be
outlined.

6.1. FEATURE EXTRACTION
The procedure of extracting useful information from raw signals is feature
extraction. A variety of tools and algorithms are available in literature for data analysis
for better process understanding and interpretation. The selection of tool for feature
extraction largely depends on the type of data analyzed. In the current application, the
pressure and temperature undergo a cyclic change due to the reciprocating nature of the
process. The frequency of the cycle is controlled by the speed of the reciprocating piston,
which is run by a motor. This remains fairly constant throughout the operation. Hence,
under normal operation conditions the frequency of the pressure and temperature
waveform (cyclic change of pressure and temperature over time) should remain constant.
Failure of a component would affect the waveform which is triggered by change in the
natural frequency of the system. This can be detected by the change in the frequency of
the pressure or temperature waveform. In order to facilitate easy selection of tool or
algorithm for feature extraction, the analysis on the data collected can be classified into
the following types:

Time Domain analysis: Time domain analysis is directly based on the time waveform
itself.
Frequency Domain analysis: Frequency domain analysis is based on the transformed
signal in frequency domain. The advantage is its ability to easily identify and isolate
certain frequency components of interest.
Time-Frequency analysis: One limitation of frequency-domain analysis is its inability to
handle non-stationary waveform signals, which are very common when machinery faults
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occur. Thus, time-frequency analysis, which investigates waveform signals in both time
and frequency domain, has been studied for non-stationary waveform signals. Traditional
time-frequency analysis uses time-frequency distributions, which represent the energy or
power of waveform signals in two-dimensional functions of both time and frequency to
better reveal fault patterns for more accurate diagnostics.
The pressure waveform at the cylinder outlet is analogous to the valve movement
and can be treated as a non-stationary waveform and hence needs time-frequency analysis
for effective identification fault pattern and failure diagnostics. The next section will
introduce the wavelet transform tool which will be used for feature extraction from the
pressure signal.

6.2. SIGNAL DECOMPOSITION USING WAVELET TRANSFORMS
The wavelet packet transform (WPT) is a generalization of wavelet analysis to
enhance the decomposition procedures. A wavelet packet function \f';.k (1) , has three
indices, where integers n,} and k are the modulation, the scale and the translation
parameters, respectively, as given in Equation (12).
The parameter k dictates the translation in time. It is related to the location of the
window, as the window is shifted through the signal. This term corresponds to time
information in the transform domain. The parameter j is the scale parameter, where,} > 0,
is a continuous variable. Depending on the dilation parameter 'j', the wavelet function
dilates or contracts in time, causing the corresponding contraction or dilation in the
frequency domain. When 'j' is large

G> 1), the basis function becomes a stretched

version of the wavelet packet function (j = 1) and demonstrates a low-frequency
characteristic. When 'j' is small this basis function is a contracted version of the wavelet
packet function and demonstrates a high-frequency characteristic. The basic idea of the
wavelet packets is that for fixed values of j and k,

\f';k

analyzes the fluctuations of the

signal roughly around the position' 2) .k', at the scale 2) and at various frequencies for
the different admissible values of the last parameter n.

n = 1,2,....

(12)
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The decomposed wavelet packet component signal

f/ (1) can be expressed by a

linear combination of wavelet packet functions as given below:

00

Ij n(t) = L:<k'l';,k (t)

(13)

k=-oo

The wavelet packet coefficients

C;,k can be obtained from
(14)

Usually, direct assessment from all wavelet packet coefficients often leads to
inaccurate decisions [21]. Hence, the wavelet packets that yield the most information or
discriminatory information about the signal are filtered out. In this study, the wavelet
packet node energy, ej,n is used for extracting the prominent features and is defined as
given below

(15)

The wavelet packet energy measures the energy of the signal contained in some
specific frequency band indexed by parameters j and k.
Feature selection is mainly done to select the feature components that contain
discriminatory information and discard those feature components that provide little
information. The feature subset can be selected from the available features that have
larger criterion function values by using Fisher's criterion [21]. This helps in reducing the
dimension features that need to be analyzed.
The feature components {it

II = 1,2, .... , n} , once identified, can be ranked from the

features showing the highest discriminatory effect to the features showing the least.
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The discriminatory power is determined using Equation (17). The features are
ranked as

J(ft) ~ J(f2) ~ ... ~ iCfn-l) ~ J(fn)

(16)

where J(-) is a criterion function for measuring the discriminatory power of a specific
feature component. The criterion function (Fisher's criterion) is defined as

. ) _llIi.1t - I-im,fj 12
J fj (1, m 2
2
,

U

l,fj

(17)

+um,1t

where l-ii.1t and IIm.1t are the mean values of the

[th

feature,/t, for class i and m, and

a i •1t and a mJ, are the variance ofthe [lh feature,/t, for class i and m correspondingly.
Wavelet feature subset which is most discriminatory can be selected from the
available features that have larger criterion function values. The features identified will
be used to train a Logistic Regression classifier and enhance the generalization capability
of performance assessment process. The logistic regression algorithm is discussed next.

6.3. LOGISTIC REGRESSION FOR FAULT CLASSIFICATION
The machine operation condition from daily maintenance records/logs is a
dichotomous problem (either normal or failed) which can be represented using a logistic
regression (LR) function [20]. The goal of logistic regression is to find the best fitting
model to describe the relationship between the categorical characteristic of the dependent
variable (the probability of an event, constrained between 0 and 1) and a set of
independent variables. The logistic function is defined as:

1

Pr obabilityof event

eg(x)

= P(x) = 1+e -g(x) = l+eg(x)

where P(x) is defined as the probability of a failure event.

(18)
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The logistic model g(x), which is a linear combination of independent variables Xl,
X2, . .. ,xK,

is given by

(19)

For estimating P(x), the parameters a and

PP P2 ... , PK

need to detennined in

advance. Estimation in logistic regression chooses values of parameters of a and

PI'P2,,,,,PK

using the maximum likelihood method [31]. Then, the probability of failure

for each input vector x can be calculated according to Equation (19).

6.4. FAILURE PROGNOSTICS USING A NEURAL NETWORK BASED MODEL
A main goal of the project is to develop an early warning prognostic methodology
which predicts the perfonnance of the compressor and indicates failure components if
any. Prediction methods can be developed either by studying the underlying physics and
laws of the process or by observing strong empirical regularities in the data. Though the
physics based approach yields powerful results, it is not trivial to understand the
underlying laws due to the highly complex nature and nonlinearity associated with the
process.
Empirical based methods are easier to devise and implement though they have the
issue of not being able to recognize the periodicities at times due to noise in data. Within
the empirical methods, Neural Networks have been shown to be excellent function
approximators. They have the property of recognizing rather arbitrary dynamical systems
and they have good robustness to noise and implementation, i.e., small changes in the
network will not affect the computation in a finite time interval.
A Neural Network (NN) based model was developed for predicting the trend of
wavelet features. Recurrent neural networks (i.e., Neural Networks with ability to store
historic data) play an important role in forecasting because of the capability of storing the
previous states of the system through the recurrent connections. Elman recurrent neural
network, which is one of the recurrent neural networks, has been shown to have a
promising potential for prediction of polymer product quality [23], dissolution profiles in
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phannaceutical product development [24], and chaotic time series [25]. For the prediction
of the performance trend of the valve system, the Elman recurrent neural network is used.
The architecture of an Elman network is shown in Figure 6.1.
Referring to Figure 6.1, En represents a matrix of wavelet energy features, Pn
represents a matrix of peak pressures per cycle of compression and and T represents
temperature ofthe cycle. They are the inputs to the network and E" E2 , ••• ,E n, the wavelet
energies, are the outputs that the network will be trained to approximate. The context
layer holds the historical data represented by 1'. W(i) represents the weight matrix for the
ith layer. K represents the time instant the data belongs to.
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Time
Delay
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Inputs

E1CK-1)

Out))uts

PnCK-l)

Vn(K-I)

T6c-l)

1 ' - - -......
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En(K)

Layel'
Context Units
Time
Delav

Figure 6.1: Architecture of Elman Recurrent Neural Network
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The network devised has an input layer, two hidden layers and an output layer.
The objective of using the neural network is to train the network to recognize or
approximate the time series function of the wavelet energy, which is a representation of
valve performance. Many algorithms are used for accomplishing the task of network
training. Of these the gradient descent learning algorithm is most commonly used to train
a neural network. It adapts the weights of the network by comparing the desired and
actual values for a given input. The network forms a multi-dimensional error surface for a
given set of inputs and desired value. This leads to a major drawback of this method, i.e.,
the error surface consists of numerous local minima. The gradient descent method tends
to move the solution space for the network weights towards minima and many a times the
solution space may get locked in local minima of the error surface. This may lead to a
poor performance of the neural network and poor prediction.
In order to overcome the problem of local minima, the devised network was
trained with a hybrid algorithm of Particle Swarm Optimization (PSO) and Evolutionary
Algorithm (EA). In this algorithm, a population often similar recurrent neural networks
was randomly initialized and each network, called a particle, was trained individually
with the given input and desired data. By applying the selection operation in PSO, the
particles with best performance are copied to next generation. Therefore, PSO can always
keep the best performing particles. An Evolutionary algorithm (EA) was coupled with the
PSO in order to enhance the performance of the training algorithm. Evolutionary
algorithms are search and optimization techniques based on natural processes. They have
shown to produce good results in training recurrent neural networks [29].
The training algorithm combines PSO with EA, giving rise to a method that
combines the best features of both methods. While PSO is driven by social and cognitive
adaptation of knowledge, which means that the weights of the neural networks are
adapted based on the best performing individuaVparticle in the population of networks,
EA is driven by principles of evolution wherein, the weights of the network are mutated
to move the search to a different area of the solution space thereby facilitating better
global search capability. The next section outlines the gradient descent, Particle Swarm
Optimization and Evolutionary Algorithm and explains how the hybrid algorithm works
to converge to the optimal solution.
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6.4.1. Gradient Descent Algorithm. This is a popular algorithm used to train a
neural network. This method also known as the backpropagation technique is based on
the steepest descent approach applied to the minimization of the energy function Eq. The
energy function represents the instantaneous error and the training process involves
computing the input covariance matrix and the cross correlation vector, estimated by
Equations (21) and (23).
The energy function to be minimized is given by

(20)

where dq represents the desired network output for the qlh pattern and x~~~ is the actual
output of the recurrent network in Figure 6.1 given by

X(3)

= tan sig[W (3) x X(2)]
out

X(2)

=tansig[W(2) x x(l)]
out

x~~

=tan sig[W (I) x inp]

out

out

(21)

where x~2 for i=1 ,2,3, represents the output of ilh layer; W(i\ for i=1 ,2,3, represents the

,

weight matrix for the ilh layer; inp = input matrix, which in this case would be a matrix of
normalized historical energy trend, peak pressure per cycle, valve timing per cycle and
temperature; tansig = neuronal activation function tangential sigmoid.
The function tansig is given by

(22)

The saturating limits of the tansig function have a bipolar range. The negative and
positive ranges of the function have analytical benefits in terms of training the neural
network model.
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The rule for updating the weights of the defined network can be generalized as

W(i)
(k + 1) = W(i)
(k) + Jl O) fYxi-l
)S
)S
)
out ,s

where
f) (i)
j --

0';'

(d qh

(23)

(i))

orthe h·d'..)
I uen Iayers

(i)fi
-Xout,j ~ «Vj

~ ( LOX·" W~H vY' )for the output layer
}(

Wjs = Weight of the connection between the neuron j in the ith layer and neuron s in the
(i_1)th layer.
g(v;i) = First derivative of the neuronal activation function W.r.t the input to ith layer

h = Number of input/output patters.
The algorithm consists of following steps:
Step I: Initialize weights to random values
Step II: From the set of input/output pairs, present the input pattern to the
network and calculate the output according to Equation (21)
Step III: Compare the desired output with the actual value compute the error
Step IV: Update the weights of the network using Equation (23)
Step V: Repeat steps 1 to 5 till a pre-detennined level of accuracy is reached.
6.4.2. Particle Swarm Optimization (PSO). Particle swann optimization is a
population based technique wherein the system is initialized with a population of
networks [30], each with randomly initialized weights. The algorithm searches for the
optima satisfying a defined perfonnance index over generations (iterations oftraining).
Each neural network weight, called a particle, is represented by a position vector Ii, where
i=l, .. ,n represents the number of network weights (particles) initialized.
The swann of particles is flown through the solution space with a velocity defined
by vector Vi. At each time step, the fitness of the population of networks is calculated
using Ii as the input. Each particle keeps track of its best position, which is associated
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with the local best fitness it has achieved so far in a vector lbi. Also the global best fitness,
i.e., best position among all the particles so far is kept track of as gb.
At each time step t, by using the individual best position, lblt), and the global best
position, gb(t), a new velocity for the particle i is calculated by the equation,

(24)

Vi

= Velocity of the particle

If = Inertia factor

c) and C2 = Positive constants
</> 1and </>2

= uniformly distributed random numbers between [0 1]

Ii = Position of ith particle in the search space
The velocity change of a particle, given by Equation (24), consists of three parts.
The first part represents momentum and controls abrupt changes in velocity; the second
part is the cognitive part which can be considered as the intelligence of the particle,
learning from its flying experience. The third part is the social part which represents the
collaboration of the particle with its neighbors. The balance among the three parts
determines the balance of the global and local search ability and therefore the
performance of the PSO [30].
The inertia factor controls the ability of the PSO to search locally and globally.
The larger the value of inertia the better is the global search ability. Based on previous
work [30] and some trial and error, the PSO parameters were chosen to be inertia weight

= 0.8, c) = 0.8, C2 = 0.5, size of swarm = 10. Based on the updated velocities, each
particle's position is changed according to the equation,

Ii (t + 1) = Ii (t) + Vi (t + 1)

(25)

Based on the above equations, the particles tend to cluster together with each
particle moving in a random direction. This enhances the searching ability by overcoming
the premature convergence to a local minimum.
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6.4.3. Evolutionary Algorithm (EA). Evolutionary algorithms are a class of
probabilistic adaptive algorithms which are devised on the principle of biological
evolution. They are used to train neural networks as they provide a broad and global
search procedure. They distinguish themselves from other algorithms by being a
population based method, wherein each individual in the population represents a possible
solution to the given problem. Each individual is assessed by a fitness score, assessed by
the network's mean squared error (MSE), as in the case ofPSO to determine the best
fitting individual. The main operator used in this approach to EA is the mutation
parameter. Mutation is inspired by the role of mutation of an organism's DNA in natural
evolution. In this approach the best fitting individuals (parents) are chosen and they
undergo mutation (to create offspring), which moves the search space to a different area
in the solution space thereby facilitating a better global search. EA has been shown to be
a robust search algorithm that allows locating quickly the areas of high quality solutions
even if the search space is large and complex [26]. The quality of EA that enables
broader global search makes it suitable for neural network training.
The algorithm can be illustrated by the following steps:
Step I: A population ofn neural networks, Nj, i=l, 2, ... , n, are defined with
randomly initialized weights and biases. The weights and biases are
generated by sampling from a uniform distribution over [-I, 1].
Step II: Each individual network also has a self adaptive parameter ai, i=l, ... , n,
where each component corresponds to a weight or bias and served to
control the step size of the search for new mutated parameters of the
network [27].
Step III: Each parent generates an offspring using a strategy that varies the
associated weights and biases. For each parent N, an offspring N' is
created with weights calculated using the rule of mutation. The
algorithm periodically makes random changes or mutations in one or
more members (the ones assessed as the worst performing networks) of
its population, yielding a new network (which may be better or worse
than current population of networks).
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Step IV: Each network's fitness value, MSE, is calculated during each cycle of
mutation and Steps I - IV are repeated till a predetermined level of fitness is
reached.
There are many possible ways to perform a mutation operation. Equation (26)
shows one way of generating new offspring from a segregated population of winners or
networks with the best fitness. The values for the weights, W' (i), for a new network, N' ,
generated from an elite parent, N, due to mutation is generally small and is controlled by
the self adaptive parameter O"j, is given in Equation (26).

(I' (i)

= (I(i)e

rN.(O,l)
I

i

,

= l,2, ... ,Nw
(26)

W' (i)

= W(i) + (It

(i)N.(O,l),
I

i

= l,2, .... ,NW

where,
(27)

N w = Total number of weights and biases in the network

NiCO, 1) = Standard Gaussian random variable re-sampled for every i
6.4.4. Hybrid of Gradient-Descent, PSO and EA. PSO works based on the
social and cognitive adaptation of knowledge and on contrary the EA works based on
evolution from generation to generation. EA discards valuable information at the end of a
generation, while PSO keeps track in its memory the information of the local and global
best solution throughout the process. The mutation property of EA helps maintain
diversity in the PSO popUlation by moving the search space to a different area of the
solution space [30]. The gradient descent algorithm helps in arriving at the closest
minima of the error surface rapidly.
Based on the complementary properties of the three algorithms, a hybrid
algorithm is used here. A population of ten neural networks is randomly initialized and
each individual is trained with the given input/output pattern. In each iteration, after the
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initial gradient descent learning, the winners are chosen, which are the top 5 individuals
with the best fitness, calculated based on the mean squared error (MSE) of the actual and
desired values, are chosen and are enhanced using the PSO algorithm. The other half of
the population is discarded. The winners enhanced by the PSO are then run through the
EA algorithm to create an equal number of individuals through mutation. This procedure
enhances the entire population. The algorithm is illustrated in Figure 6.2
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I

I

WINNERS

I

LOSERS
Discard

Gradient Descent

Elites

PS a
Elites

1
Generation N+ 1

EA

pso

Mutation

Enhanced Elites

Offspring

New Population

Figure 6.2: Hybrid Algorithm of Gradient Descent, PSO and EA [30]
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7. RESULTS

The results of study on the plate failure, spring failure and stiction detection and
prognostics are presented in this section. Each of the following sections will describe
using tools discussed in Section 6 with specific details.

7.1. APPLICATION OF WPT FOR PRESSURE WAVEFORM
DECOMPOSITION
The pressure waveform is subjected to a six level wavelet decomposition using
the Daubechies (db4) wavelet as the wavelet function. The Debauchies wavelet is a
compactly supported mother wavelet that defines the timing window for frequency
analysis. It allows the wavelet transformation to efficiently represent functions or signals
with localized features. Real-world signals have these localized features, and tools like
Fourier transform are not fully equipped to recognize these features. The property of
compact support helps in applications such as compression, signal detection and denOIsmg.
The pressure waveform at the cylinder outlet is analogous to the valve movement
and is a non-stationary waveform and hence needs time-frequency analysis for effective
identification a fault pattern and failure diagnostics. A subset of 12 prominent feature
components based on wavelet energies was selected using the Fisher's criterion as
explained in Section 6.2. These features along with the temperature data were further
used for training the logistic regression model for normal and faulty operation mode
detection.

7.2. APPLICATION OF LOGISTIC REGRESSION ON PRESSURE AND
TEMPERATURE SIGNATURES FOR FAULT ISOLATION
Logistic regression models were trained for performance assessment of the valve
condition based on the pressure and temperature signatures. Two logistic regression
models were trained and tested for detection of two failure conditions. One model was
trained for detection of stiction on valve plates and the other was trained for detection of
valve leak condition. The models showed good results in detection of both the faults on
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the valve. The next two sections describe the inputs to the each of the models and the
results extracted.
7.2.1. Detection of Valve Stiction. The logistic regression model was trained

with 5000 normal cases and 5000 cases of valves under stiction. The inputs to the model
were the wavelet packet features extracted from the pressure signatures and temperature
data.
2000 cases (1000 normal and 1000 faulty) were then used to validate the trained
logistic model. The parameters a , /31' /32, ... ,/3K were estimated using the maximum
likelihood method to obtain the model for performance assessment. The confidence value
(CV) is calculated based on the probability of failure. CV is defined as CV=I-P(x).
When the machine is running normally, CV is close to 1. The CV of the machine starts to
fall towards zero as the machine starts to fail. The closer it is to 0, the closer the machine
is to failure. If the confidence value is less than a pre-determined threshold, for example,
0.6, an alarm will be triggered indicating degradation due to failure of component. The
Confidence Value plot for the test data is as shown in Figure 7.1. Table 7.1 gives the
statistical inference from these data. The model detects faults with an accuracy of99.5%.
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Figure 7.1: Confidence Value Trend for Tested Cases
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Table 7.1: Statistics of the Stiction Test
Total Number of trials
tested

2000
1000

Number of trials tested for
normal condition
Error in classification
(False Positives)

1.3%
1000

Number of trials tested for
stiction condition
Error in classification
JFalse Ne~atives)
Percent of correct
classifications

0.5%
98.2%

7.2.2. Valve Plate Failure Detection. 300 cycles were used as training data,
including 250 normal cycles (P(x)=O) versus 50 faulty cycles (P(x) =1). The model was
trained on one set of valve failure data and tested on another set. The plots of the failed
components and their CV assessments from LR are shown in Figure 7.2 and 7.3.
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Figure 7.3: Partial Plate Failure - (a) Confidence Value Trend
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Figure 7.2a shows the implementation of the LR model for a total valve failure
condition. Figure 7.2b shows the failed valve plate on the 3rd cylinder of the testbed. The
model was then used to determine the health of another valve plate failure. The results are
shown in Figure 7.3a. It is to be noted that the CV for the second failure was closer to the
alarm level as it was only a partial failure with a small crack on the plate. Hence, CV can
be used as a quantitative measure of the failure. The partially cracked plate is shown in
7.3b.
The alarm level for the CV is set at 0.6 at which point an alarm will be triggered
to indicate degradation in performance due to failure of the component. The trained LR
model is able to detect the degradation in performance failure of the valve plate (the CV
drops beyond the alarm level).

7.3. PREDICTION RESULTS FROM THE NEURAL NETWORK MODEL
Hundred hours of data was used to train the network, 600 minutes at a time. The
network was designed to train with latest 600 minutes of the data dynamically to predict
the future trend of the wavelet feature 120 min ahead from present time. The inputs to the
model were historic energy trend extracted by the wavelet transforms of the pressure
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signal, peak pressure value per cycle of compression, time to peak pressure per cycle of
compression and temperature data for 600 minutes, represented by En. P n, V n and Ti
respectively. The outputs are the predicted trend of the wavelet features, represented by

E\, E2 , ... , Em, for the next 120 minutes.
Before the training process the pressure and temperature data is normalized by

inp;

=(

INP; - min(lNp;) - 0.5J *1.90
max(lNp;) - min(lNp;)

(28)

where INP is the matrix of the input data stated above.

The normalization will smooth out the extreme outliers and make sure that the
values of the inputs to the neural network are between -0.95 and +0.95, which is the
range of the neuronal activation function. The dynamic prediction results for the valve
system are as shown in Figure 7.4. Figure 7.5 shows the prediction of the wavelet feature
for the first 200 minutes.
The NN model is able to predict the trend of the wavelet features in close
proximity to the actual values. A threshold value for the wavelet features needs to be
established so that an alarm is triggered when the predicted trend crosses it. In the given
case study it is set at -0.6 based on observations of previous failures and the mean value
of the energy for normal operation. It is to be noted that the seeded failure on the testbed
is accelerated, which is to say that the time from the valve performance degradation to
failure is also accelerated. In real life failure scenarios, the time scale from degradation to
failure is more gradual and is expanded. The NN model will be able to predict further
ahead into the future under real life scenarios. Another way to improve the NN model
prediction is by including more system parameters into the training such as vibration
data.
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Figure 7.4: Dynamic Prediction Results from the Neural Network Model
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Figure 7.5: Prediction Results - (b) From 100 to 200 Minutes (cont.)

In order to check the performance of the algorithm, it was compared with the
results of prediction using only the gradient descent algorithm for training the same
neural network model. Figure 7.6 compares the predictions given by the hybrid and
gradient descent algorithms. The plot in Figure 7.6 shows the input to the training model,
depicted by '*', and the predicted trend of the energy features, depicted by '0' and '0' for
gradient descent and PSO-EA, respectively, given by the NN tool. As seen in the plot, the
hybrid algorithm used for training the neural network has shown better convergence and
generality to function approximation.
The plot in Figure 7.7 shows the error in prediction between the actual and
predicted values of energy trends for the two methods. The hybrid algorithm shows better
approximation of the process thereby enabling better prediction results as indicated by the
error comparisons in Figure 7.7. The gradient descent algorithm shows good results for
short term prediction but shows larger error for log term prediction.
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8. CONCLUSIONS

Valve plate failure and stiction was successfully seeded. Healthy and degraded
signatures were extracted from the compressor testbed setup and used in valve failure
detection and prediction studies. The use of wavelet packet transforms for feature
extraction has been shown to be an excellent tool for feature extraction and for
quantitative health classification. The non-stationary property of the pressure waveform
of the inlet and outlet gas demands a tool such as the wavelets for time-frequency
localization of prominent features.
Logistic regression (LR) has been shown to be a good tool for quantitative health
assessment of valve failure. The tool has been shown to successfully classify stiction on
valves with an accuracy of98.5%. It was also shown to detect the failure of the valve
plate successfully. The LR model, when trained effectively, will provide a probability of
failure of a component, which can be tracked for maintenance scheduling. The LR model
can be trained to recognize other failure modes such as spring degradation in a similar
fashion.
The wavelet packet features were further used as inputs to a neural network based
model for predicting failure of valve plate. The neural network model trained with the
PSO-EA hybrid algorithm is able to predict the trend of wavelet energy feature, extracted
from the wavelet transforms of the pressure signal, 120 minutes in advance. It is to be
noted that the model was used on accelerated data and hence the performance of the
model will improve for normal modes of failures, in which case the degradation is more
gradual.
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