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Abstract  I 
 
Abstract 
In the wake of increasing challenges of high prices of oil and gas and uncertainties about 
political stability in many oil and gas producing countries, coal becomes more and more 
important in the coming years for its vast reserves and wide distribution all over the world. The 
technology of Underground Coal Gasification (UCG), converting in-situ, unmined coal into 
combustible gases, has continued to attract worldwide interest because of its ability to exploit 
coal which is otherwise unminable by conventional mining techniques due to deep deposit 
depths, thin seam thickness or low quality, in an economical, safe and environmentally friendly 
manner. Ground subsidence seems to be an inevitable consequence of underground cavities 
formed by a commercial-scale UCG project. Unlike other mining methods (longwall mining, 
room-and-pillar mining, etc.), the rocks and coal in the vicinity of a UCG reactor are subjected to 
high temperatures which may be in excess of 1000 °C. Thus, the purpose of this thesis was to 
predict UCG-induced ground subsidence by application of a thermo-mechanical rock failure 
criterion which involves high-temperature influences on rocks. 
An extensive literature review on sedimentary rocks and a suite of laboratory experiments on 
claystone after thermal treatment have been conducted to study temperature-dependent physical, 
mechanical and thermal properties, especially rock strength. These research efforts indicate that 
rock strength changes with temperature, and the varying characteristics can be generally 
categorized into three types. Based on this categorization, the thermo-mechanical Hoek-Brown 
(TMHB) and Mohr-Coulomb (TMMC) rock failure criteria were developed. The corresponding 
constitutive relations combined with the TMHB criterion were also developed by means of the 
incremental theory of thermo-plasticity. In addition, using the closest point projection method 
(CPPM), a subroutine of this constitutive model was implemented into Abaqus/Standard. 
Furthermore, potential ground subsidence in a hypothetical UCG area was numerically 
investigated by utilization of the proposed TMMC criterion. 
The two criteria proposed have the potential to accurately represent temperature-dependent rock 
strength. The TMMC criterion is easy to use, because its mathematical form is relatively simple, 
and the involved material parameters have definite physical meanings and are being widely 
accepted in rock engineering, while the TMHB criterion is more suitable for rock mass for it 
utilizes a material parameter defining high-temperature rock mass quality. The numerical 
simulations indicate that ground subsidence increases with the increase of the size of single 
cavity, of the total area of cavities, and of coal seams gasified. On the conditions such as 
temperature distribution and UCG layout modeled in this thesis, the magnitude of ground 
subsidence was in the order of decimeters. 
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Therefore, it is recommended that further research be carried out into validation of the ground 
subsidence prediction method with field-scale tests of UCG implementation. It is also 
recommended that in advance of a commercial-scale UCG project, high-temperature mechanical 
properties of rocks and coal around the seams to be gasified be experimentally investigated at 
small and large scales, and potential ground subsidence be carefully studied.  
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Kurzfassung 
Infolge der wachsenden Herausforderungen hoher Öl- und Gaspreise sowie der Ungewissheit 
politischer Unruhen in vielen Öl- und Gasförderstaaten wird Kohle in den kommenden Jahren 
wegen ihres enormen Vorrates und großen Vorkommens in der ganzen Welt immer wichtiger. 
Die Technik der unterirdischen Kohlevergasung (UCG), die Umwandlung von Kohle in-situ 
unter der Erde in brennbare Gase, stößt auf immer größeres Interesse, weil mit dieser Technik 
Kohle abgebaut werden kann, deren Förderung mit konventioneller Technik entweder wegen zu 
tiefliegender und zu dünner Kohleflöze oder wegen der niedrigen Qualität nicht wirtschaftlich, 
sicher und umweltfreundlich möglich ist. Setzungen der Geländeoberfläche sind eine 
unvermeidbare Folge der bei einem großflächigen gewerbsmäßigen UCG-Projekt entstehenden 
unterirdischen Hohlräume. In Gegensatz zu anderen Abbauverfahren wie z. B. Strebbau, 
Kammerbau, usw., wird das Gestein und die Kohle im Bereich eines UCG-Reaktors hohen 
Temperaturen von vermutlich über 1000 °C ausgesetzt. Die Zielsetzung dieser Arbeit war 
deshalb die Prognose der UCG-induzierten Setzungen unter der Verwendung eines 
thermomechanischen Versagenskriteriums von Fels, bei dem der Einfluss von hoher Temperatur 
mitberücksichtigt wird. 
Eine umfangreiche Literaturrecherche über Sedimentgesteine und eine Reihe von 
Laborversuchen an thermisch behandeltem Tonstein wurden durchgeführt, um die 
Temperaturabhängigkeit der physikalischen, mechanischen sowie thermischen Eigenschaften, 
insbesondere der Festigkeit des Gesteins zu untersuchen. Diese Untersuchungen zeigen, dass die 
Festigkeit von Gestein von der Temperatur abhängt und die Merkmale der Abhängigkeit 
grundsätzlich in drei Typen eingeordnet werden können. Auf Basis dieser Kategorisierung 
wurden die thermomechanischen Versagenskriterien für Gesteine jeweils nach Hoek-Brown 
(TMHB) und Mohr-Coulomb (TMMC) eingesetzt. Die entsprechenden konstitutiven 
Beziehungen zusammen mit dem TMHB-Kriterium wurden mit Hilfe der inkrementellen 
Methode der Thermoplastizität entwickelt. Darüber hinaus wurde nach der Closest-Point-
Projektions-Methode (CPPM) eine Subroutine dieses konstitutiven Models in Abaqus/Standard 
implementiert. Außerdem wurden die zu erwartenden Setzungen eines fiktiven UCG-Bereichs 
nach dem vorgeschlagenen TMMC-Kriterium numerisch erforscht. 
Die beiden vorgeschlagenen Kriterien haben das Potential zu einer genauen Darstellung der 
Temperaturabhängigkeit der Festigkeit von Gestein. Das TMMC-Kriterium ist wegen der relativ 
einfachen mathematischen Form und klarer physikalischer Bedeutung der betroffenen 
Materialparameter leicht anzuwenden und deshalb weithin akzeptiert in der Felsmechanik, 
während das TMHB-Kriterium geeigneter für Gebirge ist, da es einen Materialparameter zur 
Definition der Qualität des Gebirges bei hoher Temperatur verwendet. Die numerische 
Simulation zeigt, dass die Setzungen größer werden, wenn die Einzelhohlräume bzw. die Fläche 
II   Kurzfassung 
aller Hohlräume oder der vergasten Kohleflöze größer werden. Bei den hier angesetzten 
Rahmenbedingungen, z. B. der Temperaturverteilung und die räumliche Anordnung des UCG-
Models, liegen die Setzungen in der Größenordnung von Dezimetern. 
Es wird demzufolge vorgeschlagen, weitere Forschung zu betreiben, um die Methode zur 
Prognose von Setzungen durch den Test der UCG in technischem Maßstab zu überprüfen. Es 
wird außerdem vorgeschlagen, dass im Vorfeld eines gewerbsmäßigen UCG-Projekts die 
mechanischen Eigenschaften der Gesteine bei hoher Temperatur und der Kohle in der Nähe der 
zu vergasenden Flözen klein- und großmaßstäblich experimentell untersucht werden sollen und 
die Setzungen sorgfältig zu analysieren sind. 
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1 Introduction 
The global energy system is now facing a major challenge in the present century. Fossil fuels are 
becoming scarcer and more expensive to produce, and are furthermore responsible for global 
climate change, as the consumption of fossil fuel is the main source of anthropogenic greenhouse 
gas emissions. Fossil fuels including natural gas, coal and oil have dominated the world’s energy 
supply since the 20th century (International Energy Agency, 2010). “Proven” reserves of oil are 
estimated to last 45 years at current consumption rates, natural gas may cover 43 years at the 
current usage level, while coal could extend fossil fuel supply by 230 years (Weidenbaun, 2002). 
Thus, coal plays an extremely important role in energy supply in the following hundreds of 
years. Nevertheless, coal reserves available for conventional mining are probably restricted to 
about two centuries at the projected rates of extraction (Younger, 2011). In addition, the depth of 
coal exploitation becomes deeper and deeper as time goes on. For instance, the depth of many 
coal mining faces in the P. R. China is up to 800–1500 m (Cheng et al., 2011), and the mean 
depth of coal working areas in Germany increased to 996 m in 1997 (Kalkowsky and 
Kampmann, 2006). Today, less than one sixth of the world’s coal is economically accessible 
(Friedmann, 2007). Coal will increasingly be used worldwide as emerging nations develop the 
industrial infrastructure and the world moves from reliance on depleting supplies of oil and 
natural gas. However, unless cleaner and cheaper ways can be found to convert coal to gas or 
liquid fuels, coal is unlikely to become an acceptable replacement for oil and gas. 
The technology of Underground Coal Gasification (UCG) converts in-situ, unmined coal into 
synthesis gas, leaves most of the ash underground, and makes the pollutants such as mercury, 
particulates and sulfur species greatly reduced in volume. It offers the possibility of exploiting 
seams otherwise unminable due to deep deposit depths, thin seam thickness or low quality, in an 
economical, safe and environmentally friendly manner. In this sense, the widespread usage of 
this technology could dramatically change the balance between the geological coal resource and 
economically recoverable coal reserves. The World Energy Council (Copley, 2007) estimates 
that UCG could increase world coal reserves by 600 billion short tons (an increase by more than 
60%), providing a massive replacement for dwindling natural gas reserves. McCracken (2008) 
estimated that the application of UCG could vastly increase global coal reserves by a factor of 3 
or more. UCG also offers the prospect of Carbon Capture and Storage (CCS) using the voids 
formed by the former UCG reactor and the fractured surrounding rocks underground to realize 
low or even zero CO2 emission (Roddy and Younger, 2010), and thus is recognized as low 
carbon technology. In addition, compared to conventional coal mining, UCG has advantages 
such as less operating costs and surface damage, and no mine safety issues (e.g. mine collapse 
and asphyxiation).  
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1.1. Motivation 
UCG can offer a clean, cheap and safe method to convert in-situ coal into combustible gases, 
leaving underground cavities where coal has been gasified. It has received worldwide interest 
these years. However, there are several environmental risks such as groundwater pollution and 
ground subsidence. These risks should be studied seriously before UCG projects are 
implemented, especially at a commercial scale. Ground subsidence and associated ground 
movement have become important factors in evaluating the feasibility of UCG projects. Ellison 
and Schubert (1981) proposed that the potential impacts of subsidence at five different locations 
(circled) as illustrated in Figure 1.1 include: 1) roof collapse around UCG reactors, 2) wellbore 
damage of injection and/or production wells, 3) aquifer pollution due to exhaust gas via fracture 
permeability, 4) heat or gas escape, and 5) firing of adjacent coal and heat losses due to exhaust 
gas.  
Although negligible subsidence was observed in most of the field tests (Burton et al., 2007), 
notable ground subsidence may be induced by a commercial-scale UCG operation for it will 
leave the cavities of large volume underground. The cavities can be compared with those left 
behind the support in longwall coal mining to some degree, but there is an important difference 
in UCG: the rock in the vicinity of the cavity is exposed to high temperatures. Coal combustion 
and gasification during a UCG process is conducted at temperatures of 700–900 °C, which may 
reach up to 1500 °C (Burton et al., 2007). In the temperature range, strength and deformation of 
sedimentary rocks such as sandstone, shale and coal significantly change (e.g. Hettema et al., 
1992; Hajpál and Török, 1998; Ma et al., 2005; Zhang et al., 2010). However, conventional rock 
failure criteria, such as the Mohr-Coulomb and Hoek-Brown criteria, cannot provide a good 
description of rock behavior at high temperatures for they are derived at room temperature. In 
this sense, when the prediction of ground subsidence induced by UCG is carried out, numerical 
calculations based on the conventional criteria should be adapted and take into consideration the 
temperature-dependent behavior of rocks. Therefore, a new rock failure criterion which involves 
this feature and can be termed as a thermo-mechanical (TM) failure criterion is required to 
develop. Moreover, it is better to introduce this kind of TM failure criteria into the numerical 
research on ground subsidence induced by UCG, for the rocks and coal in the process are 
exposed to high temperatures. 
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Figure 1.1 Potential impacts of UCG subsidence after Ellison and Schubert (1981). 
1.2. Objectives 
Since rocks/coal in the vicinity of UCG reactors are exposed to high temperatures and their 
strengths vary with temperature and usually dramatically decrease above a certain high 
temperature compared to those at room temperature, a new rock failure criterion which can 
provide an estimate of temperature-dependent strength is necessary in numerical research on 
UCG-induced subsidence. This kind of criterion is called a thermo-mechanical (TM) failure 
criterion in this thesis. Therefore, the main objective of this thesis was a preliminary prediction 
of ground subsidence induced by commercial-scale UCG implementation in thin, deep coal 
seams by means of numerical simulation involving the TM rock failure criterion. 
The first objective within this thesis was to study the influences of high temperature on 
mechanical properties of sedimentary rocks, as the surrounding rocks of a coal seam are 
basically sedimentary rocks. An extensive review of international literature, especially of 
Chinese publications not considered in the English-speaking scientific community so far, and 
laboratory testing on a typical claystone from a deep German coal mine were conducted to study 
the influences. The second objective was to develop a new TM failure criterion for rocks. As the 
Hoek-Brown and Mohr-Coulomb criteria are widely applied in rock engineering, they are 
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adapted for the development of the TM Hoek-Brown and TM Mohr-Coulomb criteria. The third 
and main objective within this thesis was the prediction of ground subsidence induced by UCG 
by application of numerical simulation based on the TM Mohr-Coulomb criterion. 
1.3. Structure and Methodology 
Chapter 1 (Introduction) gives a short overview of the problem statement, the thesis objectives 
and the structure and methodology. 
A brief summary of the UCG history is presented in Chapter 2 (Process of Underground Coal 
Gasification (UCS)). In addition, some key issues of the UCG process such as technological 
schemes of UCG implementation, chemical reactions of coal gasification, cavity shapes and 
ground subsidence of field tests are reviewed to support a general process understanding. 
Chapter 3 (Temperature-Dependent Properties of Sedimentary Rocks) gives an extensive review 
of literature on the topics of physical, mechanical and thermal properties of sedimentary rocks, 
such as sandstone, limestone, shale and coal, exposed to high temperatures. Based on the data 
reviewed, the relations between compressive strength and temperature are empirically 
categorized into three types. The relations between elastic modulus and temperature also fit this 
kind of categorization. 
Chapter 4 (Laboratory Observations on Claystone) describes the experimental activities carried 
out to characterize the geotechnical properties of claystone after different high temperature 
treatment. The physical properties such as density and porosity were measured before and after 
thermal treatment. Furthermore, uni- and triaxial compression tests were applied to the high-
temperature treated samples to investigate their mechanical properties such as elastic modulus, 
compressive strength, cohesive strength and friction angle under confining pressures up to 20 
MPa. Then, the linear Mohr-Coulomb and Hoek-Brown criteria were used to analyze the 
observed data at each temperature level.  
Thermo-mechanical (TM) failure criteria and the corresponding constitutive relationships are 
developed in Chapter 5 (Thermo-Mechanical (TM) Failure Criteria and Constitutive Relations). 
Following a short review of the existing TM criteria, two TM failure criteria, namely the TM 
Hoek-Brown (TMHB) and TM Mohr-Coulomb (TMMC) criteria, were adapted from the 
conventional Mohr-Coulomb and Hoek-Brown models, respectively. This is followed by an 
introduction of the incremental theory of thermo-plasticity and the development of the TM 
constitutive relations with the TMHB criterion. Furthermore, an implicit scheme, the closest 
point projection method (CPPM), was introduced to solve the integration of the TM constitutive 
equations. Then, the TMHB model was embedded into the Abaqus software package through 
coding a user subroutine UMAT.   
Ground subsidence induced by UCG implementation is preliminarily predicted in Chapter 6 
(Numerical Simulations), taking into account the TMMC model and TM coupled calculation. 
For that purpose, a sensitivity analysis of the parameters involved in the TM calculation was 
conducted. Then, a comparison between heat transfer time and cavity deformation was 
conducted to determine the temperature field for the prediction. The influences of single cavity 
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of the width up to 50 m and two cavities with different ratios of pillar width to cavity width on 
ground subsidence were studied. Furthermore, the UCG scenarios with the layout of multi-
cavities of different width in one seam as well as multi-cavities of the same width in multi-seams 
were used to determine ground subsidence induced.  
Chapter 7 (Summary and Conclusions) gives a summary of the research activities performed 
with the scope of the thesis. It is closed with a discussion of further investigations required in 
advance of a commercial-scale implementation of UCG.  
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2 Process of Underground Coal Gasification (UCG) 
Underground Coal Gasification (UCG) is a promising unconventional recovery technique for 
coal deposits which are currently unminable or uneconomical to mine, such as too deep, too high 
in ash or too remote for exploitation, by conventional coal mining methods. This technology 
converts in-situ, unmined coal into a high quality, affordable synthetic gas or syngas that can be 
processed to provide fuel for heating, power generation, hydrogen production, or feedstocks for 
the production of ammonia and key liquid fuels such as diesel fuel or methanol (Moulijn et al., 
2001; Sunjay, 2010).  
The principal process of UCG involves drilling at least two wells into an aimed coal seam for 
air/oxygen input and syngas output, igniting and combusting the coal. Compared to conventional 
mining, UCG is environmentally attractive, because most of the ash in the coal stays 
underground, sulfur in the product gas mainly presented in the form of H2S can be removed 
easily, and men are not required to work underground. In addition, if UCG combined with CCS 
(UCG-CCS) is used, low or no CO2 emissions can be realized. Even though UCG has those 
advantages as mentioned above, this technology is not perfect and involves several potential 
environmental risks such as ground subsidence and aquifer contamination.  
2.1. State of the Art 
The technology of UCG has over a hundred years of history. The first suggestion to gasify coal 
underground was proposed by Sir William Siemens, a German scientist, in 1868 (Siemens, 1868) 
and Dmitriy Mendeleyev in Russia at about the same time (Olness and Gregg, 1977). In the 
1920s and 1930s the basic technology was developed in the former Union of Soviet Socialist 
Republics (USSR) (Klimenko, 2009). Since then several pilot plants were built and five 
industrial scale plants were started in the former USSR in the 1960s. All these activities 
contribute to development of the basis for the modern UCG technology (Mohamed et al., 2011). 
However, as large natural gas discoveries made the process uneconomical, most of the activities 
were abandoned in the 1970s and 1980s. Today of those only the Yerostigaz plant owned by the 
Australian Linc Energy in Uzbekistan remains. UCG efforts in the U.S. began in the early 1960s 
and were terminated by the mid-1980s. The U.S. made significant improvement to the Soviet 
technologies during that period (Klimenko, 2009). In China, the efforts began in the 1980s 
(Creedy et al., 2004) and continue to the present (Farley, 2011). In Australia, New Zealand and 
Europe, efforts started in the 1990s (Burton et al., 2007).  
Despite of these efforts made worldwide, UCG development has been tortuously slow, mainly 
owing to the historical cheapness of natural gas and oil, making it hard to establish a sound 
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economic case. But as the energy prices climb, countries look to establish an increased diversity 
of energy supply, and worldwide concerns about global warming grow dramatically, in the last 
few years the UCG technology has gained substantial, renewed interest around the world, 
especially coal producing regions, such as China, India, South Africa and the UK (Ali et al., 
2012), for it has the potential to be used as a supplement to or substitute for natural gas and oil. 
There are now over 30 pilots and several commercial-scale projects in either operating or 
planning stage in more than 25 countries, including the U.K., Australia, the U.S., South Africa, 
China, India, New Zealand and Canada, as shown in Figure 2.1. Detailed descriptions of these 
pilots and projects are given by various authors, e.g., Sury et al. (2004), Burton et al. (2007), and 
Shafirovich and Varma (2009). 
These UCG operations, covering a wide range of coal seam depths and thicknesses (Figure 2.2) 
as well as geological characteristics, successfully demonstrated a wide understanding of process 
control, contamination, and burn operations with different structure, hydrogeology, coal, 
groundwater, and design. Despite the knowledge, a number of challenges such as understanding 
of in-situ processes, environmental impacts and carbon management are still needed to accelerate 
the use of UCG. All the research associated with UCG can be conveniently divided into three 
categories: 1) field experiments such as the Hanna tests (Bartke et al., 1985) and the Chinchilla 
project (Blinderman and Jones, 2002), 2) laboratory experiments to study particular aspects of 
the UCG process (see, e.g., Liu et al. (2003), Kostúr and Kacúr (2008) and Soetjijo (2008)), and 
3) development of mathematical models or numerical modeling for all or selected issues 
associated to UCG, such as Rigss (1993), Yang (2004), Khadse et al. (2006) and Yang and 
Zhang (2009). Research continued with UCG operating experience may involve the followings: 
 Improved combustion/gasification modeling to predict syngas quality and cavity growth 
including the shape, direction, temperature, volume and rate of growth, etc. 
 Environmental and site assessment to reduce the risk of acceptable levels and identify 
relative operating ranges through integrated geomechanical-thermo-hydro-chemical 
simulations and analyses, etc. 
 Process and environmental monitoring using geophysical tools (e.g. electrical resistance 
tomography and seismic monitoring), remote sensing tools and down-hole tools for real-
time continuous monitoring of temperature, pressure and syngas, and detection of burn 
front progression, fracturing, cavity collapse, subsidence and surface changes, etc.  
 Issues with UCG-CCS, such as risk assessment of CO2 leakage, process control of CO2 
injection and storage, environmental monitoring, etc.  
 Economics, public perception and acceptance. 
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Figure 2.1 Worldwide distribution of UCG field tests (circles) and commercial-scale projects 
(stars) after Friedmann (2011). 
 
Figure 2.2 Worldwide UCG experience with respect to coal seam depth and thickness adapted 
from Beath and Davis (2006) with data from Liu et al. (2006). 
2.2. UCG Process 
The UCG process has been extensively described in a number of recent publications (e.g. Burton 
et al. (2007), Shafirovich and Varma. (2009), and Roddy and Younger (2010)). Hence, only a 
brief summary is given here. The operating procedure of UCG can be broadly divided into four 
steps: 
1) Well construction and linkage: a minimum of two boreholes are developed into the 
targeted coal seam to allow for oxidant injection (injection well) and product gas 
extraction (production well). The wells are linked or extended to form an in-seam 
channel to facilitate oxidant injection, cavity development and syngas flow. 
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2) Coal ignition: a mixture of oxidant gases (air/oxygen) and/or stream is injected through 
the injection well, and the coal seam is ignited subsequently. However, somewhere it is 
unnecessary to ignite the coal with additional fluids or gases.  
3) Gas production: syngas, a mixture of hydrogen (H2), carbon monoxide (CO), carbon 
dioxide (CO2) and/or methane (CH4) in usual, is produced through chemical reactions, 
flowing from the gasification zone, through constructed or formed channels, to the 
production well where it flows to the surface for treatment and further utilization. Syngas 
composition highly depends on coal quality, oxidant composition as well as in-situ 
pressure/temperature conditions.  
4) Decommissioning: once all the available coal has been gasified, the UCG process is shut 
down according to known and demonstrated shut-down procedures (e.g. injection of 
nitrogen). 
2.2.1. Technological Concepts 
There are three basic technological schemes for undertaking UCG projects: 
 The Linked Vertical Well (LVW) method (Figure 2.3): It creates a physical link between 
two vertical boreholes by either drilling a borehole in the coal seam and linking the two 
wells together or using some other technologies such as reverse combustion, electric-
linking and hydraulic fracturing (Figure 2.4), whereas the reverse combustion method is 
more common than the others. It is more suited to shallow coal seams, and used in 
projects in Uzbekistan, South Africa, China and Zealand. 
 The Controlled Retraction Injection Point (CRIP) method (Figure 2.5): It uses a vertical 
production well for syngas output and an extended lateral well which drilled from the 
surface and turned so that it can drill parallel with the dip of a coal seam, and can 
continue for at least 500 m within the seam for injection of oxidant and steam. Then 
gasification will occur at a first point (Figure 2.5). This creates a gasification chamber 
which typically may be in the order of 20 m width and 20 m length. As the process 
continues, the chamber will be partially filled with rubble, ash and char. When the 
chamber is exhausted at a certain point, the process is temporarily shut down and the 
injection point retracted back along the coal seam for about 30 m (depending on the coal 
depth and thickness, which defines the size of the gasification chamber). Gasification is 
then re-started at the second point. 
 The “Long Tunnel, Large Section, Two-Stage” method (Figure 2.6): It uses conventional 
underground mining methods to develop gasification reactors, and its layout is similar to 
a district of longwall mining but with injection and production boreholes drilled at the 
gateroad ends. Additional boreholes are drilled to enable the air injection point to be 
adjusted to control the movement of the gasification front. “Long tunnel, large section” 
refers to the structure of the reactor which is a 3–4 m2 coal mine roadway around 200m 
length, while “Two-stage” refers to the processes involving oxidation in an air-blown 
first stage to raise the reactor temperature and then injection of steam which decomposes 
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on contact with the heated coal to form H2 and CO (Chen and Yu, 1996; Li et al., 2007). 
This method can use the tunnel built by labor drivage, and thus is hopeful to solve the 
real situation in China where there are lots of abandoned coal resources (Liu and Li, 
1999). 
Of these methods, the CRIP method provides access to the greatest quantity of coal per well set, 
allows greater consistency in production gas quality, and is the only industrial-scale technique 
suitable for the gasification of deep-lying coal seams (Hewing et al., 1988; Kempka et al., 2009). 
Therefore, the ground subsidence prediction in Chapter 6 (Numerical Simulations) is considering 
the utilization of the CRIP method. 
 
Figure 2.3 Principle of UCG based on the LVW method after Perkins and Sahajwalla (2007). 
  
  
Figure 2.4 Various linking methods for the LVW method after Shirsat (1989). 
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Figure 2.5 Vertical cross-section, showing a conceptual picture of the CRIP process after Seifi et 
al. (2011). 
 
Figure 2.6 Sketch for the ‘Long Tunnel, Large Section, Two-Stage’ UCG arrangement after Deng 
(2007). 
2.2.2. Coal Performance 
In a UCG reactor, coal gasification takes place through the following reactions: 
1. Gasification and combustion. 
2. Pyrolysis reactions: producing gas, oils, char and vaporized tars.  
3. Drying the coal: evaporating the moisture content of coal. 
The UCG reactor can be roughly divided into three ‘zones’: oxidation or combustion zone, 
reducing or gasification zone and drying & pyrolysis zone (Figure 2.7). Within the reducing and 
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drying & pyrolysis zones, the coal is exposed to high temperatures as a result of radiant heat and 
hot gases passing through cavity walls. The main chemical reactions in each zone are 
summarized in Figure 2.7, and the detailed, corresponding information is discussed by various 
authors, e.g., Thorsness and Rozsa (1978), Perkins (2005) and Nourozieh et al. ( 2010). 
 
Figure 2.7 Qualitative description of phenomena at the UCG cavity wall (gases in red are useful 
products) after Gregg and Edgar (1978) and Blinderman et al. (2008). 
Coal ranks, porosity, permeability and chemical properties have great influences on the coal 
gasification. They are discussed below. 
Almost any coal rank type can be successfully gasified by means of UCG. The coal rank may 
determine the types and relative amounts of chemicals produced during UCG and the capability 
to attenuate pollutant concentrations by coal sorption. With the present knowledge, low rank, 
high volatile, non-coking coals are preferable because lower rank coals tend to shrink upon 
heating, and thus enhance permeability and connectivity between injection and production wells 
(Ghose and Paul, 2007; Bialecka, 2008). In addition, for the coals of the same rank, gasification 
of a coal having a higher heating value can produce the syngas with a higher heating value. 
Therefore, the coal with a higher heating value is advantageous when other properties are 
identical. Coal rank also affects the permeability and reactivity. Naturally, low rank coals are 
more permeable compared to the ones of high rank (Shafirovich et al., 2008). 
The successful UCG process depends on porosity and permeability of a coal seam to some 
degree. A coal seam with high porosity and permeability makes it easier to link injection and 
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production wells and to transport oxidant and thus increases the gasification rate. On the other 
hand, higher porosity and permeability increase the influx of water and product gas losses. 
However, permeable coal seams are preferred for UCG (Shafirovich and Varma, 2009). 
The chemical composition of coal also has influences on the gasification reactions. Among the 
coal chemical properties, volatile matter, moisture and ash content have the primary effects on 
the reactions (Juntgen, 1987; Khadse et al., 2007; Bialecka, 2008; Couch, 2009). 
2.2.3. Cavity Geometry 
Field tests of UCG have shown that as gasification proceeds, an underground cavity is formed 
gradually and grows both radically outwards and forwards in the axial direction of a gasification 
channel (Cena et al., 1987). The growth and mechanical stability of the cavity are of fundamental 
importance to the UCG technology, for the cavity is clearly the most important part of the whole 
system. Cavity growth during UCG has long been recognized as having a major impact on the 
coal resource recovery and energy efficiency, and therefore economic feasibility (Shirsat and 
Riggs, 1986). It is also related to other potential design considerations including avoiding ground 
subsidence and groundwater contamination (Luo et al., 2009). Lateral dimensions influence the 
coal resource recovery and energy efficiency by determining the spacing between modules 
(wells), and ultimate overall dimensions affect the hydrological and subsidence responses of the 
overburden. In the 1970s and 1980s, numerous studies were conducted on cavity growth 
resulting in several models, e.g., proposed by Riggs et al. (1979), Schwartz et al. (1980), Grens 
and Thorsness (1984), Park and Edgar (1987) and Britten and Thorsness (1988). These models 
have predicted the shape, direction, temperature, volume and growth rate of a UCG cavity. At 
present, cavity growth modeling is usually performed using computational fluid dynamics (CFD) 
principles, e.g., Luo et al. (2009) and Sarraf et al. (2011). 
Although cavity size is extremely important, cavity geometry can only be approximately inferred 
from post-burn coring, thermowell responses, electromagnetic and seismic mapping data and 
material balance calculations, unless the cavity can be excavated after the UCG field experiment. 
The cavity has complex three dimensional shapes, which change with time as the coal is 
consumed. UCG Field tests (e.g. the Large Block Tests (Ramirez et al., 1982) and Tono I test 
(Oliver et al., 1989)) have indicated that the major features of the cross sections of the cavities 
are an approximately rectangular shape with dome-shaped roof and bow-shaped bottom, a 
porous bed of mainly ash, char and coal overlying the bottom, and a void space between these 
zones and cavity roof, as shown in Figs 2.8a and 2.9b. However, the shapes and dimensions of 
the cavity along the gasification channels vary with the technological schemes of UCG. For a 
LVW scheme, a cavity has largest dimensions in the vicinity of the ignition point (Figs. 2.3 and 
2.8b); while for a CRIP scheme, the dimensions do not change significantly along the channel 
(Figure 2.9a). Bell et al. (2011) also suggested that a CRIP scheme, with frequent retraction of 
the injection point, could yield a cavity with a nearly constant cross section (Figure 2.10). In the 
UCG of horizontal seams, the earlier stages of gasification are well represented by a cylindrical 
geometry. However, during the later stages of gasification, natural constraints of overburden and 
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underburden cause a rectangular type of geometry to be more suitable (Shirsat, 1989). Therefore, 
the shape of a cavity related to UCG subsidence modeling is usually assumed to be a constant, 
rectangular cross section in most research, e.g. Jegbefume and Thompson (1981), Avasthi and 
Lee (1984) and Vorobiev et al. (2008). 
Cavity width that a UCG reactor will develop under high overburden pressure and high 
temperature conditions in thin coal seams cannot definitely be answered with today’s knowledge. 
It strongly depends on the simultaneous development of the cavity and the caving-in of the roof, 
which can easily be disturbed by faults or uncertainties in the UCG process. It was indicated by 
the post-burn coring at the Hoe Creek UCG tests that the cavities in a 30 m thick coal seam are 
12 m to 16 m wide (Thorsness and Creighton, 1983). de Pater (1985) suggested that for an 
economic UCG project a well spacing of 500 m and a lateral sweep of 200 m is necessary for a 
seam thickness of 1 m. While an early field trial in Europe (Newman Spinney) in a 0.7 m thick 
coal seam at shallow depth showed that the width of a cavity can reach 20–30 m. Bailey et al. 
(1989) suggested that it seems reasonable to expect cavity widths in the range of 30–50 m on the 
basis of experience from field tests and the model calculations they conducted. 
  
a) b) 
Figure 2.8 The Large Block Tests of UCG (LVW) within the Big Dirty coal seam, Centralia, 
Washington, from Ramirez et al. (1982). a) Cross section of a typical burn cavity; b) 
plan and elevation views of the burn cavity created by the experiment LBK-2. 
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a)  
b)    
Figure 2.9 The Tono I (CRIP) UCG test near Centralia, Washington, from Oliver et al. (1989). a) 
3D representation of the cavity; b) cross section of C-C’ overlapped with the 
excavation face 7.  
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Figure 2.10 Ideal scheme of cavity shape based on the CRIP method after Sharma (2010). 
2.2.4. Ground Subsidence & Heat Transfer 
UCG forms a cavity in the underground reactor, leading to sidewall collapse and spallation, 
limited substantial roof collapse of the cavity, and potentially subsidence above the reactor zone 
(Gregg, 1977). In most of the field tests as illustrated in Figure 2.1, negligible subsidence was 
predicted and observed (Burton et al., 2007). In contrast, subsidence was noted in several former 
USSR projects, including those greater than 1 m. However, field experience with subsidence 
effects from the commercial-scale UCG application is not available until now. Limited 
experience from the pilots such as the Hoe Greek does not accurately represent a commercial site 
because neither the volume of gasified coal nor depth of the seam relative to the surface are 
indicative of what would exist at a large-scale site. Learned from the experience from coal 
mining, ground subsidence may be induced in commercial-scale UCG. Therefore, the potential 
for subsidence hazards and attendant risks may affect public acceptance as well as facility design 
and operation, and thus required further discussion and research.  
Only a few subsidence studies relating to UCG are available until now, and most of them were 
conducted in the 1970s and 1980s. Gregg (1979) revealed some general trends in the 
characteristics of ground subsidence of UCG and its effects on the gasification reaction based on 
observations in the former USSR. Ellison and Schubert (1981) studied the potential effects of 
subsidence (Figure 1.1) and gave guidelines in their report. Since limited data of ground 
subsidence observed in the UCG fields are available at present, subsidence prediction methods 
such as empirical techniques such as the graphical technique (see e.g. National Coal Board 
(1975) and Whittaker and Reddish (1989)) and the profile function technique (see e.g. Kratzsch 
(1983), Waddington and Kay (1995) and Asadi et al. (2005)) based on the experience gained 
from a large number of actual mining field measurements and influence functions based on 
model propositions and mathematical assumptions on field observed data (see e.g. Karmis et al., 
1984; Dai et al., 2002; González Nicieza et al., 2005), may be in UCG study not as useful as for 
conventional coal mining. However, numerical techniques, a common subsidence prediction 
method in conventional mining, may be used to conduct parametric studies and thus provide 
predictive information for various conditions in UCG implementation. 
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Finite element and finite difference methods used by Langland and Trent (1981) to predict 
surface subsidence induced by underground coal gasification at Hoe Creek, Wyoming, and 
Centralia, Washington have produced the same results for the same problems. Meanwhile, they 
found that thermal effects are important in this issue. Sutherland et al. (1983) predicted the 
ground subsidence for the Tono UCG project, based on a finite element code using a nonlinear 
“rubble” model, without considering thermal effects. The moving boundary, thermo-elasto-
plastic and thermo-visco-elastic finite element analyses were recommended by Advani et al. 
(1983) to be used for parameter sensitivity investigations to determine ranges of cavity shape, 
roof collapse, subsidence, pore pressure and creep response. Lee et al. (1985) carried out a series 
of numerical experiments for providing guidelines on the finite element modeling for the 
subsidence prediction related to UCG, and proposed that the in situ stress-cavity interaction 
appears to be a dominant factor in the subsidence response evaluation. While, Siriwardane et al. 
(1989) thought that geologic conditions and rock mechanical properties could have a significant 
influence on the UCG line-drive process and the magnitude of ground movements. However, 
ground subsidence induced by commercial scale UCG is not available until now. de Pater (1985) 
suggested that the gasification cavity can be compared to some degree with the cavity that is left 
behind the support in long wall coal mining, but there are some important differences in UCG: 
the rock in the vicinity of the cavity is heated, and in the cavity there is no support and but a gas 
pressure which is of course quite small compared to overburden pressure in deep seams and thus 
can be ignored in ground subsidence prediction.   
Coal combustion and gasification during UCG is usually conducted at temperatures of 700–900 
°C, but it may reach up to 1500 °C (Youngberg et al., 1982; Burton et al., 2007). Heat transfer 
occurs at the interface between overburden (rocks/coal) and cavity. Huang et al. (2001) 
suggested that heat transfer in the underground coal fire process is dominated by heat 
conduction. Due to low thermal conductivity of rocks, the areas of the surrounding rocks 
affected by high temperature may be limited to several meters. There are no observed data 
related to the temperature distribution in the vicinity of a UCG reactor available at present. 
However, as depicted later in Chapter 3 (Temperature-Dependent Properties of Sedimentary 
Rocks), the strength and deformation of sedimentary rocks change significantly when the rocks 
are exposed to high temperatures. Therefore, when UCG-induced ground subsidence is predicted 
by numerical calculations, high temperature distribution and high-temperature mechanical 
properties of rocks should be taken into consideration.  
2.3. Discussion 
UCG can potentially access coal seams that are currently impossible or uneconomical to be 
extracted by conventional mining methods, e.g., open pit mining, longwall mining and room-
and-pillar mining. From this point of view, the widespread commercial use of this technology 
would dramatically change the balance between geological coal resources and economically 
recoverable coal reserves. Even though there are only preliminary, incomplete studies available 
on coal becoming reserves by commercializing UCG worldwide, exciting conclusions have been 
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obtained by different authors. For instance, the report from the Lawrence Livermore National 
Laboratory (Friedmann, 2007) estimates that application of UCG could increase recoverable coal 
reserves in the U.S. by 300 to 400%, while an estimate of UCG potential in the US, Russia, 
China, India, South Africa, Australia as well as Europe performed by the World Energy Council 
in 2007 (Copley, 2007) indicates that UCG could increase world coal reserves by 600 billion 
short tons (the current world coal reserves are about 1000 billion short tons). As listed in Table 
2.1, the gas reserves (expressed as equivalent natural gas) of the above mentioned countries and 
Europe would considerably benefit from UCG application.  
Table 2.1 Estimated available coal reserves and corresponding gas reserves from UCG. 
Source: Copley (2007). 
Country/Region 
Estimated available 
coal reserves for UCG 
(billion short tons) 
Potential gas reserves from 
UCG (as Natural Gas) 
(trillion m
3)
 
Current Natural Gas 
reserves (end-2005) 
(trillion m
3
) 
Australia 44.0 13.2 0.8 
China 64.1 19.2 2.4 
Europe 130.1 21.8 5.7 
India 51.8 15.5 1.1 
Russia Federation 87.9 26.3 47.8 
South Africa 48.7 8.2 NA 
U.S. 138.1 41.4 5.9 
Total 564.7 145.6 63.7 
 
There have been dozens of small-scale field tests but only a few commercial-scale applications 
worldwide since UCG was proposed firstly in 1868. Until now three primary technological 
schemes for undertaking UCG projects have been developed: the Linked Vertical Well (LVW) 
method, the Controlled Retraction Injection Point (CRIP) method and the ‘Long Tunnel, Large 
Section, Two-Stage’ method, of which the CRIP is the only industrial-scale technique suitable 
for the gasification of deep-lying coal seams (Hewing et al., 1988; Kempka et al., 2009). The 
gases produced by UCG mainly contain CO, CO2, CH4, H2 and H2Og. Of these gases, CO2 can 
be easily removed in ground plants and stored underground to realize low or no CO2 emission. 
The combination of both processes is referred to as UCG-CCS.   
Although UCG has a history of more than one hundred years, many problems and uncertainties 
related to UCG processes, e.g., syngas quality prediction, cavity growth modeling, and process 
monitoring, are still unsolved or not fully understood, and thus further and deep research on 
UCG is required and done worldwide at present. The main environmental risks of UCG are 
groundwater pollution and ground subsidence, whereas the latter is the topic of this thesis. The 
mechanism of subsidence induced by UCG is more or less similar to long-wall mining, but 
involves high-temperature rock mechanics, because rocks and coal around UCG cavities are 
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exposed to high temperatures probably in excess of 1000 °C, while rock behaviors at the 
temperature levels change significantly compared to that at normal temperatures. Since limited 
field data for ground subsidence related to UCG are available until now, numerical techniques 
provide useful tools for subsidence prediction. Although the cavities produced by coal 
gasification usually have complex three-dimensional shapes of which the major features for 
cross section are an approximately rectangular shape with a dome-shaped roof and bow-shaped 
bottom, a porous bed of mainly ash, char and coal overlying the bottom, and a void space 
between these zones and cavity roof, it is generally accepted that a cavity is assumed to be a 
constant, rectangular cross section without any fillings in numerical simulation, which is also 
utilized for simulation in this thesis.  
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3 Temperature-Dependent Properties of Sedimentary 
Rocks 
As discussed in Chapter 2 (Process of Underground Coal Gasification (UCG)), since coal 
combustion and gasification during a UCG application is conducted at temperatures of 700–900 
°C, which may reach up to 1500 °C (Youngberg et al., 1982; Burton et al., 2007), UCG cavities 
are known to maintain temperatures in excess of 1000 °C (Hill and Thorsness, 1982). Thus, 
rocks and coal in the vicinity of the cavities are exposed to high temperatures. A tremendous 
amount of experimental research on physical, mechanical and thermal properties of rock samples 
during and after high temperature treatment has been conducted worldwide in the last few 
decades, and indicated that these properties are dependent on temperature and temperature 
history (e.g. Bauer and Johnson (1979), Homand-Etienne and Troalen (1984), Wang et al. 
(2002), Du et al. (2004), Zhang et al. (2008) and Li et al. (2011)). Those rocks tested mainly 
involve granite, marble, sandstone and limestone. Since surrounding rocks of a coal seam usually 
are sedimentary rocks such as claystone, coal, mudstone, sandstone and siltstone, the properties 
of these rocks exposed to high temperatures are extensively reviewed and discussed in this 
chapter.  
3.1. Temperature-Dependent Physical Properties  
Temperature-dependent physical properties (density, porosity, permeability and elastic wave 
velocity) of sedimentary rocks involving sandstone, limestone, carbonate, shale, conglomerate as 
well as siltstone are reviewed in this section. The characteristics of the rocks reviewed and 
testing parameters related to the thermal treatment for each reference reviewed are respectively 
summarized in Tabs. A.1 and A.2 (cf. Appendix A). For the convenience of description, 
carbonate, claystone, conglomerate, limestone, sandstone and siltstone are respectively denoted 
as Carb, CS, Cong, LS, SS and Silt in the figures of this chapter. The normalized value is a ratio 
of the value at a tested temperature to that at room temperature. 
In general, density decrease can be caused by mass loss and volume expansion. Mass loss is 
usually caused by evaporation of the free water phase contained in the pore volume of rock, 
when the rock is treated to a temperature lower than 200 °C. Above that, the main contributors to 
mass loss of sedimentary rocks are: 1) clay minerals, which loose absorbed water, hydroxyl and 
oxygen, and 2) carbonates and organic matter, which are disintegrated to oxides, carbon dioxide 
and water (vapor). Due to thermal expansion, rock volume increases with increasing temperature 
and shows permanent elongation after cooling down (Somerton, 1992). However, the magnitude 
of the elongation is relatively small. As shown in Figure 3.1, normalized density (/0) of 
sandstones decreases with increasing temperature, where the decrease magnitude is normally less 
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than 2% below 500°C, but can reach 10% at 1000 °C. Ferrero and Marini (2001) observed the 
bulk density of limestone decreased by 3.3% after 600 °C treatment, while Wu et al. (2011) 
found the bulk density of limestone decreased by 2.2% and 3.1% after 600 °C and 800 °C 
treatment, respectively. Singer and Tye (1979) measured the bulk density of bituminous coals 
decreased with increasing temperature, and decreased by 8% after 300 °C treatment. In other 
words, the density of sedimentary rocks decreases with increasing temperature, but the decrease 
magnitude may be small compared to that of virgin rocks. 
Thermal expansion behavior may have significant effects on rock structure, leading to 
development of cracks. Rock-forming minerals have different thermal expansion properties, e.g. 
the volume expansion of quartz and mica is about four times higher than that of feldspars 
(Siegesmund et al., 2008). In addition, differences in thermal expansion along different 
crystallographic axes of the same mineral can also cause structural damage upon heating 
(Somerton, 1992). Meanwhile, as temperature increases, great thermal stresses are produced 
inside the rock and lead to changes of the micro-crack network or rock structure damage. Thus, 
the general trends of normalized porosity (/0) and normalized permeability (K/K0) are to 
increase with increasing temperature (Figs 3.2 and 3.3), especially above a certain temperature, 
which highly depends on rock type and the initial properties of virgin rocks (You and Kang, 
2009). However, in a temperature range below 200 °C, a mixed trend of permeability with 
increasing temperature is observed by various authors (Aruna, 1976; He and Yang, 2005; You 
and Kang, 2009; Dutton and Loucks, 2010). 
It is generally accepted that elastic wave velocities decrease with increasing temperature both 
under and after high temperature treatment (Somerton, 1992). As shown in Figure 3.4, 
normalized compressional wave velocities (VP/VP0) of various sandstones and limestones after 
different temperature treatment decrease with increasing treatment temperature.  
 
 
Figure 3.1 Normalized density of sandstones vs. temperature (the values of CxSS* were tested 
during high-temperature treatment, while the others after the treatment). 
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Figure 3.2 Normalized porosity vs. temperature. 
 
Figure 3.3 Normalized permeability vs. temperature. 
 
Figure 3.4 Normalized compressional wave velocity vs. temperature. 
24 3 Temperature-Dependent Properties of Sedimentary Rocks  
3.2. Temperature-Dependent Mechanical Properties 
Extensive review of mechanical properties such as elastic modulus and compressive strength of 
sedimentary rocks exposed to different temperatures is carried out in this section. It is generally 
accepted that elastic modulus and strength of rocks decrease with increasing temperature. 
However, complex relations between those and temperature have been observed by different 
authors such as Hettema et al. (1992), Den'gina et al. (1994) and Su et al. (2008). The 
characteristics of the rocks reviewed in the section are also listed in Table A.1, and thermal 
treatment parameters for the references related in Table A.2. 
3.2.1. Strength Properties of Sedimentary Rocks 
The strength properties are dependent on porosity, micro- and macro-fissuring, strength of the 
minerals forming the rocks, as well as the bonds among minerals. These same factors determine 
the strength properties of rocks during/after high-temperature treatment. As shown in Figs. 3.5, 
3.6 and 3.7, experimental results in the literature have indicated that the nature of changes of the 
strength properties with increasing temperature is not consistent for all the sedimentary rocks. 
Below 600–800 °C, the trend of strength with temperature can be increasing, decreasing or 
unchanged. Above that, a decreasing trend is always observed. Although most of the results were 
tested under unconfined conditions, the relationship between unconfined compressive strength 
(UCS) and temperature can represent that under confined conditions. In the author’s opinion, 
pressure may retard the effect of temperature on strength to some degree.  
 
 
Figure 3.5 Normalized UCS of sandstones vs. temperature. 
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Figure 3.6 Normalized UCS of limestone vs. temperature (* tested under 150 MPa confining 
pressure, and UCS0 of JzLS** is the value after 100 °C treatment due to lack of the 
data at room temperature). 
 
Figure 3.7 Normalized UCS vs. temperature (** tested under 4.5 MPa confining pressure). 
Based on the references, the relationships between compressive strength and temperature can be 
generally categorized into three types as follows: 
 Type1: Compressive strength increases with increasing temperature below a certain 
temperature, namely the threshold temperature (Tt), and subsequently decreases.  
 Type2: Compressive strength changes by ±10% or remains unchanged with increasing 
temperature below Tt, and subsequently decreases. 
 Type3: Compressive strength decreases with increasing temperature, and shows different 
decreasing rates below and above Tt, and a steeper rate is normally observed above Tt.  
For simplicity, Figure 3.8 plots the three types in a linear fashion. Actually, non-linear relations 
are more realistic based on the references, e.g. as shown in Figure 3.6. For composition and 
initial properties such as porosity are not depicted in detail for most of the references, the typical 
sedimentary rocks in each group are summarized in Table 3.1 with a rough classification. Due to 
26 3 Temperature-Dependent Properties of Sedimentary Rocks  
lack of abundant data, the relations between the other sedimentary rocks such as coal and 
temperature cannot be grouped at present. However, the author followed the conclusion from 
Min (1983), i.e. the strength of coal decreases with increasing temperature. Thus, coal belongs to 
the Type3. 
 
Figure 3.8 Types of simplified relationships between normalized compressive strength and 
temperature (Tt represents a threshold temperature). 
Table 3.1 Typical sedimentary rocks in each type of strength versus temperature. 
Type Typical Sedimentary Rocks in the Group of Strength vs. T 
Type1 claystone, mudstone, shale and sandstone with certain amount of clay minerals 
Type2 sandstone and limestone 
Type3 limestone, sandstone and coal 
 
Figure 3.9 shows the tensile strength of sandstones as a function of temperature. It is seen that 
the variation of tensile strength with temperature is not extremely marked below 450 °C except 
that of Chuxiong red sandstone (CxSS). Above that temperature, decreasing trends were 
observed for all the data reviewed. This kind of relationship can be grouped into Type2. There 
are limited publications on this topic related to other sedimentary rocks. However, in the author’s 
opinion, the relationship between tensile strength and high temperature of the other sedimentary 
rocks should be similar to that of sandstones. 
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Figure 3.9 Normalized tensile strength of sandstones vs. temperature. 
3.2.2. Elastic Properties of Sedimentary Rocks 
Figs 3.10, 3.11 and 3.12 show the relationships between elastic modulus and temperature of 
various sedimentary rocks in a normalized form, where E is the temperature- and pressure-
dependent modulus, and E0 is the reference modulus at room temperature, irrespective of 
pressure. It is seen that this kind of relationship is more or less identical to that of strength. Based 
on the data reviewed, for most of sedimentary rocks except shale, the relationships show two 
types as follows: 
 E/E0 changes slightly (±10%) below a certain temperature (Tt) and subsequently 
dramatically decreases with increasing temperature, and  
 E/E0 decreases with increasing temperature.  
The E/E0 of shale can notably increase with increasing temperature below Tt and subsequently 
decrease. The Tt is influenced by some factors, such as rock type and testing conditions. The 
typical sedimentary rocks in each group are summarized in Table 3.2 with a rough classification. 
Poisson’s ratio () is defined as the ratio of transverse to longitudinal strains of a loaded 
specimen. It is another important elastic property. There is no generally accepted rule of 
temperature influence on Poisson’s ratio until now (Gercek, 2007). Limited data on this topic of 
sedimentary rocks are available, as shown in Figure 3.13. For the values of Poisson’s ratio of 
rocks vary in a narrow range, the influence of temperature on Poisson’s ratio is ignored in this 
work, i.e. Poisson’s ratio is assumed to be independent of temperature. 
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Figure 3.10 Normalized elastic modulus of sandstones vs. temperature. 
 
Figure 3.11 Normalized elastic modulus of limestone vs. temperature (E0 of JzLS** is the value 
after 100 °C treatment due to lack of data at room temperature). 
 
Figure 3.12 Normalized elastic modulus vs. temperature under high temperature conditions 
(BShale** was tested under 4.5 MPa confining pressure). 
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Figure 3.13 Normalized Poisson’s ratio vs. temperature under unconfined condition. 
Table 3.2 Typical sedimentary rocks in each type of elastic modulus versus temperature. 
Type Typical Sedimentary Rocks in the Group of E/E0 vs. T 
Type1 claystone (mudstone) and shale 
Type2 sandstone and limestone 
Type3 limestone, sandstone and coal 
3.2.3. Deformation of Sedimentary Rocks 
Figs 3.14, 3.15 and 3.16 illustrate the normalized axial strains (pa/pa0) at peak stresses of 
various rocks testing during and after high temperature conditions as functions of temperature, 
where pa0 is the peak axial strain at room temperature. Although complex relationships were 
observed for all the rocks reviewed, pa of sandstone except Xuzhou sandstone (XzhSS) becomes 
larger at high temperatures especially above 500 °C, compared to that at room temperature. For 
limestones reviewed except Darlington limestone (DLS) and Perlato Sicily limestone (PSLS), 
the increase of peak axial strain with temperature is not significant compared to sandstones. Due 
to lack of abundant data, an increasing trend is obtained temporarily for coal and shale. 
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Figure 3.14 Normalized axial strain at peak stress of sandstone vs. temperature from unconfined 
compressive tests. 
 
Figure 3.15 Normalized axial strain at peak stress of limestone vs. temperature from unconfined 
compressive tests (pa0 of JzLS** is the value from the samples after 100 °C treatment 
due to lack of the data at room temperature). 
 
Figure 3.16 Normalized axial strain at peak stress vs. temperature under high temperature 
conditions. 
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3.3. Temperature-Dependent Thermal Properties 
Most research on high-temperature thermal properties of rocks focuses on three topics: specific 
heat (Cp), thermal conductivity () and thermal expansion coefficient (). Also, limited literature 
involves thermal diffusivity as a function of temperature, e.g. Hanley et al. (1978). 
Somerton (1992) reported that the values of Cp of sandstone, siltstone and shale slightly increase 
(< 10%) from 25 °C to 527 °C. Hajpál and Török (1998) observed that Cp of two different kinds 
of sandstones, Balatonrendes sandstone and Maulbronner sandstone, increased with increasing 
temperature, reached the maximum value in the range of 550–700 °C, and subsequently 
decreased. However, the minimum value at high temperature was larger than that of unheated 
samples (Figure 3.17). Vosteen and Schellschmidt (2003) observed specific heat of several 
sedimentary rocks (sandstone, limestone and dolomite) at a constant pressure increased with 
increasing temperature in the range of 0–300 °C, and by about 20% at 300 °C (Figure 3.18). 
Thus, specific heat of sedimentary rocks can increase with increasing temperature below a 
certain temperature (550–700 °C) and subsequently decrease. 
A decrease trend of thermal conductivity of sedimentary rocks with increasing temperature is 
concluded by Clauser and Huenges (1995) by means of an extensive literature review, as shown 
in Figure 3.19. Vosteen and Schellschmidt (2003) observed the thermal conductivity of several 
sedimentary rocks such as sandstone, limestone and dolomite decreases with increasing 
temperature in the range of 0–300 °C (Figure 3.20). In addition, there are empirical and semi-
empirical temperature dependent mathematic models used for the correlation and prediction of 
thermal conductivity of porous rocks, e.g. Cermark and Rybach (1982), Chapman et al. (1984) 
and Abdulagatova et al. (2009). In these models, thermal conductivity decreases with increasing 
temperature when other factors such as pressure are neglected. 
Most rocks have a volume-expansion coefficient in the range of 15–33×10-6/°C under ordinary 
conditions. Quartz-rich rocks have relatively high values because of the higher volume 
expansion coefficient of quartz. In general, thermal expansion coefficient increases with 
increasing temperature. Somerton (1992) reported the linear thermal expansion coefficients of 
three kinds of sandstone dramatically increase with increasing temperature, but above around 
570 °C, the trend becomes very gentle, as shown in Figure 3.21. Zhao and Chen (2011) observed 
the thermal expansion strain of limestone increases with increasing temperature in the range of 
20–800 °C. Bangham and Franklin (1946) found that  of bituminous coals increased with 
increasing temperature in the range of 20 °C and 300 °C, and by almost two times at 300 °C, 
whereas  of the anthracite was almost unchanged with temperature. In contrast, Glass (1983) 
observed a decrease of  with temperature and shrinkage upon heating from 100 °C to 500 °C, 
testing on four coal samples from the Big Seam near Centralia, Washington. 
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Figure 3.17 Specific heat of Balatonrendes sandstone (BS) and Maulbronner sandstone (MS) vs. 
temperature after Hajpál and Török (1998). 
 
Figure 3.18 Mean values (symbols) and ranges of variance (vertical bars) of specific heat for rocks 
from Vosteen and Schellschmidt (2003). 
 
Figure 3.19 Variation of thermal conductivity with temperature for sedimentary rocks. Two curves 
are shown for carbonates (limestone and dolomite) and clastic sediments, i.e. (quartz) 
sandstone and shale from Clauser and Huenges (1995). 
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Figure 3.20 Mean values (symbols) and ranges of variance (vertical bars) of thermal conductivity 
for sedimentary rocks after Vosteen and Schellschmidt (2003). 
 
Figure 3.21 Linear thermal expansion of three sandstones with temperature compared with quartz 
from Somerton (1992). 
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3.4. Discussion 
Extensive literature research on physical, mechanical and thermal properties of sedimentary 
rocks exposed to high temperatures indicates that these properties are usually dependent on 
temperature, and some such as compressive strength and specific heat are highly temperature-
dependent, while others such as density and porosity (of certain rocks) slightly. The variation of 
a property with temperature strongly depends on rock characteristics (e.g., rock type, initial 
porosity and rock structure), laboratory conditions (e.g. heating rate and time for maintaining a 
constant temperature), geological conditions (e.g. burial depth and discontinuities), etc. 
According to the available and published data on physical rock properties, it is found that density 
and elastic wave velocity usually decrease with increasing temperature, whereas porosity and 
permeability usually increase with temperature, especially above a certain high temperature. 
Density variation is caused by mass loss and volume expansion. The former (mass loss) is due to 
evaporation of free water contained in rocks below 200 °C and high-temperature reactions of 
rock-forming minerals such as clay, carbonates and organic matter above that temperature. The 
latter leads to an increase of rock volume, which may be relatively small in magnitude. 
Variations of elastic wave velocity, porosity and permeability with temperature may caused by 
rock structure damage at high temperatures. The damage may occur due to different thermal 
expansion properties of rock-forming minerals and differences in thermal expansion along 
different crystallographic axes of the same mineral as well as thermal stress effects. 
Extensive literature review on elastic modulus and compressive strength of sedimentary rocks 
shows that they are also dependent on temperature. The relations between compressive strength 
and temperature are generally categorized into three types (Chapter 3.2.1). There is a threshold 
temperature (Tt) in each type, and the generalized relation changes at Tt. For example, for Type1, 
rock strength increases with increasing temperature below Tt but subsequently decreases above 
it. For this relationship, claystone, mudstone, shale and sandstone with a certain amount of clay 
minerals can be, in general, grouped into the Type1, while limestone and coal into Type3. As 
sandstone varies greatly in composition, this kind of relation of sandstone cannot be absolutely 
determined with today’s knowledge unless laboratory tests have been performed on it. Elastic 
moduli of the sedimentary rocks reviewed decrease with increasing temperature, but some 
change slightly (±10%) below a certain temperature (e.g. limestone reviewed as seen in Figure 
3.11). Axial strains at peak stresses for various rocks under unconfined and confined conditions 
were found to become larger at high temperatures compared to those at room temperature.  
For thermal properties, three aspects specific heat, thermal conductivity and thermal expansion 
coefficient were reviewed in this chapter. It is found that specific heat and thermal expansion 
coefficient usually increase with increasing temperature, while thermal conductivity decreases 
with temperature. 
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During the process of UCG, the temperature in the reactor is usually in the range of 700–900 °C, 
but it may reach up to 1500 °C (Burton et al., 2007). Thus, the surrounding rocks of the reactor 
are exposed to high temperatures. Mechanical properties of rocks at high temperatures are 
different from those at room temperature (around 20–25 °C), as discussed in Chapter 3 
(Temperature-Dependent Properties of Sedimentary Rocks). Therefore, cavity stability analysis 
and ground subsidence prediction for UCG should take into account thermo-mechanical 
properties of rocks, especially of sedimentary rocks, which are common surroundings of a coal 
seam. 
Even though detailed investigations have been conducted for crystalline rocks such as granites 
and marbles and different sedimentary rocks such as sandstone and limestone, limited results are 
available for argillaceous rocks. Claystone, stratified mudstone, siltstones and sandstones are 
typical rocks surrounding a coal seam. Only investigations related to Wolf et al. (1992) are 
involved into mechanical properties of claystone exposed to high temperatures. In order to 
extend the knowledge of thermo-mechanical properties of the surrounding rocks of coal seams, 
claystone materials were selected to study the physical and mechanical characteristics of 
claystone after high temperature treatment through a suite of laboratory tests. 
4.1. Sample Characterization 
Rock samples under study are homogeneous and isotropic claystone retrieved from a mining 
waste heap in a hypothetical study area located in at the German Auguste-Victoria hard coal 
mine in the North-Rhine Westphalia, Germany. The sample characterization was conducted 
using standard mineralogical and geotechnical tests defined and described in the German 
Industry Standards (DIN). 
4.1.1. Geotechnical Parameters 
Cylindrical core specimens for all tests in the study with nominal diameter of 38 mm and length 
to diameter ratio of two were prepared by dry cutting as suggested by the International Society 
for Rock Mechanics (ISRM) for mechanical properties measurement. The geotechnical 
parameters of the samples at room temperature after air drying of two weeks were analyzed 
according to the DIN, as listed in Table 4.1. Detailed data for each test are summarized in Table 
B.1 (cf. Appendix B).  
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Table 4.1 Geotechnical parameters of air-dried samples. 
Parameter Unit Value German Industry Standards 
Bulk density (b) g/cm
3
 2.60±0.06 DIN 18125 
Grain density (g) g/cm
3
 2.81 DIN 18124-KP 
Water content (w) % 1.40±0.22 DIN 18121 
Total porosity (n) % 8.65±2.45 DIN 18125 
Elastic modulus (E) GPa 1.64 DIN 18136 
UCS* (c) MPa 17.24 DIN 18136 
Cohesive strength (c) MPa 4.66 DIN 18137-CU 
Friction angle () ° 16.73 DIN 18137-CU 
* is the abbreviation of unconfined compressive strength. 
The bulk density (b) is calculated as the mass of a specimen divided by the volume, and was 
measured using the method described in DIN 18125-L74. The average value of bulk density of 
15 specimens is 2.60±0.06 g/cm
3
. While the grain density (g) is defined as the weight of the 
rock (exclusive of the weight of fluids contained in the pore space) divided by the volume of the 
solid rock matrix (exclusive of the pores). It was examined on one specimen using the method as 
defined in DIN 18124-KP. 
Water content (w) is expressed by mass and calculated by Eq. 4.1. 
  
  
  
 (4.1) 
where mw is the mass of water contained in a specimen, and md is the mass of the specimen after 
air drying of two weeks. Testing on 15 specimens showed the water content of the specimens is 
1.40±0.22%. 
As specified in DIN 18125, total porosity (n) is determined from dry density (d) and grain 
density (g) as Eq. 4.2. 
    
  
  
 (4.2) 
where            . Testing on 15 specimens has shown that the total porosity of the 
claystone varies in the range of 5.27% to 13.49%, with the value of 8.65% on average and 
standard deviation of 2.45. 
Uniaxial compression tests in terms of DIN 18136 were conducted to determine the elastic 
modulus (E) and unconfined compressive strength (c) of the samples. Additionally, according 
to DIN 18137-CU, consolidated undrained (CU) triaxial compression tests were carried out to 
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determine their cohesive strength and friction angle at confining pressures of 5, 10, 15 and 20 
MPa and a loading rate of 0.055 mm/min. 
4.1.2. Mineralogical Parameters 
X-ray diffractometry analyses were performed in the German Research Centre for Geosciences 
using a PANalytical Empyrean diffractometer. X-ray diffractograms were recorded between 4° 
and 75°2θ at a scan rate of 1°2θ/min. The results indicated the mineral weight percentage 
composition of the claystone consisting of 38.97% illite, 16.84% kaolinite, 5.69% chlorite and 
38.50% quartz (cf. Figure B.1 in Appendix B). 
4.2. High-Temperature Experimental Methods 
It has been established that slow cooling of a preheated rock in the air or in a furnace chamber 
does not significantly change its strength acquired during the heating process (Dmitriyev et al., 
1969). Wu et al. (2005) observed that the strength of sandstone after high temperature treatment 
is slightly larger than that under high temperature, but the trends with temperature in the both 
conditions are similar. From this point of view, properties obtained from slowly cooled 
preheated-rocks, i.e. after-high-temperature properties, can replace high-temperature properties 
in case of lack of high-temperature equipments. In this study, for there is no high-temperature 
triaxial equipment which can test the strength of a specimen under high temperature conditions 
in the laboratory, after-high-temperature properties of claystone were studied on samples after 
thermal treatment. The procedure of the thermal treatment (Figure 4.1) is as follows: 
1) Thermal treatment of the samples which were carefully selected and after air drying for 
two weeks was performed in an electrical furnace (Ht40 Al) as shown in Figure 4.2, 
unconfined, at a heating rate of 50 °C/hour, until the predetermined temperature was 
reached; 
2) The samples were maintained at the nominal temperature for two hours; 
3) Then they were cooled down in the furnace chamber at the same rate to room 
temperature.  
After thermal treatment, the samples were finally conserved in a desiccator until geotechnical 
testing. The predetermined temperatures in the study were 80, 150, 200, 300, 400, 600, 800 and 
1000 °C, respectively. 
To study high temperature treatment effects on physical properties such as bulk density and total 
porosity, the height, diameter and mass of some specimens were measured both before and after 
thermal treatment, as listed in Table B.1. 
Subsequently, uniaxial and CU-triaxial compression tests were conducted on the thermo-treated 
samples. The uniaxial tests in terms of the DIN 18136 were performed at a loading rate of 0.2% 
of the sample height per minute. The CU triaxial tests were performed by controlled the axial 
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displacement with a rate of 0.055 mm/min in a servo-controlled equipment with confining 
pressures of 5, 10, 15 and 20 MPa, respectively.  
 
Figure 4.1 Flow chart of the procedure of thermal treatment. 
  
a) b) 
Figure 4.2 a) Exterior structure of the electrical furnace used in the testing; b) arrangement of 
rock samples in the furnace chamber. 
4.3. Experimental Results 
Various physical and chemical changes take place in claystone samples during thermal treatment. 
Physical changes mainly include: evaporation of the free water, rock volume expansion, rock 
mass and density variation, crack development and extension, etc. While chemical changes 
mainly involve the mineralogical alteration of clay-minerals. These changes lead to the 
variations of geotechnical properties of claystone with different temperatures.  
Sample selection
1. Slow heating to a 
predetermined temperature
2. Maintaining the
temperature for 2 h
3. Slow cooling to room
temperature
Desiccator
conservation
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4.3.1. Influence of Temperature on Physical Properties 
Changes, which may be small or large, noticeable or not so noticeable, of the physical properties 
such as color, apparent shape, mass, volume, bulk density and total porosity of the claystone 
specimens take place after thermal treatment. To some degree, the changes depend on the 
maximum temperature that the specimen experienced. 
4.3.1.1. Apparent Shape 
Thermal treatment on rocks causes not only a color change but also other external signs such as 
cracks (Hajpál, 2002). For the claystone in this study, color change is very slight when the 
treatment temperature is below 800 °C, but quite obvious above. As shown in Figure 4.3, dark 
gray claystone becomes a little less dark when subjected to 400 °C and 600 °C treatment, but 
light and dark reddish brown after 800 °C and 1000 °C treatment, respectively.  
 
Figure 4.3 Shapes and color of typical claystone specimens after thermal treatment. 
After 1000 °C treatment, all the specimens cracked or even collapsed (Figure 4.4). Below that, 
there are no visible fractures on the apparent shapes of the specimens treated, but slight 
variations of the volumes were measured (Figure 4.6a). However, if one specimen contains a 
certain amount of water just before starting the thermal treatment, it will break into pieces during 
heating even at 600 °C (Figure 4.5). 
 
Figure 4.4 Claystone samples after 1000 °C treatment. 
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Figure 4.5 Samples with w = 1–2% broke into pieces during 600 °C treatment. 
4.3.1.2. Volume, Mass and Density 
The values of mass, height and diameter of the samples were measured before and after thermal 
treatment and listed in Table B.2. The number of the samples measured at each temperature level 
is summarized in Table 4.2. Since all specimens are of cylindrical shape, it is easy to calculate 
the volume of a given specimen from the height and diameter measured. The corresponding 
changes are expressed as volume increase rate, mass decrease rate and density decrease rate, 
respectively.  
Table 4.2 The number of the samples measured at each temperature level. 
Temp. No. Temp. No. Temp. No. Temp. No. 
20 °C 3 150 °C 3 300 °C 3 600 °C 3 
80 °C 3 200 °C 3 400 °C 3 800 °C 2 
 
Volume increase rate (vv) is expressed as Eq. 4.3. 
   
     
  
 (4.3) 
where V1 and V2 are the volume of a specimen before and after thermal treatment, respectively. 
Mass decrease rate (vm) is expressed by Eq. 4.4. 
   
     
  
 (4.4) 
where m1 and m2 are the mass of a specimen before and after thermal treatment, respectively. 
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Density decrease rate (v) is expressed as Eq. 4.5. 
   
     
  
 (4.5) 
where ρ1 and ρ2 are the bulk density before and after high temperature treatment, respectively. 
Figs. 4.6 and 4.7a show the relations between vv, vm as well as v and treatment temperature, 
expressed by sparse and average values. Below 800 °C treatment, due to heating shrinkage of 
clay minerals, the volumes of the specimens slightly decrease compared to those at room 
temperature (Figure 4.6a). However, from 800 °C onwards, due to irrecoverable thermal 
expansion, the volumes increase by about 30% after 1000 °C treatment especially because of 
cracks opening. As shown in Figure 4.6b, the masses of the specimens after thermal treatment 
are always decreased, and the decrease rate changes slightly with increasing temperature. The 
main reasons for mass decrease of claystone are free water evaporation at relatively low high 
temperatures (< 200 °C) and desorption and decomposition of clay minerals, which loose 
absorbed water, hydroxyl and oxygen, etc.  
The effect of thermal treatment on bulk density includes two aspects: mass loss and volume 
variation. Although the volume already shrank below 800 °C treatment, the mass loss was more 
notable in magnitude. Therefore, the bulk density decreases with increasing temperature (Figure 
4.7a). Below 400 °C, the density changes very slightly (< 3%). But from that onwards, density 
decrease becomes significant, especially above 800 °C thermal treatment, for both volume 
expansion and mass loss are significant. The density decreases by 33% after 1000°C treatment.  
  
a) b) 
Figure 4.6 a) Volume increase rate vs. temperature; b) mass decrease rate vs. temperature. 
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a) b) 
Figure 4.7 a) Density decrease rate vs. temperature; b) total porosity vs. temperature. 
4.3.1.3. Total Porosity 
Figure 4.7b plots the total porosity of the claystone specimens as a function of treatment 
temperature. It was observed that total porosities of the specimens after thermal treatment 
become higher compared to those of untreated specimens. Below 200 °C treatment, the variation 
of total porosity is small. However, a further increase in temperature (> 200 °C) leads to an 
increasing trend of total porosity with temperature. Especially, the average total porosity 
increases about two, three and eight times after the treatments of 600 °C, 800 °C and 1000 °C, 
respectively, compared to that at room temperature. 
4.3.2. Influence of Temperature on Mechanical behaviors 
Influences of high temperature on mechanical behaviors of claystone are studied by means of 
uniaxial and CU triaxial compression testing on the samples after thermal treatment at different 
high temperatures. The repeated tests at each temperature level and confining pressure are 
summarized in Table 4.3. 
Table 4.3 The repeated tests at different temperatures and confining pressures. 
T (°C) 
3 (MPa) 
20 80 150 200 300 400 600 800 1000 
0 (unconfined) 3 3 3 3 3 3 3 2 2 
5 3 3 3 3 3 3 3 1 - 
10 3 3 3 3 3 3 3 1 - 
15 3 3 3 3 3 3 3 1 - 
20 3 3 3 3 3 3 3 1 - 
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4.3.2.1. Stress-strain Relations 
Figure 4.8 shows the typical stress-strain curves of the specimens under the conditions of 
different temperature treatment and confining pressures. After air drying and different high 
temperature treatment, it is seen that the stress-strain curves for the intact claystone can be 
divided into four distinct stages: initial compression, linear elastic, softening and failure stages. 
In the initial compression stage, the cracks within a specimen close under pressure, the stresses 
increase slowly while the strains increase quickly, so the curve shows an upward concave. This 
stage can be seen obviously under the unconfined (3 = 0) condition (Figure 4.8a) but not under 
confining pressure conditions, because it has been finished before adding differential stresses 
(Figs. 4.8b–f). The subsequent stage is a linear elastic stage, ending until the peak stress is 
appeared. In this stage, the relation between (differential) stress and axial strain is approximately 
linear, and the elastic modulus is constant. As shown in Figure 4.8, all the curves obtained by the 
testing own the stage obviously. Then, it is a softening stage where the stress decreases with 
increasing strain, showing a softening behavior. The last failure stage behaves two types: sudden 
fracture (e.g. the curves of 800 °C in Figs. 4.8b and 4.8e) and obvious residual-stress behavior 
before fracture (e.g. the curves of 10, 15 and 20 MPa in Figure 4.8f). Most of the specimens 
tested showed the latter type. 
The ability of the claystone to fracture decreases with increasing confining pressure, even though 
the rock after high temperature treatment, e.g. as shown in Figure 4.8f. In addition, the relations 
between the axial strain at peak stress (peak strain) and treatment temperature are not notable in 
this study, although an increasing tread is generally observed no matter what confining pressure 
is applied (Figure 4.9). 
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a) b) 
  
c) d) 
  
e) f) 
Figure 4.8 Typical stress-strain curves under different temperature and confining pressure 
conditions. 
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Figure 4.9 Average peak strains versus temperature under different confining pressures. 
4.3.2.2. Elastic Moduli and Peak Stress 
Elastic modulus and strength of specimens are important rock mechanical parameters and the 
basis of design and analysis of rock engineering and structure. According to the suggestion of the 
American Society for Testing and Materials (American Society for Testing Materials, 1998), the 
method in which elastic modulus is defined as the slope of the straight-line portion of a stress-
strain curve (e.g. “AB” as shown in Figure 4.10) is chosen here, and thus elastic modulus is 
marked as Eav. Ultimate strength (peak stress) of a specimen is the maximum value on the stress-
strain curve. The values of Eav and peak stress obtained from the laboratory tests are summarized 
in Table B.3. In the following, a normalized value is defined as the ratio of the value at a specific 
testing temperature to that at room temperature. 
 
Figure 4.10 Approach of calculating Eav, defined as the slope of the curve between the points “A” 
and “B”.  
The relations between the elastic muduli of the specimens and treatment temperature at confining 
pressures of 0, 5, 10, 15 and 20 MPa are plotted in Figs. 4.11a–e. Although the elastic moduli are 
very sparse under the same conditions of temperature and pressure due to the variation of the 
samples in micro-crack formation, the values of Eav after thermal treatment below 1000 °C are 
always higher than those of the air-dried specimens, while the values become slightly smaller 
after 1000 °C treatment compared to the air-dried ones. As shown in Figure 4.13f, variations of 
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the average Eav with temperature under confining pressures of 5 MPa, 10 MPa, 15 MPa and 20 
MPa, respectively, are almost identical to each other. Moreover, the confining pressure has a 
positive impact on the Eav in most cases, i.e., the higher the confining pressure, the larger the 
elastic modulus. Because the Eav at the zero confining pressure were obtained from dry samples, 
while the others were determined from wet ones, the values of unconfined specimens are higher 
than those under confined conditions (Figs. 4.11f and 4.13). 
The relations between peak stresses and treatment temperature at different confining pressure 
conditions are plotted in Figs. 4.12a–e. Although the values show a little sparse, the peak stresses 
of the specimens after treatment below 1000 °C always become increased compared to those at 
room temperature and after two-week air drying. However, the average peak stress of the 
specimens after 1000 °C treatment is only 40% of that at room temperature (Figure 4.12a). The 
shapes of the curves of peak stress vs. temperature under different confining pressures are 
approximately identical except the one under zero confining pressure (Figs. 4.12f and 4.14). 
Compared with untreated rocks, a similar rule for rocks exposed to high temperatures can be 
concluded: the higher the confining pressure, the larger the peak stress. Some values of peak 
strength under zero confining pressure are higher than those under non-zero confining pressure 
(Figure 4.12f), because the former are tested on dry samples while the latter on wet ones for the 
CU triaxial tests were carried out in this study. 
Therefore, the moisture (water) content has great impacts on both elastic moduli and peak 
stresses of the claystones investigated, especially on the elastic moduli (Figure 4.13). Compared 
to the properties at room temperature, elastic moduli and peak stresses of the claystone after high 
temperature treatment below 1000 °C are always higher, while they become smaller after 
1000 °C treatment. Through comparison of the normalized values in Figs. 4.13 and 4.14, it is 
obvious that the effect of thermal treatment on strength is stronger than the elastic modulus.  
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a) b) 
  
c) d) 
  
e) f) 
Figure 4.11 Elastic moduli versus treatment temperature under different confining pressure 
conditions.  
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a) b) 
  
c) d) 
  
e) f) 
Figure 4.12 Peak stress vs. temperature under different confining pressure conditions.  
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Figure 4.13 Normalized elastic modulus vs. treatment temperature. 
 
Figure 4.14 Normalized peak stress vs. treatment temperature. 
4.3.2.3. Macroscopic Failure Mode 
The typical specimens exposed to different temperatures after uni- and CU triaxial compressive 
loading are shown in Figs. 4.15 and 4.16. It is seen that each experiment was terminated by one 
major through-going shear (brittle) fracture except the one after 1000 °C treatment and the one 
after 800 °C treatment and at 20 MPa confining pressure. The former shows irregular 
longitudinal-splitting and broke into pieces in some parts, which may be caused by mineral 
alteration and cracks produced after 1000 °C treatment. While the latter exhibits a network of 
shear fractures, of which the reason may be that the test was terminated so early that a through-
going fracture had not been formed. Therefore, high temperature treatment below 1000 °C has 
little influence on the failure mode in the confining pressure range of 0 to at least 20 MPa. In the 
treatment temperature range of 20 °C (room temperature) to 800 °C and confining pressure range 
of 0 to 20 MPa, the claystone exhibits shear failure. 
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Figure 4.15 Macro-fractures after different thermal treatment at unconfined compression. 
 
Figure 4.16 Macro-fractures after thermal treatment of different temperatures at the confined 
compression of 20 MPa. 
4.4. Data Analyses for Failure Criteria  
As discussed in Section 4.3.2, the strength of the claystone varied with treatment temperatures. 
At this point, a failure criterion determined by these tests should also vary with treatment 
temperature. Thus, the two most commonly used failure criteria, the linear Mohr-Coulomb 
criterion and the Hoek-Brown criterion for intact rock, are studied based on the testing results. 
4.4.1. Mohr-Coulomb Criterion 
The Mohr-Coulomb (MC) failure Criterion can be expressed in terms of major and minor 
principal stresses as Eq. 4.6. 
     
      
      
 
      
      
 (4.6) 
where 1 and 3 represent the major and minor principal stresses, respectively, c is cohesion and 
 the friction angle. Linear regression analysis has been used traditionally to determine the 
strength parameters c and , and it has been generally found to produce excellent results. 
The predicted UCS (c) through Eq. 4.6 is given by Eq. 4.7. 
   
      
      
 (4.7) 
Air-dried 150 °C 300 °C 400 °C 600 °C 800 °C 1000 °C80 °C 200 °C
Air-dried 80 °C 150 °C 200 °C 300 °C 400 °C 600 °C 800 °C
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Based on the assumption that the rocks follow the linear MC criterion after high temperature 
treatment, the parameters c and  at different temperatures were obtained through linear 
regression of triaxial testing data. Since water content has a big influence on the strength of the 
claystones, the data used for regression exclude the results from uniaxial compression tests. The 
total and effective cohesion and friction angles of claystone after high-temperature treatment are 
summarized in Table 4.4, and the detailed relations of linear regression are plotted in Figs. B.2–
B.8. For most of the R
2
 are close to 1, it is seen that linear regression is reasonable and 
acceptable for this study. In other words, the thermally treated (up to 800 °C) claystone follows 
the linear MC criterion. 
The pore pressures are small compared to the effective stresses. Hence, the effective cohesion (c’) 
and friction angles (’) are quite close to the total ones (Figure 4.17). Besides, the friction angles 
and cohesion of the specimens after high temperature treatment are always higher than those at 
room temperature. However, as shown in Figure 4.18, the trends of cohesion, predicted UCS 
based on Eq. 4.7 and observed UCS (as listed in Table B.4) with temperature are roughly similar, 
while the variation of the former two ones is larger than that of the latter. As shown in Figure 
4.19, the linear MC criteria for claystones after different temperature treatment are plotted in the 
1 – 3 plane. 
Table 4.4 Total and effective cohesion and friction angle after high temperature treatment. 
T 
(°C) 
c 
(MPa) 

(°) 
R
2
 
c’ 
(MPa) 
’ 
(°) 
R
2
 
20 (air-dried) 1.51 32.19 0.997 1.51 32.19 0.891 
80 2.56 38.57 0.995 2.59 38.58 0.977 
150 4.66 35.50 0.994 4.66 35.50 0.796 
200 6.12 45.10 0.978 6.12 45.11 0.920 
300 3.52 43.52 0.998 3.51 43.53 0.801 
400 8.02 33.62 0.974 8.02 33.62 0.642 
600 2.71 41.27 0.993 2.77 41.21 0.792 
800 11.89 42.27 0.965 11.89 42.27 0.965 
Note that 20 represents room temperature. 
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Figure 4.17 Normalized total and effective cohesion and friction angle vs. temperature. 
 
Figure 4.18 Four normalized parameters vs. treatment temperature. 
 
Figure 4.19 Linear MC criteria of the samples after different temperature treatment. 
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4.4.2. Hoek-Brown Criterion 
The Hoek-Brown (HB) criterion for intact rock (2002-Edition) presented in Hoek et al. (2002) is 
expressed as Eq. 4.8. 
  
    
        
  
 
   
   
 
 
 
(4.8) 
where   
  and   
  are the effective major and minor principal stresses, ci is UCS and mi is a 
material constant. As suggested by Hoek and Brown (1997), ci and mi should be determined by 
triaxial testing over a confining stress range from zero to half of the UCS, whereas at least five 
data points should be included in the determination.  
The free software package RocLab (Rocscience Inc., for details please refer to 
www.rocscience.com) was applied to determine the parameters (ci and mi) of the HB criterion 
at different temperature, and calculated the corresponding coefficient of determination R
2
 
according to the approach as expressed in Appendix C (Approach to Determine R
2
). The triaxial 
data used are the average principal stresses from the uni- and triaxial tests mentioned above, 
where the predicted UCS at 400 °C and 600 °C (Table B.4) based on the MC criterion in Section 
4.4.1 are substitutes for the tested ones which are too high to be acceptable. The determined 
parameters for the HB criterion at each temperature level are listed in Table 4.5, and the 
corresponding fitting curves are plotted in Figure B.10. 
As shown in Figure 4.20, the trends of regressed UCS (ci) and observed UCS with temperature 
are basically similar; however, the differences between the two values above 300 °C become 
large. Besides, the normalized mi/mi0 varies with treatment temperature and is in the range of 1.0 
to 2.5. The fitting curves of the HB criterion using the regressed parameters (Table 4.5) are 
plotted together in Figure 4.21. 
Table 4.5 Regressed parameters of the HB criterion. 
T (°C) mi ci (MPa) R
2
 
20 6.98 13.1 0.927 
80 12.49 17.6 0.937 
150 9.11 22.3 0.955 
200 18.45 33.8 0.946 
300 16.33 25.1 0.933 
400 8.93 28.1 0.974 
600 15.91 11.2 0.916 
800 9.03 53.9 0.968 
Note that 20 represents room temperature. 
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Figure 4.20 Normalized values vs. temperature. 
 
Figure 4.21 Fitting curves of the HB criterion at each temperature. 
4.4.3. Comparison  
As discussed in Chapters 4.4.1 and 4.4.2, the MC and HB criteria are reasonable and acceptable 
for rocks after high temperature treatment. Besides, the material parameters c and  of the MC 
criterion and ci and mi of the HB criterion vary with temperature. As shown in Figure 4.22, the 
trend of c/c0 with temperature is to some degree similar to that of ci/ci0, but exhibiting larger 
changes in magnitude. The trend of /0 with temperature is basically similar with that of mi/mi0, 
but oppositely exhibiting smaller variations in magnitude. Thus, in this point of view, the 
impacts of c for the MC criterion and ci for the HB criterion are similar, so are  and mi. 
To determine the c and  of a rock, at least three triaxial data points are required, while at least 
five triaxial testing data points are required to determine the ci and mi. Among the four 
parameters, only the physical meaning of mi is not as clear as the others, because mi is a fitting 
material constant while the others c, and ci represent cohesion, friction angle and UCS, 
respectively. Thus, compared to the HB criterion, the MC criterion is much simpler in 
4.5 Summary and Discussion 55 
mathematical form and has a clearer physical meaning. On the other hand, the HB criterion for 
rock mass which involves the Geological Strength Index (GSI) may be more reliable for strength 
prediction of rock mass. 
 
Figure 4.22 Comparison of the material parameters of the MC and HB criterion at each temperature in 
normalized values. 
4.5. Summary and Discussion 
The physical and mechanical properties of the claystone studied after thermal treatment 
significantly change compared to those untreated and can be concluded as follows: 
 Physical properties:  
o Visible cracks and obvious color changes appeared in the specimens only after 
1000 °C treatment, and thus lead to a huge increase of total porosity.  
o Total porosity increases with increasing temperature, although the increment is 
small below 200 °C treatment.  
o Masses of the specimens decrease with increasing temperature, while the volumes 
slightly shrink (< 1%) below 800 °C treatment, but expand dramatically above, 
and thus the bulk density decreases with increasing temperature by more than 
10% after 1000 °C treatment. 
 Mechanical properties:  
o Elastic moduli and compressive strength of the claystone after thermal treatment 
below 800 °C are higher than those at room temperature but smaller above 800 
°C. 
o The general trends of the two parameters with temperature are almost independent 
of confining pressure. 
o The variation of elastic modulus with temperature is small compared to that of 
strength. 
o The influence of thermal treatment on the failure mode of the specimens under 
compressive load is not obvious, where through-going shear fractures were 
observed for most of the tests. 
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Through regression analysis on the triaxial testing data, both the Mohr-Coulomb criterion and 
Hoek-Brown criterion are reasonable and acceptable to describe the geomechanical behavior of 
the tested claystones after high temperature treatment. In addition, the material parameters c, , 
mi and ci vary with temperature. Meanwhile, c and ci exhibit an approximately similar trend 
with temperature, so do  and mi. 
It is generally accepted that rock strength varies with temperature. Thus, c and  in the Mohr-
Coulomb criterion as well as mi and ci in the Hoek-Brown criterion also change with 
temperature. In this sense, the conventional MC and HB criteria could not provide good 
prediction for cavity stability and ground subsidence induced by UCG, because it is known that 
the temperature in gasification reactors can reach 1000 °C or more, and thus the rocks and coal 
in the vicinity of the reactor are exposed to high temperatures directly or through heat transfer. 
According to the experimental results described in this chapter, claystone strength varies with 
temperature: the strength after treatment below or equal to 800 °C is always higher than that at 
room temperature, while it becomes smaller above that. Thus, if surrounding rocks of a UCG 
reactor are similar to the claystone tested in the thesis, the part exposed to temperatures above 
800 °C will become weak in strength and easy to crack compared to untreated rock, while the 
part exposed to temperatures below that will become strong and thus support the cavity stability. 
In total, claystone tested here has the potential to support cavity stability and decrease ground 
subsidence induced by UCG, for its strength becomes larger in the range below 800 °C 
compared to the virgin rocks. These results emphasize that using a thermo-mechanical failure 
criterion accounting for temperature-dependent rock strength is important to study the 
geomechanics of UCG. 
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5 Thermo-Mechanical (TM) Failure Criteria and 
Constitutive Relations 
Reviews and experiments discussed in Chapters 3 (Temperature-Dependent Properties of 
Sedimentary Rocks) and 4 (Laboratory Observations on Claystone) show that the mechanical 
behavior of rocks exposed to high temperatures is quite different from that at room temperature, 
i.e. the mechanical properties of rocks are temperature dependent. To utilize the knowledge of 
temperature effects on rock mechanical properties and stress distribution, it is essential to have a 
criterion which predicts the strength of a rock and its response to the state of stress induced at 
any temperature level. This criterion is termed as thermo-mechanical (TM) failure criterion for 
rocks. 
A TM failure criterion, strength criterion or yield function is a relation among stress components, 
hardening parameters and temperature. It defines the ultimate strength of the material under a 
complex, multi-axial state of stress, a complicated hardening state described by the internal 
variables as well as a temperature state the material is exposed to. The general form of a TM 
failure criterion can be defined by Eq. 5.1. 
              (5.1) 
where ij is the stress state, K the hardening parameters, and T the temperature. 
Since compressive stresses are more common than tensile ones in geotechnical engineering, 
compression is considered to be positive in this study. The present chapter deals with the 
development and assessment of TM failure criteria for rocks. For this purpose, the TM Hoek-
Brown (TMHB) and the TM Mohr-Coulomb (TMMC) criteria are developed. The assumptions 
involved in the development of the two criteria, their limits and characteristics are discussed, and 
the corresponding TM constitutive relation based on thermo-plasticity is introduced. Moreover, a 
subroutine for an uncoupled thermoplastic constitutive relation with the TMHB failure criterion 
is implemented in Abaqus.  
5.1. Review of Existing Failure Criteria for Rocks 
Under normal conditions (room temperature), there is a vast amount of data available on the 
strength of intact rock but very little for the strength of rock mass, which generally consists of 
blocks or layers of rock bounded by discontinuities with or without cementation, in literature. In 
addition, a lot of laboratory testing on the strength of rock samples exposed to high temperatures 
has been published until now, as reviewed in Chapter 3 (Temperature-Dependent Properties of 
Sedimentary Rocks). It has been generally accepted that strength of rocks is temperature 
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dependent. Of interest in this thesis are TM failure criteria in which temperature-dependent 
strength of rocks is taken into account.  
Numerous temperature-independent failure criteria are available in the literature. A brief review 
of the most prominent criteria for intact rock and rock mass is given in Table D.1 in which the 
constants of each criterion involved are outlined. All the criteria except the Drucker-Prager 
criterion are formulated in terms of 1 and 3 without any consideration of 2. Most of them are 
empirical criteria obtained from linear or non-linear regression on the data from laboratory or 
field testing on rocks. They provide good explanation of some aspects of rock behavior, but fail 
to explain others or cannot be extended beyond a limited range of stress conditions (Hoek and 
Brown, 1990). 
Rock failure criteria involving temperature-dependent strength are very limited in literature. 
Advani and Lee (1979) proposed a thermo-elastic failure criterion which incorporates the effects 
of crack and cavity closure. However, this criterion is seldom used by other researchers, for the 
mathematical equation is very complicated and only elastic behavior was considered. 
Hueckel et al. (1994) proposed a thermo-plastic constitutive law in which its yield locus in terms 
of deviatoric stress invariant            and mean stress invariant    
     
    
    
     
is idealized as an ellipsoidal curve formed of two ellipses, having a common zero derivative at 
the intersection with the ultimate strength locus (USL), as shown in Figure 5.1a, and thus the TM 
yield equation is expressed as Eq. 5.2. 
  
 
  
 
  
 
 
   
 
  
  
   
 
 
     (5.2) 
where M and  are shape constants,  the hardening parameter equal to mean effective normal 
stress at the brittle-plastic transition, and the exponent n describes the flattening of USL with 
increasing temperature (Figure 5.1b) defined by Eq. 5.3. 
                                 (5.3) 
where ni is related to the curvature of USL at room temperature, and TM refers to the melting 
point of rocks. 
From Eqs. 5.2 and 5.3, it is known that the yield function is temperature dependent. Although it 
has been validated by the experimental results of Carrara marble (from Edmond and Paterson 
(1972) and Rutter (1974)) and Westerly granite (from Griggs and Turner (1960), Wawersik and 
Brace (1971), Zoback and Byerlee (1975), Tullis and Yund (1977), Friedman et al. (1979) and 
Wong (1982)) at different temperatures on the basis of additional hypotheses, the criterion is too 
complicated to be widely used in real engineering projects. 
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Figure 5.1 a) Locus of onset of yielding, f = 0, intersected by the ultimate strength locus for the 
reference temperature, and b) flattening of the ultimate strength locus with the 
increasing temperature, where T1, T2 and TM mark two arbitrary temperatures and the 
temperature at melting and T1<T2<TM from Hueckel et al.(1994). 
Laloui and Cekerevac (2003) proposed a thermo-viscoplastic constitutive model for clays, but 
there is no evidence that it is suitable for rocks. According to the principle of least energy 
consumption, Zuo et al. (2005) theoretically derived a failure criterion of deep rocks subjected to 
coupling effects of confining pressure and temperature, but did not validate it by laboratory data. 
A failure criterion considering temperature parameters for plain high-strength and high-
performance concrete is proposed by He and Song (2010) based on triaxial compression testing 
on samples after high temperature treatment ranging from 200 °C to 600 °C. 
Thus, although the existing temperature-independent criteria (Table D.1) proposed either 
theoretically or empirically give good agreement with the values of rock strength determined 
experimentally at room temperature, the strength of rocks exposed to high temperature cannot be 
predicted well. In addition, the existing rock failure criteria involving high temperature are either 
too complicated in a mathematical form which usually has many parameters and thus is 
expensive from the computational point of view or provides no evidence that it is suitable for 
rocks. Therefore, a new TM failure criterion is required. It not only should fit the observed data, 
but also attempt to satisfy the following conditions as outlined in Hoek (1983): 
1. The failure criterion should give good agreement with experimentally determined rock 
strength values; 
2. The failure criterion should be expressed by mathematically simple equations based, 
to the maximum extent possible, upon dimensionless parameters; 
3. The failure criterion should offer the possibility of extension to deal with anisotropic 
failure and the failure of jointed rock masses. 
a) b) 
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5.2. TM Failure Criteria 
The Mohr-Coulomb criterion is widely applied in rock mechanics to account for shear failure in 
rocks, rock joints and rock masses. One of the reasons for the wide application is that it is 
described by a simple mathematical expression, and thus easy to understand and simple to apply. 
The well-known Hoek-Brown criterion suitable for, both intact rock and rock mass, appears to 
work well for first estimates of rock mass strength, although published verification of the 
criterion is still lacking (Edelbro, 2003). However, it is the most common rock mass failure 
criterion used among the existing ones. The two criteria do not take into consideration 
temperature-dependent strength of rocks. For high temperature rock engineering such as UCG, 
they could not provide good prediction of rock deformation and failure. Therefore, two new TM 
failure criteria are proposed on the basis of Mohr-Coulomb criterion and Hoek-Brown criterion. 
5.2.1. TM Hoek-Brown (TMHB) Failure Criterion 
The generalized Hoek-Brown failure criterion presented by Hoek et al. (2002) is expressed in 
Eq. 5.4, while the criterion for intact rock is given by Eq. 5.5. 
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(5.5) 
where   
  and   
  are major and minor principal effective stresses at failure, respectively,     is 
uniaxial compressive strength (UCS) of intact rock, mb is a reduced value of the empirical 
material constant mi and calculated by Eq. 5.6, s and a are also empirical constants, given by s = 
1 and a = 0.5 for intact rock, and determined by Eq. 5.7 and Eq. 5.8 for rock mass. 
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(5.8) 
where D is a factor depending on the degree of disturbance to which rock masses have been 
subjected by blast damage and stress relaxation, varying from zero for undisturbed in situ rock 
masses to one for very disturbed rock masses, and GSI is the Geological Strength Index which 
can describe rock mass quality. The guidelines for mi, D and GSI are given in Tabs. D.2, D.3 and 
D.4. 
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It has been widely accepted that UCS of rocks is temperature dependent, i.e.,     of a rock is a 
function of temperature, and for convenience is expressed as    
 . The material constant mi is a 
curve fitting parameter derived from triaxial testing of intact rocks, and should vary with 
temperature for rock peak strength at a certain confining pressure changes with temperature. 
Thus mi is also a function of temperature, and noted as  
 . Hence, the TM Hoek-Brown failure 
criterion (TMHB) for intact rock based on the Hoek-Brown criterion (Eq. 5.5) can be expressed 
by Eq. 5.9. 
  
    
     
    
   
 
   
    
 
 
 
(5.9) 
Rock mass is a mixture consisting of rock material and rock discontinuities which generally have 
different strength and thermal expansion properties from the rock material. Thus, due to thermal 
expansion the rock mass quality usually becomes poor compared to the virgin, i.e. the value of 
GSI become small. In other words, GSI is temperature dependent and noted as GSI
T
. However, 
the relation between GSI of rock mass and temperature is currently unknown due to lack of 
observed data and experience on the GSI of rocks exposed to high temperatures. Because of the 
similar reasons, the accuracy of Eqs. 5.7 and 5.8 at different temperatures is also unverified. As 
the mathematical form of a failure criterion should be as simple as possible, the constants s and a 
are assumed to be independent of temperature. Therefore, the generalized TMHB criterion for 
rock mass is proposed as expressed by Eq. 5.10, 
  
    
     
    
 
  
 
   
    
 
 (5.10) 
where, 
  
    
     
        
      
  (5.11) 
s and a are the material constants, and are assumed to be determined by Eqs. 5.7 and 5.8, due to 
lack of field testing and experience on the strength of rock mass exposed to high temperatures. 
GSI
T
 represents modified values of GSI when rock mass is exposed to high temperatures, and 
may be smaller than GSI at room temperature. Eq. 5.10 is the general form of the TMHB 
criterion. For intact rock s = 1, a = 0.5 and  
    
 , and then Eq. 5.10 equals Eq. 5.9. 
When   
  stays unchanged with temperature and    
  decreases with increasing temperature 
(Figure 5.2b), the failure strength of intact rock decreases with increasing temperature and the 
difference of strength between two temperature levels increases with confining pressure (Figure 
5.2a). The temperature-dependent tensile strength   
  in the TMHB criterion for intact rock (Eq. 
5.9) can be calculated by Eq. 5.12, and thus,   
  has a same decreasing rate with temperature in 
case of  
    
 . However, if  
  is changed with temperature (e.g. as shown in Figure 5.3b), 
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under the same conditions of temperature and confining pressures higher tensile strength and 
lower compressive strength are predicted (Figure 5.3a) compared to those in Figure 5.2a. 
  
  
 
 
   
    
      
       (5.12) 
 
 
 
a) b) 
Figure 5.2 a) Schematic map of the TMHB criterion for intact rock at three temperature points; b) 
the corresponding normalized temperature-dependent parameter. 
  
a) b) 
Figure 5.3 a) Schematic map of the TMHB criterion for intact rock; b) the corresponding 
normalized temperature-dependent parameters. 
5.2.2. TM Mohr-Coulomb (TMMC) Failure Criterion 
It is known that the linear Mohr-Coulomb model predicts a tensile strength larger than the one 
observed in experiments (see e.g. Nielson (1999) and Ottosen and Ristinmaa (2005)). This 
discrepancy can be mended to some degree by the introduction of a tension cut-off criterion 
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proposed by Rankine (1858). The combination of the two criteria is usually referred to the 
modified Mohr-Coulomb criterion as expressed by Eq. 5.13, cf. Ottosen and Ristinmaa (2005). 
Since tensile strength, cohesion and friction angle of a rock are temperature dependent, the 
author proposes a new TM failure criterion which is based on the modified Mohr-Coulomb and 
expressed by Eq. 5.14. 
                                            (5.13) 
where t is the tension cut-off value, the highest tensile stress allowed in the material. 
        
                  
                 
     (5.14) 
where 1 and 3 are the major and minor principal stresses;   ,    and   
  are temperature-
dependent cohesive strength, friction angle and tensile strength, respectively, and are generally 
obtained from the interpretation of high-temperature tri-axial compression/extension and 
Brazilian tests. 
Eq. 5.14 is depicted as the TM Mohr-Coulomb (TMMC) criterion. As shown in Figure 5.4, the 
TMMC criterion is illustrated in the plot of 1 versus 3 with decreasing trends of cohesion and 
friction angle with increasing temperature. 
 
Figure 5.4 Schematic diagram of the TMMC criterion. 
5.2.3. Comparison between TMHB and TMMC Failure Criteria 
The proposed TMHB criterion for intact rock (Eq. 5.9) involves two temperature-dependent 
parameters  
  and   
 , which are both obtained either from non-linear regression of testing data 
at different temperature levels or empirically. For rock mass the TMHB criterion (Eq. 5.10) has 
one more temperature-dependent parameter GSI
T
 which expresses high temperature effects on 
the quality of rock mass. The proposed TMMC criterion (Eqs. 5.13 and 5.14) has the same form 
1
1T
t
2T
t
3T
t
3
T1
T2
T3
cT1 < cT2 < cT3
T1 < T2 < T3
T1 < T2 < T3
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for both intact rock and rock mass, and involves three temperature-dependent parameters c
T
, T 
and t
T
. The former two parameters are normally obtained from linear regression of the data 
from triaxial testing on rock specimens exposed to different temperature levels, and the latter one 
directly from the results of Brazilian tests under different high temperature conditions. 
At any temperature level, the curve of the TMHB criterion in the plot of 1 versus 3 is a non-
linear form, while the TMMC criterion is usually a linear form. Derived from a same set of 
triaxial test data for intact rock at room temperature, the linear MC criterion predicts a higher 
strength compared to the HB criterion, especially under high confining pressure conditions 
(Eberhardt, 2010). Compared to the TMHB criterion, the TMMC criterion has a same feature.  
The linear Mohr-Coulomb criterion is so simple that it has been widely applied in rock 
engineering. Since the TMMC criterion becomes the conventional Mohr-Coulomb criterion at a 
specific temperature, the TMMC criterion is also simple and easy to use. Besides, the involved 
parameters have definite physical meanings. However, the TMHB criterion is more suitable for 
rock mass because like the traditional Hoek-Brown criterion it takes into account the quality of 
rock mass, i.e., GSI
T
 which defines the effects of the rock mass conditions on strength and the 
temperature effect on the rock mass quality.    
The TMMC criterion can be easily applied to the thermo-mechanical coupled simulation in 
Abaqus. However, there is no option of the Hoek-Brown model in Abaqus at present. Thus, the 
TMHB criterion needs to be implemented in Abaqus by means of coding in Fortran. 
5.2.4. Assumptions and Limits of Validity 
The assumptions and limits of validity involved in the TMHB criterion are basically similar to 
those of the original Hoek-Brown criterion besides a temperature limit, and are outlined below: 
1. This criterion assumes isotropic conditions in the rock mass. To satisfy it, the volume of 
the rock mass under consideration should contain four or more discontinuity sets with all 
of these sets having similar strength characteristics.  
2. It is assumed that this failure criterion is valid only for effective stress conditions. Hoek 
(1983) suggests that the effective stress concept will be naturally satisfied in the case of 
jointed rocks, because it is similar to porous rocks such as sandstones under normal 
laboratory loading rates which will generally satisfy effective stress conditions for the 
rates are sufficiently low to permit pore pressures to equalize (Handin et al., 1963). 
3. The influence of the intermediate principal stress   
  has been neglected in deriving the 
criterion, as it is assumed that   
  has no significant influence on the failure process of 
intact rock and rock mass. Although the importance of the 2-effect on the strength of 
rocks has been emphasized in recent years, see e.g. Takahashi and Koide (1989), 
Haimson (2006) and Mogi (2007), it is more general to ignore the effect. This assumption 
is certainly an over-simplification (Hoek and Brown, 1990), and there is sufficient 
evidence reviewed by Mogi (2007) to suggest that ignoring the 2-effect leads to under-
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estimation of rock mass strength and that the error in the strength estimation is on the 
safe side. 
4. The TMHB and original Hoek-Brown criteria are valid only for brittle failure of rock. 
The brittle-ductile transition for rocks is influenced by temperature and pressure (Figure 
5.5). Mogi (1966) concludes that the transition for most rocks occurs at an average 
principal stress ratio   
   
       at room temperature. However, there are no worldwide 
accepted temperature effects on the transition, especially in magnitude. The transition is 
quite sensitive to temperature for some rocks such as granite but much less sensitive to 
carbonates (Evans et al., 1990). For the behavior to be considered brittle, a rough rule-of-
thumb used by Hoek (1983) is that confining pressure must always be less than UCS of 
the material and the maximum temperature the material experiences. This temperature 
should be less than 1100 °C for most rocks. In other words, the TMHB criterion is valid 
under the conditions of confining pressure below the material UCS and temperatures 
below 1100 °C. 
The assumptions and limits of validity involved in the TMMC criterion are also more or less 
similar to those of the original Mohr-Coulomb criterion, but have one more rule because of 
the consideration of temperature as follows: 
1. The criterion is valid for isotropic material. 
2. The effect of the intermediate principal stress is not considered in the criterion. 
3. The criterion is also only valid for brittle failure of rock materials. Thus, confining 
pressure and temperature to which a rock material is exposed are limited in magnitude.  
 
Figure 5.5 Qualitative diagram showing the brittle-ductile transition as a function of temperature 
and pressure after Dragoni (1993). 
5.3. TM Constitutive Relationship 
A constitutive model of materials plays a significant role in providing reliable results from any 
solution procedures, especially for modern computer technique, such as the finite element and 
finite difference methods. At present, a great number of simple, and simplified to complicated 
constitutive models, e.g., Hooke’s law, poroelasticity and elasto-plasticity, have been proposed. 
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Laboratory results show that the stress-strain curve is usually a combination of a pre-peak 
nonlinear elasticity and a post-peak behavior which may be strain softening, perfect plastic or 
strain hardening, depending on confining pressure, loading rate, rheological characteristics of the 
rock as well as temperature the rock is exposed to. Thus, for the mathematical description of the 
stress-strain relationship of a rock exposed to different high temperatures, the corresponding 
constitutive model should base on the theory of thermo-plasticity and involve a TM yield 
criterion. 
In the range of normal pressures below UCS of a rock and temperatures below 1000 °C, the rock 
is usually idealized to have a negligible strain-hardening effect, i.e. the uniaxial stress-strain 
curve exhibits perfectly or strain-softening plastic behavior. Although there have been several 
approaches such as the exponential decrease of m and s with plastic shear strain (Jaiswal and 
Shrivastva, 2009) and the linear decrease of GSI with plastic strain (Wen and Yang, 2011), to 
realize the HB softening model on isothermal conditions, it is much more practical to assume 
that rock mass exposed to high temperatures are an isotropic, perfectly thermo-plastic material. 
This assumption is practical, because it is simple to use for analyzing practical underground 
engineering problems, and there are no sufficient data for the post-peak behavior of rock mass 
under/after high temperature treatment. Note that the perfectly thermo-plastic behavior means 
that a material shows perfectly elasto-plastic behavior at any temperature level, and the 
properties such as elastic modulus and strength depend only on temperature, and plastic strain is 
independent of temperature.   
Moreover, in developing constitutive equations for materials, the incremental theory or flow 
theory has been commonly used. The general incremental theory of thermo-plasticity is 
introduced first. Then, a perfectly thermo-plastic constitutive model with the TMHB failure 
criterion and its incremental form are given. For the thermo-elasto-plastic constitutive model the 
TMMC criterion can be easily implemented in Abaqus, it will not be discussed here. 
5.3.1. Fundamentals of Incremental Theory of Thermo-Plasticity  
The theory of thermo-plasticity is an essential extension of the theory of plasticity as it deals 
with the problem that the material is loaded so that not only plastic strains develop, but the 
temperature is also changed. In this case, the total strains consist of the elastic, plastic and 
thermal strains (Eq. 5.15). Plastic strains – or more generally, dissipative mechanisms – will 
result in a heat generation and thereby thermal strains. However, in UCG projects, the external 
heat supply from coal gasification is significantly larger than the heat generation due to 
mechanical response. Thus, an uncoupled thermo-plasticity is experienced, i.e. the effect of 
mechanical deformation on the temperature field is ignored. The elastic strains are determined 
from the theory of thermo-elasticity (see Appendix E.1), as stated in Eq. 5.16. 
       
     
     
  (5.15) 
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             (5.16) 
where Dijkl is the stiffness tensor or the elasticity tensor, ij is the tensor             , where ij 
is the tensor of thermal expansion coefficients, and T0 is the reference temperature at which no 
thermal strains exist. Dijkl and ij may be temperature dependent, i.e., Dijkl(T) and ij(T). 
Similar to the incremental theory of plasticity, the incremental total strain tensor during plastic 
flow and temperature change is assumed to be the sum of the incremental elastic, plastic and 
thermal strain tensors as given in Eq. 5.17.  
         
      
      
  (5.17) 
where     ,     
 ,     
 
 and     
  are incremental vectors of total strains, elastic strains, plastic 
strains and thermal strains. 
This section gives a brief introduction into the incremental theory of thermo-plasticity based on 
Ottosen and Ristinmaa (2005) to support the implementation of the TMHB criterion undertaken.  
5.3.1.1. Yield Surface and Isotropic Hardening Rule 
Within the theory of thermo-plasticity, it is evident that the yield surface will change with the 
plastic loading and temperature. This change of yield surface is called the hardening rule. In 
general, the initial yield surface is described by Eq. 5.18. With the development of plastic strains 
and change of temperature the material exposed to, the current yield surface may be expressed in 
terms of stresses, hardening parameters and temperature as stated in Eq. 5.19,  
            (5.18) 
              (5.19) 
where K is a notation representing the collection of all hardening parameters that characterize 
the manner in which the current yield surface changes its size, shape and position with plastic 
loading and the current temperature T. Since the number of hardening parameters and the type of 
the hardening parameters which may be scalars or higher-order tensors are unknown, Ka is 
defined as follows: 
                                  
                    
(5.20) 
The hardening parameters vary with plastic loading and temperature. To model this, internal 
variables a that characterize the state of the elasto-plastic material at a temperature level are 
assumed to exist. For example, the plastic strains    
 
 or some combinations of this tensor are 
taken as the internal variables. In analogy with the notation K, a is defined by Eq. 5.21, 
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(5.21) 
Then, it is assumed that the hardening parameters Ka depend on the internal variables a and the 
temperature T, in relation as defined by Eq. 5.22. It is natural to assume that the number of 
hardening parameters is equal to the number of internal variables. In addition, a is assumed to 
be independent of T. Differentiation of Eq. 5.22 results in Eq. 5.23. 
            (5.22) 
    
   
   
    
   
  
   (5.23) 
For perfect thermo-plasticity, Eq. 5.19 becomes Eq. 5.24. The definition of isotropic hardening 
in thermo-plasticity is different from that in plasticity, i.e. the size of the yield surface changes 
whereas the position remains fixed. Moreover, the shape may change with temperature. For an 
isotropic hardening material, a general yield surface may be expressed by Eq. 5.25. 
                       (5.24) 
                               (5.25) 
5.3.1.2. Plastic Potential and Flow Rule 
Similar to the yield surface, a plastic potential is assumed to be a convex surface and defined by 
Eq. 5.26. 
              (5.26) 
If    , an associated flow rule occurs, and if     a non-associated flow rule occurs. For 
rock materials, a non-associated flow rule is most often required to obtain realistic predictions. 
Similar to plasticity, the non-associated evolution equations in thermo-plasticity are given by 
Eqs. 5.27 and 5.28. 
    
    
  
    
 (5.27) 
       
  
   
 (5.28) 
where d is the so-called plastic multiplier, and     , where      describes a thermo-
elastic behavior. 
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5.3.1.3. Incremental Stress-Stain Relationships 
The general expression of a yield surface for thermo-plasticity as discussed in Section 5.3.1.1 is 
given by Eq. 5.19. The strain increment dij is decomposed into three parts (Eq. 5.17). Thermo-
elasticity gives the relationships between total strain, temperature and stress increments as 
Eq.5.29 (for details cf. Appendix E.2). 
                     
         (5.29) 
with  
        
    
  
       
      
  
        
   (5.30) 
The plastic strain increment     
 
 can generally be expressed by a non-associated flow rule in the 
form of Eq. 5.27. Substituting Eq. 5.27 into Eq. 5.29, the relationships becomes Eq. 5.31, 
                       
  
    
       (5.31) 
If the scalar function d is known, the constitutive relation is fully determined. To obtain d, a 
plastic loading process is considered. At the current state, it is assumed that the current stress 
state ij, the current plastic deformation    and the current temperature T are known, and they 
must satisfy the current yield function, Eq. 5.19, i.e.              . After a small increment 
in total strain dij which constitutes a plastic loading and temperature change, the current state is 
changed to the new subsequent state         ,       ,     , and the new state must also 
satisfy the subsequent yield function (Eq. 5.19) in the mathematical form given by Eq. 5.32. 
Thus, the consistency condition for thermo-plasticity is given by Eq. 5.33. 
                                          (5.32) 
   
  
    
     
  
   
    
  
  
     
(5.33) 
Insertion of Eqs. 5.23 and 5.28 into Eq. 5.33 and rearrangement result in Eq. 5.34, 
   
  
    
              (5.34) 
with, 
  
  
   
   
   
  
   
 (5.35) 
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 (5.36) 
H is the so-called generalized plastic modulus, whereas H > 0, H = 0, H < 0 corresponds to 
hardening, perfect and softening thermo-plasticity, respectively. S is a quantity equal to      . 
It appears that S depends on how much the yield function parameters and the forces Ka change 
with temperature. Thus, S expresses how the yield function changes with temperature and 
provides the following conclusions for the change of temperature: 
  
           
           
             
  
                       
                              
                     
 (5.37) 
Hence, inserting Eq. 5.31 into Eq. 5.34 and with     , Eq. 5.38 is provided, 
  
    
                 
  
    
          (5.38) 
where 
    
  
    
     
  
    
  (5.39) 
Note that it is required as in plasticity A > 0. Then d is obtained from Eq. 5.38 as Eq. 5.40, 
   
 
 
 
  
    
             
  
    
         (5.40) 
Inserting Eq. 5.40 into Eq. 5.31, the incremental stress-strain relationships given by Eq. 5.41 are 
obtained, 
          
          
     (5.41) 
with 
     
         
 
 
     
  
    
  
    
      (5.42) 
   
       
 
 
     
  
    
   
  
    
     
(5.43) 
and Pij and A given by Eqs. 5.30 and 5.39. 
Consider Eq. 5.31 for purely thermo-elastic behavior where     , and then define the thermo-
elastic stress increment by Eq. 5.44,  
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                   (5.44) 
where the term “thermo-elastic” refers to the fact that this is the stress state that would result for 
a given total strain increment and a given temperature increment provided that the material 
responds thermo-elastically. With Eq. 5.44, Eq. 5.40 becomes Eq. 5.45. 
   
 
 
 
  
    
    
        (5.45) 
Thermo-plasticity requires that f = 0 and d ≥ 0. Thus, general loading and unloading criteria 
which hold irrespective of whether a material exhibits the behavior of hardening, perfect or 
softening thermo-plasticity are defined by Eq. 5.46. The criteria make it possible to decide 
whether plastic loading or elastic unloading occurs at a time are required. 
        
  
    
    
                     thermo-plastic loading 
        
  
    
    
                     neutral loading 
        
  
    
    
                     thermo-elastic unloading 
(5.46) 
5.3.2. TM Constitutive Relations with TMHB Criterion  
As discussed in Chapter 5.3.1 (Fundamentals of Incremental Theory of Thermo-Plasticity), the 
general incremental constitutive relations with an arbitrary TM yield surface (Eq. 5.41) have 
been derived. In this section, the constitutive relations for rock mass corresponding to the TMHB 
criterion are developed. The constitutive relations are based on the small-strain rate-independent 
perfectly thermo-plasticity, i.e.           . 
5.3.2.1. Three-Dimensional TMHB criterion 
With positive stresses in compression and effective stress symbols expressed without a prime for 
simplicity, the TMHB failure criterion for rock mass is expressed as Eq. 5.47 or Eq. 5.48. 
         
    
 
  
   
    
 
 (5.47) 
                  
    
 
  
   
    
 
   (5.48) 
where          denote the effective stresses, and the involved parameters are as given in 
Chapter 5.2.1.  
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It is of interest to note that Eq. 5.48 can be written in terms of the first invariant I1, the second 
deviatoric stress invariant J2 and the Lode angle as Eq. 5.49. The relations between the 
principal stresses and the invariants as well as the corresponding definition are described in 
Appendix E.3. 
                      
  
  
 
   
  
  
 
 
   
  
                 
 
=0 (5.49) 
For simplicity, let  
   
  
 
   
  
  
 
 
   
  
                 (5.50) 
then Eq. 5.49 can be rewritten as Eq. 5.51, 
                      
       (5.51) 
The trace of the TMHB criterion at a certain temperature T’ on the octahedral plane is illustrated 
in Figure 5.6, where F = 0 represents the yield surface, F < 0 represents a material experiences a 
thermo-elastic response, and F > 0 indicates the material experiences a thermo-plastic response. 
It should be noted that the cross sections are not made up of straight lines, but of curves with a 
very small curvature. Figure 5.7 schematically plots a projection of the criterion on the 1–3 
plane. In this depiction as discussed by Clausen (2007), the yield surface is a curve with a slope 
that tends towards infinity as the curve approaches the apex point   
 . At the apex, with    
        
  is expressed by Eq. 5.52, 
  
   
   
 
  
  
(5.52) 
which is the temperature-dependent biaxial tensile strength. The UCS of rock mass   
 , as shown 
in Figure 5.7, can be calculated by setting      in Eq. 5.48, resulting in Eq. 5.53, 
  
     
    (5.53) 
A schematic drawing of the TMHB criterion at a certain temperature T’ in the full three-
dimensional principal stress space is shown in Figure 5.8. The yield surface is dependent on 
temperature. If strength increases with temperature, then the corresponding yield surface 
expands. Conversely, if strength decreases with temperature, then the corresponding yield 
surface contracts.  
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Figure 5.6 A diagram of cross section of the TMHB criterion on the octahedral plane at T = T’. 
The geometric interpretations of  and J2 are also shown. 
 
Figure 5.7 Diagram of a projection of the TMHB criterion on the 1 – 3 plane, where the 
hydrostatic axis is denoted p, and p = (1 + 2 + 3) / 3. 
 
Figure 5.8 TMHB criterion in principal stress space at T = T’ after Benz et al. (2008). 
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5.3.2.2. Plastic Potential and Flow Rule 
Since the TM yield surface changes with temperature, the related plastic potential naturally 
varies with temperature. Thus, as presented by Shah (1992), the plastic potential chosen here is a 
simplified version of the TMHB yield surface. It is obtained by evaluating          at the Lode 
angle       , which gives a “mean surface” between the inner and outer apices of the yield 
surface at any temperature, and by introducing a variable, dilation parameter   defined by Eq. 
5.54. Then, the equation of the plastic potential is expressed as Eq. 5.55. 
       
    
  
 
 
                              
                                
  (5.54) 
                 
  
  
   
  
  
 
         
  
   (5.55) 
where for convenience using Eq. 5.56 
   
  
   
  
  
 
         (5.56) 
results in Eq. 5.57, 
                 
        (5.57) 
5.3.2.3. Constitutive Relation for the TMHB Criterion 
Since the relations between elastic modulus, Poisson’s ratio as well as the thermal expansion 
coefficient of rock mass and temperature are unknown at present, the three parameters are 
assumed to be temperature independent. Moreover, as discussed earlier, rock mass exposed to 
high temperature is assumed to be isotropic and behave perfectly thermo-plastic. Thus, the tensor 
of thermal expansion coefficients ij reduces to ij, where  is the linear thermal expansion 
coefficient and ij the Kronecker delta. In other words, Pij in the general constitutive relation Eq. 
5.29 becomes Eq. 5.63. Moreover, H = 0 and S =      . The parameters in the general 
incremental stress-strain relations (Eq. 5.64) become the expressions determined by Eqs. 5.65, 
5.66 and 5.67. 
                           (5.58) 
          
          
     (5.59) 
where, 
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      (5.60) 
   
             
 
 
     
  
    
 
  
  
 
  
    
     
(5.61) 
  
  
    
     
  
    
 
(5.62) 
Therefore, it is seen that the unknown parameters in Eq. 5.64 are        ,         and       
as discussed below. 
The three-dimensional TMHB yield surface (Eq. 5.49) is a function of I1, J2, J3 and T, for  is a 
function of J2 and J3. Hence, if the yield surface is expressed in a general form as Eq. 5.63, the 
gradient of this yield surface in stress space         may be usually written as Eq. 5.64 which 
for convenience can be noted as Eq. 5.65 by introducing three scalars B0, B1 and B2 defined by 
Eq. 5.66. 
                (5.63) 
  
    
 
  
   
   
    
 
  
   
   
    
 
  
   
   
    
 (5.64) 
  
    
         
   
    
   
   
    
 (5.65) 
where, 
   
  
   
          
  
   
           
  
   
  (5.66) 
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 (5.68) 
In order to evaluate the derivatives B0, B1 and B2, the following two relations (Eqs. 5.69 and 5.70) 
are used, 
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 (5.69) 
  
   
  
     
   
  
  
      
  
    
 
(5.70) 
Taking the derivatives of Eq. 5.49 with respect to I1, J2 and J3, the values of B0, B1 and B2 are 
obtained as following three equations, 
    
   
 
 
      
(5.71) 
   
 
    
                               
 
   
 
  
                                       
(5.72) 
   
 
        
                 
                     
(5.73) 
where in the above three equations AA is defined by Eq. 5.50. It can be observed that only the 
constants Bi need to be defined by the yield surface. Only these quantities are to be changed 
when the yield surface changes in any numerical formulation. 
In the failure function Eq. 5.49, only the two parameters   
  and    
  involve temperature T. 
Thus,       can be determined by Eq. 5.74,  
  
  
       
     
 
   
  
    
 
  
         
   
 
  
 (5.74) 
where 
   
  
 
 
   
  
              (5.75) 
The plastic potential function used in the derivation of the incremental stress-strain relations 
corresponding to the TMHB criterion is expressed by Eq. 5.55. It is a function of I1, J2 and T. 
Hence, the gradient         may be given by Eq. 5.76. For convenience, Eq. 5.76 is noted as Eq. 
5.77 by introducing three scalars Q0 and Q1 defined in Eqs. 5.78 and 5.79, respectively. 
  
    
 
  
   
   
    
 
  
   
   
    
 (5.76) 
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 (5.77) 
where, 
   
  
   
  
    
 
       
(5.78) 
   
  
   
 
 
   
   
    
 
        
(5.79) 
where RR is defined by 5.56. 
This constitutive relation (Eq. 5.64) defines the stress increment uniquely once the total strain 
increment, temperature increment and the current states of stress and temperature are known, 
whereas the strain increment cannot be determined uniquely on the basis of a stress increment 
and a temperature increment. When used in finite element formulations, Eqs. 5.60 and 5.61 
define a nonlinear relation among stress, strain and temperature increments , since the evolution 
of the current stress must naturally be influenced by the magnitude of strain and temperature 
increments. In this way, the use of Eqs. 5.60 and 5.61 leads to a classical type of finite element 
nonlinearity where the current state and increments are known, but where the effect of the 
increments depends on the state that the increments give rise to, i.e. an iterative procedure must 
be applied to solve the nonlinear problem (Krabbenhoft, 2002). 
5.4. Integration of the TM Constitutive Relations 
For finite element analysis of nonlinear materials, the techniques for integration of constitutive 
equations directly control the accuracy and stability of the overall iterative numerical solution. 
These techniques in general fall into two categories: explicit (forward Euler) and implicit 
(backward Euler) schemes. Compared to explicit schemes, implicit schemes such as the closest 
point projection method (CPPM), which is proposed by Simo and Taylor (1985) and is a type of 
“return mapping” algorithm whose superiority has been well established and recognized by 
many researchers (e.g. Oritiz and Popov (1985), Zhang (1995) and Lam and Diao (2000)), have 
been widely employed. Ottosen and Ristinmaa (2005) indicated that the integration procedures 
of thermo-plasticity and plasticity are similar, and thus the integration algorithm for plasticity 
can be directly used for thermo-plasticity. Therefore, the CPPM method was chosen to solve the 
integration of the constitutive relations (Eq. 5.64), since it was found to be robust, accurate and 
efficient. For convenience, the tensors are denoted by bold symbols, e.g.  for the stress tensor.  
The iteration procedure can be generally divided into two parts: 1) to consider whether plastic 
strains will develop during the load increment, and 2) to obtain the new stresses by the CPPM 
method.  
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First, it will be evaluated whether the strain increment from (1) to (2) and the temperature 
increment from T
(1)
 to T
(2)
 result in the development of plastic strains or not. Let the current state 
and the last known state in equilibrium be defined as state 2 and state 1, respectively. From Eq. 
5.16 evaluated at state 2 and state 1, the stresses can be determined by Eqs. 5.80 and 5.81.  
                               (5.80) 
                              (5.81) 
Subtraction of the above two equations gives Eq. 5.82,   
                       (5.82) 
where  
                                                        (5.83) 
According to Eq. 5.44, the thermo-elastic stress increments may be expressed as Eq. 5.84 in case 
that D and  are independent of temperature. Moreover, as described in Ottosen and Ristinmaa 
(2005), a trial stress is defined assuming that no plastic strains will develop from state 1 to state 2 
by Eq. 5.85. Thus, with Eqs. 5.84 and 5.85, Eq. 5.85 may be written as Eq. 5.86. 
             (5.84) 
                 (5.85) 
                 (5.86) 
From Eq. 5.86, it can be concluded that if no plastic strains develop, then            , i.e. an 
thermo-elastic response occurs, as illustrated in Figure 5.9a. The yield function is now evaluated 
for the trial stresses according to Eq. 5.87,  
                      (5.87) 
Obviously, the situation where     means that the trial stresses are located outside the yield 
surface, as shown in Figure 5.9b. Since no stress state can be located outside the yield surface, a 
simplified version of the loading/unloading criteria (Eq. 5.46) is concluded as follows: 
                                         -                    
   
    
      
                                         -                  
(5.88) 
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a) b) 
Figure 5.9 Yield surface at state 2 depicted in the stress space with illustration of the tensors of stress 

(1)
, thermo-elastic stress increment ∆
te
 and the trial stress 
trial
. a) Thermo-elastic 
response; b) thermo-elasto-plastic response. 
Second, to calculate     in thermo-plastic response, numerical integration must be used. 
According to Eq. 5.27, the set of equations (Eqs. 5.89 and 5.90) must be considered in the 
integration procedure. 
            
  
  
 (5.89) 
           (5.90) 
In the uncoupled approach, temperature T in Eq. 5.90 is known when the integration of the 
constitutive relations is considered. Based on the advantages of the CPPM algorithm, it was 
chosen to solve the integration of the constitutive equations. 
The integration procedure of the CPPM is well-known (see e.g. Belytschko et al. (2000) and 
Huang and Griffiths (2009)). Thus, a brief introduction is depicted here. For simplicity, let 
  
  
  
               
  
  
 
(5.91) 
The aim of the integration is to calculate the set           
  
   
   
  at step n+1 when the set 
(     
          ) at step n is given. In the CPPM, the increments of plastic strain are calculated 
at the end of step (n+1), and the yield condition is enforced at the end of the step. Thus, the 
following four equations (Eqs. 5.92–5.95) need to be solved numerically. 
           (5.92) 
    
    
            (5.93) 
                 
              (5.94) 
                  (5.95) 
trial
(1)
∆te
f(, T(2)) = 0
trial
(1)
∆te
f(, T(2)) = 0
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It is a system of nonlinear algebraic equations, and is usually solved by a Newton approach 
where linearization is performed with respect to the increment in the plasticity parameter ∆ and 
the total strain and temperature remain constant.  
To suit for Newton iteration, the plastic updates (Eq. 5.93) and yield condition (Eq. 5.95) are 
rewritten in the form of Eqs. 5.96 and 5.97. 
        
        (5.96) 
              (5.97) 
Then, the stress update algorithm is as follows: 
1. Initialization: set initial values of plastic strains to converged values at the end of the 
previous load step n, zero the incremental plasticity parameter, and evaluate the thermo-
elastic trial stresses 
             
               
                                    
(5.98) 
2. Check the yield condition and convergence at the kth iteration as in Eq. 5.99. 
                           
    (5.99) 
If           and   
         , convergence is given else go to Step 3. 
3. Compute increment in the plasticity parameter by Eqs. 5.100 and 5.101, 
              
     
  
 
  
  (5.100) 
      
           
  
        
                
 (5.101) 
4. Obtain stress increments using Eq. 5.102, 
                              (5.102) 
5. Update plastic strains (Eq. 5.103), plastic multiplier (Eq. 5.104) and stresses (Eq. 5.105). 
                                    (5.103) 
                    (5.104) 
                  (5.105) 
Let       and go to Step 2. 
Similar to the consistent elasto-plastic modulus for the CPPM as discussed by Huang and 
Griffiths (2009), the consistent modulus for thermo-plasticity is given by Eq. 5.106. 
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 (5.106) 
5.5. Implementation of TMHB Model within Abaqus 
Constitutive relations of the TMHB model have been developed above. These incremental stress-
strain relations can be incorporated into any stress analysis computer program based on the finite 
element method. Out of the various commercially available and scientific finite element 
programs, e.g. Abaqus, ADINA and ANSYS, Abaqus (version 6.10) was selected to incorporate 
the constitutive model for rock mass, because it provides superior solutions for linear and 
nonlinear problems, supports TM coupling calculations, and provides an interface, the user 
subroutine UMAT, from which users can write their own constitutive models in FORTRAN. 
Through UMAT, a user-defined material model can be applied to any Abaqus element type. 
UMAT is the subroutine where a user can define a material’s mechanical behavior to be used by 
Abaqus. This subroutine is called by the Abaqus main program at all material calculation points 
of elements for which the material definition includes a user-defined material behavior and is in 
the form of *USER MATERIAL. A general process for Abaqus calling UMAT is given as 
follows: 
1. At the beginning of each increment step, the subroutine is called, and a set of variables 
including the stresses, strains and temperature from the previous increment step, the 
increments in strain, time and temperature in the current step, and the user defined state 
variables from the previous step, etc.  
2. The subroutine solves the stress increments based on the constitutive equations, and 
updates the values of the stresses and the solution dependent variables at the end of the 
increment. Meanwhile, it provides the material constitutive matrix (Jacobian matrix) to 
the Abaqus main program. 
3. The main program then solves the displacement increments in terms of the current load 
increments, and subsequently checks equilibrium conditions. If the predefined errors are 
not fulfilled, Abaqus will continue to do iterations until convergence criteria are satisfied. 
Then, next increment step begins.  
5.5.1. Algorithm of the UMAT 
The two main objectives of UMAT are to 1) update the stresses and 2) to obtain the Jacobian 
matrix. The user subroutine interface is as follows: 
       SUBROUTINE UMAT(STRESS,STATEV,DDSDDE,SSE,SPD,SCD, 
     1 RPL,DDSDDT,DRPLDE,DRPLDT, 
     2 STRAN,DSTRAN,TIME,DTIME,TEMP,DTEMP,PREDEF,DPRED,CMNAME, 
     3 NDI,NSHR,NTENS,NSTATV,PROPS,NPROPS,COORDS,DROT,PNEWDT, 
82 5 Thermo-Mechanical (TM) Failure Criteria and Constitutive Relations  
     4 CELENT,DFGRD0,DFGRD1,NOEL,NPT,LAYER,KSPT,KSTEP,KINC) 
! 
      INCLUDE 'ABA_PARAM.INC' 
! 
      CHARACTER*80 CMNAME 
      DIMENSION STRESS(NTENS),STATEV(NSTATV), 
     1 DDSDDE(NTENS,NTENS),DDSDDT(NTENS),DRPLDE(NTENS), 
     2 STRAN(NTENS),DSTRAN(NTENS),TIME(2),PREDEF(1),DPRED(1), 
     3 PROPS(NPROPS),COORDS(3),DROT(3,3),DFGRD0(3,3),DFGRD1(3,3) 
! 
      user coding to define DDSDDE, STRESS, STATEV, etc. 
! 
      RETURN 
      END 
The most important, relevant UMAT variable names and their descriptions are summarized in 
Table 5.1. A complete listing of all variables accessible through a UMAT is included in the 
Abaqus user subroutine reference manual (Abaqus Inc., 2010). It is clear that the two main 
objectives of UMAT are accomplished in the part of “user coding”. As shown in Fig. 5.10, the 
flow chart of this UMAT demonstrates its organizational structure, in which the two judgment 
parts are highlighted in yellow boxes. In general, there are three key aspects in the UMAT as 
follows: 
1. Call the yield function (Eq. 5.48) and determine the thermo-elasto-plastic state by Eq. 
5.88. 
2. Select a stress update algorithm: a CPPM method is used here, as described in Chapter 
5.4 (Integration of the TM Constitutive Relations); 
3. Compute the consistent tangent modulus given by Eq. 5.106. 
In addition, the yield surface of the TMHB has corner singularity, as shown in Figure 5.8. In 
other words, at  = 0 and  = 60°, the derivatives of the yield surface with respect to the stress 
state (     ) cannot be evaluated. Thus, the direction of the incremental plastic strain increment 
vector (dp) is not unique. This is not permitted in a numerical subroutine, for it causes overflow 
in the calculations and termination of the procedure. To overcome the problem, the smooth 
procedure presented by Shah (1992) is adopted in this model as follows:  
 If 0 <  ≤ 0.05°, then the partial derivative      , i.e. B0, B1 and B2, are evaluated 
explicitly at  = 0.05° and these values are used in further calculations; 
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 And if 59.95°<  ≤ 60°, then the partial derivative      , i.e. B0, B1 and B2, are 
evaluated explicitly at  = 59.95°. 
 
Table 5.1 UMAT variable names and descriptions. 
Variable Type Description 
STRESS Real, 6×1 Array (3D), 4×1 Array 
(2D) 
Stress components from previous increment 
step 
STATEV Real, N×1 Array State variable array 
DDSDDE Real, 6×6 Tensor (3D), 4×4 Tensor 
(2D) 
Jacobian matrix 
STRAN Real, 6×1 Array (3D), 4×1 Array 
(2D) 
Strain components from previous increment 
step 
DSTRAN Real, 6×1 Array (3D), 4×1 Array 
(2D) 
Strain increment components in this 
increment step 
TEMP Real  Temperature at the start of the increment 
step 
DTEMP Real Temperature increment 
NTENS Integer, equal to 6 (3D) or 4 (2D)  Number of stress/strain components 
NSTATV Integer Number of state variables 
PROPS Real, N×1 Array User input material property array 
NPROPS Integer Number of material properties 
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Figure 5.10 Flow chart for the UMAT. 
 
The UMAT developed for the TMHB model is reproduced in Appendix F. Based on the 
constitutive model, 13 input material constants and four (for two dimensional analyses) or six 
(for three dimensional analyses) state variables associated with the solution are defined. The 
detailed explanation about them is given in Table 5.2. Within this UMAT, there are four 
functions and 13 unique subroutines that perform various functions and are described below: 
1. Function CURVALUE 
REAL*8 CURVALUE(TVAL, TT, NT, TEMPN) 
This function calculates the value of a temperature-dependent property at the temperature 
level defined by TEMPN, and returns the value to UMAT. 
2. Function TMHBFAL 
REAL*8 FUNCTION TMHBFAL(STRS, PROPSN, NTENS, NPRPN) 
This function checks whether the present stress state defined by STRS is on the yield 
surface, i.e.            where stress correction must be carried out when          
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 , or in an elastic state, i.e.           . Then, the value of           is returned to 
UMAT.  
3. Function RFAIL 
REAL*8 FUNCTION RFAIL(DAT, RK, DQ, NTENS) 
This function calculates the value of       
  
         which is a part of Eq. 5.101 and 
used in the CPPM procedure. 
4. Function VALUEOFVEC 
REAL*8 FUNCTION VALUEOFVEC(DV1, DV2, NN) 
It returns the dot product of two vectors DV1 and DV2, and is used in RFAIL. 
5. Subroutine TMHBCPPM 
SUBROUTINE TMHBCPPM(SS, PROPSN, DEPS, DE, FAILK, NTENS, 
                                                   NPRPSN, CONSTI) 
Following the procedure of the CPPM as depicted in Chapter 5.4 (Integration of the TM 
Constitutive Relations), this subroutine calculates and updates stress components stored 
in SS and plastic strains stored in DEPS, and generates the Jacobian matrix stored in 
CONSTI. 
6. Subroutine YSDERI 
SUBROUTINE YSDERI(TSS, PROPSN, NTENS, NPRPSN, DFST) 
This subroutine is used to calculate the derivative of the yield surface with respect to the 
stress state TSS. The derivatives       are stored in a vector DFST. 
7. Subroutine YSDERICOEF 
SUBROUTINE YSDERICOEF(PROPSN, NPRPSN, SIGM, SDJ2, THETA, B0,  
                                                     B1, B2) 
This subroutine calculates the coefficients B0, B1 and B2 of       as determined by Eqs. 
5.71, 5.72 and 5.73, respectively. 
8. Subroutine QSDERI 
SUBROUTINE QSDERI(ST, PROPSN, NTENS, NPRPSN, DQST) 
This subroutine is used to calculate the derivative of the plastic potential surface with 
respect to the stress state ST. The derivatives       are stored in a vector DQST. 
9. Subroutine QSDERICOEF 
QSDERICOEF(PROPSN, NPRPSN,SIGM,SDJ2, Q0, Q1) 
This is used to calculate the coefficients Q0 and Q1 determined by Eqs. 5.78 and 5.79. 
10. Subroutine QSSECONDDERI 
QSSECONDDERI(ST, PROPSN, NTENS, NPRPSN, DQ) 
This subroutine is used to calculate the second derivatives of the plastic potential with 
respect to the stress state ST. The second derivatives         are stored in a matrix DQ. 
The corresponding equations are given in Appendix D.4. 
11. Subroutine INVAR 
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SUBROUTINE INVAR(STSS, SIGM, SDJ2, DJ3, THETA, NTENS) 
This subroutine is used to calculate the invariants of the stresses defined by STSS. These 
invariants are      stored in SIGM,     stored in SDJ2, J3 stored in DJ3, and Lode angle 
 stored in THETA. The value of  is evaluated from the principal stresses, and its 
magnitude is checked in order that its value is not in the region of corner singularity. If it 
is, then  is updated by means of the smooth procedure described above. 
12. Subroutine DYADICPROD 
DYADICPROD(DM1, DM2, DM3, NTENS) 
This performs the dyadic product of two vectors DM1 and DM2, and returns a 
NTENS×NTENS matrix stored in DM3. 
13. Subroutine IVSNC 
SUBROUTINE IVSNC(A, N, EP) 
This is used to obtain the inverse of the matrix A with the tolerance EP. The inverse 
matrix is also stored in A. This subroutine is from the codes by Zhu and Chen (2000). 
14. Subroutine VECTORADD 
SUBROUTINE VECTORADD(V1, V2, CB, VR, NN) 
This subroutine gives the matrix addition in the form of V1 + CB*V2, where V1 and V2 
are two vectors of the same size, respectively, and CB is a scalar. The results are stored in 
VR.  
15. Subroutine MCVPROD 
SUBROUTINE MCVPROD(DM, DV, DVR, NN) 
This subroutine is used to calculate the multiplication of a matrix DM and a column 
vector DV. The result, a column vector, is stored in DVR.  
16. Subroutine VECTORMATRIXPROD 
SUBROUTINE VECTORMATRIXPROD(V1, VM1, VR, NN) 
This is used to calculate the matrix product of a row vector V1 and a matrix VM1. The 
result is a row vector and stored in VR.  
17. Subroutine MATRIXPROD 
SUBROUTINE MATRIXPROD(DM1, DM2, DM3, NTENS) 
This subroutine is used to calculate the multiplication of two matrices DM1 and DM2 of 
same size NTENS×NTENS. The result is also a NTENS×NTENS matrix and stored in 
DM 3. 
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Table 5.2 Input material constants in this UMAT. 
Position Symbol Description 
PROPS(1) E Elastic modulus 
PROPS(2) v Poisson’s ratio 
PROPS(3)    
  Unconfined compressive strength of intact rock at room temperature 
PROPS(4)    Number of key points in the curve of    
 –T (Figure 5.11) 
PROPS(5)   
  The parameter mi at room temperature 
PROPS(6)    Number of key points in the curve of  
 –T (Figure 5.11) 
PROPS(7)      The value of GSI at room temperature 
PROPS(8)      Number of key points in the curve of    
 –T (Figure 5.11) 
PROPS(9) D The factor D in Eq. 5.6 as described in Chapter 5.2.1 
PROPS(10)    The parameter mg in the plastic potential (Eq. 5.55) 
PROPS(11)    The parameter sg in the plastic potential (Eq. 5.55) 
PROPS(12)    The parameter ag in the plastic potential equation (Eq. 5.55) 
 
  
Figure 5.11 Illustrations of the number of key points N in the curves of temperature-dependent 
parameters for the TMHB model: ① N = 1, ② N = 2, ③ N = 2 and ④ N = 3. 
5.5.2. User Interface 
The definition of a user material is fully supported by the Abaqus pre-processor (Abaqus/CAE). 
A user may either create a user material through the corresponding option in Abaqus/CAE, or 
manually add the definition to the input file (*.inp) prior to submitting the analysis. In general, 
the definition of a user material in the input file includes two parts: 
 Define the material parameters with the keyword *User Material, which contains the 
option – constants – to define the number of the parameters being entered, and the 
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parameter UNSYMM. Use of UNSYMM indicates that the material constitutive matrix is 
not symmetric, and invokes the unsymmetric equation solution capability in Abaqus. 
 Define the number of state variables with the keyword *Depvar. 
To better describe an appropriate input file for the UMAT, a 2D example of input data and 
keywords is given as follows: 
*User Material, constants = 12, unsymm 
1e9, 0.3, 1.5e6, 2, 10, 2, 50, 3 
0, 10, 1, 0.5  
*Depvar 
4 
As there is no inherent set of units in Abaqus, it is up to the user to decide on a consistent set of 
units and use that unit system. This UMAT also accepts different unit systems. The author used 
the SI standard except temperature unit which is the degree Celsius (°C).  
Within the UMAT, the part for calculating the values of temperature-dependent parameters in 
the analysis (see Appendix F) must be also modified to suit the given data. In this example, it is 
assumed that the temperature curves are as plotted in Figure 5.12. The modification parts in the 
UMAT are highlighted in red color as follows: 
!********************SIGMACIT************************* 
      NT = PROPS(4) 
      TVALUE(1) = PROPS(3) 
      TVALUE(2) = 0.5*PROPS(3) 
      TTEMP(1) = 20.D0 
      TTEMP(2) = 1000.D0 
      PROPSN(3) = CURVALUE(TVALUE, TTEMP, NT, TEMPN) 
!********************MIT******************************* 
      NT = PROPS(6) 
      TVALUE(1) = PROPS(5) 
      TVALUE(2) = 0.8*PROPS(5) 
      TTEMP(1) = 20.D0 
      TTEMP(2) = 1000.D0 
      VMIT = CURVALUE(TVALUE, TTEMP, NT, TEMPN) 
!********************GSIT****************************** 
      NT = PROPS(8) 
      TVALUE(1) = PROPS(7) 
      TVALUE(2) = 0.7*PROPS(7) 
      TVALUE(3) = 0.6*PROPS(7) 
      TTEMP(1) = 500.D0 
      TTEMP(2) = 800.D0 
      TTEMP(3) = 1000.D0 
      DGSI = CURVALUE(TVALUE, TTEMP, NT, TEMPN) 
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Figure 5.12 Relations between the three properties in normalized form and temperature for the 
example. 
5.5.3. Verification 
In order to verify the correctness and applicability of the subroutine developed on the foundation 
of the constitutive model for the TMHB criterion, the testing of the model against standard test 
cases as follows was initiated. Uni- and triaxial compression tests under various confining 
pressures and temperatures were carried out to verify the results of the constitutive model.  
5.5.3.1. Uniaxial Compression Tests 
Uniaxial compression tests of intact rocks at temperatures of 20 °C, 500 °C and 700°C were 
carried out with the input properties as listed in Table 5.3 and equations of temperature-
dependent parameters (   
  and  
 ) as shown in Figure 5.13. Since the value of GSI for an intact 
rock is always equal to 100, GSI is assumed to be temperature independent in this section and 
the section below. 
The element used for this analysis was CAX4, which is a 4-node bilinear, axisymmetric solid 
element. The size of the element used in the analysis was 1 m × 1 m. The boundary conditions 
are shown in Figure 5.14a. The load to the element is added by a displacement controlled fashion 
to simulate the process of actual loading of a specimen in the laboratory, i.e. the face 
corresponding to the nodes 3 and 4 was displaced downwards. This analysis was carried out in a 
single step. 
According to the features of Figure 5.13, three specific temperature levels, 20 °C, 500 °C and 
700 °C are selected to validate the subroutine. As shown in Figure 5.13a, the input unconfined 
compressive strengths for intact rocks are respectively, 13 MPa at 20 °C, 11.7 MPa at 500 °C 
and 10.4 MPa at 700 °C. For the TMHB criterion, compressive strengths under uniaxial 
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conditions (3 = 0 MPa) for rocks whose material parameters are as shown in Table 5.3 and 
Figure 5.13a are calculated to be 13 MPa (20 °C), 11.7 MPa (500 °C) and 10.4 MPa (700 °C) 
which is clearly illustrated in Figure 5.14b plotting the curve of (1 - 3) versus axial strain . In 
other words, under uniaxial conditions, the numerically calculated UCS is equal to the theoretical 
(input) values. 
Table 5.3 Input properties used for the verification. 
E v    
       
        
       D          
1.5GPa 0.25 13MPa 2 7 3 100 1 0 7 1 0.5 
 
  
a) b) 
Figure 5.13 Normalized relation versus temperature. a) UCS and b) material parameter mi. 
  
a) b) 
Figure 5.14 a) Boundary and displacement load conditions; b) results of uniaxial testing on intact rocks. 
1 2
3 4
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5.5.3.2. Triaxial Compression Tests 
The second set of tests carried out for the verification was triaxial compression tests with 
confining pressures of 5 MPa, 10 MPa, 15 MPa and 20 MPa. The input properties, element type 
and boundary conditions were identical to those for the uniaxial tests in Section 5.3.3.1. 
However, the loading of the triaxial testing was different and is described below. 
To simulate triaxial compression testing, the model was loaded in two steps. In the first step, a 
confining pressure was applied to the model in the form of pressure on the faces corresponding 
to nodes 2–4 and 3–4. In the second step, the model was loaded in a displacement controlled 
fashion as described for the uniaixal loading.  
For intact rocks, the theoretical values of ultimate strength (1 - 3) at the confining pressures 
and studied temperatures can be calculated by Eq. 5.107, a rewriting version of the expression 
(Eq. 5.9) of the TMHB for intact rock, and are listed in Table 5.4. The corresponding numerical 
values of ultimate strength can be observed from Figs 5.15, 5.16 and 5.17, and are also 
summarized in Table 5.4. It is obvious that the values of (1 - 3) from the finite element 
solution are very close to the theoretical values. The slight variations in the values of the strength 
can be attributed to the rounding error of   
  (e.g. at 500 °C, it equals 5.8 in theoretical 
calculation, but for numerical calculation perhaps 5.79310345xxxx which depends on the 
precision used for numerical analyses.) and the values of the tolerance specified for the 
inequality         . 
  
    
     
    
   
 
   
    
 
 
 
(5.107) 
 
Table 5.4 Summary of theoretical and numerical ultimate strength (unit: MPa). 
3 
Theoretical ultimate strength (1 - 3)* Numerical ultimate strength (1 - 3) 
20 °C 500 °C 700 °C 20 °C 500 °C 700 °C 
5 24.98 21.82 27.35 24.98 21.81 27.30 
10 32.85 28.56 37.25 32.85 28.54 37.18 
15 39.17 33.98 45.02 54.17 33.96 44.99 
20 44.60 38.65 51.64 64.60 38.63 51.54 
*  
  for the calculation of these theoretical strength are, respectively, 7 (20 °C), 5.8 (500 °C), and 12.3 
(700 °C). 
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Figure 5.15 Results of triaxial testing on intact rock at the temperature level of 20 °C. 
 
Figure 5.16 Results of triaxial testing on intact rock at the temperature level of 500 °C. 
 
Figure 5.17 Results of triaxial testing on intact rock at the temperature level of 700 °C. 
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5.6. Discussion 
A brief review on the existing TM failure criteria indicates that the existing ones are either too 
complicated in a mathematical form or no evidence to prove the suitability for rocks. Thus, 
among the existing conventional (temperature-independent) rock failure criteria, the HB and the 
MC criteria were selected to develop the TM criteria in the scope of this thesis, for they are 
widely accepted and applied in rock engineering. Based on the assumption that rock strength at a 
high temperature level could be represented by the HB and MC criteria, respectively, the TM 
Hoek-Brown (TMHB) and TM Mohr-Coulomb (TMMC) failure criteria have been then 
developed to estimate temperature-dependent rock strength. 
The TMHB criterion proposed involves four temperature-dependent material constants  
 ,    
 , 
  
  and GSI
T
, of which the former two ones can be obtained from laboratory data at different 
high temperature level,   
  is assumed to have a relationship with mi and GSI at each 
temperature as identical as that at room temperature, while GSI
T
 should be determined by field 
tests on rock masses exposed to high temperatures and experience. Similar to the superiority of 
the original HB criterion, the TMHB criterion is much more suitable for rock mass exposed to 
high temperatures compared to the TMMC criterion, for it involves GSI
T
 describing 
temperature-dependent rock mass quality. However, due to lack of field testing and experience 
on rock mass exposed to high temperatures, the temperature-dependent parameters  
  and GSI
T
 
in the TMHB criterion cannot be verified at present. The TMMC criterion only contains three 
temperature-dependent parameters c
T
, T and   
 , which represents temperature-dependent 
cohesive strength, friction angle and tensile strength, respectively, and can be obtained from 
laboratory data at each temperature level. Compared to the TMHB criterion, the TMMC has 
advantages such as having a relatively simpler mathematical formula, requiring less testing data 
to determine the material constants, and involving the parameters with definitely physical 
meanings. 
The constitutive relationship corresponding to the TM failure criteria is developed based on the 
incremental theory of thermo-plasticity and the isotropic hardening rule. Since the TMMC 
criterion can be easily implemented in Abaqus/Standard, only the constitutive model with the 
TMHB criterion as the failure criterion has been proposed in the form of incremental stress and 
strain tensors. It is assumed that the mathematical formation of the plastic potential is similar to 
that of the TMHB yield equation, and is also temperature dependent. For numerical 
implementation, the CPPM algorithm, a typical implicit method, has been introduced to solve 
integration of the constitutive model.  
A constitutive model using the TMHB criterion as the failure criterion for rock mass has been 
successfully implemented into Abaqus through the subroutine UMAT. The numerical uni- and 
triaxial compression tests in rock mass indicates that the model is predicting the desired results. 
Of course, this model is complicated as it requires the temperature-dependent parameters which 
are difficult to be definitely determined with today’s knowledge, but it has the above mentioned 
advantages on the condition of high temperature distributed in a model zone. It can be used to 
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carry out parametric studies for the analyses of the behavior of rock masses in projects involving 
high temperatures such as UCG and underground nuclear waste storage. 
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6 Numerical Simulations 
In this chapter, numerical simulations were conducted to investigate parameter sensitivity for the 
thermo-mechanical (TM) FEM calculations of UCG gasification processes, the impacts of 
several related issues such as temperature field and single cavity size on UCG-induced ground 
subsidence, and potential subsidence of different scenarios of UCG implementation that might 
occur at commercial scale. These scenarios involved multi-channels in one and two deep coal 
seams. In addition, all these simulations were based on the CRIP technology for its suitability to 
use in deep coal seams in commercial-scale UCG operations.  
6.1. Parameter Sensitivity of TM Calculation 
Material parameters required in a TM numerical calculation in Abaqus/Standard mainly involve 
specific heat (Cp), thermal conductivity (), linear thermal expansion coefficient (), elastic 
modulus (E), Poisson’s ratio (), cohesion (c) and friction angle () as well as material density 
(). Strictly speaking, all of these parameters are dependent on temperature. To study the impacts 
of these temperature-dependent parameters on TM calculations, simplified relations between the 
parameters of sedimentary rocks and temperature are obtained from Chapter 3 (Temperature-
Dependent Properties of Sedimentary Rocks) as shown in Figure 6.1. Because there is no general 
accepted relationship between  and T, Poisson’s ratio is assumed to be constant here. Although 
the density of claystone measured decreased by 33% after 1000 °C treatment, density variation 
of most rocks is relatively small in magnitude, thus the sensitivity analysis of temperature-
dependent density is not considered in this study.     
The cross section of a UCG cavity is normally rectangular in numerical modeling as described in 
Chapter 2.2.3 (Cavity Geometry). However, compared to a circular hole, stress distribution 
around a rectangular hole has relation to the shape of the rectangle. To focus on the influences of 
the material parameters on stress redistribution around a cavity and ignore the shape effect, a 
UCG cavity is assumed to have a circular cross section here. As shown in Figure 6.2a, a circular 
cavity is assumed to be located at a deep seam of 1000 m. A load of 20 MPa is used to represent 
the overburden pressure, the ratio of the horizontal stress to the vertical stress is taken as 1.0, and 
displacement boundary conditions are applied (Figure 6.2b). The initial temperature of the whole 
model is assumed to be 20 °C, and a constant temperature boundary of 1000 °C around the 
cavity is used to simulate the mechanical impact of the gasification process. In the following 
calculations, without specification, the radius of the cavity (R) is equal to 1 m. Moreover, to 
concentrate on the parameter influences, only one material with the basic parameters listed in 
Table 6.1 covers the entire model zone. The physical and mechanical parameters are obtained 
from the laboratory results of claystone (Chapter 4). The other three parameters are obtained 
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from the suggested values of sedimentary rocks (Somerton, 1992; Vosteen and Schellschmidt, 
2003). Most rocks have a linear expansion coefficient in the range of 5–11×10-6/°C under 
ordinary conditions, and quartz-rich rocks have relatively high values because of the higher 
volume expansion coefficient of quartz. Since the claystone consists of low quartz, a minimum 
value 5×10
-6
/°C is used here.  
  
  
  
Figure 6.1 Simplified relations between the parameters and temperature. (a) Normalized elastic 
modulus vs. temperature, (b) normalized cohesion vs. temperature, (c) normalized 
friction angle vs. temperature, (d) normalized linear expansion coefficient vs. 
temperature, (e) thermal conductivity vs. temperature, and (f) specific heat vs. 
temperature. 
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a) b) c) 
Figure 6.2 a) Schematic map of a conceptual model of a UCG cavity, b) the mesh, load, and 
boundary conditions, and c) key parameters studied. 
Table 6.1 Basic parameters used in the model. 

(kg/m
3
) 
E 
(GPa) 

c 
(MPa) 

(°) 

(1×10
-6
/°C) 

(Wm
-1
K
-1
) 
Cp 
(Jkg
-1
K
-1
) 
2600 1.5 0.3 1.5 32 5 2.0 800 
The studied parameters are functions of temperature. At this point of view, the temperature field 
has great influence on the deformation of a cavity. Thus, as shown in Figure G.1-a, a constant 
temperature field calculated by steady state conduction is used in this section, where a fixed 
temperature boundary of 20 °C is added to the outer boundaries of the model zone (Figure 6.2b). 
Four key parameters, the horizontal displacement of point A (UAx), the vertical displacement of 
point B (UBy), the thickness of the yield zone (ryield) and maximum equivalent plastic strain 
(PEEQ), in each case are studied.  
Case_M is a pure mechanical calculation, Case_TM a TM calculation using the basic parameters 
(Table 6.1), and Case_TMMC a TM calculation using the TMMC criterion whose temperature-
dependent parameters, c
T
 and T, have the normalized relations as those in Case_c_3 (Figure 
6.1b) and Case_phi_2 (Figure 6.1c), respectively. The stress curves along the horizontal axis of 
the cavity in the three cases are plotted together in Figure 6.3. It is seen that the stress curves are 
basically identical in style, but relatively different in magnitude. Due to thermal stress, the peak 
radial stress (r) and tangential stress () in Case_TM are larger than those of Case_M. Of 
course, the increase in stresses depends on the temperature field. Since the claystone is able to 
bear higher strength under high temperature (< 900 °C), the peak stresses in Case_TMMC are 
even larger compared to Case_TM. As listed in Table 6.2, the values of the four key parameters 
in Case_TM are always larger than those of Case_M, which is due to thermal stresses produced 
in TM calculations. However, because the claystone becomes stronger after thermal treatment 
below 900 °C and weaker only above 900 °C compared to the virgin rocks, and the 
corresponding temperature field with temperature higher than 900 °C is relatively small (0.3 m 
R
1000 m
22R
22R
X
Y
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thick away from the boundary of the cavity, as shown in Figure 6.3), those values in 
Case_TMMC are even smaller than those in Case_M. That is to say, the mechanical behavior of 
the claystone under high temperature (< 900 °C) supports cavity stability, while the fact depends 
on a relatively small high-temperature (> 900 °C) zone around the cavity. In contrast, if the high-
temperature zone is large enough, the deformation from the TMMC calculation can become 
higher than those of the pure mechanical calculation. 
 
Figure 6.3 Normalized radial stresses (r/v), tangential stresses (/v) and temperatures along 
the horizontal axis of the cavity in the three cases, where v is the pre-existing stress 
(20 MPa) caused by the overburden, and a the distance from the center of the cavity 
to a point in the positive horizontal direction (the same hereinafter in Chapter 6.1).  
Table 6.2 The calculated results in each case. 
Scenario Cal. type UAx (m) UBy (m) Max. PEEQ ryield (m) 
Case_M M -0.046 -0.051 0.272 0.863 
Case_TM TM -0.066 -0.056 0.470 1.050 
Case_TMMC TM&TMMC -0.033 -0.015 0.181 0.331 
Case_E_1 TM & E(T) -0.063 -0.055 0.380 0.863 
Case_E_2 TM & E(T) -0.074 -0.079 0.404 0.863 
Case_E_3 TM & E(T) -0.058 -0.039 0.501 1.256 
Case_c_1 TM & c(T) -0.094 -0.088 0.924 1.256 
Case_c_2 TM & c(T) -0.119 -0.117 1.049 1.602 
Case_c_3 TM & c(T) -0.032 -0.015 0.191 0.331 
Case_phi_1 TM & (T) -0.139 -0.137 0.559 2.008 
Case_phi_2 TM & (T) -0.052 -0.039 0.373 0.693 
Case_Expan_1 TM & (T) -0.150 -0.102 2.389 1.364 
Case_Expan_2 TM & (T) -0.285 -0.728 5.092 1.483 
Cal. is short for calculated.  
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6.1.1. Temperature-Dependent Mechanical Parameters 
As discussed in Chapter 3.2 (Temperature-Dependent Mechanical Properties), the relations 
between strength, elastic modulus and temperature normally show three different types of style: 
type1, type2 and type3. Thus, three kinds of the relations between each mechanical parameter (E, 
c and respectively) and temperature (T) are studied in the form of linear or bilinear equations 
as shown in Figs. 6.1a, b and c, where the first cases in each situation represent the type2, the 
second one the type3 (this type of was not calculated due to convergence problems), and the 
third cases are the simplified relations based on the laboratory results of claystone (Chapter 4), 
representing the type1. Since the linear thermal expansion coefficient has an impact on thermal 
stress and no impact on heat transfer, the related sensitivity analysis is also conducted in this 
section.  
Case_E_1, Case_E_2 and Case_E_3 are based on TM calculations with temperature dependent 
elastic modulus E(T) as plotted in Figure 6.1a and the other parameters stay unchanged. 
Similarly, the Case_c_1, Case_c_2 and Case_c_3 have temperature-dependent cohesion c(T) as 
shown in Figure 6.1b, Case_phi_1 and Case_phi_2 temperature-dependent friction angle (T) 
(Figure 6.1c), and Case_Expan_1 and Case_Expan_2 temperature-dependent linear thermal 
expansion coefficient (T) (Figure 6.1d). The values of the four key parameters in the above 
cases are summarized in Table 6.2, and the corresponding yield zones are plotted in Figure G.1. 
Comparing Case_E_1 to Case_E_2, it is seen that the smaller the elastic modulus, the larger the 
displacement and Max. PEEQ around the cavity, but the variation between the two cases has no 
influence on the thickness of the yield zone as shown in Figs G.2e and G.2f. Conversely, the 
increasing trend of E with T produces relatively small displacements but large Max. PEEQ and 
yield thickness (ryield) according to the comparison between Case_E_3 and Case_E_1 as well as 
Case_E_2. Compared to Case_TM, the stress curves of the three cases are basically unchanged 
in style, but relatively different in magnitude (Figure 6.4). Case_E_3 has the largest peak stresses 
(r and  respectively), and deviatoric stress (r - ) among the four cases. Thus the increasing 
trend of E with T can produce high stresses around a cavity. In other words, the behavior that E 
decreases with increasing T supports cavity stability. 
As listed in Table 6.2, the values of the four key parameters of Case_c_3 are smallest in 
magnitude among the three cases related to c(T), for Case_c_3 has largest cohesion, and thus 
largest strength at each temperature point except two points at 20 °C and 1000 °C in the three 
cases. For the similar reason, the values of these parameters of Case_c_1 are smaller than those 
of Case_c_2. As shown in Figure 6.5, the stress curves along the horizontal axis of the cavity are 
also similar to those of Case_TM in style but vary in magnitude. Case_c_3 has the largest peak 
stresses, while Case_c_2 has the smallest ones. Obviously, the higher the cohesion, the higher 
the peak stresses in the vicinity of the cavity. Thus, the increase of c with T strengthens cavity 
stability. 
The friction angle of Case_phi_1 is smaller than that of Case_TM, and that of Case_TM is 
smaller than that of Case_phi_2 at some temperature levels (Figure 6.1c). Among the three cases, 
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the values of the four key parameters of Case_phi_1 are largest, while those of Case_phi_2 are 
smallest (Table 6.2). Moreover, as shown in Figure 6.6, Case_phi_1 has the smallest peak 
stresses (r and  respectively), and deviatoric stress (r - ) among the three cases, while 
Case_phi_2 has the largest ones. Hence, it can be concluded that the higher the friction angle, the 
higher the peak stresses around a circular cavity. In other words, the increase of  with T 
strengthens cavity stability. 
Of the three cases, Case_TM, Case_Expan_1 and Case_Expan_2, Case_TM has the smallest 
linear thermal expansion coefficient, while Case_Expan_2 has the largest one (Figure 6.1d). 
Through the comparison of the values of the four key parameters in the three cases (Table 6.2), it 
is clear that the larger the thermal expansion, the larger these values. In addition, as shown in 
Figure 6.7, the stress curves along the horizontal axis of the cavity for Case_Expan_2 show a 
different style compared to the others, for (T) is so large in magnitude that the thermal stresses 
produced become significant to change the general stress redistribution. However, because the 
increasing curves in Case_Expan_1 and Case_Expan_2 are the simplified version of Figure 3.21 
which is based on sandstone, and the (T) curves of other rocks are unknown till now, the results 
of the three cases can only tell us that the increasing trend of with T causes the increases of the 
values of the four key parameters, the peak stresses and deviatoric around a cavity , and thus 
weakens cavity stability. 
The variations of cohesion and friction angle with temperature result in rock strength changes. In 
this study, the normalized relation of cohesion and temperature (Case_c_1 in Figure 6.1b) is 
identical to that of friction angle and temperature (Case_phi_1 in Figure 6.1c). According to the 
comparison on the deformations (UAx and UBy) and yield thickness of the two cases, it is found 
that those values of Case_phi_1 are larger than those of Case_c_1. Thus, the friction angle is 
more sensitive to cavity stability than cohesion. 
 
Figure 6.4 Normalized radial stresses (r/v), tangential stresses (/v) and temperatures along 
the horizontal axis of a circular cavity in the E(T) cases. 
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Figure 6.5 Normalized radial stresses (r/v), tangential stresses (/v) and temperatures along 
the horizontal axis of a circular cavity in the c(T) cases. 
 
Figure 6.6 Normalized radial stresses (r/v), tangential stresses (/v) and temperatures along 
the horizontal axis of a circular cavity in the (T) cases. 
 
Figure 6.7 Normalized radial stresses (r/v), tangential stresses (/v) and temperatures along 
the horizontal axis of a circular cavity in the (T) cases. 
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6.1.2. Temperature-Dependent Thermal Parameters 
As discussed in Chapter 3.3 (Temperature-Dependent Thermal Properties), simplified relations 
between conductivity, specific heat and temperature used here are plotted in Figure 6.1e and f. 
Compared to Case_TM, the conductivity of Case_Conduct_1 is higher, and the high-temperature 
area (e.g. T > 50 °C) is correspondingly larger (Case_Conduct_1_1d and Case_Conduct_1_10d 
in Figure 6.8a). A same conclusion can be obtained according to the comparison between 
Case_Conduct_2 and Case_Conduct_3. When the other parameters are identical, the higher the 
conductivity, the larger the high-temperature area (T > 50 °C). After one day heat transfer, the 
differences in temperature distribution among the four cases (Case_TM_1d, Case_Conduct_1_1d, 
Case_Conduct_2_1d and Case_Conduct_3_1d) are quite small. However, the differences 
become relatively notable with time (Case_TM_10d, Case_Conduct_1_10d, 
Case_Conduct_2_10d and Case_Conduct_3_10d in Figure 6.8a). Thus, the decrease of 
conductivity with temperature weakens heat transfer. 
The literature review in Chapter 3.3 (Temperature-Dependent Thermal Properties) indicated that 
specific heat of rocks increases with temperature. Three cases (Figure 6.1f) are studied here. As 
shown in Figure 6.8b, the high temperature (> 50 °C) influenced area in Case_TM is a little 
larger than that in Case_SpeHeat_1 after 10 days heat transfer. However, the differences among 
the three cases are very small in 10 days heat transfer. Thus, the larger the specific heat, the 
smaller the temperature field. The increasing trend of specific heat with temperature also 
weakens heat transfer.  
  
a) b) 
Figure 6.8 Temperature curves after 1 day and 10 days heat transfer. a) (T) cases, and b) Cp(T) 
cases. 
6.1.3. Other Parameters 
According to the theory of heat transfer (Abaqus Inc., 2010), other parameters such as heat 
transfer time and high-temperature boundary size also have influences on temperature 
distribution. As shown in Figure 6.9a, under the conditions of constant temperature boundary of 
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1000 °C and no heat generation, high-temperature area enlarges with time. However, the area 
with a temperature higher than 800°C is about 1.7 m away from the boundary of the cavity even 
though after 500 days heat transfer. Since the high-temperature boundary is set on the boundary 
of the cavity, the size of the high-temperature boundary increases with the increase in cavity 
radius. As shown in Figure 6.9b, the high temperature field (e.g. > 800 °C) in the scenarios of 
cavity radius R=4 after either 10 days or 100 days heat transfer is largest among the cases 
studied. Thus, the size of the high-temperature boundary indeed has an influence on the 
temperature field: the larger the boundary, the larger the high-temperature zone, and the 
influence strengthens with time. 
  
a) b) 
Figure 6.9 Temperature curves along the horizontal axes of the cavities: a) for different times of 
heat transfer in a cavity with a radius of R=1 m, and b) for cavities with the radii of R=1, 
2 and 4 m. 
6.1.4. Discussion 
A thermo-mechanical calculation based on the Mohr-Coulomb model in Abaqus/Standard 
mainly requires the mechanical properties such as elastic modulus, Poisson’s ratio, cohesion and 
friction angle, the thermal properties such as thermal conductivity, specific heat and linear 
thermal expansion coefficient, as well as other properties such as material density and heat 
transfer time. In general, the mechanical properties elastic modulus, Poisson’s ratio, cohesion 
and friction angle as well as linear thermal expansion coefficient (associated with temperature 
gradient) have direct influences on stress redistribution, deformation and cavity stability, while 
the properties density, thermal conductivity, specific heat, heat transfer time and temperature 
boundary have direct impacts on temperature field and thus indirectly influences on cavity 
stability. The indirect influences include two aspects: thermal stress which can be calculated by 
Eq. 6.1 and the variation of mechanical properties with temperature in the case that one or more 
mechanical properties of the materials involved in a model are dependent on temperature.  
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   (6.1) 
where  is linear thermal expansion coefficient (°C-1), E Young’s modulus (Pa),  Poisson’s 
ratio, and ∆T the change of temperature (°C). 
Based on the analyses above, it is known that decreases of elastic modulus and linear thermal 
expansion coefficient and increases of cohesion and friction angle with increasing temperature 
support cavity stability, a decrease of thermal conductivity and an increase of specific heat with 
temperature slightly weaken heat transfer, i.e. diminish the high-temperature area, and increases 
of heat transfer time and high-temperature boundary size strengthen heat transfer. In addition, 
based on an identical normalized decreasing trend with temperature, deformations around the 
cavity generated by the scenario of friction angle are larger than those of cohesion. In this sense, 
fiction angle is more sensitive to cavity stability than cohesion.  
During the process of coal gasification, coal and rocks in the vicinity of a UCG reactor are 
heated, and the corresponding high-temperature zone changes with time. The TM calculation 
involving all the factors discussed here supports the research on stress redistribution and cavity 
stability at this stage. However, when the UCG process ends, the coal and rocks once subjected 
to high temperature will be finally cooled down to normal temperature. At this moment there is 
no thermal stress, and thus the variation of mechanical properties with temperature become 
significant to cavity stability.  
6.2. Model Setup and Parameterization 
A study area, located in the Münsterland Basin (North of North-Rhine Westphalia) in Germany 
(Kempka et al., 2011), was chosen for a hypothetical modeling study to investigate potential 
geomechanical impacts of UCG operations. The inclination of the strata in this area is found to 
be very low; thus, a two dimensional model with horizontal layers and three coal seams was built 
(Figure 6.10). The thickness and geological material of each layer for the model are listed in 
Table 6.3. 
As shown in Figure 6.10, displacement boundary conditions are set on the outer boundaries of 
the model. As discussed in Chapter 6.1, the area influenced by heat transfer is limited to the 
vicinity of the UCG reactor. Thus a temperature boundary condition is applied on the boundaries 
of the model, T = T0, where T0 is the initial temperature in this area. Moreover, the intense 
convection and thermal radiation generated within the gasification reactor provide a fairly 
constant temperature boundary adjacent to the overburden and underburden (Langland and 
Trent, 1981). This temperature boundary was set at 1000 °C at the cavity walls (red lines in 
Figure 6.10). 
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b) 
Figure 6.10 Dimensions and boundary conditions of the model. 
Table 6.3 Stratigraphic sections of the model. 
Strata number Bottom of a layer (m) Thickness (m) Description 
Surface 0 - - 
Layer1 -100 100 Sandy marl 
Layer2 -750 650 Marlite 
Layer3 -950 200 Limestone 
Layer4 -1000 50 Claystone 
Coal1 -1003 3 Coal 
Layer5 -1037 34 Claystone 
Coal2 -1039 2 Coal 
Layer6 -1129 90 Claystone 
Coal3 -1131 2 Coal 
Layer7 -1400 269 Claystone 
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The virgin stress conditions were assumed to be only caused by gravitational loading. According 
to Terzaghi et al. (1952) the vertical stress v was determined from Eq. 6.1, while the horizontal 
stress h was determined from Eq. 6.2.  
       (6.2) 
where  is rock density (kg/m3), g gravity acceleration (9.81m/s2), and h depth (m).  
      
 
   
 (6.3) 
where  is Poisson’s ratio of a rock. 
All the materials related to the study are assumed to be isotropic and homogeneous. The material 
properties of the related rocks and coal at room temperature are given in Table 6.4. The 
properties of sandy marl, marlite, limestone and coal, the thermo-related properties (, and cp) 
as well as Poisson’s ratio () of claystone listed in Table 6.4 are based on experience or literature 
(Fang, 1991; Kempka et al., 2011), while the other properties of claystone are based on the 
laboratory testing discussed in Chapter 4 (Laboratory Observations on Claystone). For the 
TMMC model, the relations between a property (E, v, c,  and ) and temperature are needed. 
According to a limit study where a 1000 days heat transfer was performed on a cavity of 200 m × 
6 m with a constant temperature boundary of 1000 °C, the maximum height of the high 
temperature area (T > 50 °C) is 28.6 m above the cavity as shown in Figure 6.11. The layers of 
sandy marl, marlite and limestone cannot be exposed to high temperature, and thus are based on 
the conventional Mohr-Coulomb model, while the layers of coal and claystone are based on the 
TMMC model. Since the relations of thermal expansion coefficient () and temperature for 
claystone and coal are unknown, they are assumed to be independent of temperature in this 
study.  
As discussed in Chapter 4 (Laboratory Observations on Claystone), elastic modulus of claystone 
after thermal treatment below 1000 °C (Figure 4.13) increases compared to that at room 
temperature. However, to account for a worst-case assumption, elastic modulus of claystone is 
assumed to be unchanged with temperature. According to the testing results (Chapter 4.4.1), the 
relations between c,  and T for claystone are simplified as shown in Figure 6.12a. The 
parameters of the TMMC models for claystone are listed in Table 6.5.  
It is known that coal at high temperatures, close to the liquefaction temperature of 300–350 °C, 
softens and behaves as a highly viscoelastic material (Barrhowell et al., 1985). Min (1983) 
extensively reviewed and discussed coal properties after high temperature treatment, and gave 
the normalized trends of thermo-mechanical properties for coal, as shown in Figure 6.12b. It is 
seen that dramatic decreases of E and UCS of coal occur at T above 200 °C. Since experimental 
data for thermal trends of c and  for coal are not available, it is assumed that  is unchanged 
with temperature, and thus the thermal trend of c is identical to that of UCS based on Eq. 4.7. To 
account for a worst-case assumption, it is assumed that the coal exposed to temperatures above 
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250 °C is either gasified or collapses into a cavity. The parameters of the TMMC model for coal 
are listed in Table 6.5.  
Since numerical computations involving a strain-softening response of a material are highly 
sensitive to special description (Needleman, 1988), it was assumed that rocks and coal behave in 
a perfectly thermo-plastic manner in the following simulation, although rocks and coal generally 
show strain-softening behavior after peak load in laboratory testing.  
Table 6.4 Related material properties at room temperature. 
Geo-
materials 

(kg/m
3
) 
E 
(GPa) 

c 
(MPa) 

(°) 

(1×10
-6
/°C) 

(Wm
-1
K
-1
) 
Cp 
(Jkg
-1
K
-1
) 
Sandy marl 2000 0.1 0.38 0 30 - - - 
Marlite 2350 10 0.33 0.06 25 - - - 
Limestone 2500 20 0.2 6 40 9 1.2 800 
Claystone 2600 1.5 0.3 1.5 32 5 2 800 
Coal 1500 1 0.35 1 30 3 0.3 1000 
Table 6.5 Temperature-dependent parameters of the TMMC models for claystone and coal. 
Claystone Coal 
T (°C) c (MPa) (°) T (°C) E (GPa) c (MPa)
20 1.5 32.0 20 1 1 
150 1.8 32.0 50 1 0.9 
200 2.0 43.2 100 1 0.8 
300 2.2 43.2 150 0.92 0.6 
400 2.5 32.0 200 0.84 0.4 
600 3.0 36.8 250 0.25 0.2 
800 12.0 41.6 300 0.25 0.2 
1000 0.6 25.6 1000 0.25 0.2 
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Figure 6.11 Temperature distribution around a cavity of 200 m × 6 m after 1000 days heat transfer 
(NT11: nodal temperature). 
  
a) b) 
Figure 6.12 a) Simplified normalized thermal trends of c and  with temperature for claystone; b) 
normalized thermal trends of E and UCS for coal after Min (1983). Note that the dashed part 
is estimated by Min (1983). 
6.3. UCG-Induced Ground Subsidence  
As discussed in Chapter 2.2.3 (Cavity Geometry) the major features of a UCG cavity are an 
approximately rectangular cross-sectional shape with a dome-shaped roof and bow-shaped 
bottom, a porous bed of mainly ash, char and coal overlying the bottom of the cavity, and a void 
space between these zones and cavity roof (Figure 2.9). Sutherland and Munson (1984) 
illustrated that the material remaining in the seam is as influential on the surface subsidence as 
that of the void left by extraction. However, in most of geomechanical simulations of UCG (e.g. 
Avasthi and Lee (1984), Sutherland et al. (1983) and Vorobiev et al. (2008)), a cavity is assumed 
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to be rectangular without any material left. Hence, the same assumption is used in this thesis, i.e. 
a cavity is rectangular and not filled with rubble and ash to account for a worst-case assumption. 
Thus, a cavity can be simulated by removing the related elements in FEM. 
6.3.1. Temperature Field 
The temperature field in the vicinity of a cavity during gasification is unknown. It is clear that 
the temperature field enlarges with time, when the other properties keep constant. To determine 
the influences of the temperature field on ground subsidence, a series of calculations with the 
same mesh was performed. These calculations were based on a model which has the geometry, 
boundary conditions and material properties as depicted in Chapter 6.2 (Model Setup and 
Parameterization). The cavity is 18 m × 3 m, while the time of transient heat transfer in these 
calculations are different. The high temperature (> 50 °C) distributions in the vicinity of the 
cavity after transient heat transfer of 1, 10, 50 and 100 days are illustrated in Figure 6.13. It is 
seen that the maximum zone affected by high temperature (> 50 °C) is only 14.15 m away from 
the boundary of the cavity after a heat transfer of 100 days. Thus, the high temperature 
influenced area is limited to the surroundings of a cavity, as thermal conductivity of rocks and 
coal is very small. Heat transfer time becomes an extremely important factor to determine the 
high temperature influenced area around a cavity. For a worst-case scenario, it is assumed that 
heat transfer time in a UCG reactor is 100 days.  
  
a) b) 
  
c) d) 
Figure 6.13 High temperature (> 50 °C) distribution in deformed shape: a) 1d heat transfer, b) 20d 
heat transfer, c) 50d heat transfer and d) 100d heat transfer.  
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Since the cavity is small compared to the entire model domain size, there is no ground 
subsidence. However, deformation around the cavity in the different scenarios of heat transfer is 
different. As listed in Table 6.6, it is seen that the wider the temperature field, the higher the 
deformation around the cavity. The corresponding deformation contours are plotted in Figure 
G.2. For the coupled TM calculation two phenomena exist: thermal expansion of rock/coal, and 
thermal softening of rock/coal strength. These two phenomena play opposite impacts on 
deformation. The former makes deformation smaller, while the latter makes deformation larger 
compared to that of pure mechanical analysis. The former predominates over the latter when the 
high temperature influenced area is small, so the deformation after 1 day and 10 days heat 
transfer is lower than that of M-analysis which is conventional mechanical analysis using the 
same geotechnical parameters of the TM calculations. However, when the high temperature 
influenced area is large enough, the latter becomes significant. Hence deformation becomes 
larger, as that in the scenarios after 50 days and 100 days heat transfer. 
Furthermore, when gasification in a coal seam ends, the area affected by high temperature will 
gradually cool down and finally turn to normal temperature determined by the regional 
geothermal gradient. In this situation, expansion may become impossible, and shrinkage may 
occur, as discussed in Chapter 4.3.1.2 (Volume, Mass and Density). However, volume change of 
rocks exposed to high temperature is usually small. In the sense, deformation from the coupled 
TM calculation is not the final one caused by UCG operations. A sequentially coupled TM 
calculation which involves a temperature field and TM failure criterion without thermal 
expansion may give a good prediction of the final UCG subsidence. As summarized in Table 6.6, 
the deformation from a Sequential TM analysis (STM-analysis) under a temperature field of 100 
days heat transfer is the largest.  
 
Table 6.6 Deformation around the cavity in different scenarios (unit: m). Note: Uv is the 
magnitude of vertical displacement, Uh horizontal displacement and          
 . 
Scenario Max. Uv at cavity roof Max. Uh at side walls Max. U 
1d heat transfer 0.150 0.082 0.157 
10d heat transfer 0.172 0.158 0.185 
50d heat transfer 0.226 0.361 0.366 
100d heat transfer 0.236 0.442 0.442 
M-analysis 0.204 0.232 0.232 
STM-analysis 0.255 0.512 0.512 
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6.3.2. Single Cavity 
As discussed in Chapter 2.2.3 (Cavity Geometry), cavity width a UCG reactor will develop 
cannot definitely be answered with today’s knowledge. However, the suggestion that UCG 
cavity widths seem reasonable to be expected in the range of 30–50 m (Bailey et al., 1989) is 
accepted in this thesis. From an economic point of view, the larger the lateral sweep width of an 
injection well, the better the benefit. On the other hand, the ratio of cavity width to seam 
thickness may not reach a large value for thin coal seams due to technical problems. For the 
preliminary study it is assumed that the maximum width of a cavity in a 3 m thick coal seam can 
reach 50 m. A series of STM calculations with different cavity widths in the coal seam Coal1 
were performed. The model domain for these calculations is 4000 m × 1400 m. The cavity 
modeled in each calculation is always in the center of the coal seam. For comparison, 
conventional mechanical calculations (M-analysis) were performed on the same models. For 
convenience, the STM calculations are named by STM-X, where X represents the width of the 
cavity, while the mechanical calculations are named by M-X. 
As shown in Figs. 6.14a–f, the high-temperature area (T > 50 °C) in the vicinity of the cavity 
enlarges with the increase of cavity width. Thus, the maximum high-temperature area is 
developed in the scenario of cavity width 50 m (STM-50), whose maximum height in the rock 
seams is 9 m and width in the coal seam is 5.25 m as shown in Figure 6.15. The high-
temperature areas in the other scenarios studied are plotted in Figure G.3. It is found that the 
maximum lengths of the high-temperature area stay unchanged when cavity widths are in the 
range of 25 m and 50 m. 
Contour plots of displacement magnitude in the vicinity of the cavity for all the scenarios of the 
STM-analysis (STM-X) and M-analysis (M-X) are shown in Figure G.4, and the values of 
maximum displacement magnitude (Umax) at cavity roof and side walls and maximum magnitude 
ground subsidence (Smax) in each scenario studied are summarized in Table G.1. Although the 
values of displacement magnitude in these plots are different, the patterns of these contours for 
the two kinds of analyses are basically identical (Figure G.4). As shown in Figure 6.16a, the 
values of Umax at cavity side walls is always larger than that at cavity roof in each STM scenario, 
which is due to the application that coal strength decreases with increasing temperature into the 
modeling. In contrast, for the M-analysis Umax occurs at cavity roof when cavity width is larger 
than 12 m (Figure 6.16b). Moreover, when the cavity width is below 30 m, the values of Umax at 
cavity roof of the STM-analysis are always larger than those of the M-analysis, while they 
become almost identical when cavity width is in the range of 30 m and 50 m (Figure 6.17a). 
However, the values of Umax at cavity side walls according to the STM-analysis are always 
higher than those of the M-analysis (Figure 6.17b). 
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a) STM-3 b) STM-6 
  
c) STM-9 d) STM-12 
  
e) STM-15 f) STM-25 
Figure 6.14 High-temperature areas (T > 50 °C) in these scenarios. 
 
Figure 6.15 High-temperature area (T > 50 °C) in the STM-50. 
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a) b) 
Figure 6.16 Max. U versus cavity width: a) from the M-analysis and b) from the STM-analysis. 
  
a) b) 
Figure 6.17 a) Umax at cavity roof vs. cavity width; b) Umax at cavity side walls vs. cavity width. 
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The ground subsidence profile of the STM-analysis is similar to that of the M-analysis in pattern, 
and the STM-analysis results in a larger ground subsidence than the M-analysis (e.g. Figure 
6.18). In addition, ground subsidence increases with the increase in cavity width as shown in 
Figs. 6.19 and 6.20. The curve depicting the relation between the ratio of subsidence to cavity 
height and cavity width for the STM-analysis is relatively similar to that of the M-analysis as 
shown in Figure 6.20. The relation curves are relatively flat when the cavity width is smaller 
than 20 m, but become quite steep in the range of 20 m and 50 m. This feature of the curves is 
similar to the initial part of the curves in the empirical nomogram developed for coal mining-
induced ground subsidence prediction as shown in Figure 6.21. However, as UCG cavity width 
is limited to dozens of meters, the whole empirical curve describing the relation of the ratio 
against cavity width up to hundreds of meters is impossible. 
 
Figure 6.18 Ground subsidence profiles of the M-30 and STM-30. 
 
Figure 6.19 Ground subsidence profiles caused by different cavity widths. 
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Figure 6.20 Relations between subsidence/cavity height and cavity width in the two methods.  
 
Figure 6.21 Nomogram developed by the National Coal Board (National Coal Board, 1975) in the 
United Kingdom for coal mining-induced ground subsidence prediction. 
6.3.3. Multi-Cavities in One Seam 
A commercial-scale UCG application based on the CRIP scheme usually constructs some 
injection wells to improve coal utilization rate in a seam. A possible layout is as shown in Figure 
6.22. As shown in Figure 6.22b, the distance between two injection wells (well spacing) is equal 
to the sum of cavity width and pillar width. For this kind of layout, some issues such as cavity 
width, pillar width and the number of injection wells are required to be determined at the design 
stage of UCG commercial implementation. As discussed in Chapter 6.3.2 (Single Cavity), cavity 
widths are expected in the range of 30–50 m, and the larger cavity width, the greater ground 
subsidence. In this section, the influence of the ratio of pillar width to cavity width on ground 
subsidence is studied firstly, and then ground subsidence induced by the hypothetical layout 
arrangements having different numbers of cavities of different widths are investigated 
numerically. 
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a) b) 
Figure 6.22 Possible layout of a commercial scale UCG application from Kempka et al. (2009). a) 3D 
Schematic view, and b) plan view. 
6.3.3.1. Ratio of Pillar Width to Cavity Width 
To study the influence of the ratio of pillar width to cavity width on ground subsidence, a variety 
of simulation scenarios with one pillar and two cavities of different widths were carried out. As 
calculated in Chapter 6.3.1 (Temperature Field), the high-temperature area (T > 50 °C) in the 
coal seam subjected to a 100 days heat transfer is about 5 m away from the boundary of the 
cavity when the cavity width is in the range of 3 m to 50 m, thus the minimum pillar width is 
assumed to be 10 m to avoid superposition of the high-temperature areas of each cavity at coal 
pillar, while the maximum is 50 m. The cavity width is in the range of 5m to 50 m. These 
scenarios are based on the STM-analysis and M-analysis, and noted as STM-A-B and M-A-B, 
where A and B respectively represent the widths of the cavity and the pillar.  
In this situation, the high-temperature areas are also limited to the vicinity of the two cavities as 
shown in Figs. 6.23 and 6.24. According to Chapter 6.3.2 (Single Cavity), it is known that the 
cavity width in the range up to 50 m has only a small influence on the high-temperature area in 
the coal seam. As shown in Figure 6.23, if the pillar is 10 m wide, even though the cavity width 
is only 5 m, all the coal in the pillar is subjected to high temperatures (T > 50 °C). If the pillar is 
15 m wide, a partial coal volume in the pillar is not subjected to high temperature (Figure 6.24). 
Thus, when the pillar width is larger than or equal to 15 m, a partial coal in the pillar will be not 
subjected to high temperatures.  
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Figure 6.23 High-temperature area in the scenario of STM-5-10. 
 
Figure 6.24 High-temperature area in the scenario of STM-30-15. 
The contours of vertical displacement in the vicinity of the cavities in the scenarios of the STM-
analysis and M-analysis are plotted in Figs. G.5 and G.6, respectively. It is obvious that these 
contours are similar in pattern. The values of the magnitude of maximum vertical displacement 
(Uvmax) at cavity roof and the magnitude of maximum ground subsidence (Smax) in each scenario 
are summarized in Table G.2. The direction of the two key parameters (maximum vertical 
displacement at cavity roof and ground subsidence) is in the negative direction of y axis of the 
model zone (Figure 6.10), i.e. the two parameters are represented as minus values in Figs. G.5 
and G.6. According to the comparison of the results between the STM-analysis and M-analysis 
with the same cavity width in Table G.2, it is found that Uv max and Smax in the STM-analysis are 
always larger than those of the M-analysis. It is also seen from Table G.2 that both Uvmax and 
Smax increase with increasing cavity width. In addition, the shapes of the ground subsidence 
profile of the STM-analysis results are identical to those of M-analysis, e.g. Figure 6.25.  
For the convenience of description, cavity height is denoted by Hc, cavity width by Wc, pillar 
width by Wp, and thus the ratio of pillar width to cavity width by Wp/Wc. As shown in Figs. 6.26a 
and 6.26b, the relation between Smax/Hc and Wp/Wc from the results of the STM-analysis and M-
analysis varies with the pillar width (Wp), and these relation curves exhibit a same pattern of 
negative exponential (Figure 6.27). Looking at Figs. 6.28 and 6.29, similar conclusions are 
obtained: all the relation curves have a negative exponential pattern. It is obvious that when the 
pillar width stays constant, ground subsidence increases with the decrease in the ratio of pillar 
width to cavity width, i.e. with the increase in cavity width; while the ratio stays constant, 
ground subsidence increases with increasing cavity width. When the cavity width stays constant, 
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the larger the ratio, the smaller ground subsidence and vertical displacement at cavity roof. 
However, to gasify as much coal as possible, the pillar width is required to be left as small as 
possible. As shown in Figs. 6.26–6.29, it is quite obvious that when the ratio of pillar width to 
cavity width is smaller than 1.0, the relation curves become extremely steep, especially to 
Smax/Hc against Wp/Wc. 
 
Figure 6.25 Ground subsidence profiles of the scenarios of STM-30-30 and M-30-30. 
a) 
 
b) 
 
Figure 6.26 Relations between Smax/Hc and Wp/Wc in the case of fixed pillar width based on a) 
STM-analysis and b) M-analysis. 
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Figure 6.27 Comparison of the relations from STM-analysis and M-analysis when single cavity 
width is always equal to 20 m. 
a) 
 
b) 
 
Figure 6.28 Relations between Uvmax/Hc at cavity roof and Wp/Wc in the case of fixed pillar width 
based on a) STM-analysis and b) M-analysis. 
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Figure 6.29 Comparison of the relations from STM-analysis and M-analysis when single cavity 
width is always equal to 20 m. 
6.3.3.2. Number of Cavities 
Coal mining experience has shown that the angle of draw for ground subsidence varies from 25 
or 35 degrees in most instances from the edge of extraction underground (Li et al., 2010). To 
avoid the influences of stress redistribution caused by cavity development on the boundary 
displacements of the models, the author took 45° as the minimum angle of the draw, i.e. the 
distance from the boundary of the cavities to the corresponding boundary of the model is at least 
1000 m. Thus the maximum width for gasification implementation is 2000 m in the model 
domain (4000 m × 1400 m).  
According to Chapter 6.3.3.1 (Ratio of Pillar width to Cavity width), the ratio of pillar width to 
cavity width is selected as 1.0 as a worst-case condition. As the cavity width is up to 50 m in this 
thesis, there are five cavity (pillar) widths 15 m, 20 m, 30 m, 40 m, and 50 m, applied to the 
scenarios with different numbers of cavities in the coal seam of 3 m thickness at 1000 m depth 
(Coal1 in Figure 6.10). These scenarios are noted as STM-A-B-C, where A represents cavity 
width, B pillar width, and C the number of cavities, as listed in Table 6.7. Additionally, an 
assumption that there is no time order in the development of the cavities in each scenario is used 
in these simulation calculations, and thus the cavities are formed at the same time by means of 
element removal.  
There are 24 scenarios in total studied to investigate the influence of the number of cavities as 
well as cavity widths on ground subsidence. The values of the magnitude of maximum ground 
subsidence (Smax) and the magnitude of maximum vertical displacement (Uvmax) at cavity roof 
from the results of all the scenarios studied are summarized in Table 6.7, and the corresponding 
vertical displacement contours are shown in Figs. G.7–G.30, where it is seen that ground 
subsidence and vertical displacement at cavity roof have the direction toward the negative y axis 
of the model (Figure 6.10), and are given by minus values. According to these figures, 
deformation of rocks and coal around a cavity is toward its interior. It is obvious from Table 6.7 
that Smax in the modeled conditions is in the range of 0.1 m to 0.6 m, while Uvmax at cavity roof of 
0.5 m to 1.6 m; the two parameters increase with increasing number of cavities when the cavity 
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width stays constant. Ground subsidence profiles of the scenarios having different numbers of 
cavities but the same pillar width are plotted together, as shown in Figs. 6.30–6.34. It is seen that 
when the pillar width stays unchanged, for example as shown in Figure 6.30, the more the 
cavities (i.e. the larger the total cavity width), the greater the ground subsidence induced. Of 
course, these profiles have a same pattern, i.e. continuous trough-shaped subsidence. 
Table 6.7 Result lists from the scenarios studied. 
Scenario 
Cavity 
width, Wc 
(m) 
Pillar 
width 
(m) 
Number of 
cavities, n 
Total cavity 
width, n× Wc 
(m) 
Uvmax at 
cavity roof 
(m) 
Smax 
(m) 
STM-15-15-20 15 15 20 300 0.544 0.138 
STM-15-15-30 15 15 30 450 0.581 0.184 
STM-15-15-40 15 15 40 600 0.641 0.209 
STM-15-15-50 15 15 50 750 0.689 0.262 
STM-15-15-60 15 15 60 900 0.748 0.298 
STM-15-15-66 15 15 66 990 0.771 0.362 
STM-20-20-15 20 20 15 300 0.634 0.149 
STM-20-20-20 20 20 20 400 0.678 0.184 
STM-20-20-30 20 20 30 600 0.771 0.244 
STM-20-20-40 20 20 40 800 0.789 0.293 
STM-20-20-50 20 20 50 1000 0.893 0.373 
STM-30-30-10 30 30 10 300 0.731 0.178 
STM-30-30-20 30 30 20 600 0.906 0.276 
STM-30-30-26 30 30 26 780 1.003 0.326 
STM-30-30-33 30 30 33 990 1.016 0.430 
STM-40-40-7 40 40 7 280 0.856 0.183 
STM-40-40-10 40 40 10 400 0.873 0.231 
STM-40-40-16 40 40 15 640 0.994 0.319 
STM-40-40-20 40 40 20 800 1.087 0.393 
STM-40-40-25 40 40 25 1000 1.126 0.489 
STM-50-50-6 50 50 6 300 0.988 0.234 
STM-50-50-10 50 50 10 500 1.133 0.305 
STM-50-50-16 50 50 16 800 1.225 0.452 
STM-50-50-20 50 50 20 1000 1.340 0.613 
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Figs. 6.35 and 6.36 plot relation curves between Smax, Uvmax at cavity roof and total cavity width 
which is equal to the multiplication of single cavity width (Wc) and the number of cavities (n). 
Each curve is obtained using the data from the results of the scenarios having a same cavity 
width. It is found that Smax and Uvmax at cavity roof increase with increasing total cavity width, 
when the single cavity width stays unchanged. It is also found that when the total cavity width 
stays constant, the larger the single cavity width, the greater the ground subsidence and vertical 
displacement at cavity roof generated.  
 
Figure 6.30 Ground subsidence profiles of the scenarios with 15 m pillar width. 
 
Figure 6.31 Ground subsidence profiles of the scenarios with 20 m pillar width. 
 
Figure 6.32 Ground subsidence profiles of the scenarios with 30 m pillar width. 
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Figure 6.33 Ground subsidence profiles of the scenarios with 40 m pillar width. 
 
Figure 6.34 Ground subsidence profiles of the scenarios with 50 m pillar width. 
 
Figure 6.35 Relations between Smax and total cavity width in the case of fixed pillar width. 
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Figure 6.36 Relations between Uvmax at cavity roof and total cavity width in the case of fixed single 
cavity width. 
The curves in Figs. 6.35 and 6.36 seem to be linear and parallel to each other, and thus simple 
linear regression analyses on these curves are carried out, as shown in Figs. G.31 and G.32. The 
regression equations are also summarized in Table 6.8. As all the values of R
2
 are higher than 0.9, 
the linear regression models fit the relation curves very well. The slopes of the regression lines 
for Figure 6.35 represent the increasing rate of Smax with total cavity width, while for Figure 6.36 
the increasing rate of Uvmax at cavity roof and total cavity width. The regression lines for the two 
kinds of relations (Smax and total cavity width as well as Uvmax at cavity roof and total cavity 
width) based on the scenarios with the cavity widths of 15 m and 20 m are almost parallel, as 
their slopes approximate 0.0003. This phenomenon means maximum ground subsidence is an 
approximately fixed proportion of the maximum vertical displacement at cavity roof, no matter 
how many cavities there are when the single cavity width stays unchanged. Similarly, the 
regression lines for the scenarios with the cavity widths of 30 m and 40 m are also almost 
parallel with each other, approximately having a slope of 0.0004, while the lines for the 
scenarios with 50 m cavity width have a slope of 0.0005. Obviously, the higher the slope, the 
greater the corresponding increasing rate. Moreover, the rate stays unchanged in a certain range 
of cavity width, e.g. 30 m to 40 m, and become greater when the cavity width is higher than that 
in the range. 
Table 6.8 Summary of linear regression analyses (unit: m).  
Regression equation 
R
2
 
Regression equation 
R
2
 
Wc 
Y 
(Smax) 
Wc 
Y 
(Uvmax at cavity roof) 
15 y = 0.00027x + 0.0582 0.9948 15 y = 0.0003x + 0.4375 0.9960 
20 y = 0.0003x + 0.0569 0.9940 20 y = 0.0003x + 0.5377 0.9646 
30 y = 0.00036x + 0.0647 0.9854 30 y = 0.0004x + 0.6257 0.9217 
40 y = 0.0004x + 0.0606 0.9964 40 y = 0.0004x + 0.7300 0.9732 
50 y = 0.0005x + 0.0543 0.9749 50 y = 0.0005x + 0.8644 0.9746 
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6.3.4. UCG in Multi-Seams 
As described in Chapter 6.2 (Model Setup and Parameterization), there are three coal seams 
Coal1 (3 m thick), Coal2 (2 m thick) and Coal3 (2 m thick) in the area studied (Figure 6.10) and 
the distances between two seams of the three ones: Coal1 and Coal2, Coal2 and Coal2, and 
Coal1 and Coal3, are 34 m, 90 m and 126 m, respectively. The ground subsidence induced by 
UCG implementation in the layer Coal1 has been estimated and discussed in Chapter 6.3.3 
(Multi-Cavities in One Seam). To obtain as much syngas as possible, it is essential to gasify as 
many coal seams as possible. Considering the thickness of the seams, the three coal seams in this 
section are assumed to be arranged the same layout as the STM-20-20-50, which has 50 cavities 
in one seam and each cavity and pillar of 20 m width. Since the concern of this thesis is the final 
subsidence induced by UCG implementation, the practical process of UCG is ignored here. In 
other words, cavities by UCG are assumed to be formed by means of element removal in one 
step, which provides a worst-case estimate of ground subsidence. Three scenarios (STM-1-2, 
STM-2-3 and STM-1-3) are studied in this section, as listed in Table 6.9. 
Two key parameters, maximum vertical displacement at cavity roof and maximum ground 
subsidence, are selected to study the influence of different arrangement of the seams gasified on 
ground subsidence. The magnitudes of the two parameters of the three scenarios are summarized 
in Table 6.9, and for comparison the results of the STM-20-20-50 are also listed in the table. The 
direction of the two parameters is always toward the negative y axis of the model and 
represented by a negative value in the corresponding vertical displacement contours (Figs. 6.37, 
6.38 and 6.39). Ground subsidence profiles of the four scenarios are plotted together (Figure 
6.40). Obviously, compared to UCG in one seam (e.g. STM-20-20-50), UCG in multi-seams 
does not change the style of ground subsidence profile, for the curves in Figure 6.40 are similar. 
Moreover, ground subsidence induced by UCG in the multi-seams studied is in the order of 
decimeters, but larger than that in one seam. 
It is seen that the scenario of UCG implementation at the Coal1 and Coal2 (STM-1-2) results in 
the maximum displacements both underground and on ground surface among the studied 
scenarios. In addition, the area where the rocks have great vertical displacement (e.g. U2 < -
0.9133) in the STM-1-2 (Figure 6.37) is extremely larger than the others (Figs. 6.38, 6.39 and 
G.17). Great vertical displacement of rocks in that area may lead to rock damage or collapse in 
practice. Furthermore, the yield zones of the Coal1 and Coal2 in the STM-1-2 are overlapped in 
some areas between the two seams as shown in Figure 6.41, while the yield zones in the STM-1-
3 and STM-2-3 are separated (Figs. 6.42 and 6.43). There may be fractures in a yield zone, and 
thus the connected yield zones may provide channels for gas migration through rocks. Hence, the 
connected yield zones have the possibility to lead to gas leakage or great heat loss and result in 
interruption or even failure of a UCG process. From this point of view, the production 
arrangement following the STM-1-3 and STM-2-3 is acceptable, while the STM-1-2 is probably 
unacceptable. 
As shown in Figs. 6.42 and 6.43, the maximum height of the yield zones away from the coal 
seams is about 28 m with the assumed conditions in this thesis. Thus, to avoid the connection of 
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yield zones caused by gasification in the multi-seams, the distance between two coal seams for 
UCG should be at least 56 m on the conditions of this model. Of course, this minimum distance 
is based on a worst-case study. The distance will be varied with the real conditions at a UCG 
location, such as geological conditions and UCG layout. However, it can be concluded that two 
adjacent coal seams can be used for UCG on the conditions that there is no connected yield zone 
produced between the seams, i.e. the distance between the seams should be larger than the sum 
of the maximum height of the yield zone away from each seam, in order to avoid gas leakage 
through the connected yield zone. 
Table 6.9 Summary of the scenarios studied and their simulated results. 
Scenario 
Coal seams 
gasified 
Total thickness 
gasified (m) 
Uvmax at cavity roof 
(m) 
Smax (m) 
STM-1-2 Coal1 and Coal2 5 1.075 0.696 
STM-1-3 Coal1and Coal3 5 0.952 0.524 
STM-2-3 Coal2 and Coal3 4 0.851 0.448 
STM-20-20-50 Coal1 3 0.893 0.373 
 
Figure 6.37 Vertical displacement (U2) contour of STM-1-2 (unit: m). 
 
Figure 6.38 Vertical displacement (U2) contour of STM-1-3 (unit: m). 
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Figure 6.39 Vertical displacement (U2) contour of STM-2-3 (unit: m). 
 
Figure 6.40 Subsidence profiles at ground surface of the four scenarios. 
 
Figure 6.41 Active yield contour of STM-1-2. 
128 6 Numerical Simulations  
 
Figure 6.42 Active yield contour of STM-1-3. 
 
Figure 6.43 Active yield contour of STM-2-3. 
6.4. Conclusion 
In this chapter the finite element program package Abaqus 6.10-EF1 was used to carry out all the 
simulations: parameter sensitivity analyses and prediction of ground subsidence induced by UCG 
based on the CRIP scheme.   
Parameter sensitivity analyses of fully thermo-mechanical calculations involve elastic modulus 
(E), cohesion (c), friction angle (), linear thermal expansion coefficient (), thermal 
conductivity (), specific heat capacity (Cp), high-temperature boundary size and heating time. 
These analyses indicate that a decrease of E and increases of c and  with increasing temperature 
support cavity stability, an increase of  with temperature weakens cavity stability, while the 
other parameters have direct influences on heat transfer, i.e. temperature distribution, and thus 
have influences on cavity stability in an indirect way (for rock strength varies with temperature). 
For a worst-case study, the temperature field in the vicinity of UCG cavities can be assumed to 
be a maximum distribution, and thus the variations of E, c and  become significant to estimate 
cavity deformation and ground subsidence induced. 
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To preliminarily study ground subsidence development on a commercial-scale UCG plant, an 
area located at the North of North-Rhine Westphalia (Münsterland Basin) in Germany is used to 
build the hypothetical models. Since the area affected by high temperature during gasification 
will gradually cool down and turn to normal temperature when the gasification ends, a 
Sequential Thermo-Mechanical analysis (STM-analysis) which takes into account temperature-
dependent mechanical properties of a material but without thermal stresses produced in the 
model zone was used for predicting final ground subsidence on the condition that rock creep 
behavior is ignored. For a worst-case scenario, heat transfer time in a UCG reactor is assumed to 
be 100 days, because a gasification process at a CRIP point cannot continue for this long time 
(see Chapter 2.2.1 (Technological Concepts)). More than 100 scenarios have been conducted to 
study the influences of single cavity size, ratio of pillar width to cavity width, number of cavities 
in one seam and gasification in multi-seams on ground subsidence. The conclusions are 
summarized as follows: 
 Since single cavity widths are limited to dozens of meters, an entire nomogram depicting 
the complete relation curves between subsidence/cavity height and cavity width as that 
developed by the National Coal Board (1975) in the United Kingdom is impossible, for to 
obtain the curves cavity widths are in the range of hundreds of meters and a large amount 
of field data are required. However, as expected, the larger the cavity size, the larger the 
deformation around the cavity and ground subsidence induced. The magnitudes of 
deformation in the vicinity of a cavity and corresponding ground subsidence from the 
STM-analysis are slightly larger than those from the conventional mechanical analysis 
(M-analysis), for strength decreases of coal and claystone occur at high temperatures in 
these models.  
 According to the numerical testing on the influences of the ratio of pillar width to cavity 
width on ground subsidence, when the ratio stays unchanged ground subsidence increases 
with increasing cavity width; when the ratio is smaller than 1.0, significant increases of 
ground subsidence and maximum vertical displacement occur in the scenarios 
undertaken. Thus, the ratio was selected as 1.0 in the following calculations of ground 
subsidence prediction.  
 With UCG implementation in one coal seam, linear regression analyses show that when 
cavity width keeps unchanged, maximum ground subsidence and vertical displacement at 
cavity roof increase with increasing number of cavities in a nearly linear way and 
regression lines for the two parameters are almost parallel, i.e. maximum ground 
subsidence is an approximately fixed proportion of the maximum vertical displacement at 
cavity roof, no matter how many cavities there are. The regression lines for the scenarios 
with the cavity widths of 15 m and 20 m approximately have a slope of 0.0003, for the 
scenarios having the cavity widths of 30 m and 40 m 0.0004, and for the scenarios having 
50 m cavity width 0.0005. Furthermore, when the total cavity width is required 
unchanged, ground subsidence increases with increasing single cavity width. In the 
model zone with the assumed conditions, when the total gasification/cavity width is 1000 
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m, maximum ground subsidence can be up to approximate 0.6 m on the conditions that 
single cavity width is 50 m and 20 cavities are formed totally. 
 UCG implementation within multi-coal-seams results in higher ground subsidence 
compared to within one seam. In addition, if the distance of two adjacent coal seams is 
too close, the yield zones caused by gasification in each seam will overlap in some areas 
between the seams, and may result in problems such as gas leakage and UCG interrupt or 
failure. The minimum distance is about 56 m on the conditions used in the thesis, since 
the maximum height of a yield zone away from a seam gasified in the models is less than 
but close to 28 m. 
However, as these simulations were based on 2D plain strain models, 3D modeling is required 
for further research. Field observations of ground subsidence in commercial-scale UCG projects 
are also required to verify and improve the accuracy of the proposed method for predicting 
ground subsidence induced by UCG. Additionally, the mechanical properties of coal exposed to 
high temperatures were not investigated within the scope of this work, and thus in the models 
they were assumed based on information given by Min (1983). Experimental work to measure 
the mechanical behavior of coal subjected to temperature and pressure conditions like those in 
the vicinity of a UCG reactor is necessary to ensure a sufficient parameterization of coal. 
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7 Summary and Conclusions 
Coal has the potential to provide security of energy supply in the wake of increasing challenges 
of high prices of oil and gas and uncertainties about political stability in many oil and gas 
producing countries, since large reserves of coal exist worldwide. Underground coal gasification 
(UCG) directly converts in-situ coal to combustible gases (mainly CO, CH4 and H2), leaves most 
of ash underground, makes the pollutants such as mercury, particulates and sulfur species greatly 
reduced in volume, and thus has the possibility to provide a clean and convenient source of 
energy in the form of syngas from coal seams where conventional mining methods are either 
impossible or uneconomical. In the last few years, there has been significant renewed interest in 
UCG as the technology becomes more and more feasible and economical. UCG forms a cavity in 
an underground reactor, leading to sidewall collapse and spallation, limited substantial roof 
collapse of the cavity, and potential subsidence above the reactor zone (Gregg, 1977). Thus, a 
commercial-scale UCG application may result in unignorable ground subsidence. Compared to 
conventional coal extraction, rocks and coal in the vicinity of the coal gasified in the UCG 
process are known to be subjected to high temperatures which may be in excess of 1000 °C. 
Plenty of research has indicated that significant changes of rock strength take place when/after 
the rock is exposed to high temperatures. Therefore, high-temperature failure criteria for rocks 
should be involved into the numerical prediction of ground subsidence induced by UCG. 
In the scope of this thesis, two major parts have been studied: 
 thermo-mechanical (TM) failure criteria for rocks where the three principal issues 
addressed are as follows:  
o based on literature and laboratory data, analyses on the relations between strength 
of sedimentary rocks and high temperatures the rocks are/were exposed to,  
o development of new TM failure criteria for rocks, and  
o development of corresponding constitutive relations, especially for the TM Hoek-
Brown criterion and its implementation in Abaqus. 
 preliminary prediction of potential ground subsidence induced by UCG where the related 
aspects such as parameter sensitivity on stresses and deformation during TM calculations, 
model setup and material parameterization were discussed first, and then the studies on 
UCG-induced ground subsidence were carried out on the foundation of scenarios such as 
single cavity of different size, two cavities with different size and ratio of pillar width to 
cavity width, many cavities in one coal seam as well as in multi-seams. 
An extensive literature review was undertaken on the topics of physical, mechanical and thermal 
properties of sedimentary rocks (mainly claystone, mudstone, sandstone and siltstone) exposed 
to high temperatures. It is shown that the three kinds of properties are temperature dependent, 
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e.g., density decreases with increasing temperature, especially above a certain temperature, while 
porosity and permeability usually increase with increasing temperature, and thermal conductivity 
also decreases with increasing temperature. To develop a TM failure criterion, of particular 
concern is the relation between strength and temperature. Based on the references, the relations 
between compressive strength and temperature are originally categorized into three types as 
follows: 
 Type1: Compressive strength increases with increasing temperature below a certain 
temperature, called the threshold temperature (Tt), and subsequently decreases.  
 Type2: Compressive strength changes by ±10% or remains unchanged with increasing 
temperature below Tt, and subsequently decreases. 
 Type3: Compressive strength decreases with increasing temperature, and shows different 
decreasing rates below and above Tt, and a steeper rate is normally observed above Tt. 
The relations of strength varying with temperature for claystone, mudstone, shale and sandstone 
with certain amount of clay minerals can be, in general, grouped into the Type1. However, as 
sandstone varies greatly in composition, the real type of this relation for sandstones cannot be 
determined unless laboratory testing has been carried out.  
In order to extend knowledge on thermo-mechanical properties of surrounding rocks of coal 
seams, claystone materials were selected to study the physical and mechanical characteristics of 
claystone exposed to high temperatures through a suite of laboratory tests. X-ray diffractometry 
analyses indicate that the claystone tested consists of 38.97% illite, 16.84% kaolinite, 5.69% 
chlorite and 38.50% quartz. Tests on the air-dried samples show that bulk density is 2.60±0.06 
g/cm
3
, total porosity 8.65±2.45%, elastic modulus 1.64 GPa, UCS 17.24 MPa, cohesive strength 
4.66 MPa and friction angle 16.73°. The thesis focuses on numerical prediction of ground 
subsidence when a UCG process ends and heated rocks/coal experienced a natural cooldown. 
Thus, thermo-mechanical properties were measured on samples exposed to thermal treatment 
following the procedures: a) slow heating to a predetermined high temperature, b) maintaining at 
the temperature for two hours, c) slow cooling down in the furnace chamber to room temperature, 
and d) conserving in a desiccator.  
After thermal treatment, visible cracks and obvious color changes were only observed on dry 
samples exposed to 1000 °C. However, if a wet sample is heated, it can produce several visible 
cracks or break into pieces even at 600 °C. Total porosity is found to increase with increasing 
temperature, and the increment is quite small below 200 °C treatment. The average total porosity 
increases about three and eight times after treatments at 800 °C and 1000 °C, respectively. 
Masses of the samples treated decrease with increasing temperature, while volumes slightly 
shrink (< 1%) below the 800 °C treatment, but expand dramatically above that temperature. Thus 
the bulk density decreases with increasing temperature by more than 10% after a 1000 °C 
treatment. Uniaxial compression and consolidated undrained triaxial compression testing on the 
treated samples have shown that compared to the virgin samples, elastic moduli and compressive 
strength of the ones treated below 800 °C (including 800) are always higher, but the two 
properties of the ones after a 1000 °C treatment become smaller. Furthermore, the general trends 
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of the two properties with temperature were observed to be almost independent of confining 
pressure. It was also observed that the influence of thermal treatment on the failure mode of the 
samples treated under compressive loading is not obvious, and through-going shear fractures 
were found for most samples after uni- and triaxial testing.  
According to strength data tested, the linear Mohr-Coulomb (MC) criterion and Hoek-Brown 
(HB) criterion for intact rock were constructed at each temperature level. R-squared (R
2
) 
analyses indicate that the two criteria are reasonable and acceptable to describe the mechanical 
behavior of the investigated claystone samples subjected to thermal treatment. It is found that the 
material parameters, c, , mi and ci, vary with temperature. In other words, the relation between 
strength and temperature can be represented by the relations between c,  and T in the MC 
criterion as well as the relations between mi, ci and T in the HB criterion. Hence, the two criteria 
can be used to develop a TM failure criterion. 
Since variable strength changes take place when a rock is exposed to high temperatures, 
conventional strength criteria, not taking into account temperature-dependent strength, cannot 
accurately represent actual rock behavior. A thermo-mechanical failure or strength criterion for 
rocks is thus essential to high-temperature rock engineering such as UCG and underground 
nuclear waste storage, defining the ultimate strength of rock under a multi-axial state of stress, a 
complicated hardening state described by internal variables as well as a temperature state the 
rock is/was exposed to. Review on existing TM criteria indicates that the existing ones are either 
too complicated in a mathematical form which usually involves many material parameters or 
provides no evidence of suitability for rocks. Thus, respectively based on the HB and MC criteria, 
widely applied in geotechnical engineering, the TM Hoek-Brown (TMHB) and TM Mohr-
Coulomb (TMMC) failure criteria were developed in the thesis.  
The generalized TMHB criterion is expressed by Eq. 5.10. Compared with the generalized HB 
criterion presented by Hoek et al. (2002), this criterion has assumptions that the material 
parameters mi, ci and GSI are temperature dependent, denoted as  
 ,    
  and GSI
T
, of which 
the former two ones can be obtained from regression analyses on laboratory data at different 
temperature levels, while the latter one expresses high temperature effects on rock mass quality 
and should be theoretically based on field data, and the material constants  
 , s and a follow the 
same relations with other parameters mi, D and GSI given by Hoek et al. (2002) as Eqs. 5.11, 5.7 
and 5.8. However, due to lack of field testing and experience on rock mass exposed to high 
temperatures, the temperature-dependent parameters in the TMHB criterion cannot be verified at 
present.  
Based on the modified Mohr-Coulomb criterion (cf. Ottosen and Ristinmaa (2005)) which 
combined the conventional MC criterion with a tension cut-off criterion (Rankine, 1858) since 
rock cannot sustain large tensile stresses, the TMMC criterion proposed in this thesis has an 
expression as Eq. 5.14, having three temperature-dependent parameters c
T
, T and   
 . All the 
three parameters can be easily obtained from the data of mature laboratory testing, such as the 
consolidated undrained triaxial compression and Brazilian tests. 
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The two TM criteria proposed in the thesis have the potential to accurately represent high-
temperature rock strength, since both of them can be obtained from testing data of rocks exposed 
to high temperatures. Compared to the TMHB criterion, the TMMC criterion is easier to use, for 
its mathematical form is relatively simple, less testing data are required, and the involved 
material parameters have definite physical meanings and are being widely accepted in rock 
engineering. However, the TMHB criterion has an advantage for rock mass due to its material 
parameter GSI
T
 which defines the effects of rock mass conditions on strength and high 
temperature on rock mass quality, and thus it is considered to be more suitable for rock mass. 
The constitutive relationship corresponding to the TM failure criteria is based on the incremental 
theory of thermo-plasticity. Since the TMMC criterion can be easily implemented in 
Abaqus/Standard through the keywords “Mohr Coulomb” and “Mohr Coulomb Hardening”, only 
the constitutive model with the TMHB criterion has been presented in Chapter 5.3 (TM 
Constitutive Relationship),  
Practical assumptions that rock mass exposed to high temperatures are an isotropic, perfectly 
thermo-plastic material, and the plastic potential has a similar mathematical form as the TMHB 
failure surface are applied in the development of the constitutive model. An implicit numerical 
integration scheme, the closest point projection method (CPPM), has been successfully used in 
the integration of the constitutive model. However, since the knowledge of the changes of elastic 
modulus, Poisson’s ratio and thermal expansion of rock mass exposed to high temperature is 
unconfirmed till now, the elastic stiffness matrix and thermal expansion coefficient of rock mass 
are assumed to be temperature independent. Then, the subroutine of the model has been 
successfully implemented into Abaqus/Standard. Numerical verification through uni- and triaxial 
compression tests in the rock mass indicates that the model is reasonable. 
Ground subsidence induced by UCG was simulated on UCG hypothetical models implemented 
for a location in the Münsterland Basin (North of North-Rhine Westphalia) in Germany. An 
extensive sensitivity analysis on the parameters involved in fully coupled TM calculations was 
conducted to determine the parameters most important for cavity deformation and stability. 
Mechanical properties, such as E, c and  have direct influence on stress redistribution, 
deformation and cavity stability, while thermal properties (e.g.  and Cp) and other parameters 
(e.g. high-temperature boundary size and heating time) have impacts on heat transfer, i.e. 
temperature distribution, and thus indirectly influence cavity stability. Hence, the former 
properties (E, c and ) of claystones were determined by laboratory testing as discussed in 
Chapter 4 (Laboratory Observations on Claystone) and of coals by literature review. The latter 
defines the temperature field of UCG reactors. Due to lack of data on this aspect, a temperature 
field of 100-day heat transfer was assumed in all the models for ground subsidence prediction, 
while the field is reasonably expected to be a worst-case development of the CRIP scheme since 
the gasification process in one CRIP point (Figure 2.5) cannot continue for 100 days.  
In the analysis without consideration of the creep behavior, ground subsidence when UCG 
processes end and rocks/coal heated are cooled down to normal temperature is the final 
consequence caused by UCG. At that time, there are no thermal stresses and thermal expansion. 
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Therefore, the Sequential TM analysis (STM-analysis) instead of a fully coupled TM analysis 
was used to predict the final ground subsidence induced by UCG.  
Cavity width a UCG reactor will develop strongly depends on several aspects such as seam 
thickness, seam discontinuity network, coal permeability and the rate of injection oxidant, and 
thus cannot definitely be determined with today’s knowledge. The suggestion given by Bailey et 
al. (1989) that cavity widths are expected to be in the range of 30–50 m is accepted in this thesis, 
and the corresponding ground subsidence is in the order of millimeters. The ratio of pillar width 
to cavity width has a great influence on ground subsidence. It was found that when the ratio stays 
unchanged ground subsidence increases with increasing cavity width; when the ratio is smaller 
than 1.0, significant increases of ground subsidence and maximum vertical displacement occur in 
the scenarios simulated. Therefore, the ratio was always set equal to 1.0 in the following 
simulations.  
According to the simulations in which UCG was implemented in one coal seam, five different 
single cavity width 15 m, 20 m, 30 m, 40 m and 50 were arranged, and the maximum total cavity 
width was 1000 m, it was found that ground subsidence increases with increasing number of 
cavities and is in the range of decimeters, and when the total cavity widths are identical, the 
wider one single cavity, the larger ground subsidence. Linear regression analyses indicate that 
when cavity width stays unchanged, both maximum ground subsidence and maximum vertical 
displacement at cavity roof increase with increasing number of cavities in a nearly linear way, 
and the regression lines for the two parameters are almost parallel, which means that maximum 
ground subsidence is an approximately fixed proportion of the maximum vertical displacement 
at cavity roof, no matter how many cavities there are. The slopes of the regression lines for the 
scenarios with the cavity widths of 15 m and 20 m are close to 0.0003. For the scenarios with the 
cavity widths of 30 m and 40 m, the slopes are approximately 0.0004, while for the scenarios 
having a 50 m cavity width show a slope of 0.0005. 
UCG implementation within multi-coal-seams results in higher ground subsidence than that 
within one seam. In addition, if two adjacent coal seams are too close, the yield zones caused by 
gasification in each seam will overlap in some areas between the seams, and may result in 
problems such as gas leakage through the connected yield zone and UCG interrupt or failure. 
Since the maximum height of a yield zone away from a coal seam in the model studied 
approaches 28 m, the minimum distance between adjacent seams is about 56 m on the conditions 
used in this thesis. Of course, this distance will be varied with the real conditions at a UCG 
location, such as coal-seam thickness, geological conditions and UCG layout.  
Therefore, if a commercial-scale UCG plant is implemented in either one seam or multi-seams at 
the location studied, ground subsidence may be in the order of decimeters. The layout of the 
small single cavity formed by gasification can result in a relatively small ground subsidence 
compared to large cavity. However, this is more expensive than the layout of the large single 
cavity, as more drilling is required. Thus, if there are buildings on the ground of a UCG 
implementation location, great care should be taken between building safety and UCG 
economics. When UCG processes are arranged in multi-seams, much attention should be paid to 
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the distance between two adjacent seams, because it will result in extremely large subsidence and 
the danger of gas leakage and UCG failure if the distance is too small. However, since all the 
conclusions here are based on numerical simulations, further field tests are required to verify the 
accuracy of the present numerical results. 
However, there are no real field data to verify the results of the 2D models. In addition, several 
assumptions such as the temperature field and the TMMC parameters of coal were utilized for 
the modeling. Thus, further research which is technically essential prior to the prediction of 
ground subsidence induced by a commercial-scale implementation of the UCG techniques 
includes the following: 
 Temperature field distribution. Laboratory and field testing are required to determine the 
distribution of high temperature in the vicinity of UCG reactors as well as during its 
abandonment, and to provide input and verification data for numerical simulation. 
 Relations between strength and temperature for coal and surrounding rocks of UCG 
reactors to build the corresponding TMMC and TMHB models. High pressure and 
temperature laboratory approaches and in-situ tests are required to address this topic. 
 Determination of single cavity size (or width). It should be determined by a large-scale 
test.  
 3D modeling. Compared to a 2D model, a 3D model can contain more detailed 
geological data and reflect more realistic stress state and redistribution, and thus is 
required for further study.   
This thesis proposes two thermo-mechanical failure criteria for rocks and discloses the general 
feasibility of this kind of criteria for the prediction of ground subsidence induced by UCG. Since 
the relations of temperature-dependent parameters in the TMHB criterion cannot be verified at 
present, further research on the issues are required. The STM-analysis with the TMMC model 
has the potential to predict the subsidence, for high-temperature influences on rocks and coal 
have been fully considered. However, further experimental work on high-temperature coal 
mechanical behaviors, in-situ measurement of temperature distribution surrounding a UCG 
reactor and in-situ observations of land subsidence induced by a commercial-scale UCG 
application are required to improve the accuracy of the method introduced for UCG subsidence 
prediction. 
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Table A.1 Characteristics of the reviewed rocks for thermo-physical properties. 
Rock tested Abbr. Origin 
Virgin Rock 
Reference 
(g/cm
3
) 

(%) 
K0 
(mD) 
Vp0 
(m/s) 
Sandstone ChSS China 2.68 - - 3226 Yin et al. (2011) 
Red sandstone CxSS Chuxiong, China 2.34 - - - Xie et al. (2008) 
Sandstone CzSS Taiwan, China 2.72 - - - Lan (2009) 
Sandstone FzhSS Fangzhuang, China 2.39 - - 3300 Wang and Li (2008); Su et al. (2008) 
Sandstone JzSS Jiaozuo, China 2.65 - - 4381 Wu and Liu. (2008) 
Sandstone ScSS Sichuan, China 2.64 4.70 0.0186 4784 You and Kang (2009) 
Sandstone GhsSS Guhanshan, China - 1.25 - 3700 Zhao et al. (2009) 
Sandstone MSS Maulbronn, Germany - 21.19 - - Hajpál (2002) 
Postaer Sandstone PSS Germany - 22.79 - - Hajpál (2002); Hajpál and Török (2004) 
Pfinztaler Sandstone PtSS Germany - 9.77 - - Hajpál (2002); Hajpál and Török (2004) 
Rohrschacher Sandstone RsSS Germany - 2.54 - - Hajpál (2002); Hajpál and Török (2004) 
Limestone DygLS Dayugou, China - 0.25 - 4550 Zhao and Chen (2011) 
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Rock tested Abbr. Origin 
Virgin Rock 
Reference 
(g/cm
3
) 

(%) 
K0 
(mD) 
Vp0 
(m/s) 
Limestone PSLS Sicily, Italy 2.69 0.11 - 6498 Ferrero and Marini (2001) 
Carbonate ChCarb China 2.89 4.60 0.0157 6240 You and Kang (2009) 
Shale ChShale China 2.29 3.00 0.0073 3097 You and Kang (2009) 
Conglomerate ChCong China - - 0.0798 - Liu et al. (2001) 
Siltstone ChSilt China - - 0.0377 - Liu et al. (2001) 
Limestone MwLS China - - 0.0208 - Liu et al. (2001) 
Sandstone FzhSS* Fangzhuang, China 2.65 - - 5700 Qin et al. (2009) 
Sandstone FzhSS** Fangzhuang, China 2.39 - - 3450 Zhao et al. (2010) 
Sandstone HbSS Hebi, China 2.65 - - 4990 Luo and Qin (2005) 
Limestone JzLS Jiaozuo, China 2.75 - - 3584 Wu et al. (2011) 
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Table A.2 Testing parameters of thermal treatment. 
Reference 
Testing 
type
a
 
Heating rate 
(°C/min) 
Constant temp. 
period (h) 
Cooling-
down ways 
Yin et al. (2011) After 3.33 4 F 
Rao et al. (2007); Xie et al. (2008) Under 30 2 - 
Lan (2009) After 5 1 F 
Wang and Li (2008); Su et al. (2008) After 10 4 F 
Wu and Liu. (2008); Wolf et al. 
(1992); Wu et al. (2007); Wu et al. 
(2011) 
After 5 2 F 
You and Kang (2009) After 
b 
1 A 
Zhao et al. (2009) After 
b
 2 A 
Hajpál and Török (1998); Hajpál 
(2002); Hajpál and Török (2004) 
After 
b1
 0 F 
Zhao and Chen (2011) After 30 
b
 N 
Ferrero and Marini (2001) After 2.4 1 2.4 
Liu et al. (2001) After 
b
 2 F 
Qin et al. (2009) After 5-10 1 F 
Zhao et al. (2010); Wu (2007) After 30 5 F 
Luo and Qin (2005) After 10 1 F 
Zhang et al. (2010) Under 2 2 - 
Shoemaker et al. (1976); de Pater and 
Wolf (1992) Rutter (1974); Meng et 
al. (2006) 
Under 
b
 
b
 - 
Wu et al. (2005) Under 
b
 0.5 - 
Wu et al. (2005) After 
b
 1 F 
Zhan and Cai (2007) Under 
b
 6 - 
Wai and Lo (1982) Under 2 >0.5 - 
Lion et al. (2005) After 1 5 F 
Ma et al. (2005) Under 
b
 2 - 
de Pater and Wolf (1992); Hettema et 
al. (1992) 
Under 1 2 - 
Araújo et al. (1997) Under 1.5 
b
 - 
Samples were cooled down slowly in the furnace chamber ‘F’, or at ambient conditions ‘A’.  
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a Tests were conducted on rock samples either ‘under’ or ‘after’ high temperature treatment.  
b 
The heating rate or the constant temperature period are unknown, while N represents the cooling-down 
way is unknown. 
b1
 The heating rate is fast but unknown. 
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Table A.3 Characteristics of the reviewed rocks for thermo-mechanical properties. 
Rock tested Abbr. Origin 
Virgin Rock 
Reference UCS0 
(MPa) 
t0 
(MPa) 
E0 
(GPa) 
p0 
(%) 
Sandstone CxSS Chuxiong, China 66.0 2.2 10.7 - Rao et al. (2007) 
Sandstone XzhSS Xuzhou, China 171.0 - 16.7 1.19 Zhang et al. (2010) 
Triassic Sandstone TlmSS Talimu, China 20.8 - 3.3 0.70 Meng et al. (2006) 
Sandstone HbSS Hebi, China 138.5 - 17.7 1.00 Wu et al. (2005) 
Sandstone JzSS Jiaozuo, China 142.2 - 36.4 0.46 Wu et al. (2007) 
Sandstone FzhSS Fangzhuang, China 80.0 2.6 21.0 0.45 Wu (2007); Su et al. (2008) 
Sandstone FzhSS* Fangzhuang, China 205.6 - 18.5 1.42 Qin et al. (2009) 
Sandstone CzSS Taiwan, China 88.1 - 51.1 0.75 Lan (2009) 
Cottaer Sandstone CSS Germany 23.1 3.1 - - Hajpál and Török (1998) 
Donzdorfer Sandstone DdSS Germany 32.9 3.0 - - Hajpál and Török (1998) 
Maulbronner Sandstone MSS Germany 43.1 4.5 - - Hajpál and Török (1998) 
Pliezhausener Sandstone PhSS Germany 50.0 4.0 - - Hajpál and Török (1998) 
Limestone XzLS Xuzhou, China 124.0 - 17.8 0.08 Zhang et al. (2010) 
Limestone DLS Darlington, Canada 126.0 - 68.7 0.19 Wai and Lo (1982) 
Solnhofen Limestone ShLS Germany - - - - Rutter (1974) 
Limestone DygLS Dayugu, China 218.6 - 19.8 1.61 Qin et al. (2009) 
Limestone JzLS Jiaozuo, China 195.2 - 41.2 0.60 Wu et al. (2011) 
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Rock tested Abbr. Origin 
Virgin Rock Reference 
UCS0 
(MPa) 
t0 
(MPa) 
E0 
(GPa) 
p0 
(%) 
Limestone ALS Anstrude, France 43.2 - 25.0 0.07 Lion et al. (2005) 
Limestone PSLS Perlato Sicily, Italy 93.0 - 32.0 - Ferrero and Marini (2001) 
Coal ChCoal China 21.8 - 3.8 0.5 Ma et al. (2005) 
Coal  PbCoal Pittsburgh, US 17.5 - 3.0 1.5 Shoemaker et al. (1976) 
Shale BShale Beringen, Belgium 25.0 - 17.1 - de Pater and Wolf (1992) 
Shale BShale** Beringen, Belgium 25.0 - 17.1 - Hettema et al. (1992) 
Shale PbShale Pittsburgh, US 30.0 - - 0.5 Shoemaker et al. (1976) 
Claystone CbCS Corta Barabasse, Spain 5.8 - 2.7 - Wolf et al. (1992) 
Sandstone ChSS China 49.0 24.0 - - Zhan and Cai (2007) 
Sandstone PbSS Potiguar Basin, Brazil 13.0 - 4.0 - Araújo et al. (1997) 
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Table B.1 Geotechnical parameters of air-dried claystone samples. 
Sample 
Bulk density 
(g/cm
3
) 
Water content 
(%) 
Total porosity 
(%) 
3 
(MPa) 
3' 
(MPa) 
Failure stress 
(1-3)/MPa 
Eav 
(GPa) 
Peak strain 
pa (%) 
20_A 2.66 1.23 5.27 0 - 15.17 1.49 1.67 
20_B 2.59 0.85 6.33 0 - 14.90 1.04 1.99 
20_C 2.63 1.06 6.55 0 - 21.64 2.38 0.68 
20_1_1 2.58 1.33 7.24 5 4.99 14.93 2.02 1.04 
20_1_2 2.63 1.33 7.52 10 9.99 26.10 2.71 1.82 
20_1_3 2.60 1.33 7.60 15 15.00 34.59 3.14 2.06 
20_1_4 2.62 1.33 7.84 20 20.00 42.14 2.78 2.30 
20_2_1 2.62 1.58 7.98 5 5.00 16.96 2.95 0.93 
20_2_2 2.64 1.58 8.10 10 9.99 24.02 4.17 1.33 
20_2_3 2.64 1.58 8.29 15 15.00 31.81 4.84 0.81 
20_2_4 2.63 1.58 8.80 20 19.99 52.72 4.30 1.58 
20_3_1 2.65 1.56 9.38 5 4.99 16.02 1.32 1.06 
20_3_2 2.50 1.56 12.25 10 9.99 39.45 2.65 0.98 
20_3_3 2.48 1.56 13.14 15 15.00 50.95 3.18 1.27 
20_3_4 2.47 1.56 13.49 20 19.97 57.77 2.75 1.42 
Note: 3 and 3' are confining pressure and effective confining pressure, respectively. Eav is the elastic modulus defined as the average slope of the straight-
line portion of the stress-strain curve.
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Table B.2 Physical parameters of claystone samples after thermal treatment. 
Sample 
Temp. 
(°C) 
Height (cm) Diameter (cm) Volume (cm3) Mass (g) Bulk density (g/cm3) Porosity 
(%) B.H. A.H. B.H. A.H. B.H. A.H. B.H. A.H. B.H. A.H. 
80_A 80 8.02 8.00 3.78 3.78 90.00 89.78 232.75 231.44 2.59 2.58 8.26 
80_B 80 8.03 8.01 3.78 3.78 90.11 89.89 235.89 233.81 2.62 2.60 7.43 
80_C 80 8.1 8.09 3.78 3.78 90.90 90.79 235.68 233.30 2.59 2.57 8.55 
150_A 150 7.85 7.82 3.78 3.77 88.09 87.29 233.52 230.26 2.65 2.64 6.13 
150_B 150 7.95 7.94 3.78 3.77 89.22 88.63 235.01 231.86 2.63 2.62 6.90 
150_C 150 7.78 7.76 3.78 3.77 87.31 86.62 223.84 220.92 2.56 2.55 9.24 
200_A 200 8.11 8.12 3.78 3.78 91.01 91.12 240.32 236.93 2.64 2.60 7.47 
200_B 200 7.99 7.95 3.78 3.78 89.66 89.22 232.75 228.83 2.60 2.57 8.47 
200_C 200 7.85 7.82 3.78 3.78 88.09 87.76 235.89 232.86 2.68 2.65 5.57 
300_A 300 8.11 8.10 3.78 3.77 91.01 90.42 240.99 236.84 2.65 2.62 6.78 
300_B 300 8.16 8.13 3.78 3.77 91.57 90.75 234.63 229.43 2.56 2.53 10.03 
300_C 300 8.13 8.10 3.78 3.77 91.24 90.42 232.42 227.18 2.55 2.51 10.58 
400_A 400 8.09 8.07 3.78 3.78 90.79 90.56 235.62 229.01 2.60 2.53 10.01 
400_B 400 8.11 8.08 3.78 3.78 91.01 90.67 235.86 229.31 2.59 2.53 10.00 
400_C 400 8.05 8.02 3.78 3.78 90.34 90.00 233.96 227.57 2.59 2.53 10.01 
600_A 600 8.05 8.04 3.78 3.77 86.41 85.73 227.21 209.43 2.63 2.44 13.06 
600_B 600 7.7 7.68 3.78 3.77 91.57 90.98 242.25 226.71 2.65 2.49 11.32 
600_C 600 8.16 8.15 3.78 3.77 93.34 93.11 243.26 227.85 2.61 2.45 12.91 
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Sample 
Temp. 
(°C) 
Height (cm) Diameter (cm) Volume (cm3) Mass (g) Bulk density (g/cm3) Porosity 
(%) 
B.H. A.H. B.H. A.H. B.H. B.H. A.H. B.H. A.H. B.H. 
800_A 800 8.23 8.21 3.8 3.8 90.90 93.49 239.31 221.66 2.63 2.37 15.62 
800_B 800 8.1 8.20 3.78 3.81 89.78 92.12 235.79 218.47 2.63 2.37 15.6 
1000_A 1000 8 8.08 3.78 3.81 90.00 119.49 229.67 204.86 2.55 1.71 38.99 
1000_B 1000 8.02 8.19 3.78 4.31 90.67 117.99 233.00 204.86 2.57 1.74 38.21 
Note that B.H. is short for before heating, and A.H. after heating.
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Table B.3 Mechanical parameters of claystone samples after thermal treatment. 
Sample 
Temp. 
(°C) 
3 
(MPa) 
3' 
(MPa) 
Failure stress 
(1-3)/MPa 
Eav 
(GPa) 
Peak strain 
pa (%) 
80_A 80 0 - 32.94 6.90 0.56 
80_B 80 0 - 15.82 6.61 0.57 
80_C 80 0 - 18.16 3.10 0.69 
80_1_1 80 5 4.98 25.12 3.59 1.34 
80_1_2 80 10 9.86 39.48 3.28 1.02 
80_1_3 80 15 14.98 68.69 4.75 1.33 
80_1_4 80 20 19.98 72.90 4.74 0.95 
80_2_1 80 5 4.88 23.81 3.37 0.98 
80_2_2 80 10 9.99 42.54 4.57 0.98 
80_2_3 80 15 14.98 57.97 3.41 2.33 
80_2_4 80 20 19.88 73.73 4.48 1.59 
80_3_1 80 5 5.00 30.86 3.54 0.67 
80_3_2 80 10 10.00 47.73 5.25 1.19 
80_3_3 80 15 15.00 62.87 5.01 1.91 
80_3_4 80 20 20.00 78.83 9.88 1.63 
150_A 150 0 - 24.94 6.15 0.41 
150_B 150 0 - 25.70 3.42 0.92 
150_C 150 0 - 27.73 7.49 0.37 
150_1_1 150 5 5.00 30.72 3.64 1.08 
150_1_2 150 10 10.00 38.14 4.44 1.50 
150_1_3 150 15 14.99 42.92 4.15 1.91 
150_1_4 150 20 19.99 65.80 4.85 2.43 
150_2_1 150 5 5.00 26.65 3.49 0.89 
150_2_2 150 10 9.98 48.88 4.52 1.19 
150_2_3 150 15 15.00 53.65 4.47 1.42 
150_2_4 150 20 20.00 64.07 5.10 1.58 
150_3_1 150 5 5.00 40.43 4.26 1.19 
150_3_2 150 10 10.00 51.25 3.73 0.89 
150_3_3 150 15 14.99 74.31 4.29 1.09 
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Sample 
Temp. 
(°C) 
3 
(MPa) 
3' 
(MPa) 
Failure stress 
(1-3)/MPa 
Eav 
(GPa) 
Peak strain 
pa (%) 
150_3_4 150 20 19.99 95.51 4.59 1.42 
200_A 200 0 - 44.49 4.36 1.39 
200_B 200 0 - 42.09 7.77 0.61 
200_C 200 0 - 32.97 4.45 0.38 
200_1_1 200 5 4.98 67.87 4.36 0.69 
200_1_2 200 10 9.99 94.61 5.54 2.37 
200_1_3 200 15 15.00 97.78 5.81 1.60 
200_1_4 200 20 19.96 123.93 6.11 2.14 
200_2_1 200 5 4.99 34.05 4.01 0.94 
200_2_2 200 10 9.99 81.78 6.62 1.13 
200_2_3 200 15 14.99 94.69 6.60 1.53 
200_2_4 200 20 19.98 123.60 7.34 2.04 
200_3_1 200 5 5.00 51.59 6.98 1.83 
200_3_2 200 10 10.00 79.30 4.69 1.77 
200_3_3 200 15 15.00 97.03 6.62 1.88 
200_3_4 200 20 20.00 137.53 6.85 2.01 
300_A 300 0 - 37.04 4.62 0.92 
300_B 300 0 - 25.02 6.58 0.39 
300_C 300 0 - 32.26 7.60 0.40 
300_1_1 300 5 5.00 21.06 4.96 1.54 
300_1_2 300 10 9.99 50.12 4.48 1.38 
300_1_3 300 15 14.99 64.33 4.28 2.69 
300_1_4 300 20 19.98 82.67 4.41 2.35 
300_2_1 300 5 5.00 34.11 3.08 1.41 
300_2_2 300 10 10.00 50.74 3.74 1.32 
300_2_3 300 15 14.99 88.94 5.73 1.86 
300_2_4 300 20 19.99 111.59 5.57 2.60 
300_3_1 300 5 5.00 56.58 4.55 0.44 
300_3_2 300 10 10.00 84.24 5.54 1.16 
300_3_3 300 15 15.00 99.67 4.45 1.64 
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Sample 
Temp. 
(°C) 
3 
(MPa) 
3' 
(MPa) 
Failure stress 
(1-3)/MPa 
Eav 
(GPa) 
Peak strain 
pa (%) 
300_3_4 300 20 19.99 116.00 5.57 1.88 
400_A 400 0 - 48.07 6.57 0.58 
400_B 400 0 - 62.01 8.99 0.68 
400_C 400 0 - 59.59 9.25 0.53 
400_1_1 400 5 5.00 34.99 3.84 1.32 
400_1_2 400 10 9.99 35.17 3.31 1.70 
400_1_3 400 15 15.00 42.10 4.78 1.99 
400_1_4 400 20 19.99 58.91 5.89 2.72 
400_2_1 400 5 5.00 43.23 3.93 0.94 
400_2_2 400 10 10.00 60.79 7.19 1.00 
400_2_3 400 15 15.00 76.98 6.66 1.21 
400_2_4 400 20 20.00 87.88 7.04 1.89 
400_3_1 400 5 4.99 50.86 7.12 1.48 
400_3_2 400 10 10.00 72.79 5.98 1.15 
400_3_3 400 15 15.00 66.69 6.27 1.43 
400_3_4 400 20 19.98 100.66 5.43 1.49 
600_A 600 0 - 44.08 5.16 1.04 
600_B 600 0 - 35.13 6.66 0.83 
600_C 600 0 - 50.01 4.20 0.62 
600_1_1 600 5 5.00 29.82 2.60 0.83 
600_1_2 600 10 9.99 39.33 3.12 1.16 
600_1_3 600 15 14.99 59.36 7.22 1.62 
600_1_4 600 20 20.00 66.80 5.16 1.73 
600_2_1 600 5 5.00 28.48 2.28 1.30 
600_2_2 600 10 9.99 76.01 3.86 2.41 
600_2_3 600 15 15.00 86.89 5.00 1.80 
600_2_4 600 20 20.00 96.85 5.34 2.27 
600_3_1 600 5 4.83 32.78 3.40 1.51 
600_3_2 600 10 9.99 45.87 4.21 1.51 
600_3_3 600 15 14.99 54.97 4.35 0.84 
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Sample 
Temp. 
(°C) 
3 
(MPa) 
3' 
(MPa) 
Failure stress 
(1-3)/MPa 
Eav 
(GPa) 
Peak strain 
pa (%) 
600_3_4 600 20 19.99 107.81 6.38 1.39 
800_A 800 0 - 56.49 6.59 0.98 
800_B 800 0 - 58.73 7.45 0.88 
800_1_1 800 5 4.99 68.35 3.80 2.32 
800_1_2 800 10 10.00 102.47 6.65 1.71 
800_1_3 800 15 14.99 117.90 4.70 4.12 
800_1_4 800 20 20.00 131.68 6.67 1.96 
1000_A 1000 0 - 8.40 1.28 1.29 
1000_B 1000 0 - 5.46 1.30 0.57 
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Figure B.1 X-ray diffractometry diagram. 
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Figure B.2 Linear Mohr-Coulomb model regression based on the results from the air-dried 
samples. 
 
Figure B.3 Linear Mohr-Coulomb model regression based on the results from the samples after 
80 °C treatment. 
152 Appendix B  Supplementary Data and Figures Associated to Chapter 4 
 
Figure B.4 Linear Mohr-Coulomb model regression based on the results from the samples after 
150 °C treatment. 
 
Figure B.5 Linear Mohr-Coulomb model regression based on the results from the samples after 
200 °C treatment. 
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Figure B.6 Linear Mohr-Coulomb model regression based on the results from the samples after 
300 °C treatment. 
 
Figure B.7 Linear Mohr-Coulomb model regression based on the results from the samples after 
400 °C treatment. 
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Figure B.8 Linear Mohr-Coulomb model regression based on the results from the samples after 
600 °C treatment. 
 
Figure B.9 Linear Mohr-Coulomb model regression based on the results from the samples after 
800 °C treatment. 
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Table B.4 Predicted UCS from the MC criterion and observed UCS in average values. 
T (°C) Predicted UCS (MPa) Predicted UCS’ (MPa)* Observed avg. UCS (MPa) 
20 5.5 5.5 17.2 
80 10.6 10.8 22.3 
150 18.1 18.1 26.1 
200 29.6 29.6 43.3 
300 16.4 16.4 31.4 
400 29.9 29.9 56.6 
600 12.0 12.2 43.1 
800 53.7 53.8 57.6 
1000 - - 6.9 
* based on effective cohesion and friction angles. 
 
Table B.5 Average values of triaxial data for the HB criterion.  
20 °C 80 °C 150 °C 200 °C 
Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  
0.00 17.24 0.00 22.31 0.00 26.12 0.00 39.85 
4.99 20.96 4.95 31.55 5.00 37.60 4.99 56.16 
9.99 39.85 9.95 53.20 9.99 56.08 10.00 95.23 
14.99 54.11 14.99 78.16 14.99 71.95 15.00 111.50 
19.99 70.86 19.95 95.11 19.99 95.12 19.98 148.33 
300 °C 400 °C 600 °C 800 °C 
Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  Avg.   
  
0.00 31.44 0.00 29.92* 0.00 11.99* 0.00 57.61 
5.00 42.25 4.99 48.02 9.99 42.84 4.99 68.35 
10.00 71.70 10.00 66.25 11.66 57.10 10.00 102.47 
14.99 99.31 15.00 76.92 13.28 72.17 14.99 117.90 
19.99 123.41 19.99 102.47 14.99 69.55 20.00 131.68 
* predicted UCS from Table B.4 replacing the testing data which are too large to accept.   
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B.10-a  20°C B.10-b  80 °C 
 
 
B.10-c  150°C B.10-d  200°C 
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B.10-e  300 °C B.10-f  400 °C 
  
B.10-g  600 °C B.10-h  800 °C 
Figure B.10 Fitting curves of the HB criterion at each temperature level. 
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 Appendix C  Approach to Determine R
2
 
A data set has n observed values yi, and the associated predicted values according to an equation 
are referred to as ŷi. Thus, the coefficient of determination R
2
 is defined as  
     
     
     
 (C.1) 
where, 
              
 
 
 
 (C.2) 
             
 
 
 
 (C.3) 
where   is the mean of the observed data,i.e.  
  
 
 
   
 
 
 (C.4) 
Appendix D  Summary of Temperature-Independent Failure Criteria 159 
 
Appendix D  Summary of Temperature-Independent Failure Criteria 
Table D.1 Temperature-independent failure criteria for intact rock and rock mass from Edelbro (2003) and Chen et al. (2005). 
Failure Criterion Material Constants Comments Author 
     
      
      
 
      
      
 c,  
A tension cutoff usually applied for 
t given by this criterion is much 
larger than the observed. 
Coulomb (1776) 
          
  
 
  
 
    
     
 
 
  
 
  
 
     
     
  
It is called the Drucker-Prager 
criterion for soils and rocks. The 
yield surface is a smooth version of 
the Mohr-Coulomb yield surface. 
Drucker and Prager 
(1952) 
        
  
  
   b = 0.411~0.828 
Both for intact and heavily jointed 
rock masses. 
Balmer (1952), Sheorey 
et al. (1989) 
       
             
       
   
 
 
 
    
          
  
           
An empirical generalization of 
Griffith theory for intact rock. 
Fairhust (1964) 
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Failure Criterion Material Constants Comments Author 
            
 
 
F depends on rock type; 
f = 0.38~0.73 
An empirical criterion for intact rock. Hobbs (1964) 
         
  F, A 
A nonlinear modification of Coulomb 
criterion 
Murrell (1965) 
          A 
Linear regression of triaxial testing 
data on soft rock. 
Bodonyi (1970) 
        
          
  B = 0.6~0.9 
Empirical curve fitting for 500 rock 
samples 
Franklin (1971) 
  
  
     
  
  
   
 0.65 or 0.75 
A and B depend on rock type 
Empirical curve fitting for 700 rock 
samples. 
Bieniawski (1974), 
Yudhbir et al. (1983) 
  
    
      
  
 
  
   
 
 
 
m depends on rock type 
s = 1 
Application of Griffith theory and 
empirical curve fitting on hard rocks. 
Both for intact and heavily jointed 
rock masses. 
Hoek and Brown (1980) 
          
  
  
   
B  1.8~3.54 

Nonlinear modification of Mohr-
Coulomb criterion. 
Ramamurthy et al. 
(1985) 
          
  
  
       
A = 1.3~8.3 
S = 0.01~0.78 
B = 1~33 
Suitable for soft rocks. Yoshida et al. (1990) 
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Failure Criterion Material Constants Comments Author 
         
  
   
    
          
         
  
  
          
         
  
  
    
          
Both for intact rock and rock masses Sheorey et al. (1989) 
  
    
    
    
   
  
 
  
 
                    
   
  
    
                   
             
         * 
Shear strength of rock masses. Ramamurthy (2001) 
  
    
        
  
 
   
   
 
 
         
       
      
  
      
       
    
  
  
 
 
 
 
 
                  
D = 0~1 
Generalized criterion for jointed rock 
masses involving the GSI. 
Hoek et al. (2002) 
where:  = Shear stress,  = Normal stress, 1 = Major principal stress, 3 = Minor principal stress, c = Uniaxial Compressive Strength, t = Uniaxial tensile 
strength, I1 is the first invariant of the Cauchy stress and J2 is the second invariant of the deviatoric part of the Cauchy stress. 
RMR76 means the 1976 version of the RMR system. 
* Jn is the joint frequency, i.e. number of joints per meter depth of rock in the direction of loading/major principal stress, n is the inclination parameter, and r is 
the parameter of joint strength and has r=tan. 
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Table D.2 Suggested values of the constant mi for intact rock, by rock group from Hoek (2007). 
Note that values in parenthesis are estimates. 
Rock 
type 
Class Group 
Texture 
Coarse Medium Fine Very Fine 
S
E
D
IM
E
N
T
A
R
Y
 
Clastic Conglomerates* 
(21±3) 
Breccias 
(19±5) 
Sandstones 
17±4 
Siltstones 
7±2 
Greywackes 
(18±3) 
Claystone 
4±2 
Shales 
(6±2) 
Marls 
(7±2) 
Non-
Clastic 
Carbonates Crystalline 
Limestone 
(12±3) 
Sparitic 
Limestones 
(10±2) 
Micritic 
Limestones 
(9±2) 
Dolomite
s 
(9±3) 
Evaporites  Gypsum 
8±2 
Anhydrite 
12±2 
 
Organic    Chalk 
7±2 
M
E
T
A
M
O
R
P
H
IC
 Non Foliated Marble 
9±3 
Homfels 
(19±4) 
Metasandstone 
(19±3) 
Quartizites 
20±3 
 
Slightly foliated Migmatite 
(19±3) 
Amplubolites 
26±6 
  
Foliated** Gneiss 
28±5 
Schists 
12±5 
Phyllites 
(7±3) 
Slates 
7±4 
IG
N
E
O
U
S
 
Plutonic Light       Granite      Diorite 
       32±3         25±5 
         Granodiorite 
             (29±3) 
  
Dark Gabbro 
27±3 
Norite 
20±5 
Dolerite 
(16±5) 
 
  
Hypabyssal Porphynes 
(20±5) 
 Diabase 
(15±5) 
Peridotite 
(25±5) 
Volcanic Lava  Rhyolite 
(25±5) 
Andesite 
25±5 
Dacite 
(25±3) 
Basalt 
25±5 
Obsidian 
(25±5) 
 
Pyroclastic Agglomerate 
(19±3) 
Breccia 
(19±5) 
Tuff 
(13±5) 
 
* Conglomerates and breccias may present a wide range of mi values depending on the nature of the 
cementing material and the degree of cementation, so they may range from values similar to sandstone 
to values used for fine grained sediments. 
** These values are for intact rock specimens tested normal to bedding or foliation. The value of mi will be 
significantly different, if failure occurs along a weakness plane. 
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Table D.3 Guidelines for estimating disturbance factor D from Hoek et al. (2002). 
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Table D.4 GSI chart for blocky rock masses on the basis of geological descriptions from Hoek et 
al. (2000). 
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Appendix E  Details of Derivation of Equations Associated to 
Chapter 5 
Appendix E.1 Introduction to Thermoelasticity 
The theory of thermoelasticity accounts for the effect of changes in temperature on the stresses 
and displacements in an elastic body. For example, a change in temperature in an isotropic body 
will each give rise to equal normal strains in three orthogonal directions and no shear strains. The 
generalized constitutive equation of thermoelasticity referred to Ottosen et al. (2005) may be 
written in the forms of Eq. E.1, Eq. E.2 or Eq. E.3. 
                        (E.1) 
                  
              
                   (E.2) 
             
              
         
  (E.3)   
where Dijkl is the stiffness tensor or the elasticity tensor, ij, ij,     
  and    
  are the tensors of 
stress, strain, elastic strain and thermal strain, respectively. T0 is the reference temperature at 
which no thermal strains exist, ij the tensor of thermal stress coefficients, and ij the tensor of 
thermal expansion coefficients. The relation between ij and ij is given by Eq. E.4. Dijkl, ij and 
ij may be dependent on temperature, i.e. Dijkl(T), ij(T) and ij(T), 
                           (E.4) 
where Cijkl is the elastic flexibility tensor. 
If the material is isotropic, then the tensor ij reduces to ij, where  is the linear thermal 
expansion coefficient and ij the Kronecker delta. Moreover, the tensor ij also reduces to ij 
with           , where  and µ are Lamé parameters. 
For a homogenous and isotropic material, Eq. E.2 can be expressed in a general form by Eq. E.5,  
              
          
              
                  (E.5) 
where (T) and µ(T) are temperature-dependent Lamé parameters, and are respectively given by 
Eq. E.6 and Eq. E.7, in terms of elastic modulus and Poisson’s ratio.  
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 (E.6) 
     
    
         
 (E.7) 
where E(T) and v(T) are temperature-dependent elastic modulus and Poisson’s ratio, 
respectively.  
Appendix E.2 Differentiation of Thermo-Elasticity 
Eqs. E.1 and E.2 with temperature-dependent properties as well as plastic strain can be expressed 
as Eq. E.8 and Eq. E.9, respectively. The two equations are identical when the relation between 
ij and ij is as given by Eq. E.4.  
                     
                (E.8) 
                     
     
            
               (E.9) 
Thus, differentiation of Eq. E.9 provides Eq. E.10. 
                     
      
   
      
  
        
     
   
where         
  
    
  
             
(E.10) 
Rearrange Eq. E.10 as Eq. E.11. Moreover, differentiation of Eq. E.4 provides Eq. E.12. Then, 
substitute Eq. E.12 into Eq. E.11, and after rearrangement, Eq. E.10 is rewritten as Eq. E.13. 
                     
             
  
      
  
   
  
      
  
        
    (E.11) 
     
      
  
         
    
  
 (E.12) 
                     
         (E.13) 
where  
        
    
  
       
      
  
        
   (E.14) 
Similarly, differentiation of Eq. E.5 provides Eq. E.15. 
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              (E.15) 
Appendix E.3 TMHB Criterion in Terms of the Invariants 
The Voigt notation representation of the Cauchy stress tensor expresses the stresses as a six-
dimensional vector. Its form in Abaqus is defined by Eq. E.16. According to Nayak et al. (1972), 
the relations between the principal stresses (        ) and the invariants (, , ), which are 
the Haigh-Westergaard coordinates is expressed as Eq. E.17, while ,  and  can be determined 
by Eq. E.18, 
                           
   (E.16) 
 
  
  
  
  
 
  
 
 
 
 
   
 
 
 
 
 
 
 
 
    
      
 
 
  
       
 
 
   
 
 
 
 
 (E.17) 
  
 
  
                              
   
 
  
  
   
 (E.18) 
where  is called Lode angle, I1 is the first invariant of stress tensor ij; J2 and J3 are the second 
and third principal invariants of the deviatoric part (sij) of the stress tensor and they are given by 
Eqs. E.19, E.20, E.21 and E.22. 
                 (E.19) 
   
 
 
                        (E.20) 
   
 
 
                             (E.21) 
        
 
 
                        (E.22) 
whereij is the Kronecker delta whose components are given by Eq. E.23. 
     
               
               
  (E.23) 
Thus, in terms of (I1, J2, ), Eq. E.17 can be rewritten as Eq. E.24. Substituting the values of 1 
and 3 from Eq. E.24, the three-dimensional form of the TMHB criterion is rewritten as Eq. 
5.49. 
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 (E.24) 
Appendix E.4 Second Derivative of Plastic Potential 
The equation of the plastic potential g is given by Eq. E.25. The second derivative of g with 
respect to stresses is conveniently written as 
   
    
 . As in Chapter 5.3.2.2, the first derivative 
  
    
 
may be given by Eq. E.26.  
                 
  
  
   
  
  
 
         
  
 (E.25) 
  
    
         
   
    
 (E.26) 
where,  
   
  
   
  
    
 
      (E.27) 
   
  
   
 
 
   
   
    
 
       (E.28) 
    
   
    
                 (E.29) 
and for simplicity, let 
    
   
    
                             
   (E.30) 
In the above,   
  
   
  
  
 
        . 
Thus, 
   
    
  can be expressed in the form of Eq. E.31, 
   
     
          
            
            
            
     
    
    
 (E.31) 
where, 
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     (E.32) 
    
   
   
 
          
 
    
    
      (E.33) 
    
   
   
 
   
      
 
   
      
 
   
   
     (E.34) 
    
   
   
  
 
 
  
 
 
    
    
 
       
          
 
    
   
      (E.35) 
    
    
 
 
 
 
 
 
 
 
 
     
     
      
 
 
   
   
    
 
 
 
 
 
 (E.36) 
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Appendix F  FORTRAN Code of the TMHB Model for UMAT 
!         Subroutine UMAT for the TMHB Failure Criterion 
!         Thermo-Easto-Plastic Constitutive Model for Rock Mass 
!         Non-Associative Flow Rule 
!         PROPS(1) = E;                   PROPS(2) = Poisson’s ratio;      PROPS(3) = UCS0;  
!         PROPS(4) = NSIGMA;      PROPS(5) = MI0;                       PROPS(6) = NMI;  
!         PROPS(7) = GSI0;             PROPS(8) = NGSI;                     PROPS(9) = D; 
!         PROPS(10) = MG;             PROPS(11) = SG;                       PROPS(12) = ALPHAG; 
SUBROUTINE UMAT(STRESS, STATEV, DDSDDE, SSE, SPD, SCD, 
1  RPL, DDSDDT, DRPLDE, DRPLDT, 
2  STRAN, DSTRAN, TIME, DTIME, TEMP, DTEMP, PREDEF, DPRED, CMNAME, 
3  NDI, NSHR, NTENS, NSTATV, PROPS, NPROPS, COORDS, DROT, PNEWDT, 
4  CELENT, DFGRD0, DFGRD1, NOEL, NPT, LAYER, KSPT, KSTEP, KINC) 
! 
INCLUDE 'ABA_PARAM.INC' 
CHARACTER*80 CMNAME 
DIMENSION STRESS (NTENS), STATEV (NSTATV), 
1  DDSDDE(NTENS,NTENS), DDSDDT(NTENS), DRPLDE(NTENS), 
2  STRAN(NTENS), DSTRAN(NTENS),TIME(2), PREDEF(1),DPRED(1), 
3  PROPS(NPROPS), COORDS(3), DROT(3,3), DFGRD0(3,3), DFGRD1(3,3) 
! 
DIMENSION TSTRES(NTENS),TPLAS(NTENS),STRSC(NTENS),TDSTRN(NTENS), 
1                         DF(6),DELSTN(NTENS),CONSTI(NTENS,NTENS),DELSTS(NTENS), 
2                         DE(NTENS,NTENS),PROPSN(9),TVALUE(3),TTEMP(3) 
PARAMETER (NEWTON=20,FTOL=1.D-6,TOL1=1.D-2,TINY=1.D-8) 
PARAMETER (ZERO=0.D0, ONE=1.D0, TWO=2.D0) 
! 
!         PROPSN(1) = E 
!         PROPSN(2) = POISSON'RATIO  
!         PROPSN(3) = SIGCIT 
!         PROPSN(4) = MB 
!         PROPSN(5) = S  
!         PROPSN(6) = ALPHA 
!         PROPSN(7) = MG 
!         PROPSN(8) = SG 
!         PROPSN(9) = ALPHAG 
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EE = PROPS(1) 
ENU = PROPS(2) 
ELAM = EE*ENU/((ONE+ENU)*(ONE-TWO*ENU)) 
EG2 = EE / (ONE+ENU) 
EG = EG2/TWO  
PROPSN(1) = PROPS(1)  
PROPSN(2) = PROPS(2) 
TEMPN = TEMP+DTEMP 
! 
!********************SIGMACIT*********************************************** 
NT = PROPS(4) 
IF(NT.EQ.1) THEN 
PROPSN(3)=PROPS(3) 
ELSE 
TVALUE(1) = PROPS(3) 
TVALUE(2) = 0.5D0*PROPS(3) 
TTEMP(1) = 20.D0 
TTEMP(2) = 1000.D0 
PROPSN(3) = CURVALUE(TVALUE, TTEMP, NT, TEMPN) 
ENDIF 
!********************MIT***************************************************** 
NT = PROPS(6) 
IF(NT.EQ.1) THEN 
VMIT=PROPS(5) 
ELSE 
TVALUE(1) = PROPS(5) 
TVALUE(2) = 0.8D0*PROPS(5) 
TTEMP(1) = 20.D0 
TTEMP(2) = 1000.D0 
VMIT = CURVALUE(TVALUE, TTEMP, NT, TEMPN) 
ENDIF 
!********************GSIT**************************************************** 
NT = PROPS(8) 
IF(NT.EQ.1) THEN  
DGSI=PROPS(7) 
ELSE 
TVALUE(1) = PROPS(7) 
TVALUE(2) = 0.6D0*PROPS(7) 
TVALUE(3) = 0.4D0*PROPS(7) 
TTEMP(1) = 500.D0 
TTEMP(2) = 700.D0 
TTEMP(3) = 800.D0 
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DGSI = CURVALUE(TVALUE, TTEMP, NT, TEMPN) 
ENDIF 
! 
DD = PROPS(9) 
PROPSN(4) = VMIT*DEXP((DGSI-100)/(28-14*DD)) 
PROPSN(5) = DEXP((PROPS(7)-100)/(9-3*DD)) 
PROPSN(6) = 0.5D0+(DEXP(-PROPS(7)/15)-DEXP(-20.D0/3))/6 
PROPSN(7) = PROPS(10) 
PROPSN(8) = PROPS(11) 
PROPSN(9) = PROPS(12) 
! 
!******************ELASTIC STIFFNESS CLACULATION************************* 
DO I=1,NTENS 
DO J=1,NTENS 
DDSDDE(J,I)= 0.D0 
ENDDO 
END DO 
DO I=1,NDI 
DO J=1,NDI 
DDSDDE(J,I)= ELAM 
ENDDO 
DDSDDE(I,I)= ELAM+EG2 
END DO 
DO I=1+NDI, NTENS 
DDSDDE(I,I)= EG 
END DO   
!**************PLASTIC STRAN RECOVER************************************** 
DO I=1, NTENS 
TPLAS(I)= STATEV(I) 
ENDDO  
! 
!**********CALCULATE PREDICTING STRESS FROM ELASTIC STRAIN************ 
! 
DO I=1, NTENS 
STRSC(I) = -STRESS(I) 
TDSTRN(I) = -DSTRAN(I) 
ENDDO 
TD = TDSTRN(1)+ TDSTRN(2)+TDSTRN(3)  
DELSTS(1) = ELAM*TD + EG2*TDSTRN(1) 
DELSTS(2) = ELAM*TD + EG2*TDSTRN(2) 
DELSTS(3) = ELAM*TD + EG2*TDSTRN(3) 
DO I=1+NDI, NTENS 
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DELSTS(I) = EG*TDSTRN(I) 
ENDDO 
DO I=1,NTENS 
TSTRES(I) = -STRESS(I) + DELSTS(I) 
END DO 
!       
SMS = (TSTRES(1)-TSTRES(2))**2+(TSTRES(2)-TSTRES(3))**2 
+            +(TSTRES(1)-TSTRES(3))**2+TSTRES(4)*TSTRES(4) 
IF(NTENS.EQ.6) SMS=SMS+TSTRES(5)*TSTRES(5)+TSTRES(6)*TSTRES(6) 
SMS = DSQRT(SMS) 
IF(SMS .LT. TINY) GOTO 1000  
!******************EVALUATE AND CHECK FAILURE STATE******************** 
FAILN = TMHBFAL(TSTRES, PROPSN, NTENS, 6) 
DO I=1, 6 
DF(I) = ZERO 
ENDDO 
CALL YSDERI(TSTRES, PROPSN, NTENS, 6, DF) 
DDF = ZERO 
DO I = 1, NTENS 
DDF = DDF + DF(I)*DELSTS(I) 
ENDDO 
IF(FAILN.LT.FTOL .OR. DDF.LT.FTOL ) THEN 
!             WRITE(6,*) 'ELSTIC STATE' 
GOTO 1000 
ELSE 
!             WRITE(6,*) 'PLASTIC STATE' 
DO I=1,NTENS 
DO J=1, NTENS 
DE(I,J)=DDSDDE(I,J) 
END DO 
END DO 
CALL TMHBCPPM(TSTRES,PROPSN,TPLAS,DE,FAILN,NTENS,9,CONSTI) 
ENDIF 
! 
!*****************UPDATE STRESS AND STRAIN******************************** 
! 
DO I=1, NTENS 
DO J=1, NTENS 
DDSDDE(I, J) = CONSTI(I,J) 
ENDDO 
ENDDO 
!             
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1000  DO I=1, NTENS 
STRESS(I) = -TSTRES(I) 
STATEV(I)=TPLAS(I) 
ENDDO      
! 
RETURN 
END 
! 
!******CALCULATE TEMPERATURE-DEPENDENT PARAMETERS***************** 
! 
REAL*8 FUNCTION CURVALUE(TVAL, TT, NT, TEMPN) 
IMPLICIT REAL*8(A-H,O-Z)  
DIMENSION TVAL(NT), TT(NT) 
PARAMETER (ZERO=0.D0,ONE=1.D0) 
! 
IF(NT.EQ.1) THEN 
CURVALUE = TVAL(1) 
ELSEIF(NT.EQ.2) THEN 
FAC1 = (TEMPN-TT(1))/(TT(2)-TT(1)) 
IF(FAC1 .LT. ZERO) FAC1 = ZERO 
IF(FAC1 .GT. ONE) FAC1 = ONE 
FAC0 = ONE-FAC1 
CURVALUE = FAC0*TVAL(1) + FAC1*TVAL(2) 
ELSEIF(NT.EQ.3) THEN 
IF(TEMPN .LE. TT(2))THEN 
FAC1 = (TEMPN-TT(1))/(TT(2)-TT(1)) 
IF(FAC1 .LT. ZERO) FAC1 = ZERO   
FAC0 = ONE-FAC1 
CURVALUE = FAC0*TVAL(1) + FAC1*TVAL(2) 
ELSE 
FAC1 = (TEMPN-TT(2))/(TT(3)-TT(2)) 
IF(FAC1 .GT. ONE) FAC1 = ONE  
FAC0 = ONE-FAC1 
CURVALUE = FAC0*TVAL(2) + FAC1*TVAL(3) 
ENDIF 
ENDIF 
RETURN 
END     
! 
!*******FAILURE FUNCTION TO ELVALUATE STRESS STATE********************* 
! 
REAL*8 FUNCTION TMHBFAL(STRS, PROPSN, NTENS, NPRPN) 
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IMPLICIT REAL*8(A-H, O-Z)  
DIMENSION STRS(NTENS), PROPSN(NPRPSN) 
PARAMETER (ZERO=0.D0, D2DSQ3=1.1547005383793D0) 
PARAMETER (SQ3=1.7320508075689D0, D2PID3=2.0943951023932D0) 
! 
CALL INVAR(STSS, SIGM, SDJ2, DJ3, THETA, NTENS) 
S3 = SIGM + D2DSQ3*DCOS(THETA+D2PID3)*SDJ2  
! 
AA = PROPSN(4)*S3/PROPSN(3) + PROPSN(5) 
IF(AA .LT. ZERO) THEN 
AA = -AA 
AA = -AA**PROPSN(6) 
ELSE 
AA = AA**PROPSN(6) 
ENDIF 
TMHBFAL = SDJ2*(SQ3*DCOS(THETA)+DSIN(THETA)) - AA*PROPSN(3) 
RETURN 
END 
! 
!*************CPPM ALGORITHM********************************************** 
SUBROUTINE TMHBCPPM(SS, PROPSN, DEPS, DE, FAILK, NTENS, NPRPSN,  
+                                                   CONSTI) 
IMPLICIT REAL*8(A-H, O-Z)   
DIMENSION SS(NTENS),PROPSN(NPRPSN),DEPS(NTENS),VR1(NTENS), 
+                        D2Q(NTENS,NTENS),DE(NTENS,NTENS),RK1(NTENS,NTENS), 
+                        RK(NTENS,NTENS),RP(NTENS),DEPS0(NTENS),DQ(NTENS), 
+                        DF(NTENS),VR(NTENS),DSS(NTENS),CONSTI(NTENS,NTENS) 
PARAMETER (SQ3=1.7320508075689D0, TOL1=1.D-8, TOL2=1.D-8) 
PARAMETER (ZERO=0.D0,ONE=1.D0,TWO=2.D0,THREE=3.D0) 
! 
EE = PROPSN(1) 
ENU = PROPSN(2) 
DO I=1, NTENS 
DEPS0(I)=DEPS(I) 
RP(I)=ZERO 
ENDDO 
FACT1 = (ONE+PROPSN(2)) / (ONE-TWO*PROPSN(2)) 
ICOUNT = 0 
TOL = TOL1*FAILK 
RR = ONE 
TLAM = ZERO 
1100   IF((FAILK.GT.TOL1 .OR. RR.GT.TOL2) .AND. ICOUNT.LT. 20) THEN 
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ICOUNT = ICOUNT+1 
CALL QSDERI(SS, PROPSN, NTENS, NPRPSN, DQ) 
CALL YSDERI(SS, PROPSN, NTENS, NPRPSN, DF) 
CALL QSSECONDDERI(SS, PROPSN, NTENS, NPRPSN, D2Q) 
CALL MATRIXPROD(DE, D2Q, RK1,NTENS) 
! 
DO I=1,NTENS 
DO J=1, NTENS 
RK1(I,J) = TLAM*RK1(I,J) 
END DO 
RK1(I,I) = ONE + RK1(I,I) 
END DO 
CALL IVSNC(RK1,NTENS,1.D-5) 
CALL MATRIXPROD(RK1,DE,RK,NTENS) 
FAILK1=RFAIL(DF,RK,RP,NTENS) 
HH = RFAIL(DF,RK,DQ,NTENS)  
IF(DABS(HH).LT.TOL2) WRITE(6,*) 'ERROR HH=0' 
DELLAM = (FAILK-FAILK1)/HH 
CALL VECTORADD(RP, DQ, DELLAM, VR, NTENS) 
CALL MCVPROD(RK,VR,DSS,NTENS) 
! 
DO I=1,NTENS 
SS(I)= SS(I) - DSS(I) 
ENDDO 
DEPS(1)= DEPS(1) + (DSS(1)-(DSS(2)+DSS(3))*ENU)/EE 
DEPS(2)= DEPS(2) + (DSS(2)-(DSS(1)+DSS(3))*ENU)/EE 
DEPS(3)= DEPS(3) + (DSS(3)-(DSS(1)+DSS(2))*ENU)/EE 
DO I=4, NTENS 
DEPS(I) = DEPS(I)+TWO*(ONE+ENU)/EE*DSS(I) 
ENDDO 
! 
FAILK = TMHBFAL(SS, PROPSN, NTENS, NPRPSN) 
TLAM = TLAM+DELLAM 
RR = ZERO 
DO I=1, NTENS 
RP(I) = -DEPS(I)+DEPS0(I)+TLAM*DQ(I) 
RR = RR + RP(I)*RP(I) 
ENDDO   
RR = SQRT(RR) 
GOTO 1100 
ENDIF   
! 
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CALL MCVPROD(RK,DQ,VR,NTENS) 
CALL VECTORMATRIXPROD(DF,RK,VR1,NTENS) 
CALL DYADICPROD(VR,VR1,DE,NTENS) 
DO I=1,NTENS 
DO J=1, NTENS 
CONSTI(I,J) = RK(I,J)-DE(I,J)/HH 
ENDDO 
ENDDO 
RETURN 
END 
! 
!**********DERIVATIVE OF YIELD SURFACE TO STRESS************************* 
! 
SUBROUTINE YSDERI(TSS, PROPSN, NTENS, NPRPSN, DFST) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)    
DIMENSION TSS(NTENS), PROPSN(NPRPSN), DFST(NTENS) 
PARAMETER (ZERO=0.D0,TWO=2.D0,THREE=3.D0) 
! 
CALL INVAR(TSS, SIGM, DSJ2, SJ3,THETA, NTENS)   
CALL YSDERICOEF(PROPSN, NPRPSN, SIGM, DSJ2, THETA, B0, B1, B2) 
!               
S11 = TSS(1)-SIGM 
S22 = TSS(2)-SIGM 
S33 = TSS(3)-SIGM 
S12 = TSS(4) 
! 
DJ2D3 = DSJ2*DSJ2/THREE 
IF(NTENS.EQ.4) THEN                                     
DFST(1) = B0 + B1*S11 + B2*(S22*S33+DJ2D3)   
DFST(2) = B0 + B1*S22 + B2*(S11*S33+DJ2D3) 
DFST(3) = B0 + B1*S33 + B2*(S11*S22-S12*S12+DJ2D3)  
DFST(4) = TWO*B1*S12 - TWO*B2*S33*S12 
ELSE IF(NTENS.EQ.6) THEN 
S13 = TSS(5) 
S23 = TSS(6) 
DFST(1) = B0 + B1*S11 + B2*(S22*S33-S23*S23+DJ2D3)   
DFST(2) = B0 + B1*S22 + B2*(S11*S33-S13*S13+DJ2D3) 
DFST(3) = B0 + B1*S33 + B2*(S11*S22-S12*S12+DJ2D3)  
DFST(4) = TWO*(B1*S12 + B2*(S13*S23-S33*S12)) 
DFST(5) = TWO*(B1*S13 + B2*(S12*S23-S22*S13)) 
DFST(6) = TWO*(B1*S23 + B2*(S12*S13-S11*S23)) 
ENDIF 
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RETURN 
END 
! 
!********************RETURN INVARIANTS OF STRESS************************* 
! 
SUBROUTINE INVAR(STSS, SIGM, SDJ2, DJ3,THETA,NTENS)       
IMPLICIT REAL*8(A-H,O-Z)  
DIMENSION STSS(NTENS) 
PARAMETER (ZERO=0.D0,ONE=1.D0,TWO=2.D0,THREE=3.D0,SIX=6.D0) 
PARAMETER (TINY=1.D-10, SQ3=1.7320508075689D0) 
! 
IF(NTENS.EQ.4)THEN 
SX=STSS(1) 
SY=STSS(2) 
SZ=STSS(3) 
SXY=STSS(4) 
SIGM=(SX+SY+SZ)/THREE 
DSBAR=DSQRT(((SX-SY)**2+(SY-SZ)**2+(SZ-SX)**2+SIX*SXY*SXY)/TWO) 
IF(DSBAR.LT.TINY) THEN 
DJ2=ZERO 
THETA=ZERO 
DJ3=ZERO 
ELSE 
DX=SX-SIGM 
DY=SY-SIGM 
DZ=SZ-SIGM 
SDJ2 = DSBAR/SQ3 
DJ3=DX*DY*DZ-DZ*SXY*SXY 
COSE=1.35D1*DJ3/(DSBAR**3) 
IF(COSE.GT.ONE)COSE=ONE 
IF(COSE.LT.-ONE) COSE=-ONE 
THETA=DACOS(COSE)/THREE 
ENDIF 
ELSEIF(NTENS.EQ.6)THEN       
SX=STSS(1) 
SY=STSS(2) 
SZ=STSS(3) 
S4=STSS(4) 
S5=STSS(5) 
S6=STSS(6) 
SIGM=(SX+SY+SZ)/THREE 
D3J2=((SX-SY)**2+(SY-SZ)**2+(SZ-SX)**2)/TWO 
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+               +(S4*S4+S5*S5+S6*S6)*THREE       
DSBAR=DSQRT(D3J2) 
IF(DSBAR.LT.TINY)THEN 
SDJ2=ZERO 
THETA=ZERO 
DJ3=ZERO 
ELSE 
DX=SX-SIGM 
DY=SY-SIGM 
DZ=SZ-SIGM 
SDJ2 = DSBAR/SQ3 
DJ3=DX*DY*DZ+TWO*S4*S5*S6-DX*S6*S6-DY*S5*S5-DZ*S4*S4 
COSE=1.35D1*DJ3/(DSBAR**3) 
IF(COSE.GT.ONE)COSE=ONE 
IF(COSE.LT.-ONE) COSE=-ONE 
THETA=DACOS(COSE)/THREE 
ENDIF 
ENDIF 
RETURN 
END 
! 
SUBROUTINE YSDERICOEF(PROPSN, NPRPSN, SIGM, SDJ2, THETA, B0, B1, B2) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)  
DIMENSION PROPSN(NPRPSN)  
PARAMETER (ZERO=0.D0, ONE=1.D0, TWO=2.D0,THREE=3.D0) 
PARAMETER (SQ3=1.7320508075689D0) 
IF(THETA.GT.1.038D0) THETA = 1.03D0  
IF(THETA.LE.8.726D-4) THETA=8.726D-4 
SNTH = DSIN(THETA) 
CSTH = DCOS(THETA) 
SS3 = SIGM-SDJ2/SQ3*(CSTH+SQ3*SNTH) 
AA = PROPSN(4)*SS3/PROPSN(3)+PROPSN(5) 
IF(AA .LT. ZERO) THEN 
AA = -AA 
AA = -AA**(PROPSN(6)-ONE) 
ELSE  
AA = AA**(PROPSN(6)-ONE) 
ENDIF 
!  
F1 = PROPSN(4)*PROPSN(6)*AA 
B0 = -F1/THREE 
! 
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THETA3 = THREE*THETA 
SN3TH = DSIN(THETA3) 
CS3TH = DCOS(THETA3) 
CTAN3 = CS3TH/SN3TH 
! 
B11 = SQ3*CSTH + SNTH + (CSTH-SQ3*SNTH)*CTAN3 
B12 = F1*(CSTH+SQ3*SNTH+(SQ3*CSTH-SNTH)*CTAN3)/SQ3 
B1 = (B11+B12)/TWO/SDJ2 
DJ2 = SDJ2*SDJ2 
B21 = THREE*SNTH-SQ3*CSTH-F1*(SQ3*CSTH-SNTH) 
B2 = B21/TWO/SN3TH/DJ2 
RETURN 
END 
!      
!*****COEFFICIENTS Q0, Q1 OF THE DERIVATIVES TO POTENTIAL SURFACE****** 
! 
SUBROUTINE QSDERICOEF(PROPSN, NPRPSN, SIGM, SDJ2, Q0, Q1) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)  
DIMENSION PROPSN(NPRPSN)  
PARAMETER (TINY=1.D-10,ZERO=0.D0, ONE=1.D0,TWO=2.D0,THREE=3.D0) 
PARAMETER (SQ3=1.7320508075689D0) 
RR = PROPSN(7)*(SIGM-SDJ2)/PROPSN(3)+PROPSN(8) 
IF(RR .LT. ZERO) THEN 
RR = -RR 
RR = -RR**(PROPSN(9)-ONE) 
ELSE 
RR = RR**(PROPSN(9)-ONE) 
ENDIF 
F1 = PROPSN(9)*PROPSN(7)*RR 
Q0 = -F1/THREE 
Q1 = (ONE+F1/TWO)/SDJ2 
RETURN 
END 
!      
!********DERIVATIVE OF PLASTIC POTENTIAL********************************** 
!       
SUBROUTINE QSDERI(ST, PROPSN, NTENS, NPRPSN, DQST) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)    
DIMENSION ST(NTENS), PROPSN(NPRPSN), DQST(NTENS) 
PARAMETER (ZERO=0.D0, TWO=2.D0) 
! 
CALL INVAR(ST, SIGM, DSJ2, SJ3,THETA, NTENS)   
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CALL QSDERICOEF(PROPSN, NPRPSN, SIGM,DSJ2, Q0, Q1) 
S11 = ST(1)-SIGM 
S22 = ST(2)-SIGM 
S33 = ST(3)-SIGM 
S12 = ST(4) 
!  
IF(NTENS.EQ.4) THEN 
DQST(1) = Q0 + Q1*S11  
DQST(2) = Q0 + Q1*S22  
DQST(3) = Q0 + Q1*S33 
DQST(4) = TWO*Q1*S12 
ELSE IF(NTENS.EQ.6) THEN 
S13 = ST(5) 
S23 = ST(6) 
DQST(1) = Q0 + Q1*S11  
DQST(2) = Q0 + Q1*S22  
DQST(3) = Q0 + Q1*S33  
DQST(4) = TWO*Q1*S12  
DQST(5) = TWO*Q1*S13 
DQST(6) = TWO*Q1*S23  
ENDIF 
RETURN 
END 
! 
SUBROUTINE DYADICPROD(DM1,DM2,DM3,NTENS) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)   
DIMENSION DM1(NTENS),DM2(NTENS),DM3(NTENS,NTENS) 
DO I=1,NTENS 
   DO J=1,NTENS 
      DM3(I,J) = DM1(I)*DM2(J) 
   END DO 
END DO 
RETURN 
END 
! 
SUBROUTINE MATRIXPROD(DM1,DM2,DM3,NTENS)      
IMPLICIT DOUBLE PRECISION(A-H,O-Z)   
DIMENSION DM1(NTENS,NTENS),DM2(NTENS, NTENS),DM3(NTENS,NTENS) 
DO I=1, NTENS 
   DO J=1, NTENS 
     TD=0.D0 
     DO K=1, NTENS 
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        TD = TD + DM1(I,K)*DM2(K,J) 
     ENDDO 
     DM3(I,J)=TD 
   ENDDO 
ENDDO 
RETURN  
END 
! 
REAL*8 FUNCTION RFAIL(DAT,RK,DQ,NTENS)       
IMPLICIT DOUBLE PRECISION(A-H,O-Z)   
DIMENSION DAT(NTENS),RK(NTENS,NTENS), DQ(NTENS), DM(NTENS) 
CALL VECTORMATRIXPROD(DAT,RK,DM,NTENS) 
RFAIL=VALUEOFVEC(DM, DQ, NTENS) 
RETURN  
END 
!       
REAL*8 FUNCTION VALUEOFVEC(DV1, DV2, NN) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)  
DIMENSION DV1(NN), DV2(NN) 
TD = 0.D0 
DO I=1, NN 
   TD = TD + DV1(I)*DV2(I) 
ENDDO 
VALUEOFVEC = TD 
RETURN 
END 
!       
!***************SECOND GRADIENT OF FLOW POTENTIAL********************** 
! 
SUBROUTINE QSSECONDDERI(ST, PROPSN, NTENS, NPRPSN, DQ) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)    
DIMENSION ST(NTENS), PROPS(NPROPS), DQ(NTENS,NTENS) 
PARAMETER (ZERO=0.D0,ONE=1.D0,TWO=2.D0,THREE=3.D0,FOUR=4.D0) 
PARAMETER (SQ3=1.7320508075689D0) 
! 
CALL INVAR(ST, SIGM, DSJ2, DJ3,THETA, NTENS) 
S11=ST(1)-SIGM 
S22=ST(2)-SIGM 
S33=ST(3)-SIGM 
S12=ST(4)    
!       
DJ2=DSJ2*DSJ2 
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SIG = PROPSN(3) 
VMG = PROPSN(7) 
VALFG = PROPSN(9) 
RR=(SIGM-DSJ2)/SIG*VMG+PROPSN(8) 
IF(RR.LT.ZERO) RR=-RR 
! 
F2=RR**(VALFG-TWO)*VALFG*(ONE-VALFG)*VMG*VMG/SIG 
Q1 = (ONE+VALFG*VMG*RR**(VALFG-ONE)/TWO)/DSJ2 
Q01= F2/9.D0 
Q02= -F2/DSJ2/6.D0 
Q11= Q02 
Q12= F2/DJ2/FOUR-Q1/DJ2/TWO 
! 
DQ(1,1)= Q01+TWO*Q02*S11+Q12*S11*S11+TWO*Q1/THREE 
DQ(1,2)= Q01+Q02*(S22+S11)+Q12*S11*S22-Q1/THREE 
DQ(1,3)= Q01+Q02*(S33+S11)+Q12*S11*S33-Q1/THREE 
DQ(1,4)= TWO*(Q02+Q12*S11)*S12 
DQ(2,1)= DQ(1,2) 
DQ(2,2)= Q01+TWO*Q02*S22+Q12*S22*S22+TWO*Q1/THREE 
DQ(2,3)= Q01+Q02*(S33+S22)+Q12*S22*S33-Q1/THREE 
DQ(2,4)= TWO*(Q02+Q12*S22)*S12 
DQ(3,1)= DQ(1,3) 
DQ(3,2)= DQ(2,3) 
DQ(3,3)= Q01+TWO*Q02*S33+Q12*S33*S33+TWO*Q1/THREE 
DQ(3,4)= TWO*(Q02+Q12*S33)*S12 
DQ(4,1)= DQ(1,4) 
DQ(4,2)= DQ(2,4) 
DQ(4,3)= DQ(3,4) 
DQ(4,4)= FOUR*Q12*S12*S12+TWO*Q1 
IF(NTENS.EQ.6)THEN 
S13=ST(5) 
S23=ST(6) 
DQ(1,5)= TWO*(Q02+Q12*S11)*S13 
DQ(1,6)= TWO*(Q02+Q12*S11)*S23 
DQ(2,5)= TWO*(Q02+Q12*S22)*S13 
DQ(2,6)= TWO*(Q02+Q12*S22)*S23 
DQ(3,5)= TWO*(Q02+Q12*S33)*S13 
DQ(3,6)= TWO*(Q02+Q12*S33)*S23 
DQ(4,5)= FOUR*Q12*S12*S13 
DQ(4,6)= FOUR*Q12*S12*S23 
DQ(5,1)=DQ(1,5) 
DQ(5,2)=DQ(2,5) 
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DQ(5,3)=DQ(3,5) 
DQ(5,4)=DQ(4,5) 
DQ(5,5)= FOUR*Q12*S13*S13+TWO*Q1 
DQ(5,6)= FOUR*Q12*S13*S23 
DQ(6,1)=DQ(1,6) 
DQ(6,2)=DQ(2,6) 
DQ(6,3)=DQ(3,6) 
DQ(6,4)=DQ(4,6) 
DQ(6,5)=DQ(5,6) 
DQ(5,6)= FOUR*Q12*S23*S23+TWO*Q1 
ENDIF    
RETURN 
END 
! 
!****************************INVERSE MATRIX******************************** 
! 
SUBROUTINE IVSNC(A,N,EP)  
IMPLICIT REAL*8(A-H,O-Z)  
DIMENSION A(N,N)  
REAL*8, ALLOCATABLE::B(:),C(:) 
INTEGER, ALLOCATABLE::ME(:),MF(:)  
ALLOCATE (B(N), C(N), ME(N), MF(N), STAT=IJ)  
! 
IF ( IJ .NE. 0 ) STOP "IVSNC: Allocate Error!"  
DO 10,K=1,N  
   Y=0.D0  
   DO 20,I=K,N  
      DO 20,J=K,N  
         IF(DABS(A(I,J)).LE.DABS(Y))GOTO 20  
         Y=A(I,J)  
         I2=I  
         J2=J  
20         CONTINUE  
   IF(DABS(Y).LT.EP)GOTO 32  
   IF(I2.EQ.K)GOTO 33  
   DO 11,J=1,N  
      W=A(I2,J)  
      A(I2,J)=A(K,J)  
11            A(K,J)=W  
33         IF(J2.EQ.K)GOTO 44  
   DO 22,I=1,N  
      W=A(I,J2)  
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      A(I,J2)=A(I,K)  
22            A(I,K)=W  
44         ME(K)=I2  
   MF(K)=J2  
   DO 50,J=1,N  
   IF(J-K) 2,3,2  
3           B(J)=1.D0/Y  
   C(J)=1.D0  
   GOTO 4  
2           B(J)=-A(K,J)/Y  
   C(J)=A(J,K)  
4           A(K,J)=0.D0  
   A(J,K)=0.D0  
50         CONTINUE  
   DO 40,I=1,N  
      DO 40,J=1,N  
40                A(I,J)=A(I,J)+C(I)*B(J)  
10       CONTINUE  
DO 60,L=1,N  
   K=N-L+1  
   K1=ME(K)  
   K2=MF(K)  
   IF(K1.EQ.K)GOTO 70  
   DO 55,I=1,N  
      W=A(I,K1)  
      A(I,K1)=A(I,K)  
55            A(I,K)=W  
70         IF(K2.EQ.K)GOTO 60  
   DO 66,J=1,N  
      W=A(K2,J)  
      A(K2,J)=A(K,J)  
66             A(K,J)=W  
60      CONTINUE  
GOTO 88  
32       EP=-EP  
88       DEALLOCATE(B,C,ME,MF)  
RETURN  
END 
! 
SUBROUTINE VECTORADD(V1, V2, CB, VR, NN) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)    
DIMENSION V1(NN), V2(NN), VR(NN) 
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DO I=1,NN 
   VR(I)=V1(I)+CB*V2(I) 
ENDDO 
RETURN 
END 
! 
SUBROUTINE MCVPROD(DM,DV,DVR,NN) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)    
DIMENSION DM(NN,NN), DV(NN), DVR(NN)    
DO I=1,NN 
   TD = 0.D0 
   DO J=1,NN 
      TD = TD+DM(I,J)*DV(J) 
   ENDDO 
   DVR(I)=TD 
ENDDO    
RETURN 
END 
! 
SUBROUTINE VECTORMATRIXPROD(V1,VM1,VR,NN) 
IMPLICIT DOUBLE PRECISION(A-H,O-Z)    
DIMENSION V1(NN), VM1(NN,NN), VR(NN)    
DO I=1,NN 
   TD = 0.D0 
   DO J=1,NN 
      TD = TD+V1(J)*VM1(J,I) 
   ENDDO 
   VR(I)=TD 
ENDDO    
RETURN 
END 
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G.1-a G.1-b 
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G.1-e G.1-f 
  
G.1-g G.1-h 
  
G.1-i G.1-j 
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G.1-k G.1-l 
  
G.1-m G.1-n 
Figure G.1 Temperature field and PEEQ distribution in each case. PEEQ: equivalent plastic 
strain. 
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G.2-a G.2-b 
  
G.2-c G.2-d 
  
G.2-e G.2-f 
Figure G.2 Displacement magnitude contours in the vicinity of the 9 m wide cavity under different 
scenarios (unit: 3): a) 1d heat transfer, b) 20d heat transfer, c) 50d heat transfer, d) 100d 
heat transfer, e) the M-analysis, and f) the STM-analysis. 
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a) STM-18 b) STM-20 
  
c) STM-30 d) STM-35 
 
e) STM-40 
 
f) STM-45 
Figure G.3 Plots of the high-temperature area (T > 50 °C) around a single cavity in the scenarios. 
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G.4-1 STM-3 G.4-2 M-3 
  
G.4-3 STM-6 G.4-4 M-6 
  
G.4-5 STM-12 G.4-6 M-12 
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G.4-7 STM-15 G.4-8 M-15 
  
G.4-9 STM-18 G.4-10 M-18 
  
G.4-11 STM-20 G.4-12 M-20 
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G.4-13 STM-25 G.4-14 M-25 
  
G.4-15 STM-30 G.4-16 M-30 
  
G.4-17 STM-35 G.4-18 M-35 
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G.4-19 STM-40 G.4-20 M-40 
  
G.4-21 STM-45 G.4-22 M-45 
  
G.4-23 STM-50 G.4-24 M-50 
Figure G.4 Displacement magnitude contour in the vicinity of a single cavity in each scenario 
(unit: m). 
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Table G.1 Magnitudes of maximum displacement and ground subsidence from the scenarios 
with single cavity. 
Scenario 
Cavity width 
(m) 
Umax at cavity roof 
(m) 
Umax at side walls 
(m) 
Smax 
(mm) 
M-3 3 0.092 0.156 - 
STM-3 3 0.136 0.364 - 
M-6 6 0.146 0.195 - 
STM-6 6 0.189 0.474 - 
M-9 9 0.204 0.232 - 
STM-9 9 0.255 0.512 - 
M-12 12 0.265 0.260 - 
STM-12 12 0.295 0.576 - 
M-15 15 0.303 0.266 0.1 
STM-15 15 0.319 0.591 0.6 
M-18 18 0.351 0.278 0.4 
STM-18 18 0.366 0.618 1.4 
M-20 20 0.379 0.290 0.7 
STM-20 20 0.389 0.631 1.9 
M-25 25 0.446 0.323 2.2 
STM-25 25 0.457 0.726 2.5 
M-30 30 0.502 0.353 5.3 
STM-30 30 0.504 0.862 5.6 
M-35 35 0.549 0.366 9.1 
STM-35 35 0.549 0.998 9.5 
M-40 40 0.590 0.382 14.8 
STM-40 40 0.590 1.116 15.5 
M-45 45 0.625 0.413 21.3 
STM-45 45 0.625 1.243 21.8 
M-50 50 0.669 0.432 27.9 
STM-50 50 0.669 1.586 29.9 
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G.5-1 STM-5-10 G.5-2 STM-10-10 
  
G.5-3 STM-15-10 G.5-4 STM-20-10 
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G.5-9 STM-15-15 G.5-10 STM-20-15 
  
G.5-11 STM-25-15 G.5-12 STM-30-15 
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G.5-13 STM-10-20 G.5-14 STM-15-20 
  
G.5-15 STM-20-20 G.5-16 STM-25-20 
  
G.5-17 STM-30-20 G.5-18 STM-40-20 
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G.5-19 STM-10-25 G.5-20 STM-15-25 
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G.5-23 STM-30-25 G.5-24 STM-40-25 
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G.5-25 STM-50-25 
  
G.5-26 STM-10-30 G.5-27 STM-15-30 
  
G.5-28 STM-20-30 G.5-29 STM-25-30 
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G.5-30 STM-30-30 G.5-31 STM-40-30 
 
G.5-32 STM-50-30 
  
G.5-33 STM-20-40 G.5-34 STM-30-40 
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G.5-35 STM-40-40 
 
G.5-36 STM-50-40 
  
G.5-37 STM-25-50 G.5-38 STM-30-50 
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G.5-39 STM-40-50 
 
G.5-40 STM-50-50 
Figure G.5 Contour of vertical displacement in the vicinity of the cavities in each STM-scenario 
(unit: m). 
 
Appendix G  Modeling Results Associated to Chapter 6 205 
  
G.6-1 M-5-10 G.6-2 M-10-10 
  
G.6-3 M-15-10 G.6-4 M-20-10 
  
G.6-5 M-25-10 G.6-6 M-30-10 
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G.6-13 M-10-20 G.6-14 M-15-20 
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G.6-25 M-50-25 
  
G.6-26 M-10-30 G.6-27 M-15-30 
  
G.6-28 M-20-30 G.6-29 M-25-30 
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G.6-30 M-30-30 G.6-31 M-40-30 
 
G.6-32 M-50-30 
  
G.6-33 M-20-40 G.6-34 M-40-30 
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G.6-35 M-40-40 
 
G.6-36 M-40-50 
  
G.6-37 M-25-50 G.6-38 M-30-50 
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G.6-39 M-40-50 
 
G.6-40 M-50-50 
Figure G.6 Contour of vertical displacement in the vicinity of the cavities in each M-scenario (unit: 
m). 
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Table G.2 Magnitudes of maximum vertical displacement and ground subsidence in different 
scenarios. 
Scenario 
Cavity width 
Wc (m) 
Pillar width 
Wp (m) 
Ratio 
Wc/Wp 
Uvmax at cavity roof 
(m) 
Smax 
(mm) 
STM-5-10 5 10 2.0 0.207 - 
STM-10-10 10 10 1.0 0.277 0.4 
STM-15-10 15 10 0.7 0.364 1.0 
STM-20-10 20 10 0.5 0.452 6.3 
STM-25-10 25 10 0.4 0.571 17.4 
STM-30-10 30 10 0.3 0.647 26.9 
STM-5-15 5 15 3.0 0.183 - 
STM-10-15 10 15 1.5 0.259 0.4 
STM-15-15 15 15 1.0 0.334 0.9 
STM-20-15 20 15 0.8 0.412 4.1 
STM-25-15 25 15 0.6 0.484 13.2 
STM-30-15 30 15 0.5 0.561 20.4 
STM-10-20 10 20 2.0 0.254 0.4 
STM-15-20 15 20 1.3 0.322 0.9 
STM-20-20 20 20 1.0 0.396 4.0 
STM-25-20 25 20 0.8 0.47 12.3 
STM-30-20 30 20 0.7 0.548 19.0 
STM-40-20 40 20 0.5 0.712 50.4 
STM-10-25 10 25 2.5 0.236 0.3 
STM-15-25 15 25 1.7 0.317 0.9 
STM-20-25 20 25 1.3 0.390 3.7 
STM-25-25 25 25 1.0 0.466 9.7 
STM-30-25 30 25 0.8 0.537 18.3 
STM-40-25 40 25 0.6 0.666 47.8 
STM-50-25 50 25 0.5 0.809 94.7 
STM-10-30 10 30 3.0 0.232 0.3 
STM-15-30 15 30 2.0 0.312 0.9 
STM-20-30 20 30 1.5 0.390 3.5 
STM-25-30 25 30 1.2 0.461 9.4 
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Scenario 
Cavity width 
Wc (m) 
Pillar width 
Wp (m) 
Ratio 
Wc/Wp 
Uvmax at cavity roof 
(m) 
Smax 
(mm) 
STM-30-30 30 30 1.0 0.534 18.1 
STM-40-30 40 30 0.8 0.651 45.9 
STM-50-30 50 30 0.6 0.761 86.9 
STM-20-40 20 40 2.0 0.386 3.1 
STM-30-40 30 40 1.3 0.529 17.8 
STM-40-40 40 40 1.0 0.641 41.4 
STM-50-40 50 40 0.8 0.750 80.5 
STM-25-50 25 50 2.0 0.457 8.5 
STM-30-50 30 50 1.7 0.526 16.7 
STM-40-50 40 50 1.3 0.640 40.4 
STM-50-50 50 50 1.0 0.738 75.8 
M-5-10 5 10 2.0 0.142 - 
M-10-10 10 10 1.0 0.251 0.4 
M-15-10 15 10 0.7 0.351 0.9 
M-20-10 20 10 0.5 0.450 4.3 
M-25-10 25 10 0.4 0.555 11.0 
M-30-10 30 10 0.3 0.634 22.4 
M-5-15 5 15 3.0 0.132 - 
M-10-15 10 15 1.5 0.230 0.3 
M-15-15 15 15 1.0 0.321 0.8 
M-20-15 20 15 0.8 0.403 3.4 
M-25-15 25 15 0.6 0.482 9.4 
M-30-15 30 15 0.5 0.554 20.0 
M-10-20 10 20 2.0 0.218 0.3 
M-15-20 15 20 1.3 0.307 0.7 
M-20-20 20 20 1.0 0.390 3.2 
M-25-20 25 20 0.8 0.468 9.1 
M-30-20 30 20 0.7 0.544 18.4 
M-40-20 40 20 0.5 0.685 49.2 
M-10-25 10 25 2.5 0.217 0.3 
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Scenario 
Cavity width 
Wc (m) 
Pillar width 
Wp (m) 
Ratio 
Wc/Wp 
Uvmax at cavity roof 
(m) 
Smax 
(mm) 
M-15-25 15 25 1.7 0.304 0.6 
M-20-25 20 25 1.3 0.385 3.0 
M-25-25 25 25 1.0 0.461 8.5 
M-30-25 30 25 0.8 0.533 17.6 
M-40-25 40 25 0.6 0.663 46.3 
M-50-25 50 25 0.5 0.805 88.0 
M-10-30 10 30 3.0 0.216 0.2 
M-15-30 15 30 2.0 0.300 0.4 
M-20-30 20 30 1.5 0.380 3.0 
M-25-30 25 30 1.2 0.455 8.4 
M-30-30 30 30 1.0 0.528 16.7 
M-40-30 40 30 0.8 0.640 45.8 
M-50-30 50 30 0.6 0.753 80.4 
M-20-40 20 40 2.0 0.379 3.0 
M-30-40 30 40 1.3 0.523 16.4 
M-40-40 40 40 1.0 0.639 39.4 
M-50-40 50 40 0.8 0.735 74.1 
M-25-50 25 50 2.0 0.453 8.3 
M-30-50 30 50 1.7 0.520 15.8 
M-40-50 40 50 1.3 0.632 39.2 
M-50-50 50 50 1.0 0.726 75.6 
 
216 Appendix G  Modeling Results Associated to Chapter 6 
 
Figure G.7 Vertical displacement (U2) contour of STM-15-15-20 (unit: m). 
 
Figure G.8 Vertical displacement (U2) contour of STM-15-15-30 (unit: m). 
 
Figure G.9 Vertical displacement (U2) contour of STM-15-15-40 (unit: m). 
 
Figure G.10 Vertical displacement (U2) contour of STM-15-15-50 (unit: m). 
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Figure G.11 Vertical displacement (U2) contour of STM-15-15-60 (unit: m). 
 
Figure G.12 Vertical displacement (U2) contour of STM-15-15-66 (unit: m). 
 
Figure G.13 Vertical displacement (U2) contour of STM-20-20-15 (unit: m). 
 
Figure G.14 Vertical displacement (U2) contour of STM-20-20-20 (unit: m). 
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Figure G.15 Vertical displacement (U2) contour of STM-20-20-30 (unit: m). 
 
Figure G.16 Vertical displacement (U2) contour of STM-20-20-40 (unit: m). 
 
Figure G.17 Vertical displacement (U2) contour of STM-20-20-50 (unit: m). 
 
Figure G.18 Vertical displacement (U2) contour of STM-30-30-10 (unit: m). 
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Figure G.19 Vertical displacement (U2) contour of STM-30-30-20 (unit: m). 
 
Figure G.20 Vertical displacement (U2) contour of STM-30-30-26 (unit: m). 
 
Figure G.21 Vertical displacement (U2) contour of STM-30-30-33 (unit: m). 
 
Figure G.22 Vertical displacement (U2) contour of STM-40-40-7 (unit: m). 
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Figure G.23 Vertical displacement (U2) contour of STM-40-40-10 (unit: m). 
 
Figure G.24 Vertical displacement (U2) contour of STM-40-40-16 (unit: m). 
 
Figure G.25 Vertical displacement (U2) contour of STM-40-40-20 (unit: m). 
 
Figure G.26 Vertical displacement (U2) contour of STM-40-40-25 (unit: m). 
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Figure G.27 Vertical displacement (U2) contour of STM-50-50-6 (unit: m). 
 
Figure G.28 Vertical displacement (U2) contour of STM-50-50-10 (unit: m). 
 
Figure G.29 Vertical displacement (U2) contour of STM-50-50-16 (unit: m). 
 
Figure G.30 Vertical displacement (U2) contour of STM-50-50-20 (unit: m). 
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a) b) 
  
c) d) 
 
 
e)  
Figure G.31 Linear regression between maximum ground subsidence and total cavity width. 
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a) b) 
  
c) d) 
 
 
e)  
Figure G.32 Linear regression between Uvmax at cavity roof and total cavity width. 
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