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Cost-Optimal Operational 
Security in Transmission Grids                        
with Embedded HVDC Systems   
and Energy Storage
The future transmission grid for electrical power will face challenges
on an unprecedented scale as the transformation of the energy system
progresses. The massive integration of renewable energy sources will
require new methods and additional equipment to maintain the system
secure and cost-efficient. This doctoral thesis presents a cost-
optimization-based approach to securely operate a system which
comprises controllable devices such as phase shifting transformers,
overlaying HVDC grids and large-scale energy storage. Furthermore,
this work discusses efficient approaches to optimally coordinate
multiple inter-connected control areas, if one central controller is
undesirable for political or technical reasons.
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Zusammenfassung (German Abstract)
Der politisch vorangetriebene Ausstieg aus Kohle- und Atomenergie und die damit
einhergehende steigende Durchdringung von Erneuerbaren Energiequellen führt zu
einer geographischen und zeitlichen Umverteilung der erzeugten elektrischen En-
ergie. Zum einen führen beispielsweise große Windparks im Norden Deutschlands
dazu, dass die erzeugte Energie unter Umständen weite Strecken zum Verbraucher
im Süden zurücklegen muss und Netze lokal stark belastet werden. Zusätzliche
Übertragungskapazitäten sind aufgrund ökonomischer und technischer Vorteile
mit Hochspannungsgleichstromübertragung (HGÜ) zu erwarten. Zum anderen
liegt es in der Natur von Wind und Sonne, dass die Stromerzeugung nicht immer
zeitgleich zum Verbrauch erfolgt. Soll die Unabhängigkeit vom Leistungsaustausch
mit europäischen Nachbarn zu einem gewissen Grad gewahrt bleiben, stellen En-
ergiespeicher die einzige Möglichkeit zur Lastverschiebung dar.
Durch die veränderte Erzeugung sind bisher ungekannte Lastflusssituationen zu
erwarten und es wird notwendig sein, technisch erlaubte Betriebsbereiche voll
auszunutzen. Unter der Annahme, dass HGÜ-Systeme und Großspeicher in Zu-
kunft Bestandteil unseres Energiesystems sein werden, ergeben sich für Netz-
betreiber neue Möglichkeiten in der Systemführung. Des Weiteren ist es volk-
swirtschaftlich sinnvoll, notwendige Maßnahmen zur Sicherung der N-1 Sicher-
heit möglichst kostengünstig zu treffen. Deshalb handelt ein Teil dieser Arbeit
vornehmlich von dem optimierten Einsatz von HGÜ-Systemen und Speichern,
um teuren Kraftwerks-Redispatch zu minimieren oder ganz zu vermeiden. Es
wird ein Modell vorgestellt, mit dem ein Netzbetreiber – unter Voraussetzung von
entsprechenden Prognosen für Einspeisung und Last – prädiktiv die optimalen
Arbeitspunkte für HGÜ und Speicher bestimmen kann, welche auch im Falle
eines Leitungsausfalls nicht zu Verletzungen von thermischen Grenzen oder Span-
nungsbändern führen. Hierbei wird angenommen, dass nach einem Ausfall eine
ausreichend schnelle Kommunikation vorhanden ist, um für die leistungselektro-
nisch angeschlossenen Betriebsmittel neue Arbeitspunkte zu übermitteln oder zu
aktivieren. Es zeigt sich, dass durch diese Flexibilität der notwendige präventive
Redispatch deutlich verringert werden kann. Zudem werden Aspekte beleuchtet,
wie sich beispielsweise eine Vermaschung von HGÜ-Strecken, das heißt die Bildung
iii
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von HGÜ-Netzen, auf die quasi-stationäre Netzsicherheit auswirken können.
Da einzelne Netzgebiete in einem synchronen Netz niemals isoliert betrachtet wer-
den können, müssen benachbarte Netzbetreiber regelmäßig miteinander kommu-
nizieren und kooperieren. Eine Optimierung nach obigem Vorbild könnte von
einem zentralen Operator über Gebiets- oder Landesgrenzen hinweg erfolgen. Der
Rechenaufwand wäre jedoch hoch, und politisch scheint solch eine Lösung schwer
umsetzbar. Eine andere Möglichkeit ist die dezentrale Optimierung, bei der jeder
Betreiber die Hoheit über sein Gebiet behält und nur dazu angehalten ist, während
dem Prozess der gemeinsamen Lösungsfindung bestimmte Informationen mit den
Nachbarn auszutauschen. Dies stellt den zweiten Schwerpunkt dieser Arbeit dar.
Es werden Möglichkeiten aufgezeigt, wie eine verteilte Optimierung auch dann
erfolgen kann, wenn benachbarte Gebiete über zusätzliche HGÜ-Verbindungen
vernetzt sind. Hierbei führen die beiden implementierten Algorithmen (ADMM
und ALADIN) zu einer Lösung, welche annähernd ebenso kostenoptimal ist wie
eine zentral errechnete. Die sehr schnelle Konvergenz mit ALADIN lässt sich
durch einen erhöhten Informationsaustausch und Rechenaufwand erkaufen. Aus-
führliche Berechnungen illustrieren die Performanz der Algorithmen anhand der
Optimierung eines einzelnen Lastflussszenarios. Es wird jedoch auch gezeigt, dass
die Entkopplung der Netzgebiete ebenso für zeitliche und N-1 sichere Probleme
anwendbar ist.
iv
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Chapter 1
Introduction
Sustainability is the driver of industrialized nations around the globe to rethink
our energy system. That man-made climate change is a fact, or at least the in-
creasing variability of climate change, has found acceptance among the majority
of researchers all over the world. Consequences of continued CO2-emissions are
only to be estimated – a reduction of which is our duty toward future generations.
Large portions of CO2-emissions stem from the energy sector, for example as a re-
sult of burning coal and oil to produce electricity. Given the possible alternatives,
governments have started supporting the installation of renewable energy sources
(RES)1. This trend from easily controllable power generation toward fluctuating
generation with limited predictability poses new challenges to the remaining path
from production to consumption. Since power from RES can be highly regional,
the electrical grid might not be able to provide enough capacity for transportation.
The consequence is frequent congestion management by the transmission system
operator (TSO), such as generator redispatch2. In the long term, the costs of such
measures are unacceptable for society and start gaining negative attention with
the public3.
The backbone of secure power supply – the transmission system – will inevitably
undergo substantial progress to cope with already existing and continuously grow-
ing new challenges. Consequently, a radical transformation of the European power
system is anticipated by the European Network of Transmission System Opera-
1In Germany, the installed capacity of combined photovoltaic and wind power plants grew
from 26 GW to 98 GW between 2007 and 2017. The phase out of nuclear generation until 2022
has been agreed and the phase out of coal fueled generation until 2038 was recently proposed
– a further increase can thus be expected.
2Generator redispatch: generation decrease “upstream” and generation increase “down-
stream” of a bottleneck to avoid overloading.
3In Germany, redispatch costs grew from e 132.6 million (4,370 GWh) in 2013 [9] to
e 391.6 million (18,455 GWh) in 2017 [10].
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tors for Electricity (ENTSO-E), which released a new Research and Innovation
Roadmap 2017-2026 [30], focusing in particular on power system modernization,
flexibility and efficiency.
1.1 The Future Transmission System
The development of our present transmission system involves a multitude of as-
pects. The most important aspects which are relevant to the scope of this thesis
will be summarized below.
1.1.1 Network Enhancement
Regulatory measures will not be sufficient to cope with the challenges that are
introduced by massive RES integration. The power system must be strengthened
with different types of technologies.
Transfer Capacity with Benefits: VSC-based HVDC
One way to overcome costly congestion management is by installing new transmis-
sion capacities. Indeed, many kilometers of additional lines have been built, and
many more are planned. Besides conventional alternating current (AC) trans-
mission systems, a key role will be played by a new technology, namely high
voltage direct current (HVDC). In fact, DC transmission is not any younger than
AC technology. However, only in the past two decades, further development of
semiconductors and new converter topologies have made an embedded application
more attractive to transmission system operators. The transformation between
AC and DC current is based on so-called voltage source converters (VSC), which
are highly controllable and offer new possibilities – for example in terms of inde-
pendent active and reactive power injection. VSC-based technology enables the
principle of overlaying multi-terminal DC grids which will lead to a highly flexi-
ble power flow routing. The short response time facilitates efficient reactions to
disturbances in the grid, such as line outages. In combination with lower energy
losses over long distances compared to AC transmission, VSC-HVDC – in the
following simply referred to as HVDC or DC – has a great perspective to gain
importance in a future energy system mainly based on RES.
Versatile Grid Component: Energy Storage
Nevertheless, the simultaneous production and demand will remain crucial, even
though one could argue that in a widespread network, there will always be “enough
power generation somewhere”. This is arguably a precarious assumption and tech-
nology to shift energy from one point in time to another will be an important
2
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requirement for secure energy supply. The motivation to introduce energy stor-
age systems (ESS) to level out time displacement between power production and
consumption will arguably become indispensable when RES amount to at least
70-80% of electrical energy demand [92]. Despite the fact that this cannot be
expected within short time, large-scale storages are already being installed all
over the world, where frequency support is currently the main driver due to the
ability to quickly provide positive or negative power. In addition, recent network
development plan propositions in Germany include the consideration of ESS with
up to 500 MW installed power in order to improve congestion management [1],
that is, to provide power reserve in case of outages to relieve overloaded lines.
Furthermore, it is conceivable to support the transmission system with storages
from lower voltage levels, where aggregated reserve from home storage or electric
cars could sum up to relevant quantities in the future. It is unlikely that ESS with
such versatile application will only be employed on one field – instead, a combina-
tion will turn out to be most economic. For example, depending on the expected
load flow situation, a storage system could be obliged to reserve a certain amount
of positive or negative energy for possible outage scenarios and the subsequent
congestion management. The remaining energy capacity could then be used for
other requirements during normal operation, such as primary reserve or energy
shifting for an economic RES integration.
1.1.2 Intelligent System Operation
New equipment alone will not increase system security unless controlled ade-
quately. Thus, the potential of fast response devices will not be revealed without
advanced operating strategies and an underlying high-speed communication in-
frastructure. Grid observability must be increased via monitoring and forecasting
systems to enable advanced automatic control and intelligent decision support
tools for security assessment. In addition, optimization will play an important
role in order to be able to operate the system in a safe, but cost-effective state
to maximize global social welfare. Automatic or triggered control actions after
an outage will play a central role when exploiting security limits during normal
operation in order to minimize costs. Possible curative actions must be defined
in advance for each considered contingency and either be sent to the actuators
after the outage or be deployed in advance and then triggered. In any case, sig-
nals must be communicated quickly and reliably, if normal operation shall rely on
those curative measures.
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1.1.3 Coordination of Multiple Control Areas
Integrated energy markets4 lead to increasing cross-border trades and physical
power flows. While some years ago, congestion management used to be largely
a national matter, today’s control areas cannot be viewed as isolated anymore.
Clearly, central coordination would lead to a maximized global social welfare.
However, given the expected numerous controllable and observable units, and
subsequently the huge data generated, this seems out of reach. Furthermore, due
to political will, it is unlikely for an operator to give up authority over a control
area. Approaches will be required to maintain controller independence on the one
hand, but nevertheless approaching a system operating point close to the central
optimum on the other hand.
1.2 Contributions
The future transmission grid requires advanced operating schemes to optimally
exploit the introduced potential of controllability, which will be addressed in this
thesis. It is divided into two parts; the first part addresses the modeling and
testing of an advanced optimization framework. The objective is a cost-optimal
power system operation in a secure state, namely subject to stationary network
constraints (for example voltage or thermal limits) and in particular N-1 security.
The core feature is the efficient utilization of flexibilities provided by advanced
grid equipment such as HVDC systems and energy storage. In the case of optimal
storage operation, this requires RES forecasts and optimization over multiple time
steps. Cost-optimality considers certain risks which can be taken by a TSO to
neglect immunity against very improbable events, if the immunity would come
with huge costs. Case studies in two test systems of small (5-bus) and medium size
(67-bus) present comprehensive insights into the effectiveness of various control
modes. The main contributions of the first part – the centralized optimization
framework – are summarized to:
• Modeling of a modular framework for power flow optimization over multiple
time steps and multiple topologies.
• Integration of flexibilities from energy storage and embedded HVDC sys-
tems.
• Risk-based N-1 security under consideration of various control modes (pre-
ventive, curative or preventive-curative).
The second part involves the coordination of multiple control areas. The cen-
tralized optimization problem from the first part is divided into sub-problems
4Europe is under steady progress toward fully coupled day-ahead and intra-day markets.
In July 2018, continuous cross-zonal trading went live in 14 European countries [31].
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according to geographical control areas. The model of a hybrid AC-DC grid
requires certain mathematical formulations to enable a proper network decom-
position. Two efficient algorithms with different properties in terms of required
computation and communication are implemented and compared to push the in-
dependent sub-problems towards a central optimum. The main contributions of
the second part – the distributed optimization – are summarized to:
• Detailed network decomposition for hybrid AC-DC grids.
• Implementation and comparison of two algorithms: ADMM and ALADIN.
• Coordinated multi-area operational security.
1.3 Thesis Outline
The thesis is partitioned as follows:
• Chapter 2 provides a review of requirements and definitions related to op-
erational security in transmission systems according to ENTSO-E.
• In Chapter 3, an overview is given on recent developments in the opti-
mization of power system operation, namely Optimal Power Flow (OPF).
Schematic problem extensions relevant in the context of this thesis are high-
lighted.
• Mathematical formulations are presented in Chapter 4 to adequately de-
scribe the variables, constraints, and objectives of the underlying optimiza-
tion problem.
• Chapter 5 presents case studies for a single time step optimization in two test
systems to comprehensively highlight certain aspects, e.g. AC-DC optimal
power flow or N-1 security.
• Chapter 6 presents case studies where energy storage is included, which is
subsequently based on multiple time steps.
• In Chapter 7, two distributed algorithms are introduced and compared.
Furthermore, a simple example is presented to illustrate the two methods.
• Chapter 8 presents the application of the algorithms from Chapter 7 to
several case studies.
• In Chapter 9, the main findings are discussed and resulting conclusions are
drawn.
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If the reader is interested in single time step optimization with PST and HVDC
only, the reader is invited to read Chapters 4 and 5. If the reader is instead
interested in storage optimization, Chapters 4 and 6 are relevant. Lastly, if the
reader is only interested in distributed optimization, then the reader would find
Chapters 4, 7 and 8 of interest. In addition, Chapters 5 to 8 come with a short
summary for an overview of the results.
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Chapter 2
Operational Security in Transmission
Grids
Operational security is one responsibility among many that a TSO bears. There
exist different electricity markets all over the world, but usually, security aspects
are not a priori respected. It is the task of a TSO to regularly check whether or
not the market result, i.e. the planned dispatch, satisfies all security requirements
– and to take adequate measures if that is not the case. This is done on various
time scales, most importantly day-ahead and intra-day.
This chapter refers to the “UCTE Operation Handbook” [26], which is a collec-
tion of operation principles and rules for the transmission system operators in
continental Europe. More specifically, Policy 3 [28] and the related Appendix [27]
form the basis for the following aspects of Operational Security.
2.1 N-1 Security Principle
An important security measure is the “N-1 principle”. Let the network consist
of N elements including transmission lines, generators or bus bars. The rule
guarantees that with N − 1 elements, thus the loss of one arbitrary element, the
system remains within the Normal State:
• “Normal State means the system state where the system is within oper-
ational security limits in the N-situation and after the occurrence of any
contingency from the contingency list, taking into account the effect of the
available Remedial Actions.” [29]
A TSO can define additional sets of those operational security limits which can
be accepted for a certain amount of time, e.g. allowing an increased line loading
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from 100% to 120% for 15 minutes. However, if these limits are expected not be
met after an incident, the system is in Alert State:
• “Alert State means the system state where the system is within opera-
tional security limits, but a contingency from the contingency list has been
detected, for which in case of occurrence, the available Remedial Actions are
not sufficient to keep the Normal State.” [29]
N-1 calculations must be done in operational planning phase, based on forecast
data, as well as in real time operation in an automatic manner.
2.1.1 ASAP Restoration
Once a contingency has occurred, potential curative remedial actions are applied
and the system should be within operating limits. However, a second contingency,
also referred to as N-1-1 outage, might endanger the system. Therefore, a TSO
must try to restore N-1 security As Soon As Possible (ASAP). In the mean time,
the system might be at risk and the new calculation must be launched immediately
after the implementation of remedial actions.
2.1.2 Types of Contingencies
Tripping elements, which can not be predicted, are considered as contingencies.
Each TSO creates a list of relevant contingencies which must be taken into account
for the N-1 calculations. These include “normal types” such as lines, DC links,
transformers or generating units, but possibly also “exceptional types” such as
double circuit lines or bus bars. More severe contingencies (“out of range type”),
such as a tower with more than two lines or a total substation with more than a
busbar, must not necessarily be considered for N-1 calculations.
2.2 Remedial Actions
There are two categories of remedial actions:
• Curative actions can rapidly relieve constraints and are implemented after
the occurrence of a contingency.
• Preventive actions are launched before an anticipated contingency.
Those actions must be prepared in advance and the effectiveness must be validated
by load-flow calculations. Since remedial actions are explicitly considered during
N-1 calculations, the preparation and validation is continuously repeated during
operational planning phase (e.g. day-ahead) until a few hours ahead or even real
time operation. Important remedial actions could include to
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• change the tap position of a phase shifting transformer
• change power set points on HVDC systems
• redispatch generating units (including storage systems)
• shed loads
• change the network topology.
2.3 Risk Management
The main task of a TSO is to make the power system reliable, i.e. to ensure normal
system operation, limit the number of incidents and – as far as possible – avoid
major incidents. However, this need not be done at any price. Depending on the
contingency, a certain risk may be taken to avoid huge costs in the case an event is
very improbable to occur. The combination of Probability and non-served energy
or expected Loss (commonly in MWh), is an important measure to designate a
system operation at “acceptable Risk”, and the relation can be expressed with
Risk = Loss ∗ Probability. (2.1)
In Fig. 2.1, a schematic of the risk management policy is shown. On the horizontal
axis the possible incidents are assigned a certain probability, e.g. a high probability
for a generator outage and a very low probability for a high voltage substation
outage. On the vertical axis, the expected losses are depicted. The very left
column includes Zone 1, where extreme events of very low probability have a severe
impact. However, it would be too costly to cover these events with large security
margins. With increasing probability of an event, an “unacceptable consequences”
limit becomes active. Measures must be taken at all times to guarantee that
an event will not lead to losses above this threshold, i.e. the consequences are
unacceptable. For larger probabilities, a “maximum acceptable risk” is defined by
the TSO. With (2.1), an iso-risk curve comes into effect, which indicates that the
system should remain below that curve. For example, the system should be able
to maintain the full energy supply in case of a high-probability event.
As stated before, the activation of remedial actions is incorporated in N-1 calcu-
lations. For example, even if an event puts the system at risk, indicated with (1),
a curative measure is foreseen to bring it back to an acceptable risk, indicated
with (2). If a curative action is not available or sufficient, a preventive action (or
a combination of both) could be implemented and have the same effect.
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(1): Unacceptable risk after N-1
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Figure 2.1: Iso-risk curve and remedial actions according to ENTSO-E [27].
With an increase of the outage probability, the acceptable losses
decrease.
2.4 Summary
Continuous energy supply for any private or industrial customer is the main goal
for a transmission system operator. Nevertheless, the cost for society would be
unacceptable if the dimensioning and the security margins were laid out to cope
with any severe outage. In those cases, energy cuts must be a valid option to
maintain system security. By assigning penalty costs to a possible energy loss, a
trade-off can be searched which minimizes the general expenses plus the penalties
on condition that for each contingency, the risk level is not exceeded, i.e. effective
costs of remedial actions are below the cost of the risk [27].
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Optimal Power Flow – an Overview
Reaching optimality can be easy – it always depends on the problem posed. The
cheapest generator set point is straight-forward to calculate if the power network
is not considered, yet it is optimal in relation to the posed optimality condition.
Throughout this work, we consider the electrical grid as of highest interest and
focus on power flow-based optimization. In particular, this means that if not
mentioned explicitly, we relate to a full nonlinear load flow model. Furthermore,
the following literature review lacks numerous publications which do fit into the
topic but use simplified or linearized load flow models.
3.1 Optimal Power Flow (OPF)
Traditional Optimal Power Flow (OPF) goes back to the 1960s [17, 22] and has
since been studied intensively under consideration of a variety of constraints, re-
laxations, and objective functions. A comprehensive literature review until the
1990s can be found in [62, 63]. The most common branch is undoubtedly the mini-
mization of generator fuel costs subject to network constraints such as voltage and
line flow limits. Variables x are optimized to minimize a cost function “Costs”,
while assuring a “Feasible Power Flow”, i.e. remaining within “Network Security
Limits” and respecting the “Operational Limits of x”. For easier reference to these
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standard constraints, the set of constraints is collected in “Basics” :
minimize
x
Costs(x) (3.1a)
subject to
Feasible Power Flow
Network Security Limits
Operational Limits of x

 Basics(x). (3.1b)
3.2 Dynamic Optimal Power Flow (D-OPF)
Dynamic OPF, multi-time step OPF, multi-period OPF, OPF with inter-temporal
constraints, time-constrained OPF – the denomination of one and the same prob-
lem has not found consensus in research. They all describe a collection of mul-
tiple quasi-stationary time steps, which cannot be calculated independently due
to inter-temporal constraints, or “Dynamics”1. The first works take the time-
dependent generator scheduling for a reason to extend the OPF [18]. Then, energy
constraints are added in terms of energy contracts with generators [90, 68] or with
consumers [20]. With the rise of RES, energy storage has become a large topic
which is discussed in Chapter 3.5.3. In D-OPF, base variables are duplicated for
each time step, which is denoted with a superscript (x1, x2, .., xT ) and T the last
time step in the considered time horizon. The problem is described with
minimize
x1,..,xT
T∑
t=1
Costst(xt) (3.2a)
subject to Basicst(xt) for t = 1, .., T (3.2b)
Dynamics(x1, .., xT ). (3.2c)
3.3 Security-Constrained Optimal Power Flow (SC-OPF)
N-1 secure Optimal Power Flow, also called Security-Constrained Optimal Power
Flow, is an extended OPF. It includes additional topology states where single
elements have tripped and the controllable units can provide preventive and/or
curative remedial actions to keep the system within security limits before and
after a contingency. Since a whole list of outages is considered, preventive actions
must be valid for all scenarios.
1We emphasize that in OPF research, this always refers to quasi-stationarity where the
electrical frequency is invariant. Once frequency variation is included, it is referred to as
transient.
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3.3.1 Traditional SC-OPF
The first attempts on SC-OPF go back to the 1980s [2, 65] and recent developments
can be found in [16, 15]. Here, a superscript describes either variables from the
base case (x0), or variables from one of the C contingencies (x1, .., xC). So-called
“N-1 Coupling”-constraints relate the controllable units or states from before to
after an outage. Thus, they describe whether or not those variables are allowed
to change their set point. The “traditional” objective is to minimize the costs in
the base case, i.e. preventive remedial actions. The problem can be written as
minimize
x0,..,xC
Costs0(x0) (3.3a)
subject to Basicsc(xc) for c = 0, 1, .., C (3.3b)
N-1 Coupling(x0, .., xC). (3.3c)
3.3.2 Risk-based SC-OPF
In problem (3.3), every contingency, regardless of the probability, must be covered
by the security margins. No energy loss is allowed, even if necessary preventive
actions are unreasonably expensive. To cope with these circumstances, and mo-
tivated by the risk management policy from ENTSO-E [27], a risk-based OPF
formulation is of interest. This is a young, but growing research field and various
formulations are proposed. Additional risk constraints can be added [14, 81, 82],
and the violation of operating security limits can be allowed [49, 91]. However, as
an example, it can be hard to assign costs to voltage limit violations. Therefore,
it is reasonable to require operational security limits to be held at all time and to
only use the non-served energy as costly flexibility that a TSO can choose to take
a risk on. This is in line with [67, 66] where, however, additional scenarios with a
probability-weighted variation in the load or RES profile is added.
To account for a risk-based formulation, the objective function is augmented by
the cost of curative actions and non-served energy. The costs arising after an
outage c are weighted with a probability pc. The probability of a certain outage
is a parameter, which must be estimated by the responsible TSO. The problem
can be written to
minimize
x0,..,xC
Costs0(x0) +
C∑
c=1
pc · Costsc(xc) (3.4a)
subject to Basicsc(xc) for c = 0, 1, .., C (3.4b)
N-1 Coupling(x0, .., xC). (3.4c)
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3.4 Security-Constrained Dynamic Optimal Power Flow
(SC-D-OPF)
Recent works have sought to combine both N-1 security with the optimization of
multiple time steps. First research in that area was done in 2013 by [67], where
not only power but also necessary energy reserves can be determined to ensure
N-1 security. In [23], successive linear algorithms and approximated power flows
are used to solve large-scale SC-D-OPF problems in a European context. The
authors of [76] propose an SC-D-OPF model including uncertainty of wind power
or equipment availability, which is solved in a two-stage stochastic program. In
[37], SC-D-OPF is used as inner iteration in a hierarchical approach to optimize
a central deployment signal which is sent to the units able to provide a reserve.
Furthermore, [66, 55, 86] are described in the ESS-section 3.5.3.
Consequently combining the approaches from D-OPF and SC-OPF, two super-
scripts (t, c) denote time step and contingency in SC-D-OPF, subsequently re-
sulting in (x1,0, .., x1,C , .., xT,0, .., xT,C). The full problem contains both dynamic
constraints over all base cases and security constraints for each time step:
minimize
x1,0,..,x1,C ,..,
xT,0,..,xT,C
T∑
t=1
Costst,0(xt,0) +
T∑
t=1
C∑
c=1
pt,c · Costst,c(xt,c) (3.5a)
subject to Basicst,c(xt,c) for c = 0, 1, .., C and t = 1, .., T (3.5b)
N-1 Couplingt(xt,0, .., xt,C) for t = 1, .., T (3.5c)
Dynamics(x1,0, .., xT,0). (3.5d)
An overview of the schematic modeling of different OPF variations is given in
Fig. 3.1.
3.5 Integration of Additional Assets
With a future energy system based on RES, the need for additional assets at hand
of a TSO is unarguable. We distinguish between
• AC power flow routing: traditional Phase Shifting Transformers (PST)
or power electronic devices such as Flexible AC Transmission Systems
(FACTS) allow for an optimization of voltage magnitude and angle which
affects active and reactive power flow over a certain line and subsequently
in the network;
• HVDC systems: embedded HVDC systems add transmission capacity on
the one hand, and – with VSC-based technology – independent active and
reactive power control on the other hand;
14
3.5. INTEGRATION OF ADDITIONAL ASSETS
t = 1 t = 2 t = 3c = 0
c
=
1
c
=
1
c
=
1
c
=
2
c
=
2
c
=
2
c = 0
t = 1
c = 0
t = 2
Base
case
OPF SC-OPF D-OPF SC-D-OPF
Figure 3.1: From left to right: Basic OPF, N-1-secure OPF with two
contingencies, Dynamic OPF with three time steps, N-1-secure
dynamic OPF with two contingencies and two time steps.
• Energy Storage Systems: fluctuating RES production and load can be
leveled out by shifting energy over time, and congested lines can be relieved
with positive and negative active power reserve.
If OPF-based control is used by a TSO, the above-stated additional flexibilities
should be considered in the calculations to enable a cost-optimal solution.
3.5.1 AC Power Flow Routing
Variable tap transformers have been integrated into power system planning and
operation for a long time and are considered as standard equipment of a TSO.
In [71], PSTs are integrated in a large-scale OPF and [64] implements various ad-
ditional constraints on tap changing. The author in [79] uses PSTs to intensively
study effects on the Belgian (and bordering) transmission system. Power elec-
tronic based flexible AC transmission systems are used to optimize active power
flow [40] and OPF is used in [3] to search for optimal locations of Unified Power
Flow Controllers (UPFC).
N-1 Security
Suitable UPFC models for the incorporation in SC-OPF are derived in [56], and
[50] presents an SC-OPF with controllable discrete transformer taps.
3.5.2 HVDC Systems
Probably the first to include VSC-based HVDC systems into OPF calculations
was [72] in 2007. Initially, converter losses are neglected, but [87] closes the gap.
In [13], different control strategies are applied to the VSCs in a meshed DC grid
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to minimize steady-state losses and in [58], AC-DC OPF is used to calculate an
optimal VSC schedule. Shortly after in 2014, [73] claimed to present the first VSC-
based AC-DC OPF in a fully meshed DC network. New programming approaches
are presented in [6] and AC-DC OPF is used in [35] to evaluate the economic
benefit of installing VSC-based HVDC systems in existing AC grids, followed by
other power flow studies.
N-1 Security
After the AC-DC OPF had established, the focus logically turned towards N-1
security. In [88], the positive effect of allowing curative actions by the HVDC
system are examined, however, the AC grid is linearized. In [74], this drawback
is removed, and the authors in [12] also include short term post-contingency cor-
rective control and a risk-based objective. Most recently, further applications, for
example to robust approaches [59] or optimized generator redispatch [102], are
presented among others.
3.5.3 Energy Storage Systems
The first D-OPF applications including energy storage focused on hydrothermal
power plants and the related time-dependent water reservoirs [84, 78]. Starting
2011, battery storage was used to cope with distributed RES [54] and to optimally
control active distribution networks [38, 42]. Isolated microgrids are optimized
with D-OPF in [70], and robust formulations follow in [48].
N-1 Security
Using distributed batteries for N-1 security was presented in 2015 by [85]. How-
ever, a linearized AC network is considered and furthermore, the state of charge of
the battery is neglected – the author assumes that there is always enough energy
reserve for the curative actions. In [11], AC power flow is considered and, to some
extent, the state of charge of the batteries. The base case, i.e. the available energy
for a particular outage, cannot be optimized and is assumed as given.
A concept to include the inter-temporal dependencies for the base case is presented
in [66], and actual case studies and the impact on storage operation are shown
in [55]. In [86], the base case storage operation is included into a N-1 secure day-
ahead unit commitment problem considering a linearized network model, which
is solved in two iterative stages, i.e. before and after the contingency.
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Table 3.1: Literature overview on OPF types with ESS and/or HVDC.
OPF type Extensions Literature
OPF HVDC [72, 87, 6, 13, 58, 73, 35]
SC-OPF HVDC [88, 74, 12, 102]
SC-OPF ESS [85, 11]
D-OPF ESS [54, 38, 70, 42, 48]
D-OPF ESS & HVDC [95]
SC-D-OPF ESS [66, 55, 86]
SC-D-OPF ESS & HVDC [99]
3.5.4 HVDC and ESS
Despite the fact that both HVDC and ESS seem to deserve close attention when
optimizing power system operation, only a few works exist to combine the advan-
tages of both assets. In [95], a D-OPF is applied to a hybrid AC-DC grid with
ESS and in [99], the framework is extended to cope with N-1 security.
An overview of the relevant works which incorporate HVDC and/or ESS for dif-
ferent OPF applications is given in Table 3.1. In the case of OPF with HVDC and
D-OPF with ESS, only a selection of the most relevant and high-quality papers
is displayed.
3.6 Handling Discrete Variables
Some variables are of discrete nature and form a major concern for solution strate-
gies. As of today, there are no solvers available to efficiently handle the possibly
most challenging optimization problem with the properties of being large-scale,
nonlinear, non-convex and mixed integer. One basically has the choice between
linearizing the model and maintaining the discrete variables, or to relax the dis-
crete variables into continuous ones and maintain system nonlinearity. Either way,
a trade-off must be accepted and global optimality is a goal that will probably
never be reached under guarantee. The most important mixed integer variables
and constraints are described in the following.
Generator Operating Constraints
Thermal power generation is based on comparatively slow processes. Beside the
ramp rate, which can be modeled continuously, a power plant might be subject
to minimum up or down times. Furthermore, startup and shutdown costs might
play a role, which were considered in a Mixed Integer Linear Program (MILP)
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as early as 1962 [39]. However, the so-called unit commitment problem is often
neglected in OPF-based investigations by reasoning that the generators are ei-
ther fast enough (e.g. gas turbines) or known to be on-/oﬄine. In the latter
case, an online generator could simply be subject to a minimum power generation
limit. A reasonable trade-off is to compute a two-stage optimization: first with an
MILP, and second a continuous nonlinear problem (NLP) with a given generator
commitment.
Transformer Taps or Shunt Steps
Transformer taps and shunt steps usually do not directly contribute to the cost
function. Furthermore, the discrete steps are small compared to the covered range
of the variable. For example, a transformer tap could lie between ±20 % with a
step size of 2 % and therefore, relaxation to a continuous variable seems to be a
reasonable approach. In [71] it is shown for a large-scale network under various
loading conditions that the effects of discretization are very small. Nevertheless,
good care must be taken in order not to provoke an infeasible power flow situation.
Rounding strategies are widely used, i.e. the resulting continuous value is rounded
to the closest valid discrete step. An additional simulation should be done to verify
the feasibility of the modified power flow. With multiple discrete units, this step
could be repeated by only rounding and fixing the units which are closest to a
valid value, until all units are fixed [50].
Optimal Transmission Switching
As stated in Chapter 2.2, a change in topology is a possible remedial action for a
TSO. In some situations, it can be beneficial to switch out overloaded lines or to
switch in other lines for stress relief. The decision which line to switch in or out is
inevitably binary. Therefore, a true optimization is only possible with a simplified
network model [36] loosing crucial information on voltage magnitudes and reactive
power. Similar to the generator commitment, a two-stage process with a MILP
in the first stage and an NLP in the second stage can lead to acceptable results.
3.7 Solving the Continuous Problem
Considering the full AC power balance, this is a nonlinear and non-convex op-
timization problem which is not easy to solve, but powerful methods have been
developed to tackle the problem efficiently these days, even at large-scale. Most
state-of-the-art continuous NLP solvers are based on primal-dual interior point
methods with logarithmic barrier functions to treat inequality constraints (early
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works from [89, 83, 77]). A general NLP has the form
minimize
x
f(x) (3.6a)
subject to g(x) = 0 (3.6b)
h(x) ≤ 0, (3.6c)
where cost function f(x), equality constraints g(x) and inequality constraints
h(x) are assumed to be twice continuously differentiable. To handle inequalities
efficiently, slack variables s are introduced to form equalities instead. With a
logarithmic barrier function to penalize slack variables, the problem is formed to
minimize
x
f(x)− γ
ni∑
j=1
ln(sj) (3.7a)
subject to g(x) = 0 (3.7b)
h(x) + s = 0 (3.7c)
s ≥ 0, (3.7d)
with ni the number of inequality constraints. The barrier coefficient γ holds the
inequality constraints away from zero in the first iterations to avoid early conver-
gence into local minima. Eventually, γ is reduced to zero and the problem (3.7)
approaches the original one (3.6). With the assignment of dual multipliers λ to the
equality constraints and κ to the inequality constraints, the Lagrangian of (3.7)
for a given γ is formed to
Lγ(x, λ, κ, s) = f(x) + κT (h(x) + s) + λTg(x)− γ
ni∑
j=1
ln(sj). (3.8)
The optimal solution and thus a stationary point of the Lagrangian is found when
∇Lγ(x, λ, κ, s) = 0, that is,
0 = ∇xf(x) + λ
T∇xg(x) + κ
T∇xh(x) (3.9a)
0 = κT − γeT[s]−1 (3.9b)
0 = gT(x) (3.9c)
0 = hT(x) + sT. (3.9d)
Here, ∇x is the gradient operator with respect to x; e is an all ones vector of
appropriate size; and [s] forms a diagonal matrix with vector s on the diagonal.
Newton steps are used to linearize and solve problem (3.9) iteratively. Non-
negativity of s and κ, that is,
0 ≤ s (3.10a)
0 ≤ κ, (3.10b)
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must be assured by appropriate Newton update step sizes. Note that (3.9) to-
gether with (3.7) are called Karush-Kuhn-Tucker (KKT)-conditions [53]. Depend-
ing on the solver, different rules are applied for the reduction of γ and the Newton
update step sizes. Throughout this thesis, it is used IPOPT [80] for solving con-
tinuous nonlinear problems.
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Chapter 4
Optimization Framework Model
In this chapter, we derive all the necessary models and formulations for the opti-
mization framework. In Chapter 4.1, we describe the basic constraints for optimal
power flow in AC-DC grids for one time step and one topology (OPF). Next, we
extend the model by multiple topologies in Chapter 4.2, which leads to an N-1
secure OPF (SC-OPF). In Chapter 4.3 we add a dynamic dimension to cope with
power fluctuations and energy-related restrictions (D-OPF). Finally, we build up
the full optimization problem (SC-D-OPF) in Chapter 4.4. All OPF variants and
extensions are designed in a modular way, such that a reduction to a customized
problem remains possible.
Notation
In the modeling sections 4.1 and 4.2, our focus lies on a comprehensive description
and we omit indices where not necessary. Variables without running subscript
should therefore not be viewed as a vector but rather as a representative variable
for a certain type. For example, instead of X2Gi ≤ 1, ∀i we can write X
2
G ≤ 1.
Superscripts (t, c) are used to denote a time step t and a topology scenario c.
However, many constraints are valid for all t or all c. Therefore, the superscripts
are omitted unless the constraint requires a differentiation between different t’s
(e.g. dynamics) or c’s (e.g. N-1 security).
Furthermore, we collect elements of the same type (e.g. generators, loads, con-
verters, etc.) in a set EX, where X is an identifier for the respective type. The
subset EXi then collects those elements of E
X, which are connected to node i. An
illustrative example of some set definitions is shown in Fig. 4.1.
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1
2 3
4 6
5
E1 E2
VSC A
VSC B
AC node
DC node
NAC =
{1, 2, 3}
NDC =
{4, 5, 6}N =
{1, 2, 3, 4, 5, 6}
NAC(3) = {2}
NDC(5) = {4, 6}
EE = {E1, E2}
EE3 = {E2}
EVSC = {A, B}
EVSC3 = E
VSC
5 = {B}
Figure 4.1: Illustrative example of node set (N ) and element set (E)
definitions.
4.1 Base Case
Consider an electrical network with a total of N nodes, also referred to as buses,
which are collected in the set N = {1, ..., N}. We distinguish two types of nodes:
alternating current (AC) nodes with a corresponding complex voltage VAC and
direct current (DC) nodes with a corresponding real voltage VDC. The subsets
NAC ⊆ N and NDC ⊂ N identify the membership of a node in N . A node
can only be of one type, thus NAC ∪NDC = N and NAC ∩ NDC = ∅. Electrical
neighbors of an AC node i ∈ NAC (excluding node i itself) are collected in NAC(i).
Analogously, NDC(i) collects all DC neighbors of i ∈ NDC.
4.1.1 AC Branches
All branches connecting two AC nodes i, j ∈ NAC, i.e. AC lines and transformers,
are modeled with an ideal transformer in series with a standard π-model. The
transformer has a complex tap ratio ψPST = τejθ and the π-model consists of a
series admittance yS and parallel admittances yP (see Fig. 4.2). With ψ∗PST =
τe−jθ, the current balances at both sides of the π-model are
0 = ψ∗PSTIBrij − yP
VACi
ψPST
− yS
( VACi
ψPST
− VACj
)
(4.1a)
0 = IBrji − yPVACj − yS
(
VACj −
VACi
ψPST
)
. (4.1b)
Thus, the calculation of an outgoing current from a node depends on the location
of the ideal transformer. Depending on whether we compute our current injection
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yS
yPyPVACi
VACi
ψPST
VACj
ψPST = τe
jθ
IBrij ψ
∗
PSTIBrij IBrji
Figure 4.2: Branch model between AC nodes i and j, which consists of a
pi-model for a transmission line and an ideal transformer.
at the transformer side, i.e. a flow i→ j, or at the opposite side, i.e. a flow j → i,
and with ySP = yS + yP, we have
IBrij =
ySP
ψPSTψ∗PST
VACi −
yS
ψ∗PST
VACj (4.2a)
IBrji = ySPVACj −
yS
ψPST
VACi. (4.2b)
In the case of a transmission line, the tap ratio is set to ψPST = 1∠0◦ which deac-
tivates the transformer. If we consider a controllable phase shifting transformer
(PST), we collect the complex tap ratios in EPST and include the variables into
the optimization. Note that in the example above, we have EPSTi = {ψPST} and
EPSTj = {}, since the transformer is located at node i. Complex tap ratio limits
are formulated with
ψ
PST
≤ ψPST ≤ ψPST, (4.3)
which includes limits on both magnitude and angle. As discussed in Chapter 3.6,
this is a relaxed formulation of the actual discrete tap ratios in order to comply
with the continuous model.
To limit the flow from i to j, we may include a bound on active power PBrij , on
apparent power SBrij or apparent current IBrij . In that case, we consider one of
the following 3 constraints:
|VACiI
∗
Brij |
2 ≤ S
2
Brij (4.4a)
ℜ
(
VACiI
∗
Brij
)
≤ PBrij (4.4b)
|IBrij |
2 ≤ I
2
Brij . (4.4c)
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4.1.2 Loads and Shunts
Generally, we model the electrical demand – collected in ED – as a constant power
sink for both active and reactive power:
SD = PD + jQD. (4.5)
However, shunts – collected in EShunt – are modeled with a constant complex
admittance ySh, which is directly connected to a node and where the withdrawn
power is
SSh = yShV
2
AC. (4.6)
Thus, constant impedance loads can be included indirectly.
Load Shedding
It might become necessary to shed loads if a secure system operation can not be
assured otherwise. Therefore, we allow a maximal demand reduction PD,Shed ≤
PD for a specified set of loads. We assume a constant power factor cosφ and with
Q
P
= tanφ, the reactive power demand is reduced proportionally to the active
power reduction:
0 ≤ PD,Shed ≤ PD,Shed (4.7a)
QD,Shed = PD,Shed
QD
PD
. (4.7b)
Sheddable loads are collected in ED,Shed ⊆ ED.
4.1.3 Generators
We model a generator with two independent active and reactive power sources
(PG, QG). Both must satisfy operational upper and lower limits
PG ≤ PG ≤ PG (4.8a)
Q
G
≤ QG ≤ QG. (4.8b)
The model of a renewable energy source (RES) is derived either from (4.5) via a
negative load or from (4.8) via a generator subject to varying upper power limits –
depending on whether the RES is considered controllable or not. All controllable
generators are collected in the set EG.
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PVSC
QVSC
PVSC,L
AC node DC node
−(PVSC + PVSC,L)
Figure 4.3: VSC model between AC and DC node. Coupling via an active
power balance respecting the converter losses.
Redispatch
Usually, an economic dispatch is calculated where the objective depends on the
total power output of a generator. If we seek to derive an optimal redispatch
however, a day-ahead dispatch PG,Disp is given and we minimize the deviation from
it. This is modeled with two strictly non-negative variables for upward (PG,Up)
and downward deviation (PG,Down); the resulting injected power PG becomes
PG = PG,Disp + PG,Up − PG,Down (4.9a)
0 ≤ PG,Up (4.9b)
0 ≤ PG,Down. (4.9c)
The two separate variables allow for the assignment of different cost functions
to an increase or decrease of generator output. Additionally, model (4.9) can be
used for RES curtailment. In that case, we interpret a power reduction PG,Down as
costly curtailment. We collect redispatchable generators in the set EG,Redisp ⊆ EG.
Note that the remaining generators are called dispatchable, thus EG−EG,Redisp =
EG,Disp.
4.1.4 AC-DC Converter
As proposed in [58, 73, 4], the converter model is a simplified VSC model based
on two generators, see Fig. 4.3. Active and reactive power output on the AC side
are denoted with (PVSC, QVSC), and a positive value of PVSC denotes a power flow
from DC to AC. Several limits can be defined for active, reactive and apparent
AC power output:
PVSC ≤ PVSC ≤ PVSC (4.10a)
Q
VSC
≤ QVSC ≤ QVSC (4.10b)
P 2VSC +Q
2
VSC ≤ S
2
VSC. (4.10c)
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Figure 4.4: VSC loss curve for αVSC,L = 0.01103 and γVSC,L = 0.0075 relative
to installed apparent capacity.
Losses are modeled with a quadratic function depending on the apparent power.
This approximates ohmic losses which depend on the square of the current at
nearly constant voltage. The transferred active power is reduced by the term
PVSC,L, where αVSC,L and γVSC,L are converter specific loss parameters:
PVSC,L =
(
αVSC,L + γVSC,L
P 2VSC +Q
2
VSC
S
2
VSC
)
SVSC. (4.11)
An exemplary loss curve is shown in Fig. 4.4. Note that a converter connecting
AC node i with DC node j is element of both sets EVSCi and E
VSC
j .
4.1.5 DC Branches
If a branch connects two DC nodes i, j ∈ NDC, the model is a simple conductance
gDC. Thus, the current flowing from i to j is
IDCBrij = gDC · (VDCi − VDCj). (4.12)
DC branch flows are limited via active power bounds
VDCiIDCBrij ≤ PDCBrij . (4.13)
4.1.6 AC Network
Active and reactive power balance of an AC node i ∈ NAC is given by
ℜ
(
VACi
∑
j∈NAC(i)
I∗Brij
)
= PACi (4.14a)
ℑ
(
VACi
∑
j∈NAC(i)
I∗Brij
)
= QACi (4.14b)
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with branch currents IBrij from (4.2). Here, (PACi, QACi) are active and reactive
injected power at node i, respectively, which will be defined in Chapter 4.4.3.
Voltage magnitudes are limited by
V AC ≤ |VAC| ≤ V AC, (4.15)
and both magnitude and angle are fixed for one node per synchronous area:
VACref = 1.0 pu ∠0
◦. (4.16)
4.1.7 DC Network
Equivalently to the AC side, active power balance of a DC node i ∈ NDC is given
by
VDCi
∑
j∈NDC(i)
IDCBrij = PDCi, (4.17)
with branch currents IDCBrij from (4.12) and PDCi the injected power at node i,
which will be explained in Chapter 4.4.3. Again, voltages are limited by
V DC ≤ VDC ≤ V DC (4.18)
and the voltage magnitude of one node per inter-connected DC system is fixed:
VDCref = 1.0 pu. (4.19)
4.2 Incorporation of N-1 Security
Reliability is a key requirement for electricity supply. Therefore, transmission
grids need to be fault-tolerant up to a certain extent. A secure operation can be
achieved when operating points are determined not only for a normal and fault-
free scenario but also under consideration of equipment outages. To implement
this extension, the original problem set up is duplicated and then included with a
modified topology, e.g. with a certain line out of operation. Thus, the optimization
problem includes both the base case and the N-1 cases which allows for a simulta-
neous calculation of coupled set points. The different topologies are collected in
C = {0, 1, ..., C}, where “0” denotes the base case with full topology and C is the
number of considered contingencies. The branch current formulation (4.2) can be
maintained by setting yP = yS = 0. Furthermore, controllable devices from the
duplicate must be coupled to the original base case in order to prevent sudden set
point changes which could not be performed in reality. The coupling is explained
in the following.
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Base case After outage
Dispatch
Fixed
Preventive
Curative
Preventive-Curative
Figure 4.5: Relation between power set points before and after a contingency
for different coupling modes.
4.2.1 Coupling of Fast Response Units
Devices which are connected via power electronics, i.e. storage systems and AC-DC
converters, are highly controllable and can change power set points in milliseconds.
The main issue might be communication delays, but the time delay is negligible
since steady-state network constraints (e.g. voltage or current limitations) are
allowed to be violated during the first seconds or even minutes after a failure.
Similarly, a controllable PST requires communication but only seconds for the
actual act of tap change. Therefore, those units do not require coupling constraints
if they are equipped with the necessary communication and if the TSO seeks to use
the flexibility as a curative measure. However, it is of interest how this additional
flexibility affects the system behavior and the resulting operating cost compared
to a less intelligent system. To highlight these aspects, the coupling of fast units
can be restricted as well and we distinguish four different coupling modes, which
are shown in Fig. 4.5.
In Fixed mode, the unit is not controllable at all and set points are equal to previ-
ously calculated values. In Preventive mode, the base case variable is preventively
optimized to satisfy the outage scenario with the very same operating set point.
In Curative mode, the base case values are fixed to constant values from previous
calculations as in Fixed mode, but the units are variable after the outage. In
Preventive-Curative mode, base case and outage scenario are both assumed con-
trollable. To allow for flexible coupling, the following constraints are introduced
for a contingency c:
−RN-1,VSC ≤ P
0
VSC − P
c
VSC ≤ RN-1,VSC (4.20a)
−RN-1,PST ≤ ψ
0
PST − ψ
c
PST ≤ RN-1,PST (4.20b)
−RN-1,ESS ≤ P
0
ESS,C − P
c
ESS,C ≤ RN-1,ESS (4.20c)
−RN-1,ESS ≤ P
0
ESS,D − P
c
ESS,D ≤ RN-1,ESS. (4.20d)
Variables (PESS,C, PESS,D) are related to energy storage charging and discharg-
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Table 4.1: Generalization of coupling modes from before (state variables X0type)
to after (with allowed deviation RN-1,type) an outage, with
type ∈ {VSC,PST,ESS}.
Coupling mode X0type RN-1,type
Fixed (“Fixed-...”) = const. = 0
Preventive (“Prev-...”) – = 0
Curative (“Cura-...”) = const. > 0
Preventive-curative (“Prev-Cura-...”) – > 0
ing, respectively, and are further discussed in Chapter 4.3. The ramp limits
RN-1,type ≥ 0 are set according to Table 4.1, where X0type stands for the related
base case variables of the unit type. To allow a unit to freely move its set point
from before to after a contingency, the ramp can be set to RN-1,type =∞.
4.2.2 Coupling of Generators
Generally, generators are modeled analogously to fast response units, except that
ramp rates are chosen much slower. But, this work focuses on the use of smart
assets for curative measures. Therefore, throughout this work, generators will
be operated in preventive mode. However, a topology change after an outage
leads inevitably to a change in network losses. To maintain power balance in the
grid, the generated power must be adaptable up to a small degree1. Therefore,
the ramp rate from before to after a contingency should be RN-1,G > 0, even in
preventive mode. The coupling equations for generators are formed to
−RN-1,G ≤ P
0
G − P
c
G ≤ RN-1,G, (4.21)
where P 0G is the power output of a generator in the base case, and P
c
G is the power
output of the same generator after an outage c. Note that from a mathematical
perspective, one cannot distinguish between necessary power adaption due to a
change in losses resulting from a new topology, and “desired” set point change
to reduce costs. Thus, if a generator shall only be accessible for power balance
needs, ramp limits must be chosen carefully in order to guarantee a feasible power
flow in the new topology on the one hand, but no obscuration of results on the
other hand. In reality, where the nominal frequency is never exactly met, power
balance is automatically achieved by frequency-triggered primary control.
1Many works in literature neglect this fact. It can easily be overseen if higher or lower
voltages lead to the exact same network losses after the outage.
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4.3 Quasi-Stationary Dynamics
System state and load flow situation are inevitably subject to changes in power
demand and renewable generation. Some operational constraints are not entirely
time-independent and hence require the consideration of a forecast on multiple
time steps. To this end, we define a set of considered time steps T = {1, 2, .., T}.
In this thesis, steady state power flow equations are used for each time step and
thus only slow dynamics are considered. Those inter-temporal constraints are
presented in the following.
4.3.1 Energy Storage System
Energy storage has dynamic behavior in the sense that the state of charge depends
on time. If we consider upper and lower limits, the ability to charge or discharge
an ESS is heavily time-dependent since the ESS might be empty or full. Therefore,
the energy level of a storage EtESS after time step t depends on the energy level
after the previous time step Et−1ESS and the incremental charged or discharged
energy ∆EtESS between those two time steps:
EtESS = E
t−1
ESS +∆E
t
ESS. (4.22)
Note that the initial energy E0ESS is not a variable, since the actual state is assumed
to be known. An ESS is modeled with two power injection variables to facilitate
the consideration of efficiencies below 100 %. Storage efficiency for discharging
(ηESS,D) and charging (ηESS,C) is assumed to be constant. With charging power
PESS,C and discharging power PESS,D, the incremental energy stored in the ESS
during a time interval ∆t is in general given by
∆EtESS = (ηESS,CP
t
ESS,C −
1
ηESS,D
P tESS,D)∆t
t. (4.23)
The time span between t− 1 and t, ∆tt, is assumed variable over time and is also
marked with a superscript t. This generalization is useful to implement a variable
resolution on the discretized time scale.
Lastly, limits on power and energy must be fulfilled:
EESS ≤ EESS ≤ EESS (4.24a)
PESS,C ≤ PESS,C ≤ PESS,C (4.24b)
PESS,D ≤ PESS,D ≤ PESS,D (4.24c)
Q
ESS
≤ QESS ≤ QESS. (4.24d)
Note that the lower limit on active power is usually zero. However, a flexible bound
can prove useful to force a certain power set point. Furthermore, a minimum or
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ηESS,D
∆tt
ηESS,C∆tt
P tESS,D
P tESS,C
∆EtESS,D
∆EtESS,C
EtESS = E
t−1
ESS
+∆EtESS,C −∆E
t
ESS,D
AC node
Figure 4.6: Model of energy storage system with two independent power
variables for charging and discharging.
maximum energy level can be defined for the end of an optimization horizon by
adapting energy limits accordingly.
The storage model is illustrated in Fig. 4.6. Observing the possible loop flow,
a general issue becomes apparent. In continuous optimization, it is not possible
to properly avoid a simultaneous charge and discharge, which would otherwise
be done with binary constraints2. Therefore, the objective must be chosen such
that it is never advantageous to burn energy, which would be the case with non-
zero losses in the storage model by simultaneously charging and discharging. For
the same reason one must be careful if a maximal energy below the upper limit is
desired for the end of horizon. Depending on the scenario, it could be cost-optimal
to reach that goal by burning energy instead of less charging beforehand.
N-1 Security
The stored energy after an outage depends on the time of occurrence. To this end,
we define a parameter 0 ≤ ξ ≤ 1 which subtracts3 a portion of the incremental
energy of the current base case. This parameter is inherently unknown, but a
TSO has the choice of assuming the occurrence at the beginning of a new time
step (ξ = 0), at the end (ξ = 1) or at some point in time between. The storage
energy after a contingency is defined for c > 0 to
Et,cESS = E
t,0
ESS − (1− ξ)∆E
t,0
ESS +∆E
t,c
ESS, (4.25)
which means, for example, that
Et,cESS =
{
Et−1,0ESS +∆E
t,c
ESS if ξ = 0
Et,0ESS +∆E
t,c
ESS if ξ = 1.
(4.26)
2A possible complementary constraint is PESS,D · PESS,C = 0. Although being continuous
variables, the binary behavior introduces bad convergence properties.
3The reason for “starting” at the end of the time step is a more readable problem description
if all variables only depend on t.
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4.3.2 Generator Ramping
Depending on fuel type and technology, thermal power plants need time to ramp
the power output up or down. Therefore, the change in generator power output
from time step t − 1 to t is limited upwards by RT+,G ≥ 0 and downwards by
RT–,G ≥ 0. The ramp rates are given per hour and must be multiplied with the
length of the respective time interval:
−RT–,G∆t
t ≤ P tG − P
t−1
G ≤ RT+,G∆t
t. (4.27)
Similarly to the storage initial energy, P 0G is assumed to be a known input.
4.4 Problem Set Up
In terms of modeling, the incorporation of N-1 security and the consideration of
dynamics have strong similarities. In both variants, the problem is extended by
duplicating and adding a modified version of the base case network to the original
problem. While the network topology is modified for N-1 security, varying load
and RES scenarios are used for the dynamics. The principle of the problem
synthesis is shown in Fig. 3.1. Since each added extension requires the same
types of variables, the original identifiers are kept and the respective time step
and contingency are denoted with a superscript tuple (t, c). However, it might be
of interest not to include N-1 security for every time step. For instance, forecast
values far ahead in the future might be known to be inexact but relevant enough for
a storage system to anticipate large energy deficits or excesses. For that time step,
an N-1 secure operating point is of limited relevance since it will most probably be
subject to changes after updated forecasts4 and a reduction of problem complexity
can be achieved by neglecting contingencies far ahead in future. Therefore, we
split the total number of time steps T into TN-1 N-1 secure time steps and TN-0
N-0 secure time steps, leading to T = TN-1 + TN-0. We further define the set of
N-1 secure time steps:
TN-1 = {1, 2, .., TN-1}. (4.28)
The collection of valid tuples, i.e. considered scenarios, then becomes
S =
{
(t1, c), (t2, 0), ∀t1 ∈ TN-1,∀t2 ∈ T \ TN-1,∀c ∈ C
}
. (4.29)
As an example, a comprehensive problem set up is shown in Fig. 4.7.
4See also the explanation of Receding Horizon Control in Chapter 6.1.
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Figure 4.7: Exemplary framework with TN-1 = 2, T = 4 and C = {0, 1, 2} to
include N-1 security with two contingencies only for the first two
out of four time steps. The full scenario set is then defined to
S = {(1, 0), (1, 1), (1, 2), (2, 0), (2, 1), (2, 2), (3, 0), (4, 0)}.
4.4.1 Optimization Variables
Each state can be assigned to a specific node. The states assigned to an AC node
i for scenario (t, c) are
st,cACi =
{(
V t,cACi, P
t,c
Gj , Q
t,c
Gj , P
t,c
VSCk, Q
t,c
VSCk, E
t,c
ESSl, P
t,c
ESSl,C, P
t,c
ESSl,D, Q
t,c
ESSl,
P t,cGm,Up, P
t,c
Gm,Down, P
t,c
Dn,Shed, ψ
t,c
PSTio
)
, ∀j ∈ EGi ,∀k ∈ E
VSC
i ,
∀l ∈ EESSi ,∀m ∈ E
G,Redisp
i , ∀n ∈ E
D,Shed
i ,∀(i, o) ∈ E
PST
i
}
,
(4.30)
and the states assigned to a DC node i are
st,cDCi =
{(
V t,cDCi, P
t,c
Gj
)
,∀j ∈ EGi
}
. (4.31)
Note that usually we do not connect generators to a DC node. However, the sup-
ported possibility will prove useful for later purposes in distributed optimization.
We generalize the node states to
st,ci =
{
st,cACi if i ∈ N
AC
st,cDCi if i ∈ N
DC.
(4.32)
Finally, the optimization variables for scenario (t, c) in a network with node set
N are given by
xt,cN =
{
(st,ci ),∀i ∈ N
}
(4.33)
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4.4.2 Objective
The objective usually consists of generator fuel cost functions. Furthermore, we
allow for a small weight to reactive power injections in order to numerically im-
prove the problem condition. Note that we distinguish between cost functions for
dispatchable generators (EG,Disp) and redispatchable generators (EG,Redisp). The
local cost function at node i is
fi(s
t,c
i ) =
∑
j∈E
G,Disp
i
(
aGj(P
t,c
Gj )
2 + bGjP
t,c
Gj
)
+
∑
j∈E
G,Redisp
i
(
aGj,Up(P
t,c
Gj,Up)
2 + bGj,UpP
t,c
Gj,Up
)
+
∑
j∈EG,Redisp
i
(
aGj,Down(P
t,c
Gj,Down)
2 + bGj,DownP
t,c
Gj,Down
)
+
∑
j∈EESS
i
(
aESSj,D(P
t,c
ESSj,D)
2 + bESSj,DP
t,c
ESSj,D
)
+
∑
j∈EESS
i
(
aESSj,C(P
t,c
ESSj,C)
2 + bESSj,CP
t,c
ESSj,C
)
+
∑
j∈E
D,Shed
i
(
aDj,Shed(P
t,c
Dj,Shed)
2 + bDj,ShedP
t,c
Dj,Shed
)
+ aqi
∑
j∈EG
i
(Qt,cGj)
2 + aqi
∑
j∈EVSC
i
(Qt,cVSCj)
2.
(4.34)
If the minimization of line loading is desired instead of the fuel costs, we form
fi(s
t,c
i ) =
∑
(i,j)∈ECL
i
|V t,cACi(I
t,c
Brij)
∗|2
S
2
Brij
, (4.35)
with ECLi the set of considered lines connected to node i.
Finally, the total cost function of scenario (t, c) in a network with node set N is
formed to
Costst,cN (x
t,c
N ) ≡
∑
i∈N
fi(s
t,c
i ). (4.36)
4.4.3 Constraints
The basic constraints in scenario (t, c) over node set N include all time-indepen-
dent equations, such as power balance and operational limits for AC and DC grid:
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Basicst,cN (x
t,c
N ) ≡
{
V t,cACi
∑
l∈NAC(i)
(
It,cBril
)∗
= P t,cACi + jQ
t,c
ACi (4.37a)
V ACi ≤ |V
t,c
ACi| ≤ V ACi, (4.37b)
|V t,cACi
(
It,cBril
)∗
|2 ≤ S
2
Bril, ∀l ∈ N
AC(i) (4.37c)
ψ
PSTil
≤ ψt,cPSTil ≤ ψPSTil, ∀(i, l) ∈ E
PST
i (4.37d)
0 ≤ P t,cDl,Shed ≤ P
t,0
Dl,Shed ∀l ∈ E
D,Shed
i (4.37e)
PGl ≤ P
t,c
Gl ≤ PGl, (4.37f)
Q
Gl
≤ Qt,cGl ≤ QGl, ∀l ∈ E
G
i (4.37g)
P t,cGl = P
t,0
Gl,Disp + P
t,c
Gl,Up − P
t,c
Gl,Down, (4.37h)
P t,cGl,Up, P
t,c
Gl,Down ≥ 0, ∀l ∈ E
G,Redisp
i (4.37i)
EESSl ≤ E
t,c
ESSl ≤ EESSl, (4.37j)
P t,cESSl,C ≤ P
t,c
ESSl,C ≤ P
t,c
ESSl,C, (4.37k)
P t,cESSl,D ≤ P
t,c
ESSl,D ≤ P
t,c
ESSl,D, (4.37l)
Q
ESSl
≤ Qt,cESSl ≤ QESSl, ∀l ∈ E
ESS
i (4.37m)
V t,cDCj
∑
l∈NDC(i)
It,cDCBrjl = P
t,c
DCj (4.37n)
V t,cDCjI
t,c
DCBrjl ≤ PDCBrjl, ∀l ∈ N
DC(j) (4.37o)
V DCj ≤ V
t,c
DCj ≤ V DCj , (4.37p)
PVSCl ≤ P
t,c
VSCl ≤ PVSCl (4.37q)
Q
VSCl
≤ Qt,cVSCl ≤ QVSCl (4.37r)
P t,cVSCl +Q
t,c
VSCl ≤ S
2
VSCl, ∀l ∈ E
VSC
i (4.37s)
V t,cACl = 1∠0, (4.37t)
V t,cDCl = 1, ∀l ∈ N
Ref (4.37u)
∀i ∈ NAC,∀j ∈ NDC
}
.
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In (4.37a), we sum up the power injections into an AC node i with
P t,cACi =
∑
j∈EG
i
P t,cGj +
∑
j∈EVSC
i
P t,cVSCj +
∑
j∈EESS
i
(P t,cESSj,D − P
t,c
ESSj,C)
−
∑
j∈ED
i
P t,cDj +
∑
j∈ED,Shed
i
P t,cDj,Shed −
∑
j∈EShunt
i
ℜ
(
yt,0Shj(V
t,c
ACi)
2
) (4.38a)
Qt,cACi =
∑
j∈EG
i
Qt,cGj +
∑
j∈EVSC
i
Qt,cVSCj +
∑
j∈EESS
i
Qt,cESSj
−
∑
j∈ED
i
Qt,cDj +
∑
j∈E
D,Shed
i
Qt,cDj,Shed −
∑
j∈EShunt
i
ℑ
(
yt,0Shj(V
t,c
ACi)
2
) (4.38b)
Accordingly, in (4.37n) the power injection into a DC node j is
P t,cDCj =
∑
l∈EG
j
P t,cGl +
∑
l∈EVSC
j
(P t,cVSCl + P
t,c
VSCl,L). (4.39)
The constraints, which couple all N-1 cases to the base case in time step t, are
collected in
N-1 CouplingtN (x
t,0
N , .., x
t,C
N ) ≡
{
−RN-1,Gl ≤ P
t,0
Gl − P
t,c
Gl ≤ RN-1,Gl, ∀l ∈ E
G
i (4.40a)
−RN-1,VSC ≤ P
t,0
VSCl − P
t,c
VSCl ≤ RN-1,VSC, ∀l ∈ E
VSC
j (4.40b)
Et,cESSl = E
t,0
ESSl − (1− ξ)∆E
t,0
ESSl +∆E
t,c
ESSl, (4.40c)
−RN-1,ESS ≤ P
t,0
ESSl,C − P
t,c
ESSl,C ≤ RN-1,ESS, (4.40d)
−RN-1,ESS ≤ P
t,0
ESSl,D − P
t,c
ESSl,D ≤ RN-1,ESS, ∀l ∈ E
ESS
i (4.40e)
−RN-1,PST ≤ ψ
t,0
PSTil − ψ
t,c
PSTil ≤ RN-1,PST, ∀(i, l) ∈ E
PST
i (4.40f)
∀i ∈ NAC,∀j ∈ NDC,∀c ∈ C \ 0
}
.
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Table 4.2: Problem composition depending on total number of time steps T
and N-1 secure time steps TN-1.
OPF Type TN-1 T
OPF 0 1
D-OPF 0 > 1
SC-OPF 1 1
SC-D-OPF 1 ≤ TN-1 ≤ T > 1
The dynamic constraints connect the base cases of all time steps. They are col-
lected in
DynamicsN (x
1,0
N , .., x
T,0
N ) ≡
{
E1,0ESSj = E
0,0
ESSj +∆E
1,0
ESSj , (4.41a)
Et,0ESSj = E
t−1,0
ESSj +∆E
t,0
ESSj , ∀j ∈ E
ESS
i (4.41b)
−RT–,Gj∆t
1,0 ≤ P 1,0Gj − P
0,0
Gj ≤ RT+,Gj∆t
1,0, (4.41c)
−RT–,Gj∆t
t,0 ≤ P t,0Gj − P
t−1,0
Gj ≤ RT+,Gj∆t
t,0, ∀j ∈ EGi (4.41d)
∀i ∈ NAC,∀t ∈ T \ 1
}
.
4.4.4 General Optimization Problem
Due to the generic form, the above-formulated optimization variables, objective
function and constraint regions are still accessible for variations of the node set,
which will be of use in the distributed optimization. According to Chapter 3.4,
we form the most general risk-based SC-D-OPF problem for a node set N and
scenario set S to
minimize
x
t,c
N
, ∀(t,c)∈S
∑
(t,c)∈S
pt,cCostst,cN (x
t,c
N ) (4.42a)
subject to Basicst,cN (x
t,c
N ), ∀(t, c) ∈ S (4.42b)
N-1 CouplingtN (x
t,0
N , .., x
t,C
N ), ∀t ∈ TN-1 (4.42c)
DynamicsN (x
1,0
N , .., x
T,0
N ) (4.42d)
Note that we derive a simplified problem by defining (TN-1, T ) and subsequently
the scenario tuples in S (4.29) appropriately, see Table 4.2 for some examples.
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Chapter 5
Case Studies: Single-Time Step
Optimization
In this chapter, power flow optimization is investigated under the consideration of
full control over phase shifting transformers (PST) and embedded HVDC systems.
Step by step, we highlight different aspects in an illustrative 5-bus and a more
realistic 67-bus test system. The focus lies on the optimization of a single time
step.
5.1 5-Bus System
To demonstrate the functionalities of various OPF approaches, we use the illus-
trative 230 kV (AC) 5-bus test system from [57] (Fig.5.1a) and extend it with a
300 kV (DC) 3-bus multi-terminal DC grid (Fig. 5.1b). The largest generator,
i.e. G4 with 600 MW installed power, is interpreted as a wind park and its power
injection is prioritized by assigning a low fuel price. Thus, there are 3 conventional
generators and total active load is 1000 MW. The bipolar HVDC grid consists of 3
DC nodes in delta connection, which are linked to AC nodes via AC-DC convert-
ers. Nominal converter rating is SVSC = 100 MVA and VSC loss parameters are
set to (αVSCL, γVSCL) = (0.01103, 0.0075). The allowed voltage ranges lie between
0.9 and 1.1 pu on the AC side, and between 0.95 and 1.05 pu on the DC side. The
complete case data is shown in Appendix A.
5.1.1 OPF with PST and HVDC
In this section, we will show the effects on power flow when extending an AC grid
with DC systems and/or PSTs. For that purpose, we compute traditional OPF’s,
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G4 G3
G2
G1
1
2 3
45
170 MW
520 MW
200 MW600 MW
300 MW 300 MW
400 MW
(a) 5-bus AC system.
VSC 3 VSC 2
VSC 1
(b) 3-bus DC system.
Figure 5.1: AC and DC test systems. More details in Appendix A.
which means over one time step and without N-1 security. First, a PST is added
to a pure AC grid and second, a PST is added to an AC-DC grid. Recall from
Chapter 3.1 that the OPF problem for a single time step without N-1 Security
has the form
minimize
x
Costs(x) (5.1a)
subject to Basics(x), (5.1b)
or, in a more general form for time step and contingency scenario (t, c) = (1, 0):
minimize
x1,0
Costs1,0(x1,0) (5.2a)
subject to Basics1,0(x1,0). (5.2b)
Throughout Chapter 5.1.1, we use linear cost functions as depicted in Table A.4.
Furthermore, we remove upper power limits for conventional generators in order
to allow for a more meaningful interpretation of the results when new equipment
is introduced. For illustration reasons, we tighten the flow limits of Line 1-2 and
5-4 to a maximal apparent power of 240 MVA and 180 MVA, respectively. Note
that an overlined value in a figure stands for a binding constraint, i.e. an upper
or lower limit which is reached.
AC Grid with and without PST
In an AC grid, the state variables consist of generator power output and voltages:
x1,0 =
{
P 1,0G1 , .., P
1,0
G4 , Q
1,0
G1 , .., Q
1,0
G4 , V
1,0
AC1, .., V
1,0
AC5
}
. (5.3)
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As described above, we choose a linear cost function which is written to
Costs1,0(x1,0) =
(
0.15P 1,0G1 + 0.3P
1,0
G2 + 0.4P
1,0
G3 + 0.05P
1,0
G4
)e
h
. (5.4)
The constraint set consists of nodal power balance, voltage limits, generator limits
and branch flow limits:
Basics1,0(x1,0) ≡
{
P 1,0G1 + jQ
1,0
G1 = V
1,0
AC1
(
(y1,0SP12 + y
1,0
SP14 + y
1,0
SP15)V
1,0
AC1
− y1,0S12V
1,0
AC2 − y
1,0
S14V
1,0
AC4 − y
1,0
S15V
1,0
AC5
)∗
,
(5.5a)
− 3− j0.99 = V 1,0AC2
(
(y1,0SP21 + y
1,0
SP23)V
1,0
AC2
− y1,0S21V
1,0
AC1 − y
1,0
S23V
1,0
AC3
)∗
,
(5.5b)
...
P 1,0G4 + jQ
1,0
G4 = V
1,0
AC5
(
(ySP51 + ySP54)V
1,0
AC5
− yS51V
1,0
AC1 − yS54V
1,0
AC4
)∗
,
(5.5c)
0 ≤ P 1,0Gi , ∀i ∈ {1, .., 4}, (5.5d)
− 1.3 ≤ Q1,0G1 ≤ 1.3, (5.5e)
...
− 4.5 ≤ Q1,0G4 ≤ 4.5, (5.5f)
V 1,0AC1 = 1, (5.5g)
0.9 ≤ |V 1,0ACi| ≤ 1.1, ∀i ∈ {2, .., 5}, (5.5h)
|V 1,0AC1
(
ySP12V
1,0
AC1 − yS12V
1,0
AC2
)∗
|2 ≤ 2.4, (5.5i)
|V 1,0AC2
(
ySP21V
1,0
AC2 − yS21V
1,0
AC1
)∗
|2 ≤ 2.4, (5.5j)
|V 1,0AC5
(
ySP54V
1,0
AC5 − yS54V
1,0
AC4
)∗
|2 ≤ 1.8, (5.5k)
|V 1,0AC4
(
ySP45V
1,0
AC4 − yS45V
1,0
AC5
)∗
|2 ≤ 1.8
}
. (5.5l)
OPF results are shown in Fig. 5.2. Despite the cheapest price, wind power can
not fully be integrated without PST, see Fig. 5.2a. Only 525 MW out of 600 MW
are injected due to active line limits. Expensive generation must be ordered from
generators G2 and G3, leading to operating costs of 19,153.7 e/h.
In the next step, we introduce a PST between Node 1 and 5. The state variable
ψ1,0PST15 is added to x
1,0. Since we activate the ideal transformer, the admittances
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G4 G3
G2G1
1
2 3
45
240 MW
180 MW
104 MW
97 MW345 MW
62 MW
0 MW
266 MW
214 MW525 MW
300 MW 300 MW
400 MW
0◦ −3.88
◦ −3.58◦
−1.79◦1.31◦
0◦
(a) Non-adjustable PST: 19,153.7 e/h.
G4 G3
G2G1
1
2 3
45
240 MW
180 MW
212 MW
11 MW420 MW
62 MW
33 MW
372 MW
0 MW600 MW
300 MW 300 MW
400 MW
0◦ −3.88
◦ −3.57◦
−3.72◦−0.69◦
−2.19◦
(b) Adjustable PST: 14,666.1 e/h.
Figure 5.2: OPF results in a pure AC grid.
between Node 1 and 5 become dependent on the complex tap ratio:
ySP15 ←
ySP15
ψPST15ψ∗PST15
(5.6a)
yS15 ←
yS15
ψ∗PST15
(5.6b)
yS51 ←
yS51
ψPST51
. (5.6c)
Tap ratio limits are set to 1.0∠±10◦, i.e. only the phase shifting angle is considered
in the optimization. Thus, the constraint set (5.5) is augmented by
−10◦ ≤ ∠ψ1,0PST15 ≤ 10
◦ (5.7a)
1.0 ≤ |ψ1,0PST15| ≤ 1.0. (5.7b)
The result is an angle reduction by −2.19◦ in the stressed network area at Node 5,
where the wind power is injected, see Fig. 5.2b. Subsequently, the angle difference
between Node 1 and 4 is increased, which allows for a larger power flow between
those two nodes. This sets free enough capacity to integrate the full amount
of available wind power and the power transferred from Node 1 to Node 4 is
increased from 104 MW to 212 MW. Meanwhile, angle difference and power flow
from Node 1 towards Node 2 and 3 remain unchanged. As a consequence of the
additional power transferred to Node 4, the expensive generator G3 is relieved
and power can be ordered from G2 and G1, which results in operating costs of
14,666.1 e/h.
AC-DC Grid with and without PST
Next, the 3-bus HVDC system is added to the original case without PST. VSC 3
is connected to the wind power node with a capacity of 100 MVA in order to cope
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with the remaining wind power which would otherwise be curtailed. The state
variables x1,0 are augmented by{
V 1,0DC1, .., V
1,0
DC3, P
1,0
VSC1, .., P
1,0
VSC3, Q
1,0
VSC1, .., Q
1,0
VSC3
}
, (5.8)
which includes VSC power set points and DC voltages. The power output from
VSCs must be added to the AC side nodal power balance. For example, active
power balance of Node 2 (5.5b) becomes
−3− j0.99+P 1,0VSC1 + jQ
1,0
VSC1 =
V 1,0AC2
(
(y1,0SP21 + y
1,0
SP23)V
1,0
AC2 − y
1,0
S21V
1,0
AC1 − y
1,0
S23V
1,0
AC3
)∗
.
(5.9)
Nodal DC power balances – which include the VSC loss function –, DC voltage
limits and VSC power limits are new constraints which must be added to (5.5):
P 1,0VSC1 +
(
0.011 + 0.008
P 2VSC1 +Q
2
VSC1
100
)
=
V 1,0DC1
(
(g1,0DC12 + g
1,0
DC13)V
1,0
DC1 − g
1,0
DC12V
1,0
DC2 − g
1,0
DC13V
1,0
DC3
) (5.10a)
P 1,0VSC2 +
(
0.011 + 0.008
P 2VSC2 +Q
2
VSC2
100
)
=
V 1,0DC2
(
(g1,0DC21 + g
1,0
DC23)V
1,0
DC2 − g
1,0
DC21V
1,0
DC1 − g
1,0
DC23V
1,0
DC3
) (5.10b)
P 1,0VSC3 +
(
0.011 + 0.008
P 2VSC3 +Q
2
VSC3
100
)
=
V 1,0DC3
(
(g1,0DC31 + g
1,0
DC32)V
1,0
DC3 − g
1,0
DC31V
1,0
DC1 − g
1,0
DC32V
1,0
DC2
) (5.10c)
V 1,0DC1 = 1 (5.10d)
0.95 ≤ V 1,0DCi ≤ 1.05, ∀i ∈ {2, 3} (5.10e)
(P 1,0VSCi)
2 + (Q1,0VSCi)
2 ≤ 1, ∀i ∈ {1, 2, 3}. (5.10f)
Figure 5.3a shows, that wind power is fully integrated and the DC system trans-
fers 100 MW from Node 1 to 4. Subsequently, expensive power generation from
generator G3 is reduced and operational costs sum up to 15,835.4 e/h. However,
generator G3 is still needed since the power flows on the AC lines, and accord-
ingly the angle differences, remain similar to the original case. Only an additional
PST can resolve this issue and fully relieve the most expensive generator G3,
see Fig. 5.3b. Here, the DC system changes the power injection toward Node 2
instead of Node 4, since Line 1-4 is capable of feeding large amounts of power
towards Node 4.
Increased Converter Capacity
Lastly, we are interested in the effect of an HVDC system with non-restricting
capacity. We set the converter power to 500 MVA and subsequently, large amounts
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G4 G3
G2G1
1
2
3
45 VSC 3 VSC 2
VSC 1
239 MW
180 MW
110 MW 87 MW
320 MW
68 MW
29 MW
282 MW
99 MW600 MW
300 MW 300 MW
400 MW
100 MW
5 MW
-100 MW
0◦
(a) Non-adjustable PST: 15,835.4 e/h.
G4 G3
G2G1
1
2
3
45 VSC 3 VSC 2
VSC 1
240 MW
180 MW
233 MW 5 MW
320 MW
-38 MW
154 MW
257 MW
0 MW600 MW
300 MW 300 MW
400 MW
100 MW
-100 MW
5 MW
−2.19◦
(b) Adjustable PST: 12,999.5 e/h.
Figure 5.3: OPF results with 100 MVA DC system.
G4 G3
G2G1
1
2
3
45 VSC 3 VSC 2
VSC 1
240 MW
180 MW
178 MW 114 MW
-9 MW
-186 MW
426 MW
0 MW
0 MW600 MW
300 MW 300 MW
400 MW
429 MW
-249 MW
-159 MW
0◦
(a) Non-adjustable PST: 9,387.4 e/h.
G4 G3
G2G1
1
2
3
45 VSC 3 VSC 2
VSC 1
240 MW
180 MW
213 MW 87 MW
27 MW
-213 MW
426 MW
0 MW
0 MW600 MW
300 MW 300 MW
400 MW
393 MW
-275 MW
-96 MW
−0.76◦
(b) Adjustable PST: 9,384.6 e/h.
Figure 5.4: OPF results with 500 MVA DC system.
of power are distributed via the DC system to support the AC bottlenecks, see
Fig.5.4a. Power is not only injected into the AC system by VSC 2, as with the
smaller DC system, but also with VSC 1. In the region “downstream” from the
constrained Line 1-2, the second most expensive generator G2 is relieved and
the full amount of power can be ordered from the cheaper generator G1, leading
to operational costs of 9,387.4 e/h. Since we are already dispatching the two
cheapest generators, an additional PST is not expected to improve the power flow
dramatically. Still, losses are reduced by 0.1 MW when setting a shifting angle
of ψPST15 = −0.76◦. Interestingly, this is achieved by shifting the power transfer
back to the AC system, see Fig.5.4b. Angles are manipulated such that Line 1-4
can carry more power without violating thermal limits of the constrained lines,
which reduces the power withdrawal of VSC 3 by 36 MW.
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5.1.2 SC-OPF with Varying PST Control
In this section, we investigate the effect of a PST on N-1 security. To this end, be-
sides the base case (index “0”), we add a second topology incorporating the outage
of Line 1-2 (index “1”) to the set of contingencies C = {0, 1}. Subsequently, the
optimization variables are extended to x = {x1,0, x1,1}. Recall from Chapter 3.3.1
that a traditional SC-OPF with one contingency is expressed by
minimize
x1,0,x1,1
Costs1,0(x1,0) (5.11a)
subject to Basics1,0(x1,0) (5.11b)
Basics1,1(x1,1) (5.11c)
N-1 Coupling(x1,0, x1,1). (5.11d)
The basic constraints must be fulfilled both in the base case, where (t, c) = (1, 0)
– see (5.11b) – , and after the contingency, where (t, c) = (1, 1) – see (5.11c).
Additionally, security constraints (5.11c) describe the transition between the two
states. In this section, we use the redispatch formulation for all generators, which
means EG,Redisp = EG and EG,Disp = ∅. We use the OPF result from Fig. 5.3b as
generator dispatch. The redispatch requires new generator state variables, namely
PGi,Up and PGi,Down for generator i. Together with the constant input PGi,Disp,
they define PGi:
PGi = PGi,Disp + PGi,Up − PGi,Down. (5.12)
Consequently, PGi can be substituted in the constraints. For example, with a
dispatch of PG1,Disp =154 MW for generator G1, the power balance of Node 1
(5.5a) becomes
1.54+P 1,0G1,Up − P
1,0
G1,Down + jQ
1,0
G1 =
V 1,0AC1
(
(y1,0SP12 + y
1,0
SP14 + y
1,0
SP15)V
1,0
AC1 − y
1,0
S12V
1,0
AC2 − y
1,0
S14V
1,0
AC4
− y1,0S15V
1,0
AC5
)∗
.
(5.13)
In the case of an outage of Line 1-2, we set y1,1S12 = y
1,1
P12 = 0 and the power balance
for (t, c) = (1, 1) becomes
1.54 + P 1,1G1,Up−P
1,1
G1,Down + jQ
1,1
G1 =
V 1,1AC1
(
(y1,1SP14 + y
1,1
SP15)V
1,1
AC1 − y
1,1
S14V
1,1
AC4 − y
1,1
S15V
1,1
AC5
)∗
.
(5.14)
We define cost functions for both positive redispatch (upwards) and negative re-
dispatch (downwards). We choose to minimize the total amount of positive re-
dispatch, which is achieved by using the same cost function for each generator.
Since we only consider line outages, power balance will only change in terms of
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network losses. Thus, each positive redispatch induces an almost equivalent neg-
ative redispatch from a different generator. It might occur that losses in a certain
network region decrease after the outage. Instead of forcing the same amount
of power injection from the generators, we incentive a power reduction by using
negative cost functions for the negative redispatch. In absolute values, however,
these must be smaller than the ones for positive redispatch1. The cost coefficients
for this section are given in Table A.4 and the cost function is written to
Costs1,0(x1,0) =
(
1P 1,0G1,Up − 0.02P
1,0
G1,Down + 1P
1,0
G2,Up − 0.02P
1,0
G2,Down
+ 1P 1,0G3,Up − 0.02P
1,0
G3,Down + 1P
1,0
G4,Up − 0.01P
1,0
G4,Down
)e
h
.
(5.15)
The positive wind redispatch costs can be considered hypothetical since it is usu-
ally already fully dispatched. We slightly increase the negative wind redispatch
costs to avoid curtailment where conventional generators could provide the re-
serve as well. Thus, it is cheaper to use negative redispatch from conventional
generators than from wind power plants.
We run generators in a preventive mode, i.e. the power output set points must be
valid throughout all considered scenarios. However, to cope with changing system
losses, we allow for each generating unit to adapt its power set point from the base
case to a contingency by ±1 MW. Contrarily, we assume the DC system highly
controllable (Preventive-Curative-DC mode). Hence, a TSO can freely adapt the
power set points before and after a contingency. The coupling constraints are
defined as
N-1 Coupling1(x1,0, x1,1) ≡
{
− 0.01 ≤ (P 1,0Gi,Up − P
1,0
Gi,Down)− (P
1,1
Gi,Up − P
1,1
Gi,Down) ≤ 0.01 (5.16a)
−∞ ≤ P 1,0VSCj − P
1,1
VSCj ≤ ∞, (5.16b)
∀i ∈ {1, .., 4}, ∀j ∈ {1, 2, 3}
}
.
In the following figures, a power value in black denotes a non-controllable dispatch,
and a power value in blue color denotes the controllable deviation from it. The
impact of PST is investigated by means of Fixed-, Preventive- and Preventive-
Curative-PST modes.
1Otherwise, a simultaneous upward and downward redispatch, compensating each other in
sum, would have negative costs and thus be cheaper than no redispatch (with no costs).
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G4 G3
G2G1
1
2
3
45 VSC 3 VSC 2
VSC 1
0 MW
+195 MW
0 MW-198 MW
185 MW
123 MW
197 MW -59 MW
229 MW
92 MW
154 MW
257 MW
0 MW600 MW
300 MW 300 MW
400 MW
50 MW
-24 MW
-22 MW
−2.19◦
(a) Base case. Preventive generator
redispatch of +195/-198 MW.
G4 G3
G2G1
1
2
3
45 VSC 3 VSC 2
VSC 1
+1 MW
+196 MW
+1 MW-199 MW
180 MW
275 MW 71 MW
121 MW
223 MW
154 MW
257 MW
0 MW600 MW
300 MW 300 MW
400 MW
100 MW
-78 MW
-18 MW
−2.19◦
(b) After outage of Line 1-2. Generators
within ±1 MW compared to base case.
Figure 5.5: SC-OPF results in Fixed-PST mode, where the PST angle is
non-controllable. The optimization comprises both (a) and (b).
Fixed-PST Mode
We perform a redispatch where a TSO does not have control over the PST. To
use the same dispatch throughout the next cases and to foster a fair comparison,
we use the optimal value from Fig. 5.3b as a fixed shifting angle. In Fig. 5.5,
results are shown for both before and after the outage of Line 1-2. In Fig.5.5a, it
can be seen that the generators are preventively redispatched, namely the power
output of generator G2 is increased by 195 MW and the wind generator G4 is
curtailed by -198 MW. Subsequently, all AC lines and VSCs are loaded far from
their thermal limits. This margin allows for safe operation after the outage where
185 MW must be re-routed at Node 1, see Fig. 5.5b. Additionally, the withdrawn
power of VSC 3 is increased by 50 MW to relieve the stressed network area. With
the same generator set points (±1 MW), all operational constraints are satisfied
while Line 4-5 and VSC 3 are fully loaded.
Preventive-PST Mode
Next, we give the TSO the ability to preventively adapt the PST taps, see Fig. 5.6.
One optimal phase shift angle is calculated which must remain valid before and
after the contingency. Thus, security constraints (5.16) are augmented by
0 ≤ ∠ψ1,0PST15 − ∠ψ
1,1
PST15 ≤ 0. (5.17)
Similar to the OPF results, the voltage angle in the wind region is decreased
by −5.42◦ to allow for a larger flow on Line 1-4 and avoid wind curtailment.
Nevertheless, generator G1 is preventively redispatched by -54 MW to reduce
load on the constrained Line 5-4, see Fig. 5.6a. Subsequently, the two remaining
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(a) Base case. Preventive generator
redispatch of +56/-54 MW.
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(b) After outage of Line 1-2. Generators
within ±1 MW compared to base case.
Figure 5.6: SC-OPF results in Preventive-PST mode, where the controllable
PST angle is valid for both topologies. The optimization comprises
both (a) and (b).
AC lines 5-4 and 1-4 are able to carry an additional 240 MW after the line outage
in Fig. 5.6b.
Preventive-Curative-PST Mode
Finally, we allow the TSO to adapt the PST angle after the contingency as well,
which gives the most available flexibility. In our case, a PST angle adaption of up
to 10◦ is allowed:
−10◦ ≤ ∠ψ1,0PST15 − ∠ψ
1,1
PST15 ≤ 10
◦. (5.18)
With ∠ψ1,0PST15 = −2.21
◦, the optimal PST angle in the base case is very close to
the OPF result of −2.19◦, see Fig. 5.7a. Both constrained lines are fully loaded
with a small generator redispatch of +10/-9 MW. By increasing the phase shift
angle after the outage to ∠ψ1,1PST15 = −6.31
◦, Line 1-4 takes over the full amount
of power flowing previously on Line 1-2. Subsequently, the power set points of the
generators can be held within the ±1 MW-tolerance.
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(a) Base case. Preventive generator
redispatch of +10/-9 MW.
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(b) After outage of Line 1-2. Generators
within ±1 MW compared to base case.
Figure 5.7: SC-OPF results in Preventive-Curative-PST mode, where the PST
angle is independently controllable before and after the outage.
The optimization comprises both (a) and (b).
5.1.3 Risk-based SC-OPF
In this chapter, we illustrate the effect of varying outage probabilities and load
shedding costs in a risk-based SC-OPF. Recall from Chapter 3.3.2 that a risk-
based SC-OPF with one contingency is expressed by
minimize
x1,0,x1,1
Costs1,0(x1,0) + p1,1 · Costs1,1(x1,1) (5.19a)
subject to Basics1,0(x1,0) (5.19b)
Basics1,1(x1,1) (5.19c)
N-1 Coupling1(x1,0, x1,1). (5.19d)
In contrast to the traditional SC-OPF, the cost after an outage is incorporated
into the objective. It is weighted with a probability factor p1,1, which is defined
by the TSO depending on the type of contingency. For the analysis, we use a
pure AC topology with original line flow limits of 400 MVA for Line 1-2, and
240 MVA for Line 5-4. Wind power is reduced to 500 MW and the PST is de-
activated. We use generator dispatch set points (PG1,Disp, PG2,Disp, PG3,Disp) =
(170 MW, 230 MW, 100 MW) and power limits are activated. As before, we treat
Line 1-2 as a possible contingency. Additionally, we allow the curtailment of the
load at Node 2 at costs of 1000 e/MWh. Consequently, P 1,0D2,Shed and P
1,1
D2,Shed
denote the curtailed load before and after the contingency and are added to the
state vectors x1,0 and x1,1, respectively. As an example, the power balance of
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Node 2 (5.5b) after the outage, i.e. (t, c) = (1, 1), becomes
−3 + P 1,1D2,Shed + j(−0.99 + P
1,1
D2,Shed
0.99
3
) = V 1,1AC2
(
y1,1SP23V
1,1
AC2 − y
1,1
S23V
1,1
AC3
)∗
.
(5.20)
Here, admittances between Node 2 and Node 1 are zero. The new decision vari-
ables are limited by the nominal load of 300 MW:
0 ≤ P 1,0D2,Shed, P
1,1
D2,Shed ≤ 3. (5.21)
Generator redispatch costs remain at 100 e/MWh, i.e. one tenth of the load shed-
ding costs. Therefore, the cost of the base case (c = 0) or the contingency case
(c = 1) is described with
Costs1,c(x1,c) =
(
1P 1,cG1,Up − 0.02P
1,c
G1,Down + 1P
1,c
G2,Up − 0.01P
1,c
G2,Down
+ 1P 1,cG3,Up − 0.02P
1,c
G3,Down + 1P
1,c
G4,Up − 0.01P
1,c
G4,Down
+ 10P 1,cD2,Shed
)e
h
.
(5.22)
The expectation to a risk-based optimization in this system is clear: as long as
the contingency probability p1,1 is below 10 %, preventive generator redispatch is
more expensive than the weighted costs of an energy loss after the outage. Thus,
the risk is taken and no redispatch is activated. With an increasing probability
assumption, the risk-based costs grow too large and preventive redispatch should
be initiated to avoid a possible load curtailment.
In Fig. 5.8a, our assumption is in general confirmed. However, generator redis-
patch seems to be triggered with a delay, being fully deployed not before the
probability has risen to over 10.08 %. This is due to the fact that the generator
is not located directly at the load and the power must be transported over a non-
lossless line. Thus, slightly more than 1 MW of redispatch is needed to replace 1
MW of shedded load. The non-linear losses lead to a transition zone, where it is
cost-optimal to share the necessary power injection between generator and load.
If we place the generator right at Node 2, where the sheddable load is connected,
we observe that the threshold probability is exactly met, see Fig. 5.8b.
Remarks on Implementation
Note that when allowing load shedding after an outage, there must be sufficient
negative reserve in the system to reduce the injected power by the amount of lost
load and maintain power balance2, which might stand in contrast to preventive
control where generator power set points are not allowed to change after an outage.
2In reality, this is automatically achieved by frequency control.
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(a) Generator G2 connected at Node 3.
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Shedded load at bus 2 after outage
(b) Generator G2 connected at Node 2.
Figure 5.8: Risk-based SC-OPF with preventive redispatch costs of
100 e/MWh and load shedding costs of 1000 e/MWh. The choice
between generator redispatch and load shedding depends on the
assumed outage probability.
This must be handled with care – especially in small systems where the curative
reserve is limited due to the relatively small installed generator capacity. In our
example, we allow wind power and generator G1 to decrease power injection after
the outage. Furthermore, we set the generator redispatch costs in the outage
scenario to zero for illustration reasons. Normally, those costs are weighted and
then included in the cost function as well3, which would subsequently lead to a
small shift toward delayed generator redispatch.
3If the objective has no components based on a power injection, multiple solutions lead to
the same costs. For example, a slight increase in power injection could be compensated with
lower voltages and subsequently higher losses, but have the same costs and thus appear of equal
priority to the solver. Many solutions of equal priority lead to an ill-conditioned optimization
problem and possibly to divergence in large systems.
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5.2 67-Bus System
In [75], a hybrid AC-DC benchmark system is presented. The AC system has
a voltage level of 400 kV and is built up of 3 control areas complemented by
an offshore area; it consists of 67 nodes and 102 lines, see Fig. 5.9 and more
details in Appendix B. Here, a set of critical line contingencies is provided and
marked in red; all AC line flow limits are set to 2300 MVA. Power is produced
by 17 conventional generators and 3 wind parks to satisfy a total demand of
11.8 GW, see Tables B.1 and B.5. The bipolar DC system has a nominal voltage
of ±500 kV and is connected via 9 VSCs. Different DC topologies connecting the
VSCs can be examined. In this work, we consider two different stages. DC-Stage 1
represents 3 parallel DC systems consisting of 2-4 serial terminals directed from
North to South, which includes in total 6 DC lines (Fig. 5.10a). DC-Stage 2 is
an advanced topology with additional meshing, where a total of 11 DC lines are
included (Fig. 5.10b). In both stages, full selectivity is assumed. That is, if a
DC line or a VSC fails, the fault is considered isolated and the remaining grid
components remain operable. The rated converter power is SVSC = 1800 MVA
for all VSCs and loss parameters are set to (αVSCL, γVSCL) = (0.01103, 0.0075).
There exists a desired power imbalance between the individual areas to force a
considerable long-distance power transfer.
5.2.1 OPF with Varying Objectives
In our first study, we will investigate how DC systems can affect the AC power flow
in different manners depending on the objective function. We use the original AC
benchmark system in combination with DC-Stage 2 (Fig. 5.10b). Furthermore,
a generator redispatch is performed (EG,Redisp = EG) and the dispatch set points
are taken from [75], see Table B.8. We investigate 3 objective functions:
• Network losses: assigning the same cost per MWh to each generator yields
in a minimized total power injection and subsequently minimized losses. Ad-
ditionally, as described in Chapter 5.1.2, we assign negative costs to negative
redispatch:
Costs1,0 =
( ∑
i∈EG,Redisp
1P 1,0Gi,Up −
∑
i∈EG,Redisp
0.1P 1,0Gi,Down
)e
h
. (5.23)
• Loading critical lines: generator reserve costs are set to zero and instead,
the square of apparent power flowing over a chosen set of AC lines ECL is
added to the objective function:
Costs1,0 =
∑
(i,j)∈ECL
|V 1,0ACi(I
1,0
Brij)
∗|2
S
2
Brij
e
h
. (5.24)
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Figure 5.9: AC-Topology of 67-bus test system with 3 control areas and an
offshore connection. VSCs are marked in blue and possible AC
contingencies are marked in red. The illustration is taken from [75]
with modifications.
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(a) DC-Topology “DC-Stage 1”. (b) DC-Topology “DC-Stage 2”.
Figure 5.10: Different DC topologies for 67-bus test system. Possible DC
contingencies are marked in red.
Critical lines are marked in red in Fig. 5.9. Since the generators do not ap-
pear in the objective and redispatch would be cost-free, we restrict generator
actions by modeling a distributed slack. With
P 1,0Gi,Up − P
1,0
Gi,Down = P
1,0
Gj,Up − P
1,0
Gj,Down, ∀i, j ∈ E
G,Redisp ∧ i 6= j,
(5.25)
generators are forced to provide the same amount of positive or negative
reserve each and are consequently only employed to secure power balance.
• Loading all lines: the critical line set ECL is extended to all AC lines.
The two latter objectives are motivated by a TSO, which seeks to increase the
security margins in the AC network without performing full N-1 security studies.
The resulting differences are reflected naturally in the network losses and the
power flow over the critical lines. As expected, total network losses are the lowest
(374 MW) when using the first objective, see Fig. 5.11. However, it is notable
that losses in the AC system are the lowest when minimizing the load on all AC
lines. This comes at costs of higher losses in the DC system, which is employed to
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Figure 5.11: Network losses for different objective functions.
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Figure 5.12: Power flow on critical lines for different objective functions.
relieve the AC side. The highest losses (440 MW) occur when minimizing loading
on critical AC lines only since there is no incentive to reduce currents in any other
parts of the network.
Line apparent power flow is shown in Fig. 5.12. As expected, the power flows are
reduced if the loading is added to the objective. However, loading on critical lines
can remain significantly larger if the remaining AC lines in the network are added
to the objective as well.
The power transfer over the DC system can be observed in Fig. 5.13, where power
set points of the VSCs are depicted. Negative values denote a power transfer from
AC to DC and positive values from DC to AC. When minimizing losses, a total
power of about 3.65 GW is injected into the DC system and transferred to other
AC locations. When AC lines are meant to be relieved, the DC system is utilized
for the power transfer instead, which can be observed in Fig. 5.13. The need for
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Figure 5.13: Power set points of converters for different objective functions.
Positive value: power flow from DC to AC, negative value: power
flow from AC to DC.
a power transfer shift from AC to DC is the largest (4.76 GW) when only critical
line loading is penalized. This is due to the fact that those lines include important
connections between North and South. Those tie lines are relieved to a maximum
by using the full capacity of VSC 1 and 3 to extract power from the AC side and
re-inject it with VSC 5 and 8 on the opposite side of the tie lines.
To conclude, the loading on critical lines can substantially be reduced by utilizing
the DC system to relieve stressed AC network areas. As a consequence, however,
grid losses are increased in both AC and DC system.
5.2.2 SC-OPF with AC Contingencies and Varying DC Control
Modes
In this section, we investigate the use of HVDC curative control in order to reduce
generator redispatch. We use DC-Stage 1 to increase the network stress level, see
Fig. 5.10a. Furthermore, AC line flow, DC line flow, and VSC capacity limits are
reduced to 1200 MVA. Active power demand in Region 2 and Region 3 is increased
by 18 %, see Table B.5, which leads to a total load of 13.6 GW. Additionally, higher
costs are assigned to generators in Region 2 (see Table B.6). The scenario list
C = {0, 1, .., 11} includes all lines which are marked red in Fig. 5.9. The order
remains identical, e.g. index 1 (∈ C), also referred to as outage #1AC or AC
outage #1, represents an outage of Line 2-12. Lastly, a conventional AC-DC OPF
is performed to obtain generator dispatch set points, see Table B.8.
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Figure 5.14: VSC active power set points after dispatch (yellow) and two N-1
secure redispatch optimizations with different DC control modes:
Preventive-DC (red) and Preventive-Curative-DC (blue).
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Figure 5.15: Preventive redispatch of each generator in 3 SC-OPF
optimizations with varying DC control modes.
VSC power set points
In Fig. 5.14, active power set points are shown for each converter. The originally
computed dispatch (yellow) is compared with two different redispatch optimiza-
tions – one set point with Preventive-DC (red) and in total 12 set points with
Preventive-Curative-DC (blue). Here, we can differentiate between the base case
(light blue) and the 11 contingencies (dark blue). The left DC link (VSC 1 to
VSC 2) is fully loaded during dispatch and after most outages, thus, the link
cannot provide much flexibility. An exception is formed by a necessary power
reduction after outage #7AC, which is a line directly connected to VSC 2. In
Preventive-DC mode, the link is slightly relieved due to a generator redispatch.
Similar operation can be stated for the receiving end of the middle DC link,
namely VSC 8. However, the link includes two converters in Region 1, namely
VSC 3 and 4, which vary their set points significantly in case of outage #8AC. The
total transmitted power toward VSC 8 remains similar, but the injected power
is shifted between VSC 3 and VSC 4. After outage #8AC, VSC 3 even reverses
the power flow direction from DC to AC in order to feed large power amounts
from VSC 4 into the DC system, which, in turn, relieves the AC side close to the
outage. Similarly, VSC 6 and VSC 7 shift power set points and in case of outage
#8AC, where the nearby located VSC 7 is almost fully loaded to absorb power
from the AC side. However, unlike the middle link, the total power transferred to
VSC 5 does fluctuate depending on the contingency scenario.
Generator Redispatch
In Fig. 5.15, preventive redispatch is shown for each generator. In Preventive-
DC mode, total upwards and downwards redispatch are +442 MW and -420 MW,
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respectively. The deviation in absolute value stems from changing system losses
the generators need to cope with. When using Preventive-Curative-DC mode, the
amount of generator redispatch is reduced to +124/-104 MW4. Thus, an amount
of around ±320 MW can be avoided only by adjusting HVDC set points after an
outage. For comparison, the Curative-DC mode is added. However, it can be
seen that in this particular case, the effect of fixing the base case set points is
negligible in terms of preventive generator redispatch. Since the base case has no
constraining issues, all that matters is whether or not the HVDC set points are
allowed to change after an outage to cope with a stressed N-1 scenario.
Remark on Contingency Filtering
The above-made observations are based on a calculation, where all critical con-
tingencies are included. However, the full list is not necessarily required for an
optimal redispatch. In Fig. 5.16 (top), we perform optimizations with different
subsets of the full contingency list. Interestingly, a very similar amount of genera-
tor redispatch is triggered when only outages #3AC, #7AC and #8AC are included.
This reveals that some contingencies, or rather combinations of contingencies, are
dominant in a network. For example, outages #4AC and #5AC are undoubtedly
important AC tie lines for a North to South power transfer. However, if #8AC is
respected, the redispatch is distributed such that outages #4AC and #5AC are au-
tomatically covered as well. After all, the weak impact of single outages (C = {3},
{7} or {8}) shows that it might not be trivial to find a worst-case combination.
Figure 5.16 (bottom) shows that reducing the full contingency set by single lines
can indicate which outages play a dominant role, but clearly requires calculations
with large contingency sets in the first place. In other words, an oﬄine contin-
gency analysis can be crucial to saving computation time, but a good knowledge
of the network and load flow patterns is necessary to reduce the full list to an
adequate subset in order to avoid huge numbers of combinatoric calculations.
5.2.3 SC-OPF with DC Contingencies and Varying DC Topolo-
gies
Contingencies may occur not only on the AC side. The DC system as well is
prone to failures and possible DC line or converter outages must be taken into
account. Regarding the DC control mode, preventive control seems unreasonable.
For example, if a converter fails and the remaining ones need to maintain the
same power set points, huge security margins are required. Therefore, we assume
Preventive-Curative-DC mode in this section. In order to cause generator redis-
4Observing that the remaining redispatch of around ±100 MW is distributed among all
generators, one can presume that each generator provides small curative action by abusing the
allowed 1 % “primary reserve”.
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Figure 5.16: Absolute preventive generator redispatch (upwards plus
downwards) with different contingency sets in Preventive-DC
mode.
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Figure 5.17: DC line flows with DC-Stage 2 and contingency list DC Lines.
patch in curative mode as well, we increase the capacity of each generator by
10 %, see Table B.2. This leads to a higher power transfer from North to South
since cheap generation in the North can be dispatched more extensively. Gener-
ator dispatch set points are shown in Table B.8. We define 3 different types of
contingency sets:
• “AC Lines”: All 11 critical AC lines from the previous sections.
• “DC Lines”: All DC lines in the system, except between VSC 3 and VSC 9.
• “VSCs”: All VSCs in the system, except VSC 9.
Note that in bipolar DC systems, the loss of a full branch would, in fact, imply
the outage of both positive and negative system. However, we assume the same
power transfer capacity for AC branch, DC branch and VSC. Thus, to foster a
fair comparison between outage severity regarding necessary preventive generator
redispatch, we assume monopolar DC systems.
DC Line Flow
As an excerpt, DC line flow is shown for 3 exemplary lines in Fig. 5.17. Power is
compared for a conventional AC-DC OPF and the various scenarios of an SC-OPF
(base case and 10 contingencies). For example, DC Line 6-7 almost doubles the
carried power after contingency #3DC. The reason is that a part of the power
transferred from Region 1 to Region 2 must be re-routed via Region 3. On the
other hand, line flow is negligible if #4DC fails. In that case, DC Line 6-7 has
no more connection toward Region 2 as a power receiver. Similarly, DC Line 8-5
takes over power from failing #6DC – which is also feeding VSC 8 during the base
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case – and is relieved if outage #3DC, previously sending power from Region 1,
occurs. An interesting behavior can be observed for DC Line 4-6. During the
base case, this horizontal line between Region 1 and Region 3 practically does
not carry any power. However, depending on the location of a contingency, the
line is used to transfer power in both directions. If #3DC fails, over 300 MW are
transferred from Region 1 toward Region 3. On the other hand, if #2DC, #4DC
or #10DC fail, a similar amount of power is directed the other way from Region 3
toward Region 1. This underlines the additional flexibility which is obtained by
meshing a power network. Lines which might not be relevant for general power
transfer between different price regions might gain importance in case of failures
when they are operated as a sort of power by-pass.
DC-Stage 1 vs. DC-Stage 2
We now turn the focus toward the difference between non-meshed and meshed DC
systems. Figure 5.18 depicts total preventive generator redispatch, i.e. the sum of
absolute upward and downward redispatch, for different contingency sets and DC
topologies. Note that the dispatch is computed separately for the two topologies
in order to load the DC systems to a maximum and foster a fair comparison,
see Table B.8. It is notable that with DC-Stage 1, the amount of redispatch lies
between 1200-1400 MW regardless of the type of contingencies. Contrarily, the
type of contingency has severe impact on redispatch in a meshed DC-Stage 2. If
the contingency set consists of VSCs, redispatch almost reaches the same amount
as with DC-Stage 1. This is mainly due to the fact that if VSC 2, 5 or 8 fail,
there is no alternative way of providing the missing power in Region 2, since the
AC tie lines are usually highly loaded as well. Contrarily, redispatch is reduced to
a minimum when only DC lines are considered as possible outages. The meshed
network provides enough flexibility and by-passes to overcome line outages. As
seen in the previous section, power can effectively be re-directed by adapting the
converter set points. Similarly, DC-Stage 2 improves the power flow situation
in the case of AC line contingencies, where the necessary generator redispatch
is reduced from strongly. However, it is still required an amount of 700 MW
redispatch, since a power transfer shift from the AC to the DC system is also
limited by free VSC capacity “behind” the AC bottleneck.
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Figure 5.18: Total preventive generator redispatch for different types of
contingencies and DC topologies.
5.3 Summary
The main findings of this chapter are:
• OPF with HVDC and PST — the effectiveness of a PST is large when
parallel lines tend to be loaded unevenly. In that case, DC systems provide
only limited flexibility and need to be dimensioned comparatively large.
However, it is clear that a PST cannot replace network extension if the
total transfer capacity is insufficient.
• SC-OPF with PST — the amount of necessary preventive generator re-
dispatch decreases with higher degrees of PST flexibility. This statement is
generally valid, however, a quantification depends highly on the considered
system and assumptions made.
• Risk-based SC-OPF — the “choice” between preventive generator redis-
patch and curative load shedding depends on the probability assigned to the
contingency and the distance between concerned generator and load.
• Objectives with HVDC— different goals can be reached when employing
HVDC. Objectives such as minimization of network losses or AC line loading
lead to differing optimal operating points.
• SC-OPF with HVDC — curatively controllable HVDC set points can
reduce preventive generator redispatch. Power injections are shifted from
one VSC to another to relieve specific AC network areas in the case of an
outage. However, this requires free VSC capacity during normal operation.
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• Contingency list — a shrunk contingency list can massively reduce com-
putational effort without changing the result. However, the choice is not
straightforward since the isolated effects of single contingencies do not re-
flect the impact of possible worst-case combinations.
• DC-side contingencies — outages of VSCs weigh heavy, especially if all
VSCs in the same price region are fully loaded and there is no alternative
power by-pass. The impact of DC line outages depends on the degree of
selectivity and meshing.
• Meshed DC-topology — even if total transfer capacity is not necessarily
increased, meshing a DC network introduces advantageous power flow flex-
ibility regarding N-1 security and subsequently the reduction of generator
redispatch. To resolve DC-side contingencies, this requires a high degree of
selectivity which implies costs for additional fault handling hardware.
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Chapter 6
Case Studies: Multi-Time Step
Optimization with Energy Storage
Systems
In this chapter, the asset of a TSO is extended by energy storage systems. Since
storage operation is highly dependent on time to respect energy constraints, the
optimization must be based on a forecast of load and renewables. Therefore, it
comprises multiple time steps to obtain an optimal storage power trajectory.
6.1 Receding Horizon Control with Averaged Forecast
At any time, the power system is subject to fluctuations in load and generation.
Weather and load predictions can never be exact and forecast errors grow with
the time distance from the present. One can determine an optimal control se-
quence for the entire day, however, optimality or even feasibility can be lost a
few hours (or minutes) later. Therefore, frequent forecast updates and renewed
optimizations are crucial in a real system. One method is Receding Horizon Con-
trol (RHC), also referred to as rolling horizon, which stems from model predictive
control theory. The principle is to calculate an optimal sequence over a certain
optimization horizon and apply it to a limited number of time steps. Then, a
forecast update is received and a new optimization is performed. The number
of optimized time steps – depending on the time resolution and the desired opti-
mization horizon – defines the computational effort, which can rapidly increase.
As stated above, forecast values farther ahead in the future are more likely to
be erroneous, which reduces the necessity of a high granularity. Thus, we use
a decreasing forecast granularity, which reduces the total number of time steps
included in the optimization. However, we assume that an incoming forecast is
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entirely based on a 15 min resolution. Therefore, the values are averaged if longer
time intervals are desired.
Example
The method shall be illustrated with an exemplary optimization process compris-
ing four different resolution intervals. Note that in the following, all values are
normalized per hour. Let the first resolution interval be defined by interval length
T 1RHC = 8 and resolution ∆t
1
RHC = 0.25, i.e. the first 8 hours of the forecast remain
unchanged in the highest 15 min resolution. Hours 9-16 are averaged on an hourly
basis, leading to (T 2RHC,∆t
2
RHC) = (8, 1) and thus 8 instead of 32 time steps. Hours
17-24 are averaged on a 4-hour basis, (T 3RHC,∆t
3
RHC) = (8, 4), and the second day,
i.e. hours 25-48, are averaged on a 12-hour basis, (T 4RHC,∆t
4
RHC) = (24, 12). In
total, the number of time steps is reduced from 192 to 44. In the example, we use
a sample rate of RRHC = 8. That is, calculated values are applied for the first
8 hours, the optimization window moves forward 8 hours, and the second calcu-
lation is performed with an updated forecast. To fully describe an RHC scheme,
the notation
RHC = [(T 1RHC,∆t
1
RHC), (T
2
RHC,∆t
2
RHC), ..., (T
N
RHC,∆t
N
RHC)@RRHC] (6.1)
is used for N different intervals. In our example, this leads to
RHC = [(8, 0.25), (8, 1), (8, 4), (24, 12)@8], (6.2)
which describes a total time horizon of TRHC =
∑N
i=1
T iRHC = 48 hours and a
number of T =
∑N
i=1
T iRHC/∆t
i
RHC = 44 time steps.
The optimization process is illustrated in Fig. 6.1. Vertical solid lines indicate
the actual optimization window, which contain the original load or wind forecast
(black trajectories) in the original resolution of 15 minutes. Vertical dashed lines
mark the adapted time steps according to the above-described time step reduction.
As a result, the colored lines represent the averaged values of the respective profile
between two new time steps. Clearly, the deviation in terms of power values
becomes relatively large in the second 24 hours. Nevertheless, crucial information
for storage operation is maintained: there tends to be a lack of energy as the
demand is expected to exceed renewable generation.
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Figure 6.1: Three consecutive optimizations in receding horizon control with
averaged forecasts and 4 different resolution intervals,
RHC = [(8, 0.25), (8, 1), (8, 4), (24, 12)@8].
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Figure 6.2: Extended 5-bus AC-DC system with two ESSs and a PV park.
6.2 5-Bus System
Two energy storage systems with characteristics from Table A.6 and a PV park are
connected to the existing system, see Fig. 6.2. Generator cost functions remain
unchanged from Chapter 5, see Table A.4. Forecast power profiles are taken
from the Belgian transmission system operator Elia, which provides detailed RES
generation and load data on its website. Original profiles are shown in Fig. C.1
and Fig. C.4; adapted profiles for usage in the 5-bus test system are shown in
Fig. C.2 and Fig. C.5. Here, the first PV peak is ignored since it coincides with
the wind peak which would heavily overload the system. Due to an increased peak
demand and peak RES generation, we use the original line flow limits of 400 MVA
for Line 1-2 and 240 MVA for Line 4-5, respectively. Furthermore, the capacity
of each VSC is set to 200 MVA.
6.2.1 Dispatch with D-OPF
We perform an N-0 dispatch with settings RHC = [(4, 0.25), (8, 1), (12, 4)@2],
which leads to (TN-1, T ) = (0, 27) for each optimization. Line flow limits are
reduced to 70% of the original limits. This setting imitates a day-ahead market-
based dispatch with network constraints under consideration of the following
24 hours for a more economic storage operation1. The computation of such dis-
patch demonstrates the functionality of the models, however, it could be used any
other market mechanism to generate the necessary input for subsequent redispatch
studies.
1With an increasing RES integration, we must expect a more important role of storage
during dispatch.
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Recall from Chapter 4.3 that a D-OPF for T time steps is expressed by
minimize
x1,0,..,xT,0
T∑
t=1
Costst,0(xt,0) (6.3a)
subject to Basics1,0(x1,0) (6.3b)
...
BasicsT,0(xT,0) (6.3c)
Dynamics(x1,0, .., xT,0). (6.3d)
The Basics must be fulfilled for each time step, and the Dynamics link the time
steps to each other. The storage variables
{
Et,0ESS1, P
t,0
ESS1,C, P
t,0
ESS1,D, Q
t,0
ESS1, E
t,0
ESS2, P
t,0
ESS2,C, P
t,0
ESS2,D, Q
t,0
ESS2
}
(6.4)
are added to xt,0 for each time step t. The power balance of a node where a storage
is connected must be augmented by the respective charging and discharging power
set points. For example, the power balance of Node 2 becomes
P t,0G4 + jQ
t,0
G4+P
t,0
ESS2,D − P
t,0
ESS2,C + jQ
t,0
ESS2 + P
t,0
VSC3 + jQ
t,0
VSC3 =
V t,0AC5
(
(yt,0SP51 + y
t,0
SP54)V
t,0
AC5 − y
t,0
S51V
t,0
AC1 − y
t,0
S54V
t,0
AC4
)∗ (6.5)
Furthermore, we add the following basic constraints which must be valid for any
time step t:
0.2 ≤ Et,0ESS1, E
t,0
ESS2 ≤ 1.8 (6.6a)
0 ≤ P t,0ESS1,C, P
t,0
ESS1,D, P
t,0
ESS2,C, P
t,0
ESS2,D ≤ 1 (6.6b)
−1 ≤ Qt,0ESS1, Q
t,0
ESS2 ≤ 1. (6.6c)
The dynamic constraints connect the energy states of a storage over time by
69
CHAPTER 6. CASE STUDIES: MULTI-TIME STEP OPTIMIZATION WITH ESS
adding (subtracting) the incremental charged (discharged) energy:
Dynamics(x1,0, ..,x27,0) ≡
{
E1,0ESSi = 1︸︷︷︸
E
0,0
ESSi
+(0.95P 1,0ESSi,C − 0.95
−1P 1,0ESSi,D) · 0.25︸︷︷︸
∆t1,0
, (6.7a)
E2,0ESSi = E
1,0
ESSi + (0.95P
2,0
ESSi,C − 0.95
−1P 2,0ESSi,D) · 0.25, (6.7b)
...
E16,0ESSi = E
15,0
ESSi + (0.95P
16,0
ESSi,C − 0.95
−1P 16,0ESSi,D) · 0.25, (6.7c)
E17,0ESSi = E
16,0
ESSi + (0.95P
17,0
ESSi,C − 0.95
−1P 17,0ESSi,D) · 1, (6.7d)
...
E24,0ESSi = E
23,0
ESSi + (0.95P
24,0
ESSi,C − 0.95
−1P 24,0ESSi,D) · 1, (6.7e)
E25,0ESSi = E
24,0
ESSi + (0.95P
25,0
ESSi,C − 0.95
−1P 25,0ESSi,D) · 4, (6.7f)
...
E27,0ESSi = E
26,0
ESSi + (0.95P
27,0
ESSi,C − 0.95
−1P 27,0ESSi,D) · 4, (6.7g)
∀i ∈{1, 2}
}
.
Note that ∆tt,0 varies between 0.25 and 4 due to the variable step sizes in receding
horizon control. Furthermore, we assume an initially stored energy of 100 MWh,
i.e. 1 pu, see (6.7a).
In Fig. 6.3a, we observe that wind power cannot fully be integrated between hours
5 to 15. This is due to fully exploited transmission capacities on both AC and DC
network. Figure 6.3b shows that both constrained lines are fully loaded between
hours 3 to 15. Meanwhile, it can be seen in Fig. 6.3c that the DC system is utilized
to relieve the AC side as far as possible by transporting 200 MW from VSC 3 to
VSC 2. Energy storage dispatch is shown in Fig. 6.4b. During the first two hours,
network constraints allow for a discharge of ESS 2 to free some energy capacity
for the anticipated wind peak. Notably, ESS 2 is subsequently not charged at full
power but rather shares its free energy capacity over hours 5 to 15, which leads to
a grid-friendly peak-shaving of the wind power. On the other hand, ESS 1 cannot
absorb wind power due to the already fully loaded network.
On the second day, PV power is fully integrated. It is located in a network area
with a large demand and thus does not need to be transported over the constrained
lines. Nevertheless, it can be observed that the storages are actively discharged
beforehand of the expected PV peak in order to absorb maximal possible PV
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(a) Accumulated generator, RES and ESS dispatch.
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(b) Loading of the two constrained lines, where the limit is set to 70% during dispatch.
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(c) Accumulated VSC power from DC to AC (positive value) and AC to DC (negative
value).
Figure 6.3: D-OPF results in the 5-bus AC-DC system.
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(a) Storage power. Positive value: charging, negative value: discharging.
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(b) Storage energy.
Figure 6.4: D-OPF results for energy storage in the 5-bus AC-DC system.
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energy. This effect stems from fuel cost minimization. Instead of entirely ramping
down the cheap conventional generator G1, an energy shift via the storage is used
to replace more expensive generators at a later point in time. Lastly, due to the
local consumption of PV power, the DC system is only marginally loaded during
the PV peak and serves to minimize losses.
6.2.2 Redispatch with SC-D-OPF
An operational security analysis of a TSO will most importantly require N-1 se-
curity. Therefore, we extend the study by including the same outage as in Chap-
ter 5.1.2, namely Line 1-2. Receding horizon control settings remain RHC =
[(4, 0.25), (8, 1), (12, 4)@2] and we have (TN-1, T ) = (27, 27) per optimization,
which leads to N-1 security for each time step. Recall from Chapter 3.4 that
an SC-D-OPF with one contingency and T time steps is expressed with
minimize
x1,0,x1,1,..,
xT,0,xT,1
T∑
t=1
Costst,0(xt,0) +
T∑
t=1
pt,1 · Costst,1(xt,1) (6.8a)
subject to Basics1,0(x1,0) (6.8b)
Basics1,1(x1,1) (6.8c)
N-1 Coupling1(x1,0, x1,1) (6.8d)
...
BasicsT,0(xT,0) (6.8e)
BasicsT,1(xT,1) (6.8f)
N-1 CouplingT (xT,0, xT,1) (6.8g)
Dynamics(x1,0, .., xT,0). (6.8h)
The focus lies on the effects of 3 different ESS operation modes described in
Chapter 4.2. Therefore, we use Preventive-DC throughout this subsection in
order not to compound different effects. Independently from storage operation
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mode, the following coupling constraints are added for each time step t:
N-1 Couplingt(xt,0, xt,1) ≡
{
Et,1ESS1 = E
t,0
ESS1 − (1− ξ)(0.95P
t,0
ESS1,C − 0.95
−1P t,0ESS1,D) ·∆
t,0︸ ︷︷ ︸
ξ=0
= E
t−1,0
ESS1
+ (0.95P t,1ESS2,C − 0.95
−1P t,1ESS2,D) · 0.5,
(6.9a)
Et,1ESS2 = E
t,0
ESS2 − (0.95P
t,0
ESS2,C − 0.95
−1P t,0ESS2,D) ·∆
t,0
+ (0.95P t,1ESS2,C − 0.95
−1P t,1ESS2,D) · 0.5,
(6.9b)
− 0.017 ≤ (P t,0G1,Up − P
t,0
G1,Down)− (P
t,1
G1,Up − P
t,1
G1,Down) ≤ 0.017, (6.9c)
...
− 0.06 ≤ (P t,0G4,Up − P
t,0
G4,Down)− (P
t,1
G4,Up − P
t,1
G4,Down) ≤ 0.06, (6.9d)
0 ≤ P t,0VSCi − P
t,1
VSCi ≤ 0, ∀i ∈ {1, 2, 3}
}
. (6.9e)
Here, (6.9a) and (6.9b) define the new energy states 0.5 hours after the contingency
has occurred. We assume ξ = 0, which means that a contingency occurs at the
beginning of a time step. Equations (6.9c)-(6.9d) describe the generator coupling
(±1 % of installed capacity), and (6.9e) imposes preventive control on the HVDC
system. Additional coupling constraints which depend on storage operation are
presented in the course of the following studies.
Storage Operation
The differing storage operation depending on the control mode can be examined in
Fig. 6.5 and Fig. 6.6. In Fig. 6.5, the stored energy in the base case is displayed. In
Fig. 6.6, curative power set points are compared. Note that after the occurrence
of an outage, the remaining optimal trajectory lacks N-1 security. We assume
that a new optimization would be started with the new topology to bring the
system back to an N-1 secure state. Therefore, an empty or full storage after a
hypothetical outage does not affect the optimal normal operation in a consecutive
time step, since we consider this time step only as a valid solution if the outage
has not occurred. Post-outage set points in consecutive time steps should not be
interpreted as a trajectory, but rather (practically) independent from each other.
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(b) Base case energy of ESS 2.
Figure 6.5: Storage energy levels with different control modes before (c = 0)
the outage of Line 1-2.
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(a) Curative power set points ESS 1.
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Figure 6.6: Storage power reserve with different control modes after (c = 1)
the outage of Line 1-2. Positive value: charging, negative value:
discharging.
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• Preventive-ESS: the base case set points of the storage are controllable
only. However, the state of charge must guarantee non-violated capacity
limits after an outage, where the storage continues charging/discharging
with the same set point. We have additional N-1 coupling constraints for
each storage i and time step t:
0 ≤ P t,0ESSi,C − P
t,1
ESSi,C ≤ 0 (6.10a)
0 ≤ P t,0ESSi,D − P
t,1
ESSi,D ≤ 0. (6.10b)
If a certain power is requested after a possible failure, the storage must adapt
the set point already in the base case. Due to the limited energy capacity,
this would quickly lead to full or empty storages. Subsequently, the ESSs
are barely utilized during the critical first 18 hours. Both ESS 1 and ESS 2
are discharged and charged, respectively, over a longer time span at lower
power than foreseen by the dispatch (Fig. 6.5). Later, when network stress
is uncritical and no N-1 reserve is required, they participate in an energy
shift of the cheap PV power. With no notable limitation, they use their full
capacity to absorb as much PV energy as possible, see Fig. 6.5a hours 36 to
42 and Fig. 6.5b hours 32 to 38.
• Curative-ESS: each storage i has a fixed base case set point for each time
step t from a previously determined dispatch (“,fix”):
P t,0ESSi,C,fix ≤ P
t,0
ESSi,C ≤ P
t,0
ESSi,C,fix (6.11a)
P t,0ESSi,D,fix ≤ P
t,0
ESSi,D ≤ P
t,0
ESSi,D,fix. (6.11b)
However, it is possible to react to an outage with a set point adaption if the
state of charge allows it:
−∞ ≤ P t,0ESSi,C − P
t,1
ESSi,C ≤ ∞ (6.12a)
−∞ ≤ P t,0ESSi,D − P
t,1
ESSi,D ≤ ∞. (6.12b)
Increased flexibility is used to large extents during the first 15 hours. Lo-
cated “ahead” of the contingency, ESS 2 can be charged after the outage (see
Fig. 6.6b) which means, from a grid perspective, the provision of negative
power reserve. On the other hand, located “behind” the contingency, ESS 1
can be discharged after the outage and provide positive power reserve, see
Fig. 6.6a. This imitation of generator redispatch is only possible as long
as the ESSs dispose over sufficient energy reserve. Between hour 4 and 15,
ESS 2 is charged during normal operation and comes closer to the upper
energy limit, see Fig. 6.5b. Starting from hour 11, the energy reserve is so
small that it reflects in a reduced post-outage power reserve in Fig. 6.6b,
which vanishes completely in hour 15.
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• Preventive-Curative-ESS: set points of storage i before and after an
outage are optimized for each time step t:
−∞ ≤ P t,0ESSi,C − P
t,1
ESSi,C ≤ ∞ (6.13a)
−∞ ≤ P t,0ESSi,D − P
t,1
ESSi,D ≤ ∞. (6.13b)
Storages can be driven preventively towards energy states which allow for
maximal power reserve at times where contingencies are expected to have
the largest impact. In our case study, this can be observed during hours 11
to 18. While energy constraints on ESS 2 prohibit full power reserve with
Curative-ESS after hour 11, a security margin is observed with Preventive-
Curative-ESS. That is, the base case energy level remains far below the
upper energy limit, see Fig. 6.5b. This preventively maintains full power
reserve after a possible outage and appears most desirable to avoid generator
redispatch.
Preventive Generator and Storage Redispatch
In Fig. 6.7, accumulated generator and storage redispatch in the base case is
compared for the ESS operation modes. With Preventive-ESS (see Fig. 6.7a),
redispatch of about ±100 MW is necessary on both sides of the bottleneck dur-
ing the first hours, since the identical power set points must be valid in case of
reduced transmission capacity when Line 1-2 fails. As stated above, the storages
cannot hold up the necessary positive and negative power reserve for a time span
of 15 hours due to the limited capacity. Subsequently, the largest portions of re-
dispatch stem from wind power curtailment and an according power increase from
generator G2.
With Curative-ESS, wind curtailment is avoided in large parts for the first 11 hours
since power reserve by the storage is accessible in the case of an outage, see
Fig. 6.7b. Then, however, the energy reserve of ESS 2 vanishes and the network
area ahead of the bottleneck must be relieved by triggering generator redispatch
of about ±100 MW.
The largest storage flexibility is available with Preventive-Curative-ESS. Owing
to preventive control, curative ESS power reserve is sufficient at all times to cope
with a contingency. Subsequently, generator redispatch becomes negligible, see
Fig. 6.7c. Note that between hours 28 and 33, storages are redispatched again in
the opposite direction to correct the energy level and, as planned by the dispatch,
have the full capacity available to absorb energy from PV production.
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(a) Preventive-ESS. Generator redispatch of +1587/-1607 MWh.
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(b) Curative-ESS. Generator redispatch of +397/-402 MWh.
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(c) Preventive-Curative-ESS. Generator redispatch of +134/-147 MWh.
Figure 6.7: Accumulated positive and negative preventive redispatch in the
base case with different storage control modes.
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Figure 6.8: Loading of Line 4-5 with different storage control modes before
(c = 0) and after (c = 1) the outage of Line 1-2.
Line Loading
In Fig. 6.8, the loading of Line 4-5 is depicted. The solid lines represent base
case load, i.e. before an outage, and the loading after a contingency is indicated
with markers ’o’. In the first 24 hours, the capacity of Line 4-5 is fully exploited
after an outage of Line 1-2, independently from the ESS control mode. In the
base case, however, different security margins are notable. With Preventive-ESS,
it is reserved over 40 % of line capacity for the possible outage. Introducing more
storage flexibility, the allowed line loading is increased to over 70%. The security
margins stem from a generator and storage redispatch, which relieves the line.
Consequently, the points in time where the line load deviates among the control
modes are the same points in time where preventive redispatch deviates among
the control modes, see Fig. 6.7.
6.3 67-Bus System
We use the test system from Chapter 5.2 with DC-Stage 1. It is extended by 8
energy storage systems with characteristics from Table B.9. We connect 4 ESSs in
Region 1, 3 ESSs in Region 2, and 1 ESS in Region 3. Furthermore, 4 additional
wind parks are connected in Region 1 and 2. The enhanced topology is shown
in Fig. 6.9. Again, forecast is provided by adapted profiles from the Belgian
transmission system operator Elia. Original profiles are shown in Fig. C.1 and
Fig. C.4; adapted profiles for usage in this case study are shown in Fig. C.3 and
Fig. C.6. AC line flow limits are set to 2279 A, which equals 1500 MVA at 380 kV,
and VSCs are limited to 1200 MVA.
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Figure 6.9: AC-Topology of 67-bus test system with 8 additional energy
storage systems and 3 additional wind farms. Storage parameters
from Table B.9.
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6.3.1 Dispatch with D-OPF
A D-OPF with RHC = [(4, 0.25), (8, 1), (12, 4)@2] and (TN-1, T ) = (0, 27) is per-
formed without line flow limits to obtain dispatch set points. We introduce gen-
erator ramping limits, such that each generator is able to change its power output
at a rate of 100 % per hour. For example, for generator G4 with an installed
power of 887 MW, we add the constraints
−8.87 · 0.25 ≤ P 2,0G4 − P
1,0
G4 ≤ 8.87 · 0.25 (6.14a)
...
−8.87 · 1 ≤ P 17,0G4 − P
16,0
G4 ≤ 8.87 · 1 (6.14b)
...
−8.87 · 4 ≤ P 27,0G4 − P
26,0
G4 ≤ 8.87 · 4. (6.14c)
Generator, wind and summarized storage dispatch is shown in Fig. 6.10. Wind
power sums up to a considerable portion of energy supply in the first 15 hours
and, due to the price difference between regions, the remaining power is mainly
produced in Region 1 and 3. Storage is charged either during the wind peak
or during times of low demand in order to shift energy towards times of peak
demand. The storage dispatch is shown in more detail in Fig. 6.11a, where it
can be seen that the full accumulated energy capacity (dashed lines) is exploited.
Furthermore, accumulated VSC power set points are shown in Fig. 6.11b. Up to
3.6 GW of power are collected in Region 1 (grey) and Region 3 (orange) in order
to be transferred towards Region 2 (green).
6.3.2 Redispatch with SC-D-OPF
Chapter 5.2.2 shows that a shrunk contingency list can be sufficient for N-1 se-
curity. Therefore, we use the reduced AC contingency set with C = {3, 7, 8}.
Furthermore, outages are included for the first 16 time steps of highest resolution
only, leading to (TN-1, T ) = (16, 27) per optimization. Settings for receding hori-
zon control remain RHC = [(4, 0.25), (8, 1), (12, 4)@2]. In the previous sections,
the effects of VSC and ESS control were investigated in detail. For the following
case, a comparison of all possible combinations between different VSC and ESS
control modes would go beyond the scope of this thesis. Instead, we highlight a
reasonable selection by using Preventive-Curative-DC and a comparison between
Curative-ESS and Preventive-Curative-ESS.
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Figure 6.10: Accumulated generator, RES and ESS dispatch in the 67-bus
system with D-OPF.
Storage operation
Storage energy levels during the base case are shown in Fig. 6.12a. It is notable
that energy fluctuations are lower compared to the dispatch and that upper or
lower limits are never met. These security margins lead to available N-1 reserves
whenever necessary.
Curative storage actions after the occurrence of contingency #8AC are shown in
Fig. 6.12b. Here, positive and negative power adaption from the base case to the
contingency case is depicted. From grid-perspective, a positive value denotes an
increase in power generation. As expected, ESSs in Region 2 generate power in
order to compensate for the lost transmission line. Storages in Region 1 and 3
maintain power balance with an adequate negative power adaption, such as in-
creased charging. Note that the power adaption of a 300 MW-storage can reach up
to 600 MW, if it switches for example from charging in the base case to discharging
after the outage.
Preventive Redispatch Cura-ESS vs. Prev-Cura-ESS
The preventive base case redispatch for generators and storages is shown in
Fig. 6.13, where both generators and ESSs are clustered per area. With Curative-
ESS (Fig. 6.13a), power production of up to 2 GW is shifted from generators in
Region 1 and 3 to generators in Region 2. This meets the expectation that Re-
gion 2, which is a load center with a power deficit, must ramp up generation if
power supply over tie lines is endangered. With Preventive-Curative-ESS, storages
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(a) Accumulated storage energy.
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(b) Accumulated VSC set points. Positive value: power transfer from DC to AC.
Figure 6.11: Dispatch of VSCs and ESSs in the 67-bus system with D-OPF.
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(a) Accumulated base case storage energy. Conservative operation compared to
dispatch in order to maintain N-1 reserves.
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(b) Curative storage actions after contingency #8AC. Positive value: increased
power generation (from grid-perspective).
Figure 6.12: Storage operation in the 67-bus system with SC-D-OPF and
Preventive-Curative-ESS.
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are preventively kept in energy states which maintain the power reserve in case of a
contingency. For example, between hours 12-15 and 32-36, storages are dispatched
at almost full capacity. Therefore, with Curative-ESS, the reserve is small. Dur-
ing those hours, generator redispatch is reduced with Preventive-Curative-ESS,
since storages are not fully charged in the base case and consequently provide a
larger N-1 reserve. Although the 2 GW-peak around hour 18 cannot be avoided,
the total positive redispatch is reduced from 47.4 GWh to 33.5 GWh (-29 %) over
48 hours.
Preventive Generator Redispatch
To understand the significance of the results, we compare the total required pre-
ventive generator redispatch with the potential worst and best case:
• No-ESS: No storage is connected in the grid at all. Dispatch and Redis-
patch are performed entirely without storage.
• Reserve-ESS: We use storage exclusively for N-1 curative actions. There-
fore, dispatch and preventive redispatch are performed without storage. Af-
ter the outage, each storage is assumed at 50 % state of charge and available
for positive or negative power reserve.
Clearly, with a total amount of 129.4 GWh, the largest redispatch is required with
no storage at all, see Fig. 6.14. On the contrary, the least redispatch (50.7 GWh) is
achieved when storage is used exclusively for N-1 security. In that case, however,
storages cannot be used at all during normal operation for an economic RES inte-
gration – they stand still for the whole time of normal operation without failure.
It is notable, that with Preventive-Curative-ESS, the generator redispatch is only
marginally larger (55.2 GWh). Thus, the N-1 benefit of the storage can almost
fully be exploited, but storage is available to optimization during normal opera-
tion as well. In this case study, the cost of conventional generator dispatch during
the first 48 hours comes to 16.68 Me with storage (in average 26.8 e/MWh), and
17.14 Me without storage (in average 27.5 e/MWh, in total +455,000 e). If the
storage is available for an economic dispatch and N-1 curative actions, but not
accessible for preventive redispatch (Curative-ESS), generator redispatch is sub-
stantially larger again (86.8 GWh).
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(a) Curative-ESS : no preventive actions by storage. Generator redispatch of
+47.4/-40.3 GWh.
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(b) Preventive-Curative-ESS: portions of generator redispatch are avoided or replaced
by storage. Generator redispatch of +33.5/-21.8 GWh.
Figure 6.13: Preventive generator and storage redispatch for different storage
control modes in the 67-bus system with SC-D-OPF. Generator
and storage power is accumulated per area.
87
CHAPTER 6. CASE STUDIES: MULTI-TIME STEP OPTIMIZATION WITH ESS
0 6 12 18 24 30 36 42 48
-4
-2
0
2
4
No-ESS Cura-ESS Prev-Cura-ESS Reserve-ESS
Figure 6.14: Total preventive generator redispatch in GWh: No-ESS : 129.4,
Cura-ESS : 86.8, Prev-Cura-ESS : 55.2, Reserve-ESS : 50.7.
6.4 Summary
The case studies show that energy storage systems can reduce preventive generator
redispatch. However, the operating mode is crucial.
• Preventive-ESS — as expected, only operating preventively has very
little effect on post-contingency security. If power reserve is required over
long periods of time, the storage is incapable of maintaining the power set
point during normal operation due to energy limitations.
• Curative-ESS — this mode has the advantage, that no dynamic op-
timization over a forecast horizon is necessary; the curative set point is
solely dependent on the actual load flow situation. However, that means
the base case storage dispatch is controlled without knowledge of possible
reserve needs and as a consequence, the storage might be unable to activate
a needed reserve because it is full or empty.
• Preventive-Curative-ESS — this mode leads to the largest reduction
of preventive generator redispatch. The storage systems are predictively
driven into energy states which suffice post-contingency reserve needs. This
leads to a more conservative base case storage operation when the network
is stressed to hold up energy security margins. But, at times of no urgency
for reserves, the storage capacity can be exploited to foster an economic
RES integration. Preventive generator redispatch is reduced to an amount
close to the minimum, which would be required if storage were installed
exclusively for curative actions.
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Chapter 7
Coordinated Multi-Area Optimization
Due to the increasing complexity of the power system and an operation closer
to network limitations, central coordination in large scale networks comes with
major computational burdens. Moreover, privacy, e.g. for each transmission sys-
tem operator (TSO) controlling a certain region, is a concern. Subsequently, the
interest in distributed optimization, also referred to as multi-area optimization,
has substantially grown in recent years.
Parts of this chapter have been published in [93].
7.1 Literature Review
An early overview of distributed OPF algorithms can be found in [52] and the most
recent developments are examined in detail in [61]. The most popular branches to
tackle the non-convex AC OPF problem are Optimality Condition Decomposition
(OCD) [19, 46, 69], Auxiliary Problem Principle (APP) [51, 5] and Alternating
Direction of Multipliers Method (ADMM) [8, 32, 33, 44]. In OCD technique, pri-
mal and dual variables are assigned to a specific sub-problem. Each sub-problem
then includes certain constraints which also involve variables from a foreign sub-
problem. Those foreign variables are treated as constants, defined by the related
neighbor after the previous iteration. By penalizing the coupling variables in
the objective, convergence is achieved under certain assumptions (e.g. relatively
weakly coupled sub-problems). Those assumptions cannot be guaranteed for any
problem, however, the method is shown to work for certain networks up to a few
hundred buses [69]. In contrast to OCD, in APP and ADMM each sub-problem
uses variable duplicates from neighboring sub-problems and is solved to optimal-
ity. They are based on Augmented Lagrangian Relaxation, where penalty terms,
calculated from the coupling variable deviation and their Lagrangian multipliers,
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are added to the objective function. The improvement from APP to ADMM is
a sequential update on internal and external variables, which reduces necessary
information exchange and leads to communication between neighboring regions
only. Convergence is achieved in a large-scale network [44], but again, convergence
guarantees cannot be given for non-convex problems.
Most recently, further development of ADMM is presented in [45], which is called
Augmented Lagrangian based Alternating Direction Inexact Newton (ALADIN)
method. The agents solve similar local problems compared to ADMM, but it
includes elements from the field of sequential quadratic programming to improve
the central update step. Convergence rate is much faster than in ADMM and it can
be extended using globalization strategies which guarantee convergence. ALADIN
is applied to the conventional OPF problem in [25, 24] and shows an impressive
improvement in terms of convergence speed and optimality gap. However, the
communication is increased and as of now, the centralized update cannot yet be
entirely distributed.
In [47], an AC-DC OPF is calculated in a distributed manner. However, the AC
system is approximated with a linear DC approach, which is much easier in terms
of local optimization as well as network decomposition and consensus between
areas. Additionally, converter losses are neglected, which further simplifies the
decoupling between AC and DC regions.
To the best of our knowledge, there have been no attempts to solve a multi-area
SC-D-OPF.
7.2 Network Decomposition in AC-DC Grids
To allow for distributed algorithms, the optimization problem must be formu-
lated in a separable way. Therefore, network partitioning and model decomposi-
tion methods are explained in detail, followed by a re-formulation of the original
problem.
7.2.1 Network Partitioning
Network partitioning can be crucial for distributed algorithms to achieve good
performance. That is why there exist methods to optimally divide networks into
regions based on e.g. electrical distance [21], minimized number of tie lines [34]
or spectral clustering [43]. However, we believe that network partitions are inher-
ently given by structural responsibilities. For example, a region or control area
could represent one TSO, multiple TSOs or a whole country. Thus, the number
and dimension of AC regions are historically known. However, responsibilities in
overlaying DC networks are yet to be defined. So far, existing DC links are subject
to bilateral agreements if connecting different control areas. It is not clear how
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Region A
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DC
(a) Shared-DC approach: hybrid AC-DC
regions are formed.
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AC
AC
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(b) Joint-DC approach: regions only
contain either AC or DC nodes.
Figure 7.1: Network partitioning approaches in AC-DC networks.
authority is shared if multiple areas are involved in a truly meshed overlaying DC
grid. Therefore, we identify two different approaches, which are explained in the
following.
Let R non-overlapping regions be defined in R = {1, ..., R}, and let Nk identify all
nodes in Region k. Herewith, NACk collects all AC nodes and N
DC
k all DC nodes
in Region k. If there exist DC nodes (NDC 6= ∅), we have the choice between two
partitioning possibilities:
• Shared-DC : We define R = RAC hybrid AC-DC regions, where each AC
region may also contain DC nodes. Thus, each existing TSO gains control
over converters in its own control area, see Fig. 7.1a.
• Joint-DC : We define RAC regions containing only AC nodes and RDC re-
gions containing only DC nodes, leading to a total of R = RAC + RDC
regions. This approach follows the idea that there exist one or multiple
independent entities which coordinate a pure DC network, see Fig. 7.1b.
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Figure 7.2: Decoupling model of a tie line (AC or DC) between nodes i and j.
The line is opened in the middle; two auxiliary nodes (m and n)
and two auxiliary generators (a and b) are connected to the open
ends. Reactive power source QG is only added for an AC tie line.
7.2.2 Decoupling of Inter-Regional Connectors
The decoupling between two neighboring regions depends on the element which
serves as inter-connector. In general, we distinguish between tie lines and convert-
ers. Let an inter-connector between nodes i ∈ NA and j ∈ NB link Region A and
Region B. Depending on the region types (AC, DC or AC-DC) and the chosen
DC decoupling approach, this could be an AC line, a DC line or an AC-DC VSC.
AC or DC Tie Line
In [51], the decomposition method for an AC tie line using dummy generators is
described. Later, [32] only uses voltages for consensus. It is not clear why the
generators are omitted, but convergence rates are rather poor and the authors
then improve the decomposition method by including neighboring nodes from
foreign regions, resulting in overlapping areas [33]. The weighted summation and
difference of those two node voltages are then used for consensus and subsequently,
convergence is improved. This is also adapted in [44]. However, possibly sensitive
information of a neighboring region must be shared, such as connected loads,
generators or cost functions. Therefore, we choose the dummy generator method
of [51] for both AC and DC tie lines, see Fig. 7.2.
The original line is cut into two halves; auxiliary nodes (m,n) and auxiliary
generators (a, b) are added at both open ends. Thus, node sets are augmented
to NA ← {NA,m}, NB ← {NB , n} and the generator set is augmented to EG ←
{EG, a, b}. To guarantee a feasible power flow, the voltage must be equal at nodes
m and n. Furthermore, the generators must produce the same amount of power
of the opposite sign. In the case of an AC tie line (i ∈ NACA , j ∈ N
AC
B ), this leads
to boundary conditions including complex voltage and both active and reactive
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power:
|VACm| = |VACn| (7.1a)
∠VACm = ∠VACn (7.1b)
PGa = −PGb (7.1c)
QGa = −QGb. (7.1d)
Note that if rectangular coordinates are used for AC voltage, the implementation
involves real and imaginary part instead of magnitude and angle.
In the case of a DC tie line (i ∈ NDCA , j ∈ N
DC
B ), only real voltage and active
power must meet the constraints:
VDCm = VDCn (7.2a)
PGa = −PGb. (7.2b)
AC-DC Converter
Let VSC a connect i ∈ NACA with j ∈ N
DC
B , which separates Region A from B.
This leads to a ∈ EVSCi , E
VSC
j , see also Fig. 4.1. A copy of the AC power source
is created and connected at the DC side. This requires a new mapping since
auxiliary VSC b instead of VSC a is connected to the DC side. VSC a remains on
the AC side. Thus, the VSC set is augmented to EVSC ← {EVSC, b}, and, in turn,
a ∈ EVSCi , a /∈ E
VSC
j and b ∈ E
VSC
j , b /∈ E
VSC
i . Since the power sources both point
in the direction of the AC grid, power variables on both sides must be equal:
PVSCa = PVSCb (7.3a)
QVSCa = QVSCb. (7.3b)
Equation system
We write consensus constraints (7.1)-(7.3) between Region A and B in a more
compact form. With xNA and xNB the augmented optimization variables of Re-
gion A and Region B, respectively, we choose coupling matrices A˜A, A˜B such that
A˜AxNA + A˜BxNB = 0. (7.4)
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Figure 7.3: Decoupled converter model following the approach Joint-DC.
Auxiliary AC power sources are added at the DC side to allow for
an active power balance.
7.2.3 Problem Formulation
We use the central problem formulation (4.42) and adapt it to a shrunk node set
Nk of Region k. We form variables, objective and constraints for Region k to
xk ≡
{
xt,cNk , ∀(t, c) ∈ S
}
(7.5a)
Fk(xk) ≡
∑
(t,c)∈S
pt,cCostst,cNk(x
t,c
Nk
) (7.5b)
hk(xk) ≤ 0 ≡
{
Basicst,cNk (x
t,c
Nk
), ∀(t, c) ∈ S
N-1 CouplingtNk (x
t,0
Nk
, .., xt,CNk ), ∀t ∈ TN-1
DynamicsNk(x
1,0
Nk
, .., xT,0Nk )
}
.
(7.5c)
Note that we aggregate both equality and inequality constraints in hk(xk) ≤ 0 for
the sake of better readability. In the case of an SC-D-OPF, consensus constraints
(7.4) must be fulfilled in every considered time or contingency scenario:
A˜t,cA x
t,c
NA
+ A˜t,cB x
t,c
NB
= 0, ∀(t, c) ∈ S . (7.6)
An exemplary problem decomposition for a two-area SC-D-OPF with 3 time steps
and 2 contingencies is shown in Fig. 7.4. It results in two optimization problems
(dashed boxes in Fig. 7.4b) with 9 scenarios each which must be coupled. Let N-1
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t ∈ T
c ∈ C
(a) Centralized SC-D-OPF. (b) Distributed SC-D-OPF.
Figure 7.4: Schematic problem decomposition for two areas (blue and green)
under consideration of three time steps and two contingencies. A
dashed box represents an optimization problem.
security be required over all time steps (TN-1 = T ). Then we have

A˜
1,0
A A˜
1,0
B
. . .
. . .
A˜T,CA A˜
T,C
B




x1,0NA
...
xT,CNA
x1,0NB
...
xT,CNB


= 0. (7.7)
Again, we improve readability of (7.7) by introducing matrices AA, AB such that
[
AA AB
]︸ ︷︷ ︸
A
[
xA
xB
]
︸ ︷︷ ︸
x
= 0 (7.8)
or, in a more general form,∑
k∈{A,B}
Akxk = 0. (7.9)
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7.3 Implemented Algorithms
Generally, a non-linear optimization problem can be described with
minimize
x
F (x) (7.10a)
subject to h(x) ≤ 0, (7.10b)
where x ∈ Rl, h : Rl → Rm and F : Rl → R are optimization variables, con-
straints1 and objective function, respectively.
Assume that due to inherent problem structures, x, h and F are separable. That
is, each term can be assigned to a specific group or region and those regions are
coupled to each other with linear constraints2. Thus, the problem can be written
as
minimize
x
∑
k∈R
Fk(xk) (7.11a)
subject to hk(xk) ≤ 0, ∀k ∈ R (7.11b)∑
k∈R
Akxk = 0. (7.11c)
Here, xk ∈ Rlk , hk : Rlk → Rmk and Fk : Rlk → R are optimization variables,
non-linear constraints and objective function, respectively, in Region k ∈ R =
{1, .., R}. Matrix Ak ∈ Rn×lk maps xk onto the full set of n coupling constraints
and enforces consensus between regions, i.e. guarantees cross-border feasibility.
In the following, two algorithms are presented, where the general idea to solve
(7.11) is identical. Augmented regional OPFs are solved and the deviation of op-
timization variables from fixed auxiliary variables z, which are information stem-
ming from neighboring regions, is penalized. The regions then exchange informa-
tion and, depending on the algorithm, z is updated in a specific way. The update
is re-distributed to the local agents for a new OPF calculation until consensus
between regions is achieved.
7.3.1 ADMM
We construct an augmented Lagrangian of the form
L(x, z, λ) =
∑
k∈R
{
Fk(xk) + λ
⊤
k Ak(xk − zk) +
ρ
2
||Ak(xk − zk)||
2
W
}
(7.12)
1The constraints merge all linear and non-linear equality or inequality constraints.
2The described algorithms in this work are valid for affine coupling constraints as well.
However, our problems only require linear coupling constraints.
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with penalty parameter ρ ∈ R and
x = [x⊤1 ... x
⊤
R]
⊤ (7.13a)
z = [z⊤1 ... z
⊤
R ]
⊤ (7.13b)
λ = [λ⊤1 ... λ
⊤
R]
⊤. (7.13c)
Dual variables of the consensus constraints are denoted with λk ∈ Rn×1 for each
Region k, and W ∈ Rn×n is a positive definite, diagonal weighting matrix3, where
each entry is related to one coupling constraint. The idea of using a scaling matrix
W stems from the second algorithm, ALADIN. In ADMM literature, W is the
identity matrix, which is referred to as unscaled ADMM in this work. The main
steps during one iteration of the solving process are
1. x = argminx∈X L(x, z, λ) (7.14a)
2. z = argminz∈Z L(x, z, λ) (7.14b)
3. λ← λ+ ρWA(x− z) (7.14c)
with A = [A1 ... AR]. The first step (7.14a) minimizes a non-linear problem,
where constraint region
X = {x|hk(xk) ≤ 0,∀k ∈ R} (7.15)
enforces local constraints (7.11b). Since z is fixed, (7.14a) is in fact a series of
R independent problems which can be calculated in parallel. Furthermore, since
λ⊤k Akzk is independent of x, (7.14a) equals
x = argminx∈X
∑
k∈R
{
Fk(xk) + λ
⊤
k Akxk +
ρ
2
||Ak(xk − zk)||
2
W
}
. (7.16)
The second step minimizes a coupled quadratic problem, where
Z =
{
z|
∑
k∈R
Akzk = 0
}
(7.17)
enforces consensus of auxiliary variables z. In fact, (7.14b) calculates the aver-
age value between two consensus variables of neighboring regions [33, 8] and the
problem can be reduced to
z = argminz∈Z
∑
k∈R
ρ
2
||Ak(xk − zk)||
2
W . (7.18)
3Note that a weighted norm is calculated to ||X||2W = X
⊤W X, see also Appendix D.1 for
matrix notation of augmentation terms.
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The weighting factors ρ and W can be neglected in (7.18), if the same weight is
assigned to two coupled variables, which is a reasonable choice. Once a region
has gathered necessary neighbor information, this step can be calculated locally
as well [32].
In the third step (7.14c), dual variables are updated based on a weighted distance
between x and z. Again, with given local xk and zk, each region can calculate λk
independently.
An overview of the implemented ADMM is given in Algorithm 1. Note that in
ADMM, an update rule on ρ can be useful to enforce consensus. Parameter ρk ∈ R
is assigned to Region k, and it can be increased depending on the local residual,
see (7.22b). If the residual has not decreased sufficiently compared to the previous
iteration (indicator 0 < Θ ∈ R < 1), the penalty is increased by a constant factor
of τ ∈ R > 1. In this work, the penalty update is only used for unscaled ADMM
and SC-D-OPF, otherwise step 6 and 7 in Algorithm 1 can be skipped. In any
case, the penalty parameter must be chosen carefully since it is widely known to
be crucial for good convergence behavior [60].
7.3.2 ALADIN
We construct an augmented Lagrangian of the form
L(x, z, λ) =
∑
k∈R
{
Fk(xk) + λ
⊤Ak(xk − zk) +
ρ
2
||(xk − zk)||
2
Wk
}
. (7.23)
In contrast to ADMM, the weighting matrix Wk is a diagonal matrix with entries
related to each variable instead of consensus constraint. Thus, Wk ∈ Rlk×lk is
defined for each Region k.
As stated before, the main difference between ALADIN and ADMM is the up-
date of z. While (7.20) is a simple averaging step, the idea for the coordination
step in ALADIN stems from sequential quadratic programming [7], where the
Lagrangian is approximated with a second-order Taylor expansion. Furthermore,
nonlinear equality and active inequality constraints are approximated with an ac-
tive set4 (7.26c), which ensures for example that linearized node balance equations
are still fulfilled with an updated z. It results a quadratic problem (7.26) which
relies on gradients (7.25b) and Hessians (7.25c) of the local problems. For numer-
ical reasons, a slack variable s is introduced to replace consensus constraints in
the Lagrangian. The dual variables λQP of the consensus constraints (7.26b) are
used for the update of λ. An overview of ALADIN is shown in Algorithm 2.
Note that the Hessians are required to be positive definite to ensure conver-
gence [45, 7]. Where necessary, this is enforced with a modified LDL⊤ Cholesky
4An active set is a method to treat inequality constraints. If a condition meets or exceeds
a certain limit, it is transformed into an equality constraint setting the condition equal to the
potentially violated limit.
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Algorithm 1 ADMM
1: Initialization: Weighting matrixW , tolerance ǫ; for all k ∈ R: initial guesses
zk, penalty parameters ρk = ρ, dual variables λk = 0, local solutions xk = ∞,
local residues Γk =∞.
2: while ||Ax||∞ > ǫ and ||x− z||∞ > ǫ do
3: Solve for all k ∈ R the decoupled NLPs
min
xk
Fk(xk) + λ
⊤
k Akxk +
ρk
2
||Ak(xk − zk)||
2
W (7.19a)
s.t. hk(xk) ≤ 0 | κk (7.19b)
4: Solve the coupled averaging step
min
z
∑
k∈R
||Ak(xk − zk)||
2
2 (7.20a)
s.t.
∑
k∈R
Akzk = 0 (7.20b)
5: Update dual variables for all k ∈ R
λk ← λk + ρkWAk(xk − zk) (7.21)
6: Calculate local residues and penalty parameter updates for all k ∈ R
Γ+k = ||Ak(xk − zk)||∞ (7.22a)
ρk ←
{
ρk if Γ+k ≤ ΘΓk
τρk otherwise
(7.22b)
7: Update Γk ← Γ+k for all k ∈ R
8: end while
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factorization [41]. Furthermore, large values of µ ∈ R may lead to numerical
instability at the beginning of the algorithm. Therefore, as proposed in [24], a
factor rµ ∈ R ≥ 1 can be used to ramp up µ to the desired value during the first
iterations. Deeper insights on similarities and differences between ALADIN and
ADMM are found in [45]. Moreover, the authors present convergence guarantees
for non-convex problems with a globalization strategy, which is not used in this
work.
Algorithm 2 ALADIN
1: Initialization: Penalty parameters ρ and µ = µ, dual variables λ = 0,
tolerance ǫ; for all k ∈ R: initial guesses zk, weighting matrices Wk, local
solutions xk = ∞.
2: while ||Ax||∞ > ǫ and ||x− z||∞ > ǫ do
3: Solve for all k ∈ R the decoupled NLPs
min
xk
Fk(xk) + λ
⊤Akxk +
ρ
2
||xk − zk||
2
Wk
(7.24a)
s.t. hk(xk) ≤ 0 | κk (7.24b)
4: Compute for all k ∈ R Jacobians, gradients and Hessians
Ck,j =
{
∂
∂y
(hk(y))j |y=xk if (hk(xk))j = 0
0 otherwise
(7.25a)
gk = ∇Fk(xk) (7.25b)
Hk = ∇
2{Fk(xk) + κ
⊤
k hk(xk)} (7.25c)
5: Solve coupled quadratic problem
min
∆x,s
∑
k∈R
{
1
2
∆x⊤k Hk∆xk + g
⊤
k ∆xk
}
+ λ⊤s+
µ
2
||s||22 (7.26a)
s.t.
∑
k∈R
Ak(xk +∆xk) = s | λQP (7.26b)
Ck∆xk = 0, ∀k ∈ R (7.26c)
6: Update z ← x+∆x, λ← λQP, µ← min(µ, rµµ)
7: end while
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7.4 Simple 2-Bus Example
VAC1 = F1 + jG1 VAC2 = F2 + jG2
P1 + jQ1 1 + j0.5
0.02
Figure 7.5: Simple 2-bus system with a generator and a load connected by a
pure resistance.
For a comprehensive understanding of the algorithms, we describe the distributed
optimization of a minimal 2-bus system, which is depicted in Fig. 7.5. State
variables are two complex bus voltages in rectangular coordinates and a complex
power source:
x =
[
F1 F2 G1 G2 P1 Q1
]⊤
. (7.27)
We neglect generator, voltage and branch flow limits and thus only have the
power balance and a reference voltage as constraints. Assuming a base power of
100 MVA, a minimization of P1 at costs of 1 e/MWh leads to an optimization
problem of the form
minimize
x
0.01P1 · e/h (7.28a)
subject to P1 = ℜ
(
(F1 + jG1)
(F1 + jG1)∗ − (F2 + jG2)∗
0.02
)
= 50(F1(F1 − F2) +G1(G1 −G2)) (7.28b)
Q1 = 50(G1(F1 − F2)− F1(G1 −G2)) (7.28c)
−1 = ℜ
(
(F2 + jG2)
(F2 + jG2)∗ − (F1 + jG1)∗
0.02
)
= 50(F2(F2 − F1) +G2(G2 −G1)) (7.28d)
−0.5 = 50(G2(F2 − F1)− F2(G2 −G1)) (7.28e)
F1 = 1 (7.28f)
G1 = 0, (7.28g)
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F1 + jG1 F2 + jG2
P1 + jQ1 1 + j0.5
0.010.01
F3 + jG3 F4 + jG4
P3 + jQ3 P4 + jQ4
Figure 7.6: Decoupled 2-bus system with two auxiliary buses and two auxiliary
generators. The two resistances are half the original one.
where the optimal solution5 is
x =


F1
F2
G1
G2
P1
Q1

 =


1
0.9795
0
0.0100
1.0261
0.5000

 , (7.29)
which signifies an active power production of 102.61 MW at costs of 102.61 e/h.
Note that due to the low complexity, the quadratic equation system (7.28b)-
(7.28g) is solvable analytically, which returns (P1, F2) = (1.026056, 0.979479) and
(P1, F2) = (48.974, 0.0205) besides the remaining unique variable solutions.
7.4.1 Preparation
Preparation of the central problem to allow for distributed optimization is equal
for both ADMM and ALADIN. Following the decomposition approach from sec-
tion 7.2.2, two separate networks are created, see Fig. 7.6. The state variables of
both areas are extended to
x1 =
[
F1 F3 G1 G3 P1 P3 Q1 Q3
]⊤
(7.30a)
x2 =
[
F2 F4 G2 G4 P4 Q4
]⊤
, (7.30b)
and the coupling constraints to enforce a feasible overall power flow are
F3 = F4 (7.31a)
G3 = G4 (7.31b)
P3 = −P4 (7.31c)
Q3 = −Q4. (7.31d)
5computed with IPOPT [80]
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The constraints in area 1 and 2 are collected in Y1(x1) and Y2(x2), respectively:
Y1(x1) = 0 ≡


P1 = 100(F1(F1 − F3)−G1(G1 −G3))
Q1 = 100(G1(F1 − F3) + F1(G1 −G3))
P3 = 100(F3(F3 − F1)−G3(G3 −G1))
Q3 = 100(G3(F3 − F1) + F3(G3 −G1))
F1 = 1
G1 = 0
(7.32a)
Y2(x2) = 0 ≡


−1 = 100(F2(F2 − F4)−G2(G2 −G4))
−0.5 = 100(G2(F2 − F4) + F2(G2 −G4))
P4 = 100(F4(F4 − F2)−G4(G4 −G2))
Q4 = 100(G4(F4 − F2) + F4(G4 −G2))
. (7.32b)
7.4.2 ADMM
Variable results for each iteration are shown in Table 7.1.
1. Initialization
z1 =


zF3
zG3
zP3
zQ3

 =


1
0
0
0

 , z2 =


zF4
zG4
zP4
zQ4

 =


1
0
0
0

 , λ1 = λ2 =


λF
λG
λP
λQ

 =


0
0
0
0

 (7.33)
Weighting factors W1(V ) =W2(V ) = 104 and W1(S) =W2(S) = 102. Parameter
ρ1 = ρ2 = 102. Tolerance ǫ = 10−4.
2. Get local solutions x1 and x2
min
x1
100P1 + λFF3 + λGG3 + λPP3 + λQQ3
+
1
2
106
(
(F3 − zF3)
2 + (G3 − zG3)
2
)
+
1
2
104
(
(P3 − zP3)
2 + (Q3 − zQ3)
2
)
(7.34a)
s.t. Y1(x1) = 0 (7.34b)
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min
x2
− λFF4 − λGG4 + λPP4 + λQQ4
+
1
2
106
(
(F4 − zF4)
2 + (G4 − zG4)
2
)
+
1
2
104
(
(P4 − zP4)
2 + (Q4 − zQ4)
2
)
(7.35a)
s.t. Y2(x2) = 0 (7.35b)
3. Average consensus variables and compute new z’s
zF3 = zF4 =
1
2
(F3 + F4) (7.36a)
zG3 = zG4 =
1
2
(G3 +G4) (7.36b)
zP3 = −zP4 =
1
2
(P3 − P4) (7.36c)
zQ3 = −zQ4 =
1
2
(Q3 −Q4) (7.36d)
4. Update λ’s.
λF ← λF + 10
6(F3 − zF3) ( = λF − 10
6(F4 − zF4)) (7.37a)
λG ← λG + 10
6(G3 − zG3) ( = λG − 10
6(G4 − zG4)) (7.37b)
λP ← λP + 10
4(P3 − zP3) ( = λP + 10
4(P4 − zP4)) (7.37c)
λQ ← λQ + 10
4(Q3 − zQ3) ( = λQ + 10
4(Q4 − zQ4)) (7.37d)
5. Skipped: update penalty parameter and local residues
6. Check convergence
Go to step 2 if any of the following conditions is violated, otherwise quit and
return (x1, x2) as solutions to the controllers.
|F3 − F4| < ǫ (7.38a)
|G3 −G4| < ǫ (7.38b)
|P3 + P4| < ǫ (7.38c)
|Q3 +Q4| < ǫ (7.38d)
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Table 7.1: Variable convergence in 2-bus example with ADMM.
Iteration 0 1 2 3 4 5 6 . . . 27 28 29
F1 1 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 F1 1.0000 1.0000 1.0000
F3 1 1.0096 0.9999 0.9902 0.9852 0.9849 0.9870 F3 0.9897 0.9897 0.9897
G1 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 G1 0.0000 0.0000 0.0000
G3 0 0.0000 0.0049 0.0073 0.0074 0.0063 0.0052 G3 0.0050 0.0050 0.0050
P1 0 -0.9624 0.0144 0.9840 1.4810 1.5093 1.2992 P1 1.0257 1.0258 1.0260
P3 0 0.9717 -0.0121 -0.9690 -1.4536 -1.4826 -1.2796 P3 -1.0126 -1.0128 -1.0130
Q1 0 0.0000 0.4854 0.7277 0.7369 0.6301 0.5178 Q1 0.4999 0.5000 0.5000
Q3 0 0.0000 -0.4854 -0.7277 -0.7369 -0.6301 -0.5178 Q3 -0.4999 -0.5000 -0.5000
F2 1 0.9901 1.0001 0.9949 0.9798 0.9672 0.9643 F2 0.9795 0.9795 0.9795
F4 1 1.0003 1.0101 1.0050 0.9901 0.9776 0.9748 F4 0.9898 0.9898 0.9897
G2 0 0.0050 0.0049 0.0098 0.0147 0.0160 0.0138 G2 0.0100 0.0100 0.0100
G4 0 0.0000 0.0000 0.0049 0.0097 0.0110 0.0088 G4 0.0050 0.0050 0.0050
P4 0 1.0127 1.0125 1.0126 1.0130 1.0134 1.0134 P4 1.0130 1.0130 1.0130
Q4 0 0.5000 0.5000 0.5000 0.5000 0.5000 0.5000 Q4 0.5000 0.5000 0.5000
zF3 1 1.0049 1.0050 0.9976 0.9877 0.9812 0.9809 zF3 0.9898 0.9898 0.9897
zG3 0 0.0000 0.0024 0.0061 0.0085 0.0087 0.0070 zG3 0.0050 0.0050 0.0050
zP3 0 -0.0205 -0.5123 -0.9908 -1.2333 -1.2480 -1.1465 zP3 -1.0128 -1.0129 -1.0130
zQ3 0 -0.2500 -0.4927 -0.6138 -0.6184 -0.5650 -0.5089 zQ3 -0.5000 -0.5000 -0.5000
zF4 1 1.0049 1.0050 0.9976 0.9877 0.9812 0.9809 zF4 0.9898 0.9898 0.9897
zG4 0 0.0000 0.0024 0.0061 0.0085 0.0087 0.0070 zG4 0.0050 0.0050 0.0050
zP4 0 0.0205 0.5123 0.9908 1.2333 1.2480 1.1465 zP4 1.0128 1.0129 1.0130
zQ4 0 0.2500 0.4927 0.6138 0.6184 0.5650 0.5089 zQ4 0.5000 0.5000 0.5000
λF 0 46.8031 -4.5424 -78.9786 -103.6168 -67.0455 -5.8910 λF -2.7470 -2.8502 -2.8572
λG 0 0.0000 24.2716 36.3704 24.6745 1.1332 -16.8299 λG 0.0410 0.0395 0.0150
λP 0 99.2211 149.2433 151.4225 129.3931 105.9312 92.6210 λP 102.1219 102.1329 102.1346
λQ 0 25.0000 25.7285 14.3459 2.5034 -3.9999 -4.8877 λQ 1.0260 1.0263 1.0242
|F3 − F4| 0 9.36E-03 1.03E-02 1.49E-02 4.93E-03 7.31E-03 1.22E-02 |F3 − F4| 3.90E-05 2.07E-05 1.39E-06
|G3 − G4| 0 7.94E-17 4.85E-03 2.42E-03 2.34E-03 4.71E-03 3.59E-03 |G3 −G4| 8.48E-06 2.40E-07 4.89E-06
|P3 + P4| 0 1.98E+00 1.00E+00 4.36E-02 4.41E-01 4.69E-01 2.66E-01 |P3 + P4| 3.79E-04 2.19E-04 3.50E-05
|Q3 + Q4| 0 5.00E-01 1.46E-02 2.28E-01 2.37E-01 1.30E-01 1.78E-02 |Q3 + Q4| 8.92E-05 6.26E-06 4.22E-05
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7.4.3 ALADIN
Variable results for each iteration are shown in Table 7.2.
1. Initialization
z1 =


zF1
zF3
zG1
zG3
zP1
zP3
zQ1
zQ3


=


1
1
0
0
0
0
0
0


, z2 =


zF2
zF4
zG2
zG4
zP4
zQ4

 =


1
1
0
0
0
0
0
0


, λ =


λF
λG
λP
λQ

 =


0
0
0
0

 (7.39)
Weighting factorsW1(V ) =W2(V ) = 104 andW1(S) = W2(S) = 102. Parameters
ρ = 102, µ = 104 and rµ = 1. Tolerance ǫ = 10−4.
2. Get local solutions x1 and x2 with dual multipliers κ and σ
min
x1
100P1 + λFF3 + λGG3 + λPP3 + λQQ3
+
1
2
106
(
(F1 − zF1)
2 + (F3 − zF3)
2 + (G1 − zG1)
2 + (G3 − zG3)
2
)
+
1
2
104
(
(P1 − zP1)
2 + (P3 − zP3)
2 + (Q1 − zQ1)
2 + (Q3 − zQ3)
2
)
(7.40a)
s.t. Y1(x1) = 0 |κ, (7.40b)
where κ = [κ1, κ2, κ3, κ4, κ5, κ6]⊤,
min
x2
− λFF4 − λGG4 + λPP4 + λQQ4
+
1
2
106
(
(F2 − zF2)
2 + (F4 − zF4)
2 + (G2 − zG2)
2 + (G4 − zG4)
2
)
+
1
2
104
(
(P4 − zP4)
2 + (Q4 − zQ4)
2
)
(7.41a)
s.t. Y2(x2) = 0 |σ, (7.41b)
where σ = [σ1, σ2, σ3, σ4]⊤.
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3. Compute matrices
Since the constraints only contain equalities, the active sets become
C1 = ∇x1Y1(x1) (7.42a)
C2 = ∇x2Y2(x2). (7.42b)
Furthermore, the objective does not contain quadratic terms (or higher), therefore,
second derivatives of Fk(xk) are zero and the Hessians become
H1 = ∇
2
x1(κ
⊤Y1(x1)) (7.43a)
H2 = ∇
2
x2(σ
⊤Y2(x2)). (7.43b)
Matrices (details in Appendix D.3.2) are formed to
L =
[
H1 0 0
0 H2 0
0 0 104 · 1
]
(7.44a)
B =
[
A1 A2 −1
C1 0 0
0 C2 0
]
(7.44b)
f =
[
g⊤1 g
⊤
2 λ
⊤
]
(7.44c)
b =
[
−A1x1 −A2x2
0
]
, (7.44d)
with 1 the unity matrix of appropriate size.
4. Solve quadratic problem
The update step is solved with

∆x1
∆x2
s
λQP
ζ

 =
[
L B⊤
B 0
]−1 [
−f⊤
b
]
, (7.45)
where ζ are dual variables of the active sets C1, C2; s includes slack variables for
each consensus constraint of (7.31); Newton step directions are
∆x1 =
[
∆F1 ∆F3 ∆G1 ∆G3 ∆P1 ∆P3 ∆Q1 ∆Q3
]⊤
(7.46a)
∆x2 =
[
∆F2 ∆F4 ∆G2 ∆G4 ∆P4 ∆Q4
]⊤
; (7.46b)
and dual variables of the consensus constraints are collected in
λQP =
[
λQP,F λQP,G λQP,P λQP,Q
]⊤
. (7.47)
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5. Update
z1 ← x1 +∆x1 (7.48a)
z2 ← x2 +∆x2 (7.48b)
λ← λQP (7.48c)
6. Check convergence
Go to step 2 if any of the following conditions is violated, otherwise quit and
return (x1, x2) as solutions to the controllers.
||∆x1||∞ < ǫ (7.49a)
||∆x2||∞ < ǫ (7.49b)
|F3 − F4| < ǫ (7.49c)
|G3 −G4| < ǫ (7.49d)
|P3 + P4| < ǫ (7.49e)
|Q3 +Q4| < ǫ (7.49f)
7.4.4 Summary
Both algorithms approach optimality at P1 = 102.602 MW with ADMM and
P1 = 102.605 MW with ALADIN. ALADIN converges after 4 iterations, while
ADMM requires 29 iterations.
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Table 7.2: Variable convergence in 2-bus example with ALADIN.
Iteration 0 1 2 3 4
F1 1 1.0000 1.0000 1.0000 1.0000
F3 1 1.0049 0.9910 0.9898 0.9897
G1 0 0.0000 0.0000 0.0000 0.0000
G3 0 0.0000 0.0050 0.0050 0.0050
P1 0 -0.4939 0.9049 1.0242 1.0261
P3 0 0.4963 -0.8942 -1.0113 -1.0130
Q1 0 0.0000 0.4969 0.4995 0.5000
Q3 0 0.0000 -0.4969 -0.4995 -0.5000
κ1 - -50.6140 -100.3692 -100.0072 -100.0000
κ2 - -49.6299 -102.2501 -102.1267 -102.1231
κ3 - 0.0000 0.2589 0.0000 0.0000
κ4 - 0.0000 -0.7545 -1.0200 -1.0211
κ5 - 0.0000 0.2633 0.0000 0.0000
κ6 - -48.9000 5.2548 5.4312 5.4342
F2 1 0.9951 0.9834 0.9796 0.9795
F4 1 1.0052 0.9937 0.9898 0.9897
G2 0 0.0025 0.0100 0.0100 0.0100
G4 0 -0.0025 0.0050 0.0050 0.0050
P4 0 1.0126 1.0129 1.0130 1.0130
Q4 0 0.5000 0.5000 0.5000 0.5000
σ1 - -103.8284 -102.5237 -104.2759 -104.2799
σ2 - -101.2623 -100.4201 -102.1196 -102.1231
σ3 - -51.2750 -1.5338 -2.0843 -2.0856
σ4 - -50.0000 -0.4956 -1.0200 -1.0211
zF1 1 1.0000 1.0000 1.0000 1.0000
zF3 1 0.9910 0.9898 0.9897 0.9897
zG1 0 0.0000 0.0000 0.0000 0.0000
zG3 0 0.0050 0.0050 0.0050 0.0050
zP1 0 0.9012 1.0242 1.0261 1.0261
zP3 0 -0.9125 -1.0113 -1.0130 -1.0130
zQ1 0 0.4995 0.4995 0.5000 0.5000
zQ3 0 -0.4995 -0.4995 -0.5000 -0.5000
zF2 1 0.9835 0.9796 0.9795 0.9795
zF4 1 0.9937 0.9898 0.9897 0.9897
zG2 0 0.0100 0.0100 0.0100 0.0100
zG4 0 0.0050 0.0050 0.0050 0.0050
zP4 0 1.0129 1.0130 1.0130 1.0130
zQ4 0 0.5000 0.5000 0.5000 0.5000
λF 0 -2.6801 -2.7436 -2.7452 -2.7452
λG 0 -0.0221 -0.0138 -0.0139 -0.0139
λP 0 100.4196 102.1195 102.1231 102.1231
λQ 0 0.4956 1.0200 1.0211 1.0211
|F3 − F4| 0 2.53E-04 2.72E-03 6.43E-05 1.59E-06
|G3 −G4| 0 2.50E-03 4.83E-05 8.35E-06 4.73E-08
|P3 + P4| 0 1.51E+00 1.19E-01 1.77E-03 3.65E-06
|Q3 + Q4| 0 5.00E-01 3.08E-03 5.25E-04 1.10E-06
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7.5 Algorithm Comparison
7.5.1 Computational Effort
The NLPs (7.19) and (7.24) require the same amount of computational effort. The
main difference between the two algorithms lies in the calculation of the update
step (7.20) and (7.26), respectively. In ADMM, each controller calculates simple
voltage and power averages for each inter-connector. In ALADIN, the update step
is a large-scale problem. However, since it is a quadratic problem, it is essentially
a linear system to solve, see Appendix D.2. Even at large scale, this can be done
efficiently nowadays. It is thus favorable to solve such large-scale linear system
rather than a centralized large-scale nonlinear and non-convex problem, especially
against the background that realistic problem sizes grow very large due to network
size or additional constraints (N-1 security, multiple time steps, ...). Furthermore,
due to the much more sophisticated update step, a strong decrease is expected
in terms of iteration numbers. Thus, the total computation time is expected to
decline.
7.5.2 Communication
In ADMM, only local boundary variables must be exchanged after each iteration.
In the 2-bus example from above, TSO 1 sends the result of (F3, G3, P3, Q3) to
TSO 2, and TSO 2 sends (F4, G4, P4, Q4) to TSO 1. Then, each TSO computes
the average step, the update, and a new NLP solution. No central entity is re-
quired, see Fig. 7.7a. Due to the relatively large number of expected iterations,
communication run times should be considered as well. In ALADIN, a central
coordinator is required to collect large amounts of data, see Fig. 7.7b. Apart from
the full local solution xk, the objective derivative gk, Hessian Hk and active set Ck
must be requested from each control area k, see (D.15)-(D.17) for the 2-bus exam-
ple. The amount of exchanged data rapidly grows in large systems. For example,
in a 300-bus test case, the number of floats reaches almost 130,000 (compared to
244 with ADMM) [24]. New methods are presented in [24] to avoid the exchange
of full Hessian matrices by means of estimation and pre-calculation. Nevertheless,
future communication systems could be able to cope with the necessary traffic for
a real power grid. Still, the question remains valid whether or not the informa-
tion itself is subject to privacy concerns. Each control area must reveal possibly
delicate cost sensitivities, shadow prices and generator information to the central
coordinator.
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(a) ADMM. (b) ALADIN.
Figure 7.7: Necessary communication links between control areas and a
possible central coordinator (black) for different algorithms.
N-1 Security
If N-1 security shall be included, additional information must be shared among
the areas prior to the coordinated optimization with both ADMM and ALADIN.
Since the power flow must be feasible for all considered scenarios, a controller
will need to guarantee operational security in his area for scenarios where the
topology remains unchanged, but the power flow is altered due to contingencies in
foreign areas. There is no further information necessary about the nature of the
contingency except the fact that it is not situated in the own control area. Thus,
a full-size contingency list of unique order must be shared among the controllers,
where each participant knows at which positions of the list own contingencies are
located.
7.6 Summary
The main findings of this chapter are:
• Partitioning — hybrid AC-DC grids can be partitioned in two different
ways. Either each AC region gains control over certain parts of the DC
system, or a DC region is created which has its own controller. The decision
is expected to be a political one.
• ADMM vs. ALADIN — the computational effort for the centralized
step is much higher with ALADIN. Furthermore, much more (possibly del-
icate) information is required from each region. On the other hand, faster
convergence is expected with ALADIN.
• Tutorial — a 2-bus system is optimized for a comprehensive understanding
of both algorithms.
111

Chapter 8
Case Studies: Multi-Area
Optimization
8.1 Test Systems
The test systems are adapted from previous chapters with small modifications.
8.1.1 5-Bus System
We use the identical network from Chapter 5.1. We assume quadratic generator
cost functions as in [25] (see Table A.5) and one cost coefficient for all reactive
power injections (aqi = 0.001
[
e/(Mvar2 · h)
]
, i ∈ N ). A schematic overview of
possible network partitions is shown in Fig. 8.1: we form either 3 hybrid AC-DC
regions with Shared-DC (Fig. 8.1a) or 3 AC regions plus one DC region with
Joint-DC (Fig. 8.1b). The centralized solution to the AC-DC OPF gives a total
generated power of 1,009.81 MW at costs of 21,373.41 e/h.
8.1.2 66-Bus System
We use the network from Chapter 5.2, except that Node 67, which is a supple-
mentary offshore wind park, is neglected (and consequently VSC 9 as well). We
assume generator cost functions, where the coefficients are in the range of the 5-bus
system with a small random deviation (see Table B.7), and we further use one cost
coefficient for all reactive power injections (aqi = 0.001
[
e/(Mvar2 ·h)
]
, i ∈ N ). We
choose DC-Stage 2 (see Fig. 5.10b), which is a grid extension to include all VSCs
in one meshed DC system. Partitioning is straightforward, since we do not alter
the 3 designated AC control areas from [75], see Fig. 5.9. Wind farms are treated
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(a) Shared-DC : AC regions are extended. (b) Joint-DC : Additional DC region.
Figure 8.1: Region partitioning of 5-bus system with different approaches.
as negative demand and non-controllable. The centralized solution to the AC-DC
OPF gives a total generated power of 9,497.07 MW at costs of 214,561.99 e/h.
8.2 Computation and Performance Indices
Algorithm parameter settings are shown in Table 8.1. Base power for all per unit
values is 100 MVA and the error criterion is ǫ = 10−4. Inspired by [24], we use
the following quantities in order to depict convergence behavior. All of them are
desired to approach zero:
• The deviation of full optimization variable vector x from the optimal values
x∗, i.e. ||x − x∗||∞, shows the similarity between distributed solution and
centralized solution1.
• The norm of consensus constraints, i.e. ||Ax||∞, describes to which extent
boundary conditions are fulfilled. It illustrates the feasibility of the dis-
tributed solution.
• The algorithm step size for the z-update ||d||∞, with d = A(x− z) (ADMM)
or d = x− z (ALADIN). 2
• The cost suboptimality f˜ = |1−f/f∗| depicts the relative difference between
the total distributed cost f and the centralized cost f∗.
1The centralized solution is obtained by solving (4.42).
2Note that in ADMM, due to the averaging properties, ||d||∞ =
1
2
||Ax||∞.
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Table 8.1: Parameter settings for ADMM and ALADIN throughout
Section 8.3. Weighting matrix entries related to power are denoted
with Wk(S), and entries related to voltage are denoted with Wk(V ).
Parameter
unscaled ADMM scaled ADMM ALADIN
5-bus 66-bus 5-bus 66-bus 5-bus 66-bus
ρ(k) 10000 1000 1000 100 1000 100
W(k)(S) 1 1 1 1 1 1
W(k)(V ) 1 1 100 100 100 100
τ 1.02 1.02 1 1 - -
Θ 0.99 0.99 1 1 - -
µ - - - - 103 103
µ - - - - 106 106
rµ - - - - 2 2
8.3 Multi-Area AC-DC Optimal Power Flow
Performance of ADMM and ALADIN is tested on both systems for traditional AC-
DC OPF without N-1 security or dynamics. In this section, branch flow limits are
neglected. Parameter settings are given in Table 8.1. Parts of this chapter have
been published in [93].
Scaled vs. Unscaled ADMM
First, a short comparison between scaled and unscaled ADMM is shown. Recall
that with unscaled ADMM, weighting matrix W is the unity matrix. That is, all
matrix entries Wk(S) = Wk(V ) = 1. With scaled ADMM, we increase all entries
related to voltages to Wk(V ) = 100, see Table 8.1. To foster a fair comparison,
parameters were tuned for both algorithms and penalty updates are allowed in the
traditional unscaled ADMM, which is not always necessary with scaled ADMM.
Performance indices for both test systems without HVDC extensions are shown
in Fig. 8.2. With scaled ADMM, it can be observed how fewer iterations are
necessary until consensus (||Ax||∞) is satisfactory to allow for a feasible power
flow. Also, the distance from solution x to the centrally computed minimizer x∗ is
smaller. Nevertheless, the optimality gap is acceptable with both versions. This
general convergence behavior was observed in a broader range of test cases and
the scaled ADMM version, simply referred to as ADMM from now on, is chosen
for the remainder.
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Figure 8.2: Convergence behavior of unscaled ADMM (blue) and scaled
ADMM (red) for both test systems without HVDC extensions.
8.3.1 ADMM vs. ALADIN in 5-Bus System
The general convergence behavior for the quantities stated at the beginning of
the chapter is shown in Fig. 8.3. For comparison, the results of the original
AC test system without HVDC extensions (“AC”) is added. It is notable that
in both ADMM and ALADIN, convergence properties are similar across all 3
grid configurations. The difference between ADMM and ALADIN however, is
substantial. In ADMM, index improvement is faster in the first iterations and then
continues less steep after around 20-30 iterations. Especially in the cost function,
a ripple is observable. This stems from oscillating around and “overshooting”
the targeted solution. In ALADIN, the first 4-5 iterations show a rather slow
progression but then the target solution is approached very quickly. The consensus
error falls below the criteria after 10-11 iterations in ALADIN and after 185-
189 iterations in ADMM, while the objective error is in the range of 0.00005 %
for ALADIN and 0.005 % for ADMM. Moreover, the variable suboptimality is
considerably smaller in ALADIN.
Next, variable convergence toward the centrally computed value (||x − x∗||∞) is
depicted in more detail for different variable types. In Fig. 8.4, the iterative
evolution of generator and VSC power output as well as AC and DC voltages
is shown for the Joint-DC approach. All variables eventually converge to the
centrally computed value with both ADMM (top) and ALADIN (bottom). In
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Figure 8.3: Convergence of ADMM and ALADIN in the 5-bus system. Blue:
AC, red: Joint-DC, yellow: Shared-DC. All values per unit.
ADMM, generator power, which has the largest impact on objective function,
reaches near-optimality after 50 iterations. The remaining variables, i.e. converter
power and voltages, require more iterations. In ALADIN, all variables reach
near-optimality after 5-6 iterations. With Shared-DC, the results are generally
similar, see Fig. 8.5, especially with regard to generator power and AC voltages.
However, due to the different partitioning approach, the progression differs for
variables directly related to the DC side. That is, PVSC, QVSC and VDC show
larger deviations from the optimal solution during the first iterations.
Lastly, an excerpt of the consensus constraints (||Ax||∞), namely AC voltage con-
straint (7.1a)-(7.1b), is examined in detail. To enforce a feasible load flow, voltages
in the middle of four AC tie lines must converge toward an identical value for both
neighboring control areas. Voltage magnitude and angle are shown in Fig. 8.6 for
the Shared-DC approach in ADMM. For each tie line, the variable results from
both related areas are depicted. It can be observed that the results from both
areas oscillate around each other and eventually converge toward the same value.
Voltage angles show a marginally more stable behavior, which can be explained
by the slower convergence of generator reactive power outputs. With ALADIN,
deviations are larger in the first iterations, see Fig. 8.7. Voltage magnitude differs
up to 0.02 pu between the two neighboring areas, see for example Line 1-2 after
the second iteration. Nevertheless, deviations are quickly compensated and the
areas reach consensus.
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Figure 8.4: Variable difference X −X∗ between distributed solution X and
central solution X∗ with ADMM (top) and ALADIN (bottom) in
5-bus system using Joint-DC. All values per unit.
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Figure 8.5: Variable difference X −X∗ between distributed solution X and
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5-bus system using Shared-DC. All values per unit.
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Figure 8.6: Voltage results from two neighboring areas in the center of an AC
tie line using ADMM in 5-bus system with Shared-DC.
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Figure 8.7: Voltage results from two neighboring areas in the center of an AC
tie line using ALADIN in 5-bus system with Shared-DC.
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Figure 8.8: Convergence of ADMM and ALADIN in the 66-bus system. Blue:
AC, red: Joint-DC, yellow: Shared-DC. All values per unit.
8.3.2 ADMM vs. ALADIN in 66-Bus System
Convergence behavior for the 66-bus case is shown in Fig. 8.8. ADMM shows
similar exponential convergence behavior (linear in a logarithmic scale) for all
3 topologies. However, the AC case converges slightly faster in 115 iterations
compared to 126-129 iterations for the DC cases. Contrarily, ALADIN struggles
longer with the AC case compared to both DC cases. Similar to the 5-bus case,
convergence speed appears marginally slower during the first iterations. Neverthe-
less, the centrally computed objective value is again reached with high accuracy
for all ADMM and ALADIN cases (error falls below 0.002 % and 0.000004 %,
respectively).
Finally, it is shown variable convergence towards the centrally computed value for
both Joint-DC (Fig. 8.9) and Shared-DC (Fig. 8.10) approaches. All variables
converge toward the desired operating point. However, the difference between
the two decomposition approaches becomes apparent: variables related to the
DC system are subject to much larger oscillations during the first iterations with
the Shared-DC approach. This is especially the case for DC voltages, which are
explicitly part of coupling constraints within the DC network.
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Figure 8.9: Variable difference X −X∗ between distributed solution X and
central solution X∗ with ADMM (top) and ALADIN (bottom) in
66-bus system using Joint-DC. All values per unit.
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Table 8.2: Iteration numbers, wall clock time t and cost suboptimality under
varied test systems and partitioning approaches
Case
ADMM ALADIN
# it. t [s] f˜ # it. t [s] f˜
5-bus
AC 185 17.7 5.5e−5 11 1.2 5.3e−7
J-DC 189 25.6 5.5e−5 10 1.6 4.5e−7
S-DC 188 21.3 8.5e−5 11 1.5 4.5e−7
66-bus
AC 115 14.6 2.2e−6 17 2.9 3.9e−8
J-DC 126 17.6 1.7e−5 12 2.4 4.0e−9
S-DC 129 18.1 3.8e−6 12 2.8 4.5e−9
8.3.3 Comparison
Results for both systems are summarized in Table 8.2. It is notable that even
though ten times larger in terms of number of nodes and system load, fewer
ADMM iterations are required in the 66-bus case compared to the 5-bus case.
ALADIN iterations are in the same range, except for the AC case. Since only 5
out of 66 AC buses are boundary buses compared to 4 out of 5 AC buses in the
smaller case, one could presume the larger case to be more weakly coupled and
thus less challenging for distributed optimization. Wall clock times are given for
calculations on an Intel(R) Core(TM) i7-3630QM CPU at 2.40 GHz with 16 GB
RAM. The computational costs per iteration are only slightly higher for ALADIN
in our test systems, which leads to a strong wall clock time decrease. A total
speedup factor between 14-16 is achieved for the 5-bus cases and a factor between
5-8 is achieved for the 66-bus cases.
8.4 Multi-Area SC-D-OPF
To show applicability of the distributed approach to N-1 secure and dynamic
OPF problems, a small example is presented in the following. The system setup
is taken from Chapter 6.2 and an SC-D-OPF dispatch optimization is performed
for the described contingency (Line 1-2) and the first 4 time steps (TN-1 = T = 4)
with Preventive-Curative-ESS and Preventive-Curative-DC. We use ADMM with
ρ = 500, τ = 1.02, Θ = 0.99, W (S) = 1 and W (V ) = 100. Parts of this chapter
have been published in [94].
General convergence behavior is shown in Fig. 8.11. Consensus error and objective
suboptimality show similar behavior compared to previous OPF cases. Consensus
error falls below the required threshold after 344 iterations with an objective value
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Figure 8.11: Convergence behavior for a distributed SC-D-OPF in the 5-bus
system with 4 time steps and 1 contingency.
error below 0.01 %.
The iterative progress of all variables is clustered into all included scenarios and
shown in Fig. 8.12 by means of subtracting the distributed result from the central-
ized result. It can be seen that generally, the centralized solution is approached,
i.e. the difference approaches zero. However, some variables do not converge ex-
actly toward the target values. For example, there remain small offsets for PVSC
and ∠VAC in the outage cases with c = 1 (every second row). This indicates that
after an outage, two converters marginally shift set points from the centralized to
the distributed solution. In other words, VSC 2 delivers a few MW too much, and
VSC 3 delivers a few MW too little. This change in power injection and thus in
power flow is in line with altered voltage angles for those cases. However, Fig. 8.11
shows that the final objective value is not affected. Therefore, the impact on the
cost function is too small for the algorithm to sense.
The progress of storage variables is shown in Fig. 8.13 for all time steps after the
outage. Dashed lines denote results from the centralized solution. To provide
the appropriate power reserve after the outage, ES 2 is charged and ESS 1 is
discharged. The amount of reserve is increased with time for a growing network
stress level, but energy levels remain within limits. The distributed solution is
represented by solid lines. Those oscillate around and, as desired, eventually
approach the target levels.
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Figure 8.13: Convergence of storage power and energy levels compared to
central solution with distributed SC-D-OPF after the outage.
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8.5 Summary
The main findings of this chapter are:
• AC-DC grid partitioning — the results of two different partitioning
methods for hybrid AC-DC grids show that convergence and optimality
are comparable. From a computational perspective, there is no reasonable
tendency to favor one approach.
• ADMM vs. ALADIN (I) — ALADIN converges substantially faster
with iteration numbers of 10-17 against 115-189. Optimality of the dis-
tributed solutions is excellent with both algorithms, i.e. below 0.005 % cost
function error for any case. The computational effort for the update step is
substantially larger in ALADIN.
• ADMM vs. ALADIN (II) — ALADIN requires a lot of data from
the local system operators, such as cost sensitivities of each generator or
physical states of the whole network area. Contrarily, ADMM only requires
the sharing of information concerning the boundary buses.
• Multi-area SC-D-OPF — a proof of concept and functionality is pre-
sented in a small system with consideration of N-1 security and dynamics.
An acceptable objective error below 0.01 % is achieved, however, the cen-
tralized solution is not approached as closely as in the OPF studies.
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Chapter 9
Conclusion
9.1 Summary
A versatile optimal power flow framework is presented in Chapter 4. Beside stan-
dard OPF network restrictions, a multitude of available constraints is provided to
include phase shifting transformers, embedded HVDC and energy storage systems.
Multiple time steps can be considered to respect generator ramping and storage
energy limits. Various topologies can be included to guarantee feasible load flows
after contingencies and to cope with N-1 security. Furthermore, different operat-
ing modes are available which allow units to be optimized preventively, curatively
or in combination of both. In Chapters 5 and 6 we show extensively the advan-
tages of above-stated assets at hands of a system operator in a stressed power
grid. In Chapter 5 we focus on PST and HVDC which introduce distinct degrees
of freedom to flexibly re-route power flows in order to relieve network overloads.
While a converter simply draws power from a certain node, a PST manipulates
the node voltage angle which can be more effective in case of unevenly loaded
parallel lines. But clearly, the additional transmission capacity of an embedded
DC grid has a great impact on AC side load flow. This is especially the case
if it is enabled to be operated in a curative way to reduce preventive generator
redispatch. However, in the case of a DC link parallel to an AC contingency, redis-
patch is only prevented with a restricted HVDC dispatch in the first place, or by
the installation of an additional terminal. That terminal does not contribute to
transmission capacity – as an additional line would – but provides the flexibility
to shift power injections between two converters where one is located close and the
other one far from the contingency. We show further that DC-side grid meshing
substantially increases flexibility and N-1 reserves, especially under consideration
of DC contingencies. In Chapter 6 we focus on the integration of energy storage.
ESS power reserve after an outage is comparable to a converter, given that the DC
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side power flow is not restrictive and that positive and negative curative actions
of the storage are complementary to maintain power balance. But, in contrast to
a converter, energy reserve and herewith the operation strategy before an outage
play a role in determining N-1 effectiveness of storage. Clearly, a constant reserve
is available if the storage is permanently operated at 50 % state of charge – in
that case, large storage potential would be given up. Therefore, we show that the
inter-play of predictive control and curative activity is essential to exploit storage
capacity during normal operation, but nonetheless reserve sufficient positive or
negative capacity in due time before a stressed situation.
Approaches to multi-area optimization are presented in Chapter 7. A detailed
description of network decomposition and comprehensive tutorial examples con-
tribute to a profound algorithm understanding of the reader. Advantages and dis-
advantages in terms of computational effort and necessary information exchange
are discussed. Depending on the algorithm, necessary data exchange can reduce
to a few variables per boundary bus, which protects the privacy of each control
area. The application in two AC-DC case studies follow in Chapter 8. Promis-
ing results show good convergence and, more importantly, very small errors in
the cost function compared to a centrally computed solution. We point out that
we mainly investigate distributed optimization of generator dispatch – however,
the simpler case of only optimizing HVDC set points where generator set points
are considered non-controllable, is possible as well. Lastly, ADMM is successfully
applied to an N-1 secure and dynamic OPF problem.
9.2 Discussion
The considered devices do not require any fuel supply and subsequently, operat-
ing costs are comparatively small. Of course, this does not imply that flexibilities
and reserves are inexpensive – on the contrary, the installations come with mas-
sive investments. Undoubtedly, investment costs for HVDC systems cannot be
motivated by additional flexibility only. Transmission capacity is the main driver
to avoid different price regions and renewable energy curtailment. Point-to-point
connections could possibly do large portions of the transmission job – but effective
flexibility is created with multiple terminals, which might be redundant during
normal operation. Clearly, such a “reserve” terminal can be expected out of oper-
ation for many hours of the year. On the other hand, it should be investigated how
many expenses could be saved over the years by avoiding generator redispatch.
Similarly, installing large-scale energy storage systems only for the provision of
flexible power reserve does not seem economical. Instead, multiple objectives
should be aimed for, N-1 security reserve as one of them. However, as of today,
additional objectives are hard to realize since not all markets are accessible to a
transmission system operator.
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This thesis does not claim to have an answer to above-mentioned issues – however,
the presented methods can be used supportively to make investment decisions once
applied to the respective use cases in order to estimate the benefit of a specific
installation.
All of the above assumptions on system optimization and consequently cost min-
imization have one important requirement in common: reliable communication.
Not only must the network be well observed and detailed measurements regularly
be sent to the operator. Additionally, the communication and implementation of
new optimal set points must be ensured within minutes, if not seconds. Especially
after a contingency, the detection of a specific failure and the implementation of
related curative measures must be executed in a short time to avoid equipment
overloads. Those measures should be pre-calculated and could be sent regularly
to the device as a lookup table requiring only a specific trigger, or the set points
themselves are sent to the device after an outage has occurred. In any case,
communication will be the backbone for an intelligent system operation.
9.3 Outlook
The presented optimization framework is highly versatile and covers a wide range
of constraints. Nevertheless, model improvements can be done in the following
fields:
• We only consider fast curative actions and neglect the time to activate them,
which leads to a single new power flow situation. This implies for example,
that slower units have enough time to replace power reserve from storage
which is inherently limited in time. Those slower units could be modeled
explicitly, which would require a second time frame after the outage
has occurred.
• Iterative prediction updates reduce the error in forecast profiles. Neverthe-
less, there will remain uncertainty which must be dealt with via secondary
control. However, the consideration of uncertainty during the optimization
could lead to a more robust solution which is near-optimal for a broader
range of possible load and RES trajectories.
• In general, explicit incorporation of a large contingency list requires heavy
computational effort for realistic grid sizes – even more, if multiple time steps
are considered. However, the description of the full problem and simulated
case studies must contribute to a thorough understanding of complex inter-
plays. Furthermore, computing power increases every year. Nevertheless,
research effort could be put into the reduction of problem complex-
ity. Many contingencies are subject to a week coupling to the base case
– for example if the provision of reserve after an outage is not restricting
129
CHAPTER 9. CONCLUSION
the base case operation. In that case, the two topologies could be treated
independently and calculated in parallel.
• Outages of generators are not considered in this work, but are straight-
forward to implement. The violated power balance must then be established
by sharing the missing power among the other generators.
Distributed optimization is only starting to evolve. The following aspects should
be further investigated:
• We test our methods on two different systems, but additional case studies
are necessary to better understand convergence properties and dependencies
on parameter settings. This includes variations of the cost coefficients and
larger grid sizes since realistic transmission systems have hundreds or thou-
sands of buses.
• The application of ADMM to SC-D-OPF is successfully shown for a small
problem. The use of ALADIN for SC-D-OPF problems is readily imple-
mented but requires further parameter tests. Larger SC-D-OPF problems
must be tested.
• With increasing system sizes, the computational costs for the central step
are expected to grow faster for ALADIN compared to ADMM. Thus, the in-
terplay of iteration numbers and computational costs per iteration
in large-scale systems will be of interest.
• While ADMM is fully distributable, i.e. there is no central entity mandatory
for coordination, ALADIN still relies on a centralized update step. Addi-
tionally, each TSO must provide sensitive information such as generator
cost functions or shadow prices of each node, which could be a privacy con-
cern. These issues require further investigations on how to minimize the
necessary information exchange.
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5-Bus Case Data
Table A.1: Line parameters 5-bus AC case/ 3-bus DC case with base power
100 MVA.
Line Resistance [pu] Reactance [pu] Total susceptance [pu]
1-2 0.00281 0.0281 0.00712
1-4 0.00304 0.0304 0.00658
1-5 0.00064 0.0064 0.03126
2-3 0.00108 0.0108 0.01852
4-3 0.00297 0.0297 0.00674
5-4 0.00297 0.0297 0.00674
DC 0.002 0 0
Table A.2: Power demand 5-bus case in Chapter 5.
Node PD [MW] QD [Mvar]
2 300 98.61
3 300 98.61
4 400 131.47
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Table A.3: Generator parameters 5-bus case.
Generator Node PG [MW] PG [MW] QG [Mvar] QG [Mvar]
G1 1 0 170 -127.5 127.5
G2 3 0 520 -390 390
G3 4 0 200 -150 150
G4 (Wind)1 5 0 600 -450 450
G5 (PV)12 3 0 600 -450 450
1In Chapter 6, PG is replaced by a time-variant profile from Fig. C.5
2Only active in Chapter 6
Table A.4: Generator dispatch and redispatch cost coefficients 5-bus case in
Chapters 5 and 6. All other coefficients are zero.
Generator
Cost coefficients
bG
[
1
MW
e
h
]
bG,Up
[
1
MW
e
h
]
bG,Down
[
1
MW
e
h
]
G1 15 100 -2
G2 30 100 -2
G3 40 100 -2
G4 (Wind) 5 100 -1
G5 (PV)1 5 100 -1
1Only active in Chapter 6
Table A.5: Quadratic generator cost coefficients 5-bus case in Chapter 8.
Generator
Cost coefficients
aG
[
1
MW2
e
h
]
bG
[
1
MW
e
h
]
aq
[
1
Mvar2
e
h
]
G1 0.010 15 0.001
G2 0.011 30 0.001
G3 0.012 40 0.001
G4 0.013 10 0.001
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Table A.6: Energy storage systems in 5-bus case.
Nodes 3, 5
Capacity 200 MWh
Maximal power 100 MW
Minimal energy 20 MWh
Maximal energy 180 MWh
Efficiency 95%
Costs
– discharge 10 e/MWh
– charge 0 e/MWh
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Table B.1: Generator parameters 67-bus case in Chapters 5.2.1, 5.2.2 and 6.
Generator Node PG [MW] PG [MW] QG [Mvar] QG [Mvar]
G1 1 0 1000 -500 1,000
G2 4 0 560 -350 350
G3 10 0 560 -350 350
G4 13 0 630 -300 300
G5 18 0 720 -400 400
G6 25 0 560 -250 250
G7 29 0 630 -350 350
G8 33 0 850 -500 500
G9 36 0 720 -400 400
G10 41 0 850 -450 450
G11 43 0 720 -250 500
G12 50 0 720 -400 400
G13 56 0 560 -250 250
G14 59 0 720 -350 350
G15 63 0 520 -300 250
G16 64 0 560 -400 250
G17 66 0 630 -400 300
Wind 11 2 0 1500 -100 100
Wind 21 5 0 1200 -100 100
Wind 31 67 0 800 -100 100
Wind 412 54 0 1200 -100 100
Wind 512 4 0 1000 -100 100
Wind 612 10 0 1000 -100 100
1In Chapter 6, PG is replaced by a time-variant profile from Fig. C.6
2Only active in Chapter 6
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Table B.2: Generator parameters 67-bus case in Chapter 5.2.3 (PG is increased
by 10 %).
Generator Node PG [MW] PG [MW] QG [Mvar] QG [Mvar]
G1 1 0 1100 -500 1.000
G2 4 0 616 -350 350
G3 10 0 616 -350 350
G4 13 0 693 -300 300
G5 18 0 792 -400 400
G6 25 0 616 -250 250
G7 29 0 693 -350 350
G8 33 0 935 -500 500
G9 36 0 792 -400 400
G10 41 0 935 -450 450
G11 43 0 792 -250 500
G12 50 0 792 -400 400
G13 56 0 616 -250 250
G14 59 0 792 -350 350
G15 63 0 572 -300 250
G16 64 0 616 -400 250
G17 66 0 693 -400 300
Wind 1 2 0 1500 -100 100
Wind 2 5 0 1200 -100 100
Wind 3 67 0 800 -100 100
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Table B.3: Generator parameters 67-bus case in Chapter 8.3.
Generator Node PG [MW] PG [MW] QG [Mvar] QG [Mvar]
G1 1 400 1584.0 -500 1,320
G2 4 220 887.0 -350 739.2
G3 10 220 887.0 -350 739.2
G4 13 250 997.9 -300 831.6
G5 18 300 1140.5 -400 950.4
G6 25 220 887.0 -250 739.2
G7 29 250 997.9 -350 831.6
G8 33 350 1346.4 -500 1122
G9 36 300 1140.5 -400 950.4
G10 41 200 1346.4 -450 1122
G11 43 220 1140.5 -250 950.4
G12 50 300 1140.5 -400 950.4
G13 56 220 887.0 -250 739.2
G14 59 300 1140.5 -350 950.4
G15 63 250 823.7 -300 686.4
G16 64 250 887.0 -400 739.2
G17 66 250 997.9 -400 831.6
Table B.4: Line parameters 67-bus case with base power 100 MVA.
Line Resistance [pu] Reactance [pu] Total susceptance [pu]
All AC lines 0.002077562 0.01731302 0
All DC lines 0.0006 0.0348 0.0000144
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Table B.5: Power demand 67-bus case.
Node Chapters 5.2.1, 8.3 Chapters 5.2.2, 5.2.3,
PD [MW] QD [Mvar] PD [MW] QD [Mvar]
2 0 -100 0 -100
5 0 -100 0 -100
6 191 76 191 76
8 287 73 287 73
9 186 74 186 74
11 271 55 271 55
12 171 87 171 87
14 199 60 199 60
15 113 52.5 113 52.5
16 38 7 38 7
17 275 106 275 106
19 165 46 165 46
20 178 82.5 178 82.5
22 30 7 30 7
24 32 7 32 7
26 395 89 466.42 89
28 665 99 785.23 99
30 266 100 314.09 100
31 845 119 997.78 119
32 332 137 392.03 137
34 540 158 637.63 158
35 460 97 543.17 97
37 451 190 532.54 190
38 150 0 177.12 0
39 629 87 742.72 87
42 709 180 837.19 180
44 474 92 559.70 92
45 668 109 788.77 109
46 614 95 725.01 95
47 81 -50 95.64 -50
51 430 123 507.74 123
52 309 102 364.87 102
53 100 30 118.08 30
55 303 110 357.78 110
58 324 157 382.58 157
60 115 42 135.79 42
61 187 75 220.81 75
62 319 95 376.68 95
65 315 97 371.95 97
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Table B.6: Generator dispatch and redispatch cost coefficients 67-bus case in
Chapters 5 and 6. All other coefficients are zero.
Generator
Cost coefficients
bG
[
1
MW
e
h
]
bG,Up
[
1
MW
e
h
]
bG,Down
[
1
MW
e
h
]
Area 1 20 100 -2
Area 2 100 100 -2
Area 3 20 100 -2
Wind 5 100 -2
Table B.7: Quadratic generator cost coefficients for 66-bus case in Chapter 8.
Generator
Cost coefficients
aG
[
1
MW2
e
h
]
bG
[
1
MW
e
h
]
aq
[
1
Mvar2
e
h
]
G1 0.0141 14.1 0.001
G2 0.0145 14.5 0.001
G3 0.0106 10.6 0.001
G4 0.0146 14.6 0.001
G5 0.0132 13.2 0.001
G6 0.0105 10.5 0.001
G7 0.0164 16.4 0.001
G8 0.0177 17.7 0.001
G9 0.0198 19.8 0.001
G10 0.0198 19.8 0.001
G11 0.0158 15.8 0.001
G12 0.0199 19.9 0.001
G13 0.0148 14.8 0.001
G14 0.0124 12.4 0.001
G15 0.0140 14.0 0.001
G16 0.0107 10.7 0.001
G17 0.0121 12.1 0.001
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Table B.8: Generator dispatch set points (OPF results) for various redispatch
studies in the 67-bus case. All values in [MW].
Generator
Section 5.2.1 Section 5.2.2 Section 5.2.3
DC-Stage 1 DC-Stage 2
G1 700 1000 1100 1100
G2 523 560 616 616
G3 436 560 616 616
G4 541 630 693 693
G5 681 720 792 792
G6 469 560 616 616
G7 500 630 621.3 609.7
G8 496 850 935 935
G9 512 720 792 792
G10 350 561.8 87.1 155.2
G11 574 0 0 0
G12 581 720 386.1 296.6
G13 496 560 616 616
G14 431 720 792 792
G15 488 520 572 572
G16 300 560 616 616
G17 537 630 693 693
Wind 1 1500 1500 1500 1500
Wind 2 1200 1200 1200 1200
Wind 3 800 800 800 800
Table B.9: Energy storage systems in 67-bus case.
Nodes 2, 5, 18, 21, 26, 35, 45, 54
Capacity 600 MWh
Maximal power 300 MW
Minimal energy 60 MWh
Maximal energy 540 MWh
Efficiency 95%
Costs
– discharge 10 e/MWh
– charge -5 e/MWh
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APPENDIX C. POWER PROFILES FOR MULTI-TIME STEP CALCULATIONS
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Figure C.1: Load forecast “most recent” from Elia for 13.11.2018 to
17.11.2018.
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Figure C.2: Load profiles adapted for multi-period calculations in the 5-bus
case.
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Figure C.3: Load profiles adapted for multi-period calculations in the 67-bus
case.
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Figure C.4: RES forecast “day-ahead” from Elia for 13.11.2018 to 17.11.2018.
Wind data is filtered to “Belgian onshore wind farms”.
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Figure C.5: RES profiles adapted for multi-period calculations in the 5-bus
case.
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Figure C.6: RES profiles adapted for multi-period calculations in the 67-bus
case.
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Appendix D
Implementation of Distributed
Algorithms
D.1 Augmentation of the Objective
D.1.1 ADMM
The augmented Lagrangian for region k (7.19) is expressed by
Lk(xk, zk, λk) = Fk(xk) + λ
⊤
k Akxk +
ρk
2
||Ak(xk − zk)||
2
W︸ ︷︷ ︸
F˜k
. (D.1)
The augmenting part F˜k, its derivate ∇F˜k and Hessian ∇2F˜k (all with respect to
xk), respectively, are written in matrix notation as
F˜k = λ
⊤
k Akxk +
1
2
(Ak(xk − zk))
⊤ρkWkAk(xk − zk) (D.2)
∇F˜k = A
⊤
k λk + A
⊤
k ρkWkAk(xk − zk) (D.3)
∇2F˜k = A
⊤
k ρkWkAk. (D.4)
D.1.2 ALADIN
The augmented Lagrangian for region k (7.24) is expressed by
Lk(xk, zk, λ) = Fk(xk) + λ
⊤Akxk +
ρ
2
||xk − zk||
2
Wk︸ ︷︷ ︸
F˜k
. (D.5)
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The augmenting part F˜ , its derivate ∇F˜ and Hessian ∇2F˜ (all with respect to
xk), respectively, are written in matrix notation as
F˜k = λ
⊤Akxk +
1
2
(xk − zk)
⊤ρWk(xk − zk) (D.6)
∇F˜k = A
⊤
k λ+ ρWk(xk − zk) (D.7)
∇2F˜k = ρWk. (D.8)
D.2 Quadratic Problem in ALADIN
The original problem (7.26) is
minimize
∆x,s
∑
k∈R
{
1
2
∆x⊤kHk∆xk + g
⊤
k ∆xk
}
+ λ⊤s+
µ
2
||s||22 (D.9a)
subject to
∑
k∈R
Ak(xk +∆xk) = s | λQP (D.9b)
Ck∆xk = 0, ∀k ∈ R. (D.9c)
In matrix notation it becomes
minimize
∆x,s
1
2
[
∆x⊤ s⊤
] [H 0
0 µ · 1
]
︸ ︷︷ ︸
L
[
∆x
s
]
+
[
g⊤ λ⊤
]︸ ︷︷ ︸
f
[
∆x
s
]
︸ ︷︷ ︸
x
(D.10a)
subject to
[
A −1
C 0
]
︸ ︷︷ ︸
B
[
∆x
s
]
=
[
−Ax
0
]
︸ ︷︷ ︸
b
(D.10b)
with H = diag(H1, .., HR), C = diag(C1, .., CR), g = [g⊤1 , .., g
⊤
R ]
⊤ and 1 the
identity matrix. The equivalent linear equation system is
[
L B⊤
B 0
]
∆x
s
λQP
ζ

 = [−f⊤b
]
. (D.11)
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D.3 Simple 2-Bus Example
Consensus matrices:
A1 =


0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

 (D.12a)
A2 =


0 −1 0 0 0 0
0 0 0 −1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (D.12b)
D.3.1 ADMM
Weighting matrix:
W =


100 0 0 0
0 100 0 0
0 0 1 0
0 0 0 1

 (D.13)
D.3.2 ALADIN
Weighting matrices:
W1 =


100 0 0 0 0 0 0 0
0 100 0 0 0 0 0 0
0 0 100 0 0 0 0 0
0 0 0 100 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1


(D.14a)
W2 =


100 0 0 0 0 0
0 100 0 0 0 0
0 0 100 0 0 0
0 0 0 100 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (D.14b)
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Objective gradients:
g1 =
[
0 0 0 0 100 0 0 0
]T
(D.15a)
g2 =
[
0 0 0 0 0 0
]T
(D.15b)
Active set matrices:
C1 = 100


2F1 − F3 G3 −F3 −G3 1 0
−F1 −G1 2F3 − F1 G1 0 0
2G1 −G3 −F3 −G3 F3 0 1
−G1 F1 2G3 −G1 −F1 0 0
−1 0 0 0 0 0
0 0 −1 0 0 0
0 −1 0 0 0 0
0 0 0 −1 0 0


(D.16a)
C2 = 100


2F2 − F4 G4 −F4 −G4
−F2 −G2 2F4 − F2 G4
2G2 −G4 −F4 −G4 0
−G2 F2 2G4 −G2 F4 − F2
0 0 −1 0
0 0 0 −1

 (D.16b)
Hessian matrices:
H1 = 100


2κ1 −κ1 − κ3 0 κ2 − κ4 0 0 0 0
−κ1 − κ3 2κ3 κ4 − κ2 0 0 0 0 0
0 κ4 − κ2 2κ1 −κ1 − κ3 0 0 0 0
κ2 − κ4 0 −κ1 − κ3 2 κ3 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


(D.17a)
H2 = 100


2 σ1 −σ1 − σ3 0 σ2 − σ4 0 0
−σ1 − σ3 2σ3 −σ2 σ4 0 0
0 −σ2 2σ1 −σ1 − σ3 0 0
σ2 − σ4 σ4 −σ1 − σ3 2σ3 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 (D.17b)
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Abbreviations
AC Alternating Current
ADMM Alternating Direction of Multipliers Method
ALADIN Augmented Lagrangian based Alternating Direction Inexact
Newton
APP Auxiliary Problem Principle
D-OPF Dynamic Optimal Power Flow
DC Direct Current
ESS Energy Storage
FACTS Flexible AC Transmission Systems
HVDC High Voltage Direct Current
KKT Karush-Kuhn-Tucker
MILP Mixed Integer Linear Problem
NLP Nonlinear Problem
OCD Optimality Condition Decomposition
OPF Optimal Power Flow
PST Phase Shifting Transformer
PV Photovoltaic
QP Quadratic Problem
RES Renewable Energy Source
SC-D-OPF Security-Constrained Dynamic Optimal Power Flow
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NOMENCLATURE
SC-OPF Security-Constrained Optimal Power Flow
TSO Transmission System Operator
UPFC Unified Power Flow Controller
VSC Voltage Source Converter
Dual variables
κ, ω Dual variables of constraints in the interior point method
λ Dual variables in distributed optimization
λQP Dual variables of quadratic problem in ALADIN
z Exchange variables in distributed optimization
Functions
f(s) Nodal cost function
F (x) Cost function in distributed optimization
h(x) Equality and inequality constraints
Basics(x) Collection of basic constraints
Costs(x) Cost function
Dynamics(x) Collection of dynamic constraints
N-1 Coupling(x) Collection of N-1 coupling constraints
Indices
[·]c Topology (c ∈ C)
[·]t Time step (t ∈ T )
[·]N Considered node set
[·]k Region (k ∈ R)
Parameters (I) – General
∆t Time duration between two time steps
X,X Lower and upper limit of element X
ξ Occurrence of outage between two time steps (0 ≤ ξ ≤ 1)
aq Quadratic cost coefficient for reactive variable
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aX Quadratic cost coefficient of variable X
bX Linear cost coefficient of variable X
C Number of contingencies
gDC DC branch conductance
p Cost weighting factor for a scenario
PG,Disp Generator active power dispatch
R Number of regions
RN-1,X Limit for curative action of variable X
RT-,G, RT+,G Lower and upper limit for generator ramping over time
T Total number of time steps (= TN-1 + TN-0)
TN-0 Number of N-0 secure time steps
TN-1 Number of N-1 secure time steps
YAC Complex admittance matrix of AC network
YDC Real admittance matrix of DC network
yP Parallel branch admittance
ySh Shunt admittance
ySP Serial and parallel branch admittance (= yP + yS)
yS Serial branch admittance
Parameters (II) – Distributed Optimization
µ Stabilization parameter in ALADIN
ρ Penalty parameter in ADMM and ALADIN
τ,Θ Update parameters in ADMM
A Consensus matrix in distributed optimization
rµ Iterative ramping of µ in ALADIN
W Diagonal weighting matrix in distributed optimization
W (S) Entries in W related to power
W (V ) Entries in W related to voltage
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NOMENCLATURE
Sets
C Contingency scenarios (= {0, 1, .., C})
ECL Considered lines for cost function
ED,Shed Sheddable loads
ED Loads
EESS Energy storage systems
EG,Disp Dispatchable generators (EG,Disp ⊆ EG)
EG,Redisp Redispatchable generators (EG,Redisp ⊆ EG)
EG Generators
EShunt Shunts
EVSC AC-DC converters
N All nodes
NAC AC nodes (NAC ⊆ N )
NDC DC nodes (NDC ⊆ N )
NRef Reference (slack) nodes (NRef ⊆ N )
R Regions (= {1, .., R})
S Considered combinations of (t, c) where t ∈ T , c ∈ C
T Time steps (= {1, 2, .., T})
Optimization variables
ψPST Complex tap ratio of phase shifting transformer
EESS Storage energy
IBr Complex AC branch current
PAC Injected active power at an AC node
PDC Injected active power at a DC node
PBr Active AC branch power flow
PD,Shed Shedded active power from a load
PDCBr Active DC branch power flow
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NOMENCLATURE
PESS,C Storage charging active power
PESS,D Storage discharging active power
PG,Down Generator downward redispatch
PG,Up Generator upward redispatch
PG Generator active power
PVSC,L AC-DC converter losses
PVSC AC-DC converter active power on AC side
QAC Injected reactive power at an AC node
QD,Shed Shedded reactive power from a load
QESS Storage reactive power
QG Generator reactive power
QVSC AC-DC converter reactive power on AC side
s Variables assigned to a node
sAC Variables assigned to an AC node
sDC Variables assigned to a DC node
SSh Apparent shunt power injection
SBr Apparent AC branch power flow
SVSC AC-DC converter apparent power on AC side
VAC Complex AC bus voltage
VDC Real DC bus voltage
x All optimization variables
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Nico Hübner
Cost-Optimal Operational 
Security in Transmission Grids                        
with Embedded HVDC Systems   
and Energy Storage
The future transmission grid for electrical power will face challenges
on an unprecedented scale as the transformation of the energy system
progresses. The massive integration of renewable energy sources will
require new methods and additional equipment to maintain the system
secure and cost-efficient. This doctoral thesis presents an approach to
securely operate a transmission grid based on optimal power flow.
Optimal control of phase shifting transformers, overlaying HVDC
grids and large-scale energy storage lead to reduced operating costs.
Furthermore, this work discusses efficient approaches to optimally
coordinate multiple inter-connected control areas, if one central
controller is undesirable for political or technical reasons.
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