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MODE MATCHING METHODS FOR
SPECTRAL AND SCATTERING PROBLEMS
A. DELITSYN∗ † AND D. S. GREBENKOV ‡ § ¶
Abstract. We present several applications of mode matching methods in spectral and scat-
tering problems. First, we consider the eigenvalue problem for the Dirichlet Laplacian in a finite
cylindrical domain that is split into two subdomains by a “perforated” barrier. We prove that the
first eigenfunction is localized in the larger subdomain, i.e., its L2 norm in the smaller subdomain
can be made arbitrarily small by setting the diameter of the “holes” in the barrier small enough.
This result extends the well known localization of Laplacian eigenfunctions in dumbbell domains.
We also discuss an extension to noncylindrical domains with radial symmetry. Second, we study a
scattering problem in an infinite cylindrical domain with two identical perforated barriers. If the
holes are small, there exists a low frequency at which an incident wave is fully transmitted through
both barriers. This result is counter-intuitive as a single barrier with the same holes would fully
reflect incident waves with low frequences.
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1. Introduction. Mode matching is a classical powerful method for the analysis
of spectral and scattering problems [1–5]. The main idea of the method consists in
decomposing a domain into “basic” subdomains, in which the underlying spectral or
scattering problem can be solved explicitly, and then matching the analytical solutions
at “junctions” between subdomains. This matching leads to functional equations at
the junctions and thus reduces the dimensionality of the problem. Such a dimen-
sionality reduction is similar, to some extent, to that in the potential theory when
searching for a solution of the Laplace equation in the bulk is reduced to finding an
appropriate “charge density” on the boundary. Although the resulting integral or
functional equations are in general more difficult to handle than that of the original
problem, they are efficient for obtaining analytical estimates and numerical solutions.
To illustrate the main idea, let us consider the eigenvalue problem for the Dirichlet
Laplacian in a planar L-shape domain (Fig. 1.1):
−∆u = λu in Ω, u|∂Ω = 0. (1.1)
This domain can be naturally decomposed into two rectangular subdomains Ω1 =
(−a1, 0) × (0, h1) and Ω2 = (0, a2) × (0, h2). Without loss of generality, we assume
h1 ≥ h2. For each of these subdomains, one can explicitly write a general solution
of the equation in (1.1) due to a separation of variables in perpendicular directions x
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Fig. 1.1. An L-shaped domain is decomposed into two rectangular subdomains Ω1 and Ω2, in
which explicit solutions are found and then matched at the inner interface Γ.
and y. For instance, one has in the rectangle Ω1
u1(x, y) =
∞∑
n=1
cn,1 sin(piny/h1) sinh(γn,1(a1 + x)) (x, y) ∈ Ω1, (1.2)
where γn,1 =
√
pi2n2/h21 − λ ensures that each term satisfies (1.1). The sine functions
are chosen to fulfill the Dirichlet boundary condition on the horizontal edges of Ω1,
while sinh(γn,1(a1+x)) vanishes on the vertical edge at x = −a1. The coefficients cn,1
are fixed by the restriction u1|Γ of u1 on the matching region Γ = (0, h2) at x = 0.
In fact, multiplying (1.2) by sin(piky/h1) and integrating over y from 0 to h1, the
coefficients cn,1 are expressed through u1|Γ, and thus
u1(x, y) =
2
h1
∞∑
n=1
(
u1|Γ, sin(piny/h1)
)
L2(Γ)
sin(piny/h1)
sinh(γn,1(a1 + x))
sinh(γn,1a1)
, (1.3)
where (·, ·)L2(Γ) is the scalar product in the L2(Γ) space. Here we also used the
Dirichlet boundary condition on the vertical edge {0} × [h2, h1] to replace the scalar
product in L2(0, h1) by that in L2(0, h2) = L2(Γ). One can see that the solution of
the equation (1.1) in the subdomain Ω1 is fully determined by λ and u1|Γ, which are
yet unknown at this stage.
Similarly, one can write explicitly the solution u2 in Ω2:
u2(x, y) =
2
h2
∞∑
n=1
(
u2|Γ, sin(piny/h2)
)
L2(Γ)
sin(piny/h2)
sinh(γn,2(a2 − x))
sinh(γn,2a2)
, (1.4)
where γn,2 =
√
pi2n2/h22 − λ. Since the solution u is analytic in the whole domain Ω,
u and its derivative should be continuous at the matching region Γ:
u1|Γ = u2|Γ = u|Γ ,
∂u1
∂x
∣∣∣∣
Γ
=
∂u2
∂x
∣∣∣∣
Γ
. (1.5)
Due to the explicit form (1.3, 1.4) of the solutions u1 and u2, the equality of the
derivatives can be written as
Tλ u|Γ = 0 y ∈ Γ, (1.6)
where the auxiliary pseudo-differential operator Tλ acts on a function v ∈ H 12 (Γ) (see
rigorous definitions in Sec. 2.1) as
Tλv =
2
h1
∞∑
n=1
γn,1 coth(γn,1a1)
(
v, sin(piny/h1)
)
L2(Γ)
sin(piny/h1)
− 2
h2
∞∑
n=1
γn,2 coth(γn,2a2)
(
v, sin(piny/h2)
)
L2(Γ)
sin(piny/h2) .
(1.7)
3The original eigenvalue problem for the Laplace operator in the L-shaped domain Ω
is thus reduced to a generalized eigenvalue problem for the operator Tλ, with the
advantage of the reduced dimensionality, from a planar domain to an interval. We
have earlier applied this technique to investigate trapped modes in finite quantum
waveguides [6].
In this paper, we illustrate how mode matching methods can be used for in-
vestigating spectral and scattering properties in various domains, in particular, for
deriving estimates for eigenvalues and eigenfunctions. More precisely, we address
three problems:
(i) In Sec. 2, we consider a finite cylinder Ω0 = [−a1, a2] × S ⊂ Rd+1 of a
bounded connected cross-section S ⊂ Rd with a piecewise smooth boundary ∂S (Fig.
2.1). The cylinder is split into two subdomains by a “perforated” barrier B ⊂ S
at x = 0, i.e. we consider the domain Ω = Ω0\({0} × B). If B = S, the barrier
separates Ω0 into two disconnected subdomains, in which case the spectral analysis
can be done separately for each subdomain. When B 6= S, an opening region Γ = S\B
(“holes” in the barrier) connects two subdomains. When the diameter of the opening
region, diam{Γ}, is small enough, we show that the first Dirichlet eigenfunction u is
“localized” in a larger subdomain, i.e., the L2-norm of u in the smaller subdomain
vanishes as diam{Γ} → 0. This localization phenomenon resembles the asymptotic
behavior of Dirichlet eigenfunctions in dumbbell domains, i.e., when two subdomains
are connected by a narrow “channel” (see a review [7]). When the width of the
channel vanishes, the eigenfunctions become localized in either of subdomains. We
emphasize however that most of formerly used asymptotic techniques (e.g., see [8–23])
would fail in our case with no channel. In fact, these former studies dealt with the
width-over-length ratio of the channel as a small parameter that is not applicable
in our situation as the channel length is zero. To our knowledge, we present the
first rigorous proof of localization in the case with no channel. We discuss sufficient
conditions for localization. A similar behavior can be observed for other Dirichlet
eigenfunctions, under stronger assumptions. The practical relevance of geometrically
localized eigenmodes and their physical applications were discussed in [24–27].
(ii) In Sec. 3, we consider a scattering problem in an infinite cylinder Ω0 = R×S ⊂
R
d+1 of a bounded cross-section S ⊂ Rd with a piecewise smooth boundary ∂S. The
wave propagation in such waveguides and related problems have been thoroughly
investigated (see [7, 28–36] and references therein). If the cylinder is blocked with a
single barrier B ⊂ S with small holes, an incident wave is fully reflected if its frequency
is not high enough for a wave to “squeeze” through small holes. Intuitively, one might
think that putting two identical barriers (Fig. 3.1) would enhance this blocking effect.
We prove that, if the holes in the barriers are small enough, there exists a frequency
close to the smallest eigenvalue in the half-domain between two barriers, at which the
incident wave is fully transmitted through both barriers. This counter-intuitive result
may have some acoustic applications.
(iii) In Sec. 4, we return to the eigenvalue problem for the Dirichlet Laplacian and
show an application of the mode matching method to noncylindrical domains. As an
example, we consider the union of a disk of radius R1 and a part of a circular sector
of angle φ1 between two circles of radii R1 and R2 (Fig. 4.1). Under the condition
that the sector is thin and long, we prove the existence of an eigenfunction which is
localized in the sector and negligible inside the disk. In particular, we establish the
inequalities between geometric parameters R1, R2 and φ1 to ensure the localization.
2. Barrier-induced localization in a finite cylinder.
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Fig. 2.1. Illustration of cylindrical domains separated by a “perforated” barrier. (a) Two-
dimensional case of a rectangle Ω0 = [−a1, a2]× [0, b] separated by a vertical segment with a “hole”
Γ of width h. (b) Three-dimensional case of a cylinder Ω0 = [−a1, a2]×S of arbitrary cross-section
S separated by a barrier at x = 0 with “holes” Γ.
2.1. Formulation and preliminaries. Let Ω0 = [−a1, a2] × S ⊂ Rd+1 be a
finite cylinder of a bounded connected cross-section S ⊂ Rd with a piecewise smooth
boundary ∂S (Fig. 2.1). For a subdomain Γ ⊂ S, let Ω = Ω0\({0} × (S\Γ)) be the
cylinder without a cut at x = 0 of the cross-sectional shape S\Γ. The cut {0}× (S\Γ)
divides the domain Ω into two cylindrical subdomains Ω1 and Ω2, connected through
Γ. For instance, in two dimensions, one can take S = [0, b] and Γ = [h1, h2] (with
0 ≤ h1 < h2 ≤ b) so that Ω is a rectangle without a vertical slit of length h = h2−h1,
as shown in Fig. 2.1(a). We also denote by Sx = {x} × S the cross-section at x.
We consider the Dirichlet eigenvalue problem in Ω
−∆u = λu in Ω, u|∂Ω = 0. (2.1)
We denote by νn and ψn(y) the Dirichlet eigenvalues and L2(S)-normalized eigen-
functions of the Laplace operator ∆⊥ in the cross-section S:
−∆⊥ψn(y) = νnψn(y) (y ∈ S), ψn(y) = 0 (y ∈ ∂S), (2.2)
where the eigenvalues are ordered:
0 < ν1 < ν2 ≤ ν2 ≤ . . .ր +∞. (2.3)
A general solution of (2.1) in each subdomain reads
u1(x,y) ≡ u|Ω1 =
∞∑
n=1
cn,1 ψn(y) sinh(γn(a1 + x)) (−a1 < x < 0),
u2(x,y) ≡ u|Ω2 =
∞∑
n=1
cn,2 ψn(y) sinh(γn(a2 − x)) (0 < x < a2),
where
γn =
√
νn − λ (2.4)
can be either positive, or purely imaginary (in general, there can be a finite number
of purely imaginary γn and infinitely many real γn). The coefficients cn,1 and cn,2 are
determined by multiplying u1,2(0,y) at the matching cross-section x = 0 by ψn(y)
5and integrating over S0, from which
u1(x,y) =
∞∑
n=1
bn ψn(y)
sinh(γn(a1 + x))
sinh(γna1)
(−a1 < x < 0),
u2(x,y) =
∞∑
n=1
bn ψn(y)
sinh(γn(a2 − x))
sinh(γna2)
(0 < x < a2),
(2.5)
where
bn ≡
(
u|S0, ψn
)
L2(S0) =
(
u|Γ, ψn
)
L2(Γ)
, (2.6)
with the conventional scalar product in L2(Γ):(
u, v
)
L2(Γ)
=
∫
Γ
dy u(y) v(y) (2.7)
(since all considered operators are self-adjoint, we do not use complex conjugate). In
the second identity in (2.6), we used the Dirichlet boundary condition on the barrier
S0\Γ. We see that the eigenfunction u in the whole domain Ω is fully determined by
its restriction u|Γ to the opening Γ.
Since the eigenfunction is analytic inside Ω, the derivatives of u1 and u2 with
respect to x should match on the opening Γ:
∞∑
n=1
bnγn
[
coth(γna1) + coth(γna2)
]
ψn(y) = 0 (y ∈ Γ). (2.8)
Multiplying this relation by a function v ∈ H 12 (Γ) and integrating over Γ, one can
introduce the associated sesquilinear form aλ(u, v):
aλ
(
u, v
)
=
∞∑
n=1
γn
[
coth(γna1) + coth(γna2)
](
u, ψn
)
L2(Γ)
(
v, ψn
)
L2(Γ)
, (2.9)
where the Hilbert space H
1
2 (Γ) is defined with the help of eigenvalues νn and eigen-
functions ψn(y) of the Dirichlet Laplacian ∆⊥ in the cross-section S as
H
1
2 (Γ) =
{
v ∈ L2(Γ) :
∞∑
n=1
√
νn
(
v, ψn
)2
L2(Γ)
< +∞
}
. (2.10)
Note that this space equipped with the conventional scalar product:
(
u, v
)
H
1
2 (Γ)
=
(
u, v
)
L2(Γ)
+
∞∑
n=1
√
νn
(
u, ψn
)
L2(Γ)
(
v, ψn
)
L2(Γ)
. (2.11)
Using the sesquilinear form aλ(u, v), one can understand the matching condition
(2.8) in the weak sense as an equation on λ and u|Γ ∈ H 12 (Γ):
aλ
(
u|Γ, v
)
= 0 ∀ v ∈ H 12 (Γ) (2.12)
(since this is a standard technique, we refer to textbooks [37–42] for details). Once a
pair {λ, u|Γ} ∈ R×H 12 (Γ) satisfying this equation for any v ∈ H 12 (Γ) is found, it fully
6determines the eigenfunction u ∈ H1(Ω) of the original eigenvalue problem (2.1) in the
whole domain Ω through (2.5). In turn, this implies that u ∈ C∞(Ω). In other words,
the mode matching method allows one to reduce the original eigenvalue problem in the
whole domain Ω ⊂ Rd+1 to an equivalent problem (2.12) on the opening Γ ⊂ Rd, thus
reducing the dimensionality of the problem. More importantly, the reduced problem
allows one to derive various estimates on eigenvalues and eigenfunctions. In fact,
setting v = uΓ yields the dispersion relation
aλ
(
u|Γ, u|Γ
)
=
∞∑
n=1
b2nγn
[
coth(γna1) + coth(γna2)
]
= 0 (2.13)
(with bn given by (2.6)), from which estimates on the eigenvalue λ can be derived (see
below). In turn, writing the squared L2-norm of the eigenfunction in an arbitrary
cross-section Sx,
I(x) ≡ ||u||2L2(Sx) =
∫
S
dy |u(x,y)|2, (2.14)
one gets
I(x) =


∞∑
n=1
b2n
sinh2(γn(a1 + x))
sinh2(γna1)
(−a1 < x < 0),
∞∑
n=1
b2n
sinh2(γn(a2 − x))
sinh2(γna2)
(0 < x < a2),
(2.15)
and thus one can control the behavior of the eigenfunction u.
When the opening Γ shrinks, the domain Ω is split into two disjoint subdomains
Ω1 and Ω2. It is natural to expect that each eigenvalue of the Dirichlet Laplacian
in Ω converges to an eigenvalue of the Dirichlet Laplacian either in Ω1, or in Ω2.
This statement will be proved in Sec. 2.2 and 2.3. The behavior of eigenfunctions is
more subtle. If an eigenvalue in Ω converges to a limit which is an eigenvalue in both
Ω1 and Ω2, the limiting eigenfunction is expected to “live” in both subdomains. In
turn, when the limit is an eigenvalue of only one subdomain, one can expect that the
limiting eigenfunction will be localized in that subdomain. In other words, for any
integer N , one expects the existence of a nonempty opening Γ small enough that at
least N eigenfunctions of the Dirichlet Laplacian in Ω are localized in one subdomain
(i.e., the L2-norm of these eigenfunctions in the other subdomain is smaller than
a chosen ε > 0). Using the mode matching method, we prove a weaker form of
these yet conjectural statements. We estimate the L2 norm of an eigenfunction u
in arbitrary cross-sections of Ω1 and Ω2 and show that the ratio of these norms can
be made arbitrarily large under certain conditions. The explicit geometric conditions
are obtained for the first eigenfunction in Sec. 2.4, while discussion about other
eigenfunctions is given in Sec. 2.5. Some numerical illustrations are provided in
Appendix A.
2.2. Behavior of eigenvalues for the case d > 1. We aim at showing that
an eigenvalue of the Dirichlet Laplacian in Ω is close to an eigenvalue of the Dirichlet
Laplacian either in Ω1, or in Ω2, for a small enough opening Γ. In this subsection, we
consider the case d > 1, which turns out to be simpler and allows for more general
statements. The planar case (with d = 1) will be treated separately in Sec. 2.3.
7The proof relies on the general classical
Lemma 2.1. Let A be a self-adjoint operator with a discrete spectrum, and there
exist constants ε > 0 and µ ∈ R and a function v from the domain DA of the operator
A such that
‖Av − µv‖L2 < ε‖v‖L2 . (2.16)
Then there exists an eigenvalue λ of A such that
|λ− µ| < ε. (2.17)
An elementary proof is reported in Appenix B for completeness.
The lemma states that if one finds an approximate eigenpair µ and v of the
operator A, then there exists its true eigenvalue λ close to µ. Since we aim at proving
the localization of an eigenfunction in one subdomain, we expect that an appropriately
extended eigenpair in this subdomain can serve as µ and v for the whole domain.
Theorem 2.2. Let a1 and a2 be strictly positive nonequal real numbers, S be
a bounded domain in Rd with d > 1 and a piecewise smooth boundary ∂S, Γ be an
nonempty subset of S, and
Ω = ([−a1, a2]× S)\({0} × Γ), Ω1 = [−a1, 0]× S, Ω2 = [0, a2]× S. (2.18)
Let µ be any eigenvalue of the Dirichlet Laplacian in the subdomain Ω2. Then for
any ε > 0, there exists δ > 0 such that for any opening Γ with diam{Γ} < δ, there
exists an eigenvalue λ of the Dirichlet Laplacian in Ω such that |λ−µ| < ε. The same
statement holds for the subdomain Ω1.
Proof. We will prove the statement for the subdomain Ω2. The Dirichlet eigenvalues
and eigenfunctions of the Dirichlet Laplacian in Ω2 are
µn,k = pi
2k2/a22 + νn
vn,k =
√
2/a2 sin(pikx/a2)ψn(y)
(n, k = 1, 2, . . .), (2.19)
where νn and ψn(y) are the Dirichlet eigenpairs in the cross-section S, see (2.2).
Let µ = µn,k and v = vn,k for some n, k. Let 2δ be the diameter of the opening
Γ, and yΓ ∈ S be the center of a ball B(0,yΓ)(δ) ⊂ Rd+1 of radius δ that encloses Γ.
We introduce a cut-off function η¯ defined on Ω as
η¯(x,y) = IΩ2(x,y) η
(|(x,y) − (0,yΓ)|/δ), (2.20)
where IΩ2(x,y) is the indicator function of Ω2 (which is equal to 1 inside Ω2 and 0
otherwise), and η(r) is an analytic function on R+ which is 0 for r < 1 and 1 for
r > 2. In other words, η¯(x,y) is zero outside Ω2 and in a δ-vicinity of the opening Γ,
it changes to 1 in a thin spherical shell of width δ, and it is equal to 1 in the remaining
part of Ω2.
According to Lemma 2.1, it is sufficient to check that
‖∆(η¯ v) + µ η¯ v‖L2(Ω) < ε‖η¯ v‖L2(Ω). (2.21)
We have
‖∆(η¯ v) + µ η¯ v‖2L2(Ω) = ‖η¯ (∆v + µ v)︸ ︷︷ ︸
=0
+2(∇η¯ · ∇v) + v∆η¯‖2L2(Ω)
≤ 2‖2(∇η¯ · ∇v)‖2L2(Ω) + 2‖v∆η¯‖2L2(Ω), (2.22)
8where (∇η¯ ·∇v) is the scalar product between two vectors in Rd+1. Due to the cut-off
function η¯, one only needs to integrate over a part of the spherical shell around the
point (0,yΓ):
Qδ = {(x,y) ∈ Ω2 : δ < |(x,y)− (0,yΓ)| < 2δ}. (2.23)
It is therefore convenient to introduce the spherical coordinates in Rd+1 centered at
(0,yΓ), with the North pole directed along the positive x axis.
For the first term in (2.22), we have
‖(∇v · ∇η¯)‖2L2(Ω) =
∫
Qδ
dx dy |(∇v · ∇η¯)|2 = ∫
Qδ
dx dy
(
∂v
∂r
dη¯(r/δ)
dr
)2
, (2.24)
because the function η¯ varies only along the radial direction. Since v is an analytic
function inside Ω2, ∂v/∂r is bounded over Ω2, so that
‖(∇v · ∇η¯)‖2L2(Ω) ≤ max(x,y)∈Ω2
{(
∂v
∂r
)2} 2δ∫
δ
dr rd
(
dη(r/δ)
dr
)2 ∫
x>0
dΘd, (2.25)
where dΘd includes all angular coordinates taken over the half of the sphere (x > 0).
Changing the integration variable, one gets
‖(∇v · ∇η¯)‖2L2(Ω) ≤ C1δd−1, (2.26)
with a constant
C1 = max
(x,y)∈Ω2
{(
∂v
∂r
)2} 2∫
1
dr rd
(
dη(r)
dr
)2 ∫
x>0
dΘd. (2.27)
For the second term in (2.22), we have
‖v∆η¯‖2L2(Ω) =
∫
Qδ
dx dy (2/a2) sin
2(pinx/a2)ψ
2
k(y) (∆η¯)
2
≤ (2/a2)max
y∈S
{ψ2k(y)}
∫
Qδ
dx dy (pinx/a2)
2 (∆η¯)2, (2.28)
where we used the explicit form of the eigenfunction v from (2.19), the inequality
sinx < x for x > 0, and the boundedness of ψk(y) over a bounded cross-section S to
get rid off ψ2k. Denoting C2 = (2/a2)(pin/a2)
2max
y∈S
{ψ2k(y)}, we get
‖v∆η¯‖2L2(Ω) ≤ C2
2δ∫
δ
dr rd
∫
x>0
dΘd r
2 cos2 θ
(
1
rd
d
dr
rd
d
dr
η(r/δ)
)2
≤ C2δd−1
2∫
1
dr rd+2
(
1
rd
d
dr
rd
d
dr
η(r)
)2 ∫
x>0
dΘd, (2.29)
9where θ is the azimuthal angle from the x axis. The remaining integral is just a
constant which depends on the particular choice of the cut-off function η(r). We get
thus
‖v∆η¯‖2L2(Ω) ≤ C′2δd−1, (2.30)
with a new constant C′2.
Combining inequalities (2.22, 2.26, 2.30), we obtain
‖∆(η¯ v) + µ η¯ v‖2L2(Ω) ≤ C δd−1, (2.31)
with a new constant C.
On the other hand,
‖η¯ v‖2L2(Ω) =
∫
Ω2
dx dy η¯2 v2 = 1−
∫
B2δ
dx dy (1− η¯2) v2
≥ 1−max
Ω2
{v2}
2δ∫
0
dr rd
∫
x>0
dΘd η
2(r/δ) = 1− C0δd+1, (2.32)
where C0 is a constant, B2δ = {(x,y) ∈ Ω2 : |(x,y) − (0,yΓ)| < 2δ} is a half-ball
of radius 2δ centered at (0,yΓ), and we used the L2(Ω2) normalization of v and its
boundedness. In other words, for δ small enough, the left-hand side of (2.32) can be
bounded from below by a strictly positive constant. Recalling that 2δ is the diameter
of Γ, we conclude that inequality (2.21) holds with ε = C′(diam{Γ})d−1, with some
C′ > 0. If the diameter is small enough, Lemma 2.1 implies the existence of an
eigenvalue λ of the Dirichlet Laplacian in Ω close to µ, which is an eigenvalue in Ω2
that completes the proof. 
Remark 2.1. In this proof, the half-diameter δ of the opening Γ plays the role of
a small parameter, whereas the geometric structure of Γ does not matter. If Γ is the
union of a finite number of disjoint “holes”, the above estimates can be improved by
constructing cut-off functions around each “hole”. In this way, the diameter of Γ can
be replaced by diameters of each “hole”. Note also that the proof is not applicable to a
narrow but elongated opening (e.g., Γ = (0, h)×(0, 1/2) inside the square cross-section
S = (0, 1)× (0, 1) with small h): even if the Lebesgue measure of the opening can be
arbitrarily small, its diameter can remain large. We expect that the theorem might be
extended to such situations but finer estimates are needed.
2.3. Behavior of the first eigenvalue for the case d = 1. The above proof
is not applicable in the planar case (with d = 1). For this reason, we provide another
proof which is based on the variational analysis of the modified eigenvalue problem
with the sesquilinear form aλ(u, v). This proof also serves us as an illustration of
advantages of mode matching methods. For the sake of simplicity, we only focus on
the behavior of the first (smallest) eigenvalue.
Without loss of generality, we assume that
a1 > a2, (2.33)
i.e, the subdomain Ω1 is larger than Ω2.
Lemma 2.3 (Domain monotonicity). The domain monotonicity for the Dirichlet
Laplacian implies the following inequalities for the first eigenvalue λ in Ω
ν1 +
pi2
(a1 + a2)2
< λ < ν1 +
pi2
a21
, (2.34)
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where ν1+ pi
2/(a1+ a2)
2 is the smallest eigenvalue in [−a1, a2]×S, ν1+ pi2/a21 is the
smallest eigenvalue in [−a1, 0]× S, and ν1 is the smallest eigenvalue in S.
This lemma implies that γ1 =
√
ν1 − λ is purely imaginary. To ensure that the other
γn with n ≥ 2 are positive, we assume that
a1 ≥ pi√
ν2 − ν1 . (2.35)
Theorem 2.4. Let a1 ≥ 1/
√
3 and 0 < a2 < a1 be two real numbers, S = [0, 1],
Γ be an nonempty subset of S, and
Ω = ([−a1, a2]× S)\({0} × Γ), Ω1 = [−a1, 0]× S, Ω2 = [0, a2]× S. (2.36)
Let µ = pi2+pi2/a21 be the smallest eigenvalue of the Dirichlet Laplacian in the (larger)
rectangle Ω1. Then for any ε > 0, there exists δ > 0 such that for any opening Γ with
diam{Γ} = h < δ, there exists an eigenvalue λ of the Dirichlet Laplacian in Ω such
that |λ− µ| < ε.
Proof. As discussed earlier, the eigenfunction u in the whole domain is fully deter-
mined by its restriction on the opening Γ that obeys (2.12). This equation can also
be seen as an eigenvalue problem
aλ
(
u|Γ, v
)
= η(λ)
(
u|Γ, v
)
L2(Γ)
∀ v ∈ H 12 (Γ), (2.37)
where the eigenvalue η(λ) depends on λ as a parameter. The smallest eigenvalue can
then be written as
η1(λ) = inf
v∈H 12 (Γ)
v 6=0
{
F (v)
||v||2L2(Γ)
}
, (2.38)
with
F (v) =
∞∑
n=1
γn
[
coth(γna1) + coth(γna2)
](
v, ψn
)2
L2(Γ)
. (2.39)
If η1(λc) = 0 at some λc, then λc is an eigenvalue of the original problem. We will
prove that the zero λc of η1(λ) converges to µ as the opening Γ shrinks.
First, we rewrite the functional F (v) under the assumptions (2.33, 2.35) ensuring
that γ1 is purely imaginary while γn with n ≥ 2 are positive:
F (v) = |γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)
](
v, ψ1
)2
L2(Γ)
+
∞∑
n=2
γn
[
coth(γna1) + coth(γna2)
](
v, ψn
)2
L2(Γ)
. (2.40)
On one hand, an upper bound reads
∞∑
n=2
γn
[
coth(γna1) + coth(γna2)
](
v, ψn
)2
L2(Γ)
≤ C1
∞∑
n=2
√
νn
(
v, ψn
)2
L2(Γ)
≤ C2‖v‖2
H
1
2 (Γ)
, (2.41)
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because γn =
√
νn − λ ≤ C′1
√
νn for all n ≥ 2. As a consequence,
η1(λ) ≤ F (v)‖v‖2L2(Γ)
≤ |γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)
](v, ψ1)2L2(Γ)
‖v‖2L2(Γ)
+ C2
‖v‖2
H
1
2 (Γ)
‖v‖2L2(Γ)
,
(2.42)
where v can be any smooth function from H
1
2 (Γ) that vanishes at ∂Γ and is not
orthogonal to ψ1, i.e.,
(
v, ψ1
)
L2(Γ)
6= 0. Since ctan(|γ1|a1)→ −∞ as |γ1|a1 → pi, one
gets negative values η1(λ) for λ approaching µ.
On the other hand, for any fixed λ, we will show that η1(λ) becomes positive as
diam{Γ} → 0. For this purpose, we write
η1(λ) = inf
v∈H 12 (Γ)
v 6=0

β
(
v, ψ1
)2
L2(Γ)
||v||2L2(Γ)
+
F1(v)
||v||2L2(Γ)

 ,
≥ inf
v∈H 12 (Γ)
v 6=0

β
(
v, ψ1
)2
L2(Γ)
||v||2L2(Γ)

+ inf
v∈H 12 (Γ)
v 6=0
{
F1(v)
||v||2L2(Γ)
}
, (2.43)
with
β = |γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)− coth(|γ1|a1)− coth(|γ1|a2)
]
(2.44)
and
F1(v) =
∞∑
n=1
|γn|
[
coth(|γn|a1) + coth(|γn|a2)
](
v, ψn
)2
L2(Γ)
. (2.45)
If β ≥ 0, the first infimum in (2.43) is bounded from below by 0. If β < 0, the first
infimum is bounded from below as
inf
v∈H 12 (Γ)
v 6=0

β
(
v, ψ1
)2
L2(Γ)
||v||2L2(Γ)

 = −|β| sup
v∈H 12 (Γ)
v 6=0


(
v, ψ1
)2
L2(Γ)
||v||2L2(Γ)

 ≥ −|β|, (2.46)
because
0 ≤
(
v, ψn
)2
L2(Γ)
||v||2L2(Γ)
≤ ||ψn||2L2(Γ) ≤ ||ψn||2L2(S) = 1 (∀ n ≥ 1). (2.47)
We conclude that
η1(λ) ≥ min{β, 0}+ inf
v∈H 12 (Γ)
v 6=0
{
F1(v)
||v||2L2(Γ)
}
. (2.48)
Since β does not depend on Γ, it remains to check that the second term diverges as
diam{Γ} → 0 that would ensure positive values for η1(λ). Since
F1(v) ≥ CF0(v), F0(v) =
∞∑
n=1
√
νn
(
v, ψn
)2
L2(Γ)
(2.49)
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for some constant C > 0, it is enough to prove that
inf
v∈H 12 (Γ)
v 6=0
{
F0(v)
||v||L2(Γ)
}
−−−−−−−→
diam{Γ}→0
+∞. (2.50)
This is proved in Lemma 2.5. When the opening Γ shrinks, η1(λ) becomes positive.
Since η1(λ) is a continuous function of λ (see Lemma 2.6), there should exist a
value λc at which η1(λc) = 0. This is the smallest eigenvalue of the original problem
which is close to µ. This completes the proof of the theorem. 
Lemma 2.5. For an nonempty set Γ ⊂ [0, 1], we have
I(Γ) ≡ inf
v∈H 12 (Γ)
v 6=0


∞∑
n=1
n
(
v, sin(piny)
)2
L2(Γ)(
v, v
)
L2(Γ)

 −−−−−−−→diam{Γ}→0 +∞. (2.51)
Proof. The minimax principle implies that I(Γ) ≥ I(Γ′) for any Γ′ such that Γ ⊂ Γ′.
When h = diam{Γ} is small, one can choose Γ′ = (p/q, (p+1)/q), with two integers p
and q. For instance, one can set q = [1/h], where [1/h] is the integer part of 1/h (the
largest integer that is less than or equal to 1/h). Since the removal of a subsequence
of positive terms does not increase the sum,
∞∑
n=1
n
(
v, sin(piny)
)2
L2(Γ′)
≥
∞∑
k=1
nk
(
v, sin(pinky)
)2
L2(Γ′)
, (2.52)
one gets by setting nk = kq:
∞∑
n=1
n
(
v, sin(piny)
)2
L2(Γ′)(
v, v
)
L2(Γ′)
≥ q
∞∑
k=1
k
(
v, sin(pikqy)
)2
L2(Γ′)(
v, v
)
L2(Γ′)
. (2.53)
Since the sine functions sin(pikqy) form a complete basis of L2(Γ
′), the infimum of
the right-hand side can be easily computed and is equal to q, from which
I(Γ) ≥ I(Γ′) ≥ q = [1/h] ≥ 1
2h
−−−→
h→0
+∞ (2.54)
that completes the proof. 
Lemma 2.6. η1(λ) from (2.38) is a continuous function of λ for λ ∈ (ν1, ν1 +
pi2/a21).
Proof. Let us denote the coefficients in (2.39) as
βn(λ) =
{
|γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)
]
(n = 1),
γn
[
coth(γna1) + coth(γna2)
]
(n ≥ 2). (2.55)
We recall that |γ1| =
√
λ− ν1 and γn =
√
νn − λ. Under the assumptions (2.33,
2.35), one can easily check that all βn(λ) are continuous functions of λ when λ ∈
(ν1, ν1+pi
2/a21). In addition, all βn(λ) with n ≥ 2 have an upper bound uniformly on
λ
βn(λ) ≤
√
νn − λ
(
coth(γ2a1) + coth(γ2a2)
) ≤ C√νn, (2.56)
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where
C = coth(
√
ν2 − ν1 a1) + coth(
√
ν2 − ν1 a2) (2.57)
(here we replaced λ by its minimal value ν2). Under these conditions, it was shown
in [43] that η1(λ) is a continuous function of λ that completes the proof. 
2.4. First eigenfunction. Our first goal is to show that the first eigenfunction
u (with the smallest eigenvalue λ) is “localized” in the larger subdomain when the
opening Γ is small enough. By localization we understand that the L2-norm of the
eigenfunction in the smaller domain vanishes as the opening shrinks, i.e., diam{Γ} →
0.
We will obtain a stronger result by estimating the ratio of L2-norms of the eigen-
function in two arbitrary cross-sections Sx1 and Sx2 on two sides of the barrier (i.e.,
with x1 ∈ (−a1, 0) and x2 ∈ (0, a2)) and showing its divergence as the opening shrinks.
We also discuss the rate of divergence.
Now we formulate the main
Theorem 2.7. Under assumptions (2.33, 2.35), the ratio of squared L2-norms
of the Dirichlet Laplacian eigenfunction u in two arbitrary cross-sections Sx1 (for any
x1 ∈ (−a1, 0)) and Sx2 (for any x2 ∈ (0, a2)) on two sides of the barrier diverges as
the opening Γ shrinks, i.e.,
I(x1)
I(x2)
≥ C sin
2(|γ1|(a1 + x1))
sin(|γ1|a1) −−−−−−−→diam{Γ}→0 +∞, (2.58)
where C > 0 is a constant, and I(x) is defined in (2.14).
Proof. According to Lemma 2.4, λ→ ν1 + pi2/a21 as diam{Γ} → 0. We denote then
λ = ν1 + pi
2/a21 − ε, (2.59)
with a small parameter ε that vanishes as diam{Γ} → 0. As a consequence, γ1 is
purely imaginary, and |γ1|a1 ≃ pi − a21ε/(2pi). In turn, the assumption (2.35) implies
that all γn with n = 2, 3, . . . are positive.
We get then
I(x1) = b
2
1
sin2(|γ1|(a1 + x1))
sin2(|γ1|a1)
+
∞∑
n=2
b2n
sinh2(γn(a1 + x1))
sinh2(γna1)
≥ b21
sin2(|γ1|(a1 + x1))
sin2(|γ1|a1)
, (2.60)
whereas
I(x2) = b
2
1
sin2(|γ1|(a2 − x2))
sin2(|γ1|a2)
+
∞∑
n=2
b2n
sinh2(γn(a2 − x2))
sinh2(γna2)
≤ b21
sin2(|γ1|(a2 − x2))
sin2(|γ1|a2)
+
∞∑
n=2
b2n, (2.61)
because sinh(x) monotonously grows. The last sum can be estimated by rewriting
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the dispersion relation (2.13):
−b21|γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)
]
=
∞∑
n=2
b2nγn
[
coth(γna1) + coth(γna2)
]
≥ γ2
[
coth(γ2a1) + coth(γ2a2)
] ∞∑
n=2
b2n, (2.62)
because x coth(x) monotonously grows. As a consequence, one gets
I(x2) ≤ b21
[
1
sin2(|γ1|a2)
− |γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)
]
γ2
[
coth(γ2a1) + coth(γ2a2)
] ] , (2.63)
where we used sin2(|γ1|(a2 − x2)) ≤ 1. We conclude that
I(x1)
I(x2)
≥ Cλ sin
2(|γ1|(a1 + x1))
sin(|γ1|a1) , (2.64)
where
Cλ =
[
sin(|γ1|a1)
sin2(|γ1|a2)
− |γ1|
[
cos(|γ1|a1) + sin(|γ1|a1)ctan(|γ1|a2)
]
γ2
[
coth(γ2a1) + coth(γ2a2)
] ]−1 . (2.65)
Since |γ1|a1 → pi as diam{Γ} → 0, the denominator sin(|γ1|a1) in (2.64) diverges,
while Cλ in (2.65) converges to a strictly positive constant (because a2 < a1) that
completes the proof of the theorem. 
Remark 2.2. If two subdomains Ω1 and Ω2 are equal, i.e., a1 = a2, the first
eigenfunction cannot be localized due to the reflection symmetry: u(x,y) = u(−x,y).
While the estimate (2.64) on the ratio of two squared L2 norms remains valid, the
constant Cλ in (2.65) vanishes as |γ1|a1 → pi because sin(|γ1|a2)→ 0.
Remark 2.3. The assumption (2.35) was used to ensure that γn with n ≥ 2
were positive while the corresponding modes were exponentially decaying. We checked
numerically that this assumption is not a necessary condition for localization (see
Appendix A).
Remark 2.4. The above formulation of the mode matching method can be ex-
tended to two cylinders of different cross-sections S1 and S2 connected through an
opening set Γ: Ω =
(
([−a1, 0]× S1) ∪ ([0, a2]× S2)
)\Γ. For instance, the eigenfunc-
tion representation (2.5) would read as
u1(x,y) =
∞∑
n=1
(
u|Γ, ψ
1
n
)
L2(Γ)
ψ1n(y)
sinh(γ1n(a1 + x))
sinh(γ1na1)
(−a1 < x < 0), (2.66)
u2(x,y) =
∞∑
n=1
(
u|Γ, ψ2n
)
L2(Γ)
ψ2n(y)
sinh(γ2n(a2 − x))
sinh(γ2na2)
(0 < x < a2), (2.67)
with γ1,2n =
√
ν1,2n − λ, where ν1,2n and ψ1,2n are the eigenvalues and eigenfunctions of
∆⊥ in cross-sections S1 and S2. For instance, the dispersion relation reads
∞∑
n=1
[(
u|Γ, ψ1n
)2
L2(Γ)
γ1n coth(γ
1
na1) +
(
u|Γ, ψ2n
)2
L2(Γ)
γ2n coth(γ
2
na2)
]
= 0. (2.68)
The remaining analysis would be similar although statements about localization would
be more subtle. In particular, the localization of the first eigenfunction does not nec-
essarily occur in the subdomain with larger Lebesgue measure [44].
15
2.5. Higher-order eigenfunctions. Similar arguments can be applied to show
localization of other eigenfunctions. When the eigenvalue λ is progressively increased,
there are more and more purely imaginary γn and thus more and more oscillating
terms in the representation of an eigenfunction. These oscillations start to interfere
with each other, and localization is progressively reduced. When the characteris-
tic wavelength 1/
√
λ becomes comparable to the size of the opening, no localization
is expected. From these qualitative arguments, it is clear that proving localization
for higher-order eigenfunctions becomes more challenging while some additional con-
straints are expected to appear. To illustrate these difficulties, we consider an eigen-
function of the Dirichlet Laplacian for which |γ2|a1 → pi, i.e.,
λ = ν2 + pi
2/a21 + ε, (2.69)
with ε→ 0.
As earlier for the first eigenfunction, we estimate the squared L2 norm of this
eigenfunction in two arbitrary cross-sections Sx1 and Sx2 . From (2.15), we have
I(x1) ≤ b22
sin2(|γ2|(a1 + x1))
sin2(|γ2|a1)
, (2.70)
where we kept only the leading term with n = 2 (for which the denominator diverges).
In order to estimate I(x2), we use the dispersion relation (2.13) to get
−b22|γ2|
[
ctan(|γ2|a1) + ctan(|γ2|a2)
]
= b21|γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)
]
+
∞∑
n=3
b2nγn
[
coth(γna1) + coth(γna2)
]
≥ b21|γ1|
[
ctan(|γ1|a1) + ctan(|γ1|a2)
]
+ γ3
[
coth(γ3a1) + coth(γ3a2)
] ∞∑
n=3
b2n
≥ C
[
b21 +
∞∑
n=3
b2n
]
, (2.71)
where
C = min
{
|γ1|
[
ctan(|γ1|a1)+ctan(|γ1|a2)
]
, γ3
[
coth(γ3a1)+coth(γ3a2)
]}
> 0, (2.72)
and we assumed that
ctan(|γ1|a1) + ctan(|γ1|a2) > 0. (2.73)
Using (2.71), we get
I(x2) = b
2
1
sin2(|γ1|(a2 − x2))
sin2(|γ1|a2)
+ b22
sin2(|γ2|(a2 − x2))
sin2(|γ2|a2)
+
∞∑
n=3
b2n
sinh2(γn(a2 − x2))
sinh2(γna2)
≤ b
2
1
sin2(|γ1|a2)
+
b22
sin2(|γ2|a2)
+
∞∑
n=3
b2n
≤ b
2
2
sin2(|γ2|a2)
+
1
sin2(|γ1|a2)
[
b21 +
∞∑
n=3
b2n
]
≤ b22
[
1
sin2(|γ2|a2)
− |γ2|
[
ctan(|γ2|a1) + ctan(|γ2|a2)
]
C sin2(|γ1|a2)
]
. (2.74)
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We finally obtain
I(x1)
I(x2)
≥ Cλ sin
2(|γ2|(a1 + x1))
sin(|γ2|a1) , (2.75)
with
Cλ =
(
sin(|γ2|a1)
sin2(|γ2|a2)
− |γ2|
[
cos(|γ2|a1) + sin(|γ2|a1)ctan(|γ2|a2)
]
C sin2(|γ1|a2)
)−1
. (2.76)
When |γ2|a1 → pi, the denominator in (2.75) diverges while Cλ converges to a strictly
positive constant if sin(|γ1|a2) does not vanish. This additional constraint can be
formulated as √
a22(ν2 − ν1)/pi2 + a22/a21 /∈ N. (2.77)
Remark 2.5. The additional constraints (2.73, 2.77) were used to ensure that
|γ1|a2 does not converge to a multiple of pi as |γ2|a1 → pi. Given that the lengths a1
and a2 can in general be chosen arbitrarily, one can easily construct such domains,
in which this condition is not satisfied. For instance, setting |γ1|a2 = |γ2|a1 = pi, one
gets the relation 1/a22−1/a21 = (ν2−ν1)/pi2 under which the constraint is not fulfilled.
At the same time, numerical evidence (see Fig. A.4) suggests that the constraint
(2.77) may potentially be relaxed.
Remark 2.6. One can also consider eigenfunctions for which |γn|a1 → pi. These
modes exhibit “one oscillation” in the lateral direction x and “multiple oscillations”
in the transverse directions y. The analysis is very similar but additional constrains
may appear. In turn, the analysis would be more involved in a more general situation
when |γn|a1 → pik, with an integer k. Finally, one can investigate the eigenfunc-
tions localized in the smaller domain Ω2. In this situation, which is technically more
subtle, one can get similar estimates on the ratio of squared L2 norms. Moreover,
Theorems 2.2 and 2.4 ensure the existence of an eigenvalue λ, which is close to the
first eigenvalue in the smaller domain, λ → ν1 + pi2/a22, implying |γ1|a2 → pi. We
do not provide rigorous statements for these extensions but some numerical examples
are given in Appendix A.
3. Scattering problem with two barriers. We consider a scattering problem
for an infinite cylinder Ω˜0 = R × S of arbitrary bounded cross-section S ⊂ Rd with
a piecewise smooth boundary ∂S, with two barriers located at x = 0 and x = 2a.
In other words, for a given “opening” Γ ⊂ S inside the cross-section S, we consider
the domain Ω˜ = Ω˜0\({0, 2a} × (S\Γ)) (Fig. 3.1). Due to the reflection symmetry at
x = a, this domain can be replaced by another domain, Ω0 = (−∞, a) × S, with a
single barrier at x = 0 so that Ω = Ω0\({0} × (S\Γ)). This barrier splits the domain
Ω into two subdomains: Ω1 (for x < 0) and Ω2 (for 0 < x < a). As earlier, we denote
the cross-section at x as Sx = {x} × S.
An acoustic wave u with the wave number
√
λ satisfies the following equation
−∆u = λu in Ω, u|∂Ω\Sa = 0,
∂u
∂x
∣∣∣∣
Sa
= 0, (3.1)
i.e., with Dirichlet boundary condition everywhere on ∂Ω except for the cross-section
Sa at which Neumann boundary condition is imposed to respect the reflection sym-
metry. In contrast to spectral problems considered in previous sections, the squared
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Fig. 3.1. (a) An infinite cylinder with two identical barriers at distance 2a. (b) The half
of the above domain, i.e., a semi-infinite cylinder with a single barrier at x = 0 and Neumann
boundary condition at x = a. Although this schematic illustration is shown in two dimensions, the
results are valid for a general cylinder R × S of arbitrary bounded cross-section S ⊂ Rn with a
piecewise smooth boundary ∂S and arbitrary opening Γ ⊂ S.
wave number, λ, is fixed, and one studies the propagation of such a wave along the
waveguide.
As earlier, we consider the auxiliary Dirichlet eigenvalue problem (2.2) in the
cross-section S with ordered eigenvalues νk, and set γn =
√
νn − λ. The first eigen-
value ν1 determines the cut-off frequency below which no wave can travel in the
waveguide of the cross-section S. Here we focus on the waves near cut-off frequency
and we assume that
ν1 < λ < ν2. (3.2)
As a consequence, γ1 is purely imaginary while all other γn are positive.
The wave u in the subdomain Ω1 can be written as
u1(x,y) = e
i|γ1|xψ1 + c1e−i|γ1|xψ1 +
∞∑
n=2
cne
γnxψn, (3.3)
where the coefficients cn will be determined below. The first term represents the
coming wave, while the other terms represent reflected waves. Note that the terms
with n ≥ 2 are exponentially vanishing for x < 0.
Theorem 3.1. For any opening Γ with a small enough Lebesgue measure |Γ|,
there exists the critical wave number
√
λc at which the wave is fully propagating across
two barriers, i.e., c1 = 1.
Proof. The proof consists in two steps: (i) we establish an explicit equation that
determines c1 for any opening Γ, and (ii) we prove the existence of its solution λc
when |Γ| is small enough.
Step 1. Taking the scalar product of (3.3) at x = 0 with ψ1, one finds
c1 = (u|Γ, ψ1)L2(Γ) − 1. (3.4)
When the scalar product is 0, c1 = −1 so that one gets a standing wave in the region
x < 0. In turn, if the scalar product is 2, one gets c1 = 1 that corresponds to a fully
propagating wave. In what follows, we will investigate these cases.
Similarly, one finds cn = (u|Γ, ψn)L2(Γ) so that the wave in the first domain Ω1 is
u1(x,y) = e
i|γ1|xψ1+e−i|γ1|x
[(
u|Γ, ψ1
)
L2(Γ)
−1
]
ψ1+
∞∑
n=2
eγnx
(
u|Γ, ψn
)
L2(Γ)
ψn. (3.5)
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In the second domain Ω2, the wave reads as
u2(x,y) =
cos(|γ1|(a− x))
cos(|γ1|a)
(
u|Γ, ψ1
)
L2(Γ)
ψ1
+
∞∑
n=1
cosh(γn(a− x))
cosh(γna)
(
u|Γ, ψn
)
L2(Γ)
ψn (0 < x < a), (3.6)
where we separated the first oscillating term from the remaining exponentially decay-
ing terms. Matching the derivatives u′1 and u
′
2 with respect to x at the opening Γ,
one gets for any y ∈ Γ:
2i|γ1|ψ1(y)− i|γ1|
(
u|Γ, ψ1
)
L2(Γ)
ψ1(y) +
∞∑
n=2
γn
(
u|Γ, ψn
)
L2(Γ)
ψn(y)
= |γ1|
(
u|Γ, ψ1
)
L2(Γ)
tan(|γ1|a))ψ1(y)−
∞∑
n=2
γn
(
u|Γ, ψn
)
L2(Γ)
tanh(γna)ψn(y),
or, in a shorter form,
Au|Γ − β
(
u|Γ, ψ1
)
L2(Γ)
ψ1(y) = −2i|γ1|ψ1(y) (y ∈ Γ), (3.7)
where
β = i|γ1|+ |γ1| tan(|γ1|a) + 1 + tanh(|γ1|a), (3.8)
and we introduced a positive-definite self-adjoint operator A acting on a function v
from H
1
2 (Γ) as
Av =
∞∑
n=1
βn
(
v, ψn
)
L2(Γ)
ψn(y), (3.9)
with
βn =
{
1 + tanh(|γ1|a) (n = 1),
γn
(
1 + tanh(γna)
)
(n > 1).
(3.10)
Since the coefficients βn are strictly positive, the operator A can be inverted to get
u|Γ − β
(
u|Γ, ψ1
)
L2(Γ)
A−1ψ1 = −2i|γ1|A−1ψ1 (y ∈ Γ). (3.11)
Multiplying this relation by ψ1 and integrating over Γ, one finds
(
u|Γ, ψ1
)
L2(Γ)
= −
2i|γ1|
(
A−1ψ1, ψ1
)
L2(Γ)
1− β(A−1ψ1, ψ1)L2(Γ) =
2i|γ1|
i|γ1|+ η(λ) , (3.12)
where
η(λ) ≡ |γ1| tan(|γ1|a) + 1 + tanh(|γ1|a)− 1(
A−1ψ1, ψ1
)
L2(Γ)
. (3.13)
If there exists λc such that η(λc) = 0, then
(
u|Γ, ψ1
)
L2(Γ)
= 2 at this λc and thus
c1 = 1 from (3.4) that would complete the proof.
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Step 2. It is easy to show that η(λ) is a continuous function of λ for λ ∈
(ν1, ν1 + pi
2/(4a2)). In fact, all |γn| are continuous for any λ, tan(x) is continuous
on the interval (0, pi/2) and thus for x = |γ1|a =
√
λ− ν1 a. Finally, the continuity
of
(
A−1ψ1, ψ1
)
L2(Γ)
for any λ was shown in [43]. In what follows, we re-enforce the
assumption (3.2) as
λ ∈ Λ, Λ = (ν1, min{ν2, ν1 + pi2/(4a2)}). (3.14)
According to Lemma 3.2, for any fixed λ ∈ Λ, the scalar product (A−1ψ1, ψ1)L2(Γ)
can be made arbitrarily small by taking the opening Γ small enough. As a conse-
quence, if the opening Γ is small enough, there exists λ such that η(λ) < 0.
Now, fixing Γ, we vary λ in such a way that |γ1|a→ pi/2. Since tan(|γ1|a) grows
up to infinity, the first term in (3.13) becomes dominating, and η(λ) gets positive
values. We conclude thus that there exists λc at which η(λc) = 0. This completes the
proof. 
Lemma 3.2. For any λ ∈ Λ and any ε > 0, there exists δ > 0 such that for
|Γ| < δ, one has (A−1ψ1, ψ1)L2(Γ) < ε.
Proof. Denoting φ = A−1ψ1, we can write Aφ = ψ1 as
∞∑
n=1
βn
(
φ, ψn
)
L2(Γ)
ψn = ψ1 (y ∈ Γ), (3.15)
with βn given by (3.10). Multiplying this relation by φ and integrating over Γ yield
∞∑
n=1
βn
(
φ, ψn
)2
L2(Γ)
=
(
φ, ψ1
)
L2(Γ)
. (3.16)
Since the coefficients βn asymptotically grow with n, one gets the following estimate
(
φ, ψ1
)
L2(Γ)
≥ Cλ
∞∑
n=1
(
φ, ψn
)2
L2(Γ)
= Cλ||φ||2L2(Γ), (3.17)
where
Cλ = min
n≥1
{βn} > 0. (3.18)
On the other hand,
(
φ, ψ1
)
L2(Γ)
≤ ||φ||L2(Γ) ||ψ1||L2(Γ) so that
Cλ ||φ||L2(Γ) ≤ ||ψ1||L2(Γ). (3.19)
Note that
||ψ1||2L2(Γ) =
∫
Γ
dy |ψ1(y)|2 ≤ |Γ| max
y∈Γ
{|ψ1(y)|2} ≤ |Γ| max
y∈S
{|ψ1(y)|2}. (3.20)
Since the maximum of an eigenfunction ψ1 is fixed by its normalization in the cross-
section S (and does not depend on Γ), we conclude that ||ψ1||L2(Γ) vanishes as the
opening Γ shrinks. Finally, we have
0 ≤ (A−1ψ1, ψ1)L2(Γ) ≤ ||A−1ψ1||L2(Γ) ||ψ1||L2(Γ) ≤ 1Cλ ||ψ1||2L2(Γ) −−−−→|Γ|→0 0 (3.21)
that completes the proof of the lemma. 
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Fig. 4.1. The domain Ω is decomposed into a disk Ω1 of radius R1, and a part of a circular
sector Ω2 of angle φ1 between two circles of radii R1 and R2. Two domains are connected through
an opening Γ (an arc (0, φ1) on the circle of radius R1).
4. Geometry-induced localization in a noncylindrical domain.
4.1. Preliminaries. Examples from previous sections relied on the orthogonal-
ity of the lateral coordinate x and the transverse coordinates y. In this section, we
illustrate an application of mode matching methods to another situation admitting
the separation of variables.
We consider the planar domain
Ω = Ω1 ∪Ω2, (4.1)
where Ω1 is the disk of radius R1, Ω1 = {0 < r < R1, 0 ≤ φ ≤ 2pi}, and Ω2 is a
part of a circular sector of angle φ1 between two circles of radii R1 and R2: Ω2 =
{R1 < r < R2, 0 < φ < φ1} (see Fig. 4.1). In general, one can consider a disk with
several sector-like “petals”. We focus on the Dirichlet eigenvalue problem
−∆u = λu, u|∂Ω = 0. (4.2)
In polar coordinates (r, φ), the separation of variables allows one to write explicit
representations u1(r, φ) and u2(r, φ) of the solution of (4.2) in domains Ω1 and Ω2 as
u1(r, φ) =
1
2pi
J0(
√
λ r)
J0(
√
λR1)
(
u|Γ, 1
)
L2(Γ)
(4.3)
+
1
pi
∞∑
n=1
Jn(
√
λ r)
Jn(
√
λR1)
((
uΓ, cosnφ)L2(Γ) cosnφ+
(
u|Γ, sinnφ
)
L2(Γ)
sinnφ
)
and
u2(r, φ) =
2
φ1
∞∑
n=1
ψn(
√
λ r)
ψn(
√
λR1)
(
uΓ, sinαnφ
)
L2(Γ)
sinαnφ, (4.4)
where
αn =
pi
φ1
n, (4.5)
and ψn(
√
λ r) are solutions of the Bessel equation satisfying the Dirichlet boundary
condition at r = R2 (ψn(
√
λR2) = 0):
ψn(r) = Jαn(r)Yαn(
√
λR2)− Yαn(r)Jαn(
√
λR2), (4.6)
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and Jn(z) and Yn(z) are Bessel functions of the first and second kind.
Since the eigenfunction u is analytic in Ω, its radial derivatives match at the
opening Γ:
1
2pi
J ′0(
√
λR1)
J0(
√
λR1)
(
u|Γ, 1)L2(Γ)
+
1
pi
∞∑
n=1
J ′n(
√
λR1)
Jn(
√
λR1)
((
u|Γ, cosnφ
)
L2(Γ)
cosnφ+
(
u|Γ, sinnφ)L2(Γ) sinnφ
)
=
2
φ1
∞∑
n=1
ψ′n(
√
λR1)
ψn(
√
λR1)
(
u|Γ, sinαnφ
)
L2(Γ)
sinαnφ (0 < φ < φ1). (4.7)
Multiplying this equation by u|Γ and integrating over Γ yield the dispersion relation
1
2pi
J ′0(
√
λR1)
J0(
√
λR1)
(
u|Γ, 1
)2
L2(Γ)
+
1
pi
∞∑
n=1
J ′n(
√
λR1)
Jn(
√
λR1)
((
u|Γ, cosnφ
)2
L2(Γ)
+
(
u|Γ, sinnφ
)2
L2(Γ)
)
=
2
φ1
∞∑
n=1
ψ′n(
√
λR1)
ψn(
√
λR1)
(
u|Γ, sinαnφ
)2
L2(Γ)
. (4.8)
Our goal is to show that there exists an eigenfunction u which is localized in the
“petal” Ω2 and negligible in the disk Ω1. For this purpose, we consider an auxiliary
Dirichlet eigenvalue problem in the sector Ω3 = {0 < r < R2, 0 < φ < φ1} for
which all eigenvalues and eigenfunctions are known explicitly. These eigenfunctions
are natural candidates to “build” localized eigenfunctions in Ω.
We proceed as follows. In Sec. 4.2, we show the existence of an eigenvalue λ of
the Dirichlet Laplacian in Ω which is close to the first eigenvalue µ of the Dirichlet
Laplacian in the sector Ω3. In Sec. 4.3, we estimate the L2-norm of an eigenfunction
in Ω. These estimates rely on some technical inequalities on Bessel functions that we
prove in Appendix C. These steps reveal restrictions on three geometric parameters
of Ω: two radii R1 and R2, and the angle φ1. We will show that localization occurs
for thin long “petals” (i.e., large R2 and small φ1). The radius R1 of the disk should
be small as compared to R2. In particular, we set
R1 ≤ j
′
1√
λ
, (4.9)
where j′1 is the first zero of J
′
1(z).
4.2. Localization in Ω2. In order to prove the existence of an eigenfunction
u in Ω which is localized in Ω2, we consider an auxiliary eigenvalue problem for the
Dirichlet Laplacian in the sector Ω3 = {0 < r < R2, 0 < φ < φ1}. For this domain, all
eigenvalues and eigenfunctions are known explicitly. In particular, the first eigenvalue
µ and the corresponding eigenfunction are
µ =
j2α1
R22
, v(r, φ) = Cv Jα1(
√
µr) sin(piφ/φ1), (4.10)
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where α1 = pi/φ1, jα1 is the first zero of the Bessel function Jα1(z), Jα1(jα1) = 0, and
Cv is the normalization constant to ensure ||v||L2(Ω3) = 1.
Lemma 4.1 (Olver’s asymptotics [45]). If ν ≫ 1, then jν = ν(1 + cν−2/3 +
O(ν−4/3)), with c = −a12−1/3 ≈ 1.855757, where a1 is the first zero of the Airy
function.
Corollary 4.2. If φ1 ≪ 1, then
µ =
α21(1 + ε0)
2
R22
, (4.11)
with α1 = pi/φ1 and ε0 ∝ α−2/31 ≪ 1.
Theorem 4.3. If
φ1 ≪ 1 and R1 ≪ R2, (4.12)
then there exists an eigenvalue λ of the Dirichlet Laplacian in Ω which is close to the
first eigenvalue µ of the Dirichlet Laplacian in Ω3 from (4.10). In other words, there
exists λ such that
λ =
α21(1 + ε
′)2
R22
, (4.13)
with some ε′ ≪ 1.
Proof. When φ1 is small butR2 is large, the eigenfunction v of the Dirichlet Laplacian
in Ω3 is very small for r < R1, i.e., in Ω3 ∩ Ω1. This function is a natural candidate
to prove, using Lemma 2.1, the existence of an eigenvalue λ for which the associated
eigenfunction would be localized in Ω2.
In order to apply Lemma 2.1, we introduce a cut-off function η¯(r, φ) = η(r) in
Ω, with η(r) being an analytic function on R+ such that η(r) = 0 for r < R1 and
η(r) = 1 for r > R1+ δ, for a small fixed δ > 0. We need to prove that for some small
ε > 0
‖∆(η¯ v) + µ η¯ v‖L2(Ω) < ε‖η¯ v‖L2(Ω). (4.14)
First we estimate the left-hand side:
‖∆(η¯ v) + µ η¯ v‖L2(Ω) = ‖v∆η¯ + 2(∇η¯ · ∇v)‖L2(Qδ), (4.15)
where we used that {µ, v} is an eigenpair in Ω3 while ∇η¯ is zero everywhere except
Qδ = {R1 < r < R1+ δ, 0 < φ < φ1}. Since η¯ is analytic, its derivatives are bounded
so that
‖v∆η¯ + 2(∇η¯ · ∇v)‖2L2(Qδ) ≤ 2‖v∆η¯‖2L2(Qδ) + 2‖2(∇η¯ · ∇v)‖2L2(Qδ)
≤ C1
R1+δ∫
R1
dr r [Jα1(
√
µ r)]2 + C2
R1+δ∫
R1
dr r [J ′α1(
√
µr)]2,
with some positive constants C1 and C2. Since
√
µr = α1(1 + ε0)r/R2 ≪ α1 for
r ∈ (R1, R1+ δ) when R2 ≫ R1+ δ, one can apply the asymptotic formula for Bessel
functions, Jν(z) ≃ (z/2)ν/Γ(ν + 1), to estimate the first integral:
C1
R1+δ∫
R1
dr r [Jα1(
√
µ r)]2 ≤ C1 δ(R1 + δ/2)
(12
√
µ(R1 + δ))
2α1
Γ2(α1 + 1)
≤ C′1α1
(
e(1 + ε1)(R1 + δ)
2R2
)2α1
, (4.16)
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which vanishes exponentially fast when α1 = pi/φ1 grows (here we used the Stirling’s
formula for the Gamma function). A similar estimate holds for the second integral.
We conclude that when R2 ≫ R1 and α1 is large enough, the left-hand side of (4.14)
can be made arbitrarily small.
On the other hand, the norm in the right-hand side of (4.14) is estimated as
‖η¯ v‖2L2(Ω) = ‖η¯ v‖2L2(Ω2) = 1− ‖
√
1− η¯2 v‖2L2(Ω2) = 1− ‖
√
1− η¯2 v‖2L2(Qδ)
≥ 1− δ(R1 + δ/2)φ1 max
r∈(R1,R1+δ)
{J2α1(
√
µ r)}. (4.17)
As a consequence, this norm can be made arbitrarily close to 1 that completes the
proof of the inequality (4.14). According to Lemma 2.1, there exists an eigenvalue λ
which is close to µ that can be written in the form (4.13), with a new small parameter
ε′. 
4.3. Estimate of the norms. To prove the localization in the subdomain Ω2,
we estimate the ratio of L2-norms in two arbitrary “radial cross-sections” of subdo-
mains Ω1 and Ω2. More precisely, we consider the squared L2-norm of u1 on a circle
of radius r inside Ω1
I1(r) =
2pi∫
0
dφ |u1(r, φ)|2 = 1
2pi
J20 (
√
λ r)
J20 (
√
λR1)
(
uΓ, 1
)2
L2(Γ)
+
1
pi
∞∑
n=1
J2n(
√
λ r)
J2n(
√
λR1)
((
u|Γ, cosnφ
)2
L2(Γ)
+
(
u|Γ, sinnφ
)2
L2(Γ)
)
, (4.18)
and the squared L2-norm of u2 on an arc (0, φ1) of radius r in Ω2
I2(r) =
φ1∫
0
dφ |u2(r, φ)|2 = 2
φ1
∞∑
n=1
ψ2n(
√
λ r)
ψ2n(
√
λR1)
(
u|Γ, sinαnφ
)2
L2(Γ)
. (4.19)
We aim at showing the ratio I2(r2)/I1(r1) can be made arbitrarily large as φ1 → 0.
Theorem 4.4. For any 0 < r1 < R1 < r2 < R2, the ratio I2(r2)/I1(r1) is
bounded from below as
I2(r2)
I1(r1)
≥ ψ
2
1(
√
λ r2)
ψ21(
√
λR1)
J20 (
√
λR1)
1 + Ψ(
√
λR1)
, (4.20)
where
Ψ(r) = −
(
ψ′1(r)
ψ1(r)
− J
′
0(r)
J0(r)
)(
ψ′2(r)
ψ2(r)
− J
′
0(r)
J0(r)
)−1
. (4.21)
Proof. First, we rewrite the dispersion relation (4.8) as
2
φ1
ψ′1(
√
λR1)
ψ1(
√
λR1)
(
u|Γ, sinα1φ
)2
L2(Γ)
− 1
2pi
J ′0(
√
λR1)
J0(
√
λR1)
(
u|Γ, 1
)2
L2(Γ)
=
1
pi
∞∑
n=1
J ′n(
√
λR1)
Jn(
√
λR1)
((
u|Γ, cosnφ
)2
L2(Γ)
+
(
u|Γ, sinnφ
)2
L2(Γ)
)
− 2
φ1
∞∑
n=2
ψ′n(
√
λR1)
ψn(
√
λR1)
(
u|Γ, sinαnφ
)2
L2(Γ)
. (4.22)
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The inequality (C.8) ensures that the first term in the right-hand side is positive, from
which
2
φ1
ψ′1(
√
λR1)
ψ1(
√
λR1)
(
u|Γ, sinα1φ
)2
L2(Γ)
− 1
2pi
J ′0(
√
λR1)
J0(
√
λR1)
(
u|Γ, 1
)2
L2(Γ)
≥ − 2
φ1
∞∑
n=2
ψ′n(
√
λR1)
ψn(
√
λR1)
(
u|Γ, sinαnφ
)2
L2(Γ)
. (4.23)
Expressions (4.18, 4.19) at r = R1 imply
1
2pi
(
u|Γ, 1
)2
L2(Γ)
≤ I1(R1) = I2(R1) = 2
φ1
∞∑
n=1
(
u|Γ, sinαnφ
)2
L2(Γ)
, (4.24)
so that
− 2
φ1
∞∑
n=2
ψ′n(
√
λR1)
ψn(
√
λR1)
(
u|Γ, sinαnφ
)2
L2(Γ)
≤ 2
φ1
ψ′1(
√
λR1)
ψ1(
√
λR1)
(
u|Γ, sinα1φ
)2
L2(Γ)
− J
′
0(
√
λR1)
J0(
√
λR1)
2
φ1
∞∑
n=1
(
u|Γ, sinαnφ
)2
L2(Γ)
,
where we used the inequality
J ′0(
√
λR1)
J0(
√
λR1)
= −
√
λ
J1(
√
λR1)
J0(
√
λR1)
< 0 (4.25)
that follows from (C.1).
As a result, we get
−
∞∑
n=2
(
ψ′n(
√
λR1)
ψn(
√
λR1)
− J
′
0(
√
λR1)
J0(
√
λR1)
)(
u|Γ, sinαnφ
)2
L2(Γ)
≤
(
ψ′1(
√
λR1)
ψ1(
√
λR1)
− J
′
0(
√
λR1)
J0(
√
λR1)
)(
u|Γ, sinα1φ
)2
L2(Γ)
. (4.26)
The inequality (C.30) with n1 = 2 and n2 = n ≥ 2 yields
− ψ
′
n(
√
λR1)
ψn(
√
λR1)
≥ −ψ
′
2(
√
λR1)
ψ2(
√
λR1)
, (4.27)
from which one deduces
−
(
ψ′2(
√
λR1)
ψ2(
√
λR1)
− J
′
0(
√
λR1)
J0(
√
λR1)
) ∞∑
n=2
(
u|Γ, sinαnφ
)2
L2(Γ)
≤
(
ψ′1(
√
λR1)
ψ1(
√
λR1)
− J
′
0(
√
λR1)
J0(
√
λR1)
)(
u|Γ, sinα1φ
)2
L2(Γ)
. (4.28)
Using the inequality (C.25), we rewrite it as
∞∑
n=2
(
u|Γ, sinαnφ
)2
L2(Γ)
≤ Ψ(
√
λR1)
(
u|Γ, sinα1φ
)2
L2(Γ)
, (4.29)
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where Ψ(r) is defined in (4.21).
With these inequalities, we estimate the squared L2-norm from (4.18):
I1(r1) ≤ 1
J20 (
√
λR1)
1
2pi
(
u|Γ, 1
)2
L2(Γ)
+
1
pi
∞∑
n=1
((
u|Γ, cosnφ
)2
L2(Γ)
+
(
u|Γ, sinnφ
)2
L2(Γ)
)
≤ 1
J20 (
√
λR1)
I1(R1)
=
1
J20 (
√
λR1)
I2(R1)
=
1
J20 (
√
λR1)
2
φ1
[(
u|Γ, sinα1φ
)2
L2(Γ)
+
∞∑
n=2
(
u|Γ, sinαnφ
)2
L2(Γ)
]
≤ 1
J20 (
√
λR1)
2
φ1
[(
u|Γ, sinα1φ
)2
L2(Γ)
+Ψ(
√
λR1)
(
u|Γ, sinα1φ
)2
L2(Γ)
]
=
1 + Ψ(
√
λR1)
J20 (
√
λR1)
2
φ1
(
u|Γ, sinα1φ
)2
L2(Γ)
,
where we used the inequality (C.25).
On the other hand, we obtain
I2(r2) ≥ 2
φ1
ψ21(
√
λ r2)
ψ21(
√
λR1)
(
u|Γ, sinα1φ
)2
L2(Γ)
. (4.30)
Combining these inequalities, we conclude for any 0 ≤ r1 ≤ R1 ≤ r2 ≤ R2 that
I2(r2)
I1(r1)
≥ ψ
2
1(
√
λ r2)
ψ21(
√
λR1)
J20 (
√
λR1)
1 + Ψ(
√
λR1)
(4.31)
that completes the proof of the theorem. 
Lemma 4.5. Under conditions (4.12), if |λ − µ| < ε for some ε > 0, then
|ψ1(
√
λR1)| < Cε.
Proof. The continuity of Bessel functions implies
lim
λ→µ
ψ1(
√
λR1) = ψ1(
√
µR1) = Jα1(
√
µR1)Yα1(
√
µR2), (4.32)
where the second term in the definition (4.6) was dropped because µ is the Dirichlet
eigenvalue for the sector Ω3 and thus Jα1(
√
µR2) = 0.
When R1 ≪ R2, one can apply the asymptotic formulas for the Bessel functions
Jα1(
√
µR1) ≃ 1
Γ(α1 + 1)
(
α1(1 + ε1)R1
2R2
)α1
, (4.33)
Yα1(
√
µR2) ≃ −Γ(α1 + 1)
pi
(
2
α1(1 + ε1)
)α1
, (4.34)
from which
|ψ1(√µR1)| ≃ 1
pi
(
R1
R2
)α1
. (4.35)
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When R1 ≪ R2 and α1 is large, the right-hand side can be made arbitrarily small
that completes the proof. 
Corollary 4.6. Under conditions (4.12), there exists an eigenfunction u of the
Dirichlet Laplacian in Ω which is localized in Ω2. In particular, the ratio I2(r2)/I1(r1)
of squared L2 norms from (4.20) can be made arbitrarily large.
Proof. Let us examine the right-hand side of (4.20). The function ψ1(
√
λ r2) does
not vanish on R1 < r2 < R2 except at r2 = R2. Since J0(
√
λR1) is a constant, it
remains to show that ψ21(
√
λR1)(1 + Ψ(
√
λR1)) can be made arbitrarily small. On
one hand, the absolute value of
ψ1(
√
λR1)
(
1 + Ψ(
√
λR1)
)
= ψ1(
√
λR1)−
(
ψ′1(
√
λR1)− ψ1(
√
λR1)
J ′0(
√
λR1)
J0(
√
λR1)
)
×
(
ψ′2(
√
λR1)
ψ2(
√
λR1)
− J
′
0(
√
λR1)
J0(
√
λR1)
)−1
(4.36)
can be bounded from above by a constant. On the other hand, the remaining factor
ψ1(
√
λR1) can be made arbitrarily small by Lemma 4.5 that completes the proof. 
Appendix A. Numerical illustrations.
We illustrate the localization of eigenfunctions by considering a rectangle [−a2, a1]×
[0, 1] with a vertical slit [h, 1]: Ω = ([−a1, a2]× [0, 1])\({0}× [0, h]), i.e., two rectangles
[−a1, 0] × [0, 1] and [0, a2] × [0, 1] connected through an opening Γ = [0, h] at x = 0
(Fig. 2.1a). Setting a1 = 1 and a2 = 0.8, we compute several eigenfunctions of the
Dirichlet Laplacian by a finite element method in Matlab PDEtools for several values
of h.
Figure A.1 shows the first six Dirichlet eigenfunctions for h = 0.1. Even though
the diameter of the opening Γ is not so small, one observes a very strong localization:
eigenfunctions u1, u3, u4 are localized in the larger domain Ω1, whereas u2, u5 and u6
are localized in Ω2. The corresponding eigenvalues are provided in Table A.1. Even
if the opening Γ is increased to the quarter of the rectangle width (h = 0.25), the
localization of first eigenfunctions is still present (Fig. A.2). However, one can see
that the eigenfunctions localized in one subdomain start to penetrate into the other
subdomain. This penetration is enhanced for higher-order eigenfunctions. Setting
h = 0.5 destroys the localization of eigenfunctions, except for u1 and u4 (Fig. A.3).
Looking at these figures in the backward order, one can see the progressive emer-
gence of the localization as the opening Γ shrinks. It is remarkable how strong the
localization can be even for not too narrow openings.
Finally, Fig. A.4 shows the second eigenfunction for the geometric setting with
a1 = 1 and a2 = 0.5. For this choice of a2, the condition (2.77), which was used
to prove the localization of the second eigenfunction in Sec. 2.5, is not satisfied.
Nevertheless, the second eigenfunction turns out to be localized in the larger domain.
This example suggests that the condition (2.77) may potentially be relaxed.
Appendix B. Proof of the classical lemma 2.1.
Here we provide an elementary proof of the classical lemma 2.1.
Proof. Let λk and ψk denote eigenvalues and L2-normalized eigenfunctions of A
forming a complete basis in L2. Let us decompose v on this basis: v =
∑
k ckψk. One
has then
‖Av−µv‖2L2 =
∥∥∥∥∑
k
(λk−µ)ckψk
∥∥∥∥2
L2
=
∑
k
(λk−µ)2c2k ≥ min
k
{(λk−µ)2}
∑
k
c2k, (B.1)
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n h = 0 h = 0.1 h = 0.25 h = 0.5 h = 1
1 (1 + 1)pi2 ≈ 19.74 19.79 19.70 18.39 12.92 ≈ pi2(1 + 1/1.82)
2 (1 + 1/0.82)pi2 ≈ 25.29 25.39 25.22 23.58 22.05 ≈ pi2(1 + 4/1.82)
3 (1 + 4)pi2 ≈ 49.35 49.42 48.77 41.40 37.29 ≈ pi2(1 + 9/1.82)
4 (1 + 4)pi2 ≈ 49.35 49.59 49.49 49.33 42.52 ≈ pi2(4 + 1/1.82)
5 (4 + 1/0.82)pi2 ≈ 54.30 55.04 54.52 53.32 51.66 ≈ pi2(4 + 4/1.82)
6 (1 + 4/0.82)pi2 ≈ 71.55 72.01 70.99 62.88 58.61 ≈ pi2(1 + 16/1.82)
Table A.1
The first six Dirichlet eigenvalues in a rectangle with a vertical slit, Ω = ([−a1, a2] ×
[0, 1])\({0}× [0, h]), with a1 = 1, a2 = 0.8, and five values of h, including the limit cases: h = 0 (no
opening, two disjoint subdomains) and h = 1 (no barrier).
u1 u2
u3 u4
u5 u6
Fig. A.1. The first six Dirichlet eigenfunctions in a rectangle with a vertical slit, Ω =
([−a1, a2]× [0, 1])\({0} × [0, h]), with a1 = 1, a2 = 0.8 and h = 0.1. Eigenfunctions u1, u3, u4 are
localized in the larger domain Ω1 while u2, u5 and u6 are localized in Ω2.
i.e.,
‖Av − µv‖L2 ≥ min
k
{|λk − µ|} ‖v‖L2. (B.2)
On the other hand, (2.16) implies that
min
k
{|λk − µ|} < ε (B.3)
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u1 u2
u3 u4
u5 u6
Fig. A.2. The first six Dirichlet eigenfunctions in a rectangle with a slit, Ω = ([−a1, a2] ×
[0, 1])\({0} × [0, h]), with a1 = 1, a2 = 0.8 and h = 0.25. Eigenfunctions u1, u3, u4 are localized in
the larger domain Ω1 while u2, u5 and u6 are localized in Ω2.
that completes the proof. 
Appendix C. Some inequalities involving Bessel functions.
In this Appendix, we prove several inequalities involving Bessel functions. The
technique of proofs is standard and can be found in classical textbooks [45–47].
Lemma C.1. If
√
λR1 ≤ j′1, then for any ν ≥ 0,
Jν(
√
λ r) > 0 ∀ 0 < r ≤ R1, (C.1)
where j′1 ≈ 1.8412 is the first zero of J ′1(z).
Proof. The known inequalities on the first zeros jν of Bessel functions Jν(z),
j′1 < j0 ≤ jν ∀ ν ≥ 0, (C.2)
imply that Jν(
√
λ r) does not change sign in the interval (0, R1). In turn, the asymp-
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u1 u2
u3 u4
u5 u6
Fig. A.3. The first six Dirichlet eigenfunctions in a rectangle with a slit, Ω = ([−a1, a2] ×
[0, 1])\({0} × [0, h]), with a1 = 1, a2 = 0.8 and h = 0.5. Only eigenfunctions u1 and u4 remain
localized.
Fig. A.4. The second Dirichlet eigenfunction in a rectangle with a vertical slit, Ω = ([−a1, a2]×
[0, 1])\({0} × [0, h]), with a1 = 1, a2 = 0.5 and h = 0.1. This eigenfunction is still localized in Ω1
although the condition (2.77) is not satisfied:
√
a2
2
(ν2 − ν1)/pi2 + a22/a
2
1
= 1, given that ν1 = pi2
and ν2 = 4pi2.
totic behavior Jν(x) ≃ (x/2)ν/Γ(ν + 1) as x→ 0 ensures the positive sign. 
Lemma C.2. If
√
λR1 ≤ j′1, then for any 0 ≤ ν1 < ν2, one has
J ′ν1(
√
λ r)
Jν1(
√
λ r)
≤ J
′
ν2(
√
λ r)
Jν2(
√
λ r)
∀ 0 < r ≤ R1. (C.3)
Proof. Although the proof is standard, we provide it for completeness.
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Writing the Bessel equations for Jν1(
√
λ r) and Jν2(
√
λ r),
1
r
d
dr
(
r
dJν1(
√
λ r)
dr
)
+ λJν1 (
√
λ r) − ν
2
1
r2
Jν1(
√
λr) = 0,
1
r
d
dr
(
r
dJν2(
√
λ r)
dr
)
+ λJν2 (
√
λ r) − ν
2
2
r2
Jν2(
√
λr) = 0,
multiplying the first one by rJν2 (
√
λ r), the second one by rJν1 (
√
λ r), and subtracting
one from the other, one gets
d
dr
r
(
Jν1(
√
λ r)
dJν2 (
√
λ r)
dr
− Jν2(
√
λ r)
dJν1 (
√
λ r)
dr
)
+
ν21 − ν22
r
Jν1(
√
λ r)Jν2 (
√
λ r) = 0. (C.4)
The integration from 0 to r yields
√
λr
(
Jν1(
√
λ r)J ′ν2 (
√
λ r) − Jν2(
√
λ r)J ′ν1(
√
λ r)
)
=
r∫
0
ν22 − ν21
r′
Jν1(
√
λ r′)Jν2(
√
λ r′)dr′, (C.5)
and the integral is strictly positive due to (C.1). 
Lemma C.3. If
√
λR1 ≤ j′1, then for any ν ≥ 1, one has
J ′ν(
√
λ r) ≥ 0 ∀ 0 < r < R1, (C.6)
Jν(
√
λ r) ≤ Jν(
√
λR1) ∀ 0 < r ≤ R1, (C.7)
J ′ν(
√
λ r)
Jν(
√
λ r)
≥ 0 ∀ 0 < r ≤ R1. (C.8)
Proof. The first inequality (C.6) is a direct consequence of Lemma C.1, Lemma
C.2, and the inequality J ′1(
√
λ r) ≥ 0 which is fulfilled for 0 < r < R1. The second
inequality (C.7) follows from the first one. The third inequality (C.8) is a consequence
of the first one and Lemma C.1. 
Now we turn to the function ψn(
√
λ r) defined by (4.6) which satisfies the Bessel
equation:
1
r
d
dr
(
r
dψn(
√
λ r)
dr
)
+ λψn(
√
λ r)− α
2
n
r2
ψn(
√
λ r) = 0. (C.9)
Lemma C.4. For any 0 < a < b, one has
b∫
a
dr r ψ2n(
√
λ r) =
1
2λ
(
(rψ′n(
√
λ r))2 + (λr2 − α2n)ψ2n(
√
λ r)
)∣∣∣r=b
r=a
. (C.10)
31
Proof. The proof is obtained by multiplying the Bessel equation (C.9) by r2ψ′n and
integrating from a to b. 
Lemma C.5. If α2n/R
2
2 > λ, then
− ψ
′
n(
√
λ r)
ψn(
√
λ r)
≥ r b(r) b(R2)
λ3/2 +
√
λ3 + r2 b(r) b2(R2)
∀ 0 < r < R2, (C.11)
where b(r) = α2n/r
2 − λ.
Proof. We introduce a new function v(z) = ψn(
√
λ r) by changing the variable
z = ln(r/αn), with r ∈ (0, R2). Starting from the Bessel equation for ψn(
√
λ r), it is
easy to check that the new function v satisfies the equation
v′′(z) = (1 − λe2z)α2nv(z), (C.12)
where prime denotes the derivative with respect to z. One has then
(v2)′′ = 2vv′′ + 2(v′)2 ≥ 2vv′′ = 2α2n(1 − λe2z)v2
= 2α2n
(
1− λ(r/αn)2
)
v2 ≥ 2α2n
(
1− λ(R2/αn)2
)
v2
= 2R22 b(R2) v
2, (C.13)
where we used r < R2, and b(R2) = α
2
n/R
2
2 − λ > 0. Integration of this inequality
from z to z2 = ln(R2/αn) yields
− 2v′v = −(v2)′ =
z2∫
z
dz′(v2)′′ ≥ 2R22 b(R2)
z2∫
z
dz′v2(z′), (C.14)
where (v2)′z=z2 = 2v
′(z2)v(z2) = 0 due to the boundary condition ψn(
√
λR2) = 0.
One gets then
− v
′(z)
v(z)
≥ R
2
2 b(R2)
v2(z)
z2∫
z
dz′v2(z′). (C.15)
Since
d
dr
ψn(
√
λ r) =
dv
dr
=
dz
dr
dv
dz
=
1
r
v′, (C.16)
one obtains
−
d
drψn(
√
λ r)
ψn(
√
λ r)
≥ R
2
2 b(R2)
rψ2n(
√
λ r)
R2∫
r
dr′
r′
ψ2n(
√
λ r′). (C.17)
We conclude that
− ψ
′
n(
√
λ r)
ψn(
√
λ r)
> 0. (C.18)
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One can further improve the lower bound. The integral in the right-hand side of
(C.17) can be estimated as
R2∫
r
dr′
r′
ψ2n(
√
λ r′) =
R2∫
r
dr′
r′2
r′ψ2n(
√
λ r′) ≥ 1
R22
R2∫
r
dr′ r′ ψ2n(
√
λ r′)
=
1
R22
1
2λ
(
(r′ψ′n(
√
λ r′))2 + (λr′2 − α2n)ψ2n(
√
λ r′)
)∣∣∣r′=R2
r′=r
=
1
2λR22
(
(R2ψ
′
n(
√
λR2))
2 − (rψ′n(
√
λ r))2 + (α2n − λr2)ψ2n(
√
λ r)
)
,
where we used (C.10) and the condition ψn(
√
λR2) = 0. We get then
−ψ
′
n(
√
λ r)
ψn(
√
λ r)
≥ b(R2) r
2λ3/2

−
(
ψ′n(
√
λ r)
ψn(
√
λ r)
)2
+ b(r)

 , (C.19)
where we dropped the positive term (R2ψ
′
n(
√
λR2))
2. Denoting w = −ψ′n(
√
λ r)
ψn(
√
λ r)
and
a = rb(R2)/(2λ
3/2), the above inequality can be written as
aw2 + w − ab(r) ≥ 0. (C.20)
Since a > 0 and w > 0, this inequality implies
− ψ
′
n(
√
λ r)
ψn(
√
λ r)
≥ 2ab(r)
1 +
√
1 + 4a2b(r)
∀ 0 < r < R2, (C.21)
which is equivalent to (C.11). 
Corollary C.6. If α2n/R
2
2 > λ, then ψn(
√
λ r) is a positive monotonously
decreasing function on the interval (0, R2):
ψn(
√
λ r) ≥ 0, ψ′n(
√
λ r) ≤ 0, ∀ 0 < r ≤ R2. (C.22)
Proof. The inequality (C.18) implies that ψn(
√
λ r) is either positive monotonously
decreasing or negative monotonously increasing on the interval (0, R2). We compute
then
ψ′n(
√
λR2) = J
′
αn(
√
λR2)Yαn(
√
λR2)− Y ′αn(
√
λR2)Jαn(
√
λR2) = − 2
pi
√
λR2
< 0,
(C.23)
where we used the Wronskian for Bessel functions. As a consequence, ψ′n is negative
in a vicinity of R2 and thus on the whole interval. 
Corollary C.7. If λ is fixed by (4.13), then there exists α1 large enough such
that for any n ≥ 2,
ψn(
√
λ r) ≥ 0, ψ′n(
√
λ r) ≤ 0, ∀ 0 < r ≤ R2, (C.24)
and
− ψ
′
n(
√
λR1)
ψn(
√
λR1)
≥ −J
′
0(
√
λR1)
J0(
√
λR1)
. (C.25)
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Proof. When λ is given by (4.13), one has
b(R2) =
n2α21
R22
− λ = c2λ, c2 = n
2
(1 + ε1)2
− 1 > 0 (C.26)
and
b(R1) =
n2α21
R21
− λ = (R22c1 − 1)λ, c1 =
n2
R21(1 + ε1)
2
> 0 (C.27)
for any n ≥ 2 and α1 large enough (that makes ε1 small enough). As a consequence,
Corollary C.6 implies (C.24), while Lemma C.5 implies
− ψ
′
n(
√
λR1)
ψn(
√
λR1)
≥ R1 b(R1) b(R2)
λ3/2 +
√
λ3 +R21 b(R1) b
2(R2)
= CnR2, (C.28)
with
Cn =
R1(c1 − 1/R22)c2
√
λ
1/R2 +
√
1/R22 +R
2
1(c1 − 1/R22)c22
−→
√
c1λ as R2 →∞. (C.29)
In other words, when λ is fixed by (4.13), the left-hand side of (C.28) can be made
arbitrarily large. On the other hand, for a fixed λ, the term
J′
0
(
√
λR1)
J0(
√
λR1)
in the inequality
(C.25) is independent of α1 or R2. We conclude that the inequality (C.25) is fulfilled
for α1 (and R2) large enough. 
Lemma C.8. If λ is fixed by (4.13), then there exists α1 large enough such that
for any n2 > n1 ≥ 2, one has
ψ′n1(
√
λ r)
ψn1(
√
λ r)
≥ ψ
′
n2(
√
λ r)
ψn2(
√
λ r)
∀ 0 < r < R2. (C.30)
Proof. Integration of (C.4) from r to R2 yields
−r
(
ψn1(
√
λ r)ψ′n2 (
√
λ r) − ψn2(
√
λ r)ψ′n1 (
√
λ r)
)
=
R2∫
r
(pin2/φ1)
2 − (pin1/φ1)2
r′
ψn1(
√
λ r′)ψn2(
√
λ r′)dr′, (C.31)
where the upper limit at r = R2 vanished due to the boundary condition ψn(
√
λR2) =
0. Since ψn(
√
λ r) ≥ 0 over r ∈ (0, R2) according to (C.24), the integral is positive
that implies (C.30). 
Note that the sign of inequality is opposite here as compared to the inequality
(C.3).
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