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This thesis describes the development of an experiment for acquiring supersonic film 
cooling performance data in canonical configurations suitable for code validation.  
A methodology for selecting appropriate experimental conditions is developed and 
used to select test conditions in the UMD atmospheric pressure wind tunnel that are 
relevant to film cooling conditions encountered in the J-2X rocket engine. A new 
technique for inferring wall heat flux with 10% uncertainty from temperature-time 
histories of embedded sensors is developed and implemented. Preliminary heat flux 
measurements on the uncooled upper wall and on the lower wall with the film cooling 
flow turned off suggest that RANS solvers using Menter’s SST model are able to 
predict heat flux within 15% in the far-field (> 10 injection slot heights) but are very 
inaccurate in the near-field. However, more experiments are needed to confirm this 
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Chapter 1: Introduction 
 
1.1 Motivation 
The performance of heat engines generally improves with higher operating 
temperatures. In the quest for performance, gas temperatures achieved inside 
aerospace engines often exceed the melting temperature of the material which 
constitutes the engine. Therefore, active cooling mechanisms are essential for 
protecting engine components and ensuring sustained and reliable operation of the 
engine. 
 
With regard to rocket engines, a number of cooling techniques have been developed 
over the years. The most notable of these are regenerative, radiation, and film 
cooling
1
. In regenerative cooling, fuel is circulated through the walls of the engine 
prior to being injected into the combustion chamber. The relatively cool fuel serves to 
cool the walls, thereby also recovering some of the thermal energy lost by the 
combustion gases to the walls - hence the name ‘regenerative’ cooling. In radiation 
cooling, heat is expelled from the walls by radiation to the environment. Lastly, film 
cooling involves the injection of a thin layer of coolant fluid along the wall to 
physically separate the wall from the hot core flow. Film cooling is the subject of this 





The J-2X rocket engine (Figure 1.1), being developed by Pratt & Whitney 
Rocketdyne to power the upper stage of NASA’s Ares I rocket, uses film cooling to 
protect its nozzle extension. The University of Maryland is supporting the engine’s 
development by conducting fundamental investigations of film cooling effectiveness 
in supersonic environments analogous to those that will be encountered in the engine. 
The overall goal of the research program is to develop experimentally validated 
computational tools to predict film cooling performance in supersonic conditions like 
those in the J-2X nozzle.  
 
 
Figure 1.1: J-2X engine (Image credit: NASA). 
 
1.2 Film Cooling Basics 
Film cooling is a common strategy in gas turbine combustors and rocket engine 
combustion chambers to protect the walls from extremely hot gas flows
1-2
. It involves 




shown in Fig. 1.2. At the interface of the two streams, a shear layer forms. This shear 
layer grows with distance and eventually its lower edge reaches the wall. At this 
point, the thermal protection offered by the film starts to drop rapidly. 
 
Cooler Film Flow 





Figure 1.2: Film cooling concept. 
 













w )()(η  (1-1) 
where Tw is the adiabatic wall temperature, T∞ is the recovery temperature of the core 
flow, and Tf is the recovery temperature of the film flow. The effectiveness changes 
with downstream distance as the film breaks down. At zero distance (at the point of 
film injection), the adiabatic wall temperature should be the same as the recovery 
temperature of the film flow which implies that the initial film cooling effectiveness, 
η, is 1. As the flow moves downstream, the film will eventually completely break 
down and the adiabatic wall temperature will approach the recovery temperature of 





However, there are situations where the walls are not adiabatic. In this case, there is 
heat flux into the walls which also changes with downstream distance as the film 









x −=η  (1-2) 
where Q(x)  is the heat flux into the wall from the flow on the film-cooled side, and 
Q0 is the heat flux into the wall that would result if there was no thermal protection 
i.e. the core flow simply flowed over the wall. Q(x) changes with distance as the shear 
layer grows and the film breaks down. Q(x=0) is expected to be at a minimum 
because the flow immediately next to the wall is dominated by the cooler film, and 
therefore η is expected to be at a maximum. However, as the flow progresses, the film 
will break down and the fluid will come into direct contact with the hot core flow. At 
this point, the heat flux into the walls will approach Q0, and η will therefore approach 
0. 
 





































r ∞=  (1-6) 
MC is the convective Mach number, λ is the blowing ratio, s is the density ratio, and r 
is the velocity ratio. Similarity between different film cooling flows is established 
based on these non-dimensional parameters. While it is not usually possible to match 
all non-dimensional quantities  in a lab-based experiment, the objective when 
designing an experiment is to bring the values of these parameters as close as possible 
to their values in the actual application (in this case the J-2X nozzle extension). 
 
1.3 Previous Work: Film Cooling 
Film cooling in supersonic environments has been extensively studied over the years. 
The motivation for previous research has included thermal protection for scramjet 
combustors, rocket nozzles, and optical surfaces on high-speed projectiles. 
 
Perhaps the earliest study on supersonic film cooling was conducted by Goldstein et 
al
6
. Their investigations involved a Mach 3 core air flow with at most sonic injection 
of air and helium through a slot. The test section area was 2.5 square inches and the 
blowing ratio was varied between 0 and 0.4. The actual experiment focused on an 
analogous film heating problem in which the film flow was heated while the core 
flow remained unheated. This reversed the traditional temperature distributions in a 




from adiabatic wall temperature measurements. Goldstein and his colleagues found 
that the film cooling effectiveness in supersonic flows remained close to 1 for a 
considerable distance downstream of the injection point before decaying rapidly. In 
addition, Goldstein et al. used Schlieren imaging to indentify the major flow features 
in a supersonic film flow. In particular, they identified an expansion fan in the core 
flow emanating from the point where the two streams meet, and a recompression 
shock at small film flow rates when the core flow is turned into itself upon meeting 
the wall after the step. The strength of the recompression shock decreases in strength 
as the film flow is increased. 
 
A very comprehensive supersonic film cooling study was undertaken by Bass, 
Hardin, and Rodgers
7
. They experimented with hydrogen and nitrogen as a coolant in 
a vitiated Mach 3 core airstream in an effort to simulate scramjet combustor 
conditions. The study considered several slot heights, lip thicknesses, nozzle shapes, 
and coolant Mach numbers. Their experiments lasted for 150 seconds, which was 
enough time to achieve a thermal steady-state, so film cooling effectiveness was 
calculated using temperature data. An interesting observation was that combustion 
occurred in the shear layer between the core and film streams when hydrogen was 
injected as the coolant. A consistent observation throughout all their experiments was 
the existence of two distinct effectiveness profiles for hydrogen and nitrogen with 
hydrogen producing higher effectiveness. The authors concluded that the 
effectiveness profiles for different nozzle types and coolant Mach numbers collapse 




height and the blowing ratio. The authors also noted that a favorable pressure gradient 





Hunt, Juhany, and Sivo
3
 were also motivated by thermal protection for hypersonic 
engines to study supersonic film cooling with air and helium as coolants. In their 
study, the core stream was air at Mach 2.44 with injectant Mach numbers ranging 
from 1.2 to 1.9. The experimental facility was a continuous wind tunnel which 
allowed them to achieve steady state and use adiabatic temperature values to calculate 
the film cooling effectiveness. The authors found that increasing the injectant Mach 
number has a positive effect on film cooling performance and that helium provides 
superior thermal protection due to its higher specific heat. As observed by Bass, 
Hardin, and Rodgers
7
, non-dimensionalizing the downstream distance by the slot 
height and the blowing ratio caused the effectiveness profiles under the different test 
conditions to collapse to a single line. 
 
Much research into film cooling in supersonic environments has been motivated by 
thermal protection for sensitive surfaces in high-speed projectiles. Dannenberg
8
 
studied the film cooling performance of helium as a coolant over 3-inch diameter 
hemispheres in a Mach 10 flow. The experimental facility was a shock tunnel which 
implies a transient measurement of heat flux.  This was obtained using the derivative 
                                                 
*
 Recent work by Dellimore et al.
5
  in subsonic flows shows that whether or not a streamwise 
pressure gradient improves or degrades film cooling performance depends on whether the velocity 




of temperature measurements provided by thermocouples embedded in the surface of 
the model. The film cooling effectiveness was seen to follow similar trends as in 2-D 
rectangular tests; there is little or no heat flux near the injection point but it gradually 
increases with angle/distance. However, the heat flux starts to drop again after a 
certain angle/distance as the wall becomes parallel to the flow. This ‘turning point’ 
was seen to occur at an angle of approximately 30° and film cooling was 
demonstrated to be an effective strategy in reducing the heat load over blunt bodies 




, motivated by the same reasons as the present study is, 
undertook an experiment on the film cooling performance in rocket nozzles. They 
used nitrogen as a coolant injected near the throat of a JP-4-oxygen rocket motor 
which was fired in an altitude tank for up to 70 seconds. This was enough time to 
attain steady-state thermal conditions. The nozzle was insulated and thermocouples 
were welded to the exterior surface in order to provide the adiabatic temperature 
distribution of the nozzle wall. The authors found that the thermal protection 
increased with injectant mass flow rate, as is typical in a film cooling flow. However, 
the authors also found that a particular injectant flow rate caused an anomalous 
depression in the adiabatic wall temperatures. This particular value of the flow rate 
seemed to provide an unusually high amount of thermal protection, the reasons for 
which were not known. Lastly, the authors stressed the need for careful structural and 
thermal design of the circular film slot because of its potential to distort due to 





In work very similar to the current study, Aupoix et al.
10
 conducted experimental and 
numerical investigations into supersonic film cooling for application in the 
VULCAIN rocket engine for the Ariane 5 rocket. The experiments were conducted in 
a continuous supersonic wind tunnel with a core air flow at Mach 2.78 and stagnation 
temperature 320 K. A cooled film was injected at stagnation temperatures of 125 K 
and 260 K at Mach 2. The cool film was prepared by evaporating liquid nitrogen into 
air. Diagnostics included Schlieren, pressure, and temperature measurements. 
Schlieren images showed the expansion fan and shock structures typical in a 
supersonic film cooling flow, as also observed by Goldstein et al
6
. The authors did 
not present results for film cooling effectiveness, but they provided data on (ideally) 
adiabatic wall temperature measurements which still allows assessment of film 
cooling performance. They found that as the film pressure is increased, the thermal 
protection offered by the film increases, as is typical. Experimental Mach number and 
stagnation temperature profiles were also obtained and compared with the results 
from numerical simulations. Several turbulence models were assessed. They found 
two-equation models to be adequate in predicting the general behavior of the flow, 
with the So, Zhang, and Speziale model
27
 providing the best predictions. 
 
Finally, there have been a number of studies investigating the effects of external 
shock waves on film cooling, i.e. how an external shock impinging on a supersonic 
mixing layer affects the film cooling effectiveness. Experimental investigations 
include those conducted by Juhany and Hunt
11






Numerical investigations of this problem have been conducted by Peng and Jiang
13
 
and Takita and Masuya
14
. The general consensus is that external shock waves tend to 
decrease film cooling effectiveness by slowing down the film layer and possibly also 
by encouraging mixing between the film and core streams.  
 
1.4 Previous Work: Heat Flux Measurements 
Film cooling studies often require heat flux measurements, and in the current study, 
transient heat flux measurements are required, for which there are several existing 
methods
15,16
. The most common are calorimeter and thin-film gauges. 
 
Calorimeter gauges involve a slug of high-conductivity material like copper 
embedded in the test surface as illustrated in figure 1.3. As the flow transfers heat to 
the surface, the temperature of the slug rises. The Biot number
28
 is the ratio of the rate 
of heat transfer to the environment to heat transfer within the material and is usually 
written in terms of the heat transfer coefficient to the environment (h), the thermal 
conductivity of the body (k) and the characteristic length of the body (L): 
k
hL
Bi =       (1-7) 
The slug in a calorimeter heat flux gage is designed to have a small Biot number.  
This means that spatial temperature variations within the slug are small and 
measuring the temperature –time history at a single point in the slug can be used to 




preventing heat loss from the slug can be a challenge and the thermal inertia of the 
slug raises the response time making it less suited for short duration tests. 
 
Fig. 1.3: Calorimeter gauge for measuring heat flux. 
 
Another common instrument for measuring transient heat flux is the thin-film gauge. 
The thin-film gauge is a temperature sensor (thermocouple or thermistor) that is 
deposited on the test surface as illustrated in figure 1.4. The thin-film gauge provides 
a temperature-time history of the test surface. If the test surface (wall) is assumed to 
be semi-infinite, then the heat transfer into the surface can be inferred using a 
numerical routine
16
. This method is popular for very short-duration heat transfer 
measurements like those needed in shock tunnels. However, fabricating the gauges is 
non-trivial and the presence of the gauges and wires on the test surface could alter the 










Fig. 1.4: Thin-film gauge for transient heat flux measurement. 
 
Another technique for measuring transient heat flux is to measure the temperature-
time history of an internal point in the test surface (wall) (Figure 1.5) and use this 
along with the one-dimensional conduction equation to infer heat transfer and 
temperature at the surface
15,18-23
. This has the advantages of simple fabrication using 
conventional pre-welded thermocouples, and of leaving the test surface undisturbed. 
However, these methods are analytically more complex than calorimeter and thin-
film gauges, and therefore have seen limited practical use. Therefore, one of the 
objectives of this work is to further develop this technique and implement it for the 
first time (to the author’s knowledge) in a convective heat transfer study.  
 











1.5 Objectives and Approach 
The overall objective of the current study is to design an experimental facility for 
generating wall heat transfer and flow field data in a canonical film cooling 
configuration that can be used to validate numerical simulation tools.  This will be 
accomplished through the following steps: 
1. Identifying test conditions that – to the extent possible in an atmospheric total 
temperature and pressure tunnel – maximize relevancy to conditions 
encountered in the J-2X rocket nozzle extension. 
2. Designing and constructing a new nozzle and film cooling test-section for the 
UMD supersonic wind tunnel. 
3. Developing minimally intrusive instrumentation for measuring wall heat flux. 
4. Demonstrating the experiment by making preliminary heat flux and shear 
layer growth rate measurements. 





Chapter 2: Experiment Design 
 
2.1 Experiment Overview 
The basic experiment concept will be described in this sub-section. Film cooling 









x −=η  (2-1) 
where Q(x) is the heat flux on the protected (film-cooled) surface, and Q0 is the heat 
flux on the surface without film cooling. Since it is difficult to heat the high-speed 
and high-volume core flow (because of the cost and safety concerns), the core flow is 
left unheated and instead the test surfaces and the film flow are heated to the same 
temperature. This results in heat transfer from the walls to the flow as shown in Fig. 
2.1. The hot film prevents heat transfer from the hot wall to the core flow and as the 
film breaks down, the core flow comes into contact with the hot wall and the heat flux 
increases. This increase in heat flux implies a decrease in the film cooling 
effectiveness. While this arrangement reverses the direction of heat transfer from 
what is seen in a typical film cooling arrangement, it retains the essential fluid 





Fig. 2.1: Experiment layout. 
 
Q is provided by the heat fluxes from the lower (film side) wall, and Q0 is provided 
by the upper (plain) wall. However, the choice for Q0 is a bit subjective as one could 
also consider it to be the heat flux on the lower wall with no film flow. This choice 
for Q0 shifts the effectiveness profiles, but the essential trends remain the same.  
 
The basic test procedure is as follows: prior to starting the experiment, the test 
surfaces are heated to the prescribed temperature. Then the core and film flows are 
started. As the experiment progresses, the test surfaces lose heat to the flow and the 
resulting heat transfer rates on both walls are compared to establish an effectiveness 
profile. More details on the experiment hardware and instrumentation are provided 
next. 
 
2.2 Selection of Test Conditions 
As mentioned earlier, the experiment needs to be as similar to the J-2X engine flow 
conditions as possible. However, it is not possible to match all of the relevant non-
dimensional parameters in a laboratory experiment. Therefore the experiments have 
been designed to approach these parameters as closely as practically possible within 
 
Heated Film Flow 
 







the total temperature and pressure limitations of the experimental facility (300 K and 
1 atm respectively). Heating the high-speed, high-volume core flow (1.33 kg/s) is not 
a practical option because of the cost and safety concerns (would require 53 kW).   
 
A more practical alternative is to study the inverse heat transfer problem (i.e. the film 
heating problem) by heating the film flow and the test surfaces. This does not change 
the essential fluid physics that are of interest in this study and is an approach that has 
also been used by others
6
. Care is taken to ensure that the test surfaces are heated to 
the same temperature as the film total temperature so that the wall heat flux is zero at 
the film louver exit. The heat flux increases as the film breaks down and the hot walls 
come into contact with the cool core flow. This arrangement enables one to measure 
the streamwise evolution of film cooling effectiveness while keeping the experiment 
within practical limitations. 
 
Table 2.1 compares the conditions in the J-2X engine to those in the three planned 
experiments. Note that the first three experiments are conducted under conditions 
where the pressure remains approximately constant with downstream distance (Zero 
Pressure Gradient, ZPG). The last experiment simulates the favorable pressure 
gradient (FPG) experienced in the actual nozzle. The reasons for why these are 







Table 2.1: Experiment Test Cases. 
 J-2X Test Case 1 Test Case 2 Test Case 3 Test Case 4 
Pressure 
Gradient 

















































MC 1.08 0.65 0.53 0.24 0.53 
λ 0.62 0.14 0.2 0.44 0.2 
s 1.39 0.43 0.45 0.57 0.45 
r 2.22 3.13 2.22 1.30 2.22 
 
Film cooling effectiveness is controlled by the shear layer growth rate so at the most 
basic level it is important to ensure that the behavior of the shear layer in the 
experiment will be similar to that expected in the real engine. An analytical model 
recently developed by Dellimore et al.
5
 to predict growth rates of compressible shear 
layers was used to generate contour plots of growth rate as a function of velocity ratio 
and density ratio for the design Mach 2.4 flow of the experiment and the Mach 3.74 
flow in the J-2X. The results are shown in Fig. 2.2. The open symbols show the 




the J-2X engine. Note that the cross in Fig. 2.2a does not indicate shear layer growth 
rate in the J-2X. It is only used to indicate the velocity ratio and density ratio in the J-
2X relative to the experiments. Similarly, the open symbols in Fig. 2.2b do not give 
the shear layer growth rate in the experiments; they are only used to indicate the 
velocity and density ratios in the experiments relative to the J-2X. The figures show 
that while it is possible to match the velocity ratios in the experiment and J-2X, the 
large difference in total temperature makes it impossible to match the density ratio. 
However, Fig. 2.2 shows that the non-dimensional growth rate range spanned by the 
experiments (0.025 <  δ’comp< ~0.06) is in the same order of magnitude as that 
expected in the J-2X engine (δ’comp ~0.08). Therefore, we expect the shear layer in the 
experiment to behave in a manner that is similar to its counterpart in the J-2X. The 
fact that this growth rate changes by approximately a factor of 3 through the different 
experiments suggests that we ought to see measurably different behavior.  
Figure 2.3 makes a similar comparison of convective Mach number as a function of 
velocity ratio for the experiment and the J-2X engine.  Again, the large difference in 
total temperature makes it difficult to match the convective Mach number.  However, 
the contours have similar shapes in both situations and the convective Mach number 
is varied by a factor of two through the different experiments so it should be possible 
to observe relevant differences in behavior in the various proposed experiments. 
 
Lastly, it should be noted that the test cases in Table 2.1 are design or ideal test cases 
i.e. the experiments were designed for these test cases assuming ideal flow 




produced some deviations from the ideal test matrix (Table 2.1) in both the 
experiments and the simulations. The actual test conditions achieved, while not far 





















































































Figure 2.2:  Contours of shear layer growth rate in (a) the M = 2.4 experiment and (b) the M = 























































































Figure 2.3:  Contours of convective Mach number in (a) the M = 2.4 experiment and (b) the M = 





Table 2.2 summarizes the test conditions studied by other researchers and compares 




to make inferences about film cooling performance in the J-2X engine and why new 
experiments are required. For example, Goldstein et al.
6
 did not report the velocity 
ratio or convective Mach number. They also mention that the film was laminar, which 
is not the case in the J-2X engine. Bass, Hardin, and Rodgers
7
 studied a wall-jet (r < 
1) whereas the J-2X engine operates in a wall wake configuration. This is important 
because the effects of pressure gradients and compressibility are completely different 
in the two cases
5
. The study by Hunt, Juhany, and Sivo
3
 investigates conditions that 
are somewhat similar to those encountered in the J-2X engine. However, their study 
was not comprehensive as no flow visualization was provided.  This is important for 
understanding the underlying physics. Lucas and Golladay
9
 presented results for film 
cooling a rocket nozzle but provided even less flow field data so it is not clear at all 
how relevant their experiments are to the J-2X.  Lastly, Aupoix et al.
10
 presented 
comprehensive results for an experiment with a convective Mach number and 
velocity ratio similar to the J-2X engine.  However, the blowing ratio is more than an 
order of magnitude larger than that found in the J-2X engine. Taken together, there 
appears to be a lack of experimental data describing film cooling performance at 
conditions that are relevant to the J-2X engine.  Therefore, the overall objective of 
this thesis is to develop an experiment capable of providing film cooling effectiveness 
measurements that are relevant to the J-2X engine and filling this gap in the literature.  
 
Table 2.2: Summary of existing experimental data. 





















3 (air) 2 (H2) 0.13 0.89 0.53 1.13 x 10
6










































2.78 2 0.73 1.85 9.25 8.9 x 10
5














 2.13 x 10
4
 
J-2X 3.74 1.4 1.08 2.22 0.62 - - 
 
2.3 Modifications to UMD Supersonic Wind Tunnel 
The experiments were conducted in the University of Maryland supersonic wind 
tunnel, which is shown in Figs. 2.4 and 2.5. It is a blowdown facility capable of 
generating Mach 2+ flows for several seconds through a 6 inch wide rectangular test 
section. The wind tunnel is connected to a vacuum tank. Prior to starting an 
experiment, the vacuum tank and wind tunnel section are evacuated by means of a 
large vacuum pump to a pressure of 2 in Hg. When an experiment is to be started, a 




allows air from the atmosphere to flow in through the supersonic nozzle and test 
section, and finally into the vacuum tank, as shown in Fig. 2.4. 
 
Fig. 2.4: Blowdown wind tunnel. 
 
 


















2.4 Component Design 
2.4.1 Estimation of Test Time 
Using the volume of the vacuum tank (63.8 m
3
) and the dimensions of the test 
apparatus, the tunnel test time was estimated using 1-D gas dynamic equations. The 
calculation was started by assuming a sub-atmospheric pressure in the vacuum tanks. 
When the flows initiate, the mass added to the tank determines the pressure rise. The 
pressure ratio between the atmosphere and the vacuum tanks is then used to 
determine whether or not supersonic flow can be sustained. The exact test time 
depends on the initial vacuum pressure in the tanks, the area of the core flow throat, 
the effective area of the film throat (this could be at the contraction in the louver or in 
the throttling valve), and atmospheric pressure and temperature.  A worst-case 
calculation where the film throttle area is greater than the film nozzle throat area 
indicates that it should be possible to sustain supersonic flow for at least 6 seconds. 
 
2.4.2 Test Section Arrangement 
The core flow is created using a rectangular convergent-divergent nozzle designed for 
Mach 2.4 as shown in Fig. 2.6.  The nozzle exhaust is 6 inches wide and 3.5 inches 
high and discharges into the constant-area rectangular test section. The film nozzle is 
located under the lower wall of the core nozzle and is designed to produce a Mach 1.4 
film flowing parallel to the core flow on the lower wall. The film nozzle expands the 
flow in the spanwise direction (perpendicular to the core nozzle). The film nozzle is 
also 6 inches wide but 0.25 inches tall (s), and the lip thickness (t) separating the core 








Fig. 2.6: Schematic illustration of test section with pressure instrumentation and their 
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Fig. 2.7: Picture of supersonic test section. 
 
The film flow is drawn from the atmosphere via a secondary opening underneath the 
test section. As shown in Figs. 2.6 and 2.8, a butterfly valve mounted on a 2” pipe 
provides on/off operation for the film flow. This valve is also pneumatically actuated 
and is electrically triggered simultaneously with the core flow butterfly valve. 
Compressed air is supplied to a solenoid valve which allows the air to open the film 
butterfly valve when an electric signal is applied to it. This electric signal is applied 
through the same switch as the core flow, thereby ensuring that the valves open 
simultaneously. After passing through the butterfly valve, the film flow passes 
through a globe valve which is used as a throttle to change the film total pressure and 
therefore the film exit Mach number (in the subsonic regime). Then, the flow enters a 













through the film nozzle and into the test section. As discussed in section 2.1, the film 
also needs to be heated, so a propane burner is attached to the film flow intake pipe. 





Fig. 2.8: Film flow control apparatus. 
 
2.4.3 Supersonic Contour Design 
The supersonic nozzle contours were designed using the method of characteristics 
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Mach number for the Mach 2.4 and 1.4 nozzles designed for the experiments. This 
method produced a finite angle at the throat which was dealt with using NASA 
guidelines
32
: the supersonic contour was truncated near the throat and replaced with a 
circular profile to carry it through to the subsonic section, from where onwards a 
simple converging section could be used. 






Fig. 2.9: Lines of constant Mach number for the Mach 2.4 core flow nozzle (γ = 1.4). Every 
alternate line represents a Mach contour. 
 






Fig. 2.10: Lines of constant Mach number for the Mach 1.4 film flow nozzle (γ = 1.4). Every 





2.4.4 Test Surfaces 
The test surfaces were made of 0.625 inch thick MACOR
®
, a machinable ceramic. 
The thickness and choice of material was largely driven by the requirement that 
streamwise and spanwise wall heat fluxes be minimized (so as to permit comparison 
to CFD simulations that do not consider heat transfer in the wall) and to ensure that 
the test surface (plate) appears thermally semi-infinite in the wall normal direction 
over the duration of the experiment (so as to permit the use of the heat flux 
measurement technique to be described in chapter 3). This means that the test plate 
thickness and the spacing of heat flux gauges must be greater than the thermal 
penetration depth so that the thermal wave associated with local heat transfer does  
not ‘feel’ the effect of the finite depth of the test plate or other sensors around it.  
The thermal penetration depth is generally defined as the depth at which the 
difference between the local instantaneous and initial temperatures is 1% of the 











In this equation, Tδ is the temperature at the penetration depth, Ti is the initial 
temperature, and Ts is the surface temperature.  It can be shown
16,17
 that the semi-
infinite condition is achieved if the depth of the plate (or the sensor spacing), d, is at 
least  




where α is the thermal diffusivity of the plate material and t is the test time. In order 
to keep the depth of the plate to a practical size and to maximize the spatial resolution 
of the heat flux measurements (i.e. minimize the gauge spacing), a material with a 
low thermal diffusivity was required.   Furthermore, it was also important that the 
material be machinable. Table 2.3 lists thermal diffusivities and required minimum 
depths for several materials. 
Table 2.3: Candidate materials for test plates. 
Material α (m^2/s) d (m) d (in.) Comments 
Copper 1.12E-04 0.103692 4.082356 Excessive thickness required 
Aluminum 8.42E-05 0.089896 3.53921 Excessive thickness required 
MACOR
®
 7.30E-07 0.008371 0.329582  
Glass 3.40E-07 0.005713 0.224927 Not machinable 
PVC 1.00E-07 0.003098 0.121984 
Warps with heating, properties 
have high temperature 
dependence 
 
While there are materials other than MACOR
®
 that can be used to manufacture a test 
plate with a practical thickness, other considerations such as machinability and 
temperature-dependence of thermal properties make MACOR
®
 an attractive 
candidate. In addition, MACOR
®
 is a well-established test material for transient heat 
flux measurements. Given these considerations, 0.625 inch thick MACOR
®
 was 
chosen for the test plates. The test plates are attached to 0.625 inch thick copper 
plates with embedded electric cartridge heaters as shown in Figs. 2.6 and 2.7.  The 
heated copper plates are intended to provide an (ideally) uniform but adjustable wall 
temperature boundary condition for the MACOR
®





2.4.5 Film Heater 
Section 2.2 showed that the film flow needs to be heated to 40 K above ambient. 
Doing this electrically is impractical because electric heaters do not equilibrate 
quickly enough for the 6 second experiment of interest here. This means that some 
kind of separate flow system would need to be designed to supply a continuous flow 
through the heater that could be switched into the wind tunnel louver for 6 seconds 
and then switched back out.  This would be expensive, and potentially unwieldy. 
  
A much simpler approach is to heat the flow using a small propane-fueled burner.  An 
energy balance (eq. 2-4) on the louver flow shows that diverting only 1% of the 
louver flow through a stoichiometric propane-air burner is sufficient to raise the film 
temperature by 40 K.   
 HmTcm burnerspfilm ∆=∆ && ϕ  (2-4) 
Where φs is the stoichiometric air-fuel ratio and ∆H is the heating value of the fuel. 
Therefore, a film heater was attached to the film flow inlet as shown in Figs. 2.6, 2.8, 
and 2.11. Propane stored in an external tank mixes with the incoming air in a short 
tube and is ignited by a spark plug sparking at 200 Hz. Both the propane and air inlets 
can be throttled with ball valves. The propane flow is switched on and off by a 
solenoid valve on the same electrical circuit as the core and film butterfly valves - this 
allows all flows to be initiated simultaneously, but the spark plug is controlled by a 





Fig. 2.11: Film heater. 
 
Once concern with the combustion-based approach to film heating is how the 
composition and specific heat capacity of the film flow are affected. This is important 
because we want to compare to computational results based on air. Assuming 4 
constituents (N2, O2, CO2, H20) and that 1% of the incoming air is combusted 
stoichiometrically (Eq. 2-5), Table 2.4 gives the pre and post-combustion 
composition and specific heat capacity of the film flow. 
 heatOHCOOHC ++→+ 22283 435  (2-5) 
























O2 23.16% 22.83% -0.33% 
CO2 0.05% 0.31% 0.26% 





1000.3 1001.8 0.15% 
 
Table 2.4 shows that the changes in composition and heat capacity are very small.  
Therefore, the combustion-based heater should have a minimal impact on the 
composition and heat capacity of the film flow and it will still be possible to compare 
the experimental results to CFD simulations. 
 
2.5 Instrumentation 
2.5.1 Heat Flux Measurement 
As described in chapter 1, an embedded temperature-sensor heat flux gauge is chosen 
for this experiment because it offers minimal disturbance to the test surface and can 
be fabricated using pre-welded thermocouples. Implementing this technique requires 
one to solve the inverse heat transfer problem – i.e. inferring heat flux from 
temperature-time data as opposed to inferring temperature-time from heat flux – 
when the walls are not initially isothermal (because the heated walls will likely be 
losing heat to the wind tunnel structure and environment). The challenge is that most 
known inverse problem solutions cannot be used with initially non-isothermal walls 
and the remaining few that can are so complex that they are effectively unusable by 
all but the people who developed them. Therefore, it is necessary to develop our own 




How this is accomplished is described in detail in the next chapter.   The location and 
fabrication of the embedded gauges is described here.  
 
The ideal location for the temperature sensors is as close to the surface as possible so 
as to produce the maximum change in sensed temperature. However, fabrication and 
robustness considerations limit the minimum practical depth below the surface at 
which the sensors can be placed. If the sensor is too deep, the temperature change will 
be too small to measure accurately. If the sensor is too close to the surface, it may not 
be possible to machine the hole without breaking through the surface and the thin 
surface over the sensor is weak and therefore vulnerable to damage. A combination of 
analytical and numerical methods is used in Chapter 3 to establish that a depth of 
0.050 inches strikes a suitable compromise between mechanical reliability and 
response.  However, it will be learned experimentally that 0.050 in is probably too 
small as aerodynamic loads associated with startup caused several sensors to break.  
 
A heat flux gauge was fabricated by drilling a 0.5 inch diameter hole in the MACOR
®
 
plate from underneath to a depth which would leave 0.05 inches between the hole end 
and the test surface, as shown in Fig. 2.12. Then, a MACOR
®
 cylinder was fabricated 
to plug this hole. This cylinder had a groove, or chase, around it to accommodate 
thermocouple wire. T-type unsheathed butt-welded thermocouple wire (Omega 
COCO-010-BW) was then wrapped through the groove around this MACOR
®
 plug, 
and the plug was inserted into the hole in the test plate. This placed the thermocouple 
junction at the prescribed depth inside the MACOR
®




Thermal grease with thermal conductivity 1.5 W/m-K (which is within 10% of that of 
MACOR
®
) was used to fill any possible voids so as to create a continuous thermal 
medium. A copper heating plate was bolted to the bottom of the MACOR
®
 test plate 
and holes drilled in the copper plate permitted the thermocouple wires to pass 
through. The thermocouple wires were then insulated with heat-shrink tubing to avoid 
any contact with the copper heating plate and other metal. 
 
 
Fig. 2.12: Cross-section of the wall showing the components of the embedded heat flux gauge. 
 
The heat flux gauges were installed on both the upper and lower walls at various 
streamwise locations as shown in Fig. 2.13. While most of the gauges were installed 
at the centerline, a few were installed off-centerline to check for 3-dimensional 
effects. More sensors were placed on the lower wall than on the upper wall, because 
the heat flux behavior on the lower wall was expected to change with distance unlike 





Hole to pass wire 
through copper 













the lower wall itself, the sensor density is increased in the region between 10 and 40 
slot heights because this is where the most pronounced change in heat transfer is 
expected (due to the lower edge of the shear layer impinging on the wall) based on 
numerical and semi-empirical results
5
. Table 2.5 gives the location, data acquisition 
(DAQ) channel, and status of the sensors. 
 
Fig. 2.13: Plan views of the upper and lower plates showing the locations of the heat flux gauges 
(largest circles) and the pressure taps (smallest circles/dots) with a scale indicating slot heights. 



















































Table 2.5: Sensor details 
Sensor Location (x/s) DAQ channel Status 
Tl1 0 NI-9213-0 Active 
Tl2 3.75 NI-9213-1 Active 
Tl3 3.75 NI-9213-2 Active 
Tl4 7.5 NI-9213-3 Active 
Tl5 15 NI-9213-4 Active 
Tl6 17.5 - Not connected 
Tl7 17.5 - Not connected 
Tl8 20 NI-9213-5 Damaged 
Tl9 25 NI-9213-6 Active 
Tl10 30 NI-9213-7 Active 
Tl11 32.5 NI-9213-8 Active 
Tl12 32.5 NI-9213-9 Active 
Tl13 35 NI-9213-10 Active 
Tl14 40 NI-9213-11 Active 
Tl15 50 NI-9213-12 Active 
Tl16 60 NI-9213-13 Active 
Tl17 65 NI-9213-14 Active 
Pl2 -0.6 NI-9205-5 Active 
Pl3 -0.6 NI-9205-6 Active 
Pl4 3.75 NI-9205-7 Active 
Pl5 17.5 - Not connected 
Pl6 32.5 - Not connected 
Pl7 55 - Not connected 
Tu1 10 NI-9213-0 Damaged 
Tu2 17.5 NI-9213-1 Active 
Tu3 17.5 NI-9213-2 Active 
Tu4 25 NI-9213-3 Active 
Tu5 32.5 NI-9213-4 Active 
Tu6 32.5 NI-9213-5 Damaged 
Tu7 50 NI-9213-6 Damaged 
Tu8 55 NI-9213-7 Damaged 
Tu9 65 NI-9213-8 Active 
Pu3 17.5 NI-9205-2 Active 
Pu4 60 NI-9205-3 Active 
Pu5 32.5 - Not connected 
 
During the course of the experiments, a few heat flux gauges developed surface 
cracks that caused the upper MACOR
®
 surface to fail in the high speed flow. One 




the thermocouple embedded in the material. The grey appearance is due to the 
thermal grease. In subsequent experiments, these damaged gauges were filled with 
Bondo, a filler material, to smooth out the surface and the data from these gauges was 
discarded. 
 
Fig. 2.14: Photograph of a damaged heat flux gauge showing the embedded thermocouple and 
the MACOR plug covered with gray thermal grease. This ‘divot’ was filled with Bondo to restore 
the smooth surface but the data from the sensor was discarded. 
 
2.5.2 Pressure Measurement 
Several total and static pressure measurements were made to ascertain the core and 
film flow Mach numbers, and to measure the strength of any shocks. A total pressure 




upstream of the contraction, as shown in Fig. 2.6. Three static pressure taps (Pu2) were 
located at the core nozzle exit on the upper wall in the spanwise direction to measure 
the core exit Mach number and also to assess 3-dimensional effects which were 
determined to be small. Additional static pressure taps (Pu3 and Pu4) on the upper wall, 
as shown in Figs. 2.6 & 2.13, were used to verify that the flow Mach number 
remained approximately constant through the length of the test section. 
 
A total pressure measurement in the film plenum (Pl1) in combination with static 
pressure measurements at the film nozzle exit (Pl2 and Pl3) as shown in Figs. 2.6 & 
2.13, were used to determine the film injection Mach number. An additional static 
pressure tap (Pl4) shown in Figs. 2.6 & 2.13, located 3.75 slot heights from the 
injection point, was used to observe the pressure variation in the film stream. The 
pressure tap holes were connected with epoxy to steel tubes on the back side of the 
test plate. Plastic tubing was then used to connect these steel tubes on the back of the 
test plate, to steel tubes in a feed-through (figs. 2.16 and 2.18) to pass the pressure 
lines out of the wind tunnel. Plastic tubing was again used to connect the steel tubes 
from the feed-throughs to the pressure transducers. For all pressure measurements 
Omega PX309-015A5V voltage output absolute pressure sensors with a sensing range 
of 0 – 15 psia were used.   
 
2.5.3 Schlieren Imaging 
Schlieren imaging was also used to visualize shear layers and shock structures. Both 
sides of the wind tunnel test section are sealed by windows. Figure 2.15 is a top view 




provided by a Spectra-Physics mercury vapor lamp. The source is placed at the focal 
point of a parabolic mirror (M1; f = 60 in.) thereby creating a collimated beam that 
passes through the test section.  The light is collected by a second parabolic mirror 
(M2, f = 80 in.) that focuses over the aperture of a digital SLR camera (Nikon D90 
with a Nikkor f 20-120 lens), which collects 1024 x 580 images at 30 Hz. In this 
setup, the aperture (or iris) of the camera acts as the knife-edge, and the CCD sensor 
acts as the screen. 
 
Fig 2.15: Schlieren imaging setup. 
 
2.5.4 Data Acquisition 
The data acquisition system consisted of a Lenovo R500 PC running NI LabView 8.6 













Fig. 2.16: Schematic for data acquisition setup. 
 
The wires from the heat flux gauge thermocouples were led to a compact data 
acquisition module (NI-9213 mounted on NI USB-9162) which was small enough to 
fit inside the wind tunnel, shown in Fig. 2.17. This data acquisition module 
communicates with the host computer via a single USB cable which passes through 
the tunnel wall via the airtight feed-through shown in Fig. 2.18. The wires, tubes, and 
data acquisition modules were tucked away in a cavity above the upper test plate (Fig. 
2.17) and in the film flow plenum for the lower plate (Fig. 2.7). The temperature data 
was sampled at 100 Hz for each sensor. 








Data Cable Electric power 

















Fig. 2.17: Open section of upper wall assembly showing data acquisition arrangement for 
thermocouples. The silver bar is one of two structural components that attach the assembly to 




Fig. 2.18: Pressure, USB and electric power cable feed-through. 
 
Pressure Lines 



















Tubes from the pressure taps pass out of the tunnel via 2 feed-throughs, one in the 
upper and lower tunnel walls each, and into the externally-located pressure 
transducers. The pressure readings were sampled using an NI cDAQ-9178 with NI 
9205 modules at 500 Hz (to produce the smallest whole number sampling time 









‘Inverse’ heat flux measurements refer to the process of inferring surface heat flux 
from a temperature-time history measured somewhere inside the body undergoing 
heat transfer. While there are several methods for determining the surface heat flux 
from an internal temperature-time history, all have some numerical aspect. Some are 
based on numerical integration in a finite-differencing scheme
18,19
.  Others involve 
curve-fitting the temperature data to a particular functional form
20-23
 which is a 
known solution to the 1-D unsteady conduction problem.   
 
Most of these methods are quite complex and therefore have seen limited practical 
use. For this reason, the relatively practical curve-fitting method of Chen, Chiou, and 
Thomsen
20,22
 was chosen for this study. The existing method assumes an initially 
isothermal wall. However, the walls in the experiment may not be initially isothermal 
because of heat loss to the environment and wind tunnel structure. While there are 
inverse methods that can account for an initial temperature gradient
19
, these methods 
are too complicated to be practical. Therefore, it is necessary to expand the more 
practical method of Chen, Chiou, and Thomsen
20,22
 to accommodate a non-isothermal 
initial wall condition, which is often seen in experimental work. The technique for 
adapting the method of Chen, Chiou, and Thomsen
20,22




wall is described next. However, this method is also applicable to the other curve-
fitting based interpretation methods. 
 
3.2 Inverse Measurement Technique 
3.2.1 Case of Uniform Initial Wall Temperature 
Chen and Chiou
22
 considered the situation illustrated in Fig. 3.1, where a semi-
infinite wall at an initially uniform temperature (i.e. T (x,0) = constant) is suddenly 
exposed to an unknown unsteady heat flux q(t) at the surface. The objective is to infer 













Fig. 3.1: Problem Schematic. Shown above is arbitrary heat flux into a semi-infinite wall and the 
internal temperature measurement location. Also shown are the two initial temperature 
distributions under consideration: (A) uniform initial temperature, and (B) initial temperature 
gradient.  
 
















α  (3-1) 
Chen and Chiou
22














≡θ  (3-2) 
where α is the thermal diffusivity of the material and T0 is the initial temperature. 
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Using a Laplace transform technique, they showed that if the temperature-time 
history can be fitted to the following function: 



















ττ  (3-5) 
(where i
n
 represents a repeated integral, and N is the number of terms set by the user. 
In general, more terms imply higher accuracy but at computational cost) then the 
coefficients, bn (which are determined using a curve-fitting routine), can be used to 







































The dimensional surface temperature and heat flux are then given by 










0 τθ  (3-9) 
where k is the thermal conductivity of the material. The derivation of these results is 
given in Appendix B. 
 
3.2.2 Case of Initial Temperature Gradient 
Now, assume that the initial wall temperature profile is linear. The temperature 
distribution takes the following form: 
 axTxT += 0)0,(  (3-10) 






≡ψ  (3-11) 
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Since the governing equation, initial conditions, and boundary conditions transform to 
the same problem studied by Chen and Chiou
22
, their solution can be used directly by 
substituting ψ for θ. The differences are that ψ must now be curve-fitted instead of θ 
and that a correction term must be added when solving for the dimensional value of 
the surface heat flux. The surface temperature and heat flux in dimensional terms are 
given by 










0 τψ  (3-15) 
To conclude, the procedure for determining the surface heat flux associated with a 
measured subsurface temperature-time history when the wall is not initially 
isothermal is as follows:  
1. Convert the temperature-time history into ψ-τ history where the value for x in 
ψ is x1, the sensor distance.  
2. Curve-fit the ψ-τ history to the form suggested by Chen and Chiou22 (Eq. 3-5). 
3. Use the coefficients, bn, to determine ψ and dψ/dX at the surface using Eqs. 
(3-6) and (3-7).  





3.2.3 Note on Implementation 
In order to implement the aforementioned technique, a numerical curve-fitting 
(optimization) routine must fit the temperature-time data from the sensor to the form 
given by Eq. (3-5). This involves a repeated integral, i
n
, which is defined as follows 
for an arbitrary function g(x): 














In this case, g(x) is the complementary error function. Evaluating Eq. (3-16) and 
incorporating this into an iterative routine is both challenging and impractical from a 
computational perspective because it requires the numerical evaluation of several 
(depending on the number of terms) nested integrals in each iteration. The expression 
can be reduced to a single integral using Cauchy’s formula but there is an even more 
convenient form for the particular repeated integral in Eq. (3-5): the repeated integral 
of the error function can be written explicitly in terms of the confluent 
hypergeometric function
24










































































(note that erf(z) = 1 – erfc(z)) While use of the confluent hypergeometric function 




impractical for a personal computer to calculate Eq. (3-16) at each iteration of the 
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where 











14),( 2 erfcinnd n
n
 (3-19) 
Equation (3-19) is the computationally expensive term but since it serves as a basis 
function in equation (3-18), the values of d(n,τ) only need to be calculated once.  
These values are stored in an array for use by the optimization routine which 
determines the values of bn. This enables the fitting procedure to be performed in an 
economical manner suitable for a personal computer. 
 
The curve-fitting process itself has to be implemented through an optimization 
routine, for example fminsearch in MATLAB. The details of the curve-fitting 
routine will depend on the numerical solver and the preferences of the user, but 
sample code for MATLAB is provided in Appendix C. 
 
3.3 Transient Convection 
Lastly, an equation for the transient temperature distribution in a wall undergoing 
convective heat transfer with an initial temperature gradient is derived. This is useful 




embedded sensor readings, which are important to know when designing such 
gauges. This equation therefore allows the assessment of errors which can arise in 
surface heat flux due to an initial temperature gradient, if one is assuming an initially 
isothermal wall. 
 
3.3.1 Wall Temperature Distribution with Initial Temperature Gradient 
The development of the expression for the temperature distribution in a wall 
undergoing transient convection with an initial temperature gradient (Fig. 3.2) follows 
the same general steps presented by Carslaw & Jaeger
25
 in their solution for the 
temperature distribution in an initially isothermal wall. The basic idea is to transform 
the problem into one with a known solution: a semi-infinite solid with an initial non-








Fig. 3.2: Surface convection with an initial temperature gradient. 
 
The first step is to re-scale the wall temperature in terms of the gas temperature (T∞), 
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α  (3-21) 
The initial temperature distribution is still given by Eq. (3-10) and the boundary 
condition is given by an energy balance at the surface. So, the initial and boundary 
conditions are 
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 0),0( =tφ  (3-27) 
and the problem has been transformed into one of a semi-infinite plate with zero 
surface temperature and a uniform initial temperature distribution. The solution to this 
problem is given by Carslaw & Jaeger
25
 and can be used directly to write: 
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φ  (3-29) 
This is a 1
st

























The constant C is determined by noting that the body is semi-infinite. So, as x  ∞, v 






















The first term corresponds to the convection problem for a uniform initial temperature 




The first integral has been evaluated by Carslaw & Jaeger
25 
and can be used directly. 
Inserting their solution into Eq. (3-31) gives the expression for v: 




















































0  (3-32) 
Substituting the definition of v (Eq. 3-20) to obtain the temperature gives: 


























































0  (3-33) 
Eq. (3-33) gives the temporal evolution of the temperature distribution in a semi-
infinite solid after its surface is suddenly exposed to a convective heat transfer 
process. If a = 0, the solution collapses to the original expression given by Carslaw & 
Jaeger
25
 for a semi-infinite slab with uniform initial temperature. 
 







= 0  (3-34) 
the first term on the right side of Eq. (3-33) vanishes and the solution is time 
independent. This is not surprising as it corresponds to the situation where the 
conductive heat flow towards the surface equals the heat removed by convection. In 





3.3.2 Thermal Penetration Depth 
The preceding solutions are built upon the assumption of a semi-infinite body. In 
practical situations, however, the semi-infinite assumption can be satisfied as long as 
the body is thicker than the thermal penetration depth, δ. Schultz & Jones
16
 defined 
the penetration depth as the distance at which the scaled local temperature differs 









TTδ  (3-35) 






























































In general, the effect of the initial gradient (a) on the penetration depth is weak. 
However, at the steady state (where a is given by Eq. 3-34), the right side of the 
equation tends to infinity which means that δ tends to zero. 
 
3.4 Numerical Verification of Results 
Figure 3.3 illustrates the problem that motivated this work: a convectively cooled 
MACOR
®
 plate (the test plate) with initial Ts = 340 K, T∞ = 317.6 K, h = 435 W/m
2
-
K (obtained through correlations
28,29




(due to natural convection, obtained by correlations
30,31
). The plate is exposed to these 
conditions for approximately 6.8 seconds and we are interested in predicting the 
temporal response of the temperature distribution in the plate in addition to the heat 
flux at the gas-plate interface. Eq. (3-33) is verified numerically by solving Eq. (3-1) 
subject to the boundary conditions of the experiment described above. The numerical 
solution was obtained by solving Eq. (3-1) using a central differencing scheme on a 
uniform grid with elements spaced 0.13 mm apart and with a time step of 1.1 ms 
(based on the CFL criterion), as shown in Fig. 3.3. 
 
Fig. 3.3: Numerical simulation conditions. 
 
Figure 3.4 compares plate temperature distributions predicted using Eq. (3-33) with 
and without an initial temperature gradient to the results of the numerical simulation 
with an initial temperature gradient. The fact that the numerical and analytical (Eq. 3-
33) results overlap indicate that Eq. (3-33) is a valid solution to the problem. 
 
T∞ = 317.6 K 
h = 435 W/m
2
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∆x = 0.13 mm 































Numerical, a = 173 K/m
Eq. (3-33), a = 173 K/m
Eq. (3-33), a = 0 K/m
 
Fig. 3.4: Temperature profiles through a heated MACOR
®
 plate with an initial temperature 
gradient 6.8 seconds after being exposed to a 317.6 K flow. 
 
Since the principal motivation of this work is to understand the effect of an initial 
wall temperature gradient on convective heat flux measurements, Fig. 3.5 shows 
surface heat fluxes predicted using Eq. (3-33) for various initial wall temperature 
gradients. The heat flux decreases with time because the wall temperature decreases 
with time. The figure shows that a positive initial wall temperature gradient increases 
the heat flux from the wall to the flow. This means that assuming that the wall 
temperature is uniform when it is not will underestimate heat transfer when a>0 and 
overestimate heat transfer when a<0. Although this effect is not strong initially, the 
differences in heat flux grow and hence become more important with time. Figure 3.6 
shows the error resulting from assuming a uniform temperature as a function of time 


































a = 0 K/m
a = -150 K/m
a = +150 K/m
a = +300 K/m
 
Fig. 3.5: Surface heat flux for different values of the initial thermal gradient, a. 
 















a = -150 K/m
a = +150 K/m
a = +300 K/m
 
Fig. 3.6: Error in surface heat flux resulting from assuming a uniform initial temperature. 
 
Figure 3.6 is important because it shows that for short times, the error from assuming 




is on the order of 6 seconds, the error from assuming an isothermal wall is expected 
to be around 2%. 
 
Of greater interest is how well the gradient correction technique proposed in section 
3.2 actually works when applied to the convective heat transfer problem illustrated in 
Fig. 3.3. This is assessed by using Eq. (3-33) to generate the temperature-time history 
of a point 1.9 mm below the surface (the location of the thermocouple junction in the 
experiment). Then, this temperature-time history is used to infer the surface heat flux 
using the method of section 3.2.2 with N = 5.  Finally, the inferred heat flux (dashed 
lines) is compared to the original or ‘actual’ analytical solution for the heat flux (solid 
lines) in Fig. 3.7. The comparison is made for two cases: one with a uniform initial 
wall temperature and one with an initial wall temperature gradient. The ‘ripple’ in the 
inferred heat flux is an artifact of the fitting process. It can be reduced by increasing 
the number of terms, N, but this comes at significantly increased computational cost.  
The effect of N will be discussed more in the next section. 
 
Figure 3.8 shows that the errors (or differences) in both cases are +/- 2%. The fact 
that both curves lie virtually on top of each other demonstrates that the gradient 
correction technique from section 3.2.2 has removed the error arising from the initial 
gradient. Finally, Fig. 3.9 compares the surface temperature predicted using Eq. (3-
33) to that inferred from the temperature-time history of the subsurface point. These 



































a = 0 K/m (Eq. 3-33)
a = 0 K/m (Inferred)
a = 173 K/m (Eq. 3-33)
a = 173 K/m (Inferred)
 
Fig. 3.7: Effect of gradient correction on inferred surface heat flux. 
 

















a = 0 K/m
a = 173 K/m
 































a = 0 K/m (Eq. 3-33)
a = 0 K/m (Inferred)
a = 173 K/m (Eq. 3-33)
a = 173 K/m (Inferred)
 
Fig. 3.9: Comparison of surface temperatures predicted using Eq. (3-33) and inferred from the 
subsurface temperature-time measurements. 
 
3.5 The Effect of N (number of terms) 
N is the number of terms that are used in the curve-fitting procedure (eq. 3-5). In 
general, a higher N implies higher accuracy (provided the solutions are converged) 
but at increased computational cost; increasing N is similar to grid refinement. For the 
convection problem in section 3.4, the effect of N on the inferred surface heat flux is 


































Inferred, N = 2
Inferred, N = 3
Inferred, N = 5
Inferred, N = 7
 
Fig. 3.10: Inferred surface heat flux for different values of N. 
 




















Fig. 3.11: Error in inferred surface heat flux for different values of N. 
 
Figs. 3.10 and 3.11 demonstrate how increasing N improves the accuracy of the 
inverse method. These plots also show that in this case increasing N over 5 terms 




‘converged’ at N = 5 for this case. Fig. 3.12 shows how the root mean square of the 
error varies with N.   






































Fig. 3.12: Root mean square error for different values of N. 
 
The time required for these computations increases with N and is unique for every 
problem. For this particular convection problem, the computational time with N = 2 is 
less than a minute, whereas with N = 7 it is over 10 minutes using an Intel Core 2 
Duo 2.66 GHz processor. 
3.6 Uncertainty in Heat Flux and Temperature Measurements 
Standard methods are used to combine the uncertainties in the heat flux 
measurements
33
. The standard (or total) uncertainty in a calculated quantity, V, which 
is a function of parameters P1, P2, P3…. PN is given by  




















=θ  (3-38) 
and δi is the uncertainty in the ith parameter. The term ( )iiδθ  in eq. (3-37) is the 
uncertainty in the calculated quantity, V, due to the i
th
 parameter. Errors in the heat 
flux measurements can arise from four sources sources: uncertainty in the 
temperature readings (+/- 0.5 K), machining tolerance in the depth of the heat flux 





), and the curve-fitting process itself.  
 
The terms ( )iiδθ  can be calculated numerically. The temperature, sensor location, and 
thermal diffusivity are perturbed in the numerical routine to observe their impact on 
the heat flux measurements, and the results are shown in figs. 3.13-3.15, for the 
problem in fig. 3.3, and the error due to the curve-fitting process itself is shown in fig. 
3.16. The maximum errors due to the different sources are summarized in Table 3.1. 
 
Table 3.1: Sources of error 
Source Error Contribution ( )iiδθ  
Temperature 0.05 
Sensor location 0.04 
Thermal properties 0.03 






















Fig. 3.13: Error in surface heat flux due to temperature uncertainty. 















Fig. 3.14: Error in surface heat flux due to sensor location uncertainty. 


































Fig. 3.16: Error in surface heat flux due to curve-fitting process. 
 
These errors can now be combined using eq. (3-37). The result for the problem in fig. 
3.3 is a combined uncertainty of 7.7%. While these uncertainty values are for the 
specific example in Fig. 3.3, this procedure was also applied to the experimental heat 
flux measurements in chapter 4 and it was found that the maximum error did not 
exceed 9.5% for all measurements (except those in the recirculating region of the 
rearward step in section 4.3.2). In light of the preceding analyses, standard 
uncertainty of 10% has been applied to the heat flux measurements (except for the 
measurements in the recirculating region, where due to small heat fluxes (a few 
hundred W/m
2
), the uncertainty is up to 70% - this is reflected in the error bars in fig. 
4.26). 
3.7 Instrumentation Test 
While the analytical and numerical aspects of the inverse measurement technique 
have been verified, the heat flux sensor hardware also needs to be assessed. To test 




This produces an isothermal wall boundary condition because the melting ice is at 0° 
C. The resulting surface heat flux, as measured by the sensors, can be compared with 




















Fig. 3.17 shows the surface heat flux inferred from the sensors and compares it with 
the analytical solution given by eq. (3-39). It can be seen that there is good agreement 
between the experimental and analytical results (the mean error is less than 2%). This 
indicates that the heat flux sensor can produce an appropriate temperature signal from 
an interior location. 




































Chapter 4: Results 
 
The principal objective of this chapter is to demonstrate that the measurement 
systems and especially the heat flux measurement technique function properly in a 
realistic supersonic flow. It is not to quantify the performance of the film in the 
experiment or validate the CFD simulations.  These require a more extensive 
experimental effort which is beyond the scope of this thesis. Nevertheless, these 
things are discussed in order to demonstrate the efficacy of the measurement 
techniques and to provide preliminary but still useful assessments of the flow 
structures, pressures, temperatures, and heat fluxes. 
   
4.1 Configuration of demonstration experiments.  
The test conditions are similar to those of the first three test cases (Table 2.1) but with 
somewhat different Mach numbers and a different film total temperature. The latter is 
the result of problems with the film heater that could not be resolved before the tunnel 
had to be given up to the next set of users, and therefore all the results are with a film 
total temperature equal to ambient temperature. This is not expected to significantly 
change the behavior of the shear layers because the change in film temperature 
implies a 6% change in the speed of sound, and therefore the film velocity. It was also 
observed by Goldstein et al.
6
 that the film temperature did not significantly affect 
Schlieren images. While the Schlieren images are not expected to change 
significantly due to film heating, the only direct comparison to CFD that is possible is 




situation are also presented. The experimental conditions are summarized in Table 
4.1. 






1 2.26 0.51 
2 2.26 0.72 
3 2.26 1.2 
No film flow 2.26 0 
 
4.2 Schlieren Imaging and Pressure Measurements  
4.2.1 Test Case 3 
The results from test case 3 will be discussed first because they best demonstrate the 
key features of a supersonic film cooling flow. The design injectant Mach number is 
1.4, as shown in Table 2.1, but we will see shortly that the actual Mach number is 1.2. 
The static pressures in the core and film streams are matched. Fig. 4.1 is a contrast-
enhanced (83%) Schlieren image of the flow near the film injection point (full-view 
images are provided in Appendix D).  
 
Fig. 4.1: Schlieren image for supersonic film injection (Test case 3) with matched static 
pressures. 
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Fig. 4.2: Flow features in supersonic film cooling. 
 
Figure 4.2 is a cartoon of the key flow features observed in Test Case 3. A shear layer 
forms at the interface of the core and film flows. Initially, the shear layer thickness is 
only the sum of the thicknesses of the boundary layers on the upper and lower 
surfaces of the louver.  Since this sum is smaller than the louver thickness, the flows 
are drawn toward the louver centerline as they pass the louver lip.  This produces 
expansion fans emanating from both sides of the lip. Soon, however, the 
incompressible shear layer begins to grow. This turns the core and film flows into 
themselves producing oblique shocks. The shocks in the film reflect off the wall, 
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Figure 4.3: Pressure measurements along the upper wall with supersonic injection. 
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Fig. 4.5: Pressure measurements along the lower wall with supersonic injection. 
 
The pressure measurements along the upper wall (Fig 4.3 and 4.4) indicate that the 
core exit Mach number is 2.26, not 2.4 as designed. Pressure measurements along the 
lower wall (Fig. 4.5) show that the film exit Mach number is 1.2, not 1.4 as designed. 
The discrepancy in the core flow Mach number is probably the result of imperfect 
assumptions made by the method of characteristics. First, the method of 
characteristics does not account for viscous effects. Secondly, it assumes a truncated 
contour at the throat whereas the ‘real’ nozzle uses a circular profile. Viscous effects 
appear to be the dominant reason for the discrepancy in the film nozzle exit Mach 
number. Fig. 4.5 also shows that the static pressure at x/s = 3.74 on the lower wall 
(Pl4) is lower than at the film nozzle exit. This means that the expansion fans in the 
film flow are stronger than the oblique shocks. The fact that the two static pressure 
readings at the film nozzle exit, Pl2 and Pl3, are nearly identical indicates that there is 
little or no 3-dimensionality in the flow at the louver exit. It can also be seen that 




which is largely due to measurement uncertainty, but also possibly due to the fact that 
the air has not completely settled in the tunnel after being pumped down. Lastly, Fig. 
4.4 also shows that the static pressure along the upper wall decreases slightly as the 
flow progresses downstream. This is the reverse of what is generally observed for 
supersonic flow in a duct where the pressure rises with downstream distance. The 
reason for a pressure decrease in the experimental test section is that the blowing ratio 
is less than one. This means that less air per unit area is entering the test section from 
the film louver. Therefore, upon meeting the film, the core flow can expand into the 
film. The result is that the average flow area for the supersonic core flow increases in 
the test section, and it is this expansion which causes a drop in the static pressures. 
 
4.2.2 Test Case 2 
This test case corresponds to Mach 0.73 film injection. To achieve this, the film flow 
butterfly valve was throttled down from the Mach 1.4 injection case. A Schlieren 
image of this test case is shown in Fig. 4.6. No shocks are observed in the film stream 
because it is subsonic. However, shocks persist in the core stream. 
 
Fig. 4.6: Schlieren image for Mach 0.73 film injection. 
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The shear layer is visible as the growing light and dark bands between the two 
streams. It appears to reach its highest at the point where a disturbance hits it from 
upstream. This disturbance is likely due to non-ideal expansion in the core nozzle at 
the point where the method of characteristics contour was truncated. After this point 
the shear layer appears to come down, and the upper boundary (light region) appears 
to settle at a constant height above the wall.  
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Fig. 4.7: Pressure measurements along upper wall with Mach 0.73 injection. 


































 (x/s = 3.74)
uncertainty
 





The pressures along the upper wall in Fig. 4.7 are identical within 3% of those 
observed for the supersonic film injection case. However, the lower wall readings in 
Fig. 4.8 are substantially different. The total and static pressure pressures correspond 
to a mean film Mach number of 0.72. The pressures at the louver exit are consistent 
within the experimental uncertainty which is proportionally larger here because the 
sensors are operating at only 6% of their rated pressure. Unlike the supersonic film 
injection case, the static pressure at x/s = 3.14 (Pl4) is higher than at the film exit 
indicating the presence of an adverse pressure gradient and is consistent with the 
increase in shear layer thickness observed in the images. Due to absence of shocks, 
the film static pressure would be expected to approach the core static pressure as the 
flow progresses.  
 
4.2.3 Test Case 1 
This test case corresponds to a film injection Mach number of 0.5. Fig 4.9 is a 
Schlieren image of the flow, and Figs. 4.10 and 4.11 show results for wall pressure 
measurements. The results are qualitatively similar to Test Case 2, but the shear layer 






Fig. 4.9: Schlieren image for Mach 0.5 film injection. 
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Fig. 4.10: Upper wall pressures for Mach 0.5 film injection. 
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Fig. 4.11: Lower wall pressures for Mach 0.5 film injection. 
x/s 0 5 10 15 





The pressure on the upper wall behaves the same way as in the other test cases 
(within 3%). The trends on the lower wall are qualitatively similar to those observed 
for Mach 0.73 injection. As described previously, the differences between P12 and P13 
are within the experimental uncertainty.  The average injection Mach number based 
on these readings is 0.51. 
 
4.2.4 No Film Flow 
Finally, data was gathered with no flow through the louver. Since the film globe valve 
was closed for this experiment, the situation becomes essentially one of supersonic 
flow over a rearward-facing step. The pressure readings on the upper wall are 
identical to those observed in the previous test cases, and the lower wall readings are 
not particularly meaningful or useful, therefore only the Schlieren image will be 
presented here in Fig. 4.12. 
 
Fig. 4.12: Schlieren image with no film injection. 
 
The flow over the lower wall with no film flow is very similar to supersonic flow 
over a rearward-facing step which has been studied extensively
26
. The main features 
in such a flow are shown in Fig. 4.13. The supersonic flow, upon encountering the 
x/s 0 5 10 15 




step, expands downwards, which produces an expansion fan. When the expanded 
flow meets the lower wall after the step, it straightens by turning into itself, thereby 
producing an oblique shock (termed the reattachment shock). Between the flow and 
the step is a recirculating region which forms a free shear layer with the core flow. 
Heat flux to the wall in this recirculating region is small, but it rises sharply after the 
reattachment point.   
 
 




In the Schlieren images (Figs. 4.12 and 4.15), one can see that after the initial 
expansion fan, there is also an oblique shock which emerges from the lip. This shock 
(termed the ‘lip shock’) is due to the finite and growing thickness of the shear layer. 











In light of the preceding discussion, the reattachment point after the step can be 
determined in two ways. The first indicator is the origin of the reattachment shock, 
and the second indicator is the spike in surface heat flux.  
 
4.2.5 Comparison of Schlieren Images 






Fig. 4.15: Schlieren images showing progressing of shear layer growth with film injection Mach 
number. 
 
It can be seen that as the film Mach number is increased (or as the film globe valve is 
opened), the shear layer appears to ‘lift up’. This is especially evident as one observes 
the right side (the downstream section) of the images. 
 
4.2.6 Comparison with Numerical Results 
The Schlieren images for the different test cases are compared to gray-scale images of 
the density gradient field computed by Dellimore
5 
using LOCI-Chem, a RANS-based 
solver with Menter’s SST turbulence closure. In keeping with the previous order, the 
Mf = 0 
Mf = 0.5 
Mf = 0.73 


















supersonic film injection case will be discussed first. Figure 4.16 (a) shows a 
grayscale numerical density contour with the shear layer outlined by red lines. Figure 
4.16 (b) is an experimental Schlieren image. The shear layer is visible as the light and 
dark stripes between the core and film flows. Superimposed on the Schlieren image 
are the red lines that demarcate the shear layer from the numerical results. It can be 
seen that the numerical results are not accurate in the vicinity of the injection point, 
but appear to improve as one moves downstream. 
 
 
Fig. 4.16 (a) Numerical density gradient contour (b) Schlieren image for supersonic film 
injection. 
 
Next, Fig. 4.17 compares experimental and numerical results for the Mach 0.73 film 
injection case. The images suggest that the simulations over-estimate viscous effects:  
the boundary layer on the upper surface of the louver is almost twice as thick in the 






Fig. 4.17 (a) Numerical density gradient contour (b) Schlieren image for Mach 0.73 film 
injection. 
 
Next, figure 4.18 compares results for the Mach 0.5 film injection case. While the 









Lastly, the results with no film flow are compared in Fig. 4.19. LOCI-Chem seems to 
predict an artificially steep decline of the free shear layer as compared to what is 
observed experimentally. Heat flux measurements were also made for this test case, 
which is essentially supersonic flow over a rearward-facing step. These are discussed 
in more detail in the next section. 
 
Fig. 4.19 (a) Numerical density gradient contour (b) Schlieren image with no film injection. 
 
4.3 Heat Transfer Measurements 
4.3.1 Upper Wall Heat Flux 
As described in chapters 1 and 2, heat flux on the plain upper wall is needed as Q0, 
the reference heat flux to compute film cooling effectiveness. The upper wall was 
heated using electric cartridge heaters to about 60 K above ambient temperature. 
Once this temperature was reached, electric power was turned off and the plates were 
allowed to cool down to a little over 40 K above ambient. This allowed non-




initiated and temperature measurements at the embedded locations were recorded for 
heat flux calculations. 
 
The detailed procedure for inferring heat flux from interior temperature 
measurements was described in chapter 3, but a sample measurement will be 
described here. Figure 4.20 shows the raw temperature data from a sensor. 

























Fig. 4.20: Raw temperature signal for heat flux gauge. 
 
It can be seen that prior to starting the experiment (which is at 6 sec. here), there is a 
small temperature gradient that exits because of heat loss from the plates to the 
environment. The first steps in the data analysis are to truncate the data set so as to 
isolate the data associated with flow in the tunnel and to correct for the initial gradient 
prior to starting the experiment (this initial gradient was found to not have a 
significant effect on the measurement results). The result of taking these steps is 






























Fig. 4.21: Isolated and gradient corrected temperature data. 
 
The next step is to non-dimensionalize the data as described in chapter 3 and fit eq. 
(3-5) to the temperature-time history using the optimization routine. The result of 
these steps is shown in Fig. 4.22. 
 



















The last step is to use the coefficients from the curve-fit to obtain the surface 
temperature and heat flux. The results are shown in Figs. 4.23 and 4.24. Recall that 
the inferred values oscillate around the actual values (previously seen in Fig. 3.7). 

























Fig. 4.23: Inferred surface temperature. 
 






























Fig. 4.24: Inferred surface heat flux. 
 
The ambient temperature for this experiment was 24° C so the surface temperature is 
40 K above ambient at 7.75 seconds. At this point the corresponding heat flux is 
approximately 5100 W/m
2




simulations which assumed an isothermal wall 40 K above the core total temperature. 
While every effort was made to keep the plates spatially isothermal, it was not 
possible to obtain all heat transfer measurements at exactly 40 K above ambient 
temperature. In this event, the surface temperature closest to 40 K above ambient and 
its corresponding heat flux were used to calculate a local value of h, the convective 
heat transfer coefficient. This value of h was then used to determine the surface heat 
flux if the wall was at exactly 40 K above ambient. For example, if the ambient 
temperature was 22° C, then the ideal surface temperature should be 62° C. However,  
if the heat flux is known to be 4000 W/m
2
 at 59.4 K, then the heat transfer coefficient, 
h, is determined as  4000/(59.4 – 7) = 76.3 W/m
2
-K (7° C is the recovery 
temperature). Then this value of h can be used to determine the surface heat transfer if 
the surface temperature was 62° C; 76.3 x (62 – 7) = 4198 W/m
2
. In this way, the heat 
fluxes are compared for a surface temperature 40 K above ambient. 
 
As mentioned in chapter 2, during the course of the experiments, several heat flux 
sensors were lost, but compiling the results from those available, the heat flux on the 
upper wall with a 40 K temperature difference between the wall and the core flow 























Test Case 1 CFD









Fig. 4.25: Experimental heat flux results and comparison with numerical predictions for the 
upper wall. 
 
The majority of heat flux measurements on the upper wall are consistent with 
numerical predictions within experimental error of 10%. This gives us some 
confidence in the heat flux measurements as they seem to be physically reasonable. 
However, the scatter between measurements is unacceptably large, and therefore, it is 
recommended to increase the surface temperature for future tests in order to decrease 
the random error. 
 
4.3.2 Lower Wall Heat Flux with No Film Flow 
Heat flux on the lower wall with no film flow was measured in the same way as for 
the upper wall. The results for heat flux along the lower wall with no film flow, and 































Fig. 4.26: Experimental and numerical results for lower wall heat flux with no film flow. 
 
It can be seen from Fig. 4.26 that the experimental and numerical results exhibit the 
same trends: initially, there is little or no heat flux. This is followed by a spike at the 
reattachment point which raises the heat flux to over 7000 W/m
2
-K. After this spike, 
the heat flux gradually declines but then spikes upwards again due to shock 
impingement, only to gradually decrease once again. While the qualitative trends and 
the magnitude of the heat fluxes largely agree, there is some disagreement between 
experimental and numerical results over the exact locations of the spikes.  
 
It is interesting to note that the heat flux is experimentally observed to rise sharply 
after 4 slot heights, whereas the numerical solver predicts a sharp rise in heat flux 




4.19: it can be seen that the numerical solver predicts a much sharper decline of the 
shear layer than experimentally observed. In other words, the numerical density 
gradient contour shows the reattachment point to be much closer to the step than is 
experimentally observed. This explains the discrepancy between the experimental and 











Chapter 5:  Conclusion 
 
5.1 Summary of Findings 
The main goal of this work is to provide measurements of wall heat transfer and flow 
field properties in canonical supersonic flows that can be used to validate numerical 
simulation tools. To this end, a facility for acquiring fundamental supersonic film 
cooling data has been designed, constructed, and operated to obtain some preliminary 
results. An analytical method for determining surface heat flux from an interior 
temperature measurement has been extended to include the effects of an initially non-
isothermal test surface (plate). A new expression for transient temperature profiles 
and surface heat flux for a wall undergoing convective heat transfer with non-uniform 
initial temperature is also derived. It is found that the error from assuming an initially 
isothermal wall increases with time but is not substantial (< 5%) for test times below 
10 seconds and/or initial temperature gradients below 300 K/m for MACOR. In light 
of this work, it is concluded that thermal non-uniformities in the test plate have a 
negligible impact on the heat flux measurements, and the assumption of an initially 
isothermal test plate is reasonable.    
 
The heat flux measurement technique is validated via comparison to numerical 
simulations of 1-D wall heat transfer, application of known heat flux boundary 




technique to those predicted using CFD.  Taken together, these efforts indicate that 
technique is capable of estimating wall heat flux within an uncertainty of +/- 10%. 
 
Preliminary measurements of shear layer growth rate, wall pressure distributions, and 
wall heat flux are reported and compared with LOCI-CHEM RANS simulations. 
They suggest that LOCI-Chem over-predicts viscous effects leading to boundary 
layer and shear layer thicknesses that are about twice as large as those suggested by 
Schlieren images. The disagreement between experimental and numerical results is 
greatest with no film flow but decreases as the film Mach number is increased. 
 
Finally, preliminary heat flux measurements were also made for the case of no film 
flow which is essentially supersonic flow over a rearward-facing step. Measured 
surface heat flux is small immediately after the step (up to about 5 slot heights) but 
spikes when the core flow reattaches to the wall. The numerical results also indicate 
that the heat flux is small immediately after the step, but the rise in heat flux occurs 
much closer to the step than observed experimentally. This indicates that LOCI-Chem 
predicts flow reattachment much sooner than experimentally observed and reinforces 
what is seen in the Schlieren images. While there is discrepancy in surface heat flux 
in the vicinity of the step, LOCI-Chem correctly predicts the heat flux over the 






5.2 Main Contributions 
1) An instrumented apparatus to simulate supersonic film cooling in a canonical 
configuration has been developed. 
2) An new and relatively easy to use inverse heat flux measurement technique 
(surface heat flux determined by an interior temperature response) capable of 
handling initially non-isothermal walls has been developed and verified.   
3) It has been established that the error from assuming an initially isothermal 
wall in convective heat transfer studies is not substantial, unless the test times 
are long and/or the initial thermal gradient is high. 
4) Preliminary Schlieren, pressure, and heat flux measurements indicate that 
RANS solvers like LOCI-CHEM do not predict shear layer thickness or 
growth rate correctly in the film cooling flows investigated here.  One 
important problem appears to be the over-prediction of viscous effects. 
 
5.3 Future Work 
Recommendations for future work include: 
1) Heat transfer measurements with a heated film flow should be made. This will 
determine the film cooling effectiveness, which can then be compared with 
numerical results. This will allow more rigorous assessment of LOCI-Chem in 
predicting film cooling flows. 
2) Studies on film cooling with a favorable pressure gradient should be 




3) This study compares experimental results to numerical results using only one 
turbulence model (Menter’s SST). Numerical results using additional 
turbulence models should be compared to determine which is best for 





Appendix A: Method of Characteristics MATLAB Code 
 
Mach_Design = 1.4; 
Number_of_char_lines = 17; 
Starting_angle = 0.375; 
Throat_Height = 1.0; 
  
Theta_Max_min_length = nu(Mach_Design)/2; 
  
delta_Theta = (Theta_Max_min_length - 
Starting_angle)/(Number_of_char_lines-1); 
  
for i = 1:Number_of_char_lines 
    Theta(i,1) = Starting_angle + (i-1)*delta_Theta; 
    nu_flow(i,1) = Theta(i,1); 
    K_plus(i,1) = 0.0; 
    K_minus(i,1) = 2*Theta(i,1); 
end 
  
    Theta(i+1,1) = Theta(i,1); 
    nu_flow(i+1,1) = nu_flow(i,1); 
    K_plus(i+1,1) = K_plus(i,1); 
    K_minus(i+1,1) = K_minus(i,1); 
  
    i = i+1; 
     
    k=i+1; 
     
    for j = 1:Number_of_char_lines-1 
        l = Number_of_char_lines+1-j; 
        for m = k:k+l 
            K_minus(m,1) = K_minus(m-l,1); 
            K_plus(m,1) = -K_minus(k-l,1); 
            Theta(m,1) = 0.5*(K_minus(m,1)+K_plus(m,1)); 
            nu_flow(m,1) = 0.5*(K_minus(m,1)-K_plus(m,1)); 
        end 
        k=m; 
    end 
     
    % adding Mach number and Mach angle 
     
    for i = 1:length(K_minus) 
        Mach(i,1) = nu_inverse(nu_flow(i,1)); 
        Mach_angle(i,1) = asind(1/Mach(i,1)); 
        K_plus_angle(i,1) = Theta(i,1)+Mach_angle(i,1); 
        K_minus_angle(i,1) = Theta(i,1)-Mach_angle(i,1); 
    end 
     
    K_minus = K_minus(1:length(K_minus)-1, 1); 
    K_plus = K_plus(1:length(K_plus)-1, 1); 
    Theta = Theta(1:length(Theta)-1, 1); 




    Mach = Mach(1:length(Mach)-1, 1); 
    Mach_angle = Mach_angle(1:length(Mach_angle)-1, 1); 
    K_plus_angle = K_plus_angle(1:length(K_plus_angle)-1, 1); 
    K_minus_angle = K_minus_angle(1:length(K_minus_angle)-1, 1); 
     
    % Now we need to begin the painful process of generating the 
    % coordinates 
     
    % NOTE: first we are only calculating the internal points, not 
the wall 
    % points 
     
    %First get coordinates of the first set of points 
     
    [x_pos(1) y_pos(1)] = find_intersection(0, Throat_Height, 
K_minus_angle(1), 0,0,0); 
     
    for i = 2:Number_of_char_lines 
        [x_pos(i) y_pos(i)] = find_intersection(0, Throat_Height, 
K_minus_angle(i), x_pos(i-1), y_pos(i-1), K_plus_angle(i-1)); 
    end 
     
    i = i+1; 
     
    for j = 1:Number_of_char_lines-2 
        i = i+1; 
        [x_pos(i) y_pos(i)] = find_intersection(x_pos(i-
Number_of_char_lines-1+j), y_pos(i-Number_of_char_lines-1+j), 
K_minus_angle(i-Number_of_char_lines-1+j), 0, 0, 0);         
        i = i+1; 
        for l = i:i+Number_of_char_lines-2-j 
            [x_pos(l) y_pos(l)] = find_intersection(x_pos(l-
Number_of_char_lines-1+j), y_pos(l-Number_of_char_lines-1+j), 
K_minus_angle(l-Number_of_char_lines-1+j), x_pos(l-1), y_pos(l-1), 
K_plus_angle(l-1)); 
        end 
        i = l+1; 
    end 
     
    % calculation of the troublesome end point 
     
    i = i+1; 
    [x_pos(i) y_pos(i)] = find_intersection(x_pos(i-2), y_pos(i-2), 
K_minus_angle(i-2), 0, 0, 0); 
     
    % Calculation of Internal points complete - Now calculate Wall 
Points 
  
    % Calculate first Wall Point 
     
    Wall_x(1) = 0.0; 
    Wall_y(1) = Throat_Height; 









     
    index = Number_of_char_lines+1; 
     
    Wall_x(2) = x_pos(index); 
    Wall_y(2) = y_pos(index); 
     
    for t = 1:Number_of_char_lines-1 
        old_index = index; 
        index = index + Number_of_char_lines-t+1; 
         
        [x_pos(index) y_pos(index)] = 
find_intersection(x_pos(old_index), y_pos(old_index), 
0.5*(Theta(old_index)+Theta(index)), x_pos(index-1), y_pos(index-1), 
K_plus_angle(index-1)); 
         
        Wall_x(t+2) = x_pos(index); 
        Wall_y(t+2) = y_pos(index); 
    end 
     
    plot(x_pos, y_pos); 
    axis equal; 
    hold on 
    plot(Wall_x, Wall_y, 'r') 
         
Subroutine nu_inverse: 
function M = nu_inverse(nu) 
  
M = 1.01; 
gamma = 1.4; 
  
deriv = - (gamma + 1)*M / (sqrt(M^2 - 1)*(2+(gamma-1)*M^2)) + 1 / 
(M*sqrt(M^2 - 1)); 
func = nu*pi()/180 - sqrt((gamma+1)/(gamma-1)) * atan(sqrt((gamma - 
1)*(M^2 - 1)/(gamma + 1))) + atan(sqrt(M^2 - 1)); 
new_M = M - func/deriv; 
  
while abs(new_M - M) >= 1e-6 
    M = new_M; 
    deriv = - (gamma + 1)*M / (sqrt(M^2 - 1)*(2+(gamma-1)*M^2)) + 1 
/ (M*sqrt(M^2 - 1)); 
    func = nu*pi()/180 - sqrt((gamma+1)/(gamma-1)) * 
atan(sqrt((gamma - 1)*(M^2 - 1)/(gamma + 1))) + atan(sqrt(M^2 - 1)); 
    new_M = M - func/deriv; 
end 
  








function [x y] = find_intersection( x1, y1, Q1, x2, y2, Q2 ) 
  
x = (y2 - y1 + x1*tand(Q1) - x2*tand(Q2))/(tand(Q1)-tand(Q2)); 





Appendix B: Derivation of Inverse Method 
 




The governing equation and initial and boundary conditions for the problem are stated 
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The Laplace transform can be used to solve this problem. Let the transformation be 
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The solution to this problem is 




Unfortunately, the term involving se cannot be inverted back to the time-domain. To 
address this problem, if the temperature profile is assumed to be of the form 



















ττ  (3-5) 
Then in the Laplace domain, this is 











− +Γ= ∑ 1
1
1  (B-5) 
Which can cancel the se  term in eq. (B-4). Substituting eq. (B-5) into eq. (B-4) and 
differentiating yields, 














































































alpha = (7.3e-7); 
x = 0.00127; 
k = 1.46; 
  
% control panel starts 
  
tunnel_start_time = 6; 
data_start_index = (tunnel_start_time+1)*100; 








T_init = 68.8; 
temp_gradient = 0.05; 
  
% control panel ends 
  
figure(1) 
plot(times, temps, 'k:') 
hold on 
  
tgc = 0; 
for tgc = 1:length(temps) 






% Non-dimensionalize time, temperature, and distance 
nd_times = alpha.*times./(x^2); 
nd_temps = (temps - T_init)/T_init; 
  
% set number of terms 
  
n = 20; 
  





for t_counter = 1:1:length(nd_times) 
    for n_counter = 1:1:n 
        inerf_terms(t_counter, n_counter) = inerf(2*n_counter, 
0.5/sqrt(nd_times(t_counter))); 
        pre_coeffs(t_counter, n_counter) = 
((4*nd_times(t_counter))^n_counter)*gamma(n_counter+1)*inerf_terms(t
_counter, n_counter); 





options = optimset('fminsearch'); 
options = optimset(options,'Display','iter'); 
options = optimset(options,'MaxFunEvals',500000); 
options = optimset(options,'MaxIter',500000); 
options = optimset(options,'TolFun',1e-18); 
options = optimset(options,'TolX',1e-18); 
bs = fminsearch(@(bs) temperature_fmin_function(bs, pre_coeffs, 
nd_times, nd_temps), -0.02.*zeros(1,n), options) 
  
% curve fit 
  
for cc = 1:length(nd_times) 
    fit_temp = 0; 
    for bb = 1:length(bs) 
    fit_temp = fit_temp + 
bs(bb)*(4*nd_times(cc))^bb*gamma(bb+1)*inerf_terms(cc, bb); 
    end 
     








plot(nd_times, fit_temps, 'k--') 
xlabel('Non-dimensional time') 
ylabel('Non-dimensional temperature') 










for cc = 1:length(nd_times) 
    fit_q = 0; 




    fit_q = fit_q + bs(bb)*(nd_times(cc))^(bb-
0.5)*gamma(bb+1)/gamma(bb+0.5); 
    end 
     




plot(nd_times.*(x^2)./alpha, -fit_qs, 'k--') 
xlabel('Time (seconds)') 





for cc = 1:length(nd_times) 
    fit_surface_temp = 0; 
    for bb = 1:length(bs) 
    fit_surface_temp = fit_surface_temp + 
bs(bb)*(nd_times(cc))^(bb); 
    end 
     




plot(nd_times.*(x^2)./alpha, fit_surface_temps, 'r--') 
xlabel('Time (sec)') 
ylabel('Surface Temperature (K)') 
  
dimensional_times = nd_times.*(x^2)./alpha; 




plot(nd_times.*(x^2)./alpha, -fit_qs, 'k--') 
xlabel('Time (seconds)') 








function x = inerf(n,z) 
  
hfg = M((n+1)/2,0.5, z^2); 
hfg = hfg/((2^n)*gamma((n/2)+1)); 
hfg = hfg - (z/((2^(n-1))*gamma((n+1)/2)))*M((n/2)+1,1.5, z^2); 







function K = temperature_fmin_function(bs, pre_coeffs, xdata, ydata) 
  
error_square = 0; 
  
for i = 1:1:length(xdata) 
     
    total = 0; 
     
for n = 1:1:length(bs) 
    total = total + bs(n)*pre_coeffs(i,n); 
end 
  










function yeah = M(j, f, k) 
%This program is a direct conversion of the corresponding Fortran 
program in 
%S. Zhang & J. Jin "Computation of Special Functions" (Wiley, 1996). 
%online: http://iris-lee3.ece.uiuc.edu/~jjin/routines/routines.html 
% 
%Converted by f2matlab open source project: 
%online: https://sourceforge.net/projects/f2matlab/ 
% written by Ben Barrowes (barrowes@alum.mit.edu) 
% 
  
%     ======================================================= 
%     Purpose: This program computes the confluent 
%     hypergeometric function M(a,b,x)using 
%     subroutine CHGM 
%     Input  : a  --- Parameter 
%     b  --- Parameter(b <> 0,-1,-2,...) 
%     x  --- Argument 
%     Output:  HG --- M(a,b,x) 
%     Example: 
%     a       b       x          M(a,b,x) 
%     ----------------------------------------- 
%     1.5     2.0    20.0     .1208527185D+09 
%     4.5     2.0    20.0     .1103561117D+12 
%     -1.5     2.0    20.0     .1004836854D+05 
%     -4.5     2.0    20.0    -.3936045244D+03 
%     1.5     2.0    50.0     .8231906643D+21 
%     4.5     2.0    50.0     .9310512715D+25 
%     -1.5     2.0    50.0     .2998660728D+16 
%     -4.5     2.0    50.0    -.1806547113D+13 






% fprintf(1,'%s \n','please enter a, b and x '); 




% fprintf(1,'%s \n','   a       b       x          m(a,b,x)'); 
% fprintf(1,'%s \n',' -----------------------------------------'); 
[a, b, x, hg]=chgm(a,b,x,hg); 
  
% fprintf(1,[repmat(' ',1,1),'%5.1g',repmat(' 
',1,3),'%5.1g',repmat(' ',1,3),'%5.1g','%20.10g' ' \n'],a,b,x,hg); 
%format(1x,f5.1,3x,f5.1,3x,f5.1,d20.10); 




%     =================================================== 
%     Purpose: Compute confluent hypergeometric function 
%     M(a,b,x) 
%     Input  : a  --- Parameter 
%     b  --- Parameter(b <> 0,-1,-2,...) 
%     x  --- Argument 
%     Output:  HG --- M(a,b,x) 
%     Routine called: GAMMA for computing â(x) 







if(b == 0.0d0|b == -abs(fix(b))); 
hg=1.0d+300; 
elseif(a == 0.0d0|x == 0.0d0); 
hg=1.0d0; 
elseif(a == -1.0d0); 
hg=1.0d0-x./b; 
elseif(a == b); 
hg=exp(x); 
elseif(a-b == 1.0d0); 
hg=(1.0d0+x./b).*exp(x); 
elseif(a == 1.0d0&b == 2.0d0); 
hg=(exp(x)-1.0d0)./x; 




for  k=1:m; 
r=r.*(a+k-1.0d0)./k./(b+k-1.0d0).*x; 
hg=hg+r; 
end;  k=m+1; 
end; 
if(hg ~= 0.0d0)return; end; 








if(a < 2.0d0)nl=0; end; 





for  n=0:nl; 
if(a0 >= 2.0d0)a=a+1.0d0; end; 
if(x <= 30.0d0+abs(b)|a < 0.0d0); 
hg=1.0d0; 
rg=1.0d0; 
for  j=1:500; 
rg=rg.*(a+j-1.0d0)./(j.*(b+j-1.0d0)).*x; 
hg=hg+rg; 





















if(n == 0)y0=hg; end; 
if(n == 1)y1=hg; end; 
end; 
if(a0 >= 2.0d0); 





end;  i=la-1+1; 
end; 






%     ================================================== 




%     Input :  x  --- Argument of â(x) 
%(x is not equal to 0,-1,-2,úúú) 
%     Output:  GA --- â(x) 
%     ================================================== 
 g=zeros(1,26); 
pi=3.141592653589793d0; 
if(x == fix(x)); 
if(x > 0.0d0); 
ga=1.0d0; 
m1=x-1; 
for  k=2:m1; 
ga=ga.*k; 









for  k=1:m; 
r=r.*(z-k); 













for  k=25:-1:1; 
gr=gr.*z+g(k); 














Appendix D: Full-view Schlieren Images 
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