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The structure generating function of a language numerates the number of 
distinct words contained in the language with respect o their length. Given 
any unambiguous tuple grammar, a method is described which yields a system 
of equations, whose unique solution is the structure generating function. The 
entropy (channel capacity) is an important information theoretic quantity 
associated with a language. Since the entropy depends directly on the number 
of words contained in a language, the structure generating function of a tuple 
language allows to compute the entropy of the tuple language. The family of 
pseudolinear tuple grammars i considered. These pseudolinear tuple grammars 
allow rational structure generating functions easily computed by an algorithm. 
Strong statements on the entropy of tuple languages generated by pseudolinear 
tuple grammars can be made. 
1. PRELIMINARIES 
All terms used and not explicitely defined in the sequel are explained in 
Ginsburg (1966) or Maurer  (1969). 
Throughout  this paper let Z be an alphabet of terminal symbols and let 
---- (Z U {e}) X (Z W {e}) × "'" × (Z • {e}) - -  {(e, e,..., e)} (n times) be the 
set of all n-tuples (n >~ 1) over Z u E, where not all components are equal to e. 
Let  c~ : Z~* -~ Z*  be the homomorph ism defined by c~((xl, x 2 ,..., x~)) = 
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xi, (x 1 ,..., x~) in Z~. If z is a word of n-tuples c,(z) is, intuitively, the word 
obtained by concatenating the i-th components of the n-tuples in z. The 
mapping ix : Z~* ~ Z* is defined by ix(z) = cl(z)Q(z)'" c~(z), z in Z~*. 
An n-tuple grammar G is a 5-tuple G = (n, q0, Z, P, S), such that 
G a =- (~, Z~, P, S) is a context-free grammar. The grammar Ga is called the 
context-free grammar associated with the n-tuple grammar G. 
The language L(G) generated by G is defined by 
L(G) = {ix(z)i z eL(G~)} = ix(L(Ga)). 
L(G) is called an n-tuple language. A set of words is called a tuple language 
if for some n >/ 1 it is generated by some n-tuple grammar. 
Tuple grammars and tuple languages were defined and investigated by 
Maurer, Kuich (1970). Independently, Ibarra (1970) defined simple matrix 
grammars and simple matrix languages. It turns out that the family of n-tuple 
languages and the family of simple matrix languages of degree n coincide. 
An n-tuple grammar G is called e-free (reduced), if the associated context- 
free grammar G~ is e-free (reduced). 
An n-tuple grammar G is called unambiguous, if the associated context- 
free grammar G~ is unambiguous and if the mapping /~ restricted to 
ix :L(Ga) ~ L(G) is one-to-one and onto. 
2. TIlE STRUCTURE GENERATING FUNCTION 
Given a set L _C Z*, let u(k) be the number of distinct words of length k 
that are contained in L. Kuich (1970) defined the function f(z) of the complex 
variable z 
f(z) -= f u(k)z ~ (2.1) 
k=l 
to be the structure generating function of L. If L is a language generated by 
some grammar G, then synonymously f(z) is called the structure generating 
function of G. 
Given any unambiguous n-tuple grammar G, our goal is to calculate its 
structure generating function. 
A formal power series r(G) (cf., Chomsky-Schiitzenberger, 1963) is 
associated with each n-tuple grammar G. The coefficients <r(G), w) ofw in 27* 
are integers and express the degree of structural ambiguity of w with respect 
to G. That means <r(G), w> is equal to the number of different leftmost 
derivations in G~ of all words v in Z~* such that ix(v) = w. 
TUPLE LANGUAGES 197 
To find the formal power series r(G), we first construct he formal power 
series r(G~) in the same way as Chomsky-Schtitzenberger (1963) did. Let 
G~ =(@,Zn,P ,S )  be e-free and reduced with ~={v 1 .... ,vs}, S=v l ,  
and Zn = {xl ,..., xt}, without productions v, --+ v; (this is no loss of generality). 
Let 
ri = Fi(rl .... , rs; xl .... , xt) (1 ~< i ~< s) (2.2) 
with r i ,  (1 ~ i ~< s), formal power series, be the system derived by Chomsky- 
Schiitzenberger (1963) and let 
r1.~, r2.~ ,..., G.~ .... (j = 1, 2,...; 1 ~< i < s) (2.3) 
be the infinite sequence of power series derived by an iterative procedure 
from (2.2), whose limit is well-defined and denoted by r®, i . Then 
r~, i = r(G,~), where Ga ~ ~: (q~, 2~,  P, v~), and r~ = roo,i (1 ~< i ~< s), is the 
unique solution of (2.2). 
Applying the mapping # (where/,  is uniquely extended by linearity) to 
(2.3) yields the infinite sequence 
PC(h,i), /L(T2, t) ..... /£(rj,,) ..... 
whose well-defined limit equals /~(r~.~). Hence /x(r~,i)=-r(G*) with 
G ~ = (n, q~, Z', P, v~), and, in particular, r(G)=/~(r~.~).  This procedure 
generalizes the procedure given in Siromoney (1969a) for equal matrix 
grammars. 
Let G -- (n, q~, Z, P, S) be an n-tuple grammar, whose associated grammar 
G~ is a context-free grammar estricted as above (this is no loss of generality) 
and let in addition G (and hence G~) be unambiguous. Then all the coefficients 
of r(G) are either zero or one, i.e., @(G), w)= 0 iff w ¢L(G)  and 
(r(G), w) ---- 1 iff w eL(G) .  Summing up these coefficients for all words w of 
length k (denoted by ] w [ = k) yields the number u(k) of distinct words of 
length k in L(G), i.e., 
u(k) = ~ (r(G), w)  (2.4) 
lwl=k 
We define two mappings 
and 
7' (v)  = zI.C~)J, 
w ~ X* (2.5) 
v e Zn*. (2.6) 
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These definitions at once imply 
v'(v) =¢(~(v) ) ,  (2.7) 
and since G is umambiguous, v corresponds one-to-one to/x(v). 
The mappings ¢ and T are easily seen to be homomorphisms. By linearity 
these mappings ¢ and 7 J have unique extensions. Since 
,+(,(+>> = + o o) 
= k=li (Wi~--I :k (/"(G):' /~)) zi+ = k=li g(k) z'~, (2.8) 
¢ maps the formal power series r (G) of an unambiguous n-tuple grammar G
on the power series of a complex variable z, representing the structure 
generating function of G. 
Application o~ T to the system of Equations (2.2) yields 
T(r i )  = T(F+(r 1 ,..., r,; x ,  ,..., x+)) 
= F+(~u(~I),..., Wr3 ;  z I"(~1) 1 .... , z;,(~,)t) 
= Mi(tIt(rl),... , t[t(rs); z). (2.9) 
Writing y+ instead of W(ri) yields 
Yi = Mi (y l  ..... y~; z), (1 ~ i ~< s). (2.10) 
An iterative procedure, analogous to that given by Chomsky- 
Schiitzenberger (1963) but modified to complex power series, yields a solution 
of the system (2.10) 
y l  = k(z ) , . . . ,  y+ = L (z ) .  (2.11) 
Uniqueness of the solution (2.11) may be proved similar to Kuich (1970). 
Relation (2.7) implies 
T(r(Ga{)) : ¢(r(G')), (1 ~< i ~< s). (2.12) 
Hence 
A(z)  - -  ~(r+,+) = ~u(r(c°+)) = ¢( r (c / ) ) ,  (1 ~< i ~< s). (2.13) 
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Relations (2.8) and (2.13) imply the function f l(z) to be the structure 
generating function of the n-tuple grammar G. Besides, the functions 
f i(z) (2 ~< i ~< s) are the structure generating functions of the n-tuple 
grammars Gi. 
THEOREM 1. Let G - (n, q), 27, P, S) be an e-free, reduced unambiguous 
n-tuple grammar which contains no productions v,--+ vj, vi, vj in ~b. Let 
Yi = Mi (y l  ,..., y~; ~.) (1 ~ i <~ s) be the system of equations defined in (2.9). 
Then this system has a unique analytical solution 
y~ - -  f~(~),f.(o) = o (1 ~< i ~< s), 
in a disk with center z = O, and the functions f,(z) (1 <~ i <~ s) are the structure 
generating functions of the grammars G ~ -- (n, qb, 27, p, vi), v s in ~. In particular, 
f l(z) is the structure generating function of G. 
Kuich (1970) has defined a context-free grammar G = (q~, 27, P, S) to be 
pseudolinear, if it is never the case that for any nonterminal v in q~, . 
u ~ alweuc~a, with ~1, ~2, % in (q~ U 27)*. Other authors have called this 
type of grammar superlinear (Brzozowski, 1968) or nonexpansive (Ginsburg & 
Spanier, 1968; Yntema, 1967). 
We call an n-tuple grammar G = (n, q~, Z, P, S) pseudolinear, if its 
associated context-free grammar Ga is pseudolinear. 
The algorithm given in Kuich (1970) which yields the structure generating 
functions of unambiguous context-free pseudolinear g ammars carries over to 
unambiguous pseudolinear n-tuple grammars. 
This yields 
THEOREM 2. The structure generating function of an unambiguous pseudo- 
linear n-tuple grammar i~ a rational function. 
Since there exist unambiguous n-tuple grammars whose structure generating 
function is not rational, the languages generated by pseudolinear unambiguous 
n-tuple grammars are properly contained in the set of n-tuple languages. 
Since the languages generated by the equal matrix grammars of Siromoney 
(1969a) are also generated by pseudolinear n-tuple grammars, it follows that 
n-tuple grammars are more powerful than unambiguous equal matrix 
grammars. 
The next lemma is useful in proving that certain subsets of 27* are not 
tuple languages. 
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LEMMA 1. Let 
f(z) = i u(k~) zk', u(ki) ~ 0 (2A4) 
i=1 
3e the structure generating function of some language L C ~+. I f  
kl 
lim -=- = oo (2.15) 
then L is not a tuple language. 
Pro@ Condition (2.15) implies by the gap theorem of Fabry (see Dinghas, 
1961), that f(z) cannot be algebraic. 
Assume L is generated by some n-tuple grammar. I lL is unambiguous, f(z) 
satisfies the algebraic system (2.10), which is impossible, lfL is ambiguous, the 
algebraic system (2.10) yields a function 
g(z) -= ~ v(k)z ~, 
/e=l 
where 
v(ki) >/ . (k3  > o (i = 1, 2,...), 
and 
v(k) =0 if u(k) =0.  
Hence there is again an impossible situation. 
COROLLARY 1. The language 
L ~-{a2k[h>/ 1} 
is not a tuple language. 
3. THE ENTROPY OF n-TuPLE LANGUAGES 
Given any set L _C 27% let f(z) o~ -~ ~. =1 u(k)z be its structure generating 
function and let A be the quantity 
A = ~ ~ .  (3.1) /~-~o~ 
Then Kuich (1970) defined the entropy H of the setL to be 
H = log A. (3.2) 
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This definition is a slight modification of the definition of channel capacity as 
introduced by Shannon (1948). 
All results and theorems derived in Kuich (1970) are valid also for the 
set L and, in particular, for n-tuple languages. We mention the following 
theorems. 
THEOREM 3. Let L be an infinite language and f (z) be its structure generating 
function. Let z ~ R be that singular point off(z) on the positive real axis which 
is nearest to the origin. Then H, the entropy of L, equals 
H = --log R 
THEOREM 4. Let G be an unambiguous p eudolinear n-tuple grammar and 
let f(z)  --p(z)/q(z) (p, q polynomials without common.factors) be the structure 
generation function of G. Let R be the positive root of minimum modulus of q(z). 
Then the entropy H of L(G) is given by 
H = --log R. 
Since the unambiguous n-tuple grammars are more powerful than the 
unambiguous equal matrix grammars, Theorem 3together with the algorithm 
of calculating the structure generating function generalizes the results achieved 
by Siromoney (1969b). 
EXAMPLE. The language L ~- {anbmc'/n = m or m == p} is an inherently 
ambiguous context-free language, and hence it is not possible to calculate its 
structure generating function by the methods derived by Kuich (1970). 
However, Siromoney (1969a) gave an equal matrix grammar generating 
L unambiguously. This equal matrix grammar is easily rewritten as 3-tuple 
grammar and shows the connection between both types of grammars: 
with 
G = (3, {~,  ~2, ~ ,  ~4, ~}, {a, b, c}, P, ~1), 
P = [~1 ~ (a, b, c)~1, ~ -+ (a, b, ~),,~, ~ -+ (~, ~, e)~3, 
~ ~ (a, ~, ~)~4, ~1 -+ (~, b, c)~5, ~1 ~ (a, b, c), 
~ ~ (a, b, ~)~, ~ -+ (a, b, c), ~3 -+ (~, ~, c )~,  
~ -+ (a, b, c), ~ ~ (a, ~, ~)~, ~ ~ (a, b, c), 
v 5 -+ (e, b, c )vs ,  v 5 -+ (a, b, c)}. 
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The system (2.2) reads: 
r 1 -- (a, b, c)rl + (a, b, ~)r~ + (~, ~, c)r~ 
+ (a, ~, ~)r~ + (~, b, c)r5 + (a, b, c), 
rz = (a, b, e)r~ 4- (a, b, c), 
~ = (~, ~, c)r~ + (a, b, c), 
r 4 = (a, e, E)ra + (a, b, c), 
r5 = (~, b, c)r5 + (a, b, c). 
Applying the mapping W to this system yields system (2.10). 
Yl = z~Y, + z2Y~ + zy~ + zy4 + z~y~ + z 3, 
Y2 = Z~Y~ "-[- za, 
Y8 = zya "+ z ~, 
Y4 = zY4 -t- z 3, 
Y5 = z2Y5 @ z3" 
Hence 
z 3 z 3 
Y~=Ys- -  1 - - z  ~ ' Ya=Y~- - I _z ,  
za(1 q- 2z q- 3z z) 
Y l=  (1 - - zZ) (1 - - z  a) ' 
which is the structure generating function of L. 
Note that G is pseudolinear (in fact, it is "right-linear" as all equal matrix 
grammars are) and hence its structure generating function is rational and in 
the form needed in Theorem 4. 
RECEIVED: March 6, 1970 
REFERENCES 
BRZOZOWSKI, J. A. (1968), "Regular-Like Expressions for Some Irregular Languages," 
IEEE Conference Record of Ninth Ammal Symposium on Switching and Automata 
Theory, 278-286, Schenectady, New York. 
CHOMSKY, N., AND SCHUTZENBERGER, M. P. (1963), The algebraic theory of context-free 
languages, in "Computer Programming and Formal Systems," (P. Braffort and 
D. Hirschberg, Eds.), pp. 118-161, North Holland, Amsterdam. 
DINGHAS, A. (1961), "Vorlesungen fiber Funktionentheorie," Springer Verlag, Berlin. 
TUPLE LANGUAGES 203 
GINSBURG, S. (1966), "The Mathematical Theory of Context-Free Languages," 
McGraw-Hill, New York. 
GINSBURG, S., AND SPANIEll, E. H. (1968), Derivation-bounded languages, J. Comput. 
Sys. Nci. 2, 228-250. 
IBA~RA, O. H. (1970), Simple matrix languages, Information and Control 17, 359-394. 
KuIcH, W. (1970), On the entropy of context-free languages, Information and Control 
16, 173-200. 
MAURER, H. (1969), "Theoretische Grundlagen der Programmiersprachen-Syntax," 
Bibliographisches Institut, Mannheim. 
MaURER, H., AND KUICH, W. (1970), "Tuple Languages," pp. 882-891, Proceedings 
of the ACM International Computing Symposium, 1970, Bonn. 
SHANNON, C. E. (1948), A mathematical theory of communication, Bell Systems Tech. 
J. 27, 379-423. 
SIROMONEY, R. (1969a), On equal matrix languages, Information and Control 14, 
135-151. 
SmOMON~Y, R. (1969b), "Channel Capacity of Equal Matrix Languages," hTformation 
and Control 14, 507-511. 
YNTE~aA, M. K. (1967), Inclusion relations among families of context-free languages, 
Information and Control 10, 572-597. 
