The behavior of the Hausdorff dimension of a set when projected onto a subspace is a fundamental question in fractal geometry. In this paper, we settle a question of Fässler and Orponen concerning the dimension of a set when projected onto a family of lines induced by a curve.
Introduction
A natural question, when studying a mathematical notion of size, is to ask how it changes under different operations. Marstrand, in his landmark paper [17] , was the first to study this question in the context of Hausdorff dimension and orthogonal projections. He showed that, for any set E ∈ R 2 , for almost every angle θ ∈ [0, π),,
where proj θ E is the orthogonal projection of a E onto the line at angle θ to the x-axis. Moreover, when dim H (E) > 1, the projected set proj θ E has positive (Lebesgue) measure for almost every θ. These results were later generalized to R n , for arbitrary n, as well as extended to hyperspaces of dimension m, for any 1 ≤ m ≤ n (see e.g. [18, 19, 20] ). The study of projections has since become a central theme in fractal geometry (see [5] or [21] for a more detailed survey of this development).
In this paper, we investigate the change in dimension of a set when projected onto a restricted family of lines. In this setting, the question is to what extent equality (1) remains true if we severely limit the subspace on which we project. For example, consider the following curve in S 2 .
Example 1. Let γ(θ) = 1 effective dimension began with Jack Lutz [11] . Effective dimension assigns to each point x of Euclidean space a value dim(x) called the effective dimension of x. Importantly, this notion makes essential use of computability theory. Without computation, it seems impossible to have a mathematically meaningful notion of dimension which works at the level of individual points. Recent work has shown that, in spite of its dependence on computability, effective dimension can be successfully used to investigate the fractal geometry of sets. The connection between the classical and computability worlds is mediated by the following theorem of J. Lutz and N. Lutz [12] . Section 4 provides the exact definition of the relativized dimension dim A (x). However, intuitively speaking, this theorem provides a tool for calculating the dimension of a set based solely on the individual points of a set. Algorithmic information theory and computability, via the point-to-set principle, have been used successfully in a variety of subfields of fractal geometry [12, 14, 16] . Most recently, N. Lutz and Stull gave a new proof of Marstrand's original projection theorem, as well as two new projection theorems which hold for arbitrary sets [16] .
Overview of the Proof
In this section we give a brief overview of our main theorem. Theorem 4. Let E ⊆ R 3 be analytic with dim H (E) = s. Let γ be a C 2 curve satisfying the spanning conditions (2) . Then for almost every θ ∈ J,
The proof of this theorem breaks up naturally into three different components, each of which is primarily focused on different mathematical worlds: The classical world (differential geometry and linear algebra), the computable world and the algorithmic information theory world.
Suppose we are given a θ ∈ J, and we would like to prove that p θ E satisfies (3) of Conjecture 2. A natural approach is to show that for "most" z ∈ E, 2. the points in p θ E retain sufficient separation.
We can use techniques from previous applications of algorithmic information theory to fractal geometry [15, 16] to make a further reduction. We show that the (formal version) of both items above follow from sufficiently nice behavior of the function
for every w ∈ R 3 . More specifically, we are able to reduce the problem to the computability properties of finding the zeros of P w .
The principal contribution of this paper is proving that we can computably find a zero of P w , uniformly for all w ∈ R 3 , if we are given a small advice string.
Theorem 5. There is a Turing machine M which computes a root of P w for every vector w in the following sense. Let θ ∈ J, w ∈ R 3 such that γ(θ) · w = 0. Then M , given γ as an oracle, and given 1. an advice string α θ,w and 2. q ∈ Q with q − w < 2 −r computes p ∈ Q such that |p − θ| < 2 −r / w . Moreover, the advice string satisfies |α θ,w | = O(log r).
The primary obstacle of Theorem 5 is the approximation requirementwe must compute θ to a precision which is proportional to the size of w . A natural first approach is to prove that P −1 w is 1/ w -Lipschitz, based on the derivative P ′ w . Unfortunately, proving this directly does not seem possible. It is difficult to rule out the case that the derivative
is small. To deal with this issue, we use tools from differential geometry to show that if P ′ w (θ) is small, then the second derivative
must be large. We are able to use this fact to prove Theorem (5) as follows.
If P ′ w (θ) isn't small, then P w (τ ) is large for τ sufficiently far away from θ. We are then able to compute θ in the natural way. If, however, P ′ w (θ) is small, then we know that P ′w′ (θ) is large. In this case, P ′ is large for points sufficiently far from θ. We can then compute θ by looking at the points at which P w (θ) = 0 and P ′ w (θ) is small. The paper is organized as follows. In Section 2, we recall the relevant definitions and results from differential geometry. In Section 3, we use these results to establish our zero finding algorithm, Theorem 5. Finally, in Section 4, we use techniques from algorithmic information theory to reduce our main theorem, Theorem 4, to the zero finding algorithm, thereby completing the proof.
Background
Fix a bounded open interval J ⊆ R. A curve γ : J → R 3 is regular iḟ γ(t) = 0 for every t. We define the arc-length of a curve γ starting at a point t 0 to be the function
A classical fact of differential geometry is that any regular curve can be reparametrized to form a unit-speed curve γ 1 such that γ 1 (t) = 1 for every t. The canonical choice of such a curve is defined as γ 1 (t) = γ(s −1 (t)). Note that the arc-length function, s(t), of a regular curve is strictly increasing and absolutely continuous.
It is clear that any curve satisfying the spanning condition (2) is regular and therefore has a unit-speed reparametrization. Observation 6. Let γ be a C 2 curve satisfying the condition of (2) and let γ 1 be a unit-speed reparametrization of γ. Then
Proof. Let θ ∈ J. To simplify notation, set g = s −1 . By definition, γ 1 (θ) = γ(g(θ)), hence,γ
Suppose that there are non-zero reals a, b, c such that
Then taking d = a, e = bg ′ (θ) + cg ′′ (θ) and f = c(g ′ (θ)) 2 , dγ(g(θ)) + eγ(g(θ)) + fγ(g(θ)) = 0, contradicting the spanning condition (2).
The following observation allows us to restrict ourselves to unit-speed curves in the proof of Theorem 4.
Observation 7. Let γ : J → R 3 be a curve satisfying the spanning condition (2), and letγ be its unit-speed parametrization. Then, for every E ⊆ R 3 , γ satisfies the conclusion of Theorem 4 if and only ifγ satisfies the conclusion of Theorem 4.
Proof. Note that the arc-length function
is absolutely continuous (in fact, since we may consider a closed subinterval of J, we may assume s is Lipschitz). Therefore s satisfies the Luzin N property; i.e., s maps sets of measure 0 to sets of measure 0. Thus, ifγ satisfies the conclusion of Theorem 4, then so does γ, since γ(t) =γ(s(t)). For the forward direction, note that s −1 is also absolutely continuous, and the conclusion follows.
Unit-speed curves enjoy many nice qualities that will make simplify the proof of Theorem 4.
Observation 8. Let γ be a C 2 unit-speed curve on the sphere. Then for every θ,
Proof. Since γ is a spherical curve, γ(θ) 2 = 1 for every θ. Therefore,
For the third item, we use the previous fact to deduce the following.
Observation 8, combined with the spanning condition (2) gives a useful restriction on the relationship between the (unit-speed) curve and its second derivative.
Corollary 9. Let γ be a C 2 curve satisfying (2), and let γ 1 be its unit-speed reparametrization. Then for every θ, γ 1 (θ) > 1.
Proof. Assume there is a θ such that γ 1 (θ) = 1. By Observation 8, γ 1 (θ), γ 1 (θ) = −1. Therefore,γ 1 (θ) is the unit-norm vector which is antiparallel to γ 1 (θ). However this impliesγ 1 (θ) and γ 1 (θ) are dependent, contradicting Observation 6.
Computing the Zeros of P w
For the remainder of this section, fix a bounded open interval J and a C 2 curve on the sphere satisfying the spanning condition (2) . Let γ be its unitspeed reparametrization. Let θ ∈ J and w ∈ R 3 . By Observation 6, γ and its derivatives span R 3 . Therefore, there are (unique) reals (a, b, c) such that
Observation 10. The following are true.
Proof. Let w = aγ(θ) + bγ(θ) + cγ(θ). Then Observation 10 and our assumption that w, γ(θ) = 0, implies that a = c. Hence,
We can use Observation 10 again to conclude that
Sinceγ(θ) is continuous and [a, b] is compact, we are able to choose a δ > 0 so that, for every τ,
and choose two rationals q θ
Lemma 12. Let θ ∈ J, and let w ∈ R 3 be a vector such that w, γ(θ) = 0. Then there is a constant c depending only on θ so that at least one of the following holds.
Proof. To begin, assume that | w,γ(θ) | < w m M . Then by Lemma 11,
. Then inequality (5), and our choice of rational endpoints and δ together with an application of Cauchy-Schwarz yields
We now claim that w,γ(θ) and γ(τ ), w have the same sign for every τ ∈ [q θ 1 , q θ 2 ]. To see this, note that for any τ such that w,γ(τ ) = 0,
Since w m/M > w m/2M , we have a contradiction.
We are therefore able to conclude that, for every τ ∈
> w m.
To complete the proof of this case, we note that
We proceed in the same way. To begin, let τ ∈ [q θ 1 , q θ 2 ]. Then,
We now claim that w,γ(θ) and γ(τ ), w have the same sign for every τ ∈ [q θ 1 , q θ 2 ]. To see this, note that for any τ such that γ(τ ) = 0,
Since m 2 /10M < m/M , we have a contradiction. Hence w,γ(θ) and w,γ(τ ) have the same sign. We can therefore conclude that for every τ ,
Finally we see that
concluding the argument for this case. Thus, at least one of the following
holds, and the proof is complete. Proof. Let θ ∈ J, w ∈ R 3 such that w, γ(θ) = 0. Let q ∈ Q with q − w < 2 −r . Let α θ,w encode the quantities defined at the beginning of this section. That is:
2. the bounds M , m and δ (we may assume all are rationals 3. r (using log r bits) 4. t := −log w (using log t < log r bits).
binary bit indicating which case of Lemma 12 holds.
Define the machine to begin enumerating rationals p ′ 1 , p ′ 2 ∈ [q θ 1 , q θ 2 ] such that 1. | γ(p ′ 1 ), q | ≤ 2 −r+1 , and 2. | γ(p ′ 1 ), q | ≤ w m M + 2 −r+1 . Note that this machine is well defined given our advice. If case one holds (which is encoded in the advice string), the machine computes until an approximation p ′ 1 is found, and outputs it. Otherwise, the machine computes until an approximation p ′ 2 is found, and outputs it. Note that we are only given a 2 −r approximation of w, and can therefore only compute an approximation of the function P w and its first derivative P ′ w . We first show that these approximations are sufficiently close. By the triangle inequality and bilinearity, for every τ and rational p ′ such that
An identical proof shows that P ′ w (τ ) and γ(p ′ ), q are within 2 −r+1 whenever |τ − p ′ | < 2 −r .
We now prove that the machine eventually produces a good approximation to θ. Assume that the first case of Lemma 12 holds. Then |P w (τ )| > w c |θ − τ | for every τ ∈ [q θ 1 , q θ 2 ]. Let τ be a real such that |τ − θ| > 2 −r+t+c and p ′ a rational such that |p ′ − τ | < 2 −r . Then inequality (9) shows that
Hence, the machine will never output a rational more than 2 −r+t+c from θ. However, since P w (θ) = 0, the machine is guaranteed to eventually output a rational p ′ 1 , which is within 2 −r+t+c from θ. The proof that the machine correctly approximates θ in the second case is nearly identical, and so omitted.
Effective Dimension of Projections
As previously stated, the main contribution of this paper is the computability of approximating the zeros of P w . In this section, we largely follow the techniques developed in previous applications of the point-to-set principle to fractal geometry [15, 16] . For completeness, we state the main technical results and provide intuition on their use. We begin by recalling the relevant definitions from algorithmic information theory.
Kolmogorov Complexity
The conditional Kolmogorov complexity of σ ∈ {0, 1} * given τ ∈ {0, 1} * is
where U is a fixed universal Turing machine and ℓ(π) is the length of π. Any string (thought of as a program) π that achieves this minimum is said to testify to, or be a witness to, the value K(σ|τ ). The Kolmogorov complexity of σ is K(σ) = K(σ|λ), where λ is the empty string.
Remark. Thus the Kolmogorov complexity of a string σ is the length of the shortest program which eventually halts and outputs σ. A fundamental fact about Kolmogorov complexity is that the choice of universal machine is, to within a constant additive factor, irrelevant.
We now recall two of the most important facts about Kolmogorov complexity. The first is that the number of strings σ such that K(σ) < s, for any s ∈ N, is at most 2 s . This can be easily seen by counting the number of programs of size s. This implies, in particular, that almost every string of length n has maximal complexity, i.e., has Kolmogorov complexity of roughly n. The second property is known as the symmetry of information (attributed to Levin in [7] ):
These definitions and properties extend naturally to other discrete domains (e.g., integers, rationals, etc.) via standard binary encodings. See [10, 23, 4] for detailed discussion of these topics.
We will need the generalization of Kolmogorov complexity to Euclidean domains as given in [13, 12] . Let x ∈ R m , and let r, s ∈ N. 1 For ε > 0, B ε (x) denotes the open ball of radius ε centered on x.
The Kolmogorov complexity of x at precision r is
The conditional Kolmogorov complexity of x at precision r given q ∈ Q m iŝ
The conditional Kolmogorov complexity of x at precision r given y ∈ R n at precision s is
We abbreviate K r,r (x|y) by K r (x|y). By letting the underlying fixed prefix-free Turing machine U be a universal oracle machine, we may relativize the definition in this section to an arbitrary oracle set A ⊆ N. The definitions of K A (σ|τ ), K A (σ), K A r (x) and K A r (x|y) are then all identical to their unrelativized versions, except that U is given oracle access to A. We will frequently consider the complexity of a point x ∈ R n relative to a point y ∈ R m , i.e., relative to a set A y that encodes the binary expansion of y in a standard way. We then write K y r (x) for K Ay r (x). J. Lutz and N. Lutz showed that K y r (x) ≤ K r,t (x|y) + K(t) + O(1)
Effective Dimension
The effective Hausdorff dimension of a point x ∈ R n is
Intuitively, this measures the density of algorithmic information in the point x.
Remark. The effective (Hausdorff) dimension of a point was first introduced by J. Lutz [11] using generalized martingales called s-gales. Here we are using the very useful Kolmogorov complexity characterization of effective dimension due to Mayordomo [22] . Athreya, Hitchcock, Lutz and Mayordomo [1] later gave an effective notion of packing dimension. Lutz and Mayordomo [13] characterized this effective packing dimension using Kolmogorov complexity.
As with Kolmogorov complexity, we may relativize this definition. We denote the effective dimension of a point x relative to an oracle A ⊆ N by dim A (x).
Applying the Zero Finding Algorithm
In this section, we restrict ourselves to considering individual points, instead of sets. That is, we are trying to prove the point-wise analog of Theorem 4. Suppose that z ∈ R 3 , γ is a C 2 curve satisfying (2) and θ ∈ J. Then our task is to show that
To prove this, it suffices to prove that the corresponding bound
is true for every precision r ∈ N. We will in fact prove a stronger claimthat it is possible to compute z given γ(θ) · z. The next lemma gives sufficient conditions to do this. Informally, it proves that computing z given γ(θ) · z is possible if we assume that any point w such that γ(θ) · z = γ(θ) · w is either 1. close to z, or 2. has high complexity.
Intuitively speaking, under these assumptions, z is essentially the only point with the projection γ(θ) · z. Thus, to compute z, we simply enumerate the set points whose projection equals γ(θ) · z. The assumptions prove that this set is "almost" the singleton {z}.
Lemma 13. Suppose that z ∈ R 3 θ ∈ J, r ∈ N, δ ∈ R + , and ε, η ∈ Q + satisfy r ≥ log(2 z + 5) + 1 and the following conditions.
Then for every oracle set A ⊆ N,
We note that both of [15, 16] contain nearly identical lemmas.
With Lemma 13 we are now in a position to take advantage of the zero finding algorithm (Theorem 5). It will give lower bounds on the points which share the projection γ(θ) · z, which corresponds to the assumption of item (ii) in Lemma 13. Lemma 14. Let z ∈ R 3 , θ ∈ J, and r ∈ N. Suppose w ∈ R 3 such that z, γ(θ) = w, γ(θ) . Then,
Proof. Under the assumption, z − w, γ(θ) = 0. Then by Theorem 5, there is a machine M which, given an approximation of z − w, can compute a rational p such that |p − θ| < 2 −r+c z − w with an advice string α w,θ of length at most O(log r). Therefore,
and the conclusion holds.
In order to apply Lemma 13, we are forced to assume that K r (z) is "small" (item (i) of the statement). This can be accomplished with a standard argument in algorithmic information theory, as first worked out in [15] . The statement of this result (Lemma 20) can be found in the appendix.
We conclude this section recalling a theorem, slightly modified for our purposes, in [16] . This encapsulates the results of this section into a single theorem, which will be easier to use in the proof of our main theorem (Theorem 4).
Theorem 15. Let z ∈ R 3 , γ a unit-speed C 2 curve, and θ ∈ J. Let A ⊆ N, η ′ ∈ Q ∩ (0, 1) ∩ (0, dim(z)) and ε ′ > 0. Suppose r ∈ N is sufficiently large and that the following hold.
Proof. Assume the hypothesis, and let η = η ′ , ε = 2ε ′ and δ = 1 − η ′ . Let D r = D(r, z, η ′ ) be the oracle as defined in Lemma 20.
We first show that the conditions of Lemma 13, relative to D r , hold for z, θ, r, η, ε and δ. Item (i) of Lemma 13 holds by our construction of D r . To see that item (ii) holds, let w ∈ B 1 (z) such that γ(θ) · w = γ(θ) · z. By Lemma 14, for sufficiently large r. Hence, the conditions of Lemma 13 are satisfied.
We may now apply Lemma 13, which, combined item (2) and Lemma 20, yields
and the proof is complete.
Proof of the Restricted Projection Theorem
We now move beyond points, and consider Conjecture 2 in full generality. It is tempting to simply take the optimal oracle guaranteed by the point-to-set principle and appeal to Theorem 15. Unfortunately, this is not possible. We instead need a predecessor of the point-to-set principle. While not as general, it has the benefit of giving a stronger conclusionwe know the oracle which testifies to the Hausdorff dimension of E. This will be important, as we need to decouple the oracle for E from the individual point θ.
We will need to following well-known lemma (see e.g. Bishop and Peres [2] ).
We will also use the following observation, which is a consequence of the well-known fact from descriptive set theory that Σ classes are closed under computable projections.
Observation 18. Let E ⊆ R n and A ⊆ N be such that E is a Σ 0 2 set relative to A. Then for every θ ∈ J, p θ E is a Σ 0 2 set relative to (A, θ). We are now able to give the proof of our main theorem. Proof. Letγ to be a unit speed reparametrization of our curve. By Observation 7, it suffices to prove the conclusion forγ. For notational simplicity, we will drop the tilde, and refer to the unit-speed parametrization by γ. For the remainder of the proof we will assume that we are given γ, as well as its first and second derivatives, as an oracle. Let E ⊆ R n be analytic with dim H (E) = s. By Lemma 17, there is a Σ 0 2 set F ⊆ E such that dim H (F ) = s. Let A ⊆ N be an oracle such that F is Σ 0 2 relative to A. Using Theorem 16, for every k ∈ N we may choose a point z k ∈ F such that dim A (z k ) ≥ s − 1/k .
Let θ ∈ J such that, for every k ∈ N, the following hold.
1. For every r and t < r, K A,z k t (θ) ≥ t − O(1).
For every r, K
A basic fact of algorithmic randomness states that almost every θ satisfies the first item. It was shown in [3] that almost every θ satisfies the second item as well. Hence, almost every θ ∈ J satisfies both requirements. Fix k ∈ N. Let η ′ ∈ Q(0, 1) ∩ (0, dim A (z k )) and ε ′ > 0. It is clear, by our choices of θ and z k , that the conditions of Theorem 15 are satisfied for all sufficiently large r. We may therefore apply Theorem 15, resulting in
Hence,
Since η ′ and ε ′ were chosen arbitrarily (and independently), we see that dim A,θ (γ(θ) · z k ) ≥ dim A,e (z k ) ≥ min{s, 1} − 1/k . 
