Abstract-Sequential
I. INTRODUCTION
Wald's procedure is particularly relevant if the data is collected sequentially. Sequential Analysis is different from Classical Hypothesis Testing were the number of cases tested or collected is fixed at the beginning of the experiment. In Classical Hypothesis Testing the data collection is executed without analysis and consideration of the data. After all data is collected the analysis is done and conclusions are drawn. However, in Sequential Analysis every case is analyzed directly after being collected, the data collected upto that moment is then compared with certain threshold values, incorporating the new information obtained from the freshly collected case. This approach allows one to draw conclusions during the data collection, and a final conclusion can possibly be reached at a much earlier stage as is the case in Classical Hypothesis Testing. The advantages of Sequential Analysis are easy to see. As data collection can be terminated after fewer cases and decisions taken earlier, the savings in terms of human life and misery, and financial savings, might be considerable.
In the analysis of software failure data it is often deal with either Time Between Failures or failure count in a given time interval. If it is further assumed that the average number of recorded failures in a given time interval is directly proportional to the length of the interval and the random number of failure occurrences in the interval is explained by a Poisson process then we know that the probability equation of the stochastic process representing the failure occurrences is given by a Homogeneous Poisson Process with the expression
Stieber (1997) observes that if classical testing strategies are used, the application of software reliability growth models may be difficult and reliability predictions can be misleading. However, he observes that statistical methods can be successfully applied to the failure data. He demonstrated his observation by applying the well-known sequential probability ratio test (SPRT) of Wald (1947) for a software failure data to detect unreliable software components and compare the reliability of different software versions. In this paper a popular SRGM HLSRGM is considered and adopted the principle of Stieber (1997) in detecting unreliable software components in order to accept or reject the developed software. The theory proposed by Stieber (1997) is presented in Section 2 for a ready reference. Extension of this theory to the SRGM -HLSRGM is presented in Section 3. Application of the decision rule to detect unreliable software with respect to the proposed SRGM is given in Section 4. Analysis of the application of the SPRT on five data sets and conclusions drawn are given in Section 5 and 6 respectively.
II. WALD'S SEQUENTIAL TEST FOR A POISSON
PROCESS The sequential probability ratio test (SPRT) was developed by A.Wald at Columbia University in 1943. Due to its usefulness in development work on military and naval equipment it was classified as "Restricted" by the Espionage Act (Wald, 1947) . A big advantage of sequential tests is that they require fewer observations (time) on the average than fixed sample size tests. SPRTs are widely used for statistical quality control in manufacturing processes. An SPRT for homogeneous Poisson processes is described below.
Let {N(t),t 0} be a homogeneous Poisson process with rate "". In our case, N(t)= number of failures up to time " t" and " " is the failure rate (failures per unit time ). Suppose that a system is on test (for example a software system, where testing is done according to a usage profile and no faults are corrected) and that to estimate its failure rate " ". We can not expect to estimate " " precisely. But we want to reject the system with a high probability if our data suggest that the failure rate is larger than 1  and accept it with a ISSN: 2249-2593 http://www.ijcotjournal.org Page 38 high probability, if it"s smaller than 0  . As always with statistical tests, there is some risk to get the wrong answers. So we have to specify two (small) numbers "α" and "β", where "α" is the probability of falsely rejecting the system. That is rejecting the system even if λ ≤ 0  . This is the "producer"s" risk. β is the probability of falsely accepting the system .That is accepting the system even if λ ≥ 1  . This is the "consumer"s" risk. With specified choices of 0  and 1  such that 0 < 0  < 1  , the probability of finding N(t) failures in the time span (0,t ) with 1  , 0  as the failure rates are respectively given by
The ratio III. HLSRGM One simple class of finite failure NHPP model is the HLSRGM, assuming that the failure intensity is proportional to the number of faults remaining in the software describing an exponential failure curve. It has two parameters. Where, "a" is the expected total number of faults in the code and "b" is the shape factor defined as, the rate at which the failure rate decreases. V. SPRT ANALYSIS OF LIVE DATA SETS The developed SPRT methodology is for a software failure data which is of the form [t, N(t)]. Where, N(t) is the failure number of software system or its sub system in "t" units of time. In this section we evaluate the decision rules based on the considered mean value function for Five different data sets of the above form, borrowed from (Xie, 2002) , (Pham, 2006) and (LYU,1996) . The procedure adopted in estimating the parameters is a MMLE. Based on the estimates of the parameter "b" in each mean value function, we have chosen the specifications of th instances respectively and a decision of continue for 2 Data Sets i.e. IBM and LYU. Therefore, we may conclude that, applying SPRT on data sets we can come to an early conclusion of reliability / unreliability of software.
