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S2 Additional Details on Snow Measurement Methodology

S2.1 Snow Analysis
Through the cooperation of several academic and research organizations, the collected replicate snow samples were used to measure a broad suite of analytes for each snowfall: carbon species, major ions, and metals. All snow samples were kept frozen prior to analysis, throughout storage and shipping. Preparation and analysis procedures are described in the following sections.
S2.1.1 Single-Particle Soot Photometry
Black carbon analysis was completed via single-particle soot photometry (SP2) at the Desert Research Institute, Reno, Nevada, as per McConnell et al. (2007) . Briefly, snow samples collected in 50 mL PYREX bottles were melted rapidly the morning of analysis, and a 50 mL aliquot of each sample was separated into polypropylene vials. Samples were sonicated for 1 minute immediately prior to analysis and atomized via Apex-Q nebulizer for transfer into the SP2. This analysis quantifies refractory black carbon, hereafter referred to as BC. An analysis blank was analyzed for every batch of 17 samples.
Only particles within a defined size range were quantified by this approach. Particles smaller than 0.02 fg or larger than 50 fg BC
were not quantified by the instrument (i.e., about 30 nm and 380 nm diameters, assuming 1.7 g/cm 3 density of BC and spherical).
By fitting a lognormal distribution to the sample size distribution, the mass outside the detected range was deemed to be negligible. The average particle size varied from 3 to 11 fg over the snow samples; however, given that samples were thawed and sonicated prior to analysis, this particle size is not expected to represent that which would have been found in the fresh snow.
S2.1.2 Ion Chromatography
Major ions and organic acids were measured by ion chromatography (IC) at Climate Chemistry Measurements and Research, ECCC, in Toronto, as per Toom-Sauntry and Barrie (2002) . Briefly, samples collected in 250 mL high-density polyethylene (HDPE) bottles were melted in a warm water bath. Sample aliquots were analyzed for pH up to 3 hours after melting to minimize gas exchange that could potentially affect the results of these low ionic strength samples. The sample pH was measured using a Sartorius PP-2 pH meter with a Hach Platinum series Flat End electrode and temperature compensation. Anions and cations were measured using a Dionex DX600 Dual Ion Chromatograph and an ICS2000 IC for organic acids, all using a 200 μL sample loop.
Anions were analyzed using a Dionex Ionpac AG4A 4mm Guard column and AS4A 4 mm separatory column followed by an ASRS suppressor and eluted with a 1.8 mM Na2CO3 / 1.6 mM NaHCO3 solution at a flow rate of 2.0 mL/min. Cations were measured using Dionex CG12A/CS12A 4 mm columns and CSRS suppressor with a 20 mM methanesulphonate (MS) eluent solution and a flow rate of 1.0 mL/min.. For organic acids, the analysis used AG18/AS18 columns, ASRS suppressor with an EG40 Eluent Generator to produce a 0.2mM/ 100mM KOH gradient at a flow of 1.0 mL/min. Samples were analyzed for organic acids right after pH measurements, and then stored in the refrigerator at 5o C, ready for inorganic analysis.
S2.1.3 Inductively Coupled Plasma Mass Spectrometry
Metals analysis was completed via inductively coupled plasma mass spectrometry (ICP-MS) at the University of Toronto.
Samples collected in 500 mL HDPE bottles were melted rapidly in a microwave oven and immediately filtered with a 13 mm diameter 0.45 µm cellulose acetate filter (Whatman) using a reusable polytetrafluoroethylene filter holder (Sartorius) and a polyethylene syringe (BD). The full collected volume was filtered for each sample, ranging from 40 to 200 mL meltwater. For every four samples, a preparation blank was prepared by filtering 40 to 50 mL DIW . In all subsequent steps, these preparation blanks were treated identically to the snow samples. Both filtrate and filter were kept for analysis, to quantify soluble and insoluble metals, respectively. It should be noted that the adopted terminology is not exact; fine particles may not be retained by the filter and thus be quantified as part of the "insoluble" portion.
To enable detection by ICP-MS, elements must be separated from any organic matrix by the addition of a digestion reagent, in this procedure nitric acid (HNO 3 ). A 10 mL aliquot of filtrate was transferred to a polypropylene tube (Falcon) and ultra-trace grade 70% HNO 3 (SCP Science PlasmaPure) added to each filtrate aliquot to bring the solution to 2% HNO 3 mass/mass (m/m).
Metals in coarser particles retained during filtration require an augmented digestion procedure to enable quantification. It has been shown that microwave digestion significantly improves the recovery of insoluble metals without the need for more hazardous and difficult to handle digestion reagents, such as hydrofluoric acid (Ödman et al. 1999; Swami et al. 2001; Pekney and Davidson 2005; US EPA 2007) . Each cellulose filter was placed in a polytetrafluoroethylene microwave digestion tube (CEM MARSXpress) with 0.4 mL of ultra-trace grade 70% HNO 3 . Filtrate and filter were sealed and left overnight at room temperature to digest. After a 10-15 hr digestion time, DIW was added to each filter vessel to dilute the solution to 2% HNO 3 .
The filter samples were then placed in a microwave digester (CEM MARS 6) and digested using the US Environmental Protection Agency (US EPA) 3051 procedure for trace metal analysis (2007). The digested filter solutions were transferred to polypropylene tubes and centrifuged to separate any undigested residue. An average sample mass closure of ±1% was observed over the digestion procedure (i.e., sample mass was measured at all stages of analysis to confirm significant sample was not lost during handling). Preliminary trials suggested that microwave digestion improved insoluble metal detection by 96% on average.
Filter and filtrate samples were analyzed by ICP-MS (Thermo Scientific iCAP Q) under kinetic energy discrimination mode.
Dwell times were set to 0.02 s for analytes with an ionization potential less than 9 eV and 0.10 s for analytes with a greater ionization potential. Wash time was set to 75 s and uptake time to 50 s for all analyses (as per Henry and Wills 2012; Wang and Miao 2016) . The full 4.6-245 mass/charge ratio (m/z) range was scanned and, where necessary, interference corrections were applied (as per Henry and Wills 2012; Wang and Miao 2016) . It should be noted that this preparation and analysis procedure is not expected to retain highly volatile metals, such as Hg.
All apparatus components were thoroughly cleaned before and between uses. The filter holder, syringes, sample tubes, and tweezers for filter handling were each rinsed with ultra-trace grade HNO 3 and twice with DIW prior to each use. Microwave digestion vessels underwent a full digestion cycle with 15 mL 70% HNO 3 and then were rinsed with ultra-trace grade HNO 3 and DIW prior to each use. All sample preparation was completed in class 100 vertical laminar flow cabinet (AirClean Systems AC 632) to minimize contamination. Prior to sample analysis, three brands of cellulose filters were tested: Millipore nitrocellulose filter (manufacturer number: HAWP01300), Whatman cellulose acetate filter (10404001), and Whatman nitrocellulose filter (7184-001). All three brands showed similar contamination levels; however, the Whatman cellulose acetate filter was found to
give the most consistent background.
S2.2 Quality Assurance and Control
Analysis instruments were calibrated before and between sample analyses as discussed in the body of the text. The SP2 analysis was calibrated using Cab-O-Jet 200 Black Colourant (Lot # 1115709) each day. The calibration solution was reanalyzed every batch of 17 samples as a quality control.
The IC analysis was calibrated daily. Organic acids used Alltech Analytical calibration solution for MS, Fluka Analytical's TraceCert solution for the organic acids acetate, formate, propionate, oxalate and sodium pyruvate salt from Sigma-Aldridge.
High purity salts were used to make yearly 0.1N 1L stock solutions. These were used to make inorganic calibration standards with the exception of Mg and Ca. A separate calibration was made for these using SPEX CertiPrep Ca and Mg in 2% HNO3
solutions. For quality control, the stock solutions were used to make a yearly batch of four internal quality controls. Dilutions of Instrument Check Standard 2 (anions) and Instrument Check Standard 3 (cations), both from SPEX CertiPrep, were used as external quality controls and were made fresh with every run. Blanks and sample repeats were used for approximately every ten samples.
For ICP-MS analysis, an instrument performance test was completed at the beginning of each day and a calibration curve was run prior to each analysis using SCP Science Quality Control -Standard 4. Furthermore, the calibration curve was reanalyzed as a quality control check every ten samples to quantify instrument drift. These checks were found to agree with the original calibration on average by ±14% across all analytes above detection limits (±6% agreement or better for analytes in Table 1 ). All concentrated standards were followed by an extra DIW blank to prevent extensive carry-over from standard to samples.
Additional test were completed to confirm that two DIW blanks following each calibration curve was sufficient to limit any possible carry over to less than detection limits. Calibration quality was assured through analysis of Environment Canada's certified reference material TMRAIN-04 with an agreement of ±3-19% across all analytes within the reference (±10% agreement or better for analytes in Table 1 ). An internal standard was included in the ICP-MS analysis to quantify and correct for any instrument drift or inter-sample variability. The SCP Science Int. Std. Mix 1 was selected so as to minimize interference with measured analytes while covering the full analyzed spectrum of mass to charge ratios. This internal standard was added to the digested solution as they were sampled for analysis.
As an additional quality assurance, consistency between the IC and ICP-MS measurements was considered. Although analyte measurements are expected to differ across instruments due to inherent differences to each measurement technique, the comparison of measurements by two different instruments can help support the validity of both measurement procedures. 
S2.3 Measurement Uncertainty
The uncertainty of each measurement was estimated based on analysis detection limits and reproducibility as follows (Reff, Eberly, and Bhave, 2007; Norris et al., 2014) :
(S1) where x ij is the i th measured value of analyte j, u ij is the uncertainty associated with this measurement, EF j is the error fraction for this analyte, and MDL j is the method detection limit for this analyte, as summarized in Table S6 . The error fraction of each analyte was calculated as double the standard error of replicate measurements for each analysis, with a minimum of 10% imposed. The method detection limit of each analyte was calculated as three standard deviations of analyzed blank samples. The ICP-MS method analysed pre-concentrated samples; thus, the actual method detection limits are applicable only to this preconcentrated solution. The values presented above are the approximate method detection limits at snow concentrations (i.e., the average MDL when pre-concentrated limits are adjusted to match snow concentrations). The uncertainty for any sample with known preparation concerns was doubled (e.g., partial sample melt in transit or poor mass closure over preparation); however, less than 7% of samples were noted as having potential preparation concerns. The signal-to-noise (S/N) of each analyte was calculated as per Norris et al., 2014: (S2) where S/N j is the signal-to-noise of analyte j, n is the total number of samples, and d ij is a measure of the difference between the measured value and its uncertainty for the i th measurement of this analyte (all other variables are defined as in Eq. S1). The S/N for each analyte is provided in Table S6 . A S/N over 1 was considered to be strong, between 0.5 and 1 considered weak, and below 0.5 considered bad (Norris et al., 2014) . The low S/N values calculated for MS and Br -are in part the result of the seasonal trend expected for these analytes with large periods of very low (<MDL) concentrations. detected range represented greater than 90% of the total estimated BC mass. To account for the small amount of BC mass outside the detection range, ambient BC measurements were multiplied by a correction factor which ranged from 1.05 to 1.66.
S3 Ambient Atmospheric Measurements and Methodology Details
S3.1 Ambient Atmospheric Measurements
Major ions by IC of high-volume filters of total suspended particles (Hi-Vol) (as per Sirois and Barrie 1999) . Aerosol samples were collected on Whatman 41 filters, 20 by 25 cm, which were pre-loaded into Teflon-coated cartridges and secured in plastic bags within an aerosol clean bench. Sampling used a high-volume sampler with a face velocity of 50 cm/s and an approximate collection efficiency of 95% over a period of six to eight days per filter. Sample volumes were calculated using the average flow rate measured by a critical orifice plate at the beginning and end of each collection. A field blank was prepared monthly by briefly placing a clean filter in the sampler before immediately returning it to the protective bag. Sampled filters and blanks were divided into eight aliquots and stored in a dark room temperature location for up to a year prior. An aliquot of each sample was extracted into 60 mL of water and analysed via liquid IC (Dionex). The IC instrument was calibrated as above for snow IC analysis.
S3.3 Quality Assurance and Uncertainty
Quality assurance/control and uncertainty for ambient measurements was similar to that of the snow measurements as discussed above. Mass calibration for the atmospheric SP2 used in this work was done using Aquadag particles (Acheson Industries), which were size-selected by a differential mobility analyzer (DMA). Aquadag mobility diameters were converted to BC mass using the size-dependent effective densities reported by Gysel et al. (2011) . Recent studies have shown that the SP2 is more sensitive to Aquadag than it is to ambient BC particles (Laborde et al., 2012; Moteki and Kondo, 2010) . To account for this, the slope of the Aquadag calibration curve was scaled by a factor of 0.70 ± 0.05, as derived from Figure 5 in Laborde et al. (2012) .
The uncertainty in the 1-hour BC mass concentration is approximately 20%. This arises from uncertainty in the fit of the Aqudag calibration curve, uncertainty in the single lognormal fit to the mass distribution (used to calculate what portion of the ambient BC mass is outside of the detection range), and uncertainty in the correction factor correcting for the SP2 detection bias towards Aquadag. It should be noted that the ambient and snow SP2 instruments were calibrated using different solutions, Aquadag and Cab-O-Jet, respectively. However, these two solutions have previously been shown to both provide high confidence BC measurements (Wendl et al., 2014) .
The ambient IC analysis was calibrated and checked as described for snow measurements. Uncertainty of the ambient IC measurements was quantified via Eq. S1 above using values provided in Table S8 . Diagnostic variables for atmospheric SP2 and Hi-Vol measurements are also provided. (Table S9) . in weather patterns to be common over previous seasons. Thus, the difference in snow depth at the two locations cannot be explained with certainty as an indication of collection difficulties. However, to provide greater confidence in the analysis, the calculation of effective deposition velocities was repeated using the meteorological station monthly snow depths. Figure S3 below shows a revised version of Figure 3 in the manuscript. While the absolute magnitudes of the deposition velocities do change with the use of the meteorological station depths, the general interpretation of the data does not change significantly. Median :
Monthly Average Median Range ± Uncertainty relative humidity profile (e.g., sample provided in Figure S4 ). If no such change in gradient was found below 3 km altitude then no mixing height was taken to exist. A more conventional definition of mixing height, the lowest altitude above ground where the potential temperature matched that at ground-level, was judged unsuitable for our analysis as such a layer was found in only a small minority of profiles. Specifically, the latter was found in 22% September, October, and May (S/O/My) profiles and only 6% of November to April (N/D/Mr/A) profiles, while the former was found in 52% of S/O/My profiles and 30% of N/D/Mr/A profiles. A distinct change at this gradient-defined mixing height in the relative humidity profile and (where ozonesonde data was available) the ozone profile, suggests that this is a practical definition of mixing height. Colder months typically showed a much stronger gradient of potential temperature in the lowest kilometre above the surface (e.g., Figure S5 ), which would tend to suppress mixing. Cloud height was estimated as the lowest altitude, below 3 km, where the relative humidity reached 100%. To allow for up to 5% error in the humidity sensor, this criterion was relaxed for profiles that did not show 100% relative humidity. In this case the peak of relative humidity, as long as it exceeded 95%, was taken. Different values of this criterion, up to and including 100% (no error) made no substantial difference to the monthly averaged results. 
S5 Arctic Sea Salt Aerosol Chloride Deficit
Due to the nature of the Hi-Vol analysis, the measured atmospheric concentrations include primarily the particle-phase ambient species; however, snow can scavenge both the particle and gas phases, and thus snow samples provide a composite measurement of both. The measurement of sea salt species was used as a case study to illustrate the impact of particle/gas-phase partitioning.
The two dominant components of sea salt, Na and Cl, were measured both in snow samples (IC) and in the atmosphere (Hi-Vol).
Previous studies have found Na and Cl observed within the Arctic to be predominantly marine in origin (Sirois and Barrie, 1999; Nguyen et al., 2013) . This marine origin is supported by the excellent correlation of Na and Cl ions measured in snow (Pearson's correlation of 0.99), indicating a common source. The ratio of Na and Cl in sea salt is well established and consistent globally (Pytkowicz and Kester, 1971) . So, the measured relationships of these chemical species in the atmosphere and snow were compared to the expected marine ratio ( Figure S6 ). It was observed that while atmospheric particulate monitoring showed a deficit in Cl, snow samples showed an enhancement in Cl relative its marine ratio with Na. This discrepancy may be explained by partitioning of Cl from the particle to the gas phase, and subsequent gas-phase scavenging by snow. It has been suggested that Cl within Arctic aerosol will partition to the gas phase during the winter, likely in the form of HCl via acid displacement reactions; however, there is no similar evidence for Na being involved in analogous chemistry (Barrie and Hoff, 1985; Toom-Sauntry and Barrie, 2002; Quinn et al., 2009 ). The gas-phase portion of Cl would not be captured by atmospheric particulate monitoring, causing a perceived deficit and reducing the correlation of Na and Cl if the gas-phase partitioning were non-linear. In contrast, gas-phase Cl deposited to the snowpack would be measured during snow analysis, leading to an increased Cl/Na ratio and an improved agreement between Cl and Na. The proportion of Cl in the atmosphere which partitioned to the gas phase was estimated from the observed atmospheric deficit below the marine ratio to be approximately 24% by mass on average over the 2014-15 winter season (assuming a common marine origin of Na and Cl and that Na remains fully in the particle phase). In addition, the enhancement of Cl in snow above the marine ratio demonstrates that gas-phase Cl was preferentially deposited to the snow over the particle phase. Snow Cl scavenged from the particle phase was estimated from snow Na using the observed atmospheric Cl/Na ratio (1.36 mass/mass) and the remaining Cl in snow was considered to be scavenged from the gas phase. Based on these estimated gas and particle-phase proportions in the snow and atmosphere, median effective deposition velocities were calculated as 0.16 and 0.40 cm/s for the particle and gas phases, respectively. Comparison of these velocities indicates an 86% enhancement in gas-phase deposition relative to that of the particle phase. 
