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Abstract
We give in the present work a new methodology that allows to give isoperimetric
proofs, for Kneser’s Theorem and Kemperman’s structure Theory and most sophisticated
results of this type. As an illustration we present a new proof of Kneser’s Theorem.
1 Introduction
A basic tool in Additive Number Theory is the following generalization of the Cauchy-
Davenport Theorem [2, 3] due to Kneser:
Theorem 1 (Kneser [18, 19, 20]) Let G be an abelian group and let A,B ⊂ G be finite
subsets such that |A+B| ≤ |A|+ |B| − 2. Then A+B is periodic.
The above compact form of Kneser’s Theorem implies easily the following popular form of
this theorem:
Corollary 2 (Kneser [18, 19, 20]) Let G be an abelian group and let A,B ⊂ G be finite
subsets. Then |A+B| ≥ |A+H|+ |B +H| − |H|, where H is the period of A+B.
Proofs of this result based on the additive local transformations introduced by Cauchy and
Davenport [2, 3] are contained in [18, 19, 20].
Recently the author introduced the isoperimetric method allowing to derive additive inequal-
ities from global properties of the fragments and atoms (subsets where the objective function
|A+B| − |A| achieves its minimal non trivial value).
This method can be applied to abstract graphs and non abelian groups and have implications
that could not be derived using the local transformations. However in the abelian case, it
was not clear how to derive the Kneser-Kemerman’s Theory from the isopermetric method.
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Very recently Balandraud introduced some isoperimetric objects and proposed a proof, re-
quiring several pages, of Kneser’s Theorem using as a first step our result that the 1-atom
containing 0 is a subgroup.
The purpose of the present paper is not to give a short proof of Kneser’s Theorem. Each of
the direct proofs contained in [18, 20] is quite short and requires around three pages. However
the present proof gives more light on on the isoperimetric nature of Kneser’s Theorem and
shows that it follows from the fundamental property of the 1–atoms.
More interesting than this new proof is the methodology which could be applied in the fol-
lowing contexts:
• It will be used in a coming paper to Kemperman’s structure Theorem [16] and its
critical pair Theorem proved recently by Grynkiewicz [5], producing considerable sim-
plifications.
• Quite likely this method could be applied to solve the open question concerning the
description for subsets A,B with |A+B| = |A|+ |B|+m, for some values of m > 0.
• This method is purely combinatorial and could be adapted to non abelian groups.
Indeed the major part of the arguments of this paper holds for non abelian groups.
2 Terminology and preliminaries
2.1 Groups
Let G denotes an abelian group. The subgroup generated by a subset S will be denoted by
〈S〉. Let A,B be subsets of G. The Minkowski sum is defined as
A+B = {x+ y : x ∈ A and y ∈ B}.
For an element x ∈ G, we write rA,B(x) = |(x −B) ∩A|. Notice that rA,B(x) is the number
of distinct representations of x as a sum of an element of A and an element of B.
We use the following well known fact:
Lemma 3 [19] Let G be a finite group and let A,B be subsets such that |A|+ |B| ≥ |G|+ t.
Then rA,B(x) ≥ t.
Let H be a subgroup. A partition A =
⋃
i∈I
Ai, where Ai is the nonempty intersection of some
H–coset with A will be called a H–decomposition of A.
2.2 The strong isoperimetric property
Let V be a set and let E ⊂ V ×V . The relation Γ = (V,E) will be called a graph. An element
of V will be called a point or a vertex. The graph Γ is said to be reflexive if (x, x) ∈ E, for all
x. We shall write
∂(X) = Γ(X) \X.
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A path of Γ from x1 to xk is a sequence µ = [x1, · · · , xk] of pairwise distinct points (where
k ≥ 1) such that (xi, xi+1) ∈ E, for all 1 ≤ i ≤ k − 1. The set of points of µ is by definition
P (µ) = {x1, · · · , xk}. Our paths are called elementary paths in some Graph Theory books.
A family µ1, · · · , µk of paths from x to y will be called openly disjoint if P (µi)∩P (µj) = {x, y}
for all i, j with i 6= j.
Let Γ = (V,E) be a locally finite graph with |V | ≥ 1. The 1–connectivity of Γ is defined as
κ1(Γ) = min{|∂(X)| : ∞ > |X| ≥ 1 and |X ∪ Γ(X)| ≤ |V | − 1}, (1)
where min ∅ = |V | − 1.
Let G be a group, written additively, and let S be a subset of G. The graph (G,E), where
E = {(x, y) : −x+ y ∈ S} is called a Cayley graph. It will be denoted by Cay(G,S).
Let Γ = Cay(G,S) and let F ⊂ G. Clearly Γ(F ) = F + S.
A general formalism, including the most recent terminology of the isoperimetric method, may
be found in a the recent paper [14].
Let x, y be elements of V . We shall say that y is (k− 1)–nonseparable to x in Γ if |∂(A)| ≥ k,
for every subset A with x ∈ A and y /∈ Γ(A).
We shall formulate Menger’s Theorem (the general form of this result is due to Dirac) which
is a basic fact from Graph Theory. It has applications in Additive number Theory [19, 20].
Theorem 4 ( Dirac-Menger)[19, 20]
Let Γ = (V,E) be a finite reflexive graph Let k be a nonnegative integer. Let x, y ∈ V such
that y is (k− 1)–nonseparable from x, and (x, y) /∈ E. Then there are k openly disjoint paths
from x to y.
One may formulate Menger’s Theorem for non reflexive graphs. Such a formulation is slightly
more complicated and follows easily from the reflexive case. We shall give an isoperimetric
short proof of this result in the appendix.
We need the following consequence of Menger’s Theorem:
Proposition 5 Let Γ be a locally finite reflexive graph and let k be a nonnegative integer
with k ≤ κ1. Let X a finite subset of V such that min(|V | − |X|, |X|) ≥ k. There are pairwise
distinct elements x1, x2, · · · , xk ∈ X and pairwise distinct elements y1, y2, · · · , yk /∈ X such
that
• (x1, y1), · · · , (xk, yk) ∈ E,
• |X ∪ {y1, · · · , yk}| = |X|+ k,
Proof. By the definition of κ1, we have |∂(Y )| ≥ min(|V |−|Y |, κ1) ≥ k, for every Y ⊂ V . Let
Φ = (Γ(X), E′) be the restriction of Γ to Γ(X) (observe thatX ⊂ Γ(X)). Choose two elements
a, b /∈ V. Let Ψ be the reflexive graph obtained by connecting a to X ∪{a} and ∂(X)∪{b} to
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b. We shall show that b is (k− 1)–nonseparable from a in Ψ. Take a ∈ T such that b /∈ Ψ(T ).
Then clearly T ⊂ X ∪ {a}. Assume first T = {a}. Then |Ψ(T )| − |T | = |X ∪ {a}| − 1 ≥ k.
Assume now T ∩X 6= ∅. We have Ψ(T ) = X ∪ {a} ∪ Γ(T ∩X). Therefore
|Ψ(T )| ≥ 1 + |X|+ |Γ(T ∩X) \X| ≥ 1 + |X| + (|T ∩X|+ k − |X|) > k.
By Menger’s Theorem there are P1, · · · , Pk openly disjoint paths from a to b. Choose xi as
the last point of the path Pi belonging to X and let yi the successor of xi on the path Pi.
This choice satisfies the requirements of the proposition.
We call the property given in Proposition 5 the strong isoperimetric property.
3 Isoperimetric preliminaries
The isoperimetric method is usually developed in the context of graphs. We need in the
present work only the special case of Cayley graphs on abelian groups that we shall identify
with group subsets.
Throughout all this section, S denotes a finite generating subset of an abelian group G, with
0 ∈ S.
For a subset X, we put ∂S(X) = (X + S) \X and X
S = G \ (X + S).
Lemma 6 [1, 14]Let X be a subset of G. Then (XS)−S + S = X + S.
The last lemma is proved in Balandraud [1] and generalized in [14].
The 1–connectivity of S is defined as κ1(S) = κ1(Cay(G,S)). By the definitions we have
κ1(S) = min{|∂(X)| : ∞ > |X| ≥ 1 and |X + S| ≤ |G| − 1}, (2)
where min ∅ = |G| − 1.
A finite subset X of G such that |X| ≥ 1, |G \ (X + S)| ≥ 1 and |∂(X)| = κ1(S) is called a
1–fragment of S. A 1–fragment with minimum cardinality is called a 1–atom. The cardinality
of a 1–atom of S will be denoted by α1(S).
If S = G, a 1–fragment (resp. 1–atom) is just a set with cardinality 1.
These notions, are particular cases some concepts in [7, 10, 11, 13, 14]. The reader may find
all basic facts from the isoperimetric method in the recent paper [14].
Notice that κ1(S) is the maximal integer j such that for every finite nonempty subset X ⊂ G
|X + S| ≥ min
(
|G|, |X| + j
)
. (3)
Formulae (3) is an immediate consequence of the definitions. We shall call (3) the isoperi-
metric inequality. The reader may use the conclusion of this lemma as a definition of κ1(S).
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Since |∂({0})| ≤ κ1, we have:
κ1(S) ≤ |S| − 1. (4)
The basic intersection theorem is the following:
Theorem 7 [11, 14]
Let S be a generating subset of an abelian group G with 0 ∈ S. Let A be a 1–atom and let
F be a 1-fragment such that |A ∩ F | ≥ 1. Then A ⊂ F. In particular distinct 1-atoms are
disjoint.
The structure of 1–atoms is the following:
Proposition 8 [9, 8, 12]
Let S be a generating subset of an abelian group G with 0 ∈ S. Let H be a 1–atom of S with
0 ∈ H. Then H is a subgroup. Moreover
κ1(S) ≥
|S|
2
, (5)
Proof. Take x ∈ H. Since x ∈ (H+x)∩H and since H+x is a 1–atom, we have H+x = H
by Theorem 7. Therefore H is a subgroup. Since S generates G, we have |H + S| ≥ 2|H|,
and hence κ1(S) = |H + S| − |H| ≥
|S+H|
2 ≥
|S|
2 .
Let us formulate two corollaries:
Corollary 9 [9, 8, 12] Let S be a nonempty subset of an abelian group G. Let Q be the
subgroup generated by S − S. Let T be a subset of G such that T +Q 6= T . Then
|T + S| ≥ |T |+
|S|
2
, (6)
Proof. Take an element a of S and put X = S − a. Since X −X = S − S, X generates Q.
Take a Q–decomposition T =
⋃
i∈J
Ti. Since T +Q 6= T , there is a j with Tj + S 6= Tj. Take
b ∈ Tj , we have using by (5):
|T + S| =
∑
i 6=j
|Ti + S|+ |Tj + S| = |T | − |Tj|+ |Tj − bj + S − a|
= |T | − |Tj |+ (|Tj |+
|S|
2
) = |T |+
|S|
2
.
Corollary 10 Let S and T be nonempty subsets of an abelian group G such that |T + S| ≤
|T |+ |S| −m and 0 ∈ S, for some m ≥ 0.
Then there are a ∈ G and T ′ ⊂ a + 〈S〉, such that (T \ T ′) + 〈S〉 = T \ T ′ and |T ′ + S| ≤
|T ′|+ |S| −m.
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Proof. Decompose T =
⋃
i∈U Ti modulo 〈S〉. By (5), κ1(S) ≥
|S|
2 . Put V = {i ∈ U :
|Ti + S| < |〈S〉|}. By (3) we have
|T + S| ≥
∑
i/∈V
|Ti + S|+
∑
i∈V
|Ti + S|
≥ (|U | − |V |)|〈S〉| +
∑
i∈V
|Ti|+ |V |
|S|
2
≥ |T |+ |V |
|S|
2
.
It follows that |V | ≤ 1. The result holds clearly if V = ∅, since T + S = T + S + 〈S〉 in this
case. Suppose that V = {ω}. We have clearly |Tω + S| ≤ |Tω|+ |S| −m.
3.1 Fragments in quotient groups
We need the following lemma:
Lemma 11 Let S be a finite generating subset of an abelian group G with 0 ∈ S. Let H be
a subgroup which is a 1–fragment and let φ : G 7→ G/H be the canonical morphism. Then
κ1(φ(S)) = |φ(S)| − 1. (7)
Proof.
Put |φ(S)| = u+1. Since |G| > |H+S|, we have φ(S) 6= G/H, and hence φ(S) is 1–separable.
Let X ⊂ G/H, be such that X+φ(S) 6= G/H. Clearly φ−1(X)+S 6= G. Then |φ−1(X)+S| ≥
|φ−1(X)|+ κ1(S) = |φ
−1(X)|+ u|H|.
It follows that |X + φ(S)||H| ≥ |X||H|+ u|H|. Hence κ1(φ(S)) ≥ u = |φ(S)| − 1.
4 An isoperimetric proof of Kneser’s Theorem
Proof of Theorem 1:
Without loss of generality we may assume that 0 ∈ S and |S| ≤ |T |. The proof is by induction
on |S|+ |T |, the result being obvious for |S|+ |T | small.
Claim 1 If T 6⊂ 〈S〉, then the result holds.
Proof. By Corollary 10, there are a ∈ G and T ′ ⊂ a+ 〈S〉, such that (T \T ′)+ 〈S〉 = T \T ′.
and |T ′ + S| ≤ |T ′|+ |S| − 2. Without loss of generality we may assume that 0 ∈ T ′. By the
induction hypothesis there is a non zero subgroup N of 〈S〉, such that T ′ + S +N = T ′ + S.
It follows that T + S +N = T + S.
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By Claim 1, we may assume without loss of generality that
G = 〈S〉.
Assume first |G|− |T +S| = |T S | < |T |. Then G is finite. By the definition (T S−S)∩T = ∅.
Therefore |T S − S| ≤ |G| − |T | = |G| − |S + T | + |S + T | − |T | ≤ |T S | + |S| − 2. Since
|T S |+ |S| < |T |+ |S|, we have by the induction hypothesis, T S − S = T S − S +N , for some
non zero subgroup N . Then (G \ (T S − S)) = T S
−S
is N–periodic, and hence by Lemma 6
T + S = T S
−S
+ S is N–periodic. So we may assume
|S| ≤ |T | ≤ |T S |. (8)
We prove first the bound
|S + T | ≤
2|G| − 2
3
. (9)
By the assumption |T S | = |G| − |T + S| ≥ |T | ≥ |S|, we have
3|S + T | ≤ 2|S + T |+ |S|+ |T | − 2
≤ |G| − |S|+ |G| − |T |+ |S|+ |T | − 2 = 2|G| − 2,
which proves (9).
LetH be a 1-atom S and let φ : G 7→ G/H denotes the canonical morphism. Put |φ(S)| = u+1
and |φ(T )| = t+ 1.
Take a H–decomposition S =
⋃
0≤i≤u
Si such that |S0| ≥ · · · ≥ |Su|. By the definition of a
1-atom we have u|H| = |H + S| − |H| = κ1 ≤ |S| − 2. It follows that for all u ≥ j ≥ 0
|Su−j|+ · · ·+ |Su| ≥ j|H|+ 2 (10)
It follows that |S0| ≥
|H|+2
2 . In particular S0 generates H.
We shall use this fact in the application of the isoperimetric inequality.
Take a H–decomposition T =
⋃
0≤i≤t
Ti.
By (7), κ1(φ(S)) = |φ(S)| − 1 = u. Put ℓ = min(q − t− 1, u).
By Proposition 5 applied to φ(S) and φ(T ), there is a subset J ⊂ [0, t] with cardinality ℓ
and a family {mi; i ∈ J} of integers in [1, u] such that T + S contains the H–decomposition
(
⋃
0≤i≤t
Ti + S0) ∪ (
⋃
i∈J
Ti + Smi) ∪R,
where R = (S + T ) \ ((
⋃
i∈J Ti + Smi +H) ∪ (
⋃
0≤i≤t Ti +H)).
We shall choose such a J in order to maximize |J ∩P |.We shall write Ei = (S+T )∩(Ti+H),
for every i ∈ [0, t]. Also we write Emi = (S + T ) ∩ (Ti + Smi +H), for every i ∈ J .
7
We put also W = {i ∈ [0, t] : |Ei| < |H|}, and P = [0, t] \W. We write also q =
|G|
|H| .
Since |T | ≥ |S| we have |T +H| ≥ |S| > κ1(S) = u|H|. It follows that t+1 = |φ(T )| ≥ u+1.
Then t+ 1− |J | > 0. In particular I 6= ∅, where I = [0, t] \ J.
Let X be a subset of I and let Y be a subset of J . We have
|S + T | − |R| ≥
∑
i∈X∪Y
|Ei|+
∑
i∈I\X∪J\Y
|Ti + S0|+
∑
i∈J\Y
|Ti + Smi|+
∑
i∈Y
|Emi|
≥
∑
i∈X∪Y
|Ei|+
∑
i∈I\X∪J\Y
|Ti|+ (u− |Y |)|S0|+
∑
i∈Y
|Emi| (11)
≥
∑
i∈X∪Y
|Ei|+
∑
i∈I\X∪J\Y
|Ti|+ (u− |Y |)|S0|+ |Y ||Su| (12)
Put F = {i ∈ I ∩ P : (Ti + S) ∩ (
⋃
i∈W Ti +H) 6= ∅}.
We shall use the following obvious facts: For all i ∈ W , we have by (5), |Ei| ≥ |Ti + S0| ≥
|Ti|+ κ1(S0) ≥ |Ti|+
|S0|
2 . For every i ∈ F , Ti + Sri ⊂ Tj +H for some 1 ≤ ri ≤ u and some
j ∈W. Hence we have |Ti|+ |Su| ≤ |Ti|+ |Sri| ≤ |H| = |Ei|, by Lemma 3.
Let U be a subset of W ∩ J . Put X = I and Y = U . By (12), we have
|S + T | − |R| ≥
∑
i∈U∪(W∩I)∪(P∩I)
|Ei|+
∑
i∈J\U
|Ti|+ (u− |U |)|S0|+ |U ||Su| (13)
≥
∑
i∈(P∩I)\F
|Ti|+
∑
i∈F
(|Ti|+ |Su|) +
∑
i∈(W∩I)∪U
(|Ti|+
|S0|
2
) + |J \ U ||S0|+ |U ||Su|
≥ |T |+ |J \ U ||S0|+ (|U |+ |F |)|Su|+ |(W ∩ I) ∪ U |
|S0|
2
. (14)
Claim 2 q ≥ |φ(S)| + |φ(T )| − 1, and hence ℓ = u.
Proof. The proof is by contradiction. Suppose that q < |φ(S)|+ |φ(T )| − 1.
Assume first u ≥ 2. By Lemma 3, the are two distinct values of the pair (s, t) such that
Ts+St ⊂ Emi, for every i ∈ J . In particular |Emi| ≥ |Su−1|, for every i ∈ J . Also |Ei| ≥ |S0|,
for every i ∈ [0, t].
Observe that 2t > t+ u ≥ q. We have using (10)
2|S0| ≥ |S0| + |Su−1| ≥
2
3(|Su| + |Su−1| + |Su−2) >
4|H|
3 . By (12), applied with X = I and
Y = J , we have
|S + T | ≥
∑
0≤i≤t
|S0|+
∑
i∈J
|Su−1| = (t+ 1)|S0|+ (q − t− 1)|Su−1|
= (2t+ 2− q)|S0|+ (q − t− 1)(|S0|+ |Su−1|)
> (2t+ 2− q)
2|H|
3
+
4|H|(q − t− 1)
3
=
2|G|
3
,
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contradicting (9).
Assume now u = 1.
From the inequality |T + S| ≤ |T |+ |S| − 2, we see that κ1(S) ≤ |S| − 2. Therefore we have
by (9), 2|G|3 > |T + S| ≥ |T |+ κ1(S) ≥ |S|+ |H| > 2|H|, and hence
q ≥ 4.
We have (t+ 1) + (u+ 1)− 1 < |φ(S + T )| ≤ q. Then t+ 1 = q. Hence ℓ = |J | = 0. We have
|W | ≥ 1, since otherwise G = T +H ⊂ S+T . We have |W | ≤ 3, by (14) applied with U = ∅.
Therefore |P | ≥ t+1− 3 ≥ 4− 3 = 1. There is clearly i ∈ P with Ti + S1 ⊂ Tj +H for some
j ∈ W, and hence |F | ≥ 1. By (14) applied with U = ∅, |T + S| ≥ |T | + |W | |S0|2 + |S1|, and
hence |W | ≤ 1. It follows that |S + T | ≥ |G| − |H| = |G| − |G|q ≥
3|G|
4 , contradicting (9).
We must have R = ∅, since otherwise by (14) applied with U = ∅, |S + T | − |R| ≥ |S + T | −
|Su||φ(R)| ≥ |T |+ u|S0|+ |Su| ≥ |T |+ |S|, a contradiction. In particular
|φ(S + T )| = |φ(S)|+ |φ(T )| − 1. (15)
Claim 3. J ∩ P 6= ∅.
Proof. Suppose the contrary and take k ∈ J ∩W . Put U = {k}. By (14),
|S|+ |T | > |S + T | ≥ |T |+ (u− 1)|S0|+ |Su|+ (|W ∩ I|+ 1)
|S0|
2
.
It follows that I ⊂ P . Since S generates G, we have |
⋃
i∈I Ti +H + S| > |
⋃
i∈I Ti +H|.
We must have (
⋃
i∈I Ti+H+S)∩(
⋃
i∈J Emi+H) = ∅, since otherwise by replacing a suitable
element of J with some p ∈ I, we may increase strictly |J ∩ P |, observing that I ⊂ P .
By (15), there are i ∈ I, j ∈ J and p ∈ [1, u] such that Ti + Sp is congruent Tj + Smj . It
follows that F 6= ∅.
By (14) applied with U = ∅,
|S + T | ≥ |T |+ u|S0|+ |Su| ≥ |T |+ |S|,
a contradiction proving the claim.
Take r ∈ J with |Er| = |H|. Such an r exists by Claim 3.
Claim 4 Ti +H + Sj = Ti + Sj , for all 0 ≤ j ≤ u− 1.
Proof. By Lemma 3, it would be enough to show the following:
|Tk|+ |Su−1| > |H|, (16)
for every k ∈ [0, t]. Suppose the contrary.
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Notice that |Emr| ≥ max(|Tr|, |Su|) and that |Ek| ≥ |S0|. Also |Tk|+ |Su−1| ≤ |H| = |Emr| by
our hypothesis. We shall use these inequalities and (11) withX = {k, r}∩I and Y = {k, r}∩J .
By (11) we have for for k 6= r,
|S + T | ≥ |T | − |Tk| − |Tr|+ (u− |X|)|S0|+ |Tk|+ |Su−1|+ |S0|+ |Tr|+ |Y ||Su|
≥ |T |+ (u− 1)|S0|+ |Su−1|+ |Su| ≥ |T |+ |S|,
leading a contradiction. If k = r the contradiction comes more easily.
Put D = {i ∈ J : Ti+Smi+H 6⊂ S+T} and C = (T+H)∪
⋃
i∈J\D
(Ti+Smi+H)∪
⋃
i∈D
(Ti+Su).
We shall show that
T + S = C. (17)
By (15), we have |φ(C)| = t + 1 + u = |φ(S + T )|. By the definition of D and by Claim 4,
C \ (
⋃
i∈D
(Ti+Su)) is H–periodic subset of S + T . It remains to show that the traces of S +T
and C coincide on the cosets represented by elements in
⋃
i∈D
(Ti + Su). Take i ∈ D. It follows
by Claim 4 that mi = u. We can not have Tl + Sj ≡ Ti + Su, mod H for some j 6= u, since
otherwise by Claim 4 Tl +H + Sj = Tl + Sj , and i /∈ D, a contradiction. The proof of (17) is
compete.
Let Q = 〈Su − Su〉. By (10) we have |Q| ≥ |Su| ≥ 2. Put D
′ = {i ∈ D : Ti + Smi + Q 6=
Ti + Smi}. By (6) we have, |Ti + Su| ≥ |Ti|+
|Su|
2 .
By the definition of D′ and since Q ⊂ H, we have
have using (11), applied with X = ∅ and Y = D′
|S + T | ≥ |T | −
∑
i∈D′
|Ti|+
∑
i∈D′
|Emi|+ u|S0| ≥ |T |+ u|S0|+ |D
′|
|Su|
2
.
Clearly T + S + Q = T + S if D′ = ∅. Suppose D′ 6= ∅. We must have |D′| ≤ 1, since
otherwise |S + T | ≥ |T | + u|H| + |Su| ≥ |T | + |S|, a contradiction. Then |D
′| = 1. Put
D′ = {o}. Take xo ∈ To.We have |To − x0 + Su − au| = |To + Su| ≤ |To| + |Su| − 2 since
otherwise |S+T | ≥ |S|+ |T |− 1. By the induction hypothesis there is a nonzero subgroup N
of Q, with To − xo+ su− au +N = To− xo+ su− au. It follows that To+ Su+N = To+ Su.
We have clearly S + T +N = S + T .
5 Appendix : An isoperimetric proof of Menger’s Theorem
We present here an isoperimetric proof of Menger’s Theorem. Let E ⊂ V × V and let
Γ = (V,E) be a reflexive graph. For a subset X of V , we put Xuprise = V \ Γ(X). Let x, y be
elements of V . The graph Γ will be called (x, y)–k–critical if y is (k − 1)–nonseparable from
x in Γ, and if this property is destroyed by the deletion of every arc (u, v) with u 6= v.
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A subset A with x ∈ A and y /∈ Γ(A) and |∂(A)| = k will be called a k–part with respect to
(x, y; Γ).
The reference to (x, y) will be omitted.
Lemma 12 Assume that Γ = (V,E) is k–critical and let (u, v) ∈ E be an arc with u 6= v.
Then Γ has k–part F with u ∈ F and v ∈ ∂(F ).
Proof.
Consider the graph Ψ = (V,E \ {(u, v)}). There is an F with x ∈ F and y /∈ Ψ(F ) such that
|∂Ψ(F )| < k. This forces that u ∈ F and that vin∂(F ), since otherwise ∂Ψ(F ) = ∂Γ(F ).
Since ∂Ψ(F ) ∪ {v} ⊃ ∂Γ(F ), we have |∂Γ(F )| ≤ k. We must have |∂Γ(F )| = k, since y is
(k − 1)–nonseparable from x in Γ. This shows that F is a k-part.
Lemma 13 Let F be a k–part with respect to (x, y; Γ). Then Fuprise is a k–part a with respect
to (y, x; Γ−1). Moreover ∂−(X
uprise) = ∂(X).
In particular x is (k− 1)–nonseparable from y in Γ−1, if y is (k− 1)–nonseparable from x in
Γ.
Proof.
We have clearly ∂−(X
uprise) ⊂ ∂(X). Put C = ∂(X) \ ∂−(X
uprise).
Since y /∈ Γ(X ∪ C), we have k ≤ |∂(X ∪ C)| ≤ |∂−(X
uprise)| ≤ |∂(X)| = k.
The above lemma is a local version of the isoperimetric duality.
Lemma 14 Assume that Γ = (V,E) is k–critical and that Γ(x) ∩ Γ−1(y) = ∅. There is a
k–part F of Γ such that min(|F |, |Fuprise|) ≥ 2.
Proof.
Take a path [x, a, b, · · · , c, y] of minimal length from x to y. By Lemma 12, there is a k-part F ,
with a ∈ F and b ∈ ∂(F ). We have {x, a} ⊂ F . We have |Fuprise| ≥ 2 since otherwise Fuprise = {y}.
Hence by Lemma 13, b ∈ ∂(F ) = ∂−({y}). Therefore b ∈ Γ(x) ∩ Γ−1(y), a contradiction.
Let x be an element of V and let T = {y1, · · · , yk} be a subset of V \{v}. A family of k–openly
disjoint paths P1, · · · , Pk, where Pi is a path from x to yi will be called an (x, T )–fan.
Proof of Theorem 4:
The proof is by induction, the result being obvious for |V | small. Assume first that there
z ∈ Γ(x)∩Γ−1(y). Consider the restriction Ψ of Γ to V \{z}. Clearly y is (k−2)–nonseparable
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from x in Ψ. By the induction hypothesis there are (k − 1)–openly disjoint paths from x to
y in Ψ. We adjoin the path [x, z, y] to these paths and we are done. So we may assume that
Γ(x) ∩ Γ−1(y) = ∅.
By Lemma 14 there is a part F with min(|F |, |Fuprise|) ≥ 2. Consider the reflexive graph Θ =
(V ′, E′) obtained by contracting Fuprise to a single vertex y0. We have V
′ = (V \ Fuprise) ∪ {y0}.
Since |V ′| < |V |, by the induction hypothesis there are k openly disjoint paths form x yo
y0. By deleting y0 we obtain an (x, ∂(F ))–fan. Similarly by contracting F and applying
induction, we form a (∂(F ), y)–fan.
By composing these two fans, we form k openly disjoint paths from x to y.
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