ABSTRACT
INTRODUCTION
H.264/AVC is an industry standard for compressing video. The H.264/AVC offers better compression efficiency and greater flexibility in compressing, transmitting and storing video. Compared with standards such as MPEG-2 and MPEG-4 visual, H.264/AVC can deliver better image quality at the same compressed bit rate (or) deliver the same image quality at a lower bit rate. H.264 is widely used for video applications, for example in HDTV, but also in mobile video and internet application. It is a standard developed by the ITU-T video coding Experts Group (VCEG) together with ISO. Hardware H.264 encoder can be an ASIC or FPGA which is a general programmable chip [1, 2, and 7 ].
An encoder converts video into a compressed format and a decoder converts compressed video back into an uncompressed format. H.264 video encoder carries out prediction, transform and encoding processes to produce a compressed H.264 bit stream. An H.264 Video Decoder carries out the complementary process of decoding, inverse transform and reconstruction to produce a video sequence. H.264/AVC standard allows for seven modes with variable block sizes.16x16 pixel macroblock can be divided in smaller blocks to yield better compression efficiency. The increasing video resolutions and the increasing demand for real-time encoding require the use of faster processors. However, power consumption should be kept to a minimum.
Motion Estimation
Motion Estimation is a part of 'inter coding' technique. Inter coding refers to a mechanism of finding 'co-relation' between two frames (still images), which are not far away from each other as far as the order of occurrence is concerned, one called the reference frame and the other called current frame, and then encoding the information which is a function of this 'co-relation' instead of the frame itself [4] . Motion Estimation is the basis of inter coding, which exploits temporal redundancy between the video frames, to scope massive visual information compression as shown in Fig 1. Motion estimation is part of prediction step. The vector between the position of the macroblock in the current frame and position of best matching block in the previous frame is called Motion Vector.
Motion estimation is the processes of determining motion vectors that describe the transformation from one 2D image to another usually from adjacent frames in a video sequence. The Motion vectors may be represented by a translational model or many other models that can approximate the motion of a real video camera such as rotation and translation in all three dimensions and zoom. 
Target platforms
The software required is MATLAB 7.0 Version. MATLAB is a high level technical computing language and interactive environment for algorithm development, data visualization, data analysis and numeric computation. Using the MATLAB product, you can solve technical computing problems faster than with traditional programming languages such as C, C++ and FORTRAN. One special characteristics of MATLAB 7.0 is that, it has direct link to the FPGA through Xilinx blockset in Xilinx 10.1, through system generator by creating JTAG.
The hardware required is FPGA target platform SPARTAN 3e with Xilinx 10.1. The Spartan-3E family of Field-Programmable Gate Arrays (FPGAs) is specifically designed to meet the needs of high volume, cost-sensitive consume electronic applications. Because of their exceptionally low cost, Spartan-3E FPGAs are ideally suited to a wide range of consumer electronics applications, including broadband access, home networking, display/projection, and digital television equipment. The Spartan-3E family is a superior alternative to mask programmed ASICs. Xilinx System Generator is a MATLAB Simulink blockset that facilitates the design and targeting of Xilinx FPGAs. Within MATLAB, designers can both target a Xilinx FPGA hardware platform and verify the hardware output, making it easier for an algorithm developer to make the leap into hardware and a firmware developer to better grasp the algorithm.
The rest of this paper is organized as follows: Section 2 gives a brief overview of the related work. The section 3 gives the Motion Estimation algorithm. Scanning methods are discussed in section 4. Co-design and Co-Simulation approaches are focussed on section 5. Implemented Results are discussed in Section 6. Section 7 gives the Conclusion and final Suggestions for future work.
RELATED WORK
Complex data flow control are major challenges in high definition integer motion estimation hardware implementation [6] . The proposed multi-resolution motion estimation algorithm reached a good balance between complexity and performance with rate distortion optimized variable block size motion estimation support [20, 22] . Performance and complexity jointly optimized integer motion estimation (IME) engine which is the biggest challenge in HD video encoder architecture. System throughput burden, memory bandwidth, and hardware cost are huge challenges in HD FSBM based ME architecture due to the large search window size requirement [15] . In modern video coding standards, for example H.264, fractional-pixel motion estimation (ME) is implemented. Many fast integer-pixel ME algorithms have been developed to reduce the computational complexity of integer-pixel ME [16] . A parallel motion estimation algorithm based on stream processing is discussed in [19] . Many approaches are explored to enable high data reuse efficiency and computation parallelism for GPUs or other programmable processors. In [5] , a novel prediction method is introduced which is based on multiple search centers, which can efficiently improve the prediction accuracy. In a typical video coding system, the computational complexity of ME is approximately 50% to 90% of the total. Fast algorithms based on statistical learning to reduce the computational cost involved in three main components in H.264 encoder, i.e., intermode decision, multi-reference motion estimation (ME), and intra-mode prediction [7] . Since the execution speed is a major challenge for real time applications, several methods have been proposed for fast intermode decision in H.264 recently [9] . In contrast to intra prediction, the partition of a MB into several smaller-size blocks for better ME is called intermode decision. In [1, 8] , not only the rate distortion performance is considered but also its implementation complexity using an efficient hardware/software Co-design.
Mode decision is a process such that for each block-size, bit-rate and distortion are calculated by actually encoding and decoding the video. Therefore, the encoder can achieve the best Rate Distortion (RD) performance, at the expense of calculation complexity. Intraprediction use previously decoded, spatially-local macroblocks to predict the next macroblock and it works well for low-detail images [1, 22] . The combination of using only one reference frame, 16×16 block size, the de-blocking filter, and turning off the RDO option, achieves the best balance between computation complexity and picture quality [22] . The tests mainly aimed at finding how ratedistortion optimization and different block size partitions affect the compression performance of the transcoded videos. H.264/AVC employs rate distortion optimization (RDO) technique to determine the optimal mode from a set of coding modes with different block sizes. On the contrary, selecting a smaller block size usually results in a smaller residual [14] . If RDO calculation is performed on each possible coding mode, its extremely high computational complexity makes it a bottleneck for a real-time implementation of H.264/AVC encoder
MOTION ESTIMATION ALGORITHMS
The method for finding motion vectors can be categorized into pixel based methods (DIRECT) and feature based method (INDIRECT). Evaluation metrics for direct methods are Sum of Absolute Differences (SAD), sum of squared difference (SSD) and sum of absolute transformed difference (SATD) [1] . Variable Block Size (VBS) ME allows different MVs for different subblocks and can achieve better matching for all sub-blocks and higher coding efficiency than Fixed Block Size ME (FBSME). VBSME has good RD performance compared with FBSME, but it has huge computational requirement and irregular memory access making it hard for efficient hardware implementation. In [22] 
SCANNING METHODS
Different scanning methods and search patterns are discussed in this section. 3SS yields better speedup when compared to FS, DS ME algorithms, by taking a Leon3 uniprocessor video encoding system as the reference platform. The quality of fast ME algorithms have the following relations: DS~CDS~4SS~HEXBS.
In Raster Scan, the search locations in the first row are scanned from left to right, followed by the second row from left to right, and so on. Raster Scan as shown in fig 3(a) is effective in reusing data horizontally with relatively high data re-use ratio but with redundant loading. The encoding consists of two phases: Zigzag scanning is shown in fig 3(b) , to convert the 2D image matrix into a 1−D vector and share generation. The decoding also consists of two phases: secret image recovery and Inverse zigzag scanning to convert 1−D vector to 2D image matrix.
The data re-usability is improved slightly in some architecture by another scanning order called Snake Scan as shown in Fig. 3(c) . Snake Scan processes the first row from left to right, then the second row from right to left, and then the third row from left to right, and so on. A novel scanning order called Smart Snake (SS) is proposed in [5] , which can achieve variable data re-use ratios and minimum redundant data loading. Search window is divided into an array of nonoverlapping rectangular sub-regions that span the search window as shown in Fig. 3(d) . In each rectangular sub-region, Snake Scan is performed to achieve significantly higher data re-use. After one sub-region is searched, it will move into an adjacent region and Snake Scan will be applied again. In different sub-regions, Snake Scan may be performed from top to bottom (L1), or from bottom to top (L2). It may start from left and end at right (L1, L2, L3), or start from right and end at left (L4, L5, L6). It may be horizontal (L1, L2) or vertical (L3, L4). 
CO-DESIGN AND CO-SIMULATION APPROACHES
The emphasizes of Co-Design is on the area of system specification, hardware software partitioning, architectural design, and the iteration in between the software and hardware as the design proceeds to next stage. The hardware and software co design makes it possible. A Multi Core H.264 video encoder is proposed in [13, 19] , by applying a novel hardware software codesign methodology which is suitable for implementing complexity video coding embedded systems. The hardware and the software components of the system are designed together to obtain the intended Performance levels. At the hardware level, the designer must select the system CPU, hardware accelerators, peripheral devices, memory and the corresponding interconnection structure. One method is to represent all systems in HDL. The second method is to use a simulator that supports all different HDLs used. The third method is to use different simulators for each system and verify the integrated system using co-simulation. Co-simulation is useful in HW/SW co-design. Co-simulation can be done by either connecting two simulators known as direct coupling or by the use of a co-simulation backplane. The co-simulation allows for designing in much short iteration while verifying functional behaviour.
IMPLEMENTED RESULTS
An important coding tool of H.264 is the variable block size matching algorithm for the ME (Motion Estimation).The motion estimator has two inputs: a macroblock from the current frame and a search area from the previous frame. The residual of current and reference frame is simulated using Xilinx blockset. The hardware/software co-simulation is implemented using The interface between hardware and software environment is done using System Generator.
Hardware utilization of motion estimation is shown in Fig 5. The current and reference frame are estimated by evaluation metrics of direct method Motion Estimation Algorithm using Sum of Absolute Differences. The Simulated result and the implemented hardware/software cosimulation are shown in fig 6. The peak signal-to-noise ratio (PSNR) between two images is 45.57dB which is used as a quality measurement. 
CONCLUSION AND FUTURE WORK
Motion estimation in H.264 encoder is simulated using MATLAB with Zigzag Scanning method. The ideal hardware / software tool produces automatically a set of high quality partitions in short, predictable computation time allowing the designer to interact. Hardware software co-simulation is implemented in Xilinx Spartan 3E kit using system generator as interface.
Development of encoder is still a challenging issue, particularly for real time applications. For improving speed up factors, power consumption and rate distortion of motion estimation algorithm, HW/SW partitioning techniques can be done. The software part of H.264 encoder can be compiled by LABVIEW and executed in LABVIEW embedded module of ARM processor to increase the speed of the execution time. The most intensive part of H.264 encoder is considered as hardware, for which we need to improve the performance and reduce the power consumption. At the same time, the design can be extended to produce the better compressed image quality at lower bit rate.
