We study two dynamical properties of linear D-dimensional cellular automata over Zm namely, denseness of periodic points and topological mixing. For what concerns denseness of periodic points, we complete the work initiated in (Theoret.
Introduction
Cellular Automata (CA) are dynamical systems consisting of a regular lattice of variables which can take a ÿnite number of discrete values. The global state of the CA, speciÿed by the values of all the variables at a given time, evolves according to a global transition map F based on a local rule f which acts on the value of each single variable in synchronous discrete time steps. A CA can be viewed as a Discrete Time Dynamical System (DTDS) (X; F) where F: X → X is the CA global transition map deÿned over the conÿguration space X . CA have been widely studied in a number of disciplines (e.g., computer science, physics, mathematics, biology, chemistry) with di erent purposes (e.g., simulation of natural phenomena, pseudo-random number generation, image processing, analysis of universal model of computation, cryptography). For an introduction to the CA theory see [12] . CA can display a rich and complex temporal evolution whose exact determination is in general very hard, if not impossible. In particular, some properties of the temporal evolution of general CA are undecidable [7, 8, 14] . Despite their simplicity that makes it possible a detailed algebraic analysis, linear CA over Z m (CA based on a linear local rule) exhibit many of the complex features of general CA. For a complete and up-to-date reference on applications of linear CA see [6] .
Several important dynamical properties of linear CA, e.g., ergodicity, transitivity, sensitivity to initial conditions, and expansivity, have been studied during the last few years and in many cases exact characterizations have been obtained (see for example [13, 19, 4, 15, 17, 5] ). In [16] the authors investigate and completely characterize the structure of attractors for D-dimensional linear CA over Z m , while in [9] the authors give a closed formula for computing their Lyapunov exponents and their topological entropy.
In this paper we study two important dynamical properties of CA: denseness of periodic points and topological mixing. We ÿrst investigate the structure of the set of periodic points of linear CA. In particular we focus our attention on a problem addressed in [5] where the authors prove that for one-dimensional linear CA surjectivity is equivalent to have dense periodic points over the entire space of conÿgurations leaving open the problem of characterizing this last property in the D-dimensional case. Then, we completely characterize topological mixing for linear CA in terms of the coe cients of their local rule.
The main contribution of this paper can be summarized as follows.
• We prove (Theorem 4.6) that for linear D-dimensional CA over Z m (D ¿ 1; m ¿ 2) surjectivity is equivalent to have dense periodic points (implicitly characterizing this last property).
• For non-surjective linear D-dimensional CA over Z m we explicitly characterize (Corollary 5.2) the largest subspace where periodic points are dense taking advantage of the results obtained in [16] on the attractors of linear CA over Z m .
• We prove (Theorem 6.2) that for linear D-dimensional CA over Z m transitivity is equivalent to topological mixing (implicitly characterizing this last property).
• We completely characterize (Corollary 7.2) the class of chaotic linear D-dimensional CA over Z m (D ¿ 1; m ¿ 2) according to one of the most popular deÿnition of chaos, given by Devaney in [10] .
The rest of this paper is organized as follows. In Section 2 we give basic deÿnitions and notations. In Section 3 we prove some technical lemmas which will be useful for proving our main results. In Section 4 we prove that for linear CA surjectivity is equivalent to denseness of periodic points. In Section 5 we characterize the subspace where non-surjective linear CA have dense periodic points. In Section 6 we characterize topologically mixing linear CA. In Section 7 we provide an easy-to-check property on the coe cients of the local rule of linear CA which is equivalent to Devaney's deÿnition of chaos. In Section 8 we state some open problems. 
Basic deÿnitions

Cellular automata
where c ∈ C D m ;ṽ ∈ Z D . In other words, the content of cellṽ ∈ Z D in the conÿguration F(c) is a function of the content of cellsṽ +ũ 1 ; : : : ;ṽ +ũ s in the conÿguration c. Note that the local rule f and the neighborhood frame completely determine F.
In order to study the topological properties of D-dimensional CA, we introduce a distance over the space of the conÿgurations. Let :
where, as usual, ṽ ∞ denotes the maximum of the absolute value of the components ofṽ. It is easy to verify that d is a metric on C D m and that the metric topology induced by d coincides with the product topology induced by the discrete topology of Z m . With this topology, C D m is a compact and totally disconnected space and F is a (uniformly) continuous map.
Throughout the paper, F(c) will denote the result of the application of the map F to the conÿguration c, and c(ṽ) will denote the value taken by c inṽ. For n¿0, we recursively deÿne F n (c) by F n (c) = F(F n−1 (c)), where F 0 (c) = c. Let (C D m ; F) be a CA based on the local rule f. For any integer n¿0 the mapping F n is the global transition mapping of a CA whose local rule will be denoted by f (n) .
Linear CA over Z m
In order to consider the special case of linear CA, the set Z m is endowed with the usual sum and product operations that make it a commutative ring. In what follows we denote by [x] m the integer x taken modulo m. Linear CA have a local rule of the form f(x 1 ; : : : ; x s ) = [ 
where c ∈ C
Topological properties of discrete time dynamical systems
In this section we recall the deÿnitions of some topological properties which may contribute to determine the qualitative behavior of any general discrete time dynamical systems. Here, we assume that the space of conÿgurations X is equipped with a distance d and that the map F is continuous on X according to the topology induced by d. Deÿnition 2.1 (Transitivity). A dynamical system (X; F) is (topologically) transitive if and only if for all non empty open subsets U and V of X there exists a natural number n such that
Intuitively, a transitive map F has points which eventually move under iteration of F from one arbitrarily small neighborhood to any other. As a consequence, the dynamical system cannot be decomposed into two disjoint open sets which are invariant under the iterations of F.
Deÿnition 2.2 (Topological mixing)
. A dynamical system (X; F) is topologically mixing if and only if for all non empty open subsets U and V of X there exists a natural number n 0 such that for every n ¿ n 0 we have
It is obvious that topological mixing implies transitivity. A strongly transitive map F has points which eventually move under iteration of F from one arbitrarily small neighborhood to any other point.
Deÿnition 2.4 (Denseness of periodic points). Let
be the set of the periodic points of F. A dynamical system (X; F) has dense periodic orbits if and only if P(F) is a dense subset of X , i.e., for any x ∈ X and any ¿0, there exists a periodic point y ∈ P(F) such that d(x; y)¡ .
Denseness of periodic orbits is often referred to as the element of regularity a chaotic dynamical system must exhibit. The popular book by Devaney [10] isolates three components as being the essential features of chaos: transitivity, sensitivity to initial conditions and denseness of periodic orbits.
Properties of linear CA
A D-dimensional cylinder (ṽ 1 ; a 1 ); : : : ; (ṽ l ; a l ) , where We ÿrst recall a result proved in [15] which holds for strongly transitive linear CA and states that for every cylinder C ⊆ C 
. We say that two dynamical systems (X; F) and (X ; F ) are conjugated (resp., topologically conjugated) if there exists a bijective mapping (resp., a homeomorphism) : X → X such that (F(x)) = F ( (x)). If the mapping is continuous and surjective, then (X; F) is said to be topologically semi-conjugated to (X ; F ) and the system (X ; F ) is called factor of (X; F). 
and −1 are continuous, and
To prove property 1 we proceed as follows.
To prove that −1 ( (x)) = x we note that for every
Let us prove now 2. Firstly we show that is continuous. is continuous, we proceed as follows:
To prove property 3 we proceed as follows:
From the linearity of F we have
Analogously, we have
Lemma 3.2 will be useful to prove both Theorem 4.6 and Theorem 6.2 in the sequel. 
Note that shift-like CA are surjective by deÿnition and then from the characterization of surjective linear CA given in [13] (a CA F is surjective i gcd( 1 ; : : : ; s ; m) = 1) we conclude that and m are relatively prime. Since [ '(m) ] m = 1 (where ' is the Euler function), we also have that
and then F '(m) is a true shift CA if r¿0, the identity CA if r = 0. In view of the above considerations, the dynamical behavior of shift-like CA can be easily analyzed. In particular, shift-like CA with radius zero are equicontinuous and then not topologically transitive, while shift-like CA with radius greater than zero are topologically mixing and then transitive but not strongly transitive. Finally, all shiftlike CA have dense periodic points. For what concerns true shifts, it easy to show that they exhibit a stronger kind of sensitivity, called strong sensitive dependence to initial conditions as introduced in [2] . Proof. Since F is surjective then gcd(p k ; 1 ; : : : ; s ) = 1, so there exists at least one i such that gcd( i ; p) = 1. Since F is not strongly transitive then for every pair of coe cients we have that p divides at least one of them (see [15] ). As a consequence of the above considerations, the set I = {i | gcd( i ; p) = 1} contains exactly one element. The thesis follows from Lemma 3.3.
Periodic points for surjective linear CA
In this section we prove that for linear CA over Z m surjectivity implies denseness of periodic points. Since the converse implication was already proven to be true in [5] (for general CA), we conclude that surjectivity is equivalent to denseness of periodic points.
To this end we need the deÿnition of permutive map. A map f : A s → A is permutive in the variable x i if for any (a; a 1 ; : : : ; a i−1 ; a i+1 ; : : : ; a s ) belonging to A s there exists x ∈ A such that f(a 1 ; : : : ; a i−1 ; x; a i+1 ; : : : ; a s ) = a. In other words, f is permutive in the variable x i if we can force f to output an arbitrary element of A by acting on the variable i, independently of the values taken by all the other variables. We say that f is leftmost (rightmost) permutive if it is permutive in x 1 (x s ).
Lemma 4.1. Let F be a one-dimensional CA deÿned over A Z with local rule f, where A is a possibly inÿnite alphabet. Let u 1 ; : : : ; u s be the neighbor vectors associated with variables x 1 ; : : : ; x s of f. Assume that u 1 ¡0 and u s ¿0. Moreover, assume that f is permutive in the variable x 1 and x s . Then F has dense periodic points over A Z .
Proof. Thanks to the permutivity of f, with a light modiÿcation of Theorem 1 in [11] , it is possible to prove that the one-dimensional CA F is topologically transitive. Note that w is centered at the origin of the lattice, i.e., V 0 (0) = W 0 (0) = w 0 :
It is easy to show that the local rule f (n) associated to the CA whose global transition mapping is F n is also leftmost and rightmost permutive. Let us now prove that we are able to ÿnd a conÿguration
. Indeed let U (n) = {z 1 ; : : : ; z t } be the neighborhood frame of f (n) with z 1 ¡z 2 ¡· · ·¡z t , z 1 = nu 1 ¡0 and z t = nu s ¿0. Since the values F n (V 0 )(−k); : : : ; F n (V 0 )(k) depend only on V 0 (−k +z 1 ); : : : ; V 0 (k +z t ) we set V 1 (j) = V 0 (j) for j = −k +z 1 ; : : : ; k +z t being sure that V 1 (j) = V 0 (j) for |j|6k + 1, and thus that
Thus it is su cient to set V 1 (−k − 1 + z 1 ) = x. Analogously we can set V 1 (k + 1 + z t ) = y where y ∈ A is found applying the right permutivity of f (n) in order to obtain
The values of V 1 (j) for j¡ − k − 1 + z 1 and j¿k + 1 + z t can be chosen arbitrarily.
By repeating the above procedure we are able to construct a sequence of pairs of conÿgurations (
: : : ; k + i and i = 1; 2; : : : .
It is easy to show that {V i } i ∈ N and {W i } i ∈ N are Cauchy sequences having the same limit W . Moreover we have that
Since w can be arbitrarily chosen, we obtain that for any conÿguration x ∈ A Z and for any real number ¿0, there exists a periodic point W (constructed by the previous procedure starting from the word w = x −k · · ·x k with 1=2 k ¡ ) such that d(x; W )¡ and we conclude that F has dense periodic orbits.
Let us note that the previous lemma is valid even if the space A Z is not compact.
Lemma 4.2. Given two non null vectorsũ;ṽ ∈ Z D , there exists a non null integer n ∈ N such that the vectorũ + nṽ has the following property: ∀i ∈ {1; : : : ; D}, if either u i = 0 or v i = 0, then u i + nv i = 0.
Proof. If either (u
then we have ∀t ∈ N; t¿0; u i + tv i = 0. On the other hand, if both the conditions u i = 0 and v i = 0 are satisÿed we have the two following cases.
(1) ∀t ∈ N; u i + tv i = 0; (2) ∃n i ∈ N : u i + n i v i = 0. In this case n i is necessarily di erent from 0; moreover we are sure that ∀t¿n i ; u i + tv i = 0. The above considerations assure us that the thesis is veriÿed if one chooses n = max 16i6D {n i | u i + n i v i = 0} + 1 if ∃i : u i + n i v i = 0 or n = 1 otherwise.
D be a ÿnite set of cardinality greater than one. There exists a hyperplane H 0 in R D which can be di erently constructed on the basis of the set U in the two following mutually exclusive cases with the respective prescriptions:
Case 1: Let U contains two linearly independent vectorsũ;ṽ ∈ U , thenũ andṽ stay on opposite sides of H 0 .
Case 2: All the vectors of U are pairwise linearly dependent, then H 0 contains all the vectors of U .
In both cases H 0 possesses the following properties:
(ii) H 0 can be expressed as a parametric form of a basis whose vectors have integer coordinates and called direction vectors; (iii) the integer coordinate vectors of H 0 are expressed by a linear combination of these direction vectors with integer weights.
Proof.
• Case 1: Sinceũ andṽ are linearly independent, there exist two components h and k such that
This fact implies that necessarily (u h = 0 ∨ v h = 0) and (u k = 0 ∨ v k = 0). Thus we are sure that the vectorz =ũ + nṽ given by Lemma 4.2 has at least the two non null components z h = 0 and z k = 0. Let m = gcd(z h ; z k ) = 0, we can writez in the following way: 
Indeed for any i = 0 we have t i = x ji ∈ Z. On the other hand, the coe cient t 0 must be solution of both equations x h = t 0 · z h =m and x k = t 0 · z k =m. Let us assume that t 0 = n=d ∈ Q\Z, where n ∈ Z; d ∈ Z\{0; 1; −1}. So d must divide both z h =m and z k =m, but gcd(z h =m; z k =m) = 1, contradiction. Moreover let us show now that the vectorsũ andṽ stay on opposite sides of H 0 . First of all, let us prove that both u;ṽ = ∈ H 0 . Indeed assumingũ ∈ H 0 , we haveũ = r 0d0 + r 1d1 + · · · + r D−2dD−2 for some (r 0 ; r 1 ; : : : ; r D−2 )
T ∈ Z D−1 . This implies that r 0 must be solution of both equations u i = r 0 ((u i +nv i )=m); i = h; k, i.e., ((r 0 −m)=m)u i +(r 0 n=m)v i = 0; i = h; k. From the linear independence of the pairũ andṽ, necessarily both conditions r 0 = m and r 0 = 0 must be satisÿed. This is a contradiction, henceũ = ∈ H 0 . In a similar way it is possible to show thatṽ = ∈ H 0 . Finally, sinceũ + nṽ ∈ H 0 we can conclude thatũ and v stay on opposite sides of H 0 .
• Case 2: Letũ =0 be a vector of U (which certainly exists owing to the hypothesis).
Ifũ possesses a unique non null component u h = 0, then the hyperplane H 0 expressed in parametric form by the vectors of the canonical basisẽ h ;ẽ j1 ; : : : ;ẽ jD−2 , for any choice of D − 2 distinct indices j 1 ; : : : ; j D−2 = h, satisÿes the required conditions. On the contrary, let u h = 0 and u k = 0 be two non null components ofũ, then we can writeũ in the following way:
where m = gcd(u h ; u k ) = 0. The hyperplane H 0 expressed in parametric form by the vectors (z h =m)ẽ h +(z k =m)ẽ k ,ẽ j1 ; : : : ;ẽ jD−2 with j 1 ; : : : ; j D−2 = h; k, satisÿes the required conditions. 
Let us consider now the family H constituted by all the hyperplanes parallel to H 0 containing at least a point of integer coordinates (trivially for any vectorx ∈ Z D there exists a hyperplane parallel to H 0 which contains this vector). We want to show that H is in a one-to-one correspondence to Z. We remark that H induced a partition of Z D by the equivalence relation ∼ over Z D deÿned as follows: for everyx;ỹ ∈ Z D ,x∼ỹ i x andỹ belong to the same hyperplane parallel to H 0 . Thus the cardinality of H cannot be greater than the cardinality of Z D which trivially has the same cardinality of Z, i.e., the cardinality of H must be either ÿnite or numerable. Let us show that the cardinality of H cannot be ÿnite. Indeed let us assume that H is constituted by the n hyperplanes H 1 ; : : : ; H n . Let l a = [ẽ a ] be the one-dimensional subspace of R D generated by a vectorẽ a of the canonical basis which is not contained in H 0 . Letx 1 ; : : : ;x n ∈ R D be the points obtained by intersection of H 1 ; : : : ; H n with l a . Denoting by ∈ Z the ÿrst integer strictly greater than max 16i6n {(x i ) a }, there is no hyperplane belonging to H and passing for the point ẽ a , contradiction.
We adopt the numeration of the hyperplanes of H made in a such way that for every i; j ∈ Z the corresponding hyperplanes H i and H j satisfy the condition: i¡j i p i ¡p j , wherep i = p iẽa andp j = p jẽa are the intersection points between l a and H i and H j , respectively. Letp 1 = p 1ẽa be the intersection point between l a and H 1 (this means that p 1 = min i¿0 {p i ;p i = p iẽa ∈ l a ∩ H i }). We want to show that ifx ∈ Z D then there exists i ∈ Z such thatx = ip 1ẽa + t 0d0 + t 1d1 + · · · + t D−2dD−2 for some t 0 ; : : : ; t D−2 ∈ R. Let H x be the hyperplane passing forx and parallel to H 0 and let p xẽa , with p x ∈ R, be the intersection point between l a and H x . Points of the hyperplane H x can be expressed by the expression p xẽa + t 0d0 + t 1d1 + · · · + t D−2dD−2 . Let us assume that ∀i ∈ Z; p x = ip 1 . Supposing p x ¿0, let us consider now the hyperplane whose parametric form is (p x − i p 1 )ẽ a + t 0d0 + t 1d1 + · · · + t D−2dD−2 , where i is the integer such that i p 1 ¡p x ¡(i + 1)p 1 . This hyperplane contains at least one point of integer coordinates and its intersection point with l a (p x − i p 1 )ẽ a is such that p x − i p 1 ¡p 1 . Since this fact is contrary to the deÿnition of p x , we obtain a contradiction. (Analogously for p x ¡0). Thus eachx ∈ Z D can be expressed as ip 1ẽa + t 0d0 + t 1d1 + · · · + t D−2dD−2 for some i ∈ Z and some t 0 ; : : : ; t D−2 ∈ R. Let us note that the integer i ∈ Z individuates just the hyperplane H i since ip 1ẽa represent the point of intersection between l a and the hyperplanex belongs to. In particular we observe that ∀i; j ∈ Z ifx ∈ H i andỹ ∈ H j thenx +ỹ ∈ H i+j : (
Letỹ 1 ∈ Z D be an arbitrary but ÿxed vector belonging to H 1 . For any i ∈ Z, we deÿne the vectorỹ i = iỹ 1 which, by ( ), belongs to H i ∩ Z D . In this way a bi-inÿnite sequence of vectors = {ỹ i ∈ H i ∩ Z D : i ∈ Z} is singled out. In the sequel each hyperplane H i will be expressed in parametric form by the expressionỹ i + (t 0d0 + t 1d1 + · · · + t D−2dD−2 ) =ỹ i +x 0 , withỹ i ∈ andx 0 = t 0d0 + t 1d1 + · · · + t D−2dD−2 running on H 0 .
Let us summarize the situation. We have a numerable collection H = {H i : i ∈ Z} of hyperplanes parallel to H 0 inducing a partition of Z D . Let us deÿne as output. Precisely, let us consider the hyperplanes H n1 ; H n2 ; : : : ; H n l , with n 1 ; : : : ; n l ∈ Z, n 1 ¡ · · · 606· · ·¡n l and 26l 6 s, parallel to H 0 and passing for the neighbor vectors (l6s since di erent neighbor vectors can belong to the same hyperplane). For any positive integer i6l we denote byz ni;1 ; : : : ;z ni;ri ∈ {ũ 1 ; : : : ;ũ s } the neighbor vectors laying on the same hyperplane H ni (we have l i=1 r i = s) and by ni;1 ; : : : ; ni;ri the corresponding coe cients of the local rule. Let us note that for any t = 1; : : : ; s, there exists a pair n i ; j such thatũ t =z ni;j and t = ni;j and vice versa. The set {n 1 ; n 2 ; : : : ; n l } is the neighborhood of the one-dimensional CA we are going to construct. In order to express formally the local rule of the new CA, we introduce some useful mappings.
Firstly, for each h ∈ Z, we deÿne the bijective mapping
p k which associates to any slice c h over the hyperplane H h the slice T h (c h )
∀x ∈ H * 0 ; owing to ( * ) we havex +ỹ h ∈ H * h and T h (c h )(x) = c h (x +ỹ h ):
Let us note that the mapping T 
deÿned as follows:
For any i ∈ {1; : : : ; l}, we deÿne 
where
we are going to construct is based on the neighborhood {n 1 ; : : : ; n l } and on the local rule f * . The global transition mapping of this new CA is
and the link between F * and f * is given as usual by (F * (a)) i = f * (a i+n1 ; : : : ; a i+n l ) where a = (: : : ; a −1 ; a 0 ; a 1 ; : : :) ∈ (C D−1 p k ) Z and i ∈ Z. We now show that 
On the other hand
We now prove the claim 2, i.e., that 
is the inverse operation of ⊕. This fact means that a = 1 (F 1 (a 1 ))⊕· · ·⊕ l (F l (a l )) and thus f * is permutive in the variable a i . that depends on one variable and that associates to any conÿguration
Let us prove that Proof. LetF be the global transition map deÿned in Lemma 3.3 (we recall thatF is based on the local rulef obtained from f by removing all the coe cients that are not prime with p). From Lemma 3.3 we have that ifF has dense periodic points then F has dense periodic points. Furthermore from the strong transitivity of F it follows also thatF is strongly transitive. Indeed, there exists a pair i ; j , with i; j ∈ {1; : : : ; s}, such that p divides neither of them. Since p is a prime number then gcd(p; i ) = 1 and gcd(p; j ) = 1, thus i; j ∈ I , where I has been introduced in Lemma 3.3. Therefore according to [15] F is also strongly transitive.
As a consequence of these facts, we may now assume that all the coe cients of F (at least two of them are non-zero, otherwise F becomes a shift-like CA which is not strongly transitive) are prime with p. We prove the thesis by induction on D. In [5] it has been proved that thesis is true in the one-dimensional case. Let us assume the thesis in dimension D − 1, then we prove it in dimension D. We treat the following two cases: and so
and this fact implies that ∀x ∈ K n (0); −1 (p)(x) = c(x). Thus we have obtained d(c; −1 (p))¡ and we conclude that F has dense periodic points. In this way the two-dimensional CA is topologically conjugated by to a onedimensional CA deÿned over the alphabet C 3 ; f * (a 1 ; a 2 ; a 3 ) = 1 (F 1 (a 1 )) ⊕ 2 (F 2 (a 2 )) ⊕ 3 (F 3 (a 3 )) where in this case the mappings 1 , 3 , F 1 , F 3 are the identity and the mappings 2 and F 2 are deÿned respectively as follows: ∀t ∈ Z; ∀a ∈ C 1 2 ; 2 (a)(t) = a(t −1) and ∀t ∈ Z; ∀a ∈ C 1 2 ; F 2 (a)(t) = [a(t) + a(t + 2)] 2 .
It remains to be prove that surjective but not strongly transitive linear CA have dense periodic points. h mi is a shift-like CA. Since shift-like CA have dense periodic points we obtain the thesis.
Periodic points for non-surjective linear CA
In this section we study the distribution of periodic points of non-surjective linear CA with the aim of understanding which points of C D m can be approximated with arbitrary precision by periodic points. To this extent, we take advantage of the theory of attractors applied to linear CA developed in [16] . In [16] , the authors prove that for any non-surjective linear CA F, there exists a subspace Y F such that, for any conÿguration x, F k (x) ∈ Y F for all k¿ log 2 m . That is, after a transient phase of length at most log 2 m , the evolution of the system takes place completely within the subspace Y F . This result indicates that, in order to study periodic points of nonsurjective linear CA, one should analyze the behavior of the map F over the subspace Y F . In addition, they prove that the behavior of F over Y F is identical to the behavior of a linear surjective map F * deÿned over a conÿguration space isomorphic to Y F . Let F denote the global transition map of a non-surjective linear D-dimensional CA over Z m deÿned by
Let d = gcd(m; 1 ; : : : ; s ). Since F is not surjective we know that d¿1. Let m = p 
and deÿne
We have the following theorem (which is the combination of Theorems 3.1 and 3.2 of [16] ). 
Topological mixing for linear CA
In this section we prove that topological mixing and transitivity are equivalent properties as far as linear CA are concerned. that is, F is topologically mixing as claimed. h mi is a shift-like CA with radius r. Since [F] mi is transitive r must be greater than zero. The thesis follows from the fact that shift-like CA with radius greater than zero are topologically mixing.
Since topologically mixing CA are transitive by deÿnition, we conclude that for linear CA transitivity and topological mixing are equivalent properties.
Chaotic behavior of linear cellular automata
In this section we classify linear D-dimensional CA over Z m (D¿1; m¿2) according to the Devaney's deÿnition of chaos. Deÿnition 7.1 (Devaney's Chaos). A dynamical system is chaotic according to Devaney's deÿnition of chaos if and only if it is topologically transitive, it is sensitive to the initial conditions, and it has dense periodic points.
Let us recall that, in [1] , it was proved that transitivity and denseness of periodic points together imply sensitivity to the initial condition.
Let (C 
Concluding remarks and open problems
This paper extends the topological classiÿcation of linear CA over Z m given in [4, 5, 15] by exactly characterizing topological mixing and denseness of periodic orbits. In the following diagram we show inclusions among properties of D-dimensional linear CA over Z m for m composite (left) and m prime (right). All inclusions are proper. Note that the class of expansive CA is empty in any dimension greater than 1.
In the picture IN = Injectivity, T = Transitivity, ST = Strong Transitivity, EXP = Expansivity, E = Ergodicity, M = Topological Mixing, SENS = Sensitivity to Initial Conditions, SUR = Surjectivity, DPO = Denseness of Periodic Orbits, EQ = Equicontinuity.
Some of the inclusions pictured in the above diagram hold also for general (i.e., nonlinear) CA. For example, expansivity implies strong transitivity and transitivity implies sensitivity. On the other hand, some of the properties which hold for linear CA do not hold for general CA. For example there exist CA which are not equicontinuous nor sensitive to initial conditions.
The following questions have a positive answer in the case of linear CA but, to our knowledge, are still unanswered in the case of general CA.
(1) Transitivity implies ergodicity (with respect to the Haar measure)? (2) Strong transitivity implies topological mixing? (3) Surjectivity implies denseness of periodic points?
