In this note, we determined the distance signatures of the incidence matrices of affine resolvable designs. This proves a conjecture by Kohei Yamada.
Introduction
Let A be a d × d symmetric matrix over the real field R. Let n + (A), n − (A), and n 0 (A) be the number (counting multiplicity for repeat values) of positive, negative and zero eigenvalues of A, respectively. So d = n + (A) + n − (A) + n 0 (A). The signature (inertia) of A is the triple (n + (A), n − (A), n 0 (A)), denoted by sig(A).
For any graph G, we use the same the letter G to denote its vertex set. The distance ∂(x, y) of vertices x, y ∈ G is the length of a shortest path between them. The distance matrix D = D(G) is formed by indexing the rows and columns with the vertex set G and defining the (x, y) entry to be ∂(x, y). Following [5] , the signature sig(D) is called the distance signature of graph G. We also write sig(G) for sig(D) and n ±,0 (D) for n ±,0 (G). Since D is real and symmetric, it has real eigenvalues. Because the trace of D(G) is zero, n + (G) and n − (G) are bounded above by |G| − 1.
In [5] , Graham and Lovász remarked that if it was not even known which graphs G has n − (G) = |G| − 1 or whether there is a graph for which n + (G) > n − (G). Azarija [2] showed that the family of conference graphs have
In this note, we determine the distance signature for the incidence graph of an affine design.
Theorem 1. Let D be an affine (v, k, λ)-design with v points and b blocks, where v = n 2 µ, b = (n 3 µ − 1)/(n − 1) for integers n ≥ 2, µ ≥ 1. If G is the incidence graph of D, then the distance signature of G is
Recently, Zhang [6] determined the distance signatures of complete k-partite graphs, and Zhang and Godsil [7] gave some graphs with n + (G) = 1 and obtained their distance signatures. See the recent survey paper [1] for more background and activities about the spectra of distance matrices.
Preliminaries
A design D is a pair (V, B), where V is a finite set and and B is a set of subsets of V . Elements of V and B are called points and blocks, respectively. D is called a (v, k, λ) design if (1) |V | = v, (2) every block contains k points, (3) every 2-subset of V is contained in precisely λ blocks. For a (v, k, λ) design, it can be shown that the number of blocks containing any fixed point is λ(v − 1)/(k − 1), denoted by r. The number of blocks b is vr/k. People sometimes refer D to as (v, b, r, k, λ) design.
A parallel class in D is a set of blocks that form a partition of V. D is called a resolvable design if B admits a partition of parallel classes:
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Blocks from the same parallel class are said to be parallel. A resolvable (v, k, λ) design D is called affine if any two distinct non-parallel blocks intersect at exactly µ points. Each parallel class has n = v/k blocks. The parameters v, b, k, r, λ can be expressed in terms of n and µ:
We also denote this design by AD(n, µ). In particular, if µ = 1, D is called an affine plane of order n. Examples of affine designs are given by the affine spaces. Let V be an m-dimensional vector space over a finite field F q . A coset of an i-dimensional subspace is called i-flat, and the 0-, 1-, 2-, and (n − 1)-flats are called points, lines, planes, and hyperplanes, respectively. Now the points and hyperplanes form an affine (q m , q m−1 , 
On the other hand, For typographic convenience, we sometime leave blank a zero block.
Proofs
In this section, we prove our main theorem. Suppose that D is an affine (v, b, r, k, λ) design and these parameters are given as in Eq. (1). Let C 1 , C 2 , . . . , C r , (|C i | = n), be a system of parallel classes and N be the incidence matrix of D. Then the product N t N is a r × r block matrix and each block is a square matrix of size m. The diagonal blocks (C i , C i ) are kI n and the off-diagonal blocks (C i , C j ) are µJ n :
where A⊗ is the Kronecker product of matrices. The following equations hold by the definition of an affine design:
Let G be the incidence graph of D and A i be the distance-i matrix of G. Now we have
We calculate A i recursively from the products AA i−1 :
So graph G has diameter 4 with distance matrices
Now we will determine the characteristic polynomial of D:
Treating x as indeterminate, C 0 = (x + 2)I v − 2J v is invertible:
.
Since
Now from Eq. (1)- (4) we obtain
Note that C 2 − C Proof. Now we perform the following operations on D(r, m, α, β, γ): First adding all rows to the first row, the first row has the same entry α + (m − 1)β + m(r − 1)γ. Now factoring this number out so the resulted matrix has all 1 in the first row. Add a suitable multiple of the first row to each of rest rows to create following determinant (eg. r = 3 below): 1 1 . The first diagonal block has determinant (α−β) m−1 and the second diagonal block has determinant α+(m−1)β−mγ. Now the proof is completed.
