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Genes are essential for the formation and the maintenance of living systems. Genetic
systems are controlled by forming extremely complex networks of interactions between
multiple genes and other genetic components. The inference of gene regulatory networks
has emerged as a general approach to understand how genes regulate one another and
there have been many attempts to describe genetic networks using several mathematical
models based on microarray observations. In most cases, these approaches are likely to
lead to an intrinsic difficulty that the inference of complex interactions involving many
genes from only sparse and noisy data may be unrealistic and unreasonable. This
thesis presents a new approach, network completion, for inferring genetic networks and
considers three network completion problems from different points of view. The first
problem is network completion from time-series microarray data, the second problem is
directed toward completing time-varying genetic networks from time-series data, and
third problem is focusing on completing networks under stationary conditions from
static data.
The first half of this thesis describes a novel method, DPLSQ, for the network
completion defined as to make the minimum amount of modifications (additions and
deletions of edges) to a given genetic network in order to be consistent with the microar-
ray observed data. We assume that the causal relationships between genes are modeled
by differential equations. By introducing a least-squares fitting, this problem can be
reduced to an optimization problem and solved efficiently using dynamic programming.
This combination of least-squares fitting and dynamic programming commonly serves
as a basis for the proposed methods in this thesis. The notable feature of DPLSQ is
to be able to provide optimality guarantees with polynomial time complexity subject
to the constraint on the maximum indegree. The results show that DPLSQ has better
performance in terms of the modified edges than existing methods.
In the next part, we present two types of novel methods DPLSQ-TV and DPLSQ-HS
that extend DPLSQ for time-varying genetic networks. DPLSQ-TV is an exact method
to detect change time points and required modifications of time-varying networks,
with a newly introduced double dynamic programming. While DPLSQ-TV can provide
optimality guarantees, it has relatively high computational complexity. To overcome
this inefficiency, we also present a heuristic method DPLSQ-HS, which can reduce the
total computation time by imposing an upper bound on the number of combinations
i
ii
of incoming nodes. The performance of two methods is evaluated in terms of the time
point error for change points, the accuracy of modified edges and the CPU time using
synthetic and microarray data. The results show that DPLSQ-TV can provide optimal
solutions and relatively better accuracy than an existing method. Although DPLSQ-
HS can only provide near-optimal performance with regard to the time point error
and the accuracy, it achieves significant performance improvement on computational
complexity.
In the last part, we propose a new method named as DPLSQ-SS, for solving the
problem to complete and infer genetic network architecture under stationary conditions
based on static microarray data. This problem has a twofold purpose: (1) to complete
and reconstruct static gene networks from static expression profile, and (2) to inves-
tigate the relationships between genes under different stationary conditions. Based on
the main idea of DPLSQ, DPLSQ-SS is developed by modifying an objective function
to deal with static expression data. As the results of experiments to assess the accuracy
of modified edges and CPU time, DPLSQ-SS provides relatively good inference accu-
racy in comparison to existing methods. Additionally, we conduct an experiment with
two-types of microarray data taken from lung cancer and normal lung samples. This
result suggests that DPLSQ-SS can identify significant differences between the cancer
and the normal static networks. Therefore, it can be expected that DPLSQ-SS will
be widely applicable to examine the regulatory relationships among genes expressed
under various stationary conditions.
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1.1 Genetic Network Inference
All living things are composed of one or more cells which are called the “basic building
blocks of life”. In particular, the human body is said to be made of over trillion of
cells. The cell can control its environment by proteins that carry out many different
roles, so proteins are essential molecules and vital for life. However, in fact, proteins
are built from information originating from genes. The gene is the basic unit of genetic
information stored in DNA sequences composed of double strand in every cell. Gene
expression is considered a common phenomenon to all living things and whether a gene
is expressed or not is to make an effect on biological systems. Because the condition
of biological system is flexibly controlled by altering different gene expression patterns
induced by complex interactions between genetic, epigenetic and environmental factors
in response to internal and external cues.
Gene expression is the process by which genetic information encoded in DNA is
converted into proteins and is crucial for the maintenance and the development of liv-
ing systems. “How is gene expression controlled?” – The answer to this question is
founded by Jacob and Monod in 1961 [1]. Their discovery revealed that the existence
of messenger RNA that carries the genetic information from DNA and the operon the-
ory for gene regulation. The principle of this theory is that genes can act to control
their own expression, which exhibit switch-like behavior between the two states; “ON
(expressed)” and “OFF (not expressed)” only when they are needed, in response to
internal and external environments. In other words, even if certain genes are normally
supposed to be turned “OFF”, they get switched “ON” only under specific environ-
mental conditions, affected by interactions with other genes. This means that whether
a gene is expressed or not should be highly regulated not only by joint effects of multi-
ple genes but also by complex interactions caused by both genetic and environmental
factors. These complicated interactions between genes seem likely to form “interaction
networks” and have become recognized as so-called gene regulatory networks (GRNs).
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Recent advances in molecular biological techniques will enable us to gain in-depth
understanding of genetic phenomena and at the same time they provide the strong
motivation of rebuilding the behavior of them in silico by means of simulation. In
the mid-1990s, DNA microarray technology has revolutionized genetics and molecular
biology, and of course, it has brought the rapid expansion into the field of systems
biology. Microarray allows the simultaneous measurements of RNA expression levels for
thousands of genes in a single experiment, thereby providing multiple types of profiles
for distinct expression patterns through repeated experiments conducted under various
conditions (refer to Section 2.1.2 for further details). This obviously has been helpful
for achieving an important goal of systems biology of computational designing and
building GRNs based on information derived from gene expression data. Nowadays,
these statistical and quantitative approaches for genetic systems become known as
genetic network inference or reverse-engineering.
Many in silico methods have been proposed to reconstruct or infer GRNs from ex-
pression profiles and most of them typically are developed to build the architecture of
GRNs which are modelled using mathematical concepts, taking into consideration the
temporal characteristics of expression profiles such as time-series or static. In general,
mathematical models to describe GRNs can be expressed in terms of variables repre-
senting the expression measurements of genes and regulatory relationships between two
variables. These models will be roughly classified into two types: discrete and continu-
ous models according to the quantified measurements. A pioneering study of GRNs has
been conducted by Kauffman in 1969 [2], in which the Boolean network was proposed
as the simplest discrete model to describe the dynamics of GRNs. A Boolean network
consists of a set of nodes representing genes that can take only on the binary values
0 or 1 and a set of edges reflect the causal relationships between genes defined by a
list of Boolean functions. In Kauffman networks, since each node is randomly assigned
one of the Boolean functions generated from all possible combination of input nodes,
the expression state at the next step is determined by the states of its parent nodes
at the previous time step [3]. This study would appear to provide evidence that genes
indeed interact with one another in the form of the complicated regulatory network
that exhibits switch-like behavior and the Boolean networks are suitable models that
can describe the key property of genetic regulations more simply.
While Boolean network models are suitable approximations to be able to deal with
both time-series and static data, the binary discretization of expression measurements
is likely to induce the information loss. Moreover, since the dynamics of its system
is updated synchronously at discrete time steps, Boolean networks do exhibit deter-
ministic behavior [4]. To overcome this weakness, a revised model, the probabilistic
Boolean network (PBN) has been proposed in [5, 6]. A PBN is known as a stochastic
model, where multiple Boolean functions are assigned to each node and one of them
can be determined with the corresponding selection probabilities at each time step.
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PBNs might indeed reflect the inherent stochasticity in genetic systems.
Another common discrete stochastic model is a Bayesian network (BN) defined as
a directed acyclic graph [7, 8, 9, 10]. It describes conditional dependencies among vari-
ables, where the state of each variable depends on a subset of other variables and the
probability of one event is conditional on that of a previous one using the chain rule.
This means that the joint probability can be written as the product of a marginal prob-
ability and a conditional probability. Thus, in BNs, arrows indicate not only directions
of regulatory relationships but also conditional dependencies. The BN model appears to
be effective for reverse-engineering, capable of handling the inherent stochastic aspects
of gene expression and noisy measurements [11], but this model has one drawback, be-
cause of its acyclicity constraint which means that feedback loops are not allowed [12].
Additionally, the temporal evolution of gene expression cannot be captured by the
BNs model. Fortunately, these limitations may be overcome by developing dynamic
Bayesian networks (DBNs) [13, 14, 15], which is an extension of BNs to describe how
the system will evolve against time. Unlike BNs, the acyclicity constraint is relaxed by
considering the temporal property of gene expression so that each variable can freely
select its candidate parent variables from all other variables [16]. However, it must be
noted that these types of methods based on the probabilistic concepts will commonly
require much computational time in case that a large number of genes are involved
[17].
In contrast to discrete models, continuous models can describe the genetic regu-
lations with continuous variables, without discretizing the expression measurements.
Most common continuous models are able to describe the system dynamics of GRNs
more directly and accurately defined by differential equations, which include linear or-
dinary differential equations (ODEs) [18, 19, 20, 21], nonlinear power-law differential
equations [22, 23], kinetic equations [24] and so on. The main objective of applying dif-
ferential equation models is to effectively identify the network architecture and estimate
unknown model parameters based on the expression data.
Generally, most of ODEs models quantify the change rate in the expression level
of a particular gene as the derivative function with respect to the expression levels of
all of the other related genes at a previous time. In fact, once the model function is
determined, estimation of suitable parameters may often be considered as solving a
large-scale parameter optimization problem. For instance, the modelling of the stable
behavior in [21] reduced the linear ODEs to a form of linear regression to solve the
equations. This means that the differential equation based model is suitable to describe
the complex behavior underlying genetic phenomena by using continuous measurement
values. Notably, this model also enables us to characterize not only positive/negative
genetic correlations but also feedback effects such as up/down regulations between
genes or self-regulations more naturally and automatically [25]. Therefore, unlike the
discrete modeling, differential equation models are quantitative and flexible, capable of
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capturing the theoretical aspects behind gene expression [26]. However, it must also be
noted that the behavior of systems is usually supposed to depend on model parameters,
thus it will be necessary to design in such a way as to avoid the regression overfitting
of the data.
There exist other kinds of inference methods based on the concept of information
theory as represented by mutual information (MI). MI provides a general measure-
ment to evaluate dependencies between two random variables. For example, ARACNE
[27, 28] applies MI to recovering genetic regulations. It identifies the statistically sig-
nificant dependencies between two genes with removing the vast majority of indirect
candidate interactions between genes. However, ARACNE has a serious drawback that
it provides only no directional dependencies, so causal relations between genes remain
unclear. Information theory based models are simple and have low computational costs,
thus they are suitable for large-scale networks. However, these models are unable to
handle the complex interactions among multiple genes [29].
Regardless of the variable properties, various approaches for inference of GRNs are
also proposed. In particular, a novel framework is established in [30], for integration
microarray profile with other biological information such as protein-protein interaction
data, protein-DNA data and literature with a BN model. Another study in [31] intro-
duced a similar method which describes dynamics of RNA transcriptional regulations
taking into account the location information.
In this way, there has been several approaches to infer the dynamics of genetic reg-
ulatory systems based on the core information extracted from microarray experiments.
In the following sections, we will introduce a new approach to reverse-engineer GRNs,
network completion, and it is the theme of this thesis.
1.2 Genetic Network Completion
Inference or reverse-engineering of GRNs must indeed have been an effective recovery
approach to investigate and explain complex phenomena of genetic regulations using
genome wide expression profiling in the field of systems biology. Technological innova-
tion in experimental biology has provided advanced and valuable knowledge, that is
to say, DNA microarrays can provide comprehensive “snapshots” of dynamic patterns
of gene expression that underlie in biological processes and could be rich information
about various aspects of genetic regulation. At the same time, there is still not enough
detailed information to faithfully reconstruct GRNs that the actual gene regulation
appears to exhibit. The reason for this is that firstly, microarray experiments are still
quite expensive to perform, so in reality it is hard to obtain a large number of mea-
surements. Secondly, microarray time-series data typically consist of few sampled time
points in time (the actual number of sampled time points rarely exceeds a few dozen),
while reverse-engineering methods require a relatively large number of sampled points
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(refer to details in Section 2.1.2). Thus, these inferences may not look realistic enough
for describing the actual phenomena in gene expression. In other words, the inference of
complex interactions involving many genes from only sparse and noisy data obviously
leads to intrinsic difficulty and poor reconstruction [32]. In addition to this, existing
computational methods for network inference, in many cases, require large amounts
of computation time for estimating parameters, thereby suffering from computational
inefficiencies and loss of accuracy. Hence, in fact, the gold standard method using only
expression data has not yet been established. Therefore, a more realistic and reasonable
approach is needed to faithfully describe actual gene regulatory dynamics.
In this thesis, we will focus our attention on a new approach for analysis of GRNs,
known as “network completion”. In recent years, there have been several studies for
network completion, not necessarily for biological networks but also for social networks
and web graphs. The basic principle of network completion is that a certain type of
existing prototype network is given, a completed network can be obtained by using
existing knowledge. For instance, applying the social and information networks, Kim
et al. [33] addressed the network completion problem whose objective is to detect
the unobserved parts that should be made up, given an incomplete network including
unobserved nodes and edges. They proposed KronEM, which combined the Expectation
Maximization with the Kronecker graphs model to detect the missing part of the given
network. Similarly, the study by [34] defined the network completion as a problem of
inferring the rest of the network structures, when an observed incomplete network is
given, and proposed a sampling method to derive confidence intervals from sample
networks. Another method for applying to the actual biological data was presented
by [35] to be able to reconstruct both missing and spurious interactions in known
complex biological networks underlying protein interactions, by using the stochastic
block model to capture the structural features in the networks. As a related work,
Saito et al. [36] developed a method to measure the consistency of an inferred network
with the observed gene expression data.
Independently, a different type of network completion model is introduced by Akutsu
et al. [37] by following the principle of scientific discovery, Occam’s razor. The purpose
of the study is to make the minimum amount of modifications to an initial network,
given a well-known network and an observed dataset, so that the resulting network
(completed network) is most consistent with the observed data. It was directed toward
inferring of signaling pathway networks composed of a series of proteins underlying
the cellular processes and they introduced the Boolean network based method. While
this method could allow the regulatory flexibility of biological systems by taking into
account the intrinsic or extrinsic types of noise, it could not handle the addition of
edges because of its high computational complexity.
Based on this idea, the thesis will provide more practical methods for network
completion of GRNs from gene expression microarray data. The novelty of proposed
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methods commonly lies in the combination of least-squares fitting to estimate param-
eters and dynamic programming to automatically detect the architecture of GRNs.
The following chapters will present three problems for network completion from differ-
ent points of view and will describe the details of three novel methods to solve these
problems. Since the origin of the word ‘complete’ is to fill up all the appropriate or
necessary parts [38], the network completion should correspond to additions of edges
only. In this thesis, however, we will handle the modification operations involving ad-
ditions and deletions of edges under the term of completion. These researches will be
expected to be new initiative for genetic network analysis in the field of bioinformatics
and systems biology.
1.3 Scope and Contribution of This Thesis
The goal of this thesis is to minimally modify a given well-known network so as to
be consistent with microarray observations. To achieve this aim, we develop novel
computational methods for completing and inferring gene regulatory networks using
microarray expression data.
In Chapter 3, we begin with network completion that is a new reverse-engineering
approach for GRNs from time-series gene expression data. We study various existing
computational tools for genetic network inference and examine the fundamental weak-
ness of existing applications. We find out that they do not appear to be realistic and
reasonable to rebuild genetic networks based only on information derived from gene ex-
pression data. Therefore, we introduce a new approach, network completion for GRNs
and propose a novel method named DPLSQ, based on the combination of least-squares
fitting and dynamic programming. We aim at minimizing the objective function de-
noted by the sum-of-squared residuals between the observed and predicted values when
adding and/or deleting edges to a node. Our method has a notable feature that guar-
antees to the optimality of its solution in polynomial time subject to the constraint
that the number of maximum indegree of an input network is bounded by a constant.
The experimental results show that DPLSQ outperforms existing methods in terms of
accuracy of modified edges. In particular, it maintains high precision, regardless of the
size of the network. Therefore, the proposed method will be likely to be a new type of
method to reconstruct GRNs from time-series expression data.
In Chapter 4, we devote to the problem of network completion for time-varying
genetic networks. Biological systems commonly exhibit complex and rich dynamical
behaviors affected by intrinsic and extrinsic factors. In particular, it is clear that these
properties are caused by structural alterations of gene regulatory networks over time.
Therefore, we present two novel network completion methods DPLSQ-TV and DPLSQ-
HS that extend DPLSQ for time-varying networks, whose objectives are to detect
change time points and structural changes of a given network at specified time intervals.
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The novelty of two methods is to introduce a double dynamic programming algorithm
where the inner and the outer loops take detecting structural changes and change
points, respectively. DPLSQ-TV provides an exact solution in polynomial time, but it
has a high computational complexity if the large size of the network is given. Thus, we
also propose a heuristic method DPLSQ-HS, to improve the computational efficiency of
DPLSQ-TV. The results from computational experiments reveal that both methods can
precisely detect change points and the modified edges relatively accurately. DPLSQ-TV
can achieve optimal performance and may be suitable for wide range of applications in
network completion as well as network inference. DPLSQ-HS, in many cases, can be
expected to provide near-optimal performance in terms of detection of change points
with much reduced time complexity.
In Chapter 5, we consider the problem of network completion for genetic networks
under stationary conditions from static microarray data. A time-course microarray in-
deed provides valuable information about temporal dynamics underlying GRNs. Sim-
ilarly, static data might be helpful to analyze the genetic networks if the conditions
are a disease, such as cancer, and normal. Thus, we introduce a novel method for net-
work completion DPLSQ-SS, to describe the static behavior of genetic networks and
evaluate differences between distinct networks under different stationary conditions.
Unlike the above methods, we adopt a new formulation to model the stationary state
of gene regulations in terms of nonlinear equations. The basic idea of DPLSQ is also
incorporated into DPLSQ-SS, thereby providing optimal solutions in polynomial time
subject to some constraints. For the experiments with synthetic data, DPLSQ-SS show
relatively good performance compared to other methods. We also conduct the com-
parative analysis to investigate how different is the cancer network from the normal
network predicted from the cancer and healthy samples. The result indicates that the
proposed method indeed enables us to detect the structural differences between two
types of static networks using static expression data.
1.4 Thesis Organization
The rest of this thesis is organized as follows:
Chapter 2 provides the preliminary knowledge consisting of two parts: biological
knowledge and the mathematical optimization approach. At the former part of this
chapter, we will introduce the concept of gene regulatory networks, and also provide
an overview of DNA microarray technology. In the latter part, after describing a formal
definition of mathematical optimization problems, we will present general approaches
to solve these problems, giving a relevant example.
Chapter 3 describes the proposed method for network completion defined as an
optimization problem. After we briefly review of the background and related works
in genetic network inference, we present a new method named DPLSQ, based on the
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differential equation model and explain DPLSQ in more detail. To evaluate the poten-
tial effectiveness of DPLSQ, we conduct computational experiments and compare our
performance with existing methods using artificially generated data. We also perform
a test on inference of an actual genetic network from real microarray data. At the end
of this chapter, we discuss and conclude the validity of the proposed method.
Chapter 4 is dedicated to the problem of network completion for time-varying ge-
netic networks from time-series data and presents two novel methods DPLSQ-TV and
DPLSQ-HS that extend DPLSQ for time-varying networks. After explaining the back-
ground to this problem, we provide the detailed description of DPLSQ-TV, which is
developed for solving the change point detection problem to identify the change time
points at which the network topology may change by applying a novel double dy-
namic programming algorithm. Moreover, to overcome the computational inefficiency
of DPLSQ-TV, we propose a heuristic method DPLSQ-HS, which can reduce the time
complexity by imposing the constraints. The performance tests are carried out by com-
paring with those of existing methods. At the end of this chapter, we show that two
methods can provide an optimal or even near-optimal solution using synthetic and
microarray data. Finally, we conclude this chapter by discussing on the characteristics
and the possibilities of two methods.
Chapter 5 is devoted to a new problem of network completion to identify the net-
work structures under stationary conditions from static microarray observations. At
the beginning, we explain the motivation behind this research. Then, we explain how
to express the static behavior of genetic regulations in terms of nonlinear equations and
show that this problem can also be reduced to an optimization problem using the same
basic idea of DPLSQ. At the same time, we give a detailed explanation of DPLSQ-
SS for solving this problem. Through the computational experiments, we came to the
conclusion that DPLSQ-SS can accurately detect the static networks of genetic inter-
actions and can find the structural difference between two types of static networks in
the normal state and the cancer state. In the end, we conclude with the brief discussion
on the advantages of DPLSQ-SS.
Chapter 6 provides the overall conclusions and future directions.
Chapter 2
Preliminaries
This chapter provides preliminary knowledge and is divided into two main parts. The
first part describes prior knowledge into the inference of gene regulatory networks. In
particular, we will introduce the basic concept of gene regulatory networks and DNA
microarrays. The second part gives an overview of mathematical optimization. After a
brief introduction to optimization problems, we will explain them in more detail with
a relevant example. Moreover, two strategies to reach our goal will also be provided:
least-squares fitting and dynamic programming techniques.
2.1 Genetic Regulatory Network
Genes contain the genetic information stored in DNA whose sequences form the dou-
ble strand structure by complementary base-pairing. This information is in turn tran-
scribed into messenger RNA (mRNA) in the form of single strand. After the transcrip-
tion, RNA sequences are translated into amino acid sequences of proteins, which have
crucial roles in biological systems. In this way, genes carry genetic information needed
to make proteins through the process of transcription and translation. This means that
gene expression is the process of converting genetic information into protein synthesis.
In gene expression, it has been clear that genes exhibit switch like behavior between
two expression states [1]; “ON” (expressed) or “OFF” (not expressed) affected by the
complicated interaction of other genes or multiple proteins in such a way as to form
“gene regulatory networks”. Thus, gene regulatory networks (GRNs) appear to reflect
snapshots of gene expression that might underlie several biological processes (e.g.,
metabolic, stress and immune responses, disease progression) and under a variety of
conditions, such as distinct phases of cell-cycle or life-cycle processes.
GRNs are typically represented by graphs, whose nodes reflect genes and edges
imply regulatory connections between two genes. In GRNs, the directed edges indicate
that directions of causal interactions between any two genes. Unlike directed graphs,
in the case of undirected graphs, the edges reflect only correlations or dependency
9
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(a) Undirected graph (b) Directed graph
Figure 2.1: Gene regulatory networks usually can be modeled by two types of graphs;
the directed graph and the undirected graph. The relationship between two genes is
defined in terms of nodes and edges. (a). The undirected graph can only represent the
dependencies between genes. Lines indicate the dependencies between A and B, and
the possible directions are A → B and B → A. (b). In the directed graph, two genes
(A, B) are connected by an arrow, that is A is regulated by B.
relationships among genes, thus they do not reveal the causality between genes as
shown in Figure 2.1.
For example, Figure 2.2 indicates a large-scale transcriptional gene regulatory net-
work for yeast cell-cycle, which is composed of 3025 nodes and 6888 edges [39].
With respect to the computational approach for analysis of GRNs, over the last few
decades, various studies for building GRNs have been conducted with the development
of experimental techniques. (see details in Section 1.1). Of course, available information
derived from genome expression profile is essential for reconstructing gene regulatory
networks, at the same time, such “reverse-engineering” will be important to gain a
better understanding of their behaviors. The analysis of GRNs will help us to gain
new insights into biological complexity and flexibility behind not only gene expression
but also biological systems. Consequently, the elucidation of gene regulatory networks
is expected to provide a platform for medical treatments of genetic diseases, drug
discovery and development. In this thesis, we will focus on how to reconstruct GRNs
more reasonably and realistically from gene expression microarrays and present an
unusual approach for achieving our goal.
2.1.1 Time-Varying Genetic Networks
Many biological processes are highly dynamic and exhibit temporal interactions be-
tween genes in response to intrinsic and extrinsic environmental cues. Time-varying
gene regulatory networks are descriptions of dynamic behaviors of genetic networks
underlying temporal biological processes, such as developmental process, immune re-
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Figure 2.2: A large-scale gene regulatory network formed by cell-cycle transcription
factors during the regulation of yeast cell-cycle progression.
sponse and disease progression [40]. For instance, the budding yeast, Saccharomyces
cerevisiae, progresses through all distinct four stages during the cell-cycle; G1 (Gap1)
phase, S (Synthesis) phase, G2 (Gap2) phase and M (Mitosis) phase shown in Figure
2.3.
The transitions between the phases are controlled by distinct gene regulatory net-
works induced by both environmental and endogenous stimuli [41]. During the phase
transition, individual phase transition events occur independently in time-varying and
exhibit temporally distinct gene expressions of phase-specific patterns associated with
groups of functionally related genes. Through the transition events, the network is
changing slowly over time [40]. In other words, the progressions of M and G1 phases
are temporally controlled by different types of genetic interactions despite the existence
of common sets of genes. This means that gene regulatory networks formed in the M
phase is likely to be obviously different from that in G1 phase, even if a common set of
genes are involved. As an another example, in the course of life-span development of
fruit fly, Drosophila melanogaster, there exist four successive stages; embryonic, larval,
pupal and adult and it is reported that these stages may also exhibit the same phenom-
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Figure 2.3: A schematic illustration of the time-varying network. The above diagram
(A) indicates the course of the yeast cell-cycle. The diagram below (B) shows the
alterations in gene regulatory networks consist of 6 nodes over time where Ci (i = 1, 2, 3)
represents the change point.
ena [40]. Thus, the alteration of cell function should be dependent on the architecture
of gene regulatory networks that are directly or indirectly affected by internal and ex-
ternal stimuli over time. Therefore, genetic networks underlying temporal processes are
likely to exhibit topological changes to facilitate the transition of regulatory functions
varying in time.
The time-varying network also has an important feature, change points at which
the network topology changes. As can be seen in Figure 2.3, there exist three change
points over the course of the cell-cycle, and indeed network topologies change between
the distinct phases. Change point detection problems have also been activity studied by
modeling time-varying genetic networks (see Chapter 4 for detail) and analysis of time-
varying networks may enable us to obtain an in-depth understanding of the dynamics
and flexibility of gene regulatory systems.
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2.1.2 DNA Microarray Technology
In the past few decades, scientists have been trying to solve the question: “What is the
difference between healthy cells and normal cells in terms of genetics?” Previously, they
could obtain information about gene expression patterns that involve only one or a few
genes at a time. However, in the mid-1990s, DNA microarray technology has made
a significant contribution to the field of biological studies. The development of DNA
microarray has made it possible to simultaneously measure the concentration of mRNA
for thousands of genes. Thus, the concentration of a particular mRNA reflects the
expression levels of its corresponding gene [42]. The core principle behind microarrays
is the hybridization that is the process where two complementary DNA strands taken
from different sources bind to each other using base-pairing [43, 44]. For instance,
a specific sequence in DNA “ATGACGT” will bind to the complementary sequence
“TACTGCA” with a binding affinity.
A microarray consists of thousands of spots, each of which represents a different
DNA and contains many copies of a particular DNA sequence which correspond to
a specific gene. Currently, there are two types of DNA microarrays according to the
probes spotted on the microarray; complementary DNA based microarray and oligonu-
cleotide based microarray [45]. cDNA microarray contains thousands of the cDNA
sequences representing the mRNAs that extracted from cell samples and they will hy-
bridize to their complementary DNA strands (specific spots) on the microarray [46].
Consequently, a single microarray experiment can reveal mRNA expression levels of
ten thousand of genes at once. Therefore, microarray analysis helps scientists to in-
vestigate the relationship in gene expression patterns of different cell or tissue types,
such as healthy or cancer tissue, by comparing the expression profiles for every gene
from a single experiment. It has been practically reported that information obtained
from microarrays has been successfully used for disease diagnosis and gene discovery
[44, 47].
Typically, microarray profiles can be divided into two types; time-series data and
static data. A time-series is a temporal data, which consists of a set of observations
measured at successive time instants spaced at uniform time intervals in the same
sample [48, 49]. It provides the opportunities to understand and model the temporal
dynamics of behaviors and relationships between genes underlying temporal biological
processes. In the field of systems biology, the time-series data is known to be a powerful
tool for reconstruction of genetic networks whose topologies change over time. Another
type of data consists of a snapshot of gene expression at a single time point taken from
different and independent samples [50]. This type of expression profile can usually be
obtained from microarray experiments conducted on the disease progression and with
genetic knockout organisms, and will be mostly static. Because, it is often the case
that the cancer or other disease data cannot be obtained following the entire course of
disease progression from the same patient. The knockout experiments are also carried
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out to investigate the functions of specific genes by artificially removing them from the
genome. Thus, static data can be expected to provide useful information on disease di-
agnosis through the analysis of gene regulatory networks under specific disease/normal
conditions. Another difference between time-series and static data is that static data
taken from samples are independently and identically distributed, whereas time-series
data generally exhibits an autocorrelation between successive measurements [48]. Both
types of microarray datasets are publicly available and have been widely used for the
analysis of several genetic regulatory networks.
The aim of this thesis is to complete and infer regulatory interactions between
genes related to specific biological processes in the form of a genetic network based
on the known genetic network obtained from KEGG [51] or other databases and the
corresponding gene expression data. So, we have to use the expression levels of a set
of candidate genes already known to be involved in a particular biological process
regardless of the type of experimental conditions (time-series or static). Based on our
needs, microarray expression profiles are suitable observations.
2.2 Mathematical Optimization
This section describes the mathematical optimization. After a brief introduction to
the optimization problem, we will focus on one topic in combinatorial optimization.
Subsequently, we will explain the idea of dynamic programming paradigm for solving
this optimization task. Finally, least-squares optimization will be considered, giving a
detailed explanation of computational complexity analysis.
2.2.1 Introduction to Optimization Problem
We can routinely encounter optimization problems in many areas of real world, such
as industry, science, mathematics, business and economics. Industrial engineers have
widely developed approaches for product, material and process design, logistic and
even strategic planning [52]. Mathematically, the ancient Greeks solved optimization
problems in relation to geometry studies. For instance, Euclid proved that if a square
and a rectangle have the same perimeters, the area of the square is larger than that
of the rectangle and invented geometric theories. The discovery of calculus in the late
1600s allowed them to consider more complex problems, and just after the World War
II, the theory and practice of optimization have been expanded with the development
of operations research. Since the early 1960s, the complexity analysis of computational
algorithms had begun to backup optimization uses, which could also make it possible to
introduce the computer-based optimization. As computers became more efficient and
powerful in the 1980s, optimization algorithms have been developed for the purpose of
solving large-scale problems [53].
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If there is a certain problem, the way to solve the given problem is firstly, to formu-
late a mathematical description for representing the situation called a mathematical
model, which consists of a single objective function and a set of constraints. Secondly,
to find the “best” or “optimal” solution that minimizes or maximizes the objective
function from all feasible solutions which are the set of decision variables (see below)
satisfying all constraints. Particularly, a mathematical optimization model consists of
the following components [54].
Decision variable
The decision variable represents unknown quantities, for instance the number of
items, time, profit etc., assigned mathematical symbols such as x1, x2. A solution
is some assignment of values to the decision variables.
Objective function
The objective function is to express the goal driven optimization problem in
mathematical form with decision variables. The objective may be minimizing
costs, time, waste, distance, or maximizing profit, etc.
Constraint
The constraint reflects the limitation or requirement which a solution to the
given problem must satisfy, and it is formulated as equations or inequalities with
decision variables.
A feasible solution is some assignment of values to the decision variables that sat-
isfies the constraints. More precisely, an optimization problem can be defined by the
set of feasible solutions S and an objective function f : S → R. Therefore, the formal




subject to x ∈ S.
(2.1)
The objective is to identify the best or optimal solution, x ∈ S in minimizing (resp.,
maximizing) f(x) subject to the constraint x ∈ S, that is, the solution f : x ∈ S such
that f(x) ≤ f(y) (resp., (f(x) ≥ f(y)) for all y ∈ S.
Optimization problems can be classified into two groups according to the mathe-
matical characteristics of decision variables and constraints. With regard to decision
variables, whether the set of feasible solutions S is continuous or discrete is the basis
for the classification of the continuous or the discrete problem. In continuous optimiza-
tions, the definition of the feasible solution set S can be represented by continuous or
infinite number of variables. For instance, an optimization model with continuous vari-
ables where the objective function and constraints use only linear equations is known to
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Figure 2.4: The inclusive relations among the solutions to the optimization problem.
An optimal solution is a feasible solution that satisfies the objective function.
be Linear Programming. In contrast, a discrete optimization problem is also known as
a combinatorial optimization problem (for details, refer to Section 2.2.2). Also for the
nature of constraints, unlike the constrained optimization, the unconstrained optimiza-
tion has no limitation imposed on decision variables. The most popular unconstrained
optimization is data fitting problems (linear and nonlinear least-squares problems, re-
gression models, etc.) [55]. In the following subsections, we will present examples for
each constrained and unconstrained optimization problems.
2.2.2 Combinatorial Optimization
The combinatorial optimization means finding an optimal or near optimal solution
among a finite number of feasible solutions that satisfy all the constraints. Interest-
ingly, many real-life problems such as planning and scheduling can be modelled as
combinatorial optimization problems [52, 56] and they are well-studied as travelling
salesman problems, knapsack problems, shortest spanning tree, network optimization
problems, etc. Our proposed problem network completion, is more likely to be similar
to knapsack problems, so we will introduce the knapsack problem as an example of
combinatorial optimization.
Example: We are given a knapsack that has a capacity (weight) W and a set of N
items, where each item i (i = 1, 2, · · · , N) has its own weight wi and a profit pi as
presented in Table 2.1. The goal is to choose a set of items so as to maximize the total
profit without exceeding the knapsack capacity W . Now consider W = 30.
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Table 2.1: List of items in case of N = 4.





The chosen items must not exceed the knapsack capacity W = 30, thereby providing
the feasible solutions, {1}, {2}, {3}, {4}, {1, 2}, {1, 4}, {2, 4}. Therefore, we can easily
determine that the best solution uses item 2 and 4, which gives the total profit 135
from all feasible solutions.
Formally, a combinatorial optimization is defined by a tuple I = (Y, f, Z), where
a finite set of potential solutions Y (see Figure 2.4) and an objective function f :
Y → R and the feasibility predicate Z to determine whether the solution is feasible
(i.e., the item fits into the knapsack) or not. Note that x is a vector of the decision
variables {x1, x2, · · · , xN}. The objective is to find a solution x ∈ Y that maximizes
(or minimizes) the objective function f(x) [57]. Based on these definitions, the most











xi ∈ {0, 1} i = 1, 2, · · · , N,
(2.2)
where xi can take only on the value either 0 or 1. This means that we can solve
the 0/1 knapsack problem in exponential running time O(2N) with the size of the
input by enumerating all possible solutions. Therefore, such a problem may seemingly
appear to be trivial, because it is likely that an optimal solution will be found by
enumerating a finite number of feasible solutions. However, if a given problem has too
many possible solutions, this may result in a combinatorial explosion. This means that
the time complexity required to solve the given problem continues to grow exponentially
as the input size increases. Therefore, it is needed to develop algorithms that run in
time which is a polynomial in the input size. Actually, combinatorial optimization
may be divided into two types; “easy” and “hard” problems that stand for solving
in polynomial time and in no polynomial time. Of course, it is always best to solve
combinatorial optimization problems in polynomial time, but the fact also remains
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that there exist several no polynomial time algorithms for such hard problems. The
following subsection describes dynamic programming that is one of the most useful
algorithmic paradigms for solving combinatorial optimization problems.
2.2.3 Dynamic Programming
Dynamic programming is a paradigm of algorithm design for solving optimization prob-
lems, and it was invented by Richard Bellman in the mid-1950s [58]. The “program-
ming” is not meant to be writing code, but rather in the sense of planning or scheduling
for military logistics, by filling in a table. Also for “dynamic” indicates that the table
is filled over time [59]. Basically, the dynamic programming finds an optimal solution
to the problem by combining optimal solutions to subproblems in a certain way. The
key idea behind dynamic programming is to avoid unnecessary recursive function calls
by storing (memorizing) the solutions of intermediate subproblems. It must be noted
that dynamic programming can often be applied to most problems that exhibit two
properties of optimal substructure and overlapping subproblems. The optimal substruc-
ture means that an optimal solution to an original problem always contains optimal
solutions for smaller subproblems. In addition, if the problem exhibits overlapping sub-
problems, there is no need to recalculate the same subproblem which reappears more
than once by storing its solution.
The procedure of dynamic programming consists of three main steps [60]; 1. Ini-
tialization; 2. Matrix fill; and 3. Traceback. Initialization is to create a matrix with a
specific size and to set the first column and row of the matrix. The next step is filling
up the matrix with the solutions by solving subproblems from upper left to lower right,
and finally through the traceback, determine a best path giving the optimal solution.
This procedure is done by looking at the elements representing optimal solutions to
already considered subproblems which are located to the left, above and diagonal in
the matrix. In the following, we try to solve the knapsack problem using dynamic
programming.
Example: Suppose we have a knapsack whose capacity W = 10 and 4 items. Each
item has its own weight w[i] and profit p[i] (i = 1, · · · , n) shown in the Table 2.2.
Table 2.2: List of n (i.e., n = 4) items.
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Now, let us consider the knapsack problem defined by term (2.3),
maximize 7x1 + 4x2 + 8x3 + 9x4,
subject to 3x1 + 2x2 + 2x3 + 6x4 ≤ 10,
x1, x2, x3, x4 ∈ {0, 1},
(2.3)
where xi = 1 if the item i is selected and xi = 0 if not selected into the knapsack whose
capacity is w (1 ≤ w ≤ W ). For this problem, we create a 2-dimensional array D of
size (n+ 1)× (W + 1) (i.e., n = 4 and W = 10).
As the first step, we define D[i, w] stores the profit of the most profitable subset
of items by selecting from the first i items that fit into the knapsack of capacity w. If
w[i] ≥ w that is, the weight of the i-th item w[i] is greater than the least capacity w, it
is impossible to add the i-th item into the knapsack for obtaining the total weight w.
Thus, the profit of the subset by selecting from the first i items is the same as that from
the first i − 1 items. Otherwise, if the i-th item should be added, the optimal subset
must be made up of this item and the subset of the first i − 1 items that obtain the
total profit w−w[i] and D[i− 1, w−w[i]] is regarded as the least capacity of knapsack
with i−1 items. Thus, the profit given such an optimal subset is D[i−1, w−w[i]]+p[i].




0 if i = 0 or w = 0,
D[i− 1, w] else if w[i] ≥ w,
max{D[i− 1, w], D[i− 1, w − w[i]] + p[i]} otherwise.
(2.4)
The goal of this problem is to determine D[n,W ], the maximum profit of a subset
of the n items that fit into the knapsack with maximum capacity W and the optimal
subset. According to Equation (2.4), each entry D[i, w] can be computed in the i-th
row and the w-th column as presented in Table 2.3.
Table 2.3: The dynamic programming table for solving the knapsack problem.
i
w
0 1 2 3 4 5 6 7 8 9 10
0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 7 7 7 7 7 7 7 7
2 0 0 4 7 7 11 11 11 11 11 11
3 0 0 8 8 12 15 15 19 19 19 19
4 0 0 8 8 12 15 15 19 19 19 21
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We can obtain an optimal solution whose maximum profit is 21 by selecting item
2, 3 and 4. Basically, the 0/1 knapsack problem can be solved in exponential time
by enumerating all possible subsets over the n items, as previously mentioned. Using
dynamic programming, however, it can reduce the time complexity to O(nW ), in which
the table D has (n+ 1)× (W + 1) entries and each of them can be computed in O(1)
time. Thus, the dynamic programming algorithm for the 0/1 knapsack problem can
relatively decrease the time complexity. Actually, O(nW ) does depend polynomially
on W , the issue is that O(nW ) does not depend polynomially on the size of the input
of the problem. Because each weight can be represented using O(logW ) bits [61], the
time complexity is O(nW ) = O(n2S) by letting S = logW . Similarly, the longest
common subsequence problem can be solved efficiently using dynamic programming.
This problem is to find the maximum length of a common subsequence of two strings
and is used in biological applications like comparing the two different strands of DNA
[62].
In this thesis, we will present network completion as an optimization problem and
this problem exhibits the optimal substructure (see Chapter 3 for the exact defini-
tion). The reason comes from that it can be decomposed into many subproblems that
are replaced by smaller problems of completing networks containing a smaller number
of genes. Moreover, this problem also exhibits the overlapping subproblems because
the same combinations of incoming edges exist when computing the minimum sum-
of-squared errors. In network completion, we will regard the total number of modified
(added and deleted) edges and the sum-of-squared errors as the total weight and the
total profit defined in the knapsack problem. In addition, since the total number of mod-
ified edges is specified in network completion, it can be considered as the optimization
problem of adding and deleting edges for a given network such that the sum-of-squared
error is minimized without exceeding the total number of modified edges. The cor-
rectness of dynamic programming and the detailed formulation are presented in later
chapters.
2.2.4 Least-Squares Optimization
Least-squares problems may be formulated as an unconstrained continuous optimiza-
tion, where the objective function is defined as the sum-of-squared vertical distances be-
tween the data points and the fitted line. Least-squares techniques have been commonly
used for the statistical analysis of experimental or observational data. Least-squares
problems can be classified into two types; linear (ordinary) or nonlinear least-squares
according to whether the property of the objective function is linear or nonlinear. Now,
we will only consider the linear least-squares problem. Given a set of observations and
a model function, the objective of this problem is to determine unknown estimators of
model function so as to minimize the objective function. In the following, we will also
describe how to solve this problem, giving a simple example.
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Example: We will consider the simplest linear model written in slope-intercept form;
Y = β0 + β1X + ξ, (2.5)
where X is the independent (or explanatory) variable and Y is the dependent (or
response) variable. In general, suppose that only dependent variables Y are subject
to measurement errors ξ and can be written as a linear regression function of the
independent variables X. Thus, β1 and β0 are the slope and the intercept as shown in
Figure 2.5.
Figure 2.5: The simplest least-squares problem is to determine the straight line which
has slope β1 and y-intercept β0.
Suppose we have N pairs of observations, (xi, yi) (i = 1, 2, · · · , N), the regression
line is given by the following formula:
yi = β0 + β1xi + ξi. (2.6)
In this simple case, set ξi = 0, the goal of least-squares problem is to determine the
least-squares estimators for β0 and β1 that minimize the sum-of-squared residuals from
the observations, which is defined by Equation (2.7).
S(β0, β1) = min
N∑
i=1
(yi − (β0 + β1xi))2. (2.7)
For the analysis by linear regression models, it will be convenient to express them
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Let uˆi (i = 1, · · · , N) be the vertical distances between the observed and the pre-
dicted values. Note that uˆ and y are N × 1 vectors and the least-squares estimator
βˆ is denoted by P × 1 vector (P = 2). It is also noted that a design matrix X has
an N × P dimension where the first independent variable xi1 is equal to 1 for every i
(i = 1, · · · , N) because β0 is a constant. Thus, we can obtain the following equation
by rewriting Equation (2.6) in matrix notation.
uˆ = y −Xβˆ. (2.9)








Note that for a matrix A, its transpose is denoted by A′. Therefore, the least-squares












, we then set















Solving this for βˆ, we obtain
βˆ = (X ′X)−1 (X ′y) . (2.13)
Note that since there exists an inverse of X ′X, the matrix dimension of X should be
N × P , and this means that the number of parameters P must be less than or equal
to the amount of training data N (see [63] for more details).
In this thesis, we consider the problem of network completion where the edges in a
given network are modified so as to match the observed data. To achieve our purpose,
it requires introduction of more effective function to minimize the difference between
observations and predictions. If we define an objective function as the sum-of-squared
residuals when adding and deleting edges, network completion can be reduced to an
optimization problem of minimizing the objective function. Three problems need their
own objective functions and the detailed description of each problem will be provided
in later chapters.
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Following this, we will discuss the computational complexity required for the algo-
rithm for finding the least-squares estimator βˆ. The execution time taken by running
a program depends on the number of floating point operations (flops) [64, 65]. It is
mainly estimated by counting the four elementary operations. We will count here only
the number of multiplication operations.
Now, given the linear least-squares estimator defined in Equation (2.13), the com-
putation of this system is divided into 4 operations, which involved 3 matrix multipli-
cations and 1 matrix inversion.
In order to estimate an overall time complexity, we need to compute their own
complexities of 4 operations considering the following points. The multiplication of
two n × n matrices takes O(n3) time. In matrix-vector multiplication, assuming that
the matrix is n×m, then the vector must have a dimension m, thereby taking the time
complexity of O(nm).
If there are N training samples and P parameters, a matrix X should obviously
have size N×P . Since the least-squares fitting requires 4 operations as described above,
based on these assumptions, their own complexities can be estimated in the following
manner [65, 66].
1. Multiplying X ′ by X takes O(NP 2) time.
2. The resulting matrix from Step 1 has dimension P × P , thereby providing the
complexity of inverting X ′X via LU decomposition scales as O(P 3).
3. Multiplication of the matrix X ′ whose size is P ×N and a vector y has a length
N can be performed in O(NP ).
4. The product of two matrices (X ′X)−1 (X ′b) resulting from Step 2 and 3 has a
complexity O(P 2).
Note that O(NP 2) asymptotically dominates O(NP ), thus we can ignore the O(NP )
part and O(P 3) also dominates O(P 2). Consequently, the overall time complexity of
this algorithm can be estimated as O(NP 2+P 3). The execution time is very slow when






Analysis of biological networks is one of the central research topics in computational
systems biology. A number of reverse-engineering methods have been extensively de-
veloped to build genetic networks from microarray time-series. Most of these methods
include general network models such as Boolean networks [5, 67], Bayesian networks
[7, 9], time-delayed Bayesian networks [68], dynamic Bayesian networks [13, 14, 15],
graphical Gaussian models [69, 70, 71], differential equations [18, 19], mutual infor-
mation [27, 28], and linear classification [72]. However, these approaches may appear
to be unrealistic to reconstruct genetic networks based only on information derived
from gene microarray profiles and there is no gold standard or no established method
for genetic network inference. At present, this research topic still remains challenging.
One possible causes of this difficulty may be considered that there do not currently
exist enough high-quality data to capture regulatory relationships in gene expression.
This means that reverse-engineering of complex genetic regulations from only sparse
and noisy data may lead to intrinsic difficulty, thereby inducing poor reconstruction
accuracy. Therefore, a more reasonable and realistic approach is needed to infer gene
regulatory networks.
Recently a new approach called network completion [37] was proposed by following
Occam’s razor, which is a well-known principle in scientific discovery. Network comple-
tion is, given an initial network and an observed dataset, to make the minimum amount
of modifications to an initial network such that the resulting network is (most) consis-
tent with the observed expression data. It focused on the inference of signaling pathway
networks, which assumed that activity levels or quantities of one or a few kinds of pro-
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teins can only be observed. Furthermore, a Boolean network [73] was used for modeling
of signaling networks, because microarray might usually contain high level of noise and
they were also concerned with theoretical analysis of computational complexity. They
proved that network completion is computationally intractable (NP-hard) even for tree
structured networks. In order to cope with this computational difficulty, an integer lin-
ear programming-based method was developed for completion of signaling pathways
[74]. However, it could not handle addition of edges because of its high computational
complexity.
In this chapter, we present a novel method, named as DPLSQ(Dynamic Program-
ming and Least-SQuares), for network completion of gene regulatory networks using
microarray time-series data. Unlike the previous studies [37, 74], we use a differential
equation based model and assume that expression levels are fully observable. DPLSQ is
based on the combination of least-squares fitting and dynamic programming techniques,
where least-squares fitting is used to estimate parameters in differential equations and
dynamic programming is used to find the minimum value of sum-of-squared errors by
integrating partial fitting results (partial least-squares) on individual genes under the
constraint that the total number of added and deleted edges must be equal to speci-
fied ones. One of the most important characteristics of DPLSQ is that it can provide
an optimal solution (i.e., minimum squared-sum) in polynomial time subject to the
constraint that the maximum indegree (i.e., the maximum number of input genes) is
bounded by a constant. Although DPLSQ does not automatically identify the mini-
mum modification, it can be identified by examining varying numbers of added/deleted
edges, where the total number of such combinations is polynomially bounded. In ad-
dition, DPLSQ can also be used as a tool for genetic network inference, given a null
network (i.e., a network having no edges) as an initial network.
We perform the computational experiments to validate the effectiveness of DPLSQ
and also conduct the performance evaluation by comparing existing tools for network
inference using artificially generated data. Furthermore, to evaluate our performance
on real microarray data, we conduct network inference analysis on microarray profiles
measured during the cell-cycle in Saccharomyces cerevisiae.
3.2 Method
In this section, we will begin by describing the exact definition of the network comple-
tion problem and a novel computational method DPLSQ, for solving this problem.
3.2.1 Preliminaries
The goal of network completion problem is to modify a given network with the mini-
mum number of modifications such that the resulting network is most consistent with
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Figure 3.1: Schematic view of the network completion by additions and deletions of
edges. Dashed edges and dotted edges denote deleted edges and added edges, respec-
tively.
the observed data. For this problem, we consider additions and deletions of edges as
modification operations (see Figure 3.1) and we regard the time-series microarray pro-
file as an observed data. Note that we assume that the total number of added/deleted
edges are specified. If we begin with a null network, it corresponds to network infer-
ence. Therefore, network completion includes network inference although it may not
necessarily work better than existing methods if applied to network inference.
In the following, G(V,E) denotes a given network where V and E are the sets
of nodes and directed edges, where nodes reflect genes and edges represent causal
regulatory effects between two genes. Self-loops are not allowed in E although it is
possible to modify the method so that self-loops are allowed. In this thesis, let n
denote the number of genes (i.e., the number of nodes) and let V = {v1, . . . , vn}. For
each node vi, e
−(vi) and deg−(vi) denote respectively the set of incoming edges to vi
and the number of incoming edges to vi as defined below;
e−(vi) = {vj|(vj, vi) ∈ E},
deg−(vi) = |e−(vi)|.
(3.1)
DPLSQ consists of two parts: (i) parameter estimation, and (ii) network structure
inference. We employ least-squares fitting for the former part and dynamic program-
ming for the latter part. Furthermore, there are three cases on the latter parts: (a)
completion by addition of edges, (b) completion by deletion of edges, and (c) comple-
tion by addition and deletion of edges. Although the last case includes the first and
second cases, we explain all of these for the sake of simplicity of explanation.
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ɹ
Figure 3.2: Dynamics model for a node. The expression level of vi is determined by the
correlation between other genes (i.e., vi1 , · · · , vid). ai1,2 is a coefficient corresponding to
cooperative regulation by vi1 and vi2 .
ɹ
3.2.2 Model of Differential Equation and Estimation of Pa-
rameters
We assume that the differential equation model for the dynamics of each node vi can











where vi1 , . . . , vid are incoming nodes to vi, xi corresponds to the expression value of
the i-th gene, and ω denotes a random noise. The second and third terms of the right
hand side of the equation represent linear and non-linear effects to node vi, respectively
(see Figure 3.2), where positive aij or a
i
j,h reflects to an activation effect and negative
aij or a
i
j,h reflects to an inhibition effect.
In practice, we replace the derivative by the difference and ignore the noise term as
below:











We assume time-series data yi(t)s, which correspond to xi(t)s are given for t =
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By introducing least-squares fitting technique, network completion can be reduced
to the optimization problem to minimize the following objective function:
Si{vi1 , vi2 , ..., vid}
= min






















3.2.3 Completion by Addition of Edges
In this subsection, we consider the problem of adding h edges in total so that the
sum-of-squared errors is minimized.
Let σ+hj , j denote the minimum sum-of-squared error when adding hj edges to the
j-th node, which is formally defined by
σ+hj , j = minj1, j2, ..., jhj
{
Sje−(vj)∪{vj1 , vj2 , ..., vjhj }
}
, (3.5)
where each vjl must be selected from V − vj − e−(vj). In order to avoid combinatorial




for hj > H or hj + deg





σ+hj , j. (3.6)
Here, we define D+[h, i] by




σ+hj , j. (3.7)
Then, D[h, n] is the objective value (i.e., the minimum sum-of-squared error when
adding h edges in total).
The elements of D[h, j] can be computed by the following dynamic programming
algorithm:
D+[h, 1] = σ+h, 1,
D+[h, j + 1] = min
h′+h′′=h
{D+[h′, j] + σ+h′′, j+1}.
(3.8)
It is to be noted that D+[h, n] is determined uniquely regardless of the order of
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D+[h′, n− 1] + σ+h′′, n.
(3.9)
3.2.4 Completion by Deletion of Edges
We try to address the completion problem of deleting w edges in total so as to minimize
the sum-of-squared errors.
Let σ−wj , j denote the minimum sum-of-squared error when deleting wj edges from
the set e−(vj) of incoming edges to vj as follows;
σ−wj , j = minj′1, j′2, ..., j′wj
{
Sje−(vj)−{vj′1 , vj′2 , ..., vj′wj }
}
. (3.10)
As described in Section 3.2.3, we need to impose constraint on the maximum wj to
be a small constant W and let σ−wj , j = +∞ if wj > W or deg−(vj)−wj < 0. Then, the





σ−wj , j. (3.11)
Here, we also define D−[w, i] by




σ−wj , j. (3.12)
Then, we can solve network completion by deletion of edges using the following
dynamic programming algorithm:
D−[w, 1] = σ−w, 1,
D−[w, j + 1] = min
w′+w′′=w
{D−[w′, j] + σ−w′′, j+1}.
(3.13)
3.2.5 Completion by Addition and Deletion of Edges
We can extend the above two methods to network completion by addition and deletion
of edges.
Let σhj , wj , j denote the minimum sum-of-squared error when adding hj edges to
e−(vj) and deleting wj edges from e−(vj) as below, where added and deleted edges
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must be disjoint.
σhj , wj , j = min







Sje−(vj)−{vj′1 , vj′2 , ..., vj′wj }∪{vj1 , vj2 , ..., vjhj }
}
. (3.14)
Here, we also impose constraints on the maximum hj and wj to be small constants
H and W . We let σhj , wj , j = +∞ if hj > H, wj > W , hj − wj + deg−(vj) ≥ n, or






σhj , wj , j. (3.15)
We define D[h,w, i] by





σhj , wj , j. (3.16)
Then, we can also solve network completion by addition and deletion of edges using
the following dynamic programming algorithm:
D[h,w, 1] = σh,w, 1,
D[h, w, j + 1] = min
h′+h′′=h
w′+w′′=w
{D[h′, w′, j] + σh′′, w′′, j+1}. (3.17)
3.2.6 Time Complexity Analysis
In this subsection, we provide the time complexity analysis of DPLSQ. Since completion
by addition of edges and completion by deletion of edges are special cases of completion
by addition and deletion of edges, here we discuss only cases of completion by addition
and deletion of edges.
Before discussing the time complexity taken for each step, we need to check the time
complexity required for least-squares fitting. Least-squares fitting is generally known
to have time complexity O(mp2 + p3), assuming that m is the sample size and p is the
number of predictors as indicated in 2.2.4. Since our model has O(n2) parameters per
node, the time complexity for least-squares can be estimated as O(mn4 + n6) time.
It must be noted, however, if we can assume that the maximum indegree in a given
network is bounded by a constant, the number of parameters is bounded by a constant,
where we have already assumed that H and W are constants. In this case, the time
complexity for least-squares fitting can be estimated as O(m).
First, we analyze the time complexity required for computing σhj , wj , j. In this com-
putation, we need to examine combinations of additions of hj edges and deletions of wj
3.3. RESULTS AND DISCUSSION 31
edges. Since hj and wj are respectively bounded by constants H and W , the number
of combinations is O(nH+W ). Therefore, the computation time required per σhj , wj , j
is O(nH+W (mn4 + n6)) including the time for least-squares fitting. Since we need to
compute σhj , wj , j for H×W ×n combinations, the total time required for computation
of σhj , wj , js is O(n
H+W+1(mn4 + n6)).
The next step is the analysis of time complexity taken by computing D[h,w, i]s.
Note that the size of table D[h,w, i] is O(n3), where we are assuming h and w are O(n).
In order to compute the minimum value for each entry in the dynamic programming
procedure, we need to examine (H+1)(W +1) combinations, which is O(1). Therefore,
the computation time required for computing D[h,w, i]s is O(n3). Since this value is
clearly smaller than the one for σhj , wj , js, the total time complexity is,
O(nH+W+1 · (mn4 + n6)). (3.18)
Although this value is too high, it can be significantly reduced if we can assume
that the maximum degree of an input network is bounded by a constant. In this case,
least-squares fitting can be done in O(m) time per execution as discussed above. Fur-
thermore, the number of combinations of deleting at most wj edges is bounded by a
constant. Therefore, the time complexity required for computing σhj , wj , js is reduced
to O(mnH+1). Since the time complexity for computing D[h,w, i]s remains O(n3), the
total time complexity is
O(mnH+1 + n3). (3.19)
This number may be allowable in practice if H ≤ 2 and n is not too large (e.g.,
n ≤ 100).
3.3 Results and Discussion
3.3.1 Availability
We validated the performance of proposed method using both synthetic data and mi-
croarray expression data. All experiments on DPLSQ were performed on a PC with
Intel Core i7-2630QM CPU (2.00 GHz) with 8 GB RAM running under the Cyg-
win on Windows 7. We employed the liblsq library (http://www2.nict.go.jp/aeri/sts/
stmg/K5/VSSP/install lsq.html) for a least-squares fitting method.
3.3.2 Completion Using Synthetic Data
In order to evaluate the potential effectiveness of DPLSQ, we began with network
completion using synthetic data. To our knowledge, there is no available tool that
performs the same task. Although some of existing inference tools employ incremental
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modifications of networks, the total number of added/deleted edges cannot be specified.
Therefore, we did not compare DPLSQ with regard to network completion with other
methods (but we compared it with existing tools for network inference).
We employed structure of the real biological network named WNT5A (see Figure
3.3) [75]. For each node vi with d input nodes, we considered the following model:











where aijs and a
i
j,hs are constants selected uniformly at random from [−1, 1] and
[−0.5, 0.5], respectively. The reason why the domain of aij,hs is smaller than that for
aijs is that non-linear terms are not considered as strong as linear terms. It should also
be noted that biω is a stochastic term, where bi is a constant (we used bi = 0.2 in all
computational experiments) and ω is a random noise taken uniformly at random from
[−1, 1].
For artificial generation of observed data yi(t), we used
yi(t) = xi(t) + o
i, (3.21)
where oi is a constant denoting the level of observation errors and  is a random noise
taken uniformly at random from [1,−1]. Since use of time-series data beginning from
only one set of initial values easily resulted in rank deficiency, we generated time-series
beginning from 20 sets of initial values taken uniformly at random from [1,−1], where
the number of time points for each set was equal to 10 and Δt = 0.2 was used as the
period between the successive two time points. Therefore, 20 sets of time-series data,
each of which consisted of 10 time points, were used per trial (200 time points were used
in total per trial). Noted that here, in our preliminary experiments, use of too small
Δt resulted in too small changes of expression values whereas use of large Δt resulted
in divergence of time series. Therefore, after some trials, Δt = 0.2 was selected.
Under the above model, we examined several ois as shown in Table 3.1. In order to
examine network completion, an original network, WNT5A was modified by randomly
adding h edges and deleting w edges and the resulting network was given as an initial
network.
We evaluated the performance of DPLSQ in terms of the accuracy of the modified
edges and the success rate. The accuracy is defined here by
h+ w + |Eorig ∩ Ecmpl| − |Eorig|
h+ w
, (3.22)
where Eorig and Ecmpl are the sets of edges in the original network and the completed
network, respectively. This value takes 1 if all deleted and added edges are correct
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Figure 3.3: Structure of WNT5A network [75].
and 0 if none of deleted and added edges is correct. For each (h,w), we took the
average accuracy over a combination of 10 parameters (aijs and a
i
j,hs) and 10 random
modifications (i.e., addition of h edges and deletion of w edges to construct an initial
network). The success rate is defined as the frequency of the trials (among 10 × 10
trials) in which the original network was fully correct obtained by network completion.
The result is shown in Table 3.1. As can be seen from this table, DPLSQ works well if
the observation error level is small. With regard to the accuracy, while these are high
in the case of w = 0, no clear trend can be discerned for a relationship between h,w
values and the accuracies. It is reasonable because we evaluated the result in terms
of the accuracy per added/deleted edge. On the other hand, it is observed that the
success rate decreases considerably as h and w increases or the observation error level
increases. This dependence on h and w is reasonable because the probability of having
at least one wrong edge increases as the number of edges to be added/deleted increases.
As for the computation time, CPU time for each trial was within a few seconds,
where we used the default values of H = W = 3. Although these default values were
larger than h,w here, it did not cause any effects on the accuracy or the success rate.
How to choose H and W is not a trivial problem. As discussed in Section 3.2.6, we
cannot choose large H or W because of the time complexity issue. Therefore, it might
be better in practice to examine several combinations of small values H and W and
select the best result although how to determine the best result is left as another issue.
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Table 3.2: Results on inference of WNT5A network by DPLSQ.
Observation error level
0.1 0.3 0.5 0.7
n = 10
Accuracy 1.000 0.966 0.803 0.620
CPU time (sec.) 0.685 0.682 0.682 0.685
n = 30
Accuracy 0.995 0.914 0.663 0.443
CPU time (sec.) 66.2 66.2 66.1 65.9
n = 50
Accuracy 0.999 0.913 0.613 0.392
CPU time (sec.) 534.0 534.2 533.6 533.5
3.3.3 Inference Using Synthetic Data
We also examined DPLSQ for network inference, using synthetic time-series data. In
this experiment, we used the same network and dynamics model as above but we let
E = ∅ in the initial network. In order to apply DPLSQ to network inference, we let
H = 3, W = 0, and h = 30. It is to be noted that deg−(vi) = 3 holds for all nodes vi in
the WNT5A network. Furthermore, in order to examine how CPU time changes as the
size of the network grows, we made networks with 30 genes and 90 edges (resp., with
50 genes and 150 edges) by making 3 copies (resp., 5 copies) of the original networks.
Since the number of added edges always should be equal to the total number of
edges in the original network, h, we evaluated the results by the average accuracy
defined as the ratio of the number of correctly inferred edges to the number of edges in
the correct network (i.e., the number of added edges). We examined observation error
levels of 0.1, 0.3, 0.5 and 0.7, for each of which we took the average over 10 trials using
randomly generated different parameter values (i.e., aijs and a
i
j,hs), where time-series
data were generated as in Section 3.3.2.
The result is shown in Table 3.2, where the accuracy and the average CPU time
(user time + sys time) per trial are shown for each case. From this table, the accuracy
is high even for large networks in case that the error level is not high. It is also observed
that although the CPU time grows rapidly as the size of a network increases, it still
remains allowable for networks with 50 genes.
We also carried out a comparative analysis of DPLSQ with two well-known exist-
ing tools for genetic network inference, ARACNE [27, 28] and GeneNet [70, 71]. The
former serves as a basis for the mutual information and the latter is based on graphical
Gaussian models and partial correlations. Computational experiments on ARACNE
were carried out under the same environment as that for DPLSQ, whereas those on
GeneNet were performed on a PC with Intel Core i7-2600 CPU (3.40 GHz) with 16
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Table 3.3: Results on inference of WNT5A network using ARACNE and GeneNet,
where the accuracy is shown for each case.
Method
Observation error level
0.1 0.3 0.5 0.7
n = 10
ARACNE 0.523 0.523 0.523 0.526
GeneNet 0.526 0.526 0.533 0.533
n = 30
ARACNE 0.332 0.328 0.326 0.326
GeneNet 0.368 0.380 0.383 0.384
n = 50
ARACNE 0.308 0.312 0.310 0.391
GeneNet 0.313 0.316 0.314 0.316
GB RAM running under the Cygwin on Windows 7 because of the availability of the R
platform on which GeneNet works. We employed datasets that were generated in the
same way as for DPLSQ and default parameter settings for both tools.
Since both tools output undirected edges to represent their significance values (or
their probabilities), we selected the topM edges in the output whereM was the number
of edges in the original network and regarded {vi, vj} as a correct edge if either (vi, vj)
or (vj, vi) was included in the edge set of the original network. As shown in Table 3.2,
we evaluated the performance in terms of the average accuracy defined as the ratio
of the number of correctly inferred edges to the total number of edges in the original
network.
As can be seen from Table 3.3, interestingly, both tools show similar performances,
each of which does not change much even if the observation error level changes. Read-
ers will probably think that the accuracies shown in Table 3.3 are close to those by
random prediction. However, these accuracies were much higher than those obtained
by assigning random probabilities to edges, and thus we can mention that these tools
outputted meaningful results.
Comparing results from Table 3.2 and Table 3.3, the accuracies by DPLSQ are
much higher than those by ARACNE and GeneNet even though both directions of
edges are taken into account for ARACNE and GeneNet. However, it should be noted
that synthetic time-series data were generated according to the differential equation
model on which DPLSQ relies. Therefore, we can only mention that DPLSQ provides
good performance if time-series are generated according to appropriate differential
equation models. Note also that we can use other differential equation models as long
as parameters can be estimated by least-squares fitting.
With regard to computation time, both methods were much faster than DPLSQ.
Even for the case of N = 50, both ARACNE and GeneNet worked in less than a few
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Figure 3.4: Structure of part of yeast cell-cycle network.
seconds per trial. Therefore, DPLSQ does not have merits on practical computation
time.
3.3.4 Inference Using Microarray Data
We also tested the performance of DPLSQ for network inference using microarray gene
expression data. Since there is no “gold standard” networks for genetic networks and
thus the actual underlying genetic network still remains unknown, we did not compare
it with the existing methods.
We used a part of the cell-cycle network of Saccharomyces cerevisiae extracted from
KEGG database [51], shown in Figure 3.4. Although the detailed mechanism underlying
cell-cycle still remains unclear, we regard this network as the “correct” answer (“gold
standard” network), which may not be true. In this network, each of (MCM1, YOX1,
YHP1), (SWI4, SWI6), (CLN3, CDC28), (MBP1, SWI6) is known to constitute a
protein complex but we treated them separately and ignored the interactions inside a
complex. Because making a protein complex does not necessarily mean a regulation
relationship between the corresponding genes.
As for the time-series profiles, we employ the datasets composed of four time-courses
(alpha, cdc15, cdc28, elu) in [76] that were measured under four distinct experimental
conditions. Since there were several missing values in the time series data, these values
were filled by linear interpolation and data on some endpoint time points were discarded
because of too many missing values. As the result of normalization, alpha, cdc15, cdc28,
and elu datasets consist of expression measurements of 18, 24, 11 and 14 time points,
respectively. In order to investigate the relationship between the number of time points
and accuracy, we examined four combinations of datasets as summarized in Table 3.4.
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We validated the performance of DPLSQ in terms of the accuracy (i.e., the ratio of the
number of correctly inferred edges to the number of added edges), where H = 3 and
h = 25 were used. The result is presented in Table 3.4.
Since the total number of edges in both the original network and the inferred
networks is 25 and there exist 9 × 10 = 90 possible edges (excluding self-loops), the
expected value of corrected edges is roughly estimated as
25
90
× 25 = 6.944 . . . , (3.23)
if 25 edges are randomly selected and added. Therefore, the results in Table 3.4 indicate
that DPLSQ provides better performance than random inference if appropriate datasets
are provided (e.g., cdc15 only, or cdc15+cdc28+alpha+elu). It is a bit strange that the
accuracies for the first and last datasets are better than those for the second and
third datasets because it may usually expected that adding more evidences results
in more accurate networks. The possible reason may be that there exist much more
measurement noises in time-courses of cdc28 and alpha than those of cdc15 and elu,
or some regulation rules that are hidden in Figure 3.4 may be activated under the
conditions of cdc28 and/or alpha.
3.3.5 Discussions and Conclusion
This chapter presented a novel method DPLSQ, for completion and inference of gene
regulatory networks using dynamic programming and least-squares fitting. The purpose
of network completion is to modify a given network so that the resulting network is
consistent with the gene expression data. Unlike previous methods, we focused on
gene regulatory networks and newly employed a differential equation based model as
regulatory rules between genes. The most theoretical difference between DPLSQ and
previous methods is that network completion can be done in polynomial time subject
to constraints that the maximum indegree of the network is bounded by a constant
whereas it is NP-hard in the previous method even if the maximum indegree is bounded
by a constant. This difference arises not from the introduction of a least-squares fitting
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method but from the assumption that expression levels of all genes are observable.
It should also be noted that most of existing methods for network inference can not
guarantee an optimal solution, whereas DPLSQ can, if it is applied to inference of a
genetic network with a bounded maximum indegree. Of course, the objective function
(i.e., minimizing the sum-of-squared errors) is different from existing ones and thus
this property does not necessarily mean that DPLSQ is superior to existing methods
in real applications. Indeed, the result using real gene expression data in Section 3.3.4
does not seem to be very good. However, DPLSQ has much room for extensions. For
example, least-squares fitting can be replaced by another fitting/regression method
(with some regularization term) and the objective function can be replaced by another
function as long as it can be computed by sum or product of some error terms. Studies
on such improvement might lead to development of better network completion and/or
inference methods.
Chapter 4




Robustness is one of the fundamental features in biological systems that maintain their
functions in spite of internal and external perturbations. It has been believed that
the alteration in cell function is caused by changes in their genomic programs. Only
recently, it is clear that this ability depends on the architecture of genetic networks
for temporal changes of underlying processes, such as developmental, immunological
response and disease progression [77, 78, 79]. This means that, in order to reveal and
understand the dynamic stability specific to biological systems, we need to consider
the temporal and structural aspects of gene regulatory networks. These properties will
probably be associated with the situation that few genes will invariantly play a role in
the cell function, even though the others may exhibit transient behaviors during the
specific phase [77].
DNA microarray technology has enabled us to measure the expression levels of a
large number of genes simultaneously and to obtain various kinds of biological data,
known as gene expression profiles (particularly mRNA expression profiles), CHromatin
ImmunoPrecipitation (ChIP)-chip data for transcription binding information, DNA-
protein interaction data, and protein-protein interaction data [29, 80, 81]. Thus, analy-
sis of genetic networks based on these observations has proceeded as network inference
or reverse-engineering. Traditional methods commonly include such as Boolean net-
works [5, 6, 67], Bayesian networks [7, 9], differential equations [18, 19, 82, 83] as
discussed in Section 1.1.
However, these methods can only describe the single snapshot of the genetic inter-
action that is, a static “average” network from such an available data. Intrinsically,
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static networks are estimated independently of changes in the cellular environmental
condition and these models do not provide any temporal information, like the start,
end and duration of each stage in developmental processes. The reason is that they
assume that genetic networks whose topologies do not change over time, whereas the
real gene regulatory network must evolve dynamically their architecture in response to
intrinsic and extrinsic cues as described at the beginning of this section.
Needless to say, it is important to develop inference methods which extract the tem-
poral and spatial characterization of genetic networks. Recent approaches often aim to
reconstruct time-varying genetic networks from time-series microarray data. For in-
stance, the problem of change point detection in time-series data has been studied in
Yoshida et al. [84] in which change points in time-series are identified by a dynami-
cal linear model with Markov switching and regimes evolve according to a first-order
Markov process. With regard to modeling of dynamic behaviors, Fujita et al. [85] pro-
posed a method based on the dynamic autoregressive model. This model extends the
vector autoregression (VAR) model, which can be applied to the inference of non-
linear time-dependent biological correlations. Similarly, Robinson and Hartemink [86]
presented a model called a non-stationary dynamic Bayesian network, based on dy-
namic Bayesian networks (DBNs). Le`brel et al. [87] also introduced the autoregressive
time-varying (ARTIVA) algorithm for the analysis of time-varying network topologies
from time-series generated from different processes. This model adopts a combina-
tion of reversible jump Markov chain Monte Carlo (RJMCMC) and DBNs, in which
RJMCMC is used for the detection of change time points and the static networks be-
tween distinct regimes and DBN is used to represent causal interactions among genes.
The method based on the Bayesian network model is studied in Thorne and Stumpf
[88], which aims to reconstruct the network structure between distinct segments with
a set of hidden states by applying the hierarchical Dirichlet process hidden Markov
model [89], including a potentially infinite number of states. The studies in Rasool
et al. [82] and Khan [77] focused on the smoothed Kalman filtering: in the former,
provided a constrained smoothed Kalman filtering method, which is capable of esti-
mating time-varying networks from time-series data, including unobserved and noisy
measurements. The dynamics of genetic modules are represented as a linear-state space
equation and the observability of linear time-varying systems is defined by imposing
sparse constraints in Kalman filters; in the latter, proposed a novel approach of in-
ference of time-varying networks from a limited number of observations defined as a
target tracking problem, in which the target is a set of incoming edges to a given gene.
Gene expression is assumed to follow the linear dynamics with Kalman filtering for
tracking the network connectivities over time and a static gene network is modelled by
a standard state-space model. A microarray analysis of D.melanogaster was provided
that there exist permanent genes and transient genes, which seem to play a role in the
overall developmental process and are mainly active during the specific phases. Ahmed
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et al. [90] also developed an algorithm called Tesla with machine learning, which can
be cast in the form of a convex optimization problem. A gene regulatory network is
represented by Markov random fields at arbitrary time intervals. The basic assumption
of this method is that individual networks at close time points do not have signifi-
cant topological differences but have common edges with high probability, in contrast,
networks at distant time points are markedly different.
As described above, many studies have been conducted on this theme regardless
of the temporal characteristics from microarray observations. However, supposed that
genes and proteins in living organisms make up more complicated interactions, any
mathematical models have limitations to faithfully reconstruct and cannot provide a
realistic view of genetic networks, thus there is not yet a gold standard or established
method for inference, even for time-independent networks. One of the possible rea-
sons is that there currently exists an insufficient number of high-quality time-series
datasets to reconstruct the dynamics of genetic networks. In other words, it is going
to be intrinsically difficult to faithfully reconstruct known/unknown gene regulatory
networks based on information derived from noisy and sparse experimental data. There-
fore, in order to conduct a realistic analysis, we firstly proposed a new approach for
reverse-engineering of time-independent networks from time-series data, called network
completion (refer to Chapter 3), whose aim is to make minimum modifications for a
given genetic network so as to be consistent with the observed data.
In this chapter, we present two novel methods for completion and inference of time-
varying (time-dependent) networks using Dynamic Programming and Least-Squares
fitting (DPLSQ): DPLSQ-TV (the preliminary version of DPLSQ-TV is presented
in [91]) and DPLSQ-HS, where TV and HS stand for Time-Varying and HeuristicS.
DPLSQ-TV is an extension of DPLSQ so as to detect change time points where the
network topology change may occur. Since the additions and deletions of edges are
basic modifications in network completion, we need to extend DPLSQ so that these
operations can be performed at several time points. In DPLSQ-TV, the modified edges
and change time points are identified by a novel double dynamic programming method
(double DP) algorithm in which inner and outer loops are used for detecting static
network structures in each time interval and change points, respectively.
Our methods also allow us to find an optimal solution in polynomial time satisfying
the constraint that the maximum indegree (i.e., the maximum number of input genes
to a gene) is bounded by a constant. In this regard, DPLSQ-TV provides optimality
guarantee in polynomial time, but it has limited use for completion of large-scale net-
works due to the higher degree polynomials. Therefore, we further propose a heuristic
method DPLSQ-HS, to reduce the time complexity by imposing an upper bound on
the number of combinations of incoming nodes.
Computational experiments are carried out to test the performance of two methods
over synthetic and microarray data during the life-cycle of D. melanogaster and the cell-
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cycle of S. cerevisiae. We also evaluate the effectiveness of two methods by comparing
our results with those from the existing method, ARTIVA [87].
4.2 Method
This section presents DPLSQ-TV, which is an exact method for network completion
of time-varying networks based on the double DP algorithm. Before going through the
details of DPLSQ-TV, let us begin with a few preliminaries on time-varying genetic
networks.
4.2.1 Preliminaries
Given a time-varying network, we assume that there exist m measurement time points
(1, 2, · · · ,m), which is divided into B+1 intervals: [1, · · · , c1 − 1], [c1, · · · , c2 − 1], · · · ,
[cB, · · · ,m], where B means the number of change points in the given network. For each
interval, a different network is associated. Since we assume that the set of genes does not
change, only the edge set changes according to the time interval. Let V = {v1, · · · , vn}
be the set of genes. Let E be the initial set of directed edges (i.e., initial set of gene
regulation relationships), and let E0, E1, · · · , EB be the sets of directed edges (i.e., the
output), where Ei denotes the edge set for the i-th interval.
Then, the problem is defined as follows: given an initial network G(V,E) consisting
of n genes, N time-series datasets, each of which consists of m time points for n
genes and positive integers h, w, and B, infer B change points (i.e., c1, c2, · · · , cB) and
complete or infer the initial network G(V,E) by adding h edges and deleting w edges
in total such that the total least-squared error is minimized. This results in the set of
edges E0, E1, · · · , EB at the corresponding time intervals (see Figure 4.1). It is to be
noted that if we start with an empty set of edges (i.e., E = ∅), the problem corresponds
to the inference of a time-varying network.
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4.2.2 Model of Differential Equation and Estimation of Pa-
rameters
To model the regulatory rules between genes, we assume that dynamics of each node











where vi1 , · · · , vid are incoming nodes to vi, xi corresponds to the expression value of
node vi, and ω denotes a random noise. The second and third terms of the right-hand
side of the equation represent linear and nonlinear effects to node vi, respectively (see
Figure 3.2), where positive aij or a
i
j,h corresponds to an activation effect and negative
aij or a
i
j,h corresponds to an inhibition effect. This model is an extension of the linear
differential equation model [29]. It is also a variant of the recurrent neural network
model [95], although the sigmoid function is replaced here by an identify function and
non-linear terms representing cooperating regulations are added instead.
In practice, we replace the derivative of Equation (4.1) by the difference, and ignore
the noise term as follows:











This kind of discretization is also employed for linear and recurrent neural network
models [29, 95]. We assume that time-series data yi(t)s, which correspond to xi(t)s in
Equation (4.2), are given for t = 0, 1, . . . ,m, where we distinguish an observed expres-
sion value yi(t) from an expression value xi(t) in the mathematical model Equation
(4.2). Then, the parameters aijs and a
i
j,hs are estimated from these time-series data by


















It should be noted that yi(t) is the observed expression value of gene vi at time t,
and vi1 , vi2 , . . . , vih are tentative incoming nodes to node vi. Incoming nodes to each
node are determined so that the sum of these values for all nodes is minimized under
the constraint that the total number of edges is equal to the specified number. In order
to minimize the sum of least-squared errors for all genes along with determining the
incoming nodes and corresponding parameters, DP is applied. Readers are referred to
Chapter 3 for the details of DPLSQ.
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4.2.3 Completion by Addition of Edges
In this subsection, we present our proposed method for network completion of time-
varying networks by the addition of edges, and extend this to a general case (i.e.,
network completion by the addition and deletion of edges) in the following subsection.
For simplicity, we assume N = 1, where we can extend the method to the case of
N > 1 by changing the definition of Si{vi1 , vi2 , ··· , vid} [p, q] only.
Given the set of nodes (i.e., the set of genes) V and the set of initial edges E, we
denoted by {vi1 , · · · , vid} the set of incoming nodes to vi and define the sum-of-squared
error for vi during the time period between p and q as
























j,h) needed to attain this minimum value can be computed by a standard
least-squares fitting method.
Because network completion is considered to involve the addition of edges, let
e− (vj) = {vj1 , · · · , vjd} denote the set of initial incoming nodes to vj in a given net-
work. Let σ+hj , j[p, q] denote the minimum sum-of-squared error when adding hj edges
to the j-th node during the time from p to q, which is formally defined as Equation
(4.5),
σ+hj , j [p, q]= minj1, j2, ··· , jhj
⎧⎨
⎩Sje−(vj)∪{vj1 , vj2 , ··· , vjhj} [p, q]
⎫⎬
⎭ , (4.5)
where each vjl must be selected from V − vj − e− (vj). In order to avoid combinatorial




+∞ for hj > H or hj + |e− (vj) | ≥ n.












σ+hj , j [ci, ci+1 − 1]
]}
, (4.6)
where c0 = 1 and cB+1 − 1 = m.
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Here, we define D+ [h, i, p, q] as





σ+hj , j [p, q]
}
. (4.7)
The elements of D+ [h, j, p, q] can be computed by the following DP algorithm:
D+ [h, 1, p, q] = σ+h,1 [p, q] ,
D+ [h, j + 1, p, q] = min
h′+h′′=h
{




Finally, D+ [h, n, p, q] is determined uniquely regardless of the ordering of nodes in















σ+hj , j [p, q] + σ
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Next we define E+ [h, b, q] as











σ+hj , j [ci, ci+1 − 1]
]}
, (4.10)
where b is the number of change points and cb+1 − 1 = q. E+ [h, b, q] can be computed
by the following DP algorithm:
E+ [h, 0, q] = D+ [h, n, 1, q] ,




E+ [h′, b− 1, p] +D+ [h′′, n, p, q]} . (4.11)
The introduction of E+[h, b, q] and the corresponding procedure based on the double
dynamic programming technique are the methodologically novel points of this work,
compared with DPLSQ.
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E+ [h′, b− 1, p] +D+ [h′′, n, p, q]} ,
(4.12)
where cb = p, cb+1 − 1 = q.
4.2.4 Completion by Addition and Deletion of Edges
The above DP procedure can be developed for the deletion of edges and for the addition
and deletion of edges as in DPLSQ. Since the former case is the subcase of the latter
one, we describe here only the latter one (addition and deletion of edges).
Let σhj , wj , j[p, q] denote the minimum sum-of-squared error for the time interval
between p and q when adding hj edges to e
− (vj) and deleting wj edges from e− (vj) as
below, where the added and deleted edges must be disjointed.
σhj , wj , j [p, q] = min











where {vj′1 , vj′2 , . . . , vj′wj } is the set of deleted edges from e−(vj). We constrain the
maximum hj and wj to the small constants H and W and let σhj , wj , j[p, q] = +∞ if
hj > H , wj > W , hj −wj + |e− (vj) | ≥ n, or hj −wj + |e− (vj) | < 0 hold. Then, the



















Here, we define D[h,w, i, p, q] as






σhj , wj , j [p, q]
}
. (4.15)
As in the previous subsection, D[h,w, j, p, q] can be computed by
D[h,w, 1, p, q] = σh,w, 1 [p, q] ,
D[h,w, j + 1, p, q] = min
h′+h′′=h
w′+w′′=w
{D[h′, w′, j, p, q] + σh′′, w′′, j+1 [p, q]} . (4.16)
Next, we define E[h,w, b, q] as














σhj ,wj ,j [ci, ci+1 − 1]
]⎫⎪⎬
⎪⎭. (4.17)
E[h,w, b, q] can be computed by the following DP algorithm:
E[h,w, 0, q] = D [h,w, n, 1, q] ,




{E [h′, w′, b− 1, p] +D[h′′, w′′, n, p, q]} . (4.18)
4.2.5 Time Complexity Analysis
In this subsection, we present computational complexity analysis of DPLSQ-TV. For
the assessment of time complexity of DPLSQ-TV, we estimate the execution time for
network completion by adding and deleting of edges. In general, it is known that least-
squares fitting for a linear system can be done in O (mp2 + p3) time complexity as
indicated in Section 2.2.4, assuming that m is the sample size and p is the number of
predictor variables. By introducing constraints on our model with bounded indegree,
DPLSQ-TV enables us to decrease the time complexity from O (mp2 + p3) to O (m)
(refer to Section 3.2.6). In terms of the computation of σhj , wj , j[p, q]s, the computation




time as discussed in Section 3.2.6, thereby providing the




, because p and q are O (m).
Next, we analyze the time complexity required for computing D [h,w, i, p, q]s. In
this computation, we must note that the size of table D [h,w, i, p, q] is O (m2n3). Fur-
thermore, in order to compute the minimum value for each entry in the DP procedure,
we need to examine (H + 1) (W + 1) combinations, which is O (1). Hence, the time
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complexity for D [h,w, i, p, q]s is O (m2n3).
Also, we analyze the time complexity required for computing E [h, w, b, q]s. Note
that the size of table E [h,w, b, q] isO (mn2), where we assume that b is a constant. Since
the number of combinations for computing the minimum value using DP is O (mn)
per entry, the computation time required for computing E [h,w, b, q]s is O (m2n3).






It must be noted that, if we use N time-series datasets, each of which consists of m
time points, the total time complexity becomes O(Nm3nH+1+m2n3). This complexity
is not small, however it is allowable in practice if H ≤ 2 and n and m are not too large.
Indeed, as shown in Section 4.4.3, DPLSQ-TV works for the completion and inference
of time-varying networks with a few tens of genes if H = 2.
4.3 Heuristic Method
Although our previous algorithm for exact completion DPLSQ-TV, is guaranteed to
find an optimal solution in polynomial time, the higher degree polynomial prevents this
method from being applied to the completion of large-scale networks. The reason why
DPLSQ-TV requires a lot of CPU time is that least-squared errors are calculated for
each node by considering all possible combinations of incoming nodes and taking the
minimum value of them. Therefore, we propose a heuristic algorithm DPLSQ-HS, to
significantly improve the computational efficiency by relaxing the optimality condition.
In order to improve the computational efficiency, we introduce an upper limit on the
number of combinations of incoming nodes. Although DPLSQ-HS does not guarantee
an optimal solution, it allows us to reduce the computation time of computing of the
minimum least-squares in the case of adding edges. This computational procedure will
be schematically illustrated in the next subsection. The detailed description of DPLSQ-
HS algorithm will be presented in Section 4.3.2, and we will discuss the time complexity
of DPLSQ-HS in Section 4.3.3.
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4.3.1 Schematic Illustrations of Computational Procedures
Although DPLSQ-HS can be applied to completion by adding and deleting of edges,
we schematically show the procedure only for additions of edges, because we impose
an upper limit only on the number of adding edges. In particular, we have devel-
oped DPLSQ-HS, which contributes to reducing the time complexity, by imposing the
constraint on the number of combinations of incoming edges to each node. In Figure
4.2, the diagram indicates that, for each node vi, we maintain M combinations of h
incoming nodes with M lowest errors at the h-th step. Let Shi denote the set of M
combinations computed at the h-th step for vi. At the h-th step, for each combination
{vi1 , . . . , vih−1} ∈ Sh−1i where i1 < i2 < · · · < ih−1, we calculate the least-squared error
for each vj such that j > ih−1 is the h-th incoming node to vi. The calculated least-
squared errors are sorted in ascending order, the top M values are selected, and the
corresponding combinations are stored in Shi .
4.3.2 Description of Algorithm
In the following, we give a detailed description of the algorithm to compute σ+h, i[p, q]
in DPLSQ-HS, where σ+h, i[p, q] does not necessarily mean the minimum value, and the
meaning of ‘Step’ is different from that in Section 4.3.1.
Step 1: For each period [p, q], repeat Steps 2-6.
Step 2: Let S0i = {∅} for all i = 1, . . . , n.
Step 3: For i = 1 to n do Steps 4-7.
Step 4: Repeat Steps 5-7 for each node vi from h = 1 to h = H.
Step 5: For each combination {vi1 , . . . , vih−1} ∈ Sh−1i and each node vj such that
j > ih−1 (j > 0 if h = 1), calculate the least-squared error for the h edge set
{(vi1 , vi), . . . , (vih−1 , vi), (vj, vi)}.
Step 6: Sort the obtained least-squared errors in ascending order and select the top
M combinations, which are stored in Shi .
Step 7: Let σ+h, i[p, q] be the minimum least-squared error among these top M combi-
nations.
The other parts of the algorithm are the same as in DPLSQ-TV.
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4.3.3 Time Complexity Analysis
In this subsection, we analyze the time complexity of DPLSQ-HS. Since DPLSQ-HS
can be applied to additions and deletions of edges, we consider the time complexity of
completion for both adding and deleting edges.
In our proposed method, we assume that the numbers of adding and deleting edges
in a given network are bounded by constants H and W , respectively. In this case, the
time complexity for least-squares fitting can be estimated as O (m) (refer to Section
2.2.4).
With regard to the time complexity of computing σhj , wj , j[p, q], we assume that
additions of edges are operated only in the case of adding edges to the nodes with
respect to the top M of the sorted list. Therefore, the number of combinations of
addition of hj edges, which is bounded by a constantH, is O (Mn). It is well known that
the sorting of n data can be done in O (n log n) time. Based on such assumptions, the
total computation time required for the computation of σhj , wj , j[p, q] is O (mn log n) [93]
since the O(Mn) factor can be regarded as a constant. Therefore, the time complexity
for σhj , wj , j[p, q] is O (m
3n log n), because p and q are O (m).
Furthermore, for the time complexity required for computing D [h,w, i, p, q]s and
E [h,w, b, q]s, the calculation process is the same as that in DPLSQ-TV. Therefore, the
computation time for both D [h,w, i, p, q]s and E [h,w, b, q]s are O (m2n3) as described






If we use N time-series datasets, each of which consists of m points, the total time
complexity becomes O(Nm3 log n +m2n3). DPLSQ-HS requires less time complexity





shown in Section 4.2.5, DPLSQ-HS is much faster than DPLSQ-TV in practice.
4.4 Results and Discussion
4.4.1 Availability
We validated the performance of proposed methods using both synthetic data and mi-
croarray expression data. All experiments were performed on a PC with Intel Core
2 Quad CPU Q9650 ( 3.00 GHz) with 186 GB RAM running under the Linux kernel
2.6.32.23-170.fc12. We employed the liblsq library (http://www2.nict.go.jp/aeri/sts/stm
g/K5/VSSP/install lsq.html) for a least-squares fitting method.
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4.4.2 Completion Using Synthetic Data
In order to evaluate the potential effectiveness of DPLSQ-TV and DPLSQ-HS, we start
with network completion for time-varying networks using synthetic data. We test our
performance in terms of detecting change time points that the sum-of-squared errors
are minimized. We employed a randomly generated network consisting 10 genes as an
initial network G, and three different networks G1, G2 and G3 generated by randomly
adding and deleting edges from the initial network. In this method, for each node vi
with d input nodes, we considered the following model:











where aijs and a
i
j,hs are constants selected uniformly at random from [−0.5, 0.5] and
[−0.05, 0.05], respectively. The reason why the domain of aij,hs is smaller than that for
aijs is that non-linear terms are not considered as strong as linear terms. It should also
be noted that biω is a stochastic term, where bi is a constant (we used bi = 0.05) and ω
is random noise taken uniformly at random from [−1, 1]. For the artificial generation
of the observed data yi (t), we used
yi (t) = xi (t) + o
i, (4.22)
where oi is a constant denoting the level of observation errors and  is random noise
taken uniformly at random from [0.05,−0.05].
As for the time-series data, we generated an original dataset with 30 time points
including two change points c1 = 10, c2 = 20, which is generated by merging three
datasets for G1, G2 and G3. Since the use of time-series data beginning from only one
set of initial values easily resulted in rank deficiency, we generated additional time-series
data beginning from 40 sets of initial values that were obtained by slightly perturbing
the original data.
Under the above model, we conducted computational experiments by DPLSQ-TV
and DPLSQ-HS in which the initial network G was modified by randomly adding h0
edges and deleting w0 edges per node, resulting in G1, G2 and G3 using the default
values of h0 ≤ 2, w0 ≤ 2 and the default values of H = W = 2. We evaluated the
performance of two methods in terms of the accuracy of modified edges, the time
point errors for time intervals, and the execution time for completion (CPU time).
Furthermore, in order to examine how CPU time changes as the size of the network
grows, we generated networks with 20, 30, 40 and 60 genes by making 2, 3, 4 and 6
copies of the original networks. We examined observation error levels of 0.05, 0.1, 0.3
and 0.5, for each of which we took the average time point errors, accuracies, and CPU
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time over 10 random modifications.




(|Ei ∩ E ′i| − |Ei|)
h+ w
, (4.23)
where Ei and E
′
i (i = 0, 1, · · · , B) are the sets of edges in the original network and the
completed network in each time interval, respectively. This value is 1 if all the added
and deleted edges are correct and 0 if none of the added and deleted edges is correct.
If we regard a correctly (resp., incorrectly) added or deleted edge as a true (resp.,
false) positive,
∑B
i=0(|Ei| − |Ei ∩E ′i|) corresponds to the number of false positives and
h+ w +
∑B
i=0(|Ei ∩ E ′i| − |Ei|) corresponds to the number of true positives. The time
point error means the average distance between the actual observed and estimated





|ci − c′i| , (4.24)
where c′i (i = 1, 2, · · · , B) are estimated change points. As for the execution time, we
show the average CPU time.
The results of the two methods are summarized in Table 4.1. As can be seen from
this table, the change time point errors are almost zero regardless of the network size
and the level of observation errors. In addition, we are able to observe that the CPU
time using DPLSQ-TV rapidly increases as the size of the network grows, but on the
other hand, the CPU time by DPLSQ-HS increases gradually in case that the size of
the network is more than 20. In particular, the DPLSQ-HS algorithm is within 4 − 5
times and 8−10 times faster than the DPLSQ-TV algorithm in case of 40 and 60 genes,
respectively, while maintaining reasonably good accuracy. Hence, these results suggest
that DPLSQ-TV and DPLSQ-HS can accurately detect change time points and that
they can complete given networks by modifying the edges with relatively good accuracy
if the error levels are not very large.
It must be noted that DPLSQ-HS worked reasonably fast even for n = 60 al-
though DPLSQ-TV took about 40000 seconds per execution. However, the accuracies
on DPLSQ-HS became around 0.3 even if the observation error level was low (i.e.,
oi = 0.05/0.1). Therefore, DPLSQ-HS has limited applicability with respect to the
accuracy of modified edges, although it may still be useful for networks with n = 60 if
the purpose is to detect change time points.
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Table 4.1: Result on completion with synthetic data.
(a) Using DPLSQ-TV
Observation error level
0.05 0.1 0.3 0.5
n = 10
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.464 0.474 0.401 0.329
CPU time (sec.) 102.211 121.340 135.762 119.680
n = 20
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.347 0.332 0.326 0.324
CPU time (sec.) 1721.682 1392.793 1427.215 1380.156
n = 30
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.325 0.317 0.248 0.245
CPU time (sec.) 5263.687 4389.434 4114.544 4174.860
n = 40
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.366 0.315 0.246 0.253
CPU time (sec.) 10993.607 10658.169 10631.024 10702.756
n = 60
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.330 0.329 0.287 0.280
CPU time (sec.) 59413.264 44507.814 36793.397 35799.802
(b) Using DPLSQ-HS
Observation error level
0.05 0.1 0.3 0.5
n = 10
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.363 0.464 0.393 0.308
CPU time (sec.) 71.399 86.104 94.550 84.207
n = 20
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.338 0.286 0.289 0.275
CPU time (sec.) 463.798 456.222 478.047 474.031
n = 30
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.343 0.279 0.211 0.239
CPU time (sec.) 795.251 1277.968 1323.173 1308.003
n = 40
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.342 0.278 0.224 0.272
CPU time (sec.) 1865.118 2149.137 2224.621 2315.528
n = 60
Time point error 0.00 0.00 0.00 0.00
Accuracy 0.341 0.334 0.249 0.330
CPU time (sec.) 3947.643 4397.677 4547.498 4384.758
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Table 4.2: Validation of stability of proposed methods.
DPLSQ-TV DPLSQ-HS
oi = 0.3 0.01325 0.01835
oi = 0.5 0.02842 0.03430
Since DPLSQ-HS is a heuristic method, the results may be greatly influenced by
types of data. Therefore, we validated the algorithmic stability of DPLSQ-HS by com-
paring the variance of the accuracy with that for DPLSQ-TV. This validation was
performed on examining variance of accuracies of 10 trials, where n = 20 and the
results are presented in Table 4.2. From the table, we can see that DPLSQ-HS was
nearly as stable as DPLSQ-TV becasue the variances of DPLSQ-HS is almost equal to
those of DPLSQ-TV. This result suggests that DPLSQ-HS also has some algorithmic
stability.
In addition, we carried out another experiments with varying parameters (one ex-
periment per parameter) in order to examine the relationship between the number of
change points B and the maximum number of added and deleted edges for each node,H
andW on the least-squared errors. The resulting sum-of-squared errors (i.e., E[. . .]s) for
DPLSQ-TV are 3.105, 3.321, 3.518, 2.451, and 2.651 for (B,H,W ) = (2, 1, 1), (3, 1, 1),
(4, 1, 1), (2, 2, 2), and (2, 4, 2), respectively. From this result, the use of larger H, W
resulted in smaller least-squared errors. It is reasonable that more parameters resulted
in better least-squares fitting. However, use of larger B did not result in smaller least-
squared errors. It may be because addition of unnecessary change points increases the
error if an enough number of edges are not added. It must be noted that although the
least-squared errors are reduced, use of larger H, W is not always appropriate because
it needs much longer CPU time and may cause overfitting.
Finally, we also compared our results with those obtained by the ARTIVA algorithm
[87], which is an accessible tool for the inference of time-varying networks. This method
is based on a combination of DBN and RJMCMC sampling, where RJMCMC is used
to approximate the posterior distribution and DBN is used to infer simultaneously
change points and resulting network structures. We applied ARTIVA to the synthetic
datasets that were generated in the same way as for our proposed methods. We set
the default values of parameters and evaluated the results by detecting change points.
As seen in Figure 4.3, ARTIVA can only detect one change point among three change
points regardless of the level of the observation error. It is noted that ARTIVA does
not uniquely detect change points but output probabilities of change points.
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Figure 4.3: Comparative analysis with the ARTIVA algorithm for the detection of
change points in the synthetic time-series data.
4.4.3 Inference Using Real Data
We tested the performance of DPLSQ-TV and DPLSQ-HS using two types of mi-
croarray data, and also compared our results with those obtained using the ARTIVA
algorithm. We applied our methods to two real gene expression datasets, measured
during the cell-cycle of S. cerevisiae and the life-cycle of D. melanogaster.
The first microarray dataset is the expression time-series collected by Spellman et
al. [76]. In this comparison, we selected 10 genes associated with part of the cell-cycle
network extracted from the KEGG database [51] shown in Figure 3.4. As for time-
series data, we combined and employed four sets of time-series data (alpha, cdc15,
cdc28, and elu) in [76] that were obtained in four different experiments. We adopted
the datasets of 10 genes with 71 time points including three change time points. Since
there were several values that were far away from the mean in the cdc15 dataset,
thereby discarding them. As a result, the alpha, cdc15, cdc28, and elu datasets consist
of 18, 23, 17, and 13 time points, respectively.
The second microarray dataset is the time-series taken from Arbeitman et al. [94].
It contains the expression levels of 4028 genes with 67 successive time points spanning
four distinct stages: embryonic (31 time points), larval (10 time points), pupal (18
time points), and adulthood (8 time points) in the D. melanogaster life-cycle. We
selected 30 genes (TFs) comprised of TFs cascade [40] and used the dataset with 67
time points, including three change points. Note also that the additional 100 datasets
were generated by slightly perturbing two original data to avoid the rank deficiency as
mentioned above and we used the default values H = 3, W = 0 and H = 2, W = 0 for
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Table 4.3: Result on inference of change points in S. cerevisiae data.





i = 1 25 25 25 24
i = 2 40 40 40 −
i = 3 56 56 56 60
CPU time (sec.) 12359.57 2689.49 −
Table 4.4: Result on inference of change points in D. melanogaster data.





i = 1 31 19 19
i = 2 41 31 31
i = 3 60 42 42
CPU time (sec.) 59789.33 11039.48
the cell-cycle data and the life-cycle data, respectively.
The performance was evaluated in terms of the time point errors, the modified edges
and the average CPU time. With regard to the modified edges, the actual time-varying
networks still remain unclear, nevertheless we tried to infer time-varying networks only
during the life-cycle of D. melanogaster using DPLSQ-HS. In this inference, suppose
that the total number of added edges, h approximately equal to the total number of
undirected edges predicted by KELLER [40], and thereby applying h = 100 and H = 3,
W = 0 for inferring the modified edges of the life-cycle network.
Table 4.3 and Table 4.4 show the results for the time point errors and the CPU time,
where cis are values of change point in the original data and c
′
is are estimated values.
As can be seen from Table 4.3, there seems to be no difference between the results
of DPLSQ-TV and DPLSQ-HS, which can correctly detect the change points where
the network topology changes. Moreover, the CPU time required for DPLSQ-HS is
about 4 times faster than that needed for DPLSQ-TV. The analysis of D. melanogaster
shows that both methods can detect the same three change points as listed in Table
4.4. At first glance, readers may think that the errors are large at all change point
positions. However, both methods could precisely detect two change points, excluding
the case of i = 3. From the point of view of computational time, DPLSQ-HS appreciably
outperforms DPLSQ-TV; it runs about 5 times faster than DPLSQ-TV. Therefore,
DPLSQ-HS allows us to decrease the computation time considerably. These results
suggest that, in many cases, DPLSQ-HS can be expected to provide nearly-optimal
60
CHAPTER 4. EXACT AND HEURISTIC METHODS FOR NETWORK
COMPLETION FOR TIME-VARYING GENETIC NETWORKS
Table 4.5: Comparative experiment for the inference of change points.





i = 1 − 19 19 18 - 19
i = 2 31 31 31 31 - 33
i = 3 41 42 42 41 - 43
i = 4 60 56 56 59 - 61
CPU time (sec.) 1213444.45 26988.79 −
solution at least for change time points and a considerable reduction in computational
time.
We also studied the relationship between 30 TFs (Transcriptional Factors) involved
in the TFs cascade underlying the nervous system and eye development. The resulting
time-varying networks are presented in Figure 4.4. Unfortunately, since the total added
edges might be less than the inherent links, we could not identify the obvious feature
in time-varying networks during four distinct stages. It should be noted, however, that
the gene pros appears to be active across the full developmental stages, in addition,
two genes pros and dpp might tend to be highly connected to other genes under the
specific stages such as the embryonic and the adult stages. Particulary, in the adult
stage, there are several genes that have more than two or three input genes, such as
the gene dsf, eg, pros and dpp. Overall, DPLSQ-HS was unable to find the function as
a hub of gene Optix as demonstrated by KELLER. If DPLSQ-HS could be improved
the capability to handle large-scale networks which have high indegree, it might reveal
more significant relations between the networks.
Next, in comparative analysis with ARTIVA, we employed both the above-mentioned
S. cerevisiae and D. melanogaster microarray datasets, which consist of 71 data points
with 10 genes and 67 points with 30 genes, respectively, and tried to identify the change
time points. Computational experiments were carried out under the same computa-
tional environment as that used in our methods. The results from the yeast microarray
data are shown in Table 4.3. Unlike our inference, ARTIVA could detect precisely only
two change points, 24 and 60, among three change points, but the second could not.
Le`brel et al. [87] also examined the number of identified change points with D.
melanogaster data using the ARTIVA algorithm. According to this validation, it has
been reported that the time intervals 18− 19, 31− 33, 41− 43 and 59− 61 contain
more than 40% of all change points. In order to compare with the ARTIVA results,
we also attempted to identify four change points using our methods. The results of
the comparative experiment using D. melanogaster data are summarized in Table 4.5,
where cis are three change points in original data. Although DPLSQ-HS could detect
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(a) Embryonic stage (b) Larval stage
(c) Pupal stage (d) Adult stage
Figure 4.4: The TFs cascade network consisting of 30 TFs. The dotted arrows represent
relationships between two genes. Each (a)-(d) displays the genetic regulation at the
corresponding stage and shows remarkably different networks during the distinct stages.
change points similar to those by ARTIVA, the results of ARTIVA appear to have
slightly better with respect to the inference of change points than our proposed meth-
ods. However, ARTIVA does not detect change time positions but determines time
intervals at which the network topology might change. Therefore, DPLSQ-HS is more
suited for identifying change time positions at all-time points.
4.4.4 Discussions and Conclusion
We addressed the problem of network completion for time-varying genetic networks
from time-series data and proposed two novel methods for solving this problem. Based
on the idea of DPLSQ, we developed DPLSQ-TV such that it can perform the modifi-
cation operations at several time points. In order to detect the change time points and
sets of modified edges in network completion, we developed two different types of dou-
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ble DP algorithms. The first algorithm DPLSQ-TV, is intended for exact completion
and inference of time-varying networks. Although DPLSQ-TV allows us to guarantee
the optimality of its solution, it suffers from computational inefficiency as the size of
the network grows. In order to improve the computational efficiency of DPLSQ-TV,
we developed an effective heuristic method DPLSQ-HS, to reduce the time complex-
ity of calculating least-squared errors by imposing the constraint on the number of
combinations of incoming nodes. We showed that each of these two methods works in
polynomial time if the maximum indegree is bounded by a constant.
The results of computational experiments reveal that the two methods can detect
change points quite precisely and can infer the modified edges with reasonable accuracy.
DPLSQ-TV can be expected to provide wide range of applications not only in network
completion but also in network inference. Additionally, DPLSQ-HS allowed us to give
a relatively good performance in terms of change point detection and to provide a
considerable improvement. These results indicate that, in many cases, DPLSQ-HS also
enables us to provide near-optimal solutions without increasing the time complexity.
Although DPLSQ-HS is much faster than DPLSQ-TV, it has a drawback: the ac-
curacy was worse than those by DPLSQ-TV, especially, when the observation error
level was large and the size of the network increased. Therefore, we need to improve
the accuracy of DPLSQ-HS without significantly undermining its efficiency. In our ex-
periments, we specified the number of change time points and the number of edges
to be added and deleted. In real use, we may examine several values and select the
best one (e.g., the values with the minimum squared errors). However, as discussed
in Section 4.4.2, it is likely to lead to overfitting. In order to avoid overfitting, use of
AIC (Akaike’s Information Criterion) or other information criteria may be useful as
discussed in [95] for network inference. Since network completion is more complex than
network inference, the method in [95] cannot be directly applied. Therefore, incorpo-
ration of an appropriate information criterion into network completion is important
future work. Another issue to be tackled is to take into account the relationship be-
tween Gi and Gi+1. Although Gi and Gi+1 are inferred independently from the original
network G by the proposed methods, there should be some strong relationship between
them. Therefore, such an extension is also important future work.
Chapter 5
Network Completion for Static
Gene Expression Data
5.1 Background
Estimation of genetic interactions from gene expression microarray data is an inter-
esting and important issue in bioinformatics. There are two types of microarray gene
expression data; time-series and non-time-series data as described in Section 2.1.2. A
time-series data is a temporal data, which consists of a set of observations measured
at successive time instants spaced at uniform time intervals in the same sample and
generally exhibits an autocorrelation between successive measurements [48, 49]. It can
be used to understand and model the temporal dynamics of behaviors and relationships
between genes underlying temporal biological processes such as the life-cycle and the
cell-cycle processes. Unfortunately, since the number of observed time points in time-
series data is usually too small, various mathematical models and methods to achieve
this objective are likely to suffer from low precision. A large amount of temporal data
are needed for a reliable estimation. On the other hand, a non time-series data consists
of a snapshot of gene expression at a single time point taken from different and inde-
pendent samples [50]. This type of expression data can usually be obtained through
independent tissue samples from healthy individuals and patients of various types with
diseases. Although these data are not necessarily static, we may regard them as the
static data because these are averaged over a large amount of tissues in rather steady
state conditions. For inference of genetic networks, a variety of reverse-engineering
methods have been proposed, which are based on different mathematical models as
mentioned in Section 1.1. Boolean networks can only be applied to inference of genetic
networks from time-series data because the Boolean network is intrinsically a dynamic
model. Although Bayesian networks have widely been applied to analysis of static data,
they can only output acyclic networks. Many methods have also been proposed using
various kinds of differential equation models. However, in many cases, the parameter
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estimation will take a large amount of computational time. Overall, most methods
suffer from imprecision and/or computational inefficiency and thus there is currently
no established or standard method for inference of genetic networks using only gene
expression data. Therefore, it is reasonable to try to develop another approach for
analysis of gene regulatory networks.
In recent years, there have been several studies and attempts for network com-
pletion, not necessarily for biological networks but also for social networks and web
graphs. For instance, Kim et al. [33] addressed the network completion problem in
which an incomplete network including unobserved nodes is given, and then the un-
observed parts in a given network should be inferred. They proposed KronEM which
combined the Expectation Maximization with the Kronecker graphs model to estimate
the missing part of the network. Guimera` et al. [35] presented a mathematical method
which can identify both missing and spurious interactions in complex networks by us-
ing the stochastic block models to capture the structural features in the network. This
method was also used to predict yeast protein interaction networks. Hanneke et al. [34]
defined the network completion as a problem of inferring the rest part of the network,
given an observed incomplete network sample and proposed a sampling method to de-
rive confidence intervals from sample networks. In any case, the concept that they have
in common is to identify the unobserved or missing part of the network if a certain
type of a prototype network is given. As a related work, Saito et al. [36] provided a
method for measuring the consistency of an inferred network with the observed gene
expression data.
Independently, Akutsu et al. [37] proposed another model of network completion
whose aim is to make the minimum amount of modifications to a given network such
that the resulting network is most consistent with the observed data. Based on this
concept, we have developed a more practical method DPLSQ, for gene regulatory
networks as presented in Chapter 3. DPLSQ is guaranteed to output an optimal solution
in polynomial time if the maximum indegree is bounded by a constant. Moreover, we
proposed two extension methods named DPLSQ-TV and DPLSQ-HS, to complete
and infer time-varying networks as mentioned in Chapter 4. Although these methods
are suitable for inferring the dynamics based on the dynamic models, they cannot be
applied to network completion or inference from static data.
In this chapter, we propose a novel method DPLSQ-SS (DPLSQ for Static Samples),
on the basis of DPLSQ, to complete and infer genetic networks under static conditions
using static gene expression data. The purpose of this study is twofold. Firstly, to
complete and infer gene regulatory networks under stationary conditions from static
expression profile, instead of time-series data and secondly, to investigate the relation-
ship between different kinds of inferred networks under different static conditions (e.g.,
comparison of normal and cancer networks estimated from samples taken from normal
and cancer cells). Static data typically consist of expression levels of various genes,
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Figure 5.1: Network completion by additions and deletions of edges from m samples.
The dotted and the dashed edges represent added and deleted edges, respectively.
ɹɹ
which were measured at single time point but for a large amount of different biological
samples. As discussed in the beginning part of this section, these types of data can be
regarded as the gene expression measurements in stationary phases. Moreover, many of
static microarray data are publicly available, in particular, cancer and normal microar-
ray data will be taken from a relatively large size of tumor and normal tissue samples.
Therefore, it may be possible to estimate and investigate differences between cancer
and normal networks. The basic strategy of DPLSQ-SS is the same as that of DPLSQ:
least-squares fitting is used to estimate parameters and dynamic programming is used
to minimize the sum-of-squared errors when adding and deleting edges. In order to deal
with static data, we modified the error function to be minimized. Although the idea is
simple, it brings wider applicability because a large number of static expression data
are available. We demonstrate the effectiveness of DPLSQ-SS through computational
experiments using synthetic data and microarray data from lung cancer and normal
lung tissue samples. We also conduct a performance comparison between DPLSQ-SS
and some of state-of-the-art tools using synthetic data.
5.2 Method
In this section, we present a new method DPLSQ-SS, whose aim is to complete and
infer genetic networks under stationary conditions from static data. Here we assume
additions and deletions of edges as modification operations (see Figure 5.1).
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5.2.1 Preliminaries
The purpose of network completion is to modify given networks by adding and deleting
edges so as to be consistent with the observed data. In the following, let graph G(V,E)
be a given network where V and E are the sets of nodes and directed edges, including
loops, respectively. We also let n denote the number of genes and let V = {vi, · · · , vn}.
In this graph G, each node vi ∈ V corresponds to a gene and each edge (vj, vi) ∈ E
represents a direct regulation between vi and vj. For each node vi, e
−(vi) and deg−(vi),
respectively, denote the set of incoming edges to vi and the number of incoming edges
to vi as defined below:
e−(vi) = {vj|(vj, vi) ∈ E},
deg−(vi) = |e−(vi)|. (5.1)
We also employ the combination of least-squares fitting for estimating parameters
and dynamic programming for identifying the network structures. In the following, we
will describe the algorithm of the proposed method in details.
5.2.2 Model of Nonlinear Equation and Estimation of Param-
eters
Since we consider static data and describe the static behavior of genetic interactions,
we adopt a mathematical model based on nonlinear equations, instead of differential
equations in Chapter 3. We assume that the static state of each gene vi is determined











where vi1 , · · · , vid are incoming nodes to vi, xi corresponds to the expression value of
the i-th gene, and ω denotes a random noise. The second and third terms of the right-
hand side of the equation represent linear and nonlinear effects to node vi, respectively




j,h) can take on any positive and
negative values corresponding to an activation effect and an inhibition effect.
We assume that static expression data 〈y1(s), y2(s), · · · , yn(s)〉 (s = 1, · · · ,m), are
given, where m is the number of samples and yi(s) denotes the expression value of gene
vi in the s-th sample. The parameters can be estimated by minimizing the following
objective function using a standard least-squares fitting method.
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Si{vi1 , vi2 , ..., vid}
= min




















5.2.3 Completion by Addition of Edges
Once the objective function is determined, the completion procedure is the same as
that for DPLSQ (see details in Chapter 3). For the simplicity, we start by solving the
problem of network completion by adding h edges in total so that the sum-of-squared
error is minimized.
We let σ+hj , j denote the minimum squared error when adding hj edges to the j-th
node and it is defined as
σ+hj , j = minj1, j2, ..., jhj
{
Sje−(vj)∪{vj1 , vj2 , ..., vjhj }
}
, (5.4)
where each vjl must be selected from V − vj − e−(vj). In order to avoid combinatorial




hj > H or hj + deg
−(vj) ≥ n.
Here, we define D+[h, i] by




σ+hj , j . (5.5)
The elements of array D+[h, j] can be computed using dynamic programming as
follows:
D+[h, 1] = σ+h,1,
D+[h, j + 1] = min
h′+h′′=h
{D+[h′, j] + σ+h′′, j+1}.
(5.6)
It must be noted that D+[h, n] is determined uniquely regardless of the ordering of
nodes in the network. The correctness of this algorithm based on dynamic programming

















D+[h′, n− 1] + σ+h′′, n.
(5.7)
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5.2.4 Completion by Addition and Deletion of Edges
The above mentioned algorithm can be extended for the network completion problem
by adding and deleting of edges.
We let σhj , wj , j denote the minimum squared error when adding hj edges to e
−(vj)
and deleting wj edges from e
−(vj) as below, where added and deleted edges must be
disjoint.
σhj , wj , j = min







Sje−(vj)−{vj′1 , vj′2 , ..., vj′wj }∪{vj1 , vj2 , ..., vjhj }
}
, (5.8)
where {vj′1 , vj′2 , . . . , vj′wj } is the set of deleted edges from e−(vj). As described in Section
5.2.3, we also impose constraints (i.e., the maximum hj and wj are small constants H
and W ). We let σhj , wj , j = +∞ if hj > H, wj > W , hj − wj + deg−(vj) ≥ n, or






σhj , wj , j. (5.9)
Here, we define D[h,w, i] by





σhj , wj , j. (5.10)
Then, the network completion problem can be solved by using the dynamic pro-
gramming algorithm as follows:
D[h,w, 1] = σh,w, 1,
D[h, w, j + 1] = min
h′+h′′=h
w′+w′′=w
{D[h′, w′, j] + σh′′, w′′, j+1}. (5.11)
5.2.5 Time Complexity Analysis
We will also discuss the computational complexity of DPLSQ-SS for network comple-
tion by additions and deletions of edges.
The algorithm for least-squares is known to be done with time complexity O(mp2+
p3) where m and p are the number of samples and parameters (refer to Section 2.2.4).
In our proposed method, since we assume that the maximum indegree in a given net-
work and the number of parameters are bounded by constants. In this case, the time
complexity per least-squares fitting can be estimated as O(m).
Next we analyze the time complexity required for σhj ,wj ,j and D[h,w, i]. The time
complexity required for computation of σhj ,wj ,j is O(mn
H+1) (see details in Section
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3.2.6), where the time complexity of computing the minimum least-squared error for
j-th node depends on the upper bounds for the number of adding and deleting edges
per node, H andW . In addition, the time complexity for D[h,w, i]s is O(n3), when con-
sidering that the size of table D[h,w, i] is O(n3). Therefore, the overall time complexity
for DPLSQ-SS is
O(mnH+1 + n3). (5.12)
This analysis suggests that DPLSQ-SS can be suitable for genetic networks if H ≤ 2
and n is not too large.
If the maximum indegree of the initial network is not bounded by a constant, the
time complexity per least-squares fitting increases to O(mn4 + n6) and the number of
combinations to be examined per node increases to O(nH+W ), as mentioned in Section
3.2.6. In this case, the total time complexity would be O(nH+W+1 · (mn4 + n6)), which
suggests that network completion should not start with dense networks but with sparse
networks.
5.3 Results and Discussion
5.3.1 Availability
To evaluate the effectiveness of DPLSQ-SS, we performed two types of computational
experiments using both synthetic data and microarray expression data. All experi-
ments were carried out on a PC with Intel Core (TM)2 Quad CPU Q9650 (3.0 GHz)
with 186 GB RAM running under the Linux Kernel. We employed the liblsq library
(http://www2.nict.go.jp/aeri/sts/stmg/K5/VSSP/ install lsq.html) for a least-squares
fitting method.
5.3.2 Inference Using Synthetic Data
In order to assess the potential effectiveness of DPLSQ-SS, we begin with network
inference using two kinds of synthetic data. Recall that network completion beginning
with a null network corresponds to network inference.
We employed here nonlinear equations as gene regulation rules between genes. Since
it is hard to generate static data by numerical simulations, we created manually non-
linear equations with obvious solutions as the synthetic network topology and regarded
each solution as static data for one sample. In other words, if we make n equations
with n variables, it is assumed that there exist n genes in the synthetic network. We
give an example of nonlinear equations with 3 variables below:
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x3 = x1x2 + 1,
(5.13)
where we assume that xi(i = 1, · · · , 3) corresponds to the expression value of i-th gene.
Therefore, an example network consists of 3 genes with 4 edges, including self-loops.
We can find four solutions below by solving this set of equations and will employ these
solutions as synthetic static data.
(3, 2, 7), (3,−1,−2), (−2, 2,−3), (−2,−1, 3). (5.14)
Also note that since the use of static data consisting only of a few solutions easily
cause rank deficiency, we generated additional 400 data sets for each solution by adding
random numbers uniformly distributed between −0.5 and 0.5.
Under the above model, we examined DPLSQ-SS for network inference, using syn-
thetic data which is generated as described above and letting E = ∅ in the initial
network. It should be noted that we let upper bounds for the number of adding and
deleting edges per node, H = 2 and W = 0, respectively. Furthermore, in order to
examine how the CPU time changes as the size of the network grows, we generated
several synthetic networks with 10 and 20 nodes as original networks by making the
nonlinear equation with corresponding number of variables.
Since the number of added edges was always equal to the number of edges in the
original network, we conducted the performance evaluation of DPLSQ-SS by means
of the averaged accuracy, which was defined as the ratio of correctly inferred edges to
total edges in the original network (i.e., the number of added edges) and the averaged
computational time over 5 modified networks.
We also compared DPLSQ-SS against two existing tools for inference of genetic
networks, ARACNE [27, 28] and GeneNet [70, 71]. The details about two existing
methods were described previously in Section 3.3.3. We employed datasets which were
generated by the same way for DPLSQ-SS and default parameter settings for both tools.
We evaluated the results by the ratio of correctly inferred edges and the averaged CPU
time (see Table 5.1). The CPU time used by ARACNE is user time + sys time and
that used by GeneNet is the difference in system time between start and end.
The results on DPLSQ-SS and comparative methods using synthetic data show
that the accuracies by DPLSQ-SS are higher than those by ARACNE and GeneNet.
Although ARACNE cannot handle networks with self-loops but GeneNet can, both
methods showed almost the same performance in the case of n = 10. On the whole, three
methods have something in common, which perform with low accuracy as the size of the
network grows. As for the CPU time, ARACNE was slightly faster than DPLSQ-SS and
5.3. RESULTS AND DISCUSSION 71




Accuracy 0.779 0.578 0.571
CPU time (sec.) 1.784 1.113 4.020
n = 20
Accuracy 0.722 0.554 0.390
CPU time (sec.) 14.482 4.795 4.040
GeneNet in case of n = 10. In addition, the CPU time by DPLSQ-SS increases rapidly
as the size of the network grows, in contrast to those by the comparative methods.
Since DPLSQ-SS works in polynomial time, if we obtain sufficient computer resource,
DPLSQ-SS can handle large-scale networks. Since the accuracy is the most important
criterion and DPLSQ-SS is more accurate than existing methods, our proposed method
might be a useful tool for network inference.
5.3.3 Inference Using DREAM4 Data
In this subsection, we perform a comparison with other methods in order to per-
form an “unbiased” evaluation since the results in Section 5.3.2 are based only on
the nonlinear equation model allowing self-loops adopted by DPLSQ-SS. In the actual
genetic interactions, various-types of feedback and feedforward regulations exist for
characterizing the dynamics of biological systems. In this experiment, we used syn-
thetic datasets generated by GeneNetWeaver (GNW) [96], which provide benchmarks
and performance testing for network inference methods in the DREAM (Dialogue
on Reverse Engineering Assessment and Methods) challenge (http://www.the-dream-
project.org/challenges). One aim of the DREAM project is to provide benchmark data
on real and simulated expression data for network inference. This project organizes sev-
eral editions, where GNW has been developed to generate simulated genetic network
motifs and simulated expression data. In this evaluation, we used the DREAM4 chal-
lenge which is divided into three subchallenges called InSilico Size10, InSilico Size100,
and InSilico Size100 Multifactorial, consisting of five networks.
We validated the performance using InSilico Size10 subchallenge consisting of gold
standard 10 gene networks and simulated expression data generated under different
conditions (wild-type, knockouts, knockdowns, multifactorial perturbations, and time-
series). Since only one set of wild-type of data, which corresponds to static data, is
provided for each network and it is not enough to obtain a reliable inference, we gener-
ated additional 500 static data sets in the same way as described in Section 5.3.2. Table
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Table 5.2: Results on network inference with DREAM4 data, where the accuracy is
shown for each case.
Method
DPLSQ-SS ARACNE GeneNet
Insilico size 10 1 0.2666 0.2000 0.0666
Insilico size 10 2 0.1875 0.2500 0.1250
Insilico size 10 3 0.1333 0.2000 0.0666
Insilico size 10 4 0.1538 0.3076 0.0769
Insilico size 10 5 0.0833 0.1666 0.0833
5.2 summarizes the results of three methods in terms of the accuracy defined in Section
5.3.2. As can be seen from this table, the performance of any method is not good. It is
reasonable because inference was preformed based on one set of expression data (i.e.,
m = 1) even though perturbed data were also used. Although ARACNE was better
than DPLSQ-SS in four cases, DPLSQ-SS was better than ARACNE in one case, in
addition, our method outperformed GeneNet in many cases. This result suggests that
although DPLSQ-SS is not necessarily the best for simulated data in DREAM4, it has
reasonable performance when a very few samples are given. If we demonstrate the effect
of combining the wild-type data with the knockout data for each network, we may get
some interesting results.
5.3.4 Completion Using Synthetic Data
We also examined network completion using synthetic data. In this experiment, we
adopted the nonlinear equations described in Section 5.3.2. In order to examine net-
work completion, we applied synthetic networks to DPLSQ-SS, which are generated by
randomly adding h edges and deleting w edges in total from an original network. The
performance is evaluated in terms of the accuracy of modified edges and the computa-
tional time for network completion. The accuracy is defined as follows:
h+ w + |Eorig ∩ Ecmpl| − |Eorig|
h+ w
, (5.15)
where Eorig and Ecmpl are the set of edges in the original network and the completed
network, respectively. This value takes 1 or 0 if all edges are correctly or incorrectly
added and deleted. For each (h,w), we took the averaged accuracy and the CPU time
for completion over 5 modifications for 10 and 20 networks, where we used the default
values of H = W = 2. Note that we also generated additional 400 data sets for each
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Table 5.3: Results on completion with synthetic data on DPLSQ-SS.
No. added edges, No. deleted edges
Accuracy CPU time (sec.)
n = 10
h = 1, w = 1 1.000 0.720
h = 2, w = 2 1.000 5.810
h = 3, w = 3 1.000 4.610
h = 4, w = 4 1.000 5.000
h = 5, w = 5 0.700 4.410
n = 20
h = 1, w = 1 1.000 2.760
h = 2, w = 2 1.000 51.870
h = 3, w = 3 0.833 46.220
h = 4, w = 4 1.000 53.880
h = 5, w = 5 0.700 48.910
static solutions by adding random numbers uniformly distributed between −0.5 and
0.5 to avoid rank deficiency.
As can be seen from the Table 5.3 that DPLSQ-SS has quite high accuracy regard-
less of the number of h and w except for h = w = 5. Moreover, the CPU time increases
rapidly when applied to networks with 20 genes. In comparison with the CPU time
for network inference by DPLSQ-SS, there seems to be a remarkable difference even
if n equals 10. Obviously, the number of modified edges for network inference is much
larger than that for network completion. However, network completion requires a lot
of CPU time than network inference (refer to the Section 5.3.2). In this experiment, we
used the default values of H = 2, W = 2 for network completion and H = 2, W = 0
for network inference. This result suggests that the time complexity of DPLSQ-SS de-
pends not so much on the number of modified edges, h and w, but depends much on
the number of H and W as indicated in Section 5.2.5.
5.3.5 Inference Using Real Data
We also examined DPLSQ-SS for inference of genetic networks from static microarray
data under multiple conditions. The aim of this experiment is to complete and infer
different static gene networks under different conditions and investigate the differences
of these network topologies. We focus on the genetic network related to lung cancer,
because most available data on cancer or multiple disease is static [97] and employed a
partial network as a gold standard, which contains RB/E2F pathway in human small
cell lung carcinoma (SCLC) from the KEGG pathway database [51] shown in Figure
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Figure 5.2: A part of small cell lung cancer network, containing RB/E2F pathway.
ɹ
5.2. The RB/E2F pathway is one of two major tumor suppressor pathways and the
retinoblastoma (RB) gene plays an important role in cancer development [98]. The RB
gene is known to control the activity of E2F transcription factor which is implicated
in regulating cell-cycle progression under the control of cyclin-CDK complexes such
as CDK4, CCND1 and CCNE1 (see Figure 5.2). It is also clear that the E2F family
plays a crucial role and determines the rate of proliferation in both normal and tumor
cells [99, 100] and that the loss of E2F leads to cancer formation. In this way, it is
obvious that the gene abnormality of RB/E2F pathway is linked to cancer risk, and
this suggests that there must be distinct differences between the cancer and the normal
genetic networks.
In this experiment, we examine whether DPLSQ-SS can distinguish the difference
between the cancer and the normal networks by using static expression data. We con-
sidered the network consisting 9 genes as the original network, which were selected
from KEGG database and Entrez Gene ID and we summarized the gene symbols and
notations which are referred by RefGene (http://refgene.com/) as shown in Table 5.4.
As for the static data, we used static microarray data for lung cancer tissue samples
obtained by Beer et al. [101]. They performed hierarchical clustering to analyze gene
expression profiles from lung adenocarcinoma tumor tissues and those from normal
lung tissues. This dataset comprises 86 tumor and 10 normal samples and is publicly
available from the study of Choi et al. [102]. In order to examine the relationship be-
tween cancer and normal network topologies, we performed network inference using
these two types of data, where H = 2, W = 0, h = 13 and w = 0. In order to avoid
rank deficiency, we also created additional 5 data sets for each expression value by
adding random numbers uniformly distributed between −0.5 and 0.5. The results are
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Table 5.4: Summary of gene symbols and notations. The RB gene did not listed in this
table, because there is no expression value of the RB gene in the raw data file.
Number Gene symbol Gene annotation
1 MYC v-myc myelocytomatosis viral oncogene homolog (avian)
2 P15 cyclin-dependent kinase inhibitor 2B
3 CDK4/6 cyclin-dependent kinase 4
4 CCND1 cyclin D1
5 MAX MYC associated factor X
6 CKS1 CDC28 protein kinase regulatory subunit 1B
7 SKP2 S-phase kinase-associated protein 2 (p45)
8 CCNE1 cyclin E1
9 E2F3 E2F transcription factor 3
displayed in Figure 5.3. We also compared DPLSQ-SS with ARACNE and GeneNet
using these microarray data and regarded the network shown in Figure 5.2 as the cor-
rect network. The result is shown in Table 5.5, where the accuracy (i.e., the ratio of
the number of correctly inferred edges to the number of added edges) was defined in
Section 5.3.2.
From the Table 5.5, DPLSQ-SS was worse than ARACNE for the cancer network,
but it was better for the normal network. On the contrast, DPLSQ-SS works better than
GeneNet for both networks. As can be seen from Figure 5.3, while DPLSQ-SS has some
difference in the accuracy between the cancer and the normal networks, existing meth-
ods show the similar accuracies, of course, these accuracies were estimated on the basis
of the unified criterion (i.e., SCLC network provided by the KEGG database shown in
Figure 5.2). Considering the crucial link between genes and cancer, there probably are
significant differences between the cancer and the normal networks. Therefore, these
results suggest that DPLSQ-SS provides reasonable estimates on microarray expression
data compared with existing methods.
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Table 5.5: Results on inference of real networks, where the accuracy is shown for each
case. Since directions of edges are ignored in comparison with ARACNE and GeneNet,
bold dashed arrows (refer to Figure. 5.3) connecting to P15 are regarded as correct.
Method
DPLSQ-SS ARACNE GeneNet
Normal network 0.3846 0.3076 0.0769
Cancer network 0.1538 0.3846 0.0769
The inferred normal network indicated the presence of RB/E2F pathway involved
in the regulation of E2F activity. We also found that the tumor suppressor gene P15
controlled the CDK4 activity and E2F was under the regulation of both CDK4 and
CCND1. On the other hand, in the inferred cancer network, no significant correla-
tion was observed between genes in the RB/E2F pathway. Instead, we discovered the
regulation of CCND1 and disruption of the RB/E2F pathway. It has been reported
that overexpression of CDK4/6 and CCND1 and disruption of the RB/E2F pathway
could contribute to cancer progression [98, 103]. Therefore, inference of two types of
networks could make the reasonable estimate that nearly matches biological knowledge
as mentioned above and could capture the features of each network. Although there is
no common edge between the inferred cancer network and the original network, it is
reasonable because cancer networks may be very different from normal networks. This
result suggests that our proposed method can infer different static networks under
the different conditions and can identify the structural features of cancer and normal
networks.
5.3.6 Discussions and Conclusion
In this chapter, we addressed the problem of completing and inferring genetic networks
under stationary conditions from static gene expression data. We defined this problem
as modifying a given network so that the inferred network matches the observed data.
The goal of this study is (1) to complete static network using static data and (2) to
examine the differences between two types of genetic networks under different condi-
tions. In order to achieve our goal, we proposed a novel method called DPLSQ-SS, based
on least-squares fitting and dynamic programming. This method works in polynomial
time if the maximum indegree is bounded by a constant. We demonstrated the effec-
tiveness of DPLSQ-SS through computational experiments using synthetic data and
microarray data. In particular, we tried to infer and compare the cancer and the normal
networks from static expression data. As the results using synthetic data, DPLSQ-SS
showed relatively good performance in comparison to other existing methods. As the
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results using microarray data obtained from normal and cancer samples, it is seen that
DPLSQ-SS allows us to distinguish the differences between genetic networks under
different conditions.
There is some room for extending DPLSQ-SS. For example, we employed here sim-
ple nonlinear equations as the model of gene regulation rules, but it can be replaced
by equivalent complicated equations. Although DPLSQ-SS works in polynomial time,
the degree of polynomial is not low, which prevents the method from being applied to
completion of large-scale networks. However, DPLSQ-SS can be highly parallelizable:
σhj , wj , j can be computed independently for each σhj , wj , j. Therefore, parallel implemen-
tation makes DPLSQ-SS more powerful and is also important future work. Although
we have focused on completion and inference of gene regulatory networks, completion
and inference of large-scale protein-protein or ChIP-chip/seq interaction networks are
also important. If we would apply DPLSQ-SS to various types of interactions in bio-
logical networks other than those of genes, it will be more suitable for use in practice.
Since the proposed method is currently only applicable to gene regulatory networks,




Gene expression is controlled by a complex set of interactions between cellular compo-
nents such as genes, proteins, and RNA molecules. Suppose that these molecules would
regulate one another like a form of “regulatory network”, the elucidation of gene regu-
latory network helps us to gain a better understanding of the dynamic/static behavior
of genetic systems and their mechanisms in gene expression. General approaches for
genetic network inference mostly aim to reconstruct gene regulatory networks compris-
ing multiple interactions among genes using mathematical models based on expression
information derived from microarray experiments. This type of approach can build
networks only from microarray observations and can indeed exhibit specific aspects
of gene expression, however, in many cases, these predictions appear to be vague or
unrealistic for faithfully describing the actual gene expression. Needless to say, a more
reasonable and realistic approach should be developed. In this thesis, we introduced a
novel approach for reverse-engineering of gene regulatory networks, network comple-
tion, and proposed three novel computational methods for solving different kinds of
network completion problems.
The goal of network completion is to make the minimum modifications (additions
and deletions of edges) to a well-known given network such that the resulting net-
work is most consistent with the observations, according to the basic concept in the
study [37]. In Chapter 3, we considered a problem of network completion from time-
series data and proposed a new method DPLSQ, based on the differential equation
model. The application of least-squares fitting enables us to reduce network comple-
tion to an optimization problem whose objective is to minimize the sum-of-squared
errors between the predicted and the observed values when adding and deleting edges.
Moreover, by applying dynamic programming, DPLSQ can automatically determine
appropriate modifications (find an optimal solution) if the total numbers of adding
and deleting edges are given. The experimental analysis showed that DPLSQ provided
good performance in terms of the accuracy of modified edges and found exact solutions
in polynomial time subject to the constraints. It should be noted that the optimality
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of its solution is guaranteed in DPLSQ under the assumption that the expression pat-
terns of all nodes are observable while existing methods do not guarantee. Therefore,
we conclude that DPLSQ can provide an optimal solution within a reasonable time and
will be suitable for practical applications by considering the extensions for large-scale
networks.
In Chapter 4, we presented a network completion problem for time-varying genetic
networks from time-series data and proposed two methods DPLSQ-TV and DPLSQ-
HS, by extending DPLSQ. DPLSQ-TV was an exact method for detecting change
points where topological changes may occur and modified edges, adopting a novel
double dynamic programming algorithm so as to make modifications at several time
points. DPLSQ-TV guaranteed to the optimality of its solution in polynomial time,
whereas it suffered from low computational efficiency, because of the large number of
calculations of sum-of-squared errors. To overcome this weakness, we also proposed
a heuristic method DPLSQ-HS, to reduce the computational time by imposing the
constraint on the number of combinations of incoming edges.
The results of completion with synthetic data, DPLSQ-TV showed high precision
for detecting change points and relatively good precision for modifications of edges and
DPLSQ-HS also provided near-optimal performance with reduced time complexity.
With regard to microarray analysis, both methods were able to consistently identify
same change points and outperform the existing method ARTIVA. Therefore, DPLSQ-
HS can be expected to give a reasonably good approximation for the temporal behavior
analysis of gene regulatory networks.
It must be noted that the time complexity of DPLSQ-TV does not have low-degree
polynomials, thereby preventing it from applying large-scale networks. DPLSQ-TV
should also be capable of parallel processing, that is the minimum sum-of-squared
error for each node can be calculated independently. Therefore, extensions for parallel
implementation are needed for practical applications of inference of large-scale genetic
networks.
In Chapter 5, we considered a new problem of completing and inferring genetic
networks under stationary conditions from static expression profiles and proposed a
novel method DPLSQ-SS, according to the main idea of DPLSQ. In order to cope
with the static data, we adopted the nonlinear equation model to express the static
behaviors on genetic regulations. This problem can also be solvable in polynomial time
using least-squares fitting in combination with dynamic programming.
The experimental results on synthetic data indicated that DPLSQ-SS outperformed
existing methods in reasonable CPU times for network inference. Moreover, it provided
more accurate estimates on completing genetic networks from static data with polyno-
mial time complexity depending on the maximum number of adding edges per node. In
addition, in order to examine the relationship between two types of static networks, we
also verified whether DPLSQ-SS could distinguish the topological differences between
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the cancer and the normal networks under static conditions from cancer and normal
expression data. The results revealed that DPLSQ-SS could capture distinctive features
of different types of static networks, such as the cancer and the normal networks.
Note that parallel implementation of DPLSQ-SS is also effective for developing
large-scale networks. Static microarray data typically measures just once expression
values of population individuals, such as normal people/tissues and patients/tissues
of variety type of disease, and most of them are publicly available. Understandably,
if a well-known network is given as an initial network, DPLSQ-SS must be able to
complete the normal network (well-known network) based on information about ex-
pression patterns derived from disease samples. Therefore, inference of static networks
under different conditions will most likely help us to gain a better understanding of
the relationship between disease progression and alteration of gene expression.
Finally, we would like to emphasize that network completion is an innovative and
useful approach to describe more naturally gene regulatory systems closer to actual
phenomena based on the expression data. Since reverse-engineering has desirable prop-
erties to reconstruct the connectivities between genes from experimental observations,
the valuable information extracted from observed data should be fully taken advantage
of. Furthermore, another important aspect of this approach is that even if microarray
data may contain measurements of unknown genes, network completion methods might
be able to predict functions of un-characterized genes. Therefore, network completion
approach is expected to open up new possibilities for understanding of complex phe-
nomena which arise in real genetic interactions and new insights will also be expected
to make contributions to the fields of biology and medicine.
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