Importance sampling (IS) techniques offer the potential for large speed-up factors for bit error rate (BER) estimation using Monte Carlo (MC) simulation. To obtain these speed-up factors, the IS parameters specifying the simulation probability density function (pdf) must be carefully chosen. With the increased complexity in communication systems, analytical optimization of IS parameters can be virtually impossible.
1 Introduction 1 Importance sampling (IS) techniques can substantially accelerate bit error rate (BER) estimation using Monte Carlo (MC) simulation, provided that the proper IS biasing scheme and parameter values are used. Analytical optimization techniques [1, 2] typically require a closed form expression for the IS estimator variance. Optimization of IS parameters using techniques based on large deviations theory (LDT) are applicable to a larger class of problems, including systems with additive Gaussian noise and a "moderate nonlinearity" [3, 4, 5] . Efficient simulation methods of communication links characterized by slow, time varYIng channels and linear least mean square adaptive equalizers were recently presented in [6] .
Approaches that optimize IS parameters based on statistical estimates of the IS estimator variance are more system independent [7, 8] . The most general of these techniques uses mean field annealing (MFA), a stochastic optimization algorithm, to perform the optimization [8] .
However, the MFA approach can be affected by long run times due to high dimensionality in the IS parameter space.
In this paper, we formulate and develop an IS methodology for the efficient simulation of low BER digital communication systems based on stochastic gradient descent (SGD) optimization. In this methodology, near-optimization with respect to the IS parameters is achieved by using a SGD in the cost function (IS estimator variance). Furthermore, this methodology is combined with an IS methodology derived in [4] using a conditional IS scheme to further improve the IS estimator efficiency. In [9] , we present the SGD approach in the different context of queueing system simulation.
A key feature of the SGD algorithm is that it incorporates additional gradient information of the IS weight function to obtain an unbiased estimate of the gradient of the cost function.
This unbiased estimate provides the SGD algorithm with the capability of performing a better guided search in the IS parameter space and of being faster for large dimensional searches. In addition, the SGD algorithm can be started at an arbitrary point where there is a sufficient "raw" (i.e., unweighted) bit error count.
We demonstrate the effectiveness of the SGD algorithm via two practical examples where IS techniques have not been applied before. The first example is a communication system in a frequency nonselective Rayleigh fading channel with diversity and noncoherent envelope detection of binary orthogonal FSK signaling [10] . In this example, the SGD algorithm is used to determine the optimal nonuniform variance scaling (VS) parameters of Rayleigh distributed random variables. The second example is a binary baseband communication system with a static linear channel and an RLS linear equalizer in the presence of additive white Gaussian noise (AWGN). Here, the SGD algorithm is applied to search for the near-optimal IS parameters in a 3D-dimensional space using mean translation (MT) [2] and nonuniform VS (11] 
Conditional Importance Sampling Formulation
Consider a communication system with two input random vectors X and Y. The random vector X is assumed to be m-dimensional with a marginal probability density function (pdf) !x(X, 8) , where 0 is a parameter vector. The conditional pdf of the n-dimensional random vector Y given X is assumed to be Gaussian with a mean vector J.L and a diagonal covariance matrix :EYIX =~In, where L, is an n X n identity matrix. This conditional pdf will be denoted as !YIX(Y, JLIX). Let the decision random variable G(X, Y) (G :~m X~n~~) be a nonlinear transformation of the random pair (X, Y) to the decision space, and let I( G(X, Y)) be equal to 1 when the detected symbol is in error and zero otherwise.
J{k(x)
where P : I(G(X, Y)) = I} (lo(x) = 1 when Y E f2(X) and lo(x) = 0 when Y FJ. !l(X)), and P(X) is the conditional probability of a detection error given the random vector X.
A Me estimator of (1) is given by the sample mean expression
where X(j) and Y(i,j) are i.i.d. repetitions of X and Y, respectively.
In order to apply IS, observe that (1) can be written as
where the IS weight functions are given by and wx(X, 8, 0*) = !x(X, 0)/!x(X, 0*)
The above IS conditioning approach can be applied to the estimator in (2) to produce the following conditional importance sampling scheme. Independent samples XU),j = P= N* L P(X(j))wx(X(j), e, e*)
X j=l
where the conditional IS estimator P(X(j)) is given by
It is easy to show that the estimator in (7) is an unbiased estimator of P. It was shown in [4] that the variance of (7) is given by
where V : lR d 
Ve-{.} and Vu: {.} denote the variances with respect to the simulation pdf's. The empirical .., precision of the estimator in (7) may be found by using the sample variance estimator
For a given relative precision a o > 0, the simulation is terminated when the condition ';V{P}/P :::; et o is satisfied.
Our goal is to select the simulation distributions !Y,x(Y,JL;IX) and !x(X, 0*) to minimize the variance in (9) . This variance minimization translates into a significant reduction in number of detector decisions Ni x Ny (as compared to Nx x Ny in (2)) needed to estimate P with a given accuracy. This will be accomplished by determining the optimal IS parameter vectors J.L~t and 8~t. In the examples considered in this paper, the components of X are dominant. Thus, choice of the marginal simulation distribution !x(X, e*) will significantly impact V{P} and the efficiency of the applied IS methodology. Selecting an optimal !x(J'Y, 0*) is typically a difficult task since it involves a joint minimization of Vi and Vi· In this paper, optimization of !x(X, 0) is achieved using a stochastic gradient descent (SGD) algorithm which is described in Section 3. Optimizing the conditional simulation distribution !YIX(Y, JL; IX) for every X == X, will in effect minimize the conditional variance (;y)V~;{ln(x)wYIX(Y,J.L,J.L~IX)}. The approach we adopt to minimize this conditional variance is given in [4] and summarized in the next subsection.
Minimization of the Conditional Variance
In this Section, we summarize the method of mean translation (MT), as discussed in [4] , in order to minimize the conditional variance Vi in (10) for every given X. Let af2(X) denote the boundary of the set n(X). Consider a conditional simulation density of the form
. It was shown in [4] that for the conditional simulation density to be asymptotically optimal, two conditions must be satisfied: the condition liID.-r-+oo J.L; = J.L~= J.L~t, and the forbidden set condition. J.L~t E af2(X) is called a minimum rate point. For the examples considered in this paper, there is always a unique minimum rate point. The case where there are multiple minimum rate points is discussed in [3] .
The asymptotically optimal !YIX(Y, JL;IX) is given by (13) Thus, the problem of determining the asymptotically optimal conditional simulation distribution hIX(Y, JL~tIX) reduces to identifying the minimum rate point JL~t· Determining JL:"t is equivalent to solving the following constrained optimization problem:
Later on, the set an(..IY) will be defined in the context of the examples considered in this paper. In the subsequent notation, the parameter vector JL; will be replaced by JL':.r,t.
3 The Stochastic Gradient Descent (SGD) Algorithm . The difficulty encountered with this simulation pdf is that in most practical cases its implementation leads to a tautology because it requires knowledge of the probability of error P in a closed form. In [4, 5] , approximations based on ideal cases were made to yield implement able but suboptimal marginal simulation pdf's.
This difficulty is surmounted by using an algorithm based on a stochastic gradient technique to specify the near-optimal IS parameter vector that will minimize the cost function V{P} in (9) . To begin, let the gradient of V{F} = V(e,e*,JL,JL':.r,t) with respect to 0* be denoted as vre.V{F} == V'0.V(0,0*,JL,JL~t). It is well known [12] , that (15) constitutes a necessary, but not a sufficient, condition for a vector 0~t to be a local or global minimum of V(0,e*,p"JL~t). Thus, in seeking a minimum, the optimization algorithm
.r,t). This well known deterministic gradient descent (DGD) algorithm [12] , is an iterative scheme with the kth iteration given by (16) where (3(k) is the step size taken at the kth iteration.
Since in most practical applications, a closed form expression of V e.V( 0, E)., JL, JL~t) is not available, we use an unbiased estimate Ve.V( E), E). ,JL, JL~t) of the gradient. Replacing the deterministic gradient with its unbiased stochastic estimate results in the following stochastic gradient descent (SGD) algorithm (17) The algorithm in (17) is of the Robbins-Monro (RM) type [13, 14] . In this paper, this algorithm is used to specify the near-optimal IS parameters, namely 8~t. The almost sure convergence (i.e., Prob{limJc--.oo e*(k) = e~t} = 1) of an RM type algorithm like the one in (17) is proved in [14] provided that a proper step size j3( k) is chosen. The RM algorithm is used in a variety of applications such as least mean square adaptive filtering (the Widrow algorithm) [15] and stochastic steady-state optimization of regenerative systems [16] .
In order to apply the algorithm in (17), we need to derive an expression for an unbiased
using an approach (similar to [13, 17] ) based on the following proposition:
Proposition 1 Let 0 ::; I(X) < 00 be independent of the parameter vector 8* with Ea{I(X)wx(X, 0, e*)} < 00, and let wx(X, 8, 0*) be continuously differentiable with respect to 0*. Then we have
Proving the above proposition merely requires the justification of interchanging the gradient and expectation operators in (18) . This is done in the Appendix. Note that the last step in (19) is simply a result of applying the IS weight function wx(X, E), 0·) to (18) . This step will prove to be valuable in implementing the SGD algorithm.
Applying the result in (19) and taking the gradient of both sides in (9) 
Note that the result in (23) can be attained by simply taking the gradient of the first term on the right-hand side of (12) , interchanging the gradient and summation operators, and multiplying the result by 1/2.
Observe that during the course of performing the SGD algorithm in (17) , the IS weight
is used in the IS estimator of all three quantities, namely P, V {p}, and V'0-V{p}. Although in the limit as k~00 this approach yields an optimal distribution function !x(JY, 0~t) for the estimator of P, it will generally provide suboptimal estimates of V{p} and V7 o-V{p}. Fortunately, in most practical cases these suboptimal estimates are sufficiently accurate to successfully perform the SGD algorithm.
The ability to use the IS pdf !x(JY, 0*(k)) at the kth iteration in all three estimates is very valuable in implementing the simulation algorithm efficiently, because it permits the SGD algorithm to be started at a point, 8*(1), where there is a sufficient "raw" (i.e., unweighted) error count to accurately estimate (20) using (23). Also, the fact that the optimal conditional simulation distribution !YIX(Y, JL~tIX) is used in (23) contributes to a better estimate of (20).
The SGD Simulation Algor'it hm
For a given signal to noise ratio (SNR) and a fixed relative precision a o > 0, the algorithm starts with an initial simulation distribution !x(X, 8· (1)) and proceeds as follows:
Stochastic Gradient Optimization... , Al-Qaq, Devetsiliotis, and Townsend
• For k = 1, 2, ... * Compute wx(X(j), e, e*(k)) using (6) and \leowx(X(j), e, e*)leo=eo(le) * Compute J.L~t,j by solving (14)
· If an error is detected, compute wYIX(Y(i),J1.,J1.~t,jIX(j))using (5)
Compute P using (7), V{F} using (12), and \leo V{F}leo=eo(le) using (23)
Compute e*(k + 1) using (17) Next k
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To overcome the difficulty involved in specifying a starting point e*(l), the above algorithm can be applied at a low SNR (F = 10- In the examples considered in this paper, a fixed step size {3 was used in (17) . The use of a fixed step size is appropriate for the criterion according to which the simulation is Assuming that the channel fades slowly, the multiplicative process may be regarded as a constant for the duration of at least one signaling interval [10] . 
It is important to point out that in most practical communication systems with Rayleigh fading channels, the Rayleigh fading process X is more dominant compared to the AWGN process Y. Hence, choice of the marginal simulation distribution fx(~Y, e*) will significantly impact V {p} and the efficiency of the applied IS methodology.
Note that Y is an n-dimensional (n == 2L) zero mean Gaussian random vector with a conditional diagonal covariance matrix :Ey\X =~r,., (-y = 1/1'0£). We apply the result in (14) to minimize the conditional variance Vi in (10) for every given X. In this case 8f2(X) == {Y : G(X, Y) = O}. Thus, we need to minimize II Yl1
Solving this constrained minimization using the Lagrange multipliers technique [12] , yields
After choosing !Y1X(Y, /-L~tIX), we turn our attention to choosing the optimal marginal simulation distribution !x(X, e~t) in order to minimize (9) . For and a fixed Q o > 0, the SGD algorithm starts with a first order diversity and progresses to higher order diversities. Since an increase in diversity order corresponds to an increase in the effective SNR, we can apply the technique discussed in the previous section. Specifically, we simulate a second order diversity system using the same procedure, with the starting point being 8~t of a first order diversity system. This approach will effectively place the starting point in a neighborhood close to the optimal, thereby contributing to a better estimate of \7 e-V {F} and reducing the number of iterations required to locate the near-optimal IS parameters.
For example, the starting point 8* for a second order diversity system at a SNR of 20 dB was chosen as 0~t~[.0716, .0725] of a first order diversity system at the same SNR (F = 2.5 X 10-a, e = [.707, .05]). To attain e~t for a first order diversity, only N. r x Ny = 100 x 1 decisions were used in (7) and (23) The results of applying the above algorithm to second and fourth order diversity systems along with the optimal IS parameters are shown in Table 1 for a per-diversity SNR of 20 and 30 dB . Note that since the asymptotically optimal translation JL~t is determined in closed form, rather than numerically as in [4] , the cost of sampling Y is insignificant. Therefore, we chose Ny == 1 for the simulations. This choice of Ny is justified by recalling that, for most practical cases, Y is not the main contributor of randomness in the communication system being considered. In each case, the transmit filter was normalized (e = 1). V{p} was calculated using an ensemble of N E == 20 estimates of P. Note that for a given SNR, the amount of bias applied to the random vector X reduces as we move to higher order diversity. This suggests that one cannot simply obtain the optimal set of IS parameters for a first order diversity and then arbitrarily apply it to each channel in a higher order diversity system. Such a technique may lead to some of the potential pitfalls of improper IS biasing (e.g., overbiasing, "apparent underestimation") as discussed in [7] .
The speed-up factor (Sp) was calculated according to s -
N X Ny is the conventional Me number of decisions required to attain the same accuracy as our IS scheme using the estimator in (2). NxN y was computed based on a 95% confidence interval [18] . Noh is the overhead of the SGD algorithm in number of decisions and is given by
where N L is total number of iterations needed to locate e~t of an Lth order diversity system, and Ni is the number of decisions used per iteration (100 in this example).
The number of iterations required to determine the starting point is also included in N L ·
The overhead Noh includes the computational effort required to locate e~t for a first order diversity, which is used as e*(1) for a second order diversity. This is overly conservative if one is interested in performance of the system for all orders of diversity up to the L-th order. The adaptive algorithm considered in this example is the RLS algorithm [15, 19] . The signaling format is assumed to be BPSK with levels of -A and +A corresponding to 0 and 1 data values respectively. Initially, a known training sequence {d(l)},l = O, ... ,L -1, is transmitted to the receiver for the purpose of adjusting the equalizer coefficients. We assume that the receiver is a linear matched filter with a memory that spans the duration of one symbol. In this case, since the output of the receiver is sampled once every symbol period, the noise sequence {n( l)} to the input of the equalizer is a sequence of i.i.d. GRV's with zero mean and
be the random vector of the input sequence to the RLS equalizer during the training period. and 8(1) is the noise-free, lSI distorted input sequence (corresponding to a fixed training sequence) to the adaptive equalizer. Thus, X is a Gaussian random vector with mean S == [8(L -1),8(L -2) , ... , 8(O)]t, and a covariance matrix~x == (J'2I L, where I L is an L X L identity matrix. After training, the M taps of the equalizer are fixed. The resulting impulse response of the RLS equalizer at the end of the training period h(X) is given by [15, 19] [ x(l-l) , ... ,x(l-M + l)]t, and 0 < A~1 is a weighting factor which was chosen to equal 1 since the channel is static. The initial matrix 5I M is added to guarantee the existence of the inverse in (27), and 8 is a small positive number. For computational efficiency, the actual implementation of h(X) is done recursively by updating the inverse in (27) at each time instant I. The time-update equations of this inverse can be found in [15, 19] .
After freezing the taps, the probability of error will be dominated by the sequence that yields the worst-case lSI [10] . Thus, for equally likely symbol sequences we have 2 ) h(X) which is simply the minimum rate point of a linear system in AWGN [2, 4] . In this case, the conditional probability of error P(X) is available in a closed form and is given by ( JLth(X) )
Replacing p(X(j)) in (2) and (7) by its expected value in (29) will in effect yield a value of Nv = Ny = 1 and a zero conditional variance (i.e., Vi = 0 in (9)). In this case, the variance As an example, consider a baseband system with a signal level +A == 1, a four-tap RLS equalizer, a static linear channel with a normalized exponentially decaying impulse response that spans the duration of two symbols [6] , and a receiver with a normalized raised cosine frequency response corresponding to a rolloff factor of .25, and a 50 KHz symbol rate. In this case, the data sequence [-1, -1, 1, -1, -1, -1 Table 2 . The stochastically computed optimal parameter vector e~t using f3 = 5 X 10 3 at a SNR of 20.97 dB was used as the starting point (0*(1)) at a SNR of 25.7 dB. The SGD algorithm displayed no significant decrease in the variance of the estimator implying that 0* (1) was already very close to 8~t. The same behavior was observed at a SNR of 27.7 dB. Thus, for a one time overhead of Noh := 1.03 X 10 5 , we were able to efficiently estimate P over a range of 10-3 to 10-
•
The results are shown in Table 3 other hand, the same accuracy can be attained using only 16 decisions if the IS estimator of (7) is used and X is biased using e~t in Table 2 for f3 == 5 X 10 3
•
5

Conclusion
In this paper we have presented a new IS optimization algorithm, namely the SGD algorithm, based on stochastic estimation of the gradient of the sample variance. This algorithm is robust, system-independent, and not restricted to a specific pdf or biasing strategy. The effectiveness of this IS methodology was demonstrated by applying it to a communication link characterized by diversity and frequency non-selective Rayleigh fading channel with 
