The design of high-performance computing architectures requires performance analysis of large-scale parallel applications to derive various parameters concerning hardware design and software development. The process of performance analysis and benchmarking an application can be done in several ways with varying degrees of fidelity. One of the most cost-effective ways is to do a coarse-grained study of large-scale parallel applications through the use of program skeletons. The concept of a "program skeleton" that we discuss in this article is an abstracted program that is derived from a larger program where source code that is determined to be irrelevant is removed for the purposes of the skeleton. In this work, we develop a semiautomatic approach for extracting program skeletons based on compiler program analysis. We demonstrate correctness of our skeleton extraction process by comparing details from communication traces, as well as show the performance speedup of using skeletons by running simulations in the SST/macro simulator. 
INTRODUCTION
The requirements that drive computer design are derived from workloads that the machines are expected to support. In the high-performance computing (HPC) community, these workloads typically are in the form of benchmarks and reduced applications. The goal of these workloads is to retain essential properties of the intended computeand time-intensive workloads that will ultimately run on the machine, without the corresponding high resource cost to execute. Traditional HPC system design has focused on a small set of benchmarks and kernels, but as the complexity of modeling Authors' addresses: M. Sottile and J. Dagit, Galois, Inc., 421 SW 6th Ave. Suite 300, Portland, OR 97204; emails: mjsottile@gmail.com, dagit@galois.com; D. Zhang and D. Dechev, UCF College of Engineering and Computer Science, Harris Engineering Center, P.O. Box 162993 Orlando, FL 32816; emails: de-li.zhang@knights.ucf.edu, dechev@eecs.ucf.edu; G. Hendry, Sandia National Laboratories, California P.O. Box 969, Livermore, CA 94551-0969; email: ghendry@sandia.gov. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. c 2015 ACM 1049-3301/2015/06-ART4 $15.00 DOI: http://dx.doi.org/10. 1145/2778888 and simulation applications increases, these simple workloads represent smaller and smaller portions of the overall set of demands and behaviors that a full application will require a new machine to support. Unfortunately, the creation of benchmarks from specific applications that capture these nuanced behaviors and requirements is a time-consuming and tedious process. In this article, we propose a semiautomatic approach to generating these custom benchmarks based on large-scale applications through the use of program analysis and code generation. This work builds upon prior published work [Sottile et al. 2013 ] that demonstrated the basic technique on simple programs. The work described in this article expands upon that original demonstration such that the analysis methods scale to significantly larger and more complex programs that use multiple interdependent compilation units. Results are also provided for a larger set of example applications.
The creation of application-specific benchmarks or miniature applications ("miniapps") is work intensive, as it requires the creator to understand not only the important performance aspects of the application but also how the entire source code base relates to program elements that contribute to that performance aspect. Performance aspects that are commonly of interest in high-performance computer design include message passing patterns, memory traversal footprints, I/O activity, and numerical computation load. The mini-app creation or skeleton generation process then boils down to removing or replacing code that does not contribute significantly to the performance aspects of interest. Given an arbitrary line of code in a large parallel program, it is difficult to manually discern what role (if any) it plays for a given performance aspect. Automatic static analysis algorithms for computing data and control dependency properties of code are well suited to this task and make it possible to analyze code and answer these kinds of questions, such as "does this line of code affect the value of the payload for an MPI function?" In many ways, skeleton creation is simply a specialization of a general program transformation technique known as program slicing [Ball and Horwitz 1993] . In this article, we emphasize extraction of message passing patterns based on the common MPI API. This technique generalizes to other APIs through the use of customdefined API specifications, allowing our approach to be applied to create program skeletons that emphasize other performance aspects as well.
Our work presents a step toward automating the skeleton generation process. We employ the ROSE compiler framework to gain access to program analysis algorithms and code generation tools to implement a source-to-source translator. Due to the limited information available to the tool from the raw source code, we take a semiautomated approach to generation in which the user of the skeleton generation tool provides information that cannot easily be obtained through pure static analysis. This includes parameters determined only at runtime that relate to data structure sizes, convergence rates of iterative techniques, and whether or not portions of code are known in advance to be uninteresting and should be excluded from the skeleton. We build upon existing program slicing concepts to introduce the concept of dependency "roles," allowing us to control the removal and replacement of code based on how the code affects the performance aspect in which we are interested.
In this article, we discuss both the analyses that the skeleton generator uses, as well as the mechanism by which the tool user introduces guidance in an iterative process. Our results presented in Section 7 demonstrate what can be achieved with a small number of iterations through the tool with user guidance.
BACKGROUND
Several simulators have been developed to generate performance estimates for HPC architectures. These range from high-fidelity and computationally expensive simulators for measuring performance between two nodes [Rodrigues et al. 2003; Underwood et al. 2007 ] to lower-fidelity and lower-cost simulators that can estimate performance on large-scale machines [Labarta et al. 1996] . Three well-known approaches have been investigated for estimating large-scale performance. The most common approach is direct execution of the full application on the target system [Prakash et al. 2000; Riesen 2006; Zheng et al. 2005] . This simulation approach uses virtual time, unlike normal benchmarking that uses real time. Here, performance is modeled by using a processor model and communication work in addition to simulated time for a modeled network. Another approach is tracing the program to collect information about how it communicates and executes [Zheng et al. 2005; Sottile et al. 2006] . The resulting trace file contains computation time and actual network traffic. Tracing provides high levels of evaluation accuracy but cannot be easily scaled to a different number of processors. A third approach is to implement a model skeleton program that is a simple curtailed version of the full application but provides enough information to simulate realistic activity [Susukita et al. 2008; Adve et al. 2002] . This approach has the advantage that the bulk of the computational complexity can be replaced by simple calls with statistical timing information. The skeleton application provides a powerful method for evaluating the scalability and efficiency over various architectures of moderate or extreme scales. What makes this approach challenging is the necessity to develop a skeleton program based on a complex HPC application that often includes a large number of computational methods and libraries, sophisticated communication and synchronization patterns, and architecture-specific optimizations.
Simulation of a full parallel application would be prohibitively expensive given that most production applications take a significant amount of time to execute on the bare system itself. The efficient utilization of large-scale parallel event simulators such as SST/macro [Janssen et al. 2010] requires that skeleton models of underlying software systems and architectures be created. Implementing such models by abstracting the designs of large-scale parallel applications requires a substantial amount of manual effort and introduces human errors. Our approach reduces both the effort and likelihood of errors in the skeleton by using established algorithms for program dependency analysis and code generation. These skeleton models can then be combined with appropriate models of the software stack and system hardware to generate a wealth of information about execution patterns such as application communication characteristics and network utilization for HPC architectures. This information is useful in understanding the impact of various design decisions concerning hardware or software and will enable co-design practices to be applied to the design of future exascale systems and provide an environment to prototype ideas for future programming models and software infrastructure for these machines.
Our primary target for this work is within the hardware-software co-design community concerned with designing next-generation (and beyond) HPC systems. Simulation tools are used extensively in the design of computing systems, especially in a co-designed way, to overcome the lack of compiler tools, well-defined ISA features, or complete microarchitectural definitions [Janssen et al. 2010] .
PRIOR WORK
The work described in this article focuses on using program analysis to derive program skeletons from large-scale parallel applications with the goal of using these skeletons for performance analysis and prediction. Modeling the behavior of a large-scale application in terms of performance metrics is challenging, as these applications are often executed in new and dynamic environments. The process is complicated by extremely limited feedback between application development and machine design [Shalf et al. 2011] . 
Software Mini-Applications and Dwarfs
The use of kernels or miniature applications in performance analysis is well established. Two well-known collections of kernels are the NAS Parallel Benchmarks (NPB) [Bailey et al. 1991] and the ParkBench suite [Dongarra et al. 1996] . The kernels in these suites represent common computational patterns that can be found in many full-scale applications. Examples include sorting algorithms, the fast Fourier transform (FFT), and matrix-based numerical algorithms. Although these suites provide simpler implementations of important algorithms than full scientific codes, they still are challenging to use for studying specific performance properties because they contain code for numerical computation, message passing, and I/O. Furthermore, they represent a generic algorithm that lacks any nuances due to specialization or performance optimization that would be found in specific application implementations. The use of application skeletons in our work seeks to overcome both of these issues by allowing irrelevant code to be removed, and to allow custom skeletons to be extracted directly from the application.
The dwarfs proposed by Asanovic et al. [2006] are algorithm methods that capture a fixed number of patterns of computation and communication. These patterns are distilled from a large body of existing applications and represent a high-level abstraction to allow reasoning about their behaviors across a broad range of environments. Even though many HPC applications can be classified as representatives of a certain dwarf, the underlying implementation may differ greatly from the canonical implementations. For example, it is often required that platform-dependent optimizations be implemented to fully harness the performance of the target system. Although the dwarfs provide excellent guidelines for studying the general behavior of applications, in-depth analysis is needed to perform implementation-orientated studies. Our approach allows the preservation of critical implementation-specific information that might be designed to work tightly with the target system.
Skeleton Generation
Deriving skeletons from large-scale programs manually requires a significant effort from the programmer. Some approaches investigate automatically synthesizing skeletons from communication traces [Subhlok and Xu 2008; Adve et al. 2000] , but this requires extensive trace collecting and may not capture behavior produced with particular application parameters. For example, a program with a static communication pattern for a given number of processors may have different patterns for different processor counts. A trace represents only one instantiation of the communication pattern. A skeleton that retains the branching logic that selects communication operations based on the processor count preserves the ability to reflect the program's behavior across a range of scales.
Static analysis techniques have been used to identify computations that have minor impact on performance [Adve et al. 2002] . Automated methods have been demonstrated for transforming scientific codes through the use of both static analysis and runtime information in the form of MPI communication patterns [Preissl et al. 2008] . These works use similar analysis tools as our work on semiautomatic skeleton extraction but have different goals of transforming and optimizing programs versus generation of reduced applications for simulation-driven performance analysis.
Scalability of a large-scale parallel application is often largely determined by the communication model that it employs. This is most apparent in problems that exhibit strong scaling, where the size of the overall problem handled by each processor shrinks as the processor count increases. Most of the computations that are part of a program are generally executed on individual nodes and have little influence on the program's scalability. Eliminating code that forms the computational part significantly reduces execution time of the program [Adve et al. 2002] . The work described in this article focuses on programs that use communication patterns that are not sensitive to the data computed within the program. Programs that exhibit a data and computational decomposition among a set of processors that is determined by runtime data properties are significantly more challenging to skeletonize because computational code cannot simply be removed. Programs of this sort are not included in the set of target applications with which we are concerned in this article.
METHODOLOGY
We begin with a discussion of the key components that make up the core of our skeleton extraction framework. The components are presented in brief along with their functionality.
ROSE Compiler Framework
ROSE is an open source-to-source compiler infrastructure for building a wide variety of customized analysis, optimization, and transformation tools [Lawrence Livermore National Laboratory 2014] . It enables rapid development of source-to-source translators from C, C++, UPC, and Fortran programs to facilitate deep analysis of complex applications and code transformations. ROSE consists of front ends for parsing code; a mid-end for code analysis, optimizations, and transformations; and back ends to generate source code. The currently available front ends are the Edison Design Group (EDG) front end for C and C++, and the Open Fortran Parser (OFP) front end for Fortran. Using ROSE program analysis techniques, we have developed an early version of a source-to-source translator to automate the extraction of skeleton applications from their parent applications containing MPI communication patterns.
The skeleton generator is based on dependence analysis and utilizes the ROSE implementation of the static single assignment (SSA) form of the program [Cooper and Torczon 2003 ]. Computation of the SSA form involves the introduction of placeholder variables that correspond to each update of a program variable such that no variable is assigned to more than once, as well as variables to resolve control flow branches due to conditionals. In addition to conversion to single-assignment form, statements are related such that the definition of each variable and subsequent uses can be efficiently identified once the SSA form has been computed. Traversal of these def-use chains is at the core of the skeleton generator.
Program Skeletons
A program skeleton is an abstract form of its parent application where we retain only those portions of the code that are relevant to the performance dimension that the skeleton is intended to probe. In the case of message passing behavior over MPI, the skeleton is intended to be consistent with the original program flow such that it retains the communication patterns of the original application. To achieve this, a skeleton is essentially a sliced version of the original program that is constructed by removing fragments of redundant or irrelevant computations and message data whose values do not affect application scalability, but retaining those code fragments specific to the set of properties of interest for performance analysis.
Applications that utilize HPC systems often implement compute-and time-intensive computations that form the content of messages passed between parallel processors at runtime, but the message passing pattern that the program exhibits often is independent of the values that these computations produce. This observation that some portion of the computational load is irrelevant when considering performance aspects such as message passing patterns is the basis of our work. However, several complex applications exist where the message passing pattern is determined by the computations performed. Common examples of this include programs that utilize unstructured data in which the decomposition of data across compute elements changes as its state evolves. Addressing programs where dynamic message passing patterns are present driven by the results of the computational part of the program is a topic of ongoing research.
Due to the complexity of large parallel applications, and the limits of purely static analysis for languages like C, C++, and Fortran, we adopt a semiautomated approach where the programmer is involved in the skeleton generation process through program directives and other parameters that guide skeleton generation tools. Once a satisfactory skeleton is created, it can act as a model to enable scalability studies using the SST/macro simulator or other performance analysis and simulation tools to emulate systems under design, such as interconnection networks, for systems containing millions of cores.
SST/Macro Discrete Event Simulator
The SST/macro discrete event simulator is an open source simulation package that enables evaluation of large-scale parallel machines [Janssen et al. 2010 ]. The simulator is implemented in C++ with a modular design, permitting multiple computation and communication models to be employed. SST/macro is extensible by supporting user-defined network topologies, allocation and scheduling strategies, and performance models by externally linking to the simulator core. It can be driven either by direct execution of application code using communication libraries like MPI, HPX, or OpenSHMEM or through communication traces like the DUMPI format that is included in the distribution. The MPI implementation and network congestion models have been validated against current HPC machines, including a Cray XE6. The simulator enables us to investigate the effects of varying environment parameters such as type and tuning of network topologies, hardware layout (e.g., processors per node) and system parameter choices (e.g., bandwidths, latencies).
APPROACH
Our approach follows a process in which the tool performs analysis and static slicing of the code with the aid of user-provided annotations. This process is applied iteratively by the user until he or she is satisfied with the resulting skeleton code. The key components of our skeleton generator and how they fit together is shown in Figure 1 . The ROSE compiler serves as the base framework for constructing program analysis modules by providing a suite of common forms of program analyses such as dependence analysis, control flow analysis, and call graphs. The SST/macro simulator provides the environment for executing parallel programs with model choices provided by the user. The target MPI application annotated with program directives is fed as an input to the ROSE front end. The front end parses the input source code and generates an abstract syntax tree (AST) called Sage III Intermediate Representation (IR). This AST serves as the input to subsequent analysis and transformation steps used by our skeleton generator.
The primary activity performed by the skeleton generator is the identification of code that can be removed based on constraints provided by the tool user. These constraints are externally provided instead of hardwired into the tool because they directly relate to the specific performance dimensions that the skeleton is intended to probe. This separation allows our skeleton generator to be applicable in a broader set of contexts than MPI-only APIs. For example, the set of API function calls preserved for a skeleton representing MPI activity is completely different from one representing disk I/O operations. The constraints that the user specifies are expressed in two forms. First, one or more API specification files that contain information about the API functions that should be preserved are provided. Second, a set of in-source directives in the form of compiler pragmas are available for targeted control over the internal decisions made by the generator. The MPI API specification is predefined (derived from the MPICH2-1.5 implementation) and provided to the user with the tool.
The skeleton generation tool that we implemented has the following overall structure:
-The program code is put into SSA form, allowing def-use analysis to be performed. -API calls of interest are identified within the program AST and used to identify code that they depend upon that must be preserved leading up to the calls. This analysis uses the def-use information obtained via the SSA form. -The whole program static call graph is used to propagate API dependency information across function call boundaries such that it is present at all points along all call chains. -Programmer directives are processed to override information obtained by analyzing the def-use chains based solely on the API of interest. These directives include overriding choices to exclude or include code, both to overcome limitations in the current dependency analysis algorithms used and to inject knowledge about the desired skeleton that the programmer has that cannot be inferred from syntax alone.
We use the ROSE-provided SSA analysis to compute the SSA form of the program AST, which simplifies the process of def-use analysis to determine all uses of a variable from its definition without any other intervening definitions. The BOOST graph library is used to compute the transitive closure of the program dependency graph such that API dependency information can be propagated across calls and between independent compilation units. The transitive closure computation is performed as a first pass over all components of the program and results in a set of dependency signature files that are consumed by the skeleton generator for use in the analysis of each function. The skeleton generator then implements a form of program slicing. Slicing relative to one or more statements uses dependency analysis to determine all program elements that the statements depend on to execute correctly. Any code that these statements are not dependent upon can be removed.
Our skeleton generator implements a specialization of slicing in which we do not treat all dependencies equally. Dependencies are classified by a "role" that they play relative to the API that we slice relative to. In MPI programs, we distinguish dependencies that influence the contents of a message from those that influence the message passing communication pattern. This allows us to transform code based on its role-in some cases, we preserve the dependency code with no change as in traditional slicing. In other cases, we may replace the dependency code with a surrogate that aids in reducing the complexity of the skeleton. For example, we may preserve all code that relates to message passing topology but will replace code related to the message payloads (that can be shown to not influence the topology) to insert initialization to constant values in place of compute-intensive numerical computations.
API Specification
The skeleton generator skeletonizes programs relative to one or more API specifications. This means that functions that are part of the API are required to be preserved in the skeleton, and further code is preserved based on their dependencies. Each function that we would like to treat as part of the API is specified by the function name, number of parameters, and a list of dependency types for each parameter. The dependency types allow us to categorize code based on how it impacts the API functions. For example, in the case of MPI, we will have code related to the data that is sent (the "payload") and code that is related to the communication end-points and abstract communicators used within the program. Code that influences these parameters to the API functions is often very different, and the API specification allows the tool to tag program elements based on their role. This information is not currently used in any detail other than distinguishing code by role for role-specific removal or preservation. Deeper analysis of code that takes on certain roles (e.g., payload creation) is the subject of further work. For example, symbolic simulation techniques may be useful for replacing code with a simpler surrogate instead of removing it entirely if the payload data is important in determining the communication pattern.
An example of a small portion of the API specification for MPI is provided next.
(api-spec MPI ( dep-types payload topology tag other ) ( default_deptype other )
(MPI_Comm_rank 2 (topology 1) ) (MPI_Comm_size 2 (topology 1) ) (MPI_Comm_split 4 ) (MPI_Send 6 (payload 0 1 2) (topology 3) (tag 4) ) ) ) Each API is labeled by name via the api-spec tag. This is followed by an s-expression that contains a list of dependency types, prefaced with the dep-types tag. The names of the dependency types are user specified, allowing roles of arguments to API functions to be analyzed at different levels of detail. For example, if the tag role is not of interest to the skeleton generator, it could be eliminated and absorbed into another category. This flexibility allows the user to tune the generator based on what he or she knows is important about the program and how it uses the API. The other category is a special category that is a catch-all for arguments that are considered irrelevant for skeletonization. Each API call is described by its name, argument count, and an enumeration of arguments by position that are to have roles associated with them. Arguments not listed are placed in the other category by default.
(API_FUNCTION_NAME ARGUMENT_COUNT (deptype argA ..) (deptype argB ..) ...) For example, on MPI_Send shown earlier, we see that it has six arguments, the first three of which are related to payload, the fourth is topology, and the fifth is tag. Note that argument numbering is zero based. The sixth argument is not specified and therefore takes on the default dependency type "other."
Given a set of API specifications, we then allow an API collection to be specified that is used by the skeleton generator to know what set of APIs to skeletonize relative to, and how to do so. For example:
(api-spec-collection (include-api "mpi_api.spec" (omit-deps payload)) (include-api "stdio_input.spec" (omit-deps buffer)) ) This tells the tool to include API specifications for MPI and a subset of C STDIO functions. This is important in practice because skeletons frequently require parameter files to be read that are used to configure the application. Given that this code often is performed outside the MPI API, we must allow the skeleton generator to be aware of additional APIs that are important in generating a legitimate skeleton. For each API, a specification of the dependency type to use for selecting code for elimination is also provided. In the example shown earlier (provided for illustrative purposes only), code that relates to computation of payload data for MPI calls is eliminated, and buffer management code is eliminated that relates to the STDIO API. This allows a user to have relatively fine control over what is and is not removed at the API level.
Source-Level Directives
Annotations used by this tool are specified via compiler directives: #pragma skel [specific pragma text here] For example, #pragma skel loop iterate atmost(10) Annotations are used to provide fine-grained control of the skeletonizer at a finer level than that captured in the API specification. Annotations also allow for targeted direction from the user at specific points in the program versus program-wide guidance at the API level. The simplest annotations that we provide allow the user to preserve or remove program elements to override the decision made by the skeletonizer based on dependency analysis. These are placed above the corresponding program element: #pragma skel preserve x = y + z; Directives are retained in the generated skeleton along with appropriate program structures accompanying them (including an empty block in the case of the remove directive). The interpretation of the directives by the skeleton generator is designed such that its application to an unmodified, autogenerated skeleton will result in exactly the same result being produced. Annotations give the programmer the ability to override decisions made by the skeletonization tool, which can lead to potentially generating incorrect skeletons. For example, a user may use a remove annotation to eliminate code that actually is necessary or may force code to be preserved that causes the program to enter an infinite loop. The risk of introducing annotations that will lead to these kinds of outcomes can be mitigated by programmers adopting an incremental approach to adding annotations. If the unannotated skeleton is used as the starting point, the annotation process can proceed through an iterative annotate-and-test cycle such that poorly chosen annotations can be identified and eliminated quickly.
5.2.1. Loop Annotations. It is not uncommon for skeletonized code to no longer have the looping behavior of the original due to the removal of computations that provide the values that define a termination criterion. For example, say we have an iterative solver with the following structure: If the numerical computation is removed, we can be in a situation where delta will not ever change and will never drop below the threshold for termination-so the loop will iterate forever. Similarly, we may find that through some choice of initial values, the skeleton may initialize delta to be zero, so the loop will iterate only once (or never, depending on the type of loop used). In both cases, we would see behavior that is not representative of the real program. An annotation can be added to force the skeleton to contain a loop that iterates a certain number of times by having the skeleton generator introduce additional counters and code to increment and test their values.
Three loop annotations are available:
#pragma skel loop iterate exactly(n) #pragma skel loop iterate atmost(n) #pragma skel loop iterate atleast(n) These correspond to forcing an exact, upper, and lower bound on the iteration count. The pragma must be placed immediately preceding the loop of interest. Loops constructed with "for," "while," or "do while" are all supported, as well as loops containing break and continue statements. We treat break statements as an exception that overrides the "exactly" or "atleast" annotations. If a break is reached in a loop before the n-th iteration, the loop is exited but a warning is printed to stderr indicating the violation of the pragma.
In the preceding annotations, n is a C expression that is interpreted in the current scope of the program.
1 This allows the programmer to specify program variables to be used in the stopping criteria that they are confident will contain meaningful values at skeleton execution. Insertion of code to implement these loop control pragmas occurs after dependency analysis is performed and relevant code removed. This is implemented as an additional pass over the program AST seeking loop structures that have pragmas associated with them. These are guaranteed to be present if the loop body contains an API call that was invoked due to the presence of a control flow relation between the call and the loop. Code insertion is performed after code is flagged for removal to avoid the inserted loop control logic from itself being flagged for removal.
Data Declaration Annotations.
If a program contains an array that should be preserved in the skeleton, it is useful to have control over how it is initialized because often the skeleton will not contain the computational code that populates the array elements. The initializer pragma allows these element values to be specified (x is a C expression interpreted in the current scope of the program).
#pragma skel initializer repeat(x) int myArray[14];
This will result in code being generated that iterates over the array elements assigning the value x to them. The variable initialization annotation supports arrays in the "auto" storage class (but not yet arrays in the "static" storage class). Future versions of the skeletonizer will support initialization of static arrays and dynamically allocated arrays. Future versions will also support initializing nonarray variables.
Dependency Analysis
The core static analysis algorithm on which we rely is the computation of the SSA form of the program. This computation is provided as part of the ROSE framework. Once SSA form has been obtained for a program, def-use chains are available for relating uses of variables to their defining statements. For each call site of an API function to be included in the skeleton, we obtain a set of variables corresponding to the contents of expressions that form the function call arguments. Each argument is tagged with the dependency type that is defined with the API specification, such as "payload" or "topology" in the MPI API discussed earlier.
The def-use chains for these expressions are then traversed, where each program element leading up to the call is labeled as a dependency along with the dependency type that is inherited from the API specification. The traversal is implemented in the skeletonizer by requesting the set of def-relationships that were computed via SSA for a given AST node and recursively labeling the node, its parent nodes, and appropriate children of each. The labeling process takes the union of dependency types that are derived for each program element. This labeling allows the user of the tool to have finer control over the transformation that removes code. Instead of preserving all code on which an API call depends, the transformation can preserve based on API-specific roles.
In our previously published work describing a preliminary version of the skeleton generation tool, a significant limitation was present due to the inability to work with programs that are composed of multiple compilation units [Sottile et al. 2013 ]. This has been addressed by building additional phases atop the SSA-based dependency analysis. To illustrate the problem that must be solved, consider a function f (x, y) where within its body calls to another function g(x) are made with the x parameter of f , and h(y) is called with the parameter y of f . With this information only, it is impossible to determine whether or not x or y are used in any API call that must be retained in the skeleton without understanding how the functions g() and h() use their parameters. The solution that we implemented to address this is based on three logical phases:
(1) Analysis of each function in isolation to determine how parameters are used within the body to invoke other functions, including API calls. Each parameter is assigned a role designator, which may be either unknown or part of a defined API. (2) Reconstruction of the full program static dependency graph such that unknown role designators can be resolved when call paths terminate at defined API roles. (3) Def-use chain labeling based on the computed roles for each function call within a function.
The second phase is key, given that it computes the transitive closure of the full program dependency graph such that at all points along every call path the roles of parameters can be computed based on their use at the terminal call along the call path. In essence, this allows functions that invoke API calls of interest to be treated as equivalent to an API call from the specification and preserved appropriately. Given that call paths may be arbitrarily deep, computation of the transitive closure is necessary to ensure that all functions along call paths that terminate in API calls be included in the set that is treated as preserved API calls with well-defined parameter roles.
These logical phases are implemented as two passes over the code. The first pass is performed by a signature generation tool that performs the preceding first step to analyze each function in isolation. A signature is generated that represents how the function parameters are used with respect to any calls within the function body. The second pass over the code implements the preceding second and third steps. First, the signatures are read such that the full program static call graph can be reconstructed and transitive closure computed via the BOOST graph library, and then each function is analyzed and labeled prior to slicing.
Code Transformation
After dependency analysis has been performed and AST nodes are annotated with their role in the skeleton, we perform a transformation on the AST before final code generation in the language of the original program. For a given program construct, there are three possible choices at transformation time: complete removal, complete preservation, or replacement. For code that is determined to not be in the dependency chain of API functions, removal is the default behavior. This must be overridden by using the preserve pragma described earlier. Code that is in the dependency chain is preserved by default unless the full set of roles associated with it appear in the omit-deps parameter of the API specification parameter file.
If a program element is flagged for omission, program statements are removed but variable declarations are preserved. This allows the API call to remain syntactically correct by having its full set of parameters available. A consequence of this is that initialization code may be removed, which can be particularly problematic in the case of variables with pointer types. The initializer directive can be used to provide initial values for declarations, as well as the use of the preserve to keep whatever amount of setup and initialization code that the user of the tool determines to be necessary. The goal of a skeleton in this work is to retain message passing behavior, both in terms of topology and size; thus, it is necessary to insert such directives for dynamically allocated payload buffers such that message sizes will match those in the original application. We also have additional directives that can be used by the user to replace conditional tests with probabilistic tests that can be driven by branch probability information obtained by dynamic analysis of the original program (e.g., via trace collection).
EXPERIMENTAL SETUP
Evaluation of the semiautomated skeleton extraction method that we designed is approached by direct comparison under simulation to the original program. As discussed previously, simulation of the original program is expected to be more time consuming than simulation of the skeleton. We selected four simple programs for study that were small enough to enable manual examination of the generated skeletons.
Simulation Environment
Simulation was performed using the SST/macro simulator on a single compute node, where both the original program and its skeleton are executed directly (online) in the simulation environment. SST/macro internally forces sequential scheduling of software threads to alternate the execution of different MPI processes, so the simulation results are independent from the number of processors available to the simulator. The simulation requires minimal modifications to the skeletons that did not affect their functionality. The first change is including SST/macro-specific header files in place of the MPI header files so that traffic is routed through the simulator and not the host machine. This code modification does not affect the skeleton code because the SST/macro's MPI interface is nearly identical to the original MPI interface [Sandia National Laboratories 2014b] . The second change is renaming the main function to user_skeleton_main, which is called by the simulator after it has started up. The simulator provides a makefile that can be used to build the skeleton and generate an executable, linking against the simulator core. In addition, SST/macro provides a configuration file containing a set of basic simulation parameters such as network parameters, node parameters, and application parameters. These parameter choices allow for the tailoring of architecture characteristics and model approximations.
Target Applications
To demonstrate the practical use and accuracy of our approach, we studied the following HPC proxy applications (implemented in C):
(1) A 2D Jacobi iteration implementation (2) The HPCG application [Sandia National Laboratories 2014a] implementing the conjugate gradient method for solving a linear system (3) A simple implementation of the FFT algorithm (4) CoMD, a force computation mini-application.
MPI is used in all of the preceding applications to implement their communication model. The Jacobi iteration program that solves Laplace's equation in two dimensions is a simple representative of programs that use iterative, stencil-based methods. The HPCG program solves a more complex system based on a 3D diffusion problem using a 27-point implicit finite difference scheme. The FFT application is a basic implementation of the Cooley-Tukey FFT algorithm, in which a dataset of size N, where N is a power of two, is decomposed into N/ p element subproblems that are solved on p processors, with collective communication operators used to exchange their results before completing the computation. This set of test cases represents varying communication patterns (both point to point and collective) and exhibits different granularities of local computations that are performed between communication operations. CoMD is obtained from the Mantevo package, 2 which provides a set of small, self-contained programs that embody essential performance characteristics of key applications. CoMD is a proxy for the force computation in a typical molecular dynamics application that uses MPI and a geometric domain decomposition with a lined-cell structure to determine the iteration neighborhood.
Each program is transformed by our skeleton generation tool after the introduction of annotations to aid the program slicing process. In some cases, preprocessor directives containing macros (#define) are replaced with static variables to prevent expansion during the skeleton creation. The original macros are restored before using the skeletons with SST/macro. This does not change the structure of the skeleton and is a current workaround due to the expansion of preprocessor directives before analysis within ROSE. The code generator used by our current implementation is not aware of preprocessor directives and is therefore unable to replace their expansion in the AST with their original unexpanded form in the resulting skeleton code. Each program has been directly executed before skeletonization in SST/macro to collect runtime tracing information. We compare the traces obtained from the execution of both the original and skeleton programs using a trace comparison tool provided by SST/macro to validate the correctness and accuracy of our skeleton-driven simulation approach.
RESULTS
This section presents our experimental validation of the derived program skeletons' correctness and accuracy against the application from which they are derived. The validation process is based on quantifying the disparity between binary traces of both the applications and their skeleton. We then explore the scalability of the skeletons under simulation with respect to the original applications via SST/macro.
Correctness
Skeleton correctness is of utmost importance in studying the scalability of an application using our skeleton-driven approach. To use a skeleton in place of an application for scalability studies, the runtime behavior of the skeleton has to match the application's behavior both in terms of control flow and communication pattern. Our approach relies on deriving this information from a binary trace that captures the control flow and communication pattern in sufficient detail. However, the tracemight vary according to the set of inputs the program receives and the network model setup on the simulator. This is due to the execution of branch statements that make program behavior depend on the set of inputs provided, as well as the intermediate runtime values that the program calculates. As such, for each evaluation on the simulator, the inputs and hardware/network parameters are kept constant for both the application and the skeleton when trace files are generated.
The binary trace that we generate is in DUMPI format-a custom MPI trace file format developed as part of the SST/macro simulator. The trace records MPI events with full signature of MPI calls, return values, and MPI request information [Janssen et al. 2010] . A trace is collected for each run of the full application and for the skeleton execution on the simulator. SST/macro also ships with a set of trace analysis tools, which produce an XML file that contains statistical MPI trace comparison information grouped together under different tags. To match the skeleton with the application, we compared DUMPI trace reports generated from trace files of both the skeleton and the application. Tables I, II , and III show the number of times an MPI event occurs during the execution of the application and the skeleton. The results shown in the tables are derived from the DUMPI trace report. The MPI events are grouped by the function name, and the count is shown for each function. The number of MPI events that occur in an application are determined by the evaluation of different branch conditions and the number of iterations that the loops undergo. For a skeleton to match the application in terms of control flow and loop behavior, the number of MPI events (grouped by MPI function) that occur in both the program and its skeleton must be equal (or relatively close to equal). The trace files that we derived in our experimental evaluation (as shown in Tables I, II , and III) show that for each MPI function call, the number of events corresponding to the application and skeleton are essentially the same. This demonstrates the correctness of our skeleton extraction mechanism, with skeletons exhibiting the same behavior as that of the corresponding application. The communication pattern is determined by the point-to-point and collective MPI routines in the program. These MPI routines always occur in pairs, with one process/rank sending the data and another process/rank receiving the data or all processes participating in the collective operations. One way to match the skeleton with the application in terms of communication patterns is to check whether the data transmitted by each rank match. Tables IV, V, and VI show the data transmitted in bytes by each rank and the total data transmitted in bytes both for the skeleton and the application. The results shown in the tables are derived from the DUMPI trace report.
The results shown in Tables IV, V , and VI demonstrate that skeletons exhibit similar communication patterns to the corresponding applications, with each rank transmitting the same number of bytes. The DUMPI trace report also contains a transmission matrix, which shows the amount of communication between all ranks. These were compared for the full application and skeleton; for readability, Table VII presents the results for 3 ranks (out of a total of 128 ranks). We found a one-to-one matching between 2, 4, 7, 8, 11, 13, 14 600000 600000 5,6,9,10 800000 800000 Total 9.6e + 06 9.6e + 06 each skeleton and the application transmission matrices, indicating that not only was the overall message count consistent, but the pairwise message count between ranks was as well. Examination of the transmission matrix is necessary to ensure that the skeleton did not exhibit a significantly altered messaging pattern. Failure to initialize variables correctly in the skeleton could cause this to occur, such as all ranks communicating to rank zero instead of their intended destination rank. In this case, the aggregate message count would be equal between the skeleton and the application, but the transmission matrix would indicate a significant deviation in the messaging pattern between the two at the rank pair level.
Accuracy
In this section, we provides an in-depth analysis to the simulation traces of CoMD to illustrate the fine-grained execution differences. The main loop of the code choreographs updating the particle positions along with computing forces and communicating atoms between processors. The skeletonization process removes the majority of the force computation because it does not affect the communication topology nor the initial allocation of the buffer data structures. Thus, it is hard for the skeleton to reproduce the exact point-to-point communication behavior of the original program, as this pattern is heavily influenced by the computations performed in the simulation. However, we still expect it to be able to preserve the collective communication structure of the original code, which yields a skeleton that can be used to probe the scalability impact of these operations. Table VIII shows the percentage error of projected total execution time of the skeleton against the original application. The execution time of the skeleton is smaller by a large margin on all scales. This is because CoMD spends the lion's share of its execution time on computation instead of communication, so the skeleton's execution is significantly faster than the original application. Figure 2 displays the average timings of 40 collective phases for CoMD for all scales. We define a collective phase as an interval of program execution between two consecutive collective MPI calls. Unlike point-to-point functions, collective functions operate on every node within a communicator, and they effectively act as the barriers that We see that the execution time of the skeleton resembles the same saw pattern as the original application on a smaller magnitude. This is an indication that the skeleton successfully preserves the communication cost and pattern of propagating the result of position updates between phases of force computation. The last stage consists mainly of collective calls. In this stage, the projected execution time given by the skeleton matches the time of the original application. Similar to the setup stage, the last stage consists mainly of collective communication calls, and thus it is well preserved through the skeletonization process. Figure 3 shows the timing breakdown among MPI functions. CoMD makes use of eight MPI functions, ignoring the use of MPI_Comm_size and MPI_Comm_rank, which typically do not block the user process (and therefore do not get traced by DUMPI). In the figure, each bar denotes the average communication time by stacking six MPI functions together, and the bars are clustered by number of nodes. It illustrates the structural difference of the composition of communication time. Note the time of each function is the sum of its blocking time across all nodes. A large portion of the disparity is contributed by MPI_Sendrecv, which is used by CoMD as point-to-point communication among the immediate neighbors.
In each iteration, the size of payload for each point-to-point communication depends how many atoms need to be sent to neighboring cells. This information cannot be estimated easily without executing the full-fledged computation. This represents a case where the exact pattern of communication depends on the actual computation results. More sophisticated methods, such as compute modeling and dynamic analysis, can be applied to estimate the cost, as well as the result of such computation. These are outside of the scope of this work, which focuses on the extent to which purely static analysis can be used to generate program skeletons. In this experiment, we simplify the process by slicing out all computation code. The resulting skeleton retains the collective communication pattern that is unaffected by the removal of computations. We also observe that the overall communication time decreases as the number of nodes increase. This is because we execute the program with strong scaling-that is, fixed total problem size. The execution of other functions are accurately reproduced in the skeleton because they are pertaining the structure of the program instead of payload. Figure 4 shows the absolute difference between the skeleton and original application measured by the transmission timing matrix. A timing matrix reveals the communication timing among all pairs of nodes. Plots are sparse matrices in which the color of each pixel represents the error intensity at its coordinates. On all scales, we observe that the error in block time of the collective functions propagates through all nodes, forming the horizontal lines (orange color). The error intensity of these collective functions are much weaker than the error in local point-to-point communications that forms a dotted pattern along the diagonal. This again supports the previous observations that the major disparity between the execution of a skeleton and its parent application resides in the point-to-point communication used to transmit atom payload among neighbors.
Scalability
In this section, we discuss how skeletons scale with respect to their corresponding applications. We compare the total time required to finish the simulation of a skeleton program versus that of the original program. In addition, we study the efficiency of our semiautomatic skeletonization process by comparing the performance of our HPCG automatically generated skeleton against an optimized handwritten skeleton of HPCG developed during a previous study with SST/macro. Figure 5 shows our experimental evaluation of both handwritten and autogenerated HPCG skeletons. Careful inspection revealed that some routines in the autogenerated skeleton files remained unaltered with respect to the parent program because of statistical dependencies, leaving in some code that could have been removed. The autogenerated skeleton achieves almost identical performance as the original application (the Full and Auto-Skel lines in the figure overlap), whereas the handwritten skeleton exhibits considerable speedup over the full application. Figure 6 shows the speedup of the automatically generated Jacobi skeleton over its parent application. The skeleton demonstrates a consistent speedup of about 1.05 over its parent program, with a gradual increase in the speedup with the increase in the number of processes. No speedup is observed when simulating the scenario of 16 processes because the overhead of simulation setup outweighs the benefit of reduced computational code. Figure 7 shows the speedup of the autogenerated FFT skeleton over its parent application. The implementation that we considered is a simple sequence of computations where each processor performs a local computation that is distributed via collective communications to other processors, followed by a final computation that combinesthe results computed locally with those computed remotely. Our skeleton generator was successful in removing all computational steps, leaving only the collective communication operations, and thus comparison to a handwritten version is not needed. As processor count grows, the cost of simulating collectives grows superlinearly, decreasing the savings that we see from the skeletonization process. In addition, note that the problem was strong scaled, so the amount of computation per process reduces as process count grows. The decrease of speedup agrees with the law of diminishing returns. Since the skeleton contains solely communication code, the speedup actually reflects the cost of communication versus communication and computation. As the number of processes grows, the cost of communication increases but the total cost of computation remains the same, so the benefit of parallelization diminishes.
All skeletons that we explored demonstrated performance gains, compared to their parent applications, while preserving the application's behavior and correctness characteristics. The performance gain is the result of eliminating code that forms the computational part of the program and is not required to ensure that MPI operations execute correctly (e.g., buffer allocation code). If there is a significant reduction in the time spent in code unrelated to message passing in the skeleton, we observe significant performance gains in the skeleton relative to the parent program. In some cases where the computational load decreases as the processor countincreases, we see scaling drop as the parent program performs less work per processor, leading to less overhead in the parent application due to computation. This is true for our FFT example, in which a fixed problem size was decomposed across a set of processors such that as the processor count increases, the per-processor problem size decreases. In other cases where the problem size per processor is fixed regardless of the processor count (e.g., the Jacobi iteration example), the scaling of the skeleton versus the parent application would be a function of both this computational overhead along with the communication-specific scaling behavior. Figure 8 (a) illustrates the wall time needed to complete the simulation of CoMD up to 256 nodes. We observe that the simulation of the skeleton is a few hundred times faster than the simulation of the original application. For simulations up to the scale of hundreds of thousands of nodes, this is a significant speedup that would greatly facilitate simulation-based studies. Moreover, we demonstrate the improved simulation efficiency in Figure 8(b) . We define simulation efficiency as the projected execution time versus the time needed to complete the simulation. The y-axis in Figure 8(b) represents the conversion ratio of simulation time into projected execution time (a larger value indicates better simulation efficiency). As the simulation scale grows up to 64 processes, the efficiency for simulating the original CoMD application drops slowly while the efficiency for simulating its skeleton increases drastically. On small number of nodes, the efficiency of the skeleton-driven simulation is worse because the projected execution of the skeleton finished within several milliseconds, and the overhead required to set up the simulation outweighs the benefit of reduced computation. However, as the scale of the simulation increases to 128 and 256 nodes, the efficiency of both simulations start to decline. The skeleton-driven simulation obtains a higher degree of efficiency, whereas the efficiency for simulating the full code drops significantly. As mentioned in Section 6.1, SST/macro is a single-node simulator where all MPI processes are executed in a sequential manner. During the simulation, the simulator cycles through all MPI processes by activating the software thread associated with each process, and thus the overhead of simulation context switch is a nonnegligible factor when considering the simulation time for larger scales. The original CoMD code contains computation code that was executed physically on the single node, so it incurs a more serious context switch penalty than the lightweight skeleton.
Given that the canonical examples we have studied in this work represent some of the core computational solver methods employed by many HPC applications, we expect that our automatic skeletonization tool can provide a direct benefit for the study of large-scale HPC codes. We also expect the results presented here to be a lower bound on the savings achieved from skeletonization, given that these codes have relatively little computation to begin with. The efficiency results obtained for CoMD support the hypothesis that the use of skeleton applications is preferable to the full application for efficiently modeling application performance on parallel machines with very large processing core counts.
CONCLUSIONS
In this article, we have presented a methodology based on static analysis for generating program skeletons for targeted performance analysis to study specific aspects of program behavior relevant to modern supercomputer design. We demonstrate that dependency analysis augmented with dependency role information allows slicing techniques to be controlled by the user of the skeleton generator. Compiler directives allow the tool user to convey information to the algorithm that cannot be inferred automatically (or cannot be inferred easily). Our experiments show that an iterative process of skeleton generation and injection of directives provides a relatively straightforward approach to skeleton creation versus completely manual techniques. Our improvements to preliminary versions of our method now allow skeletonization to be applied to significantly larger and more complex programs with multiple compilation units.
Our results illustrate that under the SST/macro simulator, the program skeletons being small in size execute faster than the original applications from they were derived while still giving an accurate estimation of the original application's behavior. The results strongly show that program analysis is an effective strategy to generate skeletons that can be used to evaluate the scalability of large-scale parallel applications. Our static analysis approach is effective in reducing the time to create the skeleton, as well as reducing the likelihood of errors being accidentally introduced during manual skeleton creation. The skeleton-driven simulation of applications can be extended to accurately study the effect of varying hardware design parameters such as number of nodes, processors per node, network topology, memory bandwidth, and latency on the scalability of an application.
