Abstract-We derive the optimal signaling for a multiple input multiple output (MIMO) full-duplex (FD) two-way channel under imperfect transmit front-end chains. We characterize two-way rates of the channel by using a game-theoretical approach, where we focus on the Pareto boundary of the achievable rate region and the Nash equilibrium (NE). For a MIMO FD channel, the Pareto boundary achieves the global optimality. However, deriving the Pareto boundary amounts to solving a family of centralized non-convex problems. By introducing auxiliary variables, we decouple and convert the Pareto boundary into a family of convex problems, which enables us to obtain the Pareto boundary with low computational complexity. In a MISO FD two-way channel, we further present a closed-form expression for the Paretooptimal signaling. In our numerical examples, we quantify gains in the achievable rates of the Pareto-optimal signaling over the zero-forcing beamforming and NE. For a distributed MIMO FD channel, we establish the existence of NE and present a condition for the uniqueness of NE. We then propose an iterative waterfilling algorithm, which is capable of reaching the NE. Through simulations, the threshold of the self-interference level is found below which the FD NE outperforms the half-duplex TDMA.
multiple input multiple output (MIMO) antennas have more spatial degree of freedom to manage the self-interference. In [5] [6] [7] , the performance of MIMO full-duplex channel has been analyzed under the effects of the time-domain cancellation and the spatial-domain suppression. However, the residual self-interference induced by the imperfections of the transmit front-end chain is unavoidable regardless of the techniques adopted for the self-interference management [1] , [4] , [6] , [8] [9] [10] [11] [12] [13] .
The performance bottleneck from the imperfect transmit front-end chain has motivated recent work in full-duplex (FD) channels with transmit front-end noise. The performance of the SISO FD two-way channel has been thoroughly analyzed in [1] and [14] . The MIMO FD two-way channel with transmit front-end noise is considered in [8] [9] [10] [11] and [15] (termed as MIMO full-duplex bidirectional channel). In [8] , the transmit front-end noise modeled the effects of limited dynamic range. The Gradient-Projection (GP) method was first introduced to solve the signaling that maximizes the achievable sumrate for the FD channel. The GP method has also been used to optimize the signaling for other full-duplex systems, such as the MIMO FD uplink and downlink system [16] , the FD OFDM system [17] . In [15] , the maximization of the weighted achievable sum-rate for a MIMO FD channel was considered under the imperfect transmit front-end chain. In addition to the achievable rate, other performance metrics for FD channels were considered in [9] [10] [11] . In [11] , the signaling was used to minimize the mean-squared errors. The maximization of signal-to-residual-interference ratio was considered in [10] . In [9] , the optimal sum-rate was studied with the distributed signaling for the MIMO FD channel.
Within this context, we study the complete achievable rate region for a MIMO full-duplex channel under imperfect frontend chains. Moreover, we consider the optimal signaling operated in both the centralized and distributed style. In this paper, the results are organized in a game-theoretical framework. Such a framework has been widely used in wireless communications [18] [19] [20] . In the unified framework, we characterize the channel by the Pareto boundary and the Nash equilibrium. For a full-duplex channel, the Pareto boundary is globally optimal in terms of the achievable rates. The Nash equilibrium, though not globally optimal, could significantly improve the achievable rates when compared with the half-duplex two-way channel. Moreover, the Nash equilibrium can be obtained by a distributed and asynchronous scheme [20] .
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For a MIMO full-duplex channel, the Pareto boundary of the achievable rate region is described by a family of non-convex optimization problems [20] , which renders the computation intractable. To solve the Pareto boundary, we decouple the original non-convex problems to a family of convex optimization problems by introducing auxiliary variables [21] . We then use a primal-dual algorithm [22] to solve the convex optimization problems, which enables us to obtain the Pareto-optimal signaling with low computational complexity. Furthermore, we propose a closed-form solution of the Pareto-optimal signaling for the MISO FD channel, which provides the insights for the optimal signaling structure.
The Pareto boundary is global optimal. However, to achieve the Pareto boundary, the nodes in the network need to be operated in a centralized style, which poses issues on the implementation of a MIMO FD channel. Accordingly, we also consider the Nash equilibrium, which can be achieved by distributed schemes for a MIMO full-duplex channel. In this paper, we first prove the existence of the Nash equilibrium for a MIMO full-duplex channel. We then derive a condition to ensure the uniqueness of the Nash equilibrium. The signaling at the Nash equilibrium can be obtained by our proposed algorithm, which is inspired from the iterative water-filling algorithm (IWFA) in [20] .
The rest of the paper is organized as follows. In Section II the channel model for a MIMO two-way full-duplex wireless channel is presented. Section III defines the Pareto boundary and the Nash equilibrium for a full-duplex channel. In Section IV the Pareto boundary of a MIMO full-duplex channel is derived. The closed-form solution for the optimal signaling is then presented for a MISO full-duplex channel. Section V characterizes the Nash equilibrium for a MIMO fullduplex channel and proposes a modified iterative water-filling algorithm to achieve the equilibrium. Numerical examples are provided in Section VI. While the conclusions are given in Section VII.
Notation: We use (·) † to denote conjugate transpose. For a scalar a, we use |a| to denote the absolute value of a. For a vector a ∈ C M×1 , we use a to denote the Euclidean norm, a (k) to denote the k th element of a, Diag(a) to denote the square diagonal matrix with the elements of vector a on the main diagonal. For a matrix A ∈ C M×M , we use A −1 , tr( A) and rank( A) to denote the generalized inverse, the trace and the rank of A, respectively. We use diag( A) to denote the diagonal matrix with the same diagonal elements as A. We use A F to denote the Frobenius norm, ρ( A) to denote the spectral radius of A. A 0 means that A is a positive semidefinite Hermitian matrix. We denote expectation, variance and covariance by E{·}, Var{·} and Cov{·}, respectively. Finally, C and H denotes the complex field and the Hermitian symmetric space, respectively.
II. CHANNEL MODEL
In this section, we present the channel model for a MIMO full-duplex (FD) network with two nodes as illustrated in Fig. 1 . We assume that two nodes indexed by i, j ∈ {1, 2} share the same single frequency band for transmission. Each node has a transmitter and a receiver. The transmitter is equipped with M physical antennas and the receiver with N physical antennas, where each transmit (or receive) antenna is connected to a transmit (or receive) front-end chain. The signal from transmitter i is collected as the signal of interest by receiver j, j = i , while it appears at its own receiver i as the self-interference signal.
As illustrated in Fig. 1 the direct channel between two nodes is denoted by √ η i j H i j , i = j , where η i j represents the average power gain of the direct channel. Similarly, the selfinterference channel within each node is characterized by the channel matrix H ii and the average power gain η ii . According to [8] , all the channels in the above full-duplex network can be modeled as the Rayleigh fading channels. That is, each channel matrix H i j is with i.i.d. complex Gaussian entries with zero mean and unit variance. We define γ i η ji η ii to represent the relative strength of the direct channel over the self-interference channel.
While passing through the transmit front-end chain, the intended transmit signal is corrupted by distortions in the power amplifier, non-linearities in the DAC and phase noise [4] , [6] . The results in [23] and [24] demonstrate that all the impairments induced by the imperfect front-end chain can be comprehensively modeled by an additive Gaussian noise, namely, the transmit front-end noise. Similar to [8] and [25] , the power of the transmit frond-end noise is assumed to be β times proportional to that of the intended transmit signal due to the limited dynamic range of the transmit front-end chain. Here, β denotes the noise level of the transmit frontend chain, usually β 1 [8] . Fig. 2 summarizes our full-duplex channel model. The signal at receiver i is given by
where s i ∈ C M×1 denotes the intended transmit signal at transmitter i ; H i j ∈ C N×M denotes the channel matrix from transmitter i to receiver j . The transmit front-end noise e i is propagated over the same channel as s i . Denote the covariance of s i by Q i Cov{s i }. Note that the m th diagonal element of Q i represents the transmit signal power of the m th antenna at transmitter i . Thus, e i can be modeled as the Gaussian vector with zero mean and covariance Cov{e i } = βdiag( Q i ), where e i is independent of the transmit signal s i i.e. E{e † i s i } = 0 [8] , [15] . The thermal noise at receiver i is modeled as n i ∼ CN (0, I N ) , where I N denotes the N × N identity matrix. We remark that the transmit front-end noise e i can be partly designed by precoding the transmit signal s i . Since the power of each element in e i depends on the transmit power of each antenna on transmitter i [8] , [15] . However the elements in e i are independent Gaussian random variables based on the experimental results in [23] and [24] , while the elements in s i are the transmit signals thus can be correlated.
At receiver i , the signal of interest
and the transmit front-end noise
power level of √ η j i H j i e j , j = i, is typically much lower than that of the thermal noise n i and thus can be neglected [6] . However, √ η ii H ii e i is in the power level close to the signal of interest and needs to be considered for analysis, since the power gain of the self-interference channel η ii overwhelms the power gain of the direct channel η j i [8] . That is, γ i 1. The limited dynamic range at receiver leads to an additional receive front-end noise, which is about −60dB below the receive signal power [8] . Considering that such noise has little impact on the transmit covariance matrix design, we then neglect the receive front-end noise. In other words, the receive front-end noise is treated as the thermal noise.
The transmitter and the receiver on a same node are relatively static, resulting in the long coherence time of selfinterference channels, thus receiver i is assumed to have the perfect knowledge of its own self-interference channel H ii [6] . Note that receiver i also knows its own transmitted signal s i . Then we can eliminate the self-interference H ii s i before decoding. The signal after cancellation is given by
where √ η ii H ii e i represents the residual self-interference. The MIMO FD channel in (2) is a specific case of the general interference channel, which contains the signal of interest √ η j i H j i s j , the interference √ η ii H ii e i and the noise n i . However, it has different characteristics compared to the wellestablished MIMO interference channel (IC) in [18] , [19] , and [26] . In the MIMO IC, the interference received by node i from node k, I ki , is in the form of I ki = H ki s k , where s k is the transmit signal at node k and H ki is the interference channel. It follows that the interference I ki can be fully canceled if s k is precoded into the null space of the interference channel H ki . In the MIMO FD channel, the residual self-interference √ η ii H ii e i is a weighted sum of columns of H ii , where the weight e i is a Gaussian vector with the covariance Cov{e i } = βdiag(Cov{s i }). Consequently, the residual self-interference can be suppressed by allocating the power of each element in s i . However, √ η ii H ii e i always exists unless s i = 0.
III. PARETO OPTIMALITY AND NASH EQUILIBRIUM
As shown in (2), the transmission from node j to node i is corrupted by the residual self-interference of node i and the thermal noise. The sum of the interference and the noise is equal to an additive Gaussian noise v i . Let us define i to be the covariance of v i , then
is a function of diag( Q i ). Note that diag( Q i ) represents the transmit power of each antenna at node i . Therefore, the covariance matrix of the residual self-interference at receiver i is only affected by the power allocation for each antenna of transmitter i . Following that v i is additive Gaussian, we can achieve the maximum rate R i for the transmission from node i to node j , i = j , by employing a Gaussian codebook at node i [27] , [28] ,
where ( Q 1 , Q 2 ) are the transmit covariance matrices. Denote the feasible set of the transmit covariance matrix Q i as X i . A set of ( Q 1 , Q 2 ) is feasible if it satisfies the transmit power constraints
only rate pair (r 1 , r 2 ) with r 1 ≤ R 1 , r 2 ≤ R 2 is achievable for the FD channel. Thus, the achievable rate region for the MIMO FD two-way channel with the transmit power constraints P 1 , P 2 can be described as the following set:
We simply write R i ( Q 1 , Q 2 ) as R i in the sequel. Following (3), R 1 and R 2 are mutually coupled by the covariance matrices Q 1 and Q 2 . Assume Q j to be fixed. For node i , R i reaches its maximum if Q i equals to the water-filling solution for the channel
j H i j [21] . While the channel of R j ,
, where Q i = 0 maximizes R j . Therefore, there always exists performance tradeoffs between R 1 and R 2 in a selection of ( Q 1 , Q 2 ). Such tradeoffs can be considered as a game in which node i is player i , R i ( Q 1 , Q 2 ) is the payoff of player i and Q i is the admissible strategy of player i [29] . All possible outcomes of the game are characterized in the achievable rate region R . As a sequence, all concepts of a FD channel can be interpreted from a game-theoretic view. Driven by the global optimality, we first consider the Pareto boundary for a FD two-way channel. The Pareto boundary is characterized by a set of 'jointly' optimal rate pairs (R 1 , R 2 ). Each jointly optimal rate pair is of the Pareto optimality, which is defined as follows (A similar definition can be found in [30] [31] [32] ).
Definition 1 (Pareto Optimality): A rate pair (R * 1 , R * 2 ) ∈ R is Pareto-optimal if there does not exist another rate pair
where the inequality is component-wise. The Pareto boundary refers to the boundary of the achievable rate region. Note that R in (4) is the region described by all achievable rate pairs. Thus, we can define the Pareto boundary R * as follows:
The transmit covariance matrices ( Q * (5) are one pair of Pareto-optimal transmission strategies for the FD channel. To obtain the entire Pareto boundary, we need to derive all Pareto-optimal strategies. However, a family of centralized non-convex optimization problems need to be solved if the Pareto boundary is derived straight from (5) [20] , which poses two serious issues in the implementation of FD MIMO channel. First, solving a family of non-convex problems in general comes at the price of prohibitively high computational complexity. Second, the Pareto boundary in (5) is coupled by Q 1 , Q 2 . Hence, it requires an extra central node to acquire the full knowledge of the FD channel and then solve the Pareto-optimal strategies. Due to these challenges, it is often not practical to operate a FD channel in its Pareto optimality. An alternative way is that each node would compete for its own payoff irrespective of the other node's payoff. From the game theoretic view, a set of transmission strategies built in such a scenario corresponds to a Nash equilibrium (NE) for the FD channel, which is defined as follows.
Definition 2 (Nash Equilibrium): For a two-way FD channel, X i is the nonempty set of all feasible strategies for node i . A strategy profile ( Q * 1 , Q * 2 ) ∈ X 1 × X 2 achieves a Nash equilibrium if the following condition holds for all i, j ∈ {1, 2}, i = j :
If the Nash equilibrium is achieved, any unilateral change of strategies would result in a rate loss for the FD channel [20] . Such a feature of the NE is termed as the competitive optimality in [33] . To obtain a NE, we construct a non-cooperative game according to Definition 2. In the game, node i is assumed to have the knowledge of the direct channel H i j and its own self-interference channel H ii , and have a fixed power budget P i . At each iteration, given the strategy of node j , node i locally chooses its strategy Q i to maximize its payoff R i , which can be described by the rate-maximization problem as follows:
In the non-cooperative game, the optimization problem (7) is repeatedly done by both nodes until an equilibrium is reached, if any.
To derive the Pareto boundary in (5), one needs to simultaneously search Q 1 and Q 2 in X 1 × X 2 . That is, a cooperative game must be implemented to achieve the Pareto optimality. Such a cooperative game is in a centralized style, which increases the complexity of the implementation for the FD channel. In contrast, the non-cooperative game for a NE is in a fully distributed fashion, where each node derives its own Q i from X i . However, a NE is not guaranteed to achieve the Pareto optimality. Therefore, the tradeoff between performance and complexity should be considered in the transmission strategy design for a FD channel.
In the sequel, we will investigate further into the transmission strategy design within the framework of game theory so as to improve the performance of the two-way FD channel. We will first consider the Pareto boundary, and then consider the Nash equilibrium.
IV. PARETO BOUNDARY FOR MIMO FULL-DUPLEX CHANNEL
In this section, we derive the Pareto boundary for the MIMO full-duplex channel. The Pareto boundary in (5) corresponds to a family of non-convex problems [20] . The non-convexity and coupled high-dimensional nature of such problems lead to the difficulty in deriving Pareto boundary for the MIMO FD channel. More specifically, the coupled high-dimensional nature implies that the computational complexity of an exhaustive search is prohibitively high. While the non-convexity indicates that any numerical method, such as the GP method in [8] , cannot guarantee to find the global optimum [21] . Therefore we cannot obtain the Pareto boundary straight from the definition in (5). Instead, we first convert (5) into a family of convex problems. We then propose an algorithm to solve the entire Pareto boundary.
A. Derivation of Pareto Boundary
Note that R i ( Q i , Q j ), the transmission rate from node i to node j , is a function of Q i and diag( Q j ). It implies
is fixed, where diag( Q j ) represents the transmit power of each antenna at node j . We introduce an auxiliary diagonal matrix
denote the transmit power of the k th antenna at note j . The maximum transmission rate from node i to node j can be then written in terms of P j . Next we construct the following optimization problem of Q i under the transmit power constraint matrices P i , P j :
where i, j ∈ {1, 2} and i = j . We require P i 0 and tr( P i ) ≤ P i so that problem (8) is always feasible. Note that in problem (8) there is a total transmit power constraint P i for node i as well as the transmit power constraint on each antenna of node i i.e. diag Q i = P i .
Unlike the definition in (5) which is coupled by Q 1 and Q 2 , problem (8) depends only on Q i . In Lemma 1, we show that the Pareto boundary for the MIMO FD channel can be alternatively characterized by solving problem (8) .
Lemma 1: For a two-way MIMO full-duplex channel with a total transmit power constraint P i , any point on the Pareto boundary R * in (5) for the achievable rate region R in (4) can be achieved by the optimal solution Q * i for problem (8) with some diagonal matrix P i 0, tr( P i ) ≤ P i . That is to say, R * ⊆ R , where the region R is defined in (13) , as shown at the top of the next page; * ( P i ) denotes the optimal value of problem (8) with the transmit power matrix P i .
Proof: For any point (R * 1 , R * 2 ) on the Pareto boundary, assume that it is achieved by Q * 1 and Q * 2 . Q * i is a feasible solution for problem (8) with
is not an optimal solution for problem (8) with P * 1 , we then assume that the optimal value * 1 ( P * 1 ) is achieved by some other
as the transmission strategies, we have R * 1 < R 1 and R * 2 = R 2 , which contradict to the Pareto optimality of
is an optimal solution for problem (8) . In the same way we can show that Q * 2 is an optimal solution for problem (8) . Note that the rate region R in (13) is achievable for the MIMO full-duplex two-way channel. Furthermore, it contains the Pareto boundary R * in (5). That is, R * ⊆ R ⊆ R . Such a relationship implies that the Pareto boundary R * of the MIMO FD channel can be characterized by deriving the rate region R . Comparing R * and R , R * is parameterized by the M × M dimensional transmit covariance matrices Q i , Q j . However, the rate region R in (13) is parameterized by the diagonal matrices P i , P j , which are M dimensional. That is, R is described by a lower dimensional manifold compared to R * . Therefore, the computation required by deriving the rate region R is much less than the derivation of R * . Consequently, we obtain the Pareto boundary for the MIMO FD channel via solving R in (13), rather than straight from the definition in (5) .
The set R in (13) is written in terms of * ( P i ), where * ( P i ) denotes the optimal value of problem (8) . Thus, R needs to be obtained via solving the optimization problem (8) . Note that problem (8) optimizes the transmission rate subject to per-antenna power constraints. Denote 1 k as an M-dimensional vector with the k th element equal to 1 and the rest elements being 0. The constraint diag Q i = P i can then be written as a set of linear constraints,
It follows that problem (8) is a convex optimization problem [21] . More specifically, problem (8) is a semi-definite programming (SDP) problem. Denote H i j ( P j ) as the Cholesky decomposition
For the notational convenience, we write H i j ( P j ) as H i j in the rest of the paper. Note that it does not alter the optimal solutions for problem (8) to write the per-antenna power constraints as inequalities, as follows:
Problem (9) is considered in [22] , [34] , and [35] . In [22] , a primal-dual algorithm is proposed to efficiently solve problem (9) . Based on the algorithm in [22] , we can obtain the set R in (13) . It follows from Lemma 1 that the Pareto boundary R * for the MIMO FD channel is equivalent to all Pareto optimal rate pairs in R .
We remark that the Pareto boundary of a general MIMO interference channel is equivalent to a family of non-convex optimization problems [20] . The computational complexity of solving such problems is intractable. However, the FD channel in (2) is a specific case of the general interference channel, where the interference is generated by the transmit front-end noise. By using the specific characteristics of the self-interference, we can prove that the rate region R in (13) contains the entire Pareto boundary for the MIMO FD channel. Note that R consists of a family of SDP problems in (9), which can be solved by using the primal-dual algorithm in [22] . It follows that the derivation of the Pareto boundary for the MIMO FD channel is feasible.
B. Special Case of MISO Full-Duplex Channel
The Pareto boundary for a MIMO FD channel can be numerically derived by using the method discussed above. To provide more insights into the Pareto-optimal signaling, we consider the scenario where all FD nodes are equipped with only one receive antenna i.e., N = 1. In such a case, the analytical closed-form of the Pareto-optimal signaling can be derived. Note that in the MISO FD case, all the channels are reduced to one column i.e. can be represented by vectors h i j , i, j ∈ {1, 2}. The maximum rate for the transmission from node i to node j can be then simplified as
where ( Q 1 , Q 2 ) are the given transmit covariance matrices. In contrast with the general MIMO rate in (3), the rate for the MISO case in (10) is in a simpler form. By introducing an auxiliary variable z i to denote the power of the received signal of interest at node j i.e., z i h † i j Q i h i j , the rate region R in (13) for the MISO FD channel can be written in the following form [36] :
:
where * i (z i ) denotes the optimal value of problem (11) in the following,
where i, j ∈ {1, 2} and i = j . Here, we require 
so that problem (11) always has a feasible solution. By setting
, we reformulate problem (11) to the semi-definite programming (SDP) problem as follows (See more details about SDP in [21] ):
where
For the MISO FD channel, the optimal solutions for problem (14) determine the signaling structure to achieve the rate pairs in the set R defined in (11) . In [36, Th. 1], we prove that there always exists an optimal solution Q * i with rank( Q * i ) = 1 for problem (14) . Note that the transmit signal with the rank-one covariance matrix can be implemented by transmitter beamforming. It follows that all points in (11), which include the entire Pareto boundary for the MISO FD channel, can be achieved by the transmitter beamforming. Therefore, we conclude that transmitter beamforming is an optimal scheme for the MISO FD two-way channel. In Lemma 2 we derive the closed-form of the optimal weights for transmitter beamforming.
Lemma 2: For node i in the MISO point-to-point FD wireless network with the transmit power constraint P i and complex channels h ii , h i j , i, j ∈ {1, 2}, i = j , the optimal beamforming weights have the following form: (15) where
ii | 2 ), constant z i is within the range 0 ≤ z i ≤ P i h i j 2 and I denotes the M × M identical matrix. For a fixed z i , nonnegative constant is adjusted to satisfy the transmit power constraint w i 2 ≤ P i . Specially, = 0 if
Proof: The optimal beamforming weights can be obtained by solving problem (14) with the rank-one constraint Q i = w i w † i as follows:
The above problem has the general closed-form optimal solution (15) (see details in [37] ). Without the transmit power constraint w i 2 ≤ P i , problem (17) has the following optimal solution (shown in [37] )
By combining (18) and condition (16), we obtain
Hence, we conclude that = 0 under condition (16) .
We remark that the optimal beamforming weights for node i contain the term h i j and thus has the effect of beamforming the signal of interest at node j . While the power of the transmit front-end noise which corresponds to the stronger self-interference channel, is largely suppressed by the matrix term (C i + I) −1 .
V. NASH EQUILIBRIUM FOR MIMO FULL-DUPLEX CHANNEL
The global optimal rates can be achieved by operating the FD MIMO channel on its Pareto boundary. However, regardless of the computational resource, there is still an issue to implement the Pareto-optimal signaling in practice. Note that the Pareto boundary is obtained from cooperative games, which must be operated in a centralized style. It implies that an extra central node is required to solve the Paretooptimal solutions. The central node needs to have the full knowledge of the FD network, which poses an extra difficulty in the implementation of a FD channel. In the scenario that the central node is unavailable, the MIMO FD channel must be operated in a distributed style. Accordingly, we need to restrict our attention to the non-cooperative game, by which the FD channel can be operated in its Nash equilibrium. Such a game is convex and in a fully distributed fashion, rendering the computation tractable. At each iteration of the game, node i selfishly optimizes its own performance by changing its transmit strategy Q i . The objective is to achieve the NE, where each node's transmit strategy is the best response to the other node's strategy.
A. Existence of Nash Equilibrium
To obtain the Nash equilibrium (NE) for a FD channel, node i needs to maximize its rate R i by solving problem (7) . The feasible set of problem (7) is X i = Q i ∈ H M | Q i 0, tr Q i ≤ P i . We denote the optimal solution of problem (7) as 
where :
The input and output of are two sets of feasible transmission strategies for the FD channel, where the output strategy for node i is the best response to the input strategy for node j . At the fixed point of , the input strategies are equal to the output strategies
It follows from (19) and (20) that the Nash equilibrium in Definition 2 is achieved at the fixed point in (21) . Hence, for a FD channel, a NE is equivalent to a fixed-point of the mapping . It follows that the NE can be achieved for the FD channel by deriving the fixed-point of the mapping in (20) . Unlike the Pareto boundary, which is the boundary of the achievable rate region and thus always exists, the existence of the Nash equilibrium is not obvious. In Lemma 3, we prove that a FD channel always has a Nash equilibrium, regardless of transmit power constraints and channel realizations.
Lemma 3 (Existence of NE):
There always exists at least one Nash equilibrium for any MIMO two-way full-duplex channel. That is, the mapping in (20) has at least one fixed point.
The proof of Lemma 3 is shown in Appendix B. Lemma 3 illustrates that any FD channel has at least one Nash equilibrium. It further demonstrates that the NE is a feasible operating point for MIMO FD two-way channels.
B. Uniqueness of Nash Equilibrium
Unlike the Pareto boundary having infinitely many points, a FD channel need not necessarily have multiple Nash equilibria. One example is the MISO FD channel. In the MISO case, the Nash equilibrium is achieved by the beamforming matrix Q
2 ) depend only on the channel vectors and transmit power constraints, implying that the Nash equilibrium is unique for the MISO FD channel. It is then natural to ask conditions to guarantee the uniqueness of the NE in a general MIMO FD channel. We denote the rank of matrix H i j as r i j i.e., r i j rank(H i j ). Thus we have r i j ≤ min (M, N) . In Theorem 1, we derive the sufficient condition for a MIMO FD channel to have a unique NE.
Theorem 1: A full-duplex channel has a unique NE if α 1 α 2 < 1, where α i is defined in (22) , as shown at the top of this page. 
The inequality (23) implies that the condition in (22) for the row-rank deficient case (i.e. rank(H j i ) < N) is stronger than the condition for the full row-rank case i.e. rank(
Theorem 1 can be interpreted from two perspectives. On the one hand, assume that the channel matrices are given, condition (22) then imposes constraints on the parameters β, γ i , η ii to ensure the unique Nash equilibrium for the FD channel. If the direct channel gain η j i is also fixed i.e., γ i only depending on η ii , condition (22) then indicates how small the residual self-interference must be to guarantee the uniqueness of the NE. On the other hand, assume that the parameters β, γ i , η ii are given. With the statistics of H i j , condition (22) determines the probability with which the FD channel is guaranteed to have a unique NE. We remark that condition (22) is sufficient but not necessary. Therefore, condition (22) provides us a lower bound, rather than the exact value, of the probability that a FD channel will have a unique NE.
In the following Corollary, we discuss a special case of the MIMO FD channel, where all channel matrices {H i j } i, j ∈{1,2} are circulant and thus with the full row-rank (see the definition of the circulant matrix in [38] ). In such a case, Theorem 1 can be further simplified.
Corollary 1: Assume that all channel matrices {H i j } i, j ∈{1,2} have circulant structures. The full-duplex channel is ensured to have a unique Nash equilibrium if
where σ i j (k) represents the k th eigenvalue of H i j . Moreover,
. Rayleigh random variables with variance M.
Proof: The circulant structures of {H i j } i, j ∈{1,2} imply that {H i j } i, j ∈{1,2} are square i.e. M = N [38] . It follows from the condition in (22) that the circulant MIMO FD channel is ensured to have a unique Nash equilibrium if
The eigenvalue decomposition of the circulant matrix H i j can be written as H i j = U i j U † [38] , where U is the discrete Fourier transform matrix, that is, a unitary matrix (see the definition of the discrete Fourier transform matrix in [38] ); CN (0, M) . By using H i j = U i j U † , we can then obtain H
The corollary then follows.
Corollary 1 combines the condition in (22) with the statistics of the channel matrix H i j . It provides a physical interpretation of the uniqueness condition in Theorem 1. For a circulant MIMO FD channel, it follows from Corollary 1 that the Nash equilibrium is guaranteed to be unique with prob-
, where
. For a FD channel, η 21 , η 12 represent the power gains of the direct channels, whereas the strength of the residual self-interference is determined by β, η 11 , η 22 . Thus, the full-duplex channel is more likely to have a unique NE as the direct channel gain increases or the residual self-interference decreases.
C. Iterative Water-Filling Algorithm
For a given FD channel, we would like to find the transmit covariance matrices ( Q 1 , Q 2 ) that achieve the NE under transmit power constraints. Following (21) , it is equivalent to obtain a fixed-point for the mapping in (20) .
We operate a non-cooperative game to obtain the NE for a FD channel. In the game, the transmission strategies are iteratively updated by the mapping in (20) . That is, node i changes its strategy to B i ( Q j ) at each iteration of updates. Note that B i ( Q j ) can be easily obtained by applying the waterfilling algorithm to problem (7) [20] . Such a non-cooperative game is thus equivalent to implement the iterative water-filling algorithm (IWFA) in a fully distributed fashion [19] , [39] . We first assume that the IWFA is synchronous. That means, all nodes adjust their transmit covariance matrices simultaneously. Then, the transmission strategies at the k th iteration can be written in terms of the strategies at the (k − 1) th iteration,
Ideally, the IWFA converges to a Nash equilibrium at the l th iteration if the condition ( Q
2 ) is satisfied. In practice, however, we set the tolerance as a small positive number δ. The stopping criterion of the IWFA is then described as
To deploy the synchronous IWFA, the synchronization for all nodes is required. In an enabled FD channel, however, the synchronization may not be available. The nodes may delay some updates and even miss some updates. Thus, in order to be robust in such cases, we propose an asynchronous version of the IWFA. To describe the possible missing updates, we denote the strategies at k th iteration as ( Q
2 ), where
if the update at the k th iteration succeeds, Q
if the update at the k th iteration is missing. (28) with 0 ≤ τ (k) ≤ k. And the asynchronous IWFA has the following stopping rule
To investigate the convergence of the IWFA in a FD channel, we only need to consider the asynchronous IWFA. Since the synchronous IWFA is a special case of the asynchronous IWFA, where τ (k) = k, ∀k. In Lemma 4, the sufficient condition for the convergence of the asynchronous IWFA is derived.
Lemma 4: If a full-duplex channel satisfies condition (22) in Theorem 1, then the asynchronous IWFA can converge to its unique NE from any initial feasible transmission strategies
2 ). Proof: The condition in Theorem 1 guarantees that the mapping in (20) is a contraction with respect to the weighted-maximum norm in (36) . It follows that the algorithm built on is guaranteed to asynchronously converge to the unique fixed point of (See the details of the proof in [40] ). Note that the IWFA is built on and the NE is the fixed point of . Lemma 4 can then be concluded.
It follows from Lemma 4 that, under condition (22), the convergent point of the asynchronous IWFA is globally unique, regardless of the initial point. It further implies that the NE achieved by the asynchronous IWFA is unique and globally asymptotically stable [39] if the FD channel satisfies the condition in Theorem 1.
VI. NUMERICAL RESULTS
We present the achievable rate regions for the MIMO fullduplex two-way channels in Fig. 3 , where the channels are symmetric i.e., H 12 = H 21 and H 11 = H 22 , η 11 = η 22 and η 12 = η 21 . Each node is equipped with M = 3 transmit antennas and N = 3 receive antenna with the transmit power constraints P 1 = P 2 = 1. Note that γ i = η j i − η ii (in dB), thus we have γ 1 = γ 2 due to the assumption of symmetry. For the notational convenience, we use γ to replace γ i in the sequel. In practice the self-interference channel gain η ii can be reduced by the passive suppression [3] , which leads to an increase of γ . The transmit front-end noise level β is determined by the impairments of the transmit front-end chain. With the analog and digital techniques in [1] and [14] , such impairments can be partly compensated so that β can Achievable rate regions for the symmetric MIMO FD two-way channels with β = −40 dB, η 12 = η 21 = 0 dB,
As plotted for comparison is the half-duplex TDMA achievable rate region. Fig. 4 .
Comparisons of the MIMO FD Pareto boundary and the Nash equilibrium. Here, β = −60 dB, η 12 = η 21 = 0 dB, P 1 = P 2 = 1, M = N = 3. The stars represent the NEs.
be reduced. For a FD channel, the range of β is considered to be from −60dB to −40dB [8] , [15] . In Fig. 3 , we choose β = −40dB. Each colored line represents the Pareto boundary of the achievable rate region for the channel with corresponding γ . We conclude from the numerical results that the achievable rate region shrinks as γ varies from −20dB to −60dB. However within this range of γ , the FD channel always outperforms the half-duplex TDMA channel if the Pareto-optimal signaling is employed. The extreme points A, B of the rate regions on the axes represent the maximum rates in the case that only one-way transmission of the two-way channel is working. It follows that the points A, B are only determined by the transmit power constraints P i and the direct channel realization H 12 (or H 21 ). The ideal MIMO FD two-way channel sets the outer bound for the achievable rate regions of all channels, doubling that of the half-duplex TDMA channel.
To evaluate the performance of Nash equilibrium, we compare the rates of NE with the Pareto boundary, as shown Geometric comparisons of the Pareto-optimal beamforming, the Nash equilibrium and the zero-forcing beamforming for a 2 × 1 MISO FD channel.
in Fig. 4 . Here, the channels are the same as those in Fig.  3 except β = −60dB. The stars in Fig. 4 represent the Nash equilibria for the FD channels. Comparing the NE and the Pareto boundary with the same γ , it can be observed that the NE is not Pareto-optimal except for an ideal FD channel. However, the gap between the NE and Pareto boundary decreases as γ reduces.
For the MISO FD channel, the closed-form solution of the Pareto-optimal signaling is derived in Lemma 2. To get more insights into the closed-form, in Fig. 5 we geometrically compare the Pareto-optimal beamforming weights, the Nash equilibria (NE) and the zero-forcing (ZF) beamforming weights. For simplicity, we choose channels to be 2 × 1 real-value vectors. We further assume the channels to be symmetric i.e., h 11 = h 22 and h 12 = h 21 . Assume the transmit power constraints P 1 = P 2 = P. Then all possible beamforming weights are contained in the disc with radius √ P. In Fig. 5 , O F represents the optimal beamforming weights by which the rate pair with the maximum sumrate can be achieved. The ZF beamforming weights vector is represented by O Z . Note that O Z restricts the transmit signal orthogonal to the self-interference channel h ii . Compared with the ZF beamforming weights, the optimal O F is not orthogonal to h ii but has greater length of projection on the direct channel h i j . Among all the weights, the Nash equilibrium O M has the greatest length of the projection on h i j . However, the Nash equilibrium is outperformed by the optimal beamforming weights due to the larger amount of the self-interference generated by O M than O F. We remark that, in the MISO case, the NE is achieved by the conjugate beamforming weights
and thus parallel to the direct channel h i j . However, it is not true for a general MIMO FD channel.
In Fig. 6 , we evaluate the rates achieved by the Paretooptimal signaling, the NE and ZF beamforming for a 3 × 1 symmetric MISO FD channels with β = −60dB. The stars in Fig. 6 represent the Nash equilibria for the FD channels. It can be observed that the NE is not Pareto-optimal except for an ideal FD channel. The rate region achieved by the ZF beamforming for a FD channel is a rectangular. Here, we use the circle to depict the upper-right vertex of the region, which represents the optimal rate pair achieved by the ZF beamforming. Note that the circles are below the corresponding Nash equilibria except for the ideal FD channel. Thus, we conclude that the NE outperforms the ZF beamforming for a MISO FD channel in presence of the residual self-interference.
The achievable rate regions shown in Fig. 6 can be achieved only if the infinite-length Gaussian codebook is employed. However, the communication systems in practice always choose the discrete-alphabet modulation schemes, such as QPSK or QAM. In Fig. 7 , for the symmetric MISO FD channel with γ = −40dB, M = 3 and η i j = 0dB, we show the biterror-rate (BER) performance of its transmission from node 1 to node 2. The transmission from node 2 to node 1 has just the same performance due to the symmetry of the channel. We choose QPSK as the modulation scheme and employ the Fig. 8 . Probability (lower bound) that a FD channel has a unique Nash equilibrium. Here, M = N = 3. The channel has a circulant symmetric structure. Fig. 9 .
Probability that the synchronous IWFA converges to a Nash equilibrium in X iterations. Here, M = N = 3, β = −60dB.
Pareto-optimal beamforming, the Nash equilibrium and the zero-forcing beamforming for the FD channel respectively. As expected, for these three beamforming schemes, the priorities of the BER performances with QPSK are identical to those with the Gaussian codebook.
In Fig. 8 and Fig. 9 we evaluate the performance of the IWFA in finding a NE for a full-duplex channel. We first focus on the convergence of the asynchronous IWFA. From Lemma 4, the asynchronous IWFA is ensured to converge to the unique NE if the condition (22) in Theorem 1 is satisfied. Thus, the IWFA can find the unique NE with the probability no smaller than that given by condition (22) . For a symmetric circulant FD channel, the condition (22) has the simpler form in (24) . The probability derived from (24) is plotted in Fig. 8 as a function of γ . We observe that the probability can be increased by either reducing β or increasing γ . Recall that both the reduction of β or the increase of γ lead to the mitigation of the residual self-interference. Accordingly, the convergence of the asynchronous IWFA can be improved by suppressing the residual self-interference. As a complimentary of Fig. 8 , we examine the convergence of the IWFA for a limited number of iterations. We assume that the IWFA is synchronous, the transmit front-end noise level β is fixed as −60dB. We then examine the probability that the synchronous IWFA can converge to a NE in X iterations. As shown in Fig. 9 , for a fixed X, the probability increases as γ increases. It implies that the average number of iterations, which the synchronous IWFA takes to reach a NE, reduces with an increase of γ . In other words, the computational efficiency of the IWFA is improved if the relative gain of the direct channel over the self-interference channel increases.
In Fig. 10 , we compare the performance of the FD NE with the half-duplex TDMA in terms of the achievable sum-rate, using the transmit power constraints P 1 = P 2 = 1 and the transmit front-end noise level β = −60dB. The FD channel is assumed to be symmetric i.e., H 12 = H 21 and H 11 = H 22 with η 11 = η 22 and η 12 = η 21 .
The performances of the FD NE and the half-duplex TDMA are improved as the direct channel gain η i j increases. If the self-interference channel gain η ii is less than 50dB, then the direct channel gain η i j dominates the performance of the FD NE. Within the low η ii region, the achievable sum-rate of the FD NE closely doubles that of the half-duplex TDMA, implying that the FD NE is close to the Pareto boundary. Outside the low η ii region, the sum-rate of the FD NE linearly decreases with the increase of η ii , implying that the residual self-interference dominates the performance of the FD NE. In contrast, the TDMA works in half-duplex mode, which is not affected by the self-interference. Given η i j , it follows that the gap between the FD NE and the half-duplex TDMA decreases as η ii increases. Interestingly, the NE and the TDMA perform evenly at η ii = 67dB, η ii = 69dB and η ii = 72dB, if η i j = 0dB, η i j = 10dB and η i j = 20dB respectively. It demonstrates that the tradeoff between the FD NE and the half-duplex TDMA is mainly determined by the selfinterference channel gain η ii , rather than the relative gain γ i = η j i − η ii (in dB). Moreover, if η ii is above 72dB, the NE is outperformed by the TDMA in the achievable sum-rate, regardless of the direct channel gain η i j . It follows that for a two-way channel, the FD NE can bring extra benefits than the half-duplex TDMA only if the self-interference channel gain can be suppressed lower than 72dB.
VII. CONCLUSION
We considered the MIMO point-to-point full-duplex wireless network under the imperfect transmit front-end chains. The network was modeled by a MIMO two-way full-duplex channel with transmit front-end noise, which was then studied from a game-theoretic view. We characterized the Pareto boundary for a MIMO two-way full-duplex channel in presence of the transmit front-end noise. Using the decoupling technique, we obtained the entire Pareto boundary by solving a family of convex problems with diagonal constraints, rather than the original non-convex problems. In the special case of MISO FD channel, We showed that any rate pair on the Pareto boundary can be achieved by the beamforming transmission strategy. Moreover, we provided the closed-form solution for the optimal beamforming weights of the MISO full-duplex two-way channel.
For the distributed MIMO full-duplex two-way channel, we established the existence and the uniqueness of the Nash equilibrium (NE). We then modified the classical iterative water-filling algorithm (IWFA) to efficiently reach the NE for a MIMO two-way full-duplex channel. Through our numerical results, we demonstrated that the transmit front-end noise level β and the direct-to-self-interference channel gain ratio γ can influence the full-duplex NE from the following perspectives. First, the IWFA is more likely convergent to a NE as β decreases or γ increases. Second, the computational efficiency of reaching a NE improves with the reduction of β or the increase of γ . Finally, we found that the self-interference channel gain η ii = 72dB is the threshold, above which the full-duplex NE is outperformed by the half-duplex TDMA in achievable rates.
APPENDIX

A. Properties of the Best-Response Function B i ( · )
Introducing the constant P i and the matrices {H i j } i, j ∈{1,2} , the best-response function B i ( Q j ) denotes the optimal solution of the following optimization problem:
subject to Q i ∈ X i ,
where i, j ∈ {1, 2} and i = j ; j I + βη j j H j j diag( Q j )H † j j which is a full-rank square matrix; the feasible set X i is a non-empty closed convex set.
According to [20, Lemma 11.1 and 11.2] , problem (31) can be equivalent to
subject to
−c i P N ( H i j ) with the positive constant c i which can be chosen independent of Q j and the matrix P N ( H i j ) which depends only on the channel matrix H j i . It follows that B i ( Q j ) represents the point in X i which is closest to X 0 ( Q j ). The Best-Response function B i (·) can then be alternatively interpreted as a metric projection which projects the matrix X 0 ( Q j ) onto the convex set X i [20, Ch. 11.2] .
The interpretation of the function B i (·) as the metric projection implies the non-expansive property as follows:
Building on the continuity of the metric projection and using the continuity of X 0 ( Q j ) w.r.t. Q j , one can obtain the continuous property of the Best-Response function B i ( Q j ) w.r.t. Q j .
B. Proof of Lemma 3
Following (21), a Nash equilibrium is equivalent to a fixedpoint of the mapping in (20) . Thus, we will use the following results in the fixed-point theory from [20] and [41] to show the existence of the NE.
Proposition 1: Given a mapping T : X → X . If X is nonempty, convex and compact subset of a finite-dimensional normed vector space and T is a continuous mapping, then T has at least one fixed-point.
The mapping is defined on the set X 1 × X 2 , where X i = Q i ∈ H M | Q i 0, tr Q i ≤ P i . Note that X 1 × X 2 is a nonempty, convex and compact set with the finite dimension, for any given transmit power constraints P 1 and P 2 . In Appendix A, We prove that the Best-Response function B i (X j ) is continuous on the set X j for any given set of channel matrices {H i j } i, j ∈{1,2} . It follows that the mapping is continuous on X 1 ×X 2 for any channel realization. Lemma 3 is then an immediate result following from Proposition 1.
C. Proof of Theorem 1
We outline the proof of Theorem 1. The complete proof can be found in [42] . We first consider the scenario that the direct channel matrices {H i j } i, j ∈{1,2},i = j are full row-rank matrices i.e., r i j = N, i = j . Following (21), Theorem 1 is equivalent to sufficient conditions for the uniqueness of fixed-point in mapping . To derive the uniqueness of fixed-point, we need to use the following Proposition from [41] .
Proposition 2 (Uniqueness of Fixed-Point): Let T : X → X be a mapping defined on a finite-dimensional set X . If T is a contraction with respect to some norm · i.e., there exists some scalar α ∈ [0, 1) such that T (x (1) ) − T (x (2) ) ≤ α x (1) − x (2) , ∀x (1) , x (2) ∈ X . (35) Then, there exists at most one fixed point of T . Inspired by the work in [18] and [40] , we introduce the weighted-maximum norm which is defined as:
where X i ∈ H M ; · F is the Frobenius norm and w = [w 1 , w 2 ] > 0 is a positive vector.
Next, we focus on the contraction property of the mapping with respect to the weighted-maximum norm · w F . Following Proposition 2, the mapping is a contraction to · w F if there exists α ∈ [0, 1) such that for some w > 0
For the convenience of the notation, we introduce e i and e i defined as
where i, j ∈ {1, 2} and i = j . Let e = [e 1 , e 2 ] T and e = [e 1 , e 2 ] T , the inequality (37) can then be rewritten as 
inverse are invertible, which implies that P i (X) is continuous on X i and differentiable on the interior of X i . Invoking the mean-value theorem [20] , we obtain that for any given X, Y ∈ X i there exists ξ = α X+βY with some α, β ≥ 0 and α+β = 1 such that
