abstract: Adaptation is usually conceived as the fit of a population mean to a fitness optimum. Natural selection, however, does not act only to optimize the population mean. Rather, selection normally acts on the fitness of individual organisms in the population. Furthermore, individual genotypes do not produce invariant phenotypes, and their fitness depends on how precisely they are able to realize their target phenotypes. For these reasons we suggest that it is better to conceptualize adaptation as accuracy rather than as optimality. The adaptive inaccuracy of a genotype can be measured as a function of the expected distance of its associated phenotype from a fitness optimum. The less the distance, the more accurate is the adaptation. Adaptive accuracy has two components: the deviance of the genotypically set target phenotype from the optimum and the precision with which this target phenotype can be realized. The second component, the adaptive precision, has rarely been quantified as such. We survey the literature to quantify how much of the phenotypic variation in wild populations is due to imprecise development. We find that this component is often substantial and highly variable across traits. We suggest that selection for improved precision may be important for many traits.
ignores several potential sources of maladaptation. First, even if the population mean is at the optimum, it does not follow that the individual organisms in the population are well adapted, even on average (Orzack and Sober 1994a , 1994b , 1996 . Individual variation around a population mean implies that the average individual is some distance away from both the mean and the optimum. Second, individual adaptation itself has two components: the distance from the optimum of the target phenotype set by the genotype in a given environment and the precision with which organisms are able to develop toward their target values (Armbruster et al. 2004; Pélabon et al. 2004b ). Selection does not operate independently on these two components; instead, fitness is determined by a combination of the two that we call adaptive accuracy. For example, under quadratic stabilizing selection, the adaptive accuracy is proportional to the expected squared deviance of an individual phenotype from its optimum. The smaller the squared deviance, the greater the adaptive accuracy.
Adaptive imprecision is caused by disturbances of the development of the organism. Such disturbances can have many causes, some of which are intrinsic to the organism and some of which are caused by external environmental factors. In general, it is hard to quantify the maladaptive effects of environmental variation, as many of the differences between individuals may reflect plastic responses, or condition or size dependencies, that are due to an adaptive norm of reaction. The reduced clutch size of a bird in poor condition does not imply maladaptation, and the smaller antlers of a smaller deer are not necessarily better or worse than the larger antlers of a larger deer. In general, detailed biological understanding is necessary to judge which components of individual variation are adaptive or maladaptive (e.g., Hallama and Reznick 2001) . The maladaptive effects of intrinsic developmental stochasticity, however, may be quantified in a fairly consistent manner through the use of fluctuating asymmetry, that is, random undirectional differences between the two sides of a bilaterally symmetric structure (Van Valen 1962) . For most bilateral characters, the adaptive optimum may be assumed to coincide with perfect symmetry, and random deviations from symmetry may be assumed to be maladaptive (Palmer 1996 (Palmer , 2004 . We therefore restrict our empirical quantification of adaptive imprecision to assessing the effects of intrinsic developmental instability. We want to make clear that this narrow focus is not because we consider variation in the external environment to be unimportant but merely because developmental stochasticity is more easily quantified and can be more reliably considered maladaptive.
Of course, there are situations where even imprecision may be adaptive. If the fitness function is convex (i.e., it has a positive second derivative), then any variation, including developmental noise, may increase the expected fitness of an individual. The model to be presented here applies to traits that are under stabilizing selection in the vicinity of a local fitness optimum. In this case the fitness function is expected to be concave, and selection acts against variation (Layzer 1980) . When evaluating this assumption of stabilizing selection, it is, however, misleading to think of traits in isolation. Developmental disturbances can occur at all levels of organismal integration and are likely to have pleiotropic effects on many characters. It is less likely that a whole suite of developmentally linked characters will all cease to be under stabilizing selection at the same time. Still, imprecision could be advantageous in a changing environment, both as a bet-hedging strategy (Simons and Johnston 1997) and because it may contribute to decanalization of genetic effects and increase evolvability. We also note that developmental instability may be indirectly selected as a side effect of flexible development (e.g., Emlen et al. 2003) , but this does not mean that developmental stochasticity per se is adaptive.
Our purpose with this article is twofold. First, we want to draw attention to and formalize some conceptual distinctions in the study of adaptation. This includes the distinction between population and individual adaptation and the distinctions among adaptive accuracy, adaptive precision, and target optimality. Second, we review empirical studies of developmental instability to assess its potential importance for adaptive imprecision. Previous studies, as reviewed by Lajus et al. (2003) , have indicated that developmental stochasticity can explain a surprisingly large fraction of phenotypic variance (see also Lynch and Walsh 1998, pp. 112-116) . These studies are, however, largely from lab populations, which are outside the environment to which they are adapted and which may be highly inbred. Because we want to assess the influence of developmental stochasticity on adaptive precision, we focus exclusively on studies of wild populations.
Theory

Defining Adaptive Accuracy and Precision
We may think of phenotypic target value and precision as properties of a genotype. The phenotypic target value (Nijhout and Davidowitz 2003) can be operationally defined as the average phenotype reached by a particular genotype in a particular distribution of environments. Target optimality refers to the distance of the phenotypic target to an adaptive optimum, and adaptive precision refers to the reliability with which the genotype is able to attain its set target. Consider the quadratic fitness function , where v is the trait optimum 
where E d [ ] denotes expectation over developmental realizations of this genotype. Thus, as illustrated in figure 1, individual maladaptation has two components: one that is proportional to a measure of deviance of the target from the optimum, , and one that is proportional to
These combine into the adaptive inaccuracy:
This is reminiscent of a fundamental relationship in statistical estimation theory where 2 inaccuracy p bias ϩ . Just as accuracy is the fundamental property imprecision of a good estimator, natural selection acts on the adaptive accuracy and only indirectly on target deviance or imprecision. Also, in further analogy with estimation theory, when there is a biological trade-off between target deviance and precision, it is not necessarily true that the "unbiased" genotype will have the highest fitness.
On the population level, variation among individuals in their target phenotypes is another source of population maladaptation (or population load). If E[z] is the population mean and V T is the population variance in the target phenotype, the population maladaptation can be decomposed as follows: 
where E[ ] without subscript denotes population expectation. Evolutionary biologists have given these three components very different degrees of attention. Orzack and Sober (1994a, 1994b) argued forcefully that the adaptationist program has been almost exclusively concerned with the first component, the population mean deviance, and has ignored the individual components of adaptation. Population geneticists have studied the second component, target variance, as a source of population maladaptation in terms of genetic and mutational loads, but the third component, adaptive imprecision, has rarely been formally considered as a source of maladaptation. In the following, we will make an attempt at assessing at least one aspect of this neglected component.
Measuring the Developmental Component of Adaptive Imprecision
Adaptive imprecision (V d ) is caused by developmental stochasticity and microenvironmental variation. Microenvironmental variation is important, but we will not attempt to quantify it in this article. Instead, we focus on developmental stochasticity, which can be quantified in a fairly objective way through the use of fluctuating asymmetry.
As the environment and the genetic component of the two sides are very similar, the fluctuating asymmetry has a built-in control of genetic and environmental sources of variation. Provided directional asymmetry (systematic leftright asymmetries) and antisymmetry (systematic, but undirected asymmetries) are controlled for, fluctuating asymmetry is largely due to developmental stochasticity. We are aware that fluctuating asymmetry may have a significant microenvironmental component (Nijhout and Davidowitz 2003) , but this is of minor concern in the present context, as the effects on the precision of adaptation are similar. An anonymous reviewer pointed out that the general lack of genetic variation and evolvability in fluctuating asymmetry also suggests that observed variation is largely developmental in origin. Following Whitlock (1996 and Houle (1997 Houle ( , 2000 , the right and left side of a trait can be modeled as
where e R and e L are the developmental errors (ϩ measurement error) in the two sides. Each of these, for estimation purposes, are assumed to be normally distributed with mean 0 and variance
The fluctuating asymmetry (FA) is measured as the absolute value of this, as . In appendix A, we FA p FR Ϫ LF describe this model in more detail and show how the following results can be derived.
Let z denote a trait measured on one side of the organism (i.e., z is R or L). The population variance component in z due to developmental imprecision is then E[V d ]. As detailed in appendix A, this can be computed in two ways. First, as half the variance in the right-left difference (i.e., signed FA),
Alternatively, it can be computed from the mean and variance of (unsigned) FA as The estimation relies upon assumptions such as a normally distributed character (on the within-individual level), no directional asymmetry, no antisymmetry, and no measurement error. We remind the reader that z is the trait as measured in one side only and that the above should be divided by Var[z] to yield the fraction of overall phenotypic variance explained by developmental imprecision.
Material and Methods
We carried out a survey of studies of fluctuating asymmetry in wild populations published since 1990 in the journals American Naturalist, Animal Behavior, Ecology, Evolution, Heredity, Journal of Evolutionary Biology, and Proceedings of the Royal Society. We augmented our survey with informal searches in the general literature and included a number of studies from other sources. Although this augmentation introduces an element of subjectivity, which is not ideal for a meta-analysis, this is unlikely to lead to a systematic bias in our case, as none of the studies we used were focused on or specifically tested hypotheses regarding amount of developmental stochasticity. To be included in our survey, a study had to provide information that made it possible to compute trait variance and developmental variance. The study must give this information on a sample of individuals collected at random in the wild. Data from individuals that were experimentally manipulated or allowed to complete a significant part of their life cycle in the lab were excluded. Museum collections were avoided. Since many studies of fluctuating asymmetry involve comparisons of different groups of individuals, such as "stressed" and "nonstressed," "mated" and "unmated," or "survivors" and "dead," it was often not possible to obtain a completely random sample from the population. We used our judgment to decide whether a particular set of measurements would be representative for the population or not. In a few cases we contacted authors for clarifications. When data were originally presented in groups, such as year, population, habitat, age, or sex, the groups were maintained in our analysis. We pooled data only when it was clear that the samples were obtained in the same way for the same population or when there were too many groups for meaningful analysis. To reduce rounding error we did not use data reported to a single significant figure when that figure was 5 or less (with the exception that we used 2 or less as a criterion for data used to compute for the correction term). Based Var [FA] on the description in the original article, we classified traits into categories for further analysis. We classified traits as sexually selected when it was clear that sexual selection was likely to be involved. We also classified vestigial and presumably nonfunctional traits as weakly selected, but almost all traits in this group are numbers of foramina.
Fluctuating asymmetry can be presented in a number of different ways (Palmer 1994) . We mainly used the mean and variance of the absolute difference between left and right sides, (Palmer's FA1) , or the variance FA p FR Ϫ LF of unsigned FA, (Palmer's FA4) . From a few Var [R Ϫ L] studies we also used size-corrected FA (Palmer's FA2 or FA6) or FA measured on a log scale. We made sure to compute the variance due to FA and the variance in the trait on the same scale, and we used the original scale of measurements whenever possible. In some cases we also used the mean squares from two-way mixed-model ANOVAs (sensu Palmer 1994) to compute the amount of variation due to developmental instability. In an ANOVA with side as fixed effect and individual as random effect, the mean squares of the interaction effect equals . Information about variances was sometimes Var [R Ϫ L] obtained by back-calculating from published standard errors of the mean. If the trait size is computed as the average of the two sides, the variance of one side, z, is computed as .
Regardless of how they are obtained, estimates of developmental variation are upwardly biased by measurement error. Unfortunately, it was not possible to correct for measurement error in most of the studies. Following Palmer and Strobeck (1986) and Palmer (1994) , most researchers test for statistical significance of FA relative to measurement error, but this does not provide a correction for its effects. Furthermore, when they were available, es- timates of measurement variance were often from small subsets of the sample and were not reliable. For these reasons we did not correct for measurement error unless this was completely incorporated in the original study. We did report estimates of measurement variance when available, and we attempted to assess its overall effect in a separate analysis from a subset of studies. Likewise, measures of developmental variance may be upwardly biased by directional asymmetry or antisymmetry. We assumed antisymmetry was absent, and we corrected for directional asymmetry only when the original study did so.
The majority of the studies we surveyed could not be included due to missing information (most commonly trait variances, but often also basic statistics on FA), incomplete descriptions of methods, inconsistencies or errors in reported data, or sampling schemes that cannot be considered representative for our purposes. As our goal was to obtain a representative set of data for a number of traits and organisms and not to do an exhaustive review of the literature, we excluded a number of studies based on lack of clarity in the exact procedures or the character of the sample. No botanical studies are included, simply because we did not come across a single study that fulfilled our criteria.
Results
We were able to locate 34 studies that provided the necessary data for wild populations (see table B1 in the online edition of the American Naturalist). This furnished 170 individual estimates of developmental variance. The distribution of these data is shown in figure 2. The proportion of population variation due to developmental variation ranges from 0.1% to 76%. The mean and median are 14.7% and 6.2%, respectively. As shown in figure 3, it made little difference whether this was computed based on the mean and variance of FA or on the variance of the signed FA. The main conclusions to draw from this are that developmental imprecision is extremely variable across traits and populations and that developmental imprecision can often generate a substantial component of trait variation in wild populations. A quartile of the estimates was above 22%.
Estimates of fluctuating asymmetry are infamous for their poor statistical precision (e.g., Palmer and Strobeck 1986, 2003; Palmer 1994 Palmer , 1998 Palmer , 2000 Houle 2000 ; and see app. A). There was, however, no indication that estimation error or publication bias systematically affected our results. Following Palmer (2000), a funnel plot ( fig. 4) shows no tendency for estimated levels of developmental variation to vary with sample size. Fluctuating-asymmetry measures may also be biased due to measurement error, which was not controlled for in most of the studies. Using a subset of studies where reasonable estimates of measurement variance were available, we found that measurement error explains on average 0.8% and a median of 0.4% of the total trait variation. Furthermore, there was only a weak overall relationship between measurement variance and estimated developmental variance ( fig. 5 ). Measurementinduced bias is therefore unlikely to have a large effect on our general qualitative conclusions but may still be important in some individual studies.
In table 1 we present the mean and median fractions of developmental variance for various trait and species categories. We caution that such broad comparisons suffer from pseudosampling from traits, species, and studies and should at most be taken as suggestions for further investigation. Still, there are some patterns that may deserve further attention. It is perhaps most striking that meristic characters appear to have much larger fractions of developmental variation than quantitative characters. We also observed differences between characters under different selection regimes. Traits classified as being influenced by sexual selection had higher components of developmental variance than traits classified as being under natural selection, and the few traits classified as weakly selected had even higher values. Interestingly, there was practically no relationship between fraction of developmental variance and the CV of the trait itself ( ). We observed 2 R p 4.2% slightly larger fractions of developmental variance in males than in females.
We did not find much evidence for differences among taxonomic categories. The raw data did indicate lower developmental precision in mammals than in birds and insects, but this difference disappears if data from foramina and antlers are removed from the mammalian data set, as shown in table 1. The high values for "other vertebrates" are also inconclusive as they are based on a small sample size and include many meristic characters.
Discussion
Our survey of the literature revealed that developmental imprecision often generates a surprisingly large fraction of observed phenotypic variation. Developmental imprecision could explain more than 22% of the phenotypic variance in a full quartile of the estimates. Add to this the fact that adaptive imprecision may have other sources stemming from microenvironmental variation, and we reach the conclusion that adaptive imprecision may constitute an important fraction of maladaptation in many traits in natural populations. This conclusion is also supported by the findings of Lajus et al. (2003) . Their review was based on 17 studies of which only one (Juste et al. 2001) fulfilled the criteria for inclusion in our study. Based on their table 19.1, the percent of phenotypic variance the apparent nonlinearity being due to plotting on a log scale. If the four points with the largest sample sizes are removed, the R 2 drops from 4.7% to 0.2%. explained by developmental variation had a mean of 31% and a median of 26%. This is much higher than our values of about 15% and 6%, respectively. Their higher values may be due to their inclusion of a number of studies of inbred populations in standardized lab environments. Both inbreeding and lab environments are likely to reduce phenotypic variation and may also increase developmental instability. Nevertheless, their results and ours combined strongly support the idea that developmental imprecision is capable of generating substantial phenotypic variation.
The large variation in developmental precision across traits raises questions about the types of traits and species that are more or less precise. We found a very large difference between meristic and quantitative traits, indicating that meristic traits may be less developmentally precise, although it is possible that there is a bias against studying fluctuating asymmetry in invariant meristic characters. Our data set also supports the notion that sexually selected characters may be less precise than naturally selected characters, as suggested by Møller and Höglund (1991) . We found that males had slightly higher fractions of developmental variation than females, which may be due to many of the male characters studied being under sexual selection. We caution again that these comparisons are weak tests of hypotheses, as they suffer from pseudosampling. Unfortunately, we did not have enough data to meaningfully test hypotheses with controlled contrasts between trait categories within studies. We also note that the basis for the idea that sexually selected characters should be more unstable, that directional selection favors decanalization and developmental instability, has questionable theoretical support. Directional selection can lead to either canalization or decanalization depending on the pattern of epistasis in the trait (Carter et al. 2005) , and empirical studies have failed to find a decrease in development stability for traits under artificial directional selection (Leamy 1986; Pélabon et al. 2006) .
It is possible that imprecise traits tend to be under weaker selection. This is underscored by some of the extreme cases in our data set. The highest fractions of developmental variation were seen in foramina numbers in the skulls of harbor seals (58% and 76%; Schandorff 1997). Relatively low precision of foramina numbers were also indicated by Blagojevic and Vujosevic's (2004) study of Peromyscus (20%-50%). While the presence of foramina is doubtlessly important, the exact number of foramina may neither be important nor under precise genetic control. Numbers of feather barbs may be a similar case. Price et al. (1991) found that 53% of the phenotypic variation in feather barbs in a warbler was due to developmental variation. A very informative case comes from Crespi and Vanderkist's (1997) study of vestigial wing length in soldier morphs in a thrips, where 63% of the variation in males and 32% of the variation in females were due to developmental variation. This contrasts with 6% and 3%, respectively, in disperser morphs with functional wings. More puzzling is spur length, which shows around 50% variation attributable to developmental variation in both pheasants (Grahn and von Schantz 1994) and wild turkeys (Badyaev et al. 1998) . As younger individuals are less asymmetric, this may be due to wear or to rapid, poorly controlled growth. A rather extreme case comes from two studies of the number of antler tines in reindeer (Markusson and Folstad 1997; Lagesen and Folstad 1998) . Here, about 56% of the variation is due to developmental imprecision, but we caution that these data come from very young individuals, which usually have only two or three tines per antler. Variation at this stage is unlikely to be Circles are from studies that did not correct for measurement error in estimates of developmental variance, and triangles are from studies that did correct for it. Filled symbols represent studies where more than 20% of the trait variance was due to developmental variation. Not all studies that report measurement error variance were used because some report these values to a single significant figure, causing extreme relative rounding errors and unrealistic estimates of measurement variance. Circle data from Simmons and Ritchie (1996) , Pélabon and van Breukelen (1998) , and Kruuk et al (2003) . Triangle data from Lens and Van Dongen (1999) , Van Dongen et al. (1999) , Lens et al (2000) , and Juste et al. (2001) . The two points with very high measurement variance are from Juste et al. (2001). selectively important or representative of antler-tine variation in adults. A very anomalous case is the extreme asymmetry found by Brown and Brown (1998) in the wings of cliff swallows that died during a winter storm. This seems biologically implausible to us and may conceivably be explained by asymmetrical postmortem changes in the wings.
Our results provide little support for taxonomic differences. We could neither support nor reject Palmer's (2004) suggestion that mammalian development was more canalized due to an internal gestation period, which protects the embryo from environmental variation during critical periods of development. Further investigations are needed on this point, and these need to contrast similar traits in different taxa.
In addition to its contribution to adaptive imprecision, developmental instability may also affect fitness in more direct ways. Indeed, fluctuating asymmetry is often used as a bioindicator of stress and reduced fitness, and many studies have reported surprisingly large effects. Based on meta-analyses of the published literature, Leung and Forbes (1996) reported that the average correlation of fitness components with fluctuating asymmetry across studies would explain 6.7% of the variation, and Møller (1999) reported that it would explain 2.1%, 6.0%, and 12.3% of the variation in growth, fecundity, and survival, respectively. The average amount of variation in fitness explained in these studies must be even larger than this, since the average R 2 is larger than the square of the average R. There are, however, reasons to be skeptical about these figures. Palmer (2000) has provided evidence of publication bias in these meta-analyses by showing the correlation with fitness decreases with the sample size of the study. Additionally, a strong direct link between fluctuating asymmetry and fitness is theoretically implausible because fluctuating asymmetry tends to be weakly correlated across traits (Houle 1998; Palmer 2000; Clarke 2003 ). Note, however, that even if the link between FA and fitness is largely spurious, this does not mean that developmental instability is unimportant as a source of adaptive imprecision, which is caused by trait variation and not directly by the asymmetry itself. Outside comparative and phylogenetic approaches, adaptation is usually conceived as the fit of the population mean to an optimum. Orzack and Sober (1994a , 1994b , 1996 , 2001 ) identified only two study systems where the degree of individual optimality, as opposed to population adaptation, have been explicitly assessed: Brockman et al.'s (1979; Brockman and Dawkins 1979 ) study of reproductive behavior in digger wasps of the genus Sphex and Orzack et al. 's (1991; Orzack 1990; Orzack and Parker 1990) work on sex-ratio adaptation in parasitic wasps of genus Nasonia. This situation may have several causes. One is that the optimality approach to adaptation does not explicitly consider population or individual variation. Thus, there is no theoretical distinction between adaptation of the population or type and adaptation of the individual organism. Individual adaptation may also be ignored because it is viewed as empirically unimportant. It can be unimportant in two senses. Most obviously, it could be that individual variation of any sort normally constitutes a minor part of maladaptation, thereby justifying a focus on the population mean. Less obviously, it could be that adaptive accuracy is not easily evolvable beyond optimization of the population mean and therefore does not fit easily into the adaptationist program.
We have presented evidence that one component of individual accuracy, namely, developmental precision, is likely to be empirically important in at least some cases. This implies that natural selection for increased accuracy may act on both the optimality of the target phenotype and on adaptive precision. Selection for increased developmental stability is thus a potentially important factor in the evolution of organismal robustness and canalization (e.g., de Visser et al. 2003; Flatt 2005) . In general, we need a better empirical and theoretical understanding of what determines the precision of different traits. While it is clear that better precision of traits under stabilizing selection would be favored, we also note that selectively important traits are more likely to have optimal target phenotypes with less population variation and may therefore be the very traits for which adaptive imprecision is relatively most important. For similar reasons, it is also unclear whether traits under stronger stabilizing selection should be more genetically canalized (Wagner et al. 1997; Hermisson et al. 2003 ), but we note that the relationship between genetic canalization and developmental stability is unclear, and some evidence suggests they are not closely linked (Debat et al. 2000; Rutherford 2000; Milton et al. 2003; Pélabon et al. 2004a) .
The low evolvability of developmental stability found in most studies (e.g., Whitlock and Fowler 1997; Palmer 2000; Van Dongen and Lens 2000; Fuller and Houle 2003; Pélabon et al. 2004b ; but see Clarke and McKenzie 1987; Polak and Starmer 2001) implies that pattern of selection may not be the best predictor of adaptive precision and suggests the alternative hypothesis that adaptive precision may be an intrinsic consequence of developmental architecture. Structural features that may be related to precision include trait complexity and the level of phenotypic integration among traits. More complex traits have more varying parts and may therefore be expected to be more prone to developmental stochasticity. On the other hand, better integration of the different parts of a trait may allow better precision by automatically adjusting and aligning developmental errors in the different parts so as to maintain functional relationships (Klingenberg 2003; Armbruster et al. 2004 ). Additional comparative studies may clarify whether more complex and integrated characters are generally more or less developmentally stable. In our data set, we were unfortunately not able to categorize the complexity and integration of enough characters to make this comparison.
Although it is occasionally argued that evolutionary theory could benefit from paying more attention to maladaptation (e.g., Bradshaw 1991; Williams 1992; Crespi 2000; Hansen and Houle 2004) , there are few empirical attempts at quantifying lack of adaptation. We hope that conceptualizing adaptation as accuracy may invite more attention to maladaptation and its components. By conceiving adaptation as accuracy in place of optimality, it becomes apparent that adaptation is a property of individuals with two components, precision and target optimality, that can be expressed in a common currency. On the population level, this translates into three distinct components of maladaptation: deviance of the population mean from the optimum, individual variation in the target phenotype, and imprecision. Our survey is far from providing a final answer as to the importance of precision for maladaptation, but it does suggest that it should not be ignored. More focused studies may be necessary to develop an understanding of biological underpinnings of adaptive imprecision.
Finally, we note that the data gathered in this study are but a small sample from the literature on developmental stability. Most published studies lack fundamental details such as means, variances, or clearly described methods. We urge authors, reviewers, and journal editors to insist on the publication of these important details along with the main conclusions of a study. As is the case in so many other areas of evolution and ecology, haphazard standards of reporting and the lack of attention to the meaning of estimates greatly impairs our ability to generalize on the basis of past work (cf. Hereford et al. 2004 ).
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APPENDIX A Notes on the Model and the Statistical Properties of the Estimators
Given the model in the main text, the fluctuating asymmetry is distributed as
R L where x(1) is a x-distributed random variable with one degree of freedom, and the parameter j is a measure of developmental stability. (In the appendix we follow the convenient notation of Houle [1997] ; j 2 is equal to 2V d in the main text and equal to V N in Whitlock [1996] .) Conditional on a value of j, the mean and variance of this distribution are
The unconditional mean and variance are
The signed FA has variance . Thus,
An estimator of population mean FA is
where n is sample size. We will use underline to signify estimators. With a large sample, we can approximate the distribution of this estimator with a normal distribution:
The standard error of E[FA] is estimated as
The component of trait variation that is due to developmental variation is E[j 2 ]/2. This can be estimated from either signed or unsigned FA. First, we look at the use of signed FA. Since is equal to E[j 2 ], we can use 
Thus, the estimator based on unsigned FA will be slightly biased and have slightly lower precision than the one based on relative FA, but as the second term is of order 1/n, the two estimators are practically equivalent for moderate sample sizes. Note that this contrasts with the remarks of Palmer (1994) , who pointed out that unsigned FA is only 87.6% as efficient as signed FA in estimating the betweensides variation. While it is true that an estimator based on only mean unsigned FA (i.e., ) is 87.6% as ef-
, as well as biased if there is variation among individuals, the use of the mean-scaled variance as a correction factor improves the precision of the estimator to make it approximately equivalent to the use of signed FA.
Based on (A10), the relative error of the two estimators is . This allows us to assess the necessary sam-
[2/(n Ϫ 1)] ple sizes for studying developmental precision. If n p , the relative error is about 20%; if , the relative 50 n p 100 error is about 15%; and with , relative error is n p 1,000 about 5%. Clearly, individual studies should aim for sample sizes in the hundreds to be reliable. We also note that our estimates of the fraction of population variation due to developmental stochasticity also have an additional source of error stemming from estimation error in the population variance.
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