Let S be a finite set of points in the Euclidean plane. Let D be a Delaunay triangulation of S. The stretch factor (also known as dilation or spanning ratio) of D is the maximum ratio, among all points p and q in S, of the shortest path distance from p to q in D over the Euclidean distance ||pq||. Proving a tight bound on the stretch factor of the Delaunay triangulation has been a long standing open problem in computational geometry.
Introduction
Let S be a finite set of points in the Euclidean plane. A Delaunay triangulation of S is a triangulation in which the circumscribed circle of every triangle contains no point of S in its interior. An alternative equivalent definition is: An edge xy is in the Delaunay triangulation of S if and only if there exists a circle through points x and y whose interior is devoid of points of S. A Delaunay triangulation of S is the dual graph of the Voronoi diagram of S.
Let D be a Delaunay triangulation of S. The stretch factor (also known as dilation or spanning ratio) of D is the maximum ratio, among all points p and q in S, of the shortest path distance from p to q in D over the Euclidean distance ||pq||.
Proving a tight bound on the stretch factor of the Delaunay triangulation has been a long standing open problem in computational geometry. Chew [5] showed a lower bound of π/2 on the stretch factor of the Delaunay triangulation.
This lower bound of π/2 was widely believed to be tight until recently (2009) when Bose et al. [2] proved that the lower bound is at least 1.5846 > π/2, which was further improved to 1.5907 by Xia and Zhang [17] . Dobkin, Friedman, and Supowit [7, 8] in 1987 showed that the Delaunay triangulation has stretch factor at most (1 + √ 5)π/2 ≈ 5.08. This upper bound was improved by Keil and Gutwin [12, 13] in 1989 to 2π/(3 cos (π/6)) ≈ 2.42, which currently stands as the best upper bound on the stretch factor of the Delaunay triangulation.
For the special case when the point set S is in convex position, Cui, Kanj and
Xia [6] recently proved that the Delaunay triangulation of S has stretch factor at most 2.33.
In addition to its theoretical interest, improving the upper bound on the stretch factor of the Delaunay triangulation has a direct impact on the problem of constructing geometric spanners of Euclidean graphs, which has significant applications in the area of wireless computing (for more details, see [15] ). Many spanner constructions in the literature rely on extracting subgraphs of the Delaunay triangulation (see for example [3, 9, 10, 14] ) and their spanning ratio is expressed as a function of the stretch factor of the Delaunay triangulation.
Hence improving the upper bound on the stretch factor of the Delaunay triangulation automatically improves the upper bounds on the spanning ratio of all such spanners.
In this paper we show that the stretch factor of the Delaunay triangulation of a point set in the plane is less than ρ = 1.998, improving the current best upper bound of 2.42 by Keil and Gutwin [12, 13] . Our bound 1.998 is better than the current upper bound of 2.33 for the special case when the point set is in convex position [6] .
The notion of stretch factor can be defined on any plane graph G as the maximum ratio, among all vertices u and v in G, of the shortest path distance between u and v in G over the Euclidean distance ||uv||. The family of plane graphs with the best known upper bound on the stretch factor on any set of points has a stretch factor of 2 [4, 5] . Our result improves this bound to 1.998.
Our approach in proving the upper bound on the stretch factor of the Delaunay triangulation is significantly different from the previous approaches [7, 8, 12, 13, 6] . Our approach focuses on the geometry of a "chain" of circles in the plane. The "stretch factor" of a chain can be defined in analogy to that of the Delaunay triangulation. We prove an upper bound on the stretch factor of a chain and derive the same upper bound on the stretch factor of the Delaunay triangulation as a special case.
The paper is organized as follows. The necessary definitions are given in Section 2. The main theorem of the paper is given in Section 3. There we also discuss the proof strategy and provide an outline of the proof for the main theorem. Most of the technical details are captured by two lemmas, whose proofs appear in Section 4 and Section 5. The paper ends with a discussion on the possible improvements of our approach in Section 6.
Preliminaries
We label the points in the plane by lower case letters, such as p, q, u, v, etc. For any two points p, q in the plane, denote by pq a line in the plane passing through p and q, by pq the line segment connecting p and q, and by − → pq the ray from p to q. The Euclidean distance between p and q is denoted by ||pq||. The length of a path P in the plane is denoted by |P |. Any angle denoted by ∠poq is measured from − → op to − → oq in the counterclockwise direction. Unless otherwise specified, the angles are defined in the range (−π, π].
Definition 1.
We say that a sequence of distinct finite circles
in the plane is a chain if it has the following two properties. Property (1): 
That is, for any 1 ≤ i < j ≤ n, − → uv enters O i no later than entering O j and
Proof. For 2 ≤ i ≤ n − 1, the two connecting arcs on O i do not overlap. However, for our proof to work, it is necessary to consider the case when u, v are obstructed (see Section 4).
We define the shortest path between u and v in O, denoted by P O (u, v), to be the shortest path from u to v while traveling along arcs in {A 1 , . . . , A n } ∪ {B 1 , . . . , B n } and line segments in {a 1 b 1 , . . . , a n−1 b n−1 }. Note that the vertex set of P O (u, v) is a subset of {a 0 , . . . , a n } ∪ {b 0 , . . . , b n } and the edge set of 
over all terminals u, v of O. The stretch factor of a chain is analogous to that of a Delaunay triangulation.
In this paper, we will focus our attention on the stretch factor of a chain.
Compared to the Delaunay triangulation, it is much easier to manipulate a chain. For example, it is easy to transform a single circle in a chain without affecting other circles in the chain. In contrast, changing a triangle in a Delaunay triangulation always affects other triangles.
The Main Theorem
The following is the main theorem of this paper, which gives an upper bound on the stretch factor of a chain. When O has only one circle, it is easy to see that for all O, u, and v,
So it is natural to attempt an inductive proof based on the number of circles in O. A simple induction would require us to show that adding a circle to a chain will not increase the stretch factor.
However, this does not work because one can always increase the stretch factor of a chain by adding a circle to it, albeit by a very small amount [17] . We tackle this problem by amortized analysis. Specifically, we introduce a potential function Φ O and define a target function Υ O (u, v):
where λ = 1.8 is a parameter whose value is determined by the potential func- The key component of our strategy is the selection of an appropriate potential function Φ O , which is described in the following. 
where r i is the radius of O i and ϕ = 3 √ 5
(1 − λ/ρ) is a parameter that determines the "weight" of the potential function.
We have the following fact. 
In this case, r i < r i−1 . We have
• Case 2. Q 
In this case, r i > r i−1 . We have
• Case 3. Both Q 
So in all cases, the statement is true. This completes the proof.
The potential function is designed with three goals in mind.
First, the potential function Φ O is designed such that adding a circle to O does not increase Φ O , as shown below.
Proof. By the triangle inequality, ||o n o n−1 || ≥ ||o n a n−1 || − ||o n−1 a n−1 || = r n − r n−1 . Combining this with Fact 2, we have
all O, u, and v. This is Lemma 1, the main technical lemma of the paper, whose proof is given in Section 4.
Thirdly, the potential function Φ O is designed such that its value can be bounded from below as a function of |P O (u, v)| for some chain O with certain extremal properties. This is Lemma 2, whose proof appears in Section 5. 
With Lemma 1 and Lemma 2, we are ready to give the proof for the main theorem.
(proof of Theorem 1). For sake of contradiction, suppose that there is a nonempty set O of chains O with stretch factor C O ≥ ρ. By Lemma 2, there exists a chain O * ∈ O with terminals u and v such that
and
By Lemma 1,
Combining (6) and (7), we have
Recall that ϕ =
Rearranging (8), we have
This is a contradiction to (5). Therefore
The rest of the paper contains the proofs for Lemma 1 and Lemma 2.
Proof of Lemma 1
This section is devoted to the proof of Lemma 1.
(proof of Lemma 1) . Proceed by induction on n, the number of circles in O. 
Now assuming that the statement is true when there are less than n circles in O, we will prove that it is true when there are n circles in O.
For the rest of this section, fix an arbitrary chain O = (O 1 , O 2 , . . . , O n ) and an arbitrary terminal u on the boundary of O 1 . We start by considering some special cases.
First consider the case when v is either a n−1 or b n−1 .
Proof. Consider the sub-chain O 1,n−1 = (O 1 , . . . , O n−1 ). Since u, a n−1 are terminals of O 1,n−1 , by the inductive hypothesis,
It is easy to verify that |P O (u, a n−1 )| ≤ |P O1,n−1 (u, a n−1 )| and |D O (u, a n−1 )| = |D O1,n−1 (u, a n−1 )|. Combining these with (10), we have
The last inequality is from Proposition 1. Similarly, we have Υ O (u, b n−1 ) < 0.
Next consider the case when u and v are obstructed. 
If j < n − 1, O 1,j+1 has less than n circles, and by the inductive hypothesis
On the other hand, O j+1,n has less than n circles, and by the inductive hypothesis,
Note that
Combining (12)- (17), we have
as desired.
Now we only need to consider the set of unobstructed terminal points v on O n , which form an arc, denoted by A and referred to as the unobstructed arc 2 .
Denote by P Proof. Let A ′ be an arbitrary sub-arc of A that does not contain a pivotal point in its interior. In order to prove the proposition, it suffices to show that the maximum of Υ O (u, v) for all v ∈ A ′ occurs when v is on the boundary of A ′ .
Since A ′ does not contain a pivotal point in its interior, either |P
To see why, refer to Figure 3 . One observes that
Also observe that ∠uvo n decreases as v moves away from a n−1 along A ′ and hence d∠uvon d|An| ≤ 0. Since v is the exit point of ray − → uv on O n , ∠uvo n ∈ (−π/2, π/2) and hence
Combining this with (19), we have
Being a sum of convex functions, Proof. If v = a n−1 or v = b n−1 , by Proposition 2, Υ O (u, v) < 0. If v is neither a n−1 nor b n−1 , then u and v must be obstructed and by Proposition 3,
What remains to be shown is that Υ O (u, v) < 0 when v is pivotal. This requires a careful analysis of the geometry. To start, we fix a coordinate system where the origin is the center point of a n−1 b n−1 , the x-axis is o n−1 o n where o n−1 is to the left of o n , and the y-axis is a n−1 b n−1 where a n−1 is above b n−1 .
See Figure 4 for an illustration. Since − → uv crosses a We define the following parameters. Let α = ∠qo n a n−1 and β = ∠vo n q. Let γ be the angle from − → uv to the x-axis in the counterclockwise direction. Their ranges are given as follows. Since a n−1 is on or above the x-axis, 0 ≤ α ≤ π. If α = 0 or α = π, then a n−1 = b n−1 , which means that D O (u, v) contains a n−1 and Υ O (u, v) < 0 by Proposition 3. So we can assume 0 < α < π.
Since v is a pivotal point, |P
Since a n−1 and b n−1 are connected by a line segment a n−1 b n−1 , we have
So −||a n−1 b n−1 || ≤ |A n | − |B n | ≤ ||a n−1 b n−1 ||, where ||a n−1 b n−1 || = 2r n sin α and |A n | − |B n | = 2r n β. Thus the range of β is
We have 0 ≤ γ because Y v ≤ Y u . Since uv crosses a n−1 b n−1 , the largest value of γ occurs when uv passes through a n−1 . This means γ ≤ π/2 − ∠b n−1 a n−1 v = π/2 − (α − β)/2, since ∠b n−1 a n−1 v = (α − β)/2. So the range of γ is
The last inequality is true because α − β ≥ α − sin α > 0.
We proceed by distinguishing two cases depending on the value of γ in comparison to a threshold value γ + defined as
Proposition 6. If v is a pivotal point and γ
Proof. Since u, v are unobstructed, − → uv crosses all line segments a i b i , 1 ≤ i ≤ n − 1. The points {a 1 , . . . , a n−1 } are all above the line uv. Recall that
is a "rubber band" between u and v. When one end of the "rubber band" moves from v to a n−1 along the boundary of O n , the result is polyline D O (u, a n−1 ), which is a path from u to a n−1 that is convex-away from ua n−1 and is between − −−− → ua n−1 and − → uv.
See Figure 4 . Let a k be the last turning point in the polyline D O (u, a n−1 ).
Then the part of D O (u, a n−1 ) between a k and a n−1 is a line segment, and a k , a n−1 are terminals of the sub-chain O k+1,n . By Fact 1, −−−−→ a k a n−1 stabs O k+1 , . . . , O n in order. Since a k = a k+1 (otherwise a k+1 would be the last turning point), a k is an entry point on O k+1 . This means that a k appears no later than the entry point of D O (u, a n−1 ) on O n . Combining this with the fact that D O (u, a n−1 )
is between − −−− → ua n−1 and − → uv, we know that a k is in the triangle △uv ′ a n−1 . Now ua n−1 ∪ D O (u, a n−1 ) is a convex polygon which contains a k a n−1 as an edge.
So the whole path D O (u, a n−1 ) is above the line a k a n−1 . This implies that D O (u, a n−1 ) lies in the triangle △uv ′ a n−1 . See Figure 4 for an illustration.
Since D O (u, a n−1 ) is a path from u to a n−1 that is convex-away from ua n−1 in the triangle △uv ′ a n−1 . By convexity, we have |D O (u, a n−1 )| ≤ ||uv
Refer to Figure 4 , ||v ′ v|| = 2r n cos(∠vv ′ o n ) and ||v ′ a n−1 || = 2r n cos(∠o n v ′ a n−1 ), where ∠vv ′ o n = ∠o n vv ′ = β − γ and ∠o n v ′ a n−1 = ∠vv ′ a n−1 − ∠vv ′ o n = (α + β)/2 − (β − γ) = α/2 − β/2 + γ. From (24) and by the trigonometric identity, we have
Since v is pivotal,
By Proposition 2, Υ O (u, a n−1 ) < 0. Combining these with (25), we have
Define a function h(α, β, γ) = r n (α + β) + 4r n λ sin(α/4 + β/4) sin(3β/4 − α/4 − γ). 
Since µ < tan µ and sin µ > 0 for 0 < µ < π/4, we have
λ sin(π/4) < 0.618. Also ν > 0. So
By (30), (31), and (32),
This means γ * is increasing in β, and hence
By (29), h is decreasing in γ. So for any γ ≥ γ + ≥ γ * , we have
Combining this with (26), we have Υ O (u, v) < h(α, β, γ) ≤ 0 as desired. 
∂Y v ∂X on = ∂(−r n sin β) ∂X on = −r n cos β ∂β ∂X on − sin β ∂r n ∂X on = −β cos α cos β + cos α sin β.
Because P O (u, a n−1 ) and η remain constant during the transformation, from (35) we have
From Fact 2, H n = ||o n o n−1 || = X on − X on−1 . Since X on−1 is constant during the transformation, 
Therefore, we have
Note that sin γ = Yu−Yv ||uv|| and cos γ = Xv −Xu ||uv|| . We have
= cos γ(1 − β cos α sin β − cos α cos β)
− sin γ(−β cos α cos β + cos α sin β)
= cos γ − cos α(β sin β cos γ − β cos β sin γ + cos β cos γ + sin β sin γ)
Define a function
From (39)-(43), we have
In the following, we will bound
by single-variant functions in α.
Refer to Figure 4 . Let v ′′ be the location of v when X on increases by ∂X on (i.e., o n moves to the right by ∂X on ). Let ∂ℓ be the distance between v and v ′′ .
Let ω be the angle from x-axis to −→ vv ′′ . So cos ω = ∂Xv ∂ℓ and sin ω = ∂Yv ∂ℓ , where X v and Y v are the x-and y-coordinates of v. Recall that γ is the angle from − → uv to the x-axis. Let θ = ω + γ.
From (41), we have
Therefore, f = −λ
> 0 is independent of γ, when α and β are fixed the maximum of f occurs when cos θ is minimized, i.e., when θ is minimized or maximized. Since θ = ω + γ where ω is independent of γ, θ is minimized when γ = 0 and is maximized when γ = γ + . Therefore
where
.
On the other hand, 
When π/2 ≤ α < π, we have | cos α| = − cos α, which, combined with (44), (46), and (47), implies that Thus f (α, β, γ) ≥ f (α, −β, γ) for 0 ≤ β ≤ 1. This means that
Since ∂f ∂β ≥ 0 in the range [|β|, sin α] and from (21), |β| ≤ sin α, we have
From (49) and (50),
When 0 < α < π/2, we have | cos α| = cos α, which, combined with (44), (46), and 51, implies that
By (48) and (52), we only need to verify the following four inequalities.
Since g 1 , g 2 , g 3 and g 4 are smooth functions on small intervals of α, one can easily verify the above inequalities using a numerical computing software, such as Mathematica. We give a more formal approach in the appendix. We show that g 1 , g 2 , g 3 and g 4 have small Lipschitz constants, and then use a program that implements a simplified Piyavskii's algorithm [16] to verify that their upper bounds are less than 0.
This completes the proof of Lemma 1.
Proof of Lemma 2
This section contains the proof of Lemma 2.
(proof of Lemma 2) . Let O be a set of chains whose stretch factor is greater than or equal to a threshold τ . Suppose O is not empty. Let E be the subset of O consisting of chains with minimum number of circles; let it be n. For any chain O ∈ E, associate with it a pair of terminals u, v with the largest stretch factor among all pairs of terminals of O. Fix a coordinate system. Without loss of generality, assume that all chains in E are normalized such that u is at the origin (0, 0) and v is at (1, 0). Each O ∈ E is represented by a vector
x ∈ R 3n that specifies, for each of the n circles in O, its radius and the xand y-coordinates of its center. Since the conditions of the chain (Definition 1) and the conditions of E all include the boundary cases, E is represented by a non-empty closed set in R 3n . Define a function H(x) = n i=1 r i . Since H(x) is continuous and has limit ∞ for ||x|| → ∞, H has a global minimum (see [11, p.60] 
For example, in Figure 5 , b In summary, by shrinking O j we have a new chain that satisfies condition (1) and (2) in O * is
Recall that
By reversing the labels of the circles in O * , if necessary, we can assume that r n ≥ r 1 . Now it suffices to show that
Recall from Definition 2 that H i and V i are the horizontal and vertical distance traveled along the path P i , where P i is a path from q 
It follows that
as required. This completes the proof of Lemma 2.
Conclusions
In this paper, we showed that the stretch factor of the Delaunay triangulation is less than 1.998 by proving the same upper bound on the stretch factor of a chain.
There are a few places where our approach can be further improved. First, the potential function can be improved to yield a better upper bound. For example, if we define the potential function Φ O to be the length of the segment of uv inside O n , then we can improve the upper bound to 1.98, although the analysis is quite complicated. Secondly, the key components of our approach are the proofs of Proposition 6 and Proposition 7, which rely largely on functional analysis. We hope to gain insight of the underlying geometry that will help us simplify the proofs and push the upper bound closer to the tight bound, which we believe is around 1.6. Now we can use a simplified version of the Piyavskii's algorithm [16] for Lipschitz optimization to verify that g i (α) < 0, 1 ≤ i ≤ 4. The following Algorithm Bound(g i , s, t) will either find a value g i (α) ≥ 0 in the given range or return an upper bound on the value of g i in range [s, t] that is less than 0.
We run Bound(g i , s, t) with s and t set to be the lower and upper bound on the range of α and verify that the upper bound of g i (α) is indeed less than 0 in that range, for 1 ≤ i ≤ 4, where g i (0) is set to be lim α→0 g i (α).
