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Abstract. When Einstein’s equations for an asymptotically flat, vacuum spacetime are
reexpressed in terms of an appropriate conformal metric that is regular at (future) null
infinity, they develop apparently singular terms in the associated conformal factor and
thus appear to be ill-behaved at this (exterior) boundary. In this article however we show,
through an enforcement of the Hamiltonian and momentum constraints to the needed
order in a Taylor expansion, that these apparently singular terms are not only regular
at the boundary but can in fact be explicitly evaluated there in terms of conformally
regular geometric data. Though we employ a rather rigidly constrained and gauge fixed
formulation of the field equations, we discuss the extent to which we expect our results
to have a more ‘universal’ significance and, in particular, to be applicable, after minor
modifications, to alternative formulations.
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I. Introduction
The natural outer boundary for gravitational radiation problems in asymptotically
flat spacetimes is future null infinity (also referred to as I+ or ‘Scri’) [1,2,3,4]. The
feasibility of using hyperboloidal slicings of spacetime and putting the outer boundary of
numerical calculations at Scri has long been recognized, thanks to the elegant work of H.
Friedrich and his associates who have numerically implemented Friedrich’s conformally
regular field equations for this purpose [5,6]. In spite of this success, most numerical
relativists attempting to solve the black hole collisions problem prefer to use some direct
formulation of the Einstein equations themselves (which, though implied by Friedrich’s
conformally regular system, are not explicitly included within it). Since, however,
Einstein’s equations are not conformally regular in any obvious sense, it has heretofore
not seemed feasible to put the outer boundary of such, more conventional numerical
calculations at Scri.
In this paper however, we propose a specific (constrained and gauge fixed) formu-
lation of the Einstein equations for which it does seem feasible to put the exterior
boundary at future null infinity. In particular, we show that when the usual Hamilton-
ian and momentum constraints are enforced (at least to a suitable order in a Taylor
expansion about Scri) and when the well known geometrical condition that Scri should
be shear-free is taken into account, then all of the apparently singular terms in the Ein-
stein evolution equations (that appear when the latter are reexpressed in terms of the
conformal metric) are not only actually regular at this boundary, but also can in fact
be explicitly evaluated. We further show that the conditions at Scri that were needed
to establish this regularity (i.e., the vanishing of the shear and satisfaction of the con-
straints to the requisite order) are preserved by the boundary forms of the evolution
equations so derived.
Our particular formulation of the field equations was motivated, in part, by the
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proof, given in Ref. [7], that the usual vacuum Einstein equations expressed in CM-
CSH (constant-mean-curvature-spatial-harmonic) gauge satisfy a well-posed Cauchy
evolution theorem in the ‘cosmological’ setting of spatially compact spacetimes. The
constant mean curvature gauge condition serves to partially decouple the constraints
and to define a convenient slicing for spacetime whereas the spatial harmonic condition
effectively reduces the evolution equations for the spatial metric to hyperbolic form.
The remaining spacetime metric components (i.e., the lapse function and shift vector
field) are determined by elliptic equations that enforce the continuation of the gauge
conditions. This theorem, on the other hand, does not treat the decomposition of the
spacetime metric into the product of a conformal metric and a conformal factor nor
does it address constructs appropriate to asymptotically flat spacetimes such as the
attachment of a conformal boundary. Thus it does not literally apply to the formu-
lation proposed here. Nevertheless its existence suggested the feasibility of adopting
analogous gauge conditions (wherein the physical mean curvature is held constant but
the conformal metric is instead subjected to the spatial harmonic condition) for the
present problem.
In spite of the built-in rigidity of our particular setup, we are confident that the
central results of the present paper have a more ‘universal’ significance and do not
require, for their application, a strict adherence to our specific formulation of the field
equations. Rather we believe that our main results can be applied to a wide variety
of alternative formulations that employ, for example, different gauge conditions or
allow free (i.e., unconstrained) evolutions provided suitable attention is paid to the
necessary regularity conditions at Scri. We shall return to and clarify these remarks
about ‘universality’ later in the presentation.
Though a full numerical implementation of our ideas has not yet been carried out,
one of us (O.R.) is planning to modify his existing vacuum, axisymmetric evolution
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code [8] so as to fix the outer boundary at Scri using a variant of the ideas described
herein. Furthermore, L. Buchman and H. Pfeiffer have established the feasibility of
numerically solving the constraint equations out to Scri by explicitly computing initial
data sets for multiple, boosted spinning black holes [9]. In addition the linearization of
our proposed formulation, about a conformally compactified Schwarzschild background,
has been carried out and partially analyzed with a view towards developing code tests
for the nonlinear calculations [10].
II. Constraint and Evolution Equations
Our constrained evolution scheme involves solving elliptic equations for the confor-
mal factor, the conformal lapse and physical shift and for the unphysical (i.e., confor-
mal) mean curvature. The conformal spatial metric and a momentum tensor density
(the trace-free part of the physical ADM momentum) are evolved. The constant time
slices are CMC slices which extend outward to future null infinity which is fixed to
coincide with a coordinate cylinder in the conformal spacetime metric through the
imposition of suitable boundary conditions upon the conformal factor, the conformal
lapse and the physical shift.
The physical ADM variables are {gij, piij} and {N,X i}, where gij is the spatial
metric, piij is a momentum tensor density (i.e., piij/µg, with µg =
√
det gmn, is a
tensor) defined in terms of the extrinsic curvature Kmn via
piij = µg(g
ijgmn − gimgjn)Kmn, (2.1)
N is the lapse and X i is the shift. In our conventions Kmn is defined via gmn,t =
−2NKmn + X igmn,i + X i,mgin + X i,ngmi. We use Latin (Greek) indices to denote
spatial (spacetime) indices. The spacetime metric has the line element
ds2 = −N2dt2 + gij(dxi +X idt)(dxj +Xjdt) = (4)gµνdxµdxν (2.2)
and we write this alternatively as
ds2 =
{−N˜2dt2 + γij(dxi +X idt)(dxj +Xjdt)}
Ω2
=
(4)γµνdx
µdxν
Ω2
, (2.3)
where Ω is the conformal factor, γij the conformal spatial metric and N˜ the conformal
lapse. Notice that X i serves as both physical and conformal shift but that gij , γij, N
and N˜ are related by
gij =
1
Ω2
γij , N =
N˜
Ω
. (2.4)
Ω is greater than zero in the interior but approaches zero at I+.
CMC slicing is defined by
trgpi
µg
= −2K = constant (2.5)
where trgpi = gijpi
ij and K = −gijKij = −(mean curvature). The slightly odd sign
convention chosen for the definition of K has been made so that this constant will be
positive. The traceless part, pitr ij , of the ADM momentum is defined by
pitr ij := piij − 1
3
gijgmnpi
mn. (2.6)
When K is a constant the momentum constraint can be written
∇˜j
[
pitr ij
Ω2
]
= 0 (2.7)
where ∇˜i is the covariant derivative with respect to γij . Defining, as usual, the mixed
physical components of pitr via pitr ji = gimpi
trmj the momentum constraint can also be
written as
∇˜jpitr ji = 0; pitr ii = 0. (2.8)
Standard methods are available for solving this equation through the use of orthogonal
decompositions.
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The Hamiltonian constraint (also known as the Lichne´rowitz equation) has the form
− 4Ω(∇˜j∇˜jΩ) + 6γijΩ,iΩ,j − R˜(γ)Ω2 (2.9)
− 2
3
K2 +
pitr ijpitr kl
(µγ)2
γikγjlΩ
2 = 0,
where ∇˜j∇˜j = γij∇˜i∇˜j is the Laplacian with respect to γij , R˜(γ) is the scalar curvature
of γij and µγ =
√
det γmn. This elliptic equation for Ω degenerates at I+ where the
conformal factor vanishes.
From the ADM evolution equations, one can easily derive (by taking the trace of
the gij,t equation) the following evolution equation for Ω,
6
[
Ω,t−X iΩ,i
]− ΩΓ = −2KN˜, (2.10)
where Γ is defined by
Γ := γmnγmn,t − 2 ∇˜lX l. (2.11)
To fix the decomposition of gij into a conformal metric and a conformal factor, we need
to impose a normalization condition upon γij . A mathematically appealing choice is
to exploit Yamabe’s theorem [11] and demand that R˜(γ) be a (spacetime) constant.
The corresponding requirement that ∂tR˜(γ) = 0 then leads to an elliptic equation for
Γ given by
2
3
γij
(
∇˜i∇˜jΓ
)
+
1
3
R˜(γ) Γ = ∇˜i∇˜j
[
2N˜
µγ
pitr ij
]
− R˜ij(γ)
[
2N˜
µγ
pitr ij
]
, (2.12)
where R˜ij(γ) is the Ricci tensor of γij and, as defined above, N˜ is the conformal lapse
function (N˜ := NΩ). Note also, from Eq. (2.11), that the quantity −Γ/(2N˜) is the
unphysical mean curvature.
N˜ is determined by solving the elliptic equation
0 = −Ω2
(
γij ∇˜i∇˜jN˜
)
+ 3Ω γijN˜ ,i Ω,j −3
2
N˜ γijΩ,i Ω,j +
N˜
6
K2
(2.13)
− N˜Ω
2
4
R˜(γ) +
5
4
N˜
µγ2
Ω2 γil γjm pi
tr im pitr jl
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which enforces the condition ∂tK = 0 (assuming that K is spatially constant). By com-
bining Eqs. (2.9) and (2.13) in a straightforward way, one can derive a less degenerate
form for the conformal lapse equation which has only a single power of Ω multiplying
the Laplacian of N˜ .
For the physical shift vector X i, we propose to determine it so as to preserve the
spatial harmonic gauge condition defined by
V k := γij(Γ˜kij(γ)− Γ˜kij(
◦
γ)) = 0 (2.14)
where
◦
γ is a fixed (i.e., time-independent) reference metric (for example
◦
γij = γij |t=0 is
a possible choice). The Christoffel symbols of γ and
◦
γ are denoted by Γ˜kij(γ) and Γ˜
k
ij(
◦
γ),
respectively. Equation (2.14) corresponds to the demand that the identity map from
(M, γij) to (M,
◦
γij) be harmonic. The shift equation results from requiring ∂tV
k = 0
and is given by
0 = −1
3
ΓV k − 1
6
γkl Γ,l − 2 N˜
µγ
pitr ij
(
Γ˜kij(γ)− Γ˜kij(
◦
γ)
)
(2.15)
+ ∇˜l
[
2 N˜
µγ
pitr kl
]
+ ∇˜j
[
∇˜j Xk + ∇˜kXj
]
− ∇˜k
(
∇˜j Xj
)
−
(
∇˜iXj + ∇˜j X i
) (
Γ˜kij(γ)− Γ˜kij(
◦
γ)
)
.
An extensive mathematical study of the use of constant-mean-curvature-spatial-
harmonic (or CMCSH for brevity) gauge conditions in a ‘cosmological’ (i.e. spatially
compact) setting was made by the authors of Ref. [7] who proved a well-posedness
theorem for the vacuum Einstein equations (in arbitrary spacetime dimension) in this
gauge. Their theorem did not deal with the conformal decomposition of the spacetime
metric or with the presence of future null infinity in the conformal geometry and so,
strictly speaking, is not applicable to the problem dealt with here. Nevertheless, their
formulation provided some of the motivation for our setup and might conceivably pro-
vide the model for the well-posedness theorem that one would eventually like to prove
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for the equations we are studying. It is worth mentioning here that the main reason for
the choice of the spatial harmonic gauge condition made in Ref. [7] was the fact that it
nullifies terms in the Ricci tensor of gij that, if present, would disturb the hyperbolic
character of the equations of motion for this metric. The strategy is rather similar to
that motivating the use of spacetime harmonic coordinates in other formulations (to
nullify corresponding terms in the spacetime Ricci tensor) but leaves open the possibil-
ity for determining the lapse and shift through the solution of elliptic equations instead
of hyperbolic ones. Of course the resulting evolution system is now hyperbolic/elliptic
rather than purely hyperbolic. In our formulation the conformal metric γij (normalized
by the condition R˜(γ) = constant and gauge fixed by the spatial harmonic conditions
V k = 0) represents the two propagating degrees of freedom of the gravitational field.
At I+, where Ω vanishes, Eq. (2.9) forces the gradient of Ω to satisfy
γijΩ,iΩ,j |I+=
(
K
3
)2
(2.16)
whereas Eq. (2.10) yields
X iΩ,i |I+=
1
3
KN˜ |I+ . (2.17)
The shift field at I+ must therefore take the form
X i |I+=
3
K
N˜γijΩ,j |I+ +Zi |I+ (2.18)
where the vector field Zi |I+ ∂∂xi is purely tangential to I+ (i.e., satisfies
Zi |I+ Ω,i |I+= 0). Note that the above then implies
γijX
iXj |I+= (N˜2 + γijZiZj) |I+ . (2.19)
If, however, we wish to have the time coordinate vector field ∂
∂t
tangent to the null
generators of I+ (i.e., to be such that ∂
∂t
is null at I+ in the conformal geometry) then
we would need to have
γijX
iXj |I+= N˜2 |I+ (2.20)
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satisfied there. In other words, the boundary condition Zi |I+= 0 corresponds to
choosing ∂
∂t
|I+ to be null, rather than spacelike, at the boundary. For the ‘normal’
component of X i at I+ however, one has no flexibility since the above choice is forced
by the requirement that I+ coincide with a fixed cylinder in the conformal geometry.
Finally, the evolution equations for {γij, pitr ij} are given by
∂tγij =
2N˜
µγ
γil γjm pi
tr lm +
1
3
γij Γ + γil γjm
(
∇˜lXm + ∇˜mX l
)
, (2.21)
and
∂t pi
tr ij =
(
Xm pitr ij
)
,m−X i,m pitrmj −Xj,m pitr im − 2N˜
µγ
pitr im pitr jl γlm
− 2
3
N˜
Ω
pitr ij K (2.22)
+ µγ
(
∇˜i∇˜jN˜ − 1
3
γij γmn∇˜m∇˜nN˜
)
− µγ N˜
(
R˜ij(γ)− 1
3
γij R˜(γ)
)
− 2µγ N˜
(
∇˜i∇˜jΩ
Ω
− 1
3
γij γmn
∇˜m∇˜nΩ
Ω
)
.
The main content of this paper involves analyzing the apparently singular, Ω-dependent
terms in Eq. (2.22). We shall, in fact, derive explicitly regular forms for the evolution
equations at I+ and show how these can be used to propagate geometric data along
this conformal boundary.
In effect, our formulation is maximally elliptic in that we envision solving elliptic
equations for the Hamiltonian and momentum constraints, Eqs. (2.9) and (2.7), the
conformal lapse and physical shift, Eqs. (2.13) and (2.15) as well as Eq. (2.12) for the
unphysical mean curvature. This could only be numerically practical through the use
of elliptic solvers that operate at the level of ‘linear complexity’ but fortunately several
such systems are currently available. However, as we shall emphasize throughout this
paper, our main conclusions should hold without the need for a strict adherence to the
constrained evolution program outlined above but should instead be applicable, with
minor modifications, to a wide variety of alternative schemes.
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III. Regularity at Future Null Infinity
The constraint and evolution equations presented in section II, as well as the elliptic
equation for the conformal lapse function N˜ , are formally singular at Scri where the
conformal factor vanishes. In this section, we analyze the behavior of the corresponding
fields in a neighborhood of this boundary and derive a set of regularity conditions that
sufficiently differentiable solutions must satisfy at Scri. Later we shall establish the
consistency of the regularity conditions by showing that they are preserved under time
evolution. This last step will necessitate explicit evaluation of the evolution equations,
including their apparently singular terms, at the conformal boundary.
Let M be a three-dimensional spacelike slice with conformal boundary ∂M ≈ S2 on
I+. We choose coordinates {xi} = {(x1, xa) | a = 2, 3} = {(r, θ, ϕ)} for the Riemannian
manifold (with boundary) (M, γij) such that x
1 = r is a ‘radial’ coordinate satisfying
r ≤ r+ = constant on M with r = r+ corresponding to the boundary 2-sphere ∂M at
Scri. The indices a, b, . . . are restricted to range over 2 and 3 so that {xa} = {(θ, ϕ)}
are ‘angular’ coordinates for the r = constant surfaces. Aside from requiring that ∂M
coincide with the coordinate sphere defined by r = r+, we leave, for the moment, the
choice of coordinates on M arbitrary.
We suppose that each of the relevant fields can be expanded in a finite Taylor series
(with remainder) about the boundary at r = r+. Thus for each u ∈ {Ω, γij, pitr ij , N˜}
there is an integer l > 0 (depending on the choice of u) such that u can be expressed
as
u(xi) = u0(x
a) + u1(x
a)(r − r+) (3.1)
+
1
2!
u2(x
a)(r − r+)2 + . . .+ 1
l!
ul(x
a)(r − r+)l
+ rm(xi),
with uk := lim
rրr+
(∂kru) and remainder rm(x
i) = o((r − r+)l), on some interior neigh-
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borhood of ∂M . In the following, it will be convenient to utilize the symbol
∧
= to
denote equality at ∂M . By definition the conformal factor thus satisfies Ω
∧
= 0 so that,
in particular, Ω0 = 0 in the corresponding Taylor expansion. A remarkable feature
of the degenerating elliptic equations that we have to deal with is that they permit
one to explicitly compute more detailed asymptotic information (in the form of Taylor
expansions) about the corresponding solutions than would be possible in the case of
non-degenerate equations. In particular, we shall be able to evaluate the first three
radial derivatives of Ω, the first two such derivatives of N˜ and the first radial deriva-
tive of the pitr ri components of pitr ij ‘universally’ at Scri (i.e., expressible in terms of
data there without reference to the actual global solutions). Remarkably these partic-
ular derivatives are precisely what is needed to then evaluate the evolution equations
(including their apparently singular terms) at Scri and to verify that they imply the
preservation of the associated regularity conditions.
A rigorous treatment of the constraint equations on ‘hyperboloidal’ initial data sur-
faces intersecting I+ has already been given by Andersson, Chrus´ciel and Friedrich in
an important series of papers from the early 90’s [12, 13]. In particular they derived
the regularity conditions needed for a differentiable Scri in terms of ADM Cauchy data.
Our main contribution here is to carry this analysis a step further and show how one
can evaluate the (apparently singular) evolution equations at Scri and use them to
verify preservation of the regularity conditions within the framework of our particu-
lar gauge fixed evolutionary formulation. Though we use this framework in order to
have a complete, coherent system for calculations, we do not believe, as emphasized
in the introduction, that our main conclusions hinge crucially upon its specific form
but rather that they should apply equally well to a variety of other formulations of the
field equations. Though the arguments sketched above yield expressions for the first
radial derivative of only the ri components of pitr ij at Scri we shall present, in section V
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below, an alternative method for evaluating the apparently singular terms in the pitr ij
evolution equations that will finally allow us to compute the first radial derivatives of
the angular components, pitrab, at Scri as well.
As in section II, we assume that the Riemannian manifold (M, γij) corresponds to
a CMC slice in the physical spacetime and take the mean curvature of the latter to be
a negative constant (written as before as −K,K > 0, constant). It is convenient to
reexpress the conformal metric γij relative to the chosen coordinates {xi} = {(r, θ, ϕ)}
in 2 + 1 dimensional (Riemannian) ADM form by setting
dl2 = γijdx
idxj (3.2)
= n2dr2 + hab(dx
a + Y adr)(dxb + Y bdr).
The induced metric on an r = constant surface thus has the line element
dσ2 = habdx
adxb
∣∣
r=constant
(3.3)
and we let the symbols |a or (2)∇a(h) signify covariant differentiation with respect to
this metric.
The unit outward pointing normal field to an r = constant surface in (M, γij) is
given in coordinates by
(νi) = (
1
n
,
−Y a
n
) (3.4)
or, equivalently, in covariant form, by
(νi) = (n, 0, 0). (3.5)
The second fundamental form λab, induced by γij on such r = constant surfaces is
defined via
λab = −∇˜bνa = −νa;b (3.6)
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(where, as before, ∇˜i or ; i signifies covariant differentiation with respect to γij). Writ-
ten out explicitly Eq. (3.6) leads to
hab,r = −2nλab + Ya|b + Yb|a (3.7)
where Ya := habY
b. Since expressions for the Ricci tensor components, R˜ij(γ), of γij
are needed for some of the calculations we give these explicitly, in the present notation,
in the appendix below.
The Hamiltonian constraint (Eq. (2.9)) gives, using Ω
∧
= 0, the following equation
at ∂M :
{γijΩ,iΩ,j}
∣∣
r=r+
∧
= (
K
3
)2. (3.8)
Since K > 0 and we require Ω > 0 for r < r+ this yields
Ω,r
n
∣∣
r=r+
∧
= −K
3
. (3.9)
One is free to compute angular (but not radial) derivatives of such equations and
deduce, for example, formulas such as
(
Ω,r
n
),a
∧
= 0, . . . . (3.10)
To get the next order Taylor coefficient of Ω, we compute the radial derivative of
Eq. (2.9) and evaluate the result at ∂M to find
{
Ω,rr − Ω,r
[
n,r
n
+
Y an|a
n
− n
2
habλab
]} ∣∣
r=r+
∧
= 0. (3.11)
The third radial derivative of Ω at ∂M can be computed by first taking the Laplacian
of Eq. (2.9) and then reducing the resulting expression using the foregoing results. The
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key formula resulting from this calculation can be written as{
1
n
(γij∇˜i∇˜jΩ),r
} ∣∣∣∣
r=r+
∧
=
K
{
λabλcdh
achbd − 1
2
(habλab)
2 + n2R˜rr(γ)
− 1
6
R˜(γ) +
1
6
pitr ljpitr im
(µγ)2
γlmγij (3.12)
+
1
2
Y d
n
(habλab),d
} ∣∣∣∣
r=r+
.
One needs the full, readily computed expression for the Laplacian of Ω (given in the
appendix) to evaluate the left hand side of Eq. (3.12) and, in particular, to extract the
result for ∂3rΩ
∣∣
r=r+
but, when only angular derivatives of this Laplacian are needed,
one can use instead the limiting form
{
γij∇˜i∇˜jΩ
} ∣∣∣∣
r=r+
∧
=
{
K
2
habλab
} ∣∣∣∣
r=r+
. (3.13)
Attempting to go beyond this level and compute ∂4rΩ
∣∣
r=r+
however proves fruitless
since, under further differentiation of the Hamiltonian constraint and evaluation at Scri,
the coefficient of the fourth radial derivative of Ω at ∂M is found to vanish identically.
On the other hand, given the results above for the first two radial derivatives of Ω at
the boundary, it is straightforward to evaluate the traceless part of the Hessian of Ω at
∂M and show that
{
Ω;rr − 1
3
γrr(γijΩ;ij)
} ∣∣∣∣
r=r+
∧
= 0, (3.14)
{
Ω;rd − 1
3
γrd(γijΩ;ij)
} ∣∣∣∣
r=r+
∧
= 0,
and
{
Ω;ef − 1
3
γef(γijΩ;ij
} ∣∣
r=r+
∧
= (3.15)
K
3
[
(heahfb − 1
2
hefhab)λab
] ∣∣∣∣
r=r+
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where, as usual, we write Ω;ij for γilγjmΩ;lm. Note that the quantity in square brackets
in the final equation is just the traceless part of the second fundamental form λab
induced on ∂M .
By examining the angular components of Eq. (2.22) and comparing these with Eq.
(3.15), we see that a necessary condition for regularity of the evolution equations at
Scri will be the vanishing of the quantity
µγσ
ab := pitrab + µγ(h
achbd − 1
2
habhcd)λcd (3.16)
on this boundary. This condition was derived by Andersson et al. in Ref. [12] and
identified geometrically there as equivalent to the well-known requirement that the
shear of I+ should vanish. An examination of the remaining (ri) components of Eq.
(2.22), together with a comparison of these to the first and second of Eqs. (3.14),
shows that we shall need the additional regularity conditions pitr ri
∧
= 0 holding at Scri
to avoid singularity there. We shall see momentarily however that these apparently
new restrictions are in fact forced by satisfaction of the momentum constraints and
thus do not represent additional limitations upon the free data.
When the mean curvature is constant, as we have assumed, the momentum con-
straint, Eq. (2.7), takes the form
Ω
[
pitr ij,j + Γ˜
i
lm(γ)pi
tr lm
]
− 2(∂jΩ)pitr ij = 0. (3.17)
Evaluating this at ∂M , and recalling that Ω,r
∧
= −K3 n, leads immediately to the
conclusion that
pitr ri
∧
= 0 (3.18)
which, as noted above, are necessary for regularity at the boundary. Further important
information results from computing the radial derivative of Eqs. (3.17) and evaluating
the result at ∂M . The ‘strong’ form of the resulting equations (i.e., that attained before
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the boundary conditions pitr ri
∧
= 0 have been enforced) is given by
{
n2(
pitr ra
n2
),a − pitr rr,r +
λab
n
pitrab (3.19)
− 2(n,r
n
+
Y an|a
n
− n
2
habλab)pi
tr rr
+ 2(
n|a
n
+
Y b
n
λab)pi
tr ra
+ (
n,r
n
+
Y an|a
n
+
1
n
Y aY bλab)pi
tr rr
} ∣∣∣∣
r=r+
∧
= 0
and
{
− pitr cr,r + n2(
pitr ca
n2
)|a − Y
c
n
λabpi
trab (3.20)
− 2(n,r
n
+
Y an|a
n
− n
2
habλab)pi
tr cr
+ 2(− nhcbλab − 1
n
Y cY bλab − Y
c
n
n|a + Y
c
|a)pi
tr ra
+ (− Y
c
n
n,r + h
cdYd,r − Y
c
n
Y aY bλab
− (hcd + Y
cY d
n2
)nn|d −
1
2
(YaY
a)|c)pitr rr
} ∣∣∣∣
r=r+
∧
= 0.
When the boundary conditions are imposed however, these yield simply
{pitr rr,r }
∣∣
r=r+
∧
=
{λab
n
pitrab
} ∣∣
r=r+
(3.21)
and {
pitr rc,r
} ∣∣
r=r+
∧
=
{
n2
(pitr ca
n2
)
|a
− Y
c
n
λabpi
trab
} ∣∣
r=r+
. (3.22)
An application of L’Hospital’s rule to the corresponding (apparently) singular terms
pitr ri
Ω
yields
lim
r→r+
pitr rr
Ω
= lim
r→r+
(pitr rr,r
Ω,r
)
(3.23)
= − 3
K
(
λabpi
trab
n2
)
∣∣
r=r+
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and
lim
r→r+
pitr rc
Ω
= lim
r→r+
(pitr rc,r
Ω,r
)
= − 3
K
[
n
(pitr ca
n2
)
|a
(3.24)
− Y
c
n2
λabpi
trab
] ∣∣
r=r+
.
Using the foregoing results for the derivatives of Ω we find, in the analogous way, reg-
ular boundary expressions for the remaining (apparently) singular terms in Eq. (2.22):
{Ω;rr − 1
3
γrr(γijΩ;ij)
Ω
} ∣∣
r=r+
∧
=
{− hab
n3
n|ab −
2
n2
[
λabλcdh
achbd + n2R˜rr(γ)− 1
6
R˜(γ) (3.25)
+
1
6
pitr ljpitr im
(µγ)2
γlmγij − 1
4
(habλab)
2 +
1
2n
Y d(habλab),d
− 1
2n
(habλab),r
]} ∣∣
r=r+
,
{Ω;rd − 1
3
γrd(γijΩ;ij)
Ω
} ∣∣
r=r+
∧
=
{n|c
n2
hadhbcλab − h
ad
n2
(
n|a
n
),r +
hab
n3
Y dn|ab (3.26)
+
had
n2
[n,r
n
− n
2
hbcλbc
]
,a
+
2Y d
n2
[λabλcfh
achbf + n2 R˜rr(γ)
− 1
6
R˜(γ)− 1
4
(habλab)
2 +
1
6
pitr ljpitr im
(µγ)2
γlmγij +
Y f
2n
(habλab),f − 1
n
(
habλab
2
),r
]} ∣∣
r=r+
17
and
{− 23 N˜Kpitr ef − 2µγN˜(∇˜e∇˜fΩ− 13γef (γijΩ;ij))
Ω
} ∣∣
r=r+
∧
=
{2N˜
n
[
pitr ef,r + nµγ(
2Y eY f
n2
− hef )[λabλcdhachbd + n2R˜rr(γ)
− 1
6
R˜(γ)− 1
2
(habλab)
2 +
1
6
pitr ljpitr im
(µγ)2
γlmγij +
Y c
2n
(habλab),c
− 1
2n
(habλab),r
]
+ µγ
n
2
(hcdλcd)
[−heahfbλab + habλab Y eY f
n2
(3.27)
− n|a
n2
Y ehfa − n|a
n2
Y fhea
]
+
µγn|c
n
[λabh
cbhfaY e + λabh
cbY fhea]
− n
2
2
µγ(h
cdλcd)|a
(Y ehfa
n2
+
Y fhea
n2
)− µγ(heahfb − hab Y eY f
n2
)
n|ab
+
∂
∂r
[
µγ(h
eahfb − 1
2
hefhab)λab
]]}
r=r+
.
For the sake of generality, we have left Eqs. (3.25-3.27) in their ‘strong’ form - they
could be slightly further simplified by imposing pitr ri
∧
= 0 at ∂M . One could also
substitute the explicit expressions for R˜ij(γ) given in the appendix, into the above, but
since there are other Ricci tensor contributions to the full pitr ij evolution equations, it is
more prudent to leave Eqs. (3.25-3.27) in their present form until the final evaluations
are ready to be made.
Equations (2.9) and (2.13) can be combined in an obvious way to yield the following
equation for the conformal lapse function
− Ω(γijN˜;ij)− N˜(γijΩ;ij)− R˜(γ)
2
ΩN˜ (3.28)
+ 3γijN˜,iΩ,j +
3
2
N˜ Ω
pitr impitr jl
(µγ)2
γijγml
= 0.
Evaluating this at the boundary ∂M gives
N˜,r
∣∣
r=r+
∧
=
{
Y cN˜,c − nN˜(h
abλab
2
)
} ∣∣
r=r+
(3.29)
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where we have used Eq. (3.13) to reexpress the Laplacian of Ω at r = r+. Radially
differentiating Eq. (3.28), we can derive an expression for the Laplacian of N˜ at
∂M , from which a formula for N˜,rr
∣∣
r=r+
can be extracted. Using these results it is
straightforward to evaluate the µγ(∇˜i∇˜jN˜ − 13γijγmn∇˜m∇˜nN˜) contributions to the
field equations at ∂M . One cannot compute higher radial derivatives of N˜ in this
way however since that would necessitate knowledge of the values of higher than third
radial derivatives of Ω at the boundary. In every case however, the Taylor expansion
techniques allow the computation of precisely what is needed for evaluation of the
evolution equations at Scri. We shall present these equations explicitly in the next
section and show how they imply preservation of the regularity conditions pitr ri
∧
= 0
and pitrab + µγ(h
achbd − 1
2
habhcd)λcd
∧
= 0 at the conformal boundary.
Though we have assumed constant mean curvature throughout, it would not be
difficult to incorporate the contributions of variable mean curvature. For example,
letting τ =
trgpi
µg
=
gijpi
ij
µg
, and allowing τ to be variable, one gets for the momentum
constraint
Ω∇˜jpitrmj − 2Ω,jpitrmj + 1
3
µγγ
im∂iτ = 0. (3.30)
This leads to the modified regularity constraint
{
pitr ri − (µγ
nτ
)
γij∂jτ
} ∣∣
r=r+
∧
= 0. (3.31)
Similar modifications are implied for pitr ri,r and for the radial derivatives of Ω and
N˜ at Scri. We do not, however, anticipate that such modifications would interfere
significantly with the main conclusions derived herein. Instead, we believe that the
CMC condition plays a rather inessential role in our analysis but we prefer to retain it
because of the associated, partial decoupling of the constraints that it allows.
We also note that, whereas our full constrained evolution proposal (as sketched in
section II) entailed a constant scalar curvature normalization and harmonic coordinate
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conditions for the metric γij , the corresponding (non-degenerate) elliptic equations for
the shift vector X i ∂
∂xi
(Eq. (2.15)) and the function Γ (Eq. (2.12)) played no role in the
above analysis. Thus we do not believe that these particular choices are at all essential
for the central conclusions derived herein. Rather we expect that many alternative
formulations of the field equations could be adapted to putting the outer boundary at
Scri and that our specific proposal is just one of many feasible possibilities for doing
so. On the other hand, we also believe that many of our calculations have a rather
‘universal’ character and will be applicable to a variety of alternative formulations which
adopt different gauge conditions or normalizations from the ones we have chosen.
We remark here that one of the main advantages of preserving, as we have, the strong
forms of the relevant equations is that these lend themselves to further generalization
(through modification of the gauge or normalization conditions or the introduction of
material sources) by the straightforward computation of the additional terms necessi-
tated by the desired modification. By contrast the information lost in passing to the
weak forms of these equations would almost surely necessitate a rederivation of most
of the relevant formulas from scratch.
IV. Preservation of Regularity Conditions
In this section, we fit together the various contributions to the pitr ij evolution equa-
tions derived above and show that they imply
∂pitr ri
∂t
∧
= 0,
∂
∂t
(pitrab + µγ(h
achbd − 1
2
habhcd)λcd)
∧
= 0 (4.1)
independently of any further restriction upon the geometrical data at Scri (i.e., without
the need for any additional constraint on the boundary values of
{hab, n, Y a, N˜ , Za, λab,Γ or R˜ij(γ)}). We do this by first simply evaluating the ‘strong’
form of the relevant evolution equations and then noting, by inspection, that when the
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regularity constraints, {pitr ri ∧= 0, µγσab := pitrab + µγ(hachbd − 12habhcd)λcd
∧
= 0}, are
enforced these evolution equations reduce to the (trivial) forms given above.
There is however, a subtlety in this seemingly straightforward procedure that we
wish to address at the outset. This concerns the logical significance of the ‘strong’
forms of some of the relevant equations and the justification for replacing them with
their corresponding ‘weakened’ forms in deriving the main results. To see the issue
at hand, consider for a moment our derivation of the expressions (3.23 and 3.24) for
the boundary values of the apparently singular terms pi
tr ri
Ω
using L’Hospital’s rule. We
chose, for simplicity, to present those results in their ‘weak’ forms by dropping all those
contributions from equations (3.19 and 3.20) that vanish at Scri by virtue of the reg-
ularity conditions even though the retention of such terms would still have yielded a
completely regular result. The strong forms of such evaluations, though perfectly regu-
lar at Scri, entail a certain logical contradiction – one assumes the regularity conditions
hold in order to extract finite limits from otherwise singular expressions but then, after
applying L’Hospital’s rule, leaves in the pitr ri and σab contributions as though the reg-
ularity constraints were actually being relaxed. For other purely regular terms in the
evolution equations, no such contradictory assumptions are involved in their evaluation
and so their strong forms seem less problematic.
Of course, one is always free to drop all weakly vanishing terms and restore logical
consistency so no harm is done in retaining such terms in early stages of the calculation.
We suspect however that in some eventual, deeper mathematical study of these issues,
it may be important to know the actual structure of such weakly vanishing ‘forcing’
terms and so we have uniformly retained them in the derivations reported below.
The reader may well wonder, however, whether we are not then obligated to prove
a strong version of conservation of the regularity conditions by establishing a form of
hyperbolicity of the boundary evolution equations or (essentially equivalently) deriving
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suitable ‘energy’ estimates to show that these equations have only the trivial solution
for vanishing initial data. Here, however, the illogic in the derivation of such strong
equations comes to the foreground. If one imagines that the regularity conditions
are not necessarily enforced at Scri (as would be implicit in the use of the strong
form of the evolution equations) then one has no logical right to make contradictory
assumptions for the ‘evaluation’ (using L’Hospital’s rule) of genuinely singular limits
such as lim
rրr+
pitr ri
Ω and limrրr+
σab
Ω . On the other hand, the explicit contributions of these
seemingly problematic expressions to the corresponding evolution equations, namely
the terms
−2
3
N˜
Ω
Kpitr ri and − 2
3
N˜
Ω
Kµγσ
ab,
take the forms of ‘frictional forcing’ terms that (having good sign for evolution towards
the future) seek to drive the quantities pitr ri and σab towards vanishing values with
effective frictional coefficients that diverge like Ω−1 as Scri is approached. Intuitively
speaking then, the regularity variables {pitr ri, σab} feel precisely zero force when they lie
on the ‘constraint submanifold’ defined by the regularity conditions pitr ri
∧
= 0, σab
∧
= 0
but would be subject to an infinitely strong ‘frictional’ restoring force if they tried to
‘float off’ this manifold. Finding a precise mathematical characterization of this state
of affairs might prove to be a subtle task, but we are encouraged that the indicators
that we have identified all point towards stable preservation of the regularity conditions
at Scri.
In the previous section, we showed how to evaluate the most problematic contribu-
tions to the evolution equations at Scri. The remaining terms (i.e., those involving the
Lie derivative of pitr ij , non-singular algebraic expressions and terms involving the Ricci
tensor of γij) are straightforward evaluations that require little comment. We recall
however, from section II, that the angular components of the shift vector, X i ∂
∂xi
, have
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the following form at Scri
Xd
∣∣
r=r+
∧
=
{ 3
K
N˜γdjΩ,j + Z
d
} ∣∣
r=r+
(4.2)
or equivalently, using foregoing results on the behavior of Ω at ∂M ,
Xd
∣∣
r=r+
∧
=
{N˜
n
Y d + Zd
} ∣∣
r=r+
. (4.3)
Accordingly, Lie derivatives with respect to the 2-dimensional vector fields
(2)X˜ := Xa ∂
∂xa
, (2)Z˜ := Za ∂
∂xa
and (2)Y˜ := Y a ∂
∂xa
are expressed as L(2)X˜ ,L(2)Z˜ and
L(2)Y˜ respectively.
Assembling the various elements of the (strong forms of the) pitr ri evolution equa-
tions, one thence obtains
{ ∂
∂t
pitr rr
} ∣∣
r=r+
∧
=
{−Xr,rpitr rr − 2Xr,apitr ra + (Xapitr rr),a (4.4)
− 2N˜
µγ
[
(pitr rr)2(n2 + YcY
c) + 2Yapi
tr rapitr rr + habpi
tr rapitr rb
]
+
N˜
n
[
pitr ra,a +
2Y b
n
λabpi
tr ra +
(−n,r
n
− Y
cn|c
n
+
1
n
Y aY bλab + nh
abλab
)
pitr rr
]
+
N˜
n2
λab
[
pitrab + µγ(h
achbd − 1
2
habhcd)λcd
]} ∣∣
r=r+
,
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{ ∂
∂t
pitr rd
} ∣∣
r=r+
∧
=
{− N˜Y d
n2
λab
[
pitr ab + µγ(h
achbf − 1
2
habhcf )λcf
]
(4.5)
−Xd,rpitr rr −Xd,apitr ra + (Xapitr rd),a
− 2N˜
µγ
[
pitr rrpitr rd(n2 + YcY
c) + pitr rrpitr daYa
+ pitr rapitr drYa + habpi
tr rapitr bd
]
+
N˜
n
[− 2(n,r
n
+
Y an|a
n
− n
2
habλab
)
pitr dr
+ 2pitr ra(−nhdbλab − 1
n
Y dY bλab − Y
d
n
n|a + Y
d
|a)
+ pitr rr
(− Y d
n
n,r + h
dfYf,r − Y
d
n
Y aY bλab
− (hdf + Y
dY f
n2
)nn|f −
1
2
(YaY
a)|d
)]
+ N˜n2
[pitr dc + µγ(hadhbc − 12hcdhab)λab
n3
]
|c
+
N˜|c
n
[
pitr cd + µγ(h
adhbc − 1
2
hcdhab)λab
]} ∣∣
r=r+
.
Proceeding in the same way, one finds for the evolution equation of the densitized shear,
pitr ef + µγ(h
eahfb − 1
2
hefhab)λab,
24
∂∂t
{
(pitr ef + µγ(h
eahfb − 1
2
hefhab)λab)
} ∣∣
r=r+
(4.6)
∧
= {−2N˜
µγ
[pitr erpitr fr(n2 + YcY
c) + pitr erpitr faYa + pi
tr eapitr frYa + pi
tr eapitr fbhab]
− µγN˜(Y ehaf + Y fhae)
[(λac
n
)|c − 1
2
(hbdλbd
n
)
|a
]
+ N˜µγ
(Y eY f
n2
− h
ef
2
)[−1
2
(habλab)
2 + habhcdλadλbc
]
+ L(2)X˜
[
pitr ef + µγ(h
eahfb − 1
2
hefhab)λab
]
+Xr,r(pi
tr ef + µγ(h
eahfb − 1
2
hefhab)λab)−Xe,rpitr rf −Xf,rpitr er
+ µγ(h
eahfb − 1
2
hefhab)
[−2N˜hcdλadλbc + N˜λab(hcdλcd
2
)
− λab N˜
µγ
n2pitr rr +
1
2n
[
2Yb
N˜
µγ
n2pitr rr +
2N˜
µγ
n2hcbpi
tr rc
]
|a
+
1
2n
[
2Ya
N˜
µγ
n2pitr rr +
2N˜
µγ
n2hacpi
tr rc
]
|b
− 1
2n
∂
∂r
{2N˜
µγ
[
YaYbpi
tr rr + Yahbdpi
tr rd + Ybhadpi
tr rd
]}
+
1
2n
L(2)Y˜
{2N˜
µγ
(YaYbpi
tr rr + Yahbdpi
tr rd + Ybhadpi
tr rd)
}]
+ µγλab(−hechadhfb − heahfchbd + 1
2
hechfdhab +
1
2
hefhachbd)
× 2N˜
µγ
(YcYdpi
tr rr + Ychdmpi
tr rm + Ydhcmpi
tr rm)
+
µγ
n
∂
∂r
[1
2
N˜
µγ
hef
]
hcdpi
tr cd +
N˜
n
1
2
hef
∂
∂r
[hcdpi
tr cd]
+ pitr ef (
N˜
2
habλab) +
µγ
n
L(2)
Y˜
[− 1
2
N˜
µγ
hefhcdpi
tr cd
]
+ 2N˜
[1
2
pitr ef (habλab)− 1
2
λefhabpi
trab + µγ(2λ
eaλfa −
1
2
λefhabλab − 1
2
hefλabλab)
]
+
N˜
n
µγ,r
µγ
(
pitr ef + µγ(h
eahfb − 1
2
hefhab)λab
)
+
µγN˜
n
L(2)
Y˜
[pitr ef
µγ
+ (heahfb − 1
2
hefhab)λab
]} ∣∣
r=r+
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For the first two equations (4.4) and (4.5) it is clear by inspection that the right
hand sides vanish ‘weakly’ (i.e., vanish when the regularity constraints pitr ri
∧
= 0 and
µγσ
ab :=
[
pitrab+µγ(h
achbd− 12habhcd)λcd
] ∧
= 0 are enforced at ∂M). To verify that the
right hand side of the third equation (4.6) also vanishes weakly, requires a little work.
For this purpose it is important to note that since the 3-dimensional trace, γijpi
tr ij , of
pitr ij vanishes identically, one has
γijpi
tr ij = habpi
tr ab + (n2 + YcY
c)pitr rr + 2Yapi
tr ra (4.7)
= 0
and thus finds that the 2-dimensional trace, habpi
trab, of pitrab vanishes weakly at ∂M .
It is also useful to recall that an arbitrary 2-dimensional, traceless, symmetric tensor
sab satisfies the identity
sacsbdhcd =
1
2
hab(hcehdf s
cdsef ) (4.8)
when sab = sba and habs
ab = 0.
Thus equations (4.4 - 4.6) reduce weakly to equations (4.1) and so imply the preser-
vation of the regularity conditions throughout the evolution at Scri. It is important to
note, especially if alternative gauge conditions, normalizations or formulations of the
field equations are under consideration, that our results involve no implicit restriction
upon the boundary values of the geometric data {hab, n, Y a, N˜ , Za, λab,Γ or R˜ij(γ)}.
Our main tools have been simply the enforcement of the Hamiltonian and momentum
constraints together with the straightforward application of Taylor expansions and
L’Hospital’s rule for the evaluation of apparently singular terms at ∂M . Although we
have also imposed the CMC slicing condition (and peripherally, the spatial harmonic
gauge condition), we do not believe that these were at all essential for our principal
conclusions and that one could relax them without harmful effect.
26
V. Alternative Evaluation of Singular Terms
As is well-known [14, 15] the electric components of the Weyl tensor, for a solution
of the vacuum field equations, can be expressed in terms of the physical Cauchy data
(gij, Kij) as
Eij = Rij(g)−KimKmj +KijtrgK (5.1)
where Kmj = g
mlKlj and trgK = g
klKkl. Looking at this equation though, one may
well wonder why, since the Weyl tensor is conformally invariant, the above formula for
Eij is not. The answer in part is that the above expression does not correspond to the
fundamental formula for Eij but rather to a representation of it that has been trans-
formed, through the application of the ADM field equations, to a form in which time
derivatives have been eliminated in favor of spatial ones. Thus the above expression
for Eij has, in effect, inherited the failure of the ADM equations to be conformally
invariant. But this same lack of conformal invariance in the ADM equations is pre-
cisely the feature which led, upon conformal rescaling, to the appearance of the singular
terms that we have been concerned with. Thus it should perhaps not be surprising to
find that there is a close relationship between those singular terms and the conformal
transformation properties of the above expression for Eij .
To see this explicitly, let us define
E jm := µgE jm = µggjlEml (5.2)
and reexpress the physical variables in terms of the conformal ones introduced in section
II. Even though the trace of E jm vanishes by virtue of the Hamiltonian constraint, it is
convenient to write the resulting formula in terms of the explicitly trace-free quantity
E jm − 13δjmE kk since this facilitates comparison with our earlier derivations. Using the
well-known conformal transformation properties of the Ricci tensor, and introducing
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the gravitational momentum variables pitr ij in favor of Ktrij , one easily arrives at:
− 2
3
KN˜
Ω
pitr ij − 2N˜µγ
(∇˜i∇˜jΩ
Ω
− 1
3
γij∇˜k∇˜kΩ
Ω
)
(5.3)
= 2N˜µγ(R˜
ij(γ)− 1
3
γijR˜(γ))
− 2N˜
µγ
[
γmlpi
tr ilpitr jm − 1
3
γijγmlγnkpi
tr klpitrmn
]
− 2N˜Ωγim(E jm −
1
3
δjmE kk ).
The left hand side of this equation consists of precisely the apparently singular terms
in the pitr ij evolution equation (2.22) whereas the right hand side consists of purely
regular terms provided that ΩE jm is regular at I+.
The reader may wonder however, whether we have hidden some singular behavior in
the notation by choosing the mixed, densitized form E jm to represent the electric compo-
nents of the Weyl tensor. That we have not done so however, may be seen by writing
down the evolution and constraint equations satisfied by E jm and the corresponding
magnetic components B jm, expressible in terms of ADM variables as
B jm := µgB jm = µggjlBml (5.4)
=
1
2
εilj(∇i(g)Klm −∇l(g)Kim)
or, upon assuming that trgK = constant as above and reexpressing Kij in terms of the
gravitational momentum, as
B jm =
εilj
µg
gmn gis
(∇l(g) pitrns). (5.5)
These Maxwell-like evolution and constraint equations, derivable directly from the
defining formulas for E jm and B jm through an application of the ADM equations, can
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be expressed as:
∂
∂t
E lj = (LX˜E) lj (5.6)
+ µγγ
il{−εrsjN˜,mγrmB si
− εrsi N˜,mγrmB sj
+
N˜
2
[−εrsjγrm∇˜m(γ)B si − εrsiγrm ∇˜m(γ)B sj ]}
+
5
2
N˜γjk
µγ
E lmpitr km
− N˜γkm
µγ
δljpi
tr knE mn
+
1
2
N˜
µγ
γkmpi
tr kl E mj ,
∂
∂t
B lj = (LX˜B) lj
+ µγγ
il{εrsj N˜,mγrmE si + εrsi N˜,mγrmE sj
+
N˜
2
[εrsjγ
rm∇˜m(γ)E si + εrsiγrm∇˜m(γ)E sj ]}
+
5
2
N˜γjk
µγ
B lmpitr km
− N˜γkm
µγ
δ lj pi
tr kn B mn
+
1
2
N˜γkm
µγ
pitr kl B mj , (5.7)
∇˜j(γ)E jm = − εmlrpitr ls B rs , (5.8)
∇˜j(γ) B jm = + εmlrpitr ls E rs , (5.9)
where X˜ := X i ∂
∂xi
and LX˜ signifies Lie differentiation with respect to X˜.
Though we have written the above in terms of the conformal metric variables, we
could just as well have replaced them by the physical metric components since it is
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easy to see by inspection that all of Eqns. (5.6-5.9) are conformally invariant. For this
reason, therefore, the possibility that some regular null hypersurface in the unphysical
geometry may in fact play the role of future null infinity in the physical geometry is
completely invisible to the quantities (E jm ,B jm), which evolve without any interaction
with the conformal factor Ω. Thus, unless some singular behavior is put ‘by hand’
into the initial conditions for E jm and B jm at I+, there is no reason to anticipate
that these quantities will blow up along null infinity, at least for sufficiently short
time intervals during the evolution. This plausibility argument that singular boundary
behavior for (E jm ,B jm) should not be put in ’by hand’ can, however, be strengthened to
a mathematical proof (due originally to Penrose [2]) that sufficiently smooth conformal
compactifications must necessarily have vanishing unphysical Weyl tensors at Scri. As
we shall see below, this result in turn implies that ΩE lm and ΩB lm must both vanish at
Scri.
Thus the issue of whether ΩE lm should be assumed to vanish at Scri hinges ulti-
mately upon the ‘reasonableness’ of Penrose’s smoothness hypotheses (which require
C3-differentiability of the conformal metric out to the boundary). But this question
opens the Pandora’s box of concerns as to whether one should allow so-called ‘poly-
homogeneous’ (or polylogarithmic) boundary behavior as a ‘natural’ alternative to
Penrose’s smoothness requirements. The issue of whether polyhomogeneous Scris are
actually needed for sufficient physical generality is still an open question upon which
we currently do not wish to express a definite opinion. For simplicity therefore, we
have adopted the traditional Penrose viewpoint that null infinity should be sufficiently
smooth that the corresponding argument for the vanishing of the unphysical Weyl ten-
sor at Scri can be applied. As we shall discuss more fully below however, most of our
calculations are actually compatible with the possibility that Scri could be polyhomo-
geneous instead of smooth in the Penrose sense.
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Assuming therefore that the quantities ΩE jm vanish at I+ we obtain from Eq. (5.3)
an independent expression for the apparently singular terms in the evolution equations
for pitr ij in terms of regular quantities. How do these compare with our previous calcu-
lations? It is straightforward to verify that, for the ri components of these expressions,
the two formulas agree weakly (i.e., upon satisfaction of the regularity conditions) at
the conformal boundary but not strongly. A direct comparison of the expressions for
the angular components however, is not possible since our previous calculation, through
its application of L’Hospital’s rule, required the boundary values of pitrab,r whereas the
Weyl formula given above involves no derivatives of pitrab at I+. L’Hospital’s rule was
of course also used for the evaluation of the ri components but there we could use
the momentum constraints to compute the corresponding radial derivatives, pitr ri,r at
I+. We did not need boundary expressions for the quantities pitrab,r in the calculation
to show that the vanishing of the shear of Scri is preserved since the contributions
of these radial derivatives (including the Lie derivative of pitrab and the time deriva-
tive of λab) actually conspired to cancel one another. But this earlier calculation only
succeeded to give an expression for the time derivative of the shear at Scri and did
not yield a formula for either pitrab,t or (µγ(h
achbd − 12habhcd)λcd),t separately at the
conformal boundary. To obtain the latter we require some new input. To derive an
expression for pitr ab,r at Scri, and thereby to complete the derivation of a formula for
pitrab,t at this boundary, we equate the two expressions for the angular components of
the singular terms at Scri (given by Eq. (3.27) and by the angular components of Eq.
(5.3)), assuming that they must agree, at least weakly, for any regular solution of the
field equations. The resulting formula is:
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{µγ
n
[(pitr ef
µγ
)
,r
−L(2)
Y˜
(pitr ef
µγ
)]
(5.10)
− n(Y ehfa + Y fhea)
[
µγ
(λab − 12hab(hcdλcd))
n2
]|b
+ µγ
Y eY f
n2
(λabλ
ab − 1
2
(hcdλcd)
2) +
1
2
µγh
ef (λabλ
ab − 1
2
(hcdλcd)
2)
+
3
2
µγ(λ
ef − 1
2
hef (hcdλcd))(h
abλab)
} ∣∣
I+
∧
= 0
where the (weak) vanishing of pitr ri
∣∣
I+
and habpi
trab
∣∣
I+
has been imposed to simplify
the expression.
An alternative derivation of the above formula can be developed by considering the
conformal transformation properties of the ADM expression (5.5) for the magnetic
components of the Weyl tensor in the analogous way. Reexpressing this formula in
terms of conformal variables, one arrives at
Ω γms B lm (5.11)
= εijl γir ∇˜j(γ)
(pitr rs
µγ
)
− εisl γij
(pitr pj
µγ
) Ω,p
Ω
The antisymmetric projection, εksl(γ
msΩB lm), of the above expression vanishes by
virtue of its equivalence to the momentum constraint so one needs only to consider
the symmetric projection V sl defined by
2V sl := γms Ω B lm + γmlΩ B sm (5.12)
= εijl γik ∇˜j(γ)
(pitr ks
µγ
)
+ εijs γik ∇˜j(γ)
(pitr kl
µγ
)
.
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Evaluating the right hand side of this formula and appealing to the regularity con-
straints pitr ri
∧
= 0 and [pitrab + µγ(h
achbd − 12habhcd)λcd]
∧
= 0 as well as to Eq. (5.10)
and the momentum constraints for the computations of pitr ir,r |I+ , one can show by a
straightforward calculation that
V sl
∣∣
r=r+
∧
= 0 (5.13)
as would be expected from the assumption that ΩB ml vanishes at Scri. In other words,
the vanishing of ΩB ml at Scri necessitates the enforcement of Eq. (5.10) at this bound-
ary.
Finally though, we can remove the guesswork in the aforementioned plausibility
argument by appealing to Penrose’s well-known result that states that the unphysical
Weyl tensor, W˜αβγδ(
(4)γ), should vanish at Scri [2,3]. Translated into our notation this
result gives directly that Ω E lm and Ω B lm vanish there. To see this, recall that by
conformal invariance,
Wαβγδ(
(4)g) = Wαβγδ
( (4)γ
Ω2
)
(5.14)
= W˜αβγδ(
(4)γ)
and thus that
Wαβγδ(
(4)g) = (4)gαµ W
µ
βγδ(
(4)g) (5.15)
=
1
Ω2
(4)γαµ W˜
µ
βγδ(
(4)γ)
=
1
Ω2
W˜αβγδ(
(4)γ).
Letting nµ ∂
∂xµ
be the (physical) timelike unit normal field to the chosen slicing (so that
(4)gµνn
µnν = −1) we get
Wαβγδ(
(4)g)nβnδ (5.16)
= W˜αβγδ(
(4)γ) n˜β n˜δ
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where n˜µ = n
µ
Ω yields the corresponding unit normal field defined relative to the con-
formal metric (so that (4)γµν n˜
µ n˜ν = −1).
The electric components, Eij , of the physical Weyl tensor are given (in coordinates
for which the chosen slices coincide with x0 = t = constant hypersurfaces) by
Eij =Wiβjδ(
(4)g) nβ nδ (5.17)
= W˜iβjδ(
(4)γ) n˜β n˜δ
and thus vanish at Scri by the aforementioned argument. Since, however,
ΩE lm = Ω µggjlEmj (5.18)
= µγ γ
jlEmj
it thus follows that ΩE lm vanishes at Scri. By taking appropriate duals of the above
expressions it follows in the same way that Ω B lm also vanishes there. Either one of
these results, as we have seen, is sufficient to imply Eq. (5.10) for the radial derivative
of pitr ab at the outer boundary.
Though somewhat peripheral to the above discussion, we conclude this section with
some remarks on the evolution of geometric data along the conformal boundary and on
the choice of a “conformal gauge” at Scri. Recalling that the shift vector components
X i satisfy (c.f., Eqs. (2.18), (3.9), (7.4))
Xr
∣∣
r=r+
∧
= − N˜
n
∣∣∣∣
r=r+
(5.19)
Xd
∣∣
r=r+
∧
=
{
N˜
n
Y d + Zd
} ∣∣∣∣
r=r+
one sees that
(Xr Y c +Xc)
∣∣∣∣
r=r+
∧
= Zc
∣∣∣∣
r=r+
. (5.20)
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Using this, it follows from a direct evaluation of the angular component of γij,t at
Scri that the metric hab induced on 2-dimensional slices of Scri satisfies the evolution
equation
hab,t
∣∣∣∣
r=r+
∧
= {2N˜
µγ
hac hbd[pi
tr cd (5.21)
+ µγ(h
cehdf − 1
2
hcd hef )λef ]
+
1
3
N˜hab(
Γ
N˜
+ 3 hefλef )
+
2N˜
µγ
(YaYbpi
tr rr + Yahbdpi
tr rd + Ybhadpi
tr dr)
+ Zchab,c + Z
c
,ahcb + Z
c
,bhac}
∣∣∣∣
r=r+
which clearly is weakly equivalent to
hab,t
∣∣∣∣
r=r+
∧
= { N˜
3
hab(
Γ
N˜
+ 3(hefλef )) (5.22)
+ L(2)Z˜ hab}
∣∣∣∣
r=r+
.
One could thus exploit the freedom to choose Dirichlet data for the function Γ (which
heretofore has remained unconstrained) to arrange that (Γ+3N˜ hef λef )
∣∣
r=r+
vanishes
on each t = constant slice of Scri. This choice would reduce the above evolution equation
to the essentially trivial form
hab,t
∣∣∣∣
r=r+
∧
= {L(2)
Z˜
hab}
∣∣∣∣
r=r+
(5.23)
or, if one also exploits the freedom to set Zd
∣∣∣∣
r=r+
∧
= 0 at Scri, to the manifestly trivial
form
hab,t
∣∣∣∣
r=r+
∧
= 0 (5.24)
when Zd
∣∣∣∣
r=r+
= (Γ + 3N˜ hefλef )
∣∣∣∣
r=r+
∧
= 0.
35
A ‘covariant interpretation’ of this (potential) choice for (Γ+ 3N˜ hefλef )
∣∣∣∣
r=r+
can
be uncovered by applying the (conformal) wave operator (4)γ to the conformal factor
Ω and evaluating the result at Scri. A straightforward calculation yields the result
(4)γΩ
∣∣∣∣
I+
∧
=
2K
3
{
habλab +
1
3
Γ
N˜
} ∣∣∣∣
r=r+
. (5.25)
Thus the special choice of Dirichlet data for Γ discussed above corresponds to imposing
the ‘conformal gauge condition’ that (4)γ Ω vanish at Scri. By appealing to the
conformal transformation properties of the 4-dimensional Einstein tensor, one can show
that this conformal gauge choice further implies that
(4)∇˜µ((4)γ) (4)∇˜ν ((4)γ)Ω
∣∣∣∣
I+
∧
= 0 (5.26)
i.e., that the full 4-dimensional conformal Hessian of Ω vanishes at Scri [16]. Since this
result simplifies numerous formulas evaluated at Scri, it is often imposed to streamline
various calculations at the conformal boundary. The above discussion shows that such
a choice of conformal gauge is fully compatible with our formalism and determines a
correspondingly ‘natural’ choice for the Dirichlet data for Γ while leaving unconstrained
the boundary values of N˜ and Zd.
Assuming Penrose’s result that the quantities ΩE lm and ΩB lm should vanish at Scri
we can use Eq. (5.10) to eliminate the radial derivative, pitr ef,r
∣∣
I+
, from the equation
of motion for pitr ef
∣∣
I+
. In view of Eqs. (4.6) and (5.21) however, it clearly suffices to
present instead the (slightly simpler) equation of motion for λab
∣∣
I+
. A straightforward
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calculation making use of Eqs. (2.21), (3.2) and (3.7) yields
{2n∂λab
∂t
} ∣∣
r=r+
∧
= (5.27)
{−nλab 2N˜
µγ
n2pitr rr +
n
3
Γλab
+ [2Yb
N˜
µγ
n2pitr rr +
2N˜
µγ
n2hcbpi
tr rc]|a
+ [2Ya
N˜
µγ
n2pitr rr +
2N˜
µγ
n2hacpi
tr rc]|b
− {2N˜
µγ
hachbdpi
tr cd +
2N˜
µγ
[YaYbpi
tr rr
+ Yahbdpi
tr rd + Ybhadpi
tr rd]},r
− 2N˜λab,r + 2N˜(L(2)Y˜ λab) + 2n(L(2)Z˜λab)
+ L(2)Y˜ [
2N˜
µγ
hachbdpi
tr cd +
2N˜
µγ
(YaYbpi
tr rr
+ Yahbdpi
tr rd + Ybhadpi
tr rd)]
− [n2( N˜
n
)|b]|a − [n2(
N˜
n
)|a]|b
+
1
3
hab(Y
cΓ,c − Γ,r)}
∣∣
r=r+
.
For completeness we also list the equations of motion for the metric functions n and
Y c:
2
n
∂n
∂t
=
2N˜
µγ
n2 pitr rr +
1
3
Γ (5.28)
+ 2Xc
n,c
n
− 2Y cXr,c +
2
n
(nXr),r ,
∂Y c
∂t
= 2Y c
N˜
µγ
n2pitr rr +
2N˜
µγ
n2pitr rc (5.29)
+XaY c,a −Xc,aY a +Xr,a(n2hac − Y aY c)
+ (XrY c +Xc),r.
Notice though that even when these are evaluated at I+ they involve radial derivatives
of the unknowns as well as those of X i at Scri. The same is true of Eq. (5.27). Thus,
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unlike Eqs. (4.1) or (5.21) for example, Eqs. (5.27) - (5.29), when evaluated at Scri, are
not fully intrinsic to this boundary. This would of course be all the more true if Pen-
rose’s result is not presupposed and the radial derivatives, pitr ef,r
∣∣
I+
, can therefore not
be eliminated as discussed above. On the other hand, if Penrose’s smoothness assump-
tions are made, then one can return to the momentum constraints (3.17) and compute
an additional radial derivative thereof in order to derive expressions for pitr rr,rr
∣∣
I+
and
pitr ra,rr
∣∣
I+
. These may be useful in extending the Taylor expansions for the quantities
pitr ri about I+ but one should keep in mind that the additional smoothness require-
ments needed to justify this calculation may be incompatible with the generality desired
for the solutions under study. We shall return briefly to this issue in the concluding
section.
VI. Concluding Remarks
In the section above we mentioned the (still controversial) issue of deciding whether
Penrose’s smoothness hypotheses are overly restrictive from the stand-point of physical
generality. Fortunately however most of our central results do not require stringent dif-
ferentiability assumptions and are in fact compatible with so-called ‘polyhomogeneous’
(or ‘polylogarithmic’) behavior at Scri. To see this we appeal to the conclusions derived
in Refs. [12,13] wherein one finds that polylogarithmic behavior, if present, sets in at
the level of the fourth radial derivative of Ω and the second radial derivative of pitr ij
at I+. But our Taylor expansion calculations only determined the radial derivatives
of Ω up to the third order and those of pitr ri up to the first. Only if Penrose-level
regularity was additionally assumed could one go further and compute the quantities
{pitr rr,rr , pitr ra,rr , pitrab,r }
∣∣
I+
for example, but none of these were needed in the demonstra-
tion of regularity at the boundary or its preservation under time evolution.
If polylogarithmic Scris are allowed, then one must forego the argument that the
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unphysical Weyl tensor vanishes at null infinity and therefore also the corresponding
evaluation of the aforementioned, higher radial derivatives at I+ since the latter, in
general, may not have well-defined limits at this boundary. But since none of these
were essential to our central results, we believe the latter are fully compatible with
polylogarithmic, as opposed to smooth, behavior at Scri.
Some numerical relativists may wish to put their outer boundaries at Scri but prefer
not to adopt constrained evolution or prefer to avoid the use of our CMCSH gauge
conditions and wonder, accordingly, whether our results have any relevance for them.
While we cannot draw definitive conclusions that are sure to apply to an arbitrary
numerical setup we can nevertheless make several general points in this regard. First
of all, the main tool needed for verifying finiteness and then actually evaluating the
apparently singular terms at Scri has been the strict enforcement, at least to the requi-
site order in a Taylor expansion, of the Einstein constraint equations and the vanishing
shear condition at the outer boundary. Thus we would anticipate that any strategy
for say free (as opposed to constrained) evolution would have to be coupled with strict
enforcement, to the needed order, of these constraints at the boundary. Otherwise,
there seems to be no hope for showing that the evolution equations are actually regular
at Scri. On the other hand, the ‘universal’ character of our calculations (i.e., the fact
that they hinged purely on imposition of these constraints) would seem to show that
they apply equally well to a variety of formulations of the field equations and not just
our own.
Furthermore, gauge conditions played a rather peripheral role in our analysis and,
for that reason, we do not think that our particular choice was at all crucial for the
main results. We have already sketched how the CMC condition could be relaxed and
our calculations modified accordingly. If the mean curvature, trgK = gijK
ij, is allowed
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to evolve, its equation of motion, in our notation, can be written
∂
∂t
(trgK) = −Ω(γijN˜;ij)− N˜(γijΩ;ij)− R˜(γ)
2
ΩN˜ (6.1)
+ 3γijN˜,iΩ,j +
3
2
N˜Ω
pitr impitr jl
(µγ)2
γijγml
+X i(trgK),i
and has no irregular behavior at Scri. Furthermore, our preservation of regularity
calculations did not make use of our elliptic equation for the shift vectorX i ∂
∂xi
(imposed
to preserve spatial harmonic coordinate conditions for γij) or of our normalization
condition R˜(γ) = constant. In addition, they did not lead to any restriction upon the
asymptotic gauge data {N˜, Za ∂
∂xa
} ∣∣
I+
. They did make use of our elliptic equation for
the conformal lapse function N˜ but this was forced in large measure by our imposition
of CMC slicing conditions and use of a simplified form of the momentum constraint
which only holds in CMC gauge. We have little doubt that the preservation of regularity
calculations would work equally well in a variety of other frameworks.
Concerning the issue of a stable, numerical implementation of the regularity condi-
tions at Scri, this has not yet been carried out. A key point though is that, in any such
implementation, the computer would not be expected to re-derive (by delicate limit-
ing procedures) regular expressions for the apparently singular terms in the evolution
equations at the boundary. These would be explicitly provided as boundary conditions
through formulas such as (3.25)-(3.27). In view of the comments in section IV regard-
ing the ’frictional restoring forces’ in effect near Scri, it is very plausible that a stable
implementation of these boundary conditions is numerically achievable.
In summary, we see little reason why a wide variety of numerical setups could not
consistently place their outer boundaries at Scri. As a prominent numerical relativist
recommended to one of us some years ago “If you want to go to Scri - just do it”.
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VII. Appendix
In the notation we have used, the Einstein tensor,
G˜ij(γ) := R˜ij(γ)− 1
2
γijR˜(γ), (7.1)
of the metric γij has components
G˜rr(γ) = − 1
2n2
[
λabλcdh
achbd − (hcdλcd)2
+ (2)R(h)
]
, (7.2)
G˜rf (γ) =
1
n
haf
[− λ |bab + (hcdλcd)|a]
+
Y f
2n2
[
λabλcdh
achbd − (hcdλcd)2 + (2)R(h)
]
,
G˜ef (γ) =
(
heahfb
n
− h
efhab
n
)
[λab,r − L(2)Y˜ λab
− n|ab + n (2)Rab(h) + 2nhcdλadλbc − nλab(hcdλcd)
]
− 1
n
(Y ehaf + Y fhea)(−λ |cac + (hcdλcd)|a)
+
1
2
(
hef − Y
eY f
n2
)[
λabλcdh
achbd − (hcdλcd)2
+ (2)R(h)
]
where (2)Rab(h) and
(2)R(h) are the Ricci tensor and scalar curvature of the 2-metric
hab, |a signifies covariant differentiation with respect to this metric and L(2)Y˜ signifies
Lie differentiation with respect to the 2-dimensional ‘shift’ field Y a ∂
∂xa
= (2)Y˜ . The
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Laplacian of a function F is given by
γijF;ij = (h
ab +
Y aY b
n2
) F|ab − F,r
n
(habλab) (7.3)
+
Y c
n
F,c(h
abλab) + F,r
Y a
n3
n|a − F,r n,r
n3
− 2
n
Y aF,ch
cbλab +
2Y a
n2
F,cY
c
|a
+
F,c
n
hcdn|d −
Y a
n3
F,cY
cn|a −
2Y a
n2
F,ra
+
1
n2
F,rr +
F,c
n3
Y cn,r − F,c
n2
hcdYd,r
+
F,c
2n2
(Y aY bhab)
|c.
The contravariant components, γij , of this metric are given by
γrr =
1
n2
, γra = − Y
a
n2
, (7.4)
γab = hab +
Y aY b
n2
(where hab is the contravariant form of hab) and the volume element µγ is expressible
as
µγ = nµh (7.5)
where µh is the area element of hab.
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