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Abstrakt
Pro účely porovnávací metodiky je třeba sestavovat databáze cen. Tyto databáze se ná-
sledně statisticky vyhodnocují. Na vzorové databázi je předveden a popsán komplexní
postup při statistickém vyhodnocování.
Summary
For comparative method purposes is needed to set together price databases. These must
be consequently statistically analyzed. Complex procedure of statistics interpretation is
described and demonstrated on the exemplary database.
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1 ÚVOD
Porovnávací metoda ocenění majetku je jedním ze základních způsobů ocenění ne-
movitostí. Z prodejních cen srovnatelných nemovitostí usuzuje na pravděpodobnou výši
ceny posuzované nemovitosti. Přístup, založený na porovnání, je klíčový při odhadu tržní
hodnoty a je nejčastěji užívaný v běžném tržním prostředí.
Cílem diplomové práce je tvorba postupu při zpracování databází pro ocenění nemo-
vitostí multikriteriální metodou přímého porovnání. Součástí bude přehled dostupných
zdrojů informací, kritéria jejich výběru a způsob zpracování. Dále pak odvození tržní
ceny pomocí přepočítacích indexů, které respektují odlišnosti oceňované nemovitosti a
porovnávacích objektů. Dle těchto zásad bude sestavena vzorová databáze.
Upravené ceny porovnávacích objektů je třeba testovat na extrémní hodnoty. Takové
hodnoty by nepřiměřeným způsobem ovlivňovaly cenu porovnávané nemovitosti, proto je
třeba je odstranit, k tomu slouží statistické testy pro odstraňování odlehlých hodnot. V
diplomové práci budou shrnuty teoretické základy statistiky pro tuto problematiku a bude
uveden přehled a vhodnost použití statistických testů na porovnávací databáze různých
rozsahů.
Teoreticky popsaný postup použiji pro vytvoření a zpracování databáze.
13
14
2 ZÁKLADNÍ METODY
OCENĚNÍ NEMOVITOSTÍ
V procesu oceňování nemovitostí jsou zpravidla využívány tři základní mezinárodně
uznávané metody ocenění - porovnávací (srovnávací, komparační) metoda, nákladová me-
toda a příjmová (výnosová) metoda. Při hodnocení majetku mohou být využity všechny
tři metody, popřípadě jejich kombinace v závislosti na povaze majetku a účelu jeho oce-
ňování.
2.1 POROVNÁVACÍ METODA
Porovnávací metoda (tržní metoda) stanovuje hodnotu pomocí analýzy prodejů srov-
natelných majetků v nedávném období. Tržně srovnávací metoda je založena na předpo-
kladu, že by informovaný kupec za majetek nezaplatil více, než jsou náklady na pořízení
jiného majetku se stejnou využitelností. Při oceňování majetku jsou analyzovány podobné
majetky nedávno prodané nebo nabídnuté k prodeji v současných tržních podmínkách.
Tyto majetky jsou porovnány s oceňovaným majetkem a následně jsou provedeny úpravy
na základě rozdílností ve faktorech, jako jsou datum prodeje, lokalita, typ, stáří, technický
stav a pravděpodobné budoucí využití.
2.2 NÁKLADOVÁ METODA
Nákladová metoda zohledňuje náklady spojené s reprodukcí nebo nahrazením oceňo-
vaného majetku. Z této hodnoty se odečítají případné odpisy nebo znehodnocení vzniklé
fyzickým opotřebením majetku a funkční nebo ekonomickou nedostatečností, pokud exis-
tují a jsou měřitelné. Nákladová metoda je založena na předpokladu, že informovaný
kupec by za majetek nezaplatil více, než jsou náklady na pořízení majetku nahrazující se
stejnou využitelností předmětný majetek.
Informace o oceňovaném majetku jsou využívány ke stanovení nákladů na pořízení
majetku jakožto nového a pro stanovení nákladů na jeho srovnatelné nahrazení.
Náklady na pořízení majetku jakožto nového jsou náklady na vybudování stejného
majetku při současných cenách, při použití stejných materiálů, stavebních a výrobních
norem, projektu, celkového uspořádání a kvality provedení.
Náklady na nahrazení majetku jakožto nového jsou náklady na vybudování majetku se
stejnou využitelností při současných cenách, při použití moderních technologií v souladu
s novými normami, moderního projektu a celkového uspořádání.[12]
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2.3 VÝNOSOVÁ METODA
Výnosová (příjmová) metoda odvozuje hodnotu majetku od hodnoty budoucích pří-
jmů, které z něho lze získat. Současná hodnota budoucích příjmů se zjišťuje procesem
diskontování budoucích hodnot příjmů na jejich současnou hodnotu.
Majetky, které jsou schopny generovat příjem, jsou obvykle na základě této skutečnosti
oceňovány. Při použití výnosové metody je ocenění provedeno na základě kapitalizace
potenciálního čistého příjmu z pronájmu majetku v míře odpovídající investičním rizikům
obsaženým ve vlastnictví tohoto majetku.
Prvním krokem u této metody je stanovení potenciálního hrubého příjmu, který může
být vytvořen oceňovaným majetkem. Dále je stanovena neobsazenost a provozní náklady,
které jsou odečteny od potenciálního hrubého příjmu pro získání provozního příjmu. Ode-
čtením rezervy na renovace od provozního příjmu je stanoven čistý provozní příjem před
zdaněním. Hodnota majetku je potom stanovena pomocí dvou kapitalizačních postupů -
přímé kapitalizace a/nebo analýzy diskontovaného cash ﬂow.
Pokud je správně aplikována, je tato metoda obecně považována za spolehlivou indikaci
hodnoty majetků pořizovaných pro jejich schopnost produkovat příjem.[12]
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3 NÁZVOSLOVÍ
POROVNÁVACÍCH METOD
OCENĚNÍ
Zdrojem pro tuto kapitolu je [1].
3.1 TYPY NEMOVITOSTÍ PRO OCEŇOVÁNÍ
Oceňovaná nemovitost - nemovitost, jejíž cenu je třeba zjistit.
Srovnávací nemovitost - nemovitost, u které známe cenu i parametry (obec - její vy-
bavení, význam a infrastruktura, poloha nemovitosti v obci, účel užití stavby, výměry,
vybavenost, technický stav, rozsah, vhodnost a technický stav staveb příslušenství, veli-
kost a druh pozemků apod.)
3.2 DRUHY POROVNÁVACÍCH METOD
Metoda monokriteriální - metoda, při níž je je porovnávání prováděno pouze na základě
jednoho kritéria.
Metoda multikriteriální - metoda, při níž je porovnávání prováděno na základě více
kritérií.
Metoda přímého porovnání - metoda porovnání přímo mezi nemovitostmi srovnáva-
cími a nemovitostí oceňovanou. Princip metody spočívá v tom, že z databáze znalce o re-
alizovaných resp. inzerovaných prodejích podobných nemovitostí je pomocí přepočítacích
indexů jednotlivých objektů odvozena tržní cena oceňovaného objektu. Indexy odlišnosti
u jednotlivých objektů respektují jejich rozdíl oproti oceňovanému objektu.
Obrázek 3.1: Metoda přímého porovnání
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Metoda nepřímého porovnání - metoda, při níž je oceňovaná nemovitost porovnávána
se standardním objektem přesně deﬁnovaných vlastností a jeho cenou. Cena standardního
objektu je přitom odvozena na základě zpracované databáze nemovitostí (jejich vlastností
a cen).
Obrázek 3.2: Metoda nepřímého porovnání
3.3 DATABÁZE NEMOVITOSTÍ
Databáze nemovitostí - utříděný a statisticky zpracovaný soubor dat o nemovitostech
(obec, poloha nemovitosti v obci, cena nemovitosti, její velikost, technický stav, výměry,
způsob zjištění dat apod.).
3.4 PLOCHY POUŽÍVANÉ PŘI OCENĚNÍ
NEMOVITOSTÍ
Zastavěná plocha stavby - plocha ohraničená ortogonálními (pravoúhlými) průměty
vnějšího líce svislých konstrukcí všech nadzemních i podzemních podlaží do vodorovné
roviny. Zpravidla se zjišťuje jako zastavěná plocha prvního nadzemního podlaží, zvětšená
o všechny přesahující výměry dalších podlaží.
Zastavěná plocha podlaží - plocha půdorysného řezu v úrovni horního líce podlahy
tohoto podlaží, vymezená vnějším lícem obvodových konstrukcí tohoto podlaží včetně
omítky. U objektů poloodkrytých je vnějším obvodem obalová čára vedená vnějším lícem
svislých konstrukcí.
Podlahová plocha - vnitřní plocha místností, měřená u podlahy. Nezapočítává se pů-
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dorysná plocha svislých konstrukcí, plocha okenních a dveřních ústupků, plocha, v níž
není strop nižšího podlaží.
Plocha užitková hrubá - podlahová plocha všech místností, bez komunikačních prostor.
Plocha užitková čistá - hrubá užitková plocha bez vnitřních komunikačních a obsluž-
ných prostor.
3.5 KOEFICIENT ODLIŠNOSTI
Koeﬁcient vyjadřující vliv jedné vlastnosti nemovitosti na rozdíl v ceně oproti jiné
obdobné nemovitosti. Je-li hodnota srovnávací nemovitosti vlivem tohoto koeﬁcientu vyšší
než nemovitosti oceňované, je koeﬁcient vyšší než 1. Kombinace více koeﬁcientů se využívá
pro zjištění indexu odlišnosti.
3.6 INDEX ODLIŠNOSTI
Index vyjadřující vliv více vlastností nemovitosti na rozdíl v ceně. Je-li hodnota srov-
návací nemovitosti vyšší než nemovitosti oceňované, je index vyšší než 1.
3.7 KOEFICIENT PRODEJNOSTI
Poměr mezi skutečně dosaženou prodejní cenou a odpovídající časovou cenou nemo-
vitostí určitého, resp. srovnatelného typu v rozhodné době a v rozhodném místě.
3.8 CENY POUŽÍVANÉ PŘI OCENĚNÍ
NEMOVITOSTÍ
Tržní cena nemovitosti - cena nemovitosti, zjištěná z trhu nemovitostí (nemovitost
prodaná nebo k prodeji nabízená).
Jednotková cena - cena za jednotku výměry (m3 obestavěného prostoru, m2 podlahové
plochy, m2 užitkové plochy, m2 výměry pozemku, m délky apod.)
Jednotková tržní cena - tržní cena nemovitosti, přepočtená na jednotku výměry.
Indexovaná tržní cena - tržní cena srovnávacího objektu, upravená indexem odlišnosti
tohoto objektu vůči objektu oceňovanému na cenu oceňovaného objektu.
Indexovaná jednotková tržní cena - jednotková tržní cena srovnávacího objektu, upra-
vená indexem odlišnosti tohoto objektu vůči objektu oceňovanému na jednotkovou cenu
oceňovaného objektu.
Standardní tržní cena - tržní cena standardu, etalonu - nemovitosti s deﬁnovanými
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vlastnostmi, považované pro daný typ nemovitostí za výchozí pro ocenění konkrétní oce-
ňované nemovitosti.
Standardní jednotková tržní cena - tržní ceny výměry jednotky standardu, etalonu -
nemovitosti s deﬁnovanými vlastnostmi, považované pro daný typ nemovitostí za výchozí
pro ocenění konkrétní oceňované nemovitosti, zjištěná z tržních cen nemovitostí.
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4 OCENĚNÍ CENOVÝM
POROVNÁNÍM
Podle zákona č. 151/1997 Sb., o oceňování majetku je jedním ze způsobů oceňovaní
porovnávací způsob, který vychází z porovnání předmětu ocenění se stejným nebo obdob-
ným předmětem a cenou sjednanou při jeho prodeji; je jím též ocenění věci odvozením z
ceny jiné funkčně související věci. Ocenění se provádí porovnáním s věcmi obdobnými, k
datu ocenění volně prodávanými, na základě řady hledisek:
• druh a účel věci;
• koncepce a technické parametry;
• materiál;
• kvalita provedení;
• podmínky výroby (kusová, sériová. . . );
• technický stav (opotřebení, stav údržby, vady);
• opravitelnost;
• dostupnost náhradních dílů;
• u nemovitostí především poloha (umístění).
U věcí movitých je cenové porovnání jednodušší vzhledem k tomu, že jsou vyráběny a
prodávány zpravidla sériově (věci vyrobené v téže době se vzájemně neliší), ve větším
počtu. Existuje rozsáhlejší trh a v důsledku toho jsou známy ceny movitých věcí nových
a obvykle i použitých. Jen malou část movitých věcí tvoří takové, jež nejsou předmětem
trhu. Movité věci jsou dále víceméně volně přemístitelné, v důsledku čehož se jejich ceny
ve velké oblasti příliš neliší.
Naproti tomu nemovitosti přemístitelné nejsou. Cena nemovitosti je velmi závislá na
její poloze (nejvíce u nemovitostí výrobních, u kterých je důležité dopravní spojení). Vliv
polohy na cenu je třeba tedy vždy mít na paměti a porovnávat nemovitosti ve stejných
nebo alespoň velmi podobných polohách; přitom i na jedné ulici s typovými rodinnými
domy může být vliv takový, že na různých koncích ulice budou ceny různé.
Další skutečností je, že stavby zpravidla nejsou totožné, velmi blízká podobnost bude
zpravidla jen u bytů stejné kategorie a velikosti. Rodinné domy se liší velikostí, vybavením i
technickým stavem. Je tedy třeba při porovnávání brát v úvahu, nakolik jsou porovnávané
nemovitosti podobné, jejich odlišnosti pak vyjádřit v ceně.[1]
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4.1 OCENĚNÍ ODBORNOU ROZVAHOU
Porovnání cen nemovitostí je možné provést na základě srovnání oceňované stavby
s jinými nemovitostmi a jejich inzerovanými, resp. skutečně realizovanými cenami. Jako
podklad může sloužit např. seřazený výpis z realitní inzerce nebo z realitního serveru. Na
základě uvedených podkladů pak následuje zdůvodnění a uvedení odhadnuté ceny nebo
rozmezí, v němž by se přiměřená cena měla pohybovat. Tato metoda je v současné době
považována za méně přesnou.
4.2 OCENĚNÍ METODOU INDEXU ODLIŠNOSTI
Tato metoda vychází ze srovnání s jinými prakticky stejnými nemovitostmi a jejich
inzerovanými, resp. skutečně realizovanými cenami a zohledňuje určité vlivy, které mají
nezanedbatelný vliv na tržní cenu nemovitosti. Vždy by měly být srovnávací nemovitosti
v odhadu či posudku uvedeny podrobně a včetně pramene, odkud byly získány. Následně
se rozdíly mezi nimi upraví.[7]
Pokud je možno provést srovnání nejméně se třemi obdobnými objekty shodných vněj-
ších i vnitřních charakteristických znaků, porovnáním jejich velikosti, polohy, využití, tech-
nického stavu a jejich inzerovaných, resp. zaplacených cen, určí znalec srovnávací cenu na
základě porovnání dostupných informací a svých odborných znalostí.[1]
Pro metodu nepřímého porovnání by bylo třeba nejprve z těchto objektů vytvořit
tzv. průměrnou srovnávací nemovitost a tu následně porovnávat s oceňovanou nemovi-
tostí. Cena průměrné srovnávací nemovitosti se vypočte z cen srovnávacích objektů výše
uvedeným způsobem. Tato cena se poté využije tak, že pro následně oceňovaný objekt se
vypočte koeﬁcientKC porovnáním s výše deﬁnovaným standardním objektem a tímto ko-
eﬁcientem se násobí cena standardního objektu z databáze. To je vhodné při opakovaném
používání databáze srovnávacích nemovitostí.
Při použití porovnávacích metod je důležitý správný výběr porovnávacích koeﬁcientů,
protože jiné koeﬁcienty budou podstatné pro ocenění prodejny a jiné pro rekreační ob-
jekt. U prodejny bude (co se týče tržní ceny) hrát velkou roli potenciál zákazníků (vybraná
frekventovaná místa. . .), u rekreačního objektu bude spíše oceněno to, jestli je okolí dosta-
tečně atraktivní pro turisty a je možné, že bude mít vliv frekventovanosti místa opačný
efekt než u prodejny.
Tržní cena je střetem nabídky a poptávky po nemovitosti a právě poptávka je určena
užitkem pro poptávajícího. Tudíž i u nemovitosti, která je nabízena za několik desítek
milionů a která má reprodukční hodnotu několik desítek milionů i časovou cenu (věcnou
hodnotu) podobně vysokou, nemusí být její tržní cena ani zdaleka takto vysoká. Dokonce
může být neprodejná a v tom případě žádnou tržní cenu nemá. Proto některé vlivy (např.
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umístění nemovitosti) mají na tržní cenu obrovský vliv, aniž by to souviselo s tím, jak je
vysoká nákladová cena této nemovitosti.[7]
4.3 OCENĚNÍ KLIMEŠOVOU SROVNÁVACÍ
METODIKOU
Tato metoda byla publikována Ing. Vladimírem Klimešem, CSc. jako srovnávací meto-
dika pro zjištění obecné (tržní) ceny nemovitosti. Principielně vychází z přepočtu zjištěné
věcné hodnoty nemovitosti na obecnou cenu prostřednictvím tzv. cenového koeﬁcientu.
Tento koeﬁcient představuje koeﬁcient prodejnosti, který je užíván při administrativním
oceňování nemovitosti podle zákona č. 151/1997 Sb. a prováděcí vyhlášky č. 3/2008 Sb.[7]
Srovnávací hodnota se za pomoci cenového koeﬁcientu vypočte podle vztahu:
Hs = Hn× k, kde
Hs . . . . . . . . . . . . . . . . . . . . . .srovnávací hodnota [Kč];
Hn . . . . . . . . . . . . . . . . . . . . .věcná hodnota [Kč];
k . . . . . . . . . . . . . . . . . . . . . . .cenový koeﬁcient [-], určený ze vztahu:
k =
∑21
n=1(vn × ci)∑21
n=1 vn
, kde
k . . . . . . . . . . . . . . . . . . . . . . .cenový koeﬁcient;
vn . . . . . . . . . . . . . . . . . . . . . .váha n-tého znaku;
ci . . . . . . . . . . . . . . . . . . . . . . .cenový index kvalitativní třídy.
Pro použití této metody je nutné, aby se jednalo o objekty velmi podobné, nebo je
nutné provést výpočet nikoliv pro celkové, ale pro jednotkové ceny staveb a pozemků.
Ke stanovení cenového koeﬁcientu slouží tabulky, obsahující 21 hodnotících znaků.
Tabulky jsou sestaveny pro obytné budovy, protože je na ně v současnosti poskytována
hypotéka.
4.4 OCENĚNÍ METODOU STANDARDNÍ
JEDNOTKOVÉ TRŽNÍ CENY
Tato metoda ke stanoveni tržní ceny nemovitosti porovnávacím způsobem vychází z
jednoznačného přepočtu tržních cen na tržní ceny jednotkové. Tyto jednotkové ceny jsou
vztaženy na jednotku nějaké výměry, zpravidla té, která nejlépe vystihuje typ posuzované
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nemovitosti.[7]
Nejčastěji se jedná o obestavěný prostor (m3), zastavěnou plochu (m2), podlahovou
plochu (m2), méně časté jsou pak hrubá a čistá užitková plocha (to je plocha bez scho-
dišť, výtahových šachet a podobných prostorů) v případě garáže by jednotkou mohl být
například počet parkovacích stání.
Jedná se o stanovení standardní (průměrné) nemovitosti, která bude následně sloužit
při ocenění konkrétních nemovitostí daných typů. Tato metoda se zpravidla opírá o větší
soubor dat a tedy i o statistické zpracování. Čím je soubor dat rozsáhlejší, tím přesnější
hodnoty standardní nemovitosti získáme. Tedy platí Zákon velkých čísel neboli Čebyše-
vova věta, která tvrdí, že posloupnost aritmetických průměrů konverguje podle pravděpo-
dobnosti ke střední hodnotě. Takže v případě, že budeme mít velký počet nemovitostí k
porovnání lze střední hodnotu (nejpravděpodobnější hodnotu srovnávané nemovitosti) od-
hadnout průměrem výsledků cen jednotlivých nemovitostí. Toto lze využít ke kvalitnímu
stanovení kritérií a ceny standardní (průměrné) nemovitosti.
Tento statisticky dokázaný jev je ovšem v tomto případě oslabován realitou. Pokud
bychom chtěli co nejvíce rozšiřovat datový soubor, budeme muset připustit zvětšování
rozdílů mezi nemovitostmi, abychom je do datového souboru mohli zařadit.
Srovnání a posouzení jednotlivých kritérií je vyjádřeno koeﬁcientem, jehož hodnota
se pohybuje okolo 1,0. Kritérií je 31, ale při hodnocení nemusí být všechna použita. Veš-
keré hodnoty se navzájem násobí a výsledný index určité srovnávací nemovitosti upravuje
jednotkovou tržní cenu této nemovitosti na tzv. standardní jednotkovou cenu. Střední
hodnota těchto všech je potom standardní jednotková tržní cena. Ta se vynásobí inde-
xem odlišnosti od oceňované nemovitosti a dostaneme jednotkovou tržní cenu oceňované
nemovitosti.
Koeﬁcient odlišnosti vyjadřuje vliv jedné vlastnosti nemovitosti na rozdíl v ceně oproti
jiné obdobné nemovitosti (multiplikační koeﬁcient). Kombinací více koeﬁcientů dostaneme
tzv. index odlišnosti. Ten v sobě zahrnuje vliv více vlastností, které způsobují rozdíl v
ceně. Když je cena srovnávací nemovitosti vyšší než oceňované, je tento index větší než
1, což je patrno ze vztahu:
IS =
TCS
TC0
, resp. IS =
JTCS
JTC0
, kde
TCS . . . . . . . . . . . . . . . . . . . .tržní cena srovnávací nemovitosti;
TC0 . . . . . . . . . . . . . . . . . . . .tržní cena oceňované nemovitosti;
JTCS . . . . . . . . . . . . . . . . . . .jednotková tržní cena srovnávací nemovitosti;
JTC0 . . . . . . . . . . . . . . . . . . .jednotková tržní cena oceňované nemovitosti;
IS . . . . . . . . . . . . . . . . . . . . . .index odlišnosti srovnávacího objektu.
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Index odlišnosti srovnávacího objektu vyjadřuje, kolikrát je podle názoru odhadce
cena (resp. jednotková cena) srovnávacího objektu vyšší než cena (resp. jednotková cena)
objektu oceňovaného. V metodě nepřímého porovnání vyjadřuje, kolikrát je podle ná-
zoru odhadce cena (resp. jednotková cena) srovnávacího objektu vyšší než cena (resp.
jednotková cena) objektu standardního.
Tržní cena srovnávacího objektu TCS upravená indexem odlišnosti tohoto objektu vůči
objektu oceňovanému IS na cenu oceňovaného objektu se nazývá indexovaná tržní cena.
Analogicky indexovaná jednotková tržní cena je výše uvedená cena vztažená na jednotku
výměry.[6]
ITCS =
TCS
IS
, resp. IJTCS =
JTCS
IS
, kde
TCS . . . . . . . . . . . . . . . . . . . .tržní cena srovnávací nemovitosti;
ITCS . . . . . . . . . . . . . . . . . . .indexovaná tržní cena srovnávací nemovitosti;
JTCS . . . . . . . . . . . . . . . . . . .jednotková tržní cena srovnávací nemovitosti;
IJTCS . . . . . . . . . . . . . . . . .indexovaná jednotková tržní cena srovnávací nemovitosti;
IS . . . . . . . . . . . . . . . . . . . . . .index odlišnosti srovnávacího objektu.
Při porovnávání s více srovnávacími objekty se určí tržní cena oceňované nemovitosti
jako aritmetický průměr indexovaných tržních cen srovnávacích nemovitostí. Obdobně
tomu je při porovnání nepřímém, kdy se z indexovaných tržních cen srovnávacích nemovi-
tostí udělá aritmetický průměr. Výsledkem tohoto průměru je přímo standardní tržní cena,
tedy cena standardního objektu. Analogicky se postupuje pro verzi jednotkové ceny.[6]
STC =
∑n
i=1 ITCSi
n
, resp. SJTC =
∑n
i=1 IJTCSi
n
, kde
ITCSi . . . . . . . . . . . . . . . . . .indexovaná tržní cena i-té srovnávací nemovitosti;
STC . . . . . . . . . . . . . . . . . . . .standardní tržní cena;
IJTCSi . . . . . . . . . . . . . . . . .indexovaná jednotková tržní cena i-té srovnávací nemovi-
tosti;
SJTC . . . . . . . . . . . . . . . . . .standardní jednotková tržní cena;
n . . . . . . . . . . . . . . . . . . . . . . .počet srovnávacích nemovitostí.
Pokud porovnáváme cenu nemovitosti jako celku a ne jednotkovou, je třeba, aby byla
v indexu odlišnosti zahrnuta i případná jiná výměra.
Výsledná tržní cena v metodě nepřímého porovnání je dána jako součin standardní
tržní ceny (resp. jednotkové ceny) a indexu odlišnosti oceňovaného objektu vůči standard-
nímu. Jednotkovou cenu oceňované nemovitosti je nutné vynásobit její výměrou.
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4.5 OCENĚNÍ POROVNÁVACÍ METODOU
PODLE VYHLÁŠKY
Ve vyhlášce č. 540/2002 Sb., kterou se provádějí některá ustanovení zákona č. 151/1997
Sb., o oceňování majetku, byl poprvé zpracován postup pro ocenění porovnávacím způ-
sobem. Vyhláškou č. 452/2003 Sb. se rozšířil druh nemovitostí oceňovaných porovnávací
metodou a v současné době, dle vyhlášky č. 3/2008 Sb. je rozpracováno použití porovná-
vací metody pro následující objekty:
• garáže;
• byty ve vícebytovém domě;
• rekreační a zahrádkářské chaty;
• rodinné domy, rekreační chalupy a rekreační domky.
4.5.1 Ocenění porovnávacím způsobem dle vyhlášky č.
452/2003 Sb.
Vyhláška č. 540/2002 Sb. zavedla ocenění porovnávacím způsobem pro byty ve více-
bytových domech a pro garáže, jež netvoří příslušenství jiných hlavních staveb. Novelou
č. 452/2003 Sb. přibyly ještě rekreační a zahrádkářské chaty.
Obecně, při ocenění uvedených staveb porovnávacím způsobem dle vyhlášky, získáme
základní cenu upravenou (za m2 obestavěného prostoru garáže či chaty a za m2 podla-
hové plochy bytu či nebytového prostoru) a to vynásobením základní ceny koeﬁcientem
cenového porovnání podle vzorce:
ZCU = ZC ×KCP , kde
ZC . . . . . . . . . . . . . . . . . . . . .základní cena, hodnoty tabelovány, v příloze č. 16 (popř.
17, 17a) vyhlášky č. 540/ 2002 Sb.;
KCP . . . . . . . . . . . . . . . . . . . .koeﬁcient cenového porovnání vypočtený podle vztahu:
KCP =
∑i
n=1(KCPn × vn)∑i
n=1 vn
, kde
KCPn . . . . . . . . . . . . . . . . . . .koeﬁcient cenového porovnání n-tého hodnoceného znaku;
vn . . . . . . . . . . . . . . . . . . . . . .váha n-tého hodnoceného znaku.
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Odlišnosti nemovitostí se zjišťují po jednotlivých (ve vyhlášce uvedených) znacích. Ke
každému hodnocenému znaku (pro konkrétní nemovitost) lze přiřadit kvalitativní pásmo
(charakteristiky opět ve vyhlášce). Poté, pomocí tabelované hodnoty koeﬁcientu cenového
rozpětí KCR (hodnoty vztaženy k obcím, resp. krajům a obcím dle počtu obyvatel, stejně
jako základní ceny) vypočteme koeﬁcient cenového porovnání n-tého hodnoceného znaku
KCPn. Následuje výpočet souhrnného koeﬁcientu cenového porovnání a přepočet základní
ceny na základní cenu upravenou.[8]
4.5.2 Ocenění porovnávacím způsobem dle vyhlášky č. 3/2008
Sb.
Ve vyhlášce č. 3/2008 Sb., s účinností od 1. 1. 2009, přibyly pro ocenění porovnávacím
způsobem ještě rodinné domy, rekreační chalupy a rekreační domky s o obestavěným
prostorem do 1100 m3.
Postup ocenění je obdobný jako v předchozím případě. Rozdíl je v tom, že při ocenění
získáme základní cenu upravenou (za m2 obestavěného prostoru garáže či chaty a za
m2 podlahové plochy bytu či nebytového prostoru) vynásobením základní ceny indexem
cenového porovnání podle vzorce:
ZCU = ZC × I, kde
ZC . . . . . . . . . . . . . . . . . . . . .základní cena, hodnoty tabelovány, v příloze č. 18 pro ga-
ráže, č. 19 pro byty ve vícebytovém domě, č. 20 pro re-
kreační a zahrádkářské chaty a č. 20a pro rodinné domy,
rekreační chalupy a rekreační domky, vyhlášky č. 3/2008
Sb.;
I . . . . . . . . . . . . . . . . . . . . . . .index cenového porovnání vypočtený podle vztahu:
I = IT × IP × IV , kde
IT . . . . . . . . . . . . . . . . . . . . . .index trhu;
IP . . . . . . . . . . . . . . . . . . . . . .index polohy;
IV . . . . . . . . . . . . . . . . . . . . . .index konstrukce a vybavení.
Index trhu
Index trhu se stanoví podle vzorce:
IT = 1 +
n∑
i=1
Ti, kde
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Ti . . . . . . . . . . . . . . . . . . . . . . .hodnota kvalitativního pásma i-tého znaku indexu trhu
podle přílohy č. 18a, tabulky č. 1. Pro garáže, které tvoří
příslušenství ke stavbě oceňované podle § 26 a § 26a (ro-
dinné domy, rekreační a zahrádkářské chaty, rekreační cha-
lupy a rekreační domky) se použije hodnota indexu trhu
stanovená pro tuto stavbu.
Index polohy
Index polohy se stanoví podle vzorce:
IP = 1 +
n∑
i=1
Pi, kde
Pi . . . . . . . . . . . . . . . . . . . . . .hodnota kvalitativního pásma i-tého znaku indexu polohy
podle přílohy č. 18a, tabulky č. 2 pro garáže, tabulky č.
4, 5 nebo 6 pro byty ve vícebytovém domě, tabulky č. 3
pro rekreační a zahrádkářské chaty a tabulky č. 3, 4, 5 a 6
pro rodinné domy, rekreační chalupy a rekreační domky v
návaznosti na účel užití stavby a podle toho, ve které obci
se nachází. Pro garáže, které tvoří příslušenství ke stavbě
oceňované podle § 26 a § 26a (rodinné domy, rekreační a
zahrádkářské chaty, rekreační chalupy a rekreační domky)
se použije hodnota indexu trhu stanovená pro tuto stavbu.
Index konstrukce a vybavení
Index konstrukce a vybavení se stanoví podle vzorce:
IV = (1 +
n∑
i=1
Vi)× Vn+1, kde
Vi . . . . . . . . . . . . . . . . . . . . . . .hodnota kvalitativního pásma i-tého znaku indexu kon-
strukce a vybavení podle přílohy č. 18 pro garáže, přílohy
č. 19 pro byty ve vícebytovém domě, přílohy č. 20 pro re-
kreační a zahrádkářské chaty a přílohy č. 20a pro rodinné
domy, rekreační chalupy a rekreační domky. Hodnoty i-
tého znaku se stanoví začleněním nemovitosti podle jejich
charakteristik do kvalitativního pásma znaku.
U ostatních staveb si vyhláška pomáhá tzv. koeﬁcientem prodejnosti, který upravuje
výpočet provedený nákladovým způsobem o statisticky zjištěný rozdíl mezi nákladovou a
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tržní cenou pro daný typ nemovitosti a lokality.[8]
4.6 FAKTORY OVLIVŇUJÍCÍ HODNOTU
NEMOVITOSTI
Při hledání porovnávací hodnoty je třeba brát v úvahu vnější faktory, které ovlivňují
hodnotu nemovitosti. Jsou to externí vlivy obecného charakteru (ekonomický růst, ekono-
mická deprese), regionální vlivy, externality. Dále také dopravní dostupnost a obslužnost,
životní prostředí, oslunění, výhled, infrastruktura a služby, bezpečnost, ochrana, státní
nebo komunální regulační opatření. Důležité je tyto vlivy identiﬁkovat a do stanovení
porovnávací hodnoty promítnout nejen aktuálně působící vlivy, ale i potenciální hrozby a
příležitosti. Výsledek aplikace porovnávací metody - porovnávací hodnota - je objektivní,
právě tehdy, když jsou splněny následující podmínky:
• srovnatelnost oceňované a porovnávané nemovitosti (především z hlediska rozsahu,
kvality, užitku);
• aktuálnost cen porovnávaných nemovitostí (vzorků);
• dostatečný počet realizovaných obchodů;
• stejné podmínky (účastníci, segment trhu, oblast).[11]
4.7 PODMÍNKY APLIKOVATELNOSTI
POROVNÁVACÍ METODY
Důležitým předpokladem aplikovatelnosti porovnávací metody je existence databáze
nemovitostí srovnatelných s nemovitostí oceňovanou. Na území České republiky byl do po-
loviny 90. let stav, kdy chyběly vyhovující databáze prodejů porovnatelných nemovitostí.
Při vytváření databáze vyvstávají dva zásadní problémy, jimiž jsou úplnost informací o
porovnávané nemovitosti a pravdivost informací. Za vhodné nemovitosti, s nimiž srovná-
váme oceňovaný objekt, lze považovat, ty, jež splňují následující kritéria:
• cena za 1 m2 celkové podlahové plochy (či za jinou jednotku) se u srovnávací nemo-
vitosti (zjištěno předběžným odhadem) příliš neliší od oceňované nemovitosti;
• srovnávací nemovitosti by měly být jak lepší tak i horší než oceňovaná nemovitost,
tedy takové, aby výsledná hodnota oceňované nemovitosti ležela v intervalu mezi
hodnotami srovnávacích nemovitostí;
• žádné z porovnávaných kritérií by nemělo být výrazně horší či výrazně lepší.[8]
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5 POSTUP PŘI VYTVÁŘENÍ
DATABÁZE
Postup při vytváření databáze pro cenové porovnání nemovitosti můžeme rozdělit do
několika po sobě následujících kroků. Jsou to:
1. Vyhledání informací
2. Výběr vhodných nemovitostí
3. Záznam relevantních informací
4. Provedení porovnání
5. Odhad nejpravděpodobnější ceny
5.1 VYHLEDÁNÍ INFORMACÍ
Základním předpokladem pro použití porovnávací metody je mít k dispozici soubor
prodejních, popřípadě nabídkových, cen nemovitostí. Nemovitosti jsou jedinečné, proto
kromě ceny je důležité mít k dispozici i celou řadu dalších informací, které mohou mít
kvantitativní nebo kvalitativní podobu. Informace je možné získávat přímo od účastníků
konkrétního obchodu nebo zprostředkovaně od ostatních účastníků trhu, tzn. od nabízejí-
cích, poptávajících, zprostředkovatelů. Jsou to například údaje realitních kanceláří, realit-
ních periodik, novinové a vývěskové inzerce, webové stránky realitních serverů, prospekty,
propagační materiály apod. Tato data bývají velice stručná a navíc se jedná o nabídkové
ceny nemovitostí, to znamená ceny jednostranně ovlivněné představami prodávajících.
Zdrojem dat mohou být i instituce a agentury, které se přímo sběrem dat o obchodech s
nemovitostmi zabývají. Některé časopisy pravidelně zveřejňují analýzy trhu s vybranými
typy nemovitostí. Důležitým zdrojem informací jsou katastrální úřady - evidují vlastnická
práva k nemovitostem a archivují kupní smlouvy. Doplňujícími zdroji informací mohou
být místně příslušné stavební úřady, zde je možné získat informace související se stavebním
řízením, stářím, historií staveb, ale i údaje o možném využití pozemků a omezeních.[11]
Pokud má znalec možnost zjistit reálně dosahované tržní ceny nemovitostí v dané
lokalitě, je nejvhodnější použít právě tyto ceny. Data lze získat jejich sběrem nebo lze
použít externí databáze. Zdroji informací jsou:
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5.1.1 Tržní ceny nemovitostí
Dosahované ceny nemovitostí jsou důležitým podkladem pro cenové porovnání. Údaje
o skutečných realizovaných cenách nemovitostí jsou však prakticky nedostupné, navíc
mohou být zatíženy řadou zkreslení.[1]
5.1.2 Realitní inzerce
Realitní inzerce je jedním z nejdůležitějších zdrojů informací pro cenové porovnání při
zjišťování obecné ceny nemovitosti. Je ovšem třeba brát na vědomí její speciﬁka. Jedná
se hlavně o nadhodnocení ceny inzerované nemovitosti proti ceně, která bude nakonec při
prodeji dosažena. Postupným podrobným sledováním je možno si ověřit, jak cena sledo-
vané nemovitosti v čase postupně klesá, až z inzerce vymizí - lze usuzovat, že dosažená
prodejní cena bude blízká poslední inzerované požadované ceně sledované nemovitosti.
Důležitá podmínka při porovnání pomocí realitní inzerce je, že cena odhadované nemovi-
tosti nemůže být vyšší než cena stejné nemovitosti inzerované k prodeji, obdobně nemůže
být dosaženo vyšší nájemné. Z inzerce je třeba vzít v úvahu co nejvíce dostupných infor-
mací, u co největšího počtu objektů.
5.1.3 Monitorování cen nemovitostí MF a ČSÚ
Od roku 1997 spolupracuje Ministerstvo ﬁnancí a Český statistický úřad na vytvo-
ření systému monitorování cen nemovitostí v České republice. Mezníkem v tomto vývoji a
snaze se stalo vydání zákona č. 151/1997 Sb. o oceňování majetku, kde je v § 33 stanovena
ﬁnančním úřadům povinnost předávat údaje, obsažené v daňových přiznáních o cenách
zjištěných při oceňování nemovitosti a o cenách sjednaných za tyto nemovitosti v případě
prodeje, Ministerstvu ﬁnancí a Českému statistickému úřadu. Účelem vytvářeného sys-
tému má být poskytování informací o rozložení cenové hladiny dle rozhodných faktorů.
Velkou výhodou je poskytování globálních informací z tohoto systému, a tudíž možná
použitelnost pro komparativní metody oceňování nemovitostí z hlediska informační da-
tabáze. Je totiž možno využít kompletních údajů a mít tak jednotnou kvalitu vstupních
informací. Další velkou výhodou tohoto administrativního zdroje je, že vychází z reálných,
skutečně placených cen.[6]
5.1.4 Cenové mapy pozemků
Cenové mapy pozemků by měly být zpracovány pouze podle skutečně dosahovaných
cen. Měly by tedy být velmi dobrým vodítkem ke stanovení ceny pozemků. Týká se to
zejména obcí, v nichž je cenová mapa zpracována. S jistým přiblížením je však možno
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uvažovat rovněž o jejich aplikaci na obdobné pozemky v obdobných lokalitách v obcích
podobných.[1]
5.1.5 Externí databáze
Mezi externí databáze patří například:
• MOISES;
• IRI;
• RPN.
Databáze MOISES shromažďuje, zpracovává, uchovává a zpřístupňuje informace o
uskutečněných obchodech s nemovitostmi, smluvní uživatelé data používají, ale i sbírají.
Registr porovnávacích nemovitostí České republiky (RPN) spravuje databázi cen rea-
lizovaných prodejců, databázi plní smluvně vázání partneři, většinou realitní kanceláře.
IRI (Institut regionálních informací) monitoruje výši nájemného ve vybraných statu-
tárních a bývalých okresních městech, byty jsou členěny na nové, starší, rekonstruované,
nájemné je možno porovnat s regulovaným nájemným.
5.1.6 Vlastní databáze znalce
Pro objektivní stanovení ceny nemovitosti je nezbytné, aby si každý odhadce vedl
vlastní databázi cen a nájemného. Tato databáze se průběžně doplňuje, vždy s datem
zapsání každé informace, eventuálně její změny a s uvedením pramene.[1]
5.2 VÝBĚR VHODNÝCH NEMOVITOSTÍ
Pro kvalitní vypracování databáze pro cenové porovnání je třeba dodržet několik zá-
sad. Jedná se zejména o výběr nemovitostí, které budou pro databázi využity. Je třeba si
uvědomit, že každá nemovitost je jedinečná, neexistují dva naprosto shodné byty, domy
ani pozemky. Tyto odlišnosti se samozřejmě odráží v ceně dané nemovitosti. Z existujících
dat je třeba vybrat takové vzorky - nemovitosti, které jsou porovnatelné s oceňovanou ne-
movitostí. Drobné odchylky je možné upravit pomocí koeﬁcientů cenového porovnání, ale
větší odlišnosti budou v databázi způsobovat zbytečné chyby. Je důležité vyhledat všechny
podstatné odlišnosti mezi oceňovanou nemovitostí a vzorky pro porovnání. Prověřují se
všechny tzv. prvky porovnání, v nichž mohou spočívat potenciální rozdíly. Rovněž je dů-
ležité rozhodnout, zda budou porovnávány nemovitosti jako celky nebo prostřednictvím
přepočtu na vhodně zvolenou jednotku, například Kč/m2 užitné, pronajímatelné nebo
obytné plochy, Kč/m3 obestavěného prostoru apod.
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Nejdůležitějšími kritérii pro výběr nemovitosti je lokalita a velikost nemovitosti. Dále
samozřejmě cena, která by se neměla nijak výrazně lišit u obdobných nemovitostí. Pokud
by cena byla výrazně vyšší nebo nižší, dojde při statistickém testování dat k úplnému
odstranění nemovitosti z databáze.
Výběr nemovitostí pro porovnání (vzorků) je závislý na tom, zda předmětem porov-
nání budou nemovitosti jako celek nebo dílčí části. Obvykle se používá porovnání ne-
movitostí jako celku, protože prodejní i nabídková cena bývá vztažena k celku. Většinou
není vymezeno, jaká část z prodejní ceny se týká pozemku a jaká část připadá na stavbu,
případně stavby. Základním předpokladem správné volby vzorku je vymezení segmentu
trhu - nemovitosti by měly být porovnatelné v následujících kritériích:
• velikost sídla, významnost polohy (například samota, vesnice, předměstí, město,
pohraničí, vnitrozemí apod.);
• účel nemovitosti (například bydlení, administrativa, výroba, rekreace apod.);
• velikost, rozsah využití (počet bytových jednotek, nebytové prostory, prostory pro
podnikání apod.);
• kvalita - způsob provedení, vybavení, komfort (například podřadné, běžná kvalita,
exkluzivní apod.);
• využitelnost (například volné, obsazené, s možností dalšího rozvoje, variabilní vyu-
žití apod.);
• hodnota (například do 1 mil. Kč, do 5 mil. Kč, do 10 mil. Kč).
Při výběru nemovitostí pro porovnání je vhodné preferovat nemovitosti z blízkého sou-
sedství, aby následné úpravy z důvodu odlišné polohy byly co nejmenší. Rovněž je vhodné
používat vzorky co nejpodobnější oceňované nemovitosti z důvodu minimalizace cenových
úprav daných odlišnostmi. Upřednostňujeme pochopitelně co nejaktuálnější vzorky, které
se neliší v podmínkách transakce. A nejhodnotnější vzorky jsou ty, u nichž je záruka vlast-
ního ověření. Ve výběru nemovitostí pro porovnání by měly být zastoupeny nemovitosti
lepší i horší kvality než je oceňovaná nemovitost. Ideální pro porovnání by bylo mít k
dispozici prodejní ceny alespoň tří totožných nemovitostí, na stejném místě, realizované
v současnosti, v dokonalém konkurenčním prostředí.[11]
Při aplikaci porovnávací analýzy je možné využít tabulky, formuláře apod.
Výsledkem aplikace porovnávací metody je odhad porovnávací hodnoty nemovitosti.
Vytváření databáze z dostupných údajů je tedy velmi složité a je třeba této proble-
matice věnovat velkou pozornost. Hlavní zásadou je nepreferovat kvantitu informací nad
jejich kvalitou.
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5.3 ZÁZNAM RELEVANTNÍCH INFORMACÍ
Cenotvorné odlišnosti (mezi oceňovanou nemovitostí a nemovitostmi pro porovnání)
mohou být způsobeny odlišnými podmínkami transakcí, za nichž byly ceny dohodnuty
nebo navrhnuty, a odlišnými cenotvornými vlastnostmi nemovitostí. Čím jsou tyto rozdíly
větší, tím větší bude rozdíl mezi známou cenou porovnatelných nemovitostí a hledanou
hodnotou oceňované nemovitosti. Ceny porovnatelných nemovitostí je nutné vhodně upra-
vit, korigovat, v závislosti na směru a velikosti odlišností. Cenové úpravy jsou realizovány
ve formě:
• procentuálních odpočtů a přípočtů;
• pomocí koeﬁcientů (násobení nebo dělení);
• srážkami, přirážkami absolutních částek.
Aplikace prvků porovnání spočívá v hledání cenotvorných odlišností včetně vyhodno-
cení směru a velikosti příspěvku k porovnávací hodnotě oceňované nemovitosti. Obvykle
se používají následující prvky porovnání, které mají stejnou váhu:
• Odlišné podmínky transakce - přejímaná vlastnická práva k nemovitostem, ﬁnanční
podmínky, podmínky prodeje, tržní podmínky, daňové podmínky.
• Odlišné vlastnosti nemovitostí - poloha, technické faktory, ekonomické faktory, způ-
sob a možnosti využití, nerealitní faktory.[11]
Informace získané podle předchozích bodů je potřeba vhodně zaznamenat. Nejčastěji
se to děje pomocí tabulek. Při tvorbě databáze je vhodné postupovat systematicky od
obecných popisů ke konkrétním údajům, které jsou důležité pro ocenění.
V první fázi je vhodné celý obsah realitního inzerátu vložit do tabulky, v případě
rodinných domů je dobré použít i obrázek. Příklad takové tabulky viz obrázek 5.1.
Obrázek 5.1: Zaznamenání obsahu inzerátu do tabulky
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Obrázek 5.2: Výběr podstatných detailů pro ocenění
Poté z inzerátů vybereme údaje, které budou pro ocenění podstatné. Jedná se hlavně
o lokalitu, výměry, a dále nadstandardní vybavení. Příklad tabulky viz obrázek 5.2.
Nakonec jednotlivé nemovitosti porovnáme pomocí koeﬁcientů. Koeﬁcientů se běžně
používá 7. Jedná se o:
• koeﬁcient redukce na pramen ceny;
• K1 - koeﬁcient úpravy na polohu objektu;
• K2 - koeﬁcient úpravy na velikost objektu;
• K3 - koeﬁcient pro existenci garáže;
• K4 - koeﬁcient úpravy na celkový stav;
• K5 - koeﬁcient úpravy na celkovou velikost pozemků;
• K6 - koeﬁcient úpravy dle odborné úvahy znalce.
U běžných nemovitostí by se hodnoty většiny koeﬁcientů měly pohybovat blízko okolo
1,00. Obecně se doporučuje, aby se hodnota koeﬁcientů pohybovala mezi 0,8 a 1,2. Ko-
eﬁcienty se totiž při výpočtu pronásobují a zvláště malé hodnoty by konečnou hodnotu
nesmyslně zkreslovaly.
Příklad tabulky viz obrázek 5.3.
Koeﬁcient úpravy na pramen ceny
V případě, že známe skutečnou kupní cenu nemovitosti, použijeme koeﬁcient 1. Pokud
jsme informace získali z realitní inzerce, musíme koeﬁcient snížit.
Cena nemovitostí uváděných a realitních serverech zpravidla v čase klesá. Změnu ceny
v průběhu trvání nabídky vyjadřuje koeﬁcient redukce ceny, který představuje poměr tržní
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Obrázek 5.3: Porovnání pomocí koeﬁcientů
ceny (tedy, ceny, za kterou bude obchod nakonec realizován) a ceny nabídkové. Někdy se
paušálně používá hodnota 0,85. Je však nepřesná a především se tak nerozlišují různé
typy nemovitostí a různé polohy nemovitostí.
Podle [4] je koeﬁcient redukce ceny (resp. odhad jeho střední hodnoty) v případě bytů
roven 0,9914 a v případě rodinných domů 0,9571. Medián i modus je v obou případech
roven 1,00. Minimální koeﬁcient redukce u bytů je 0,8286 a u rodinných domů 0,6899.
Nejlepší by bylo sledovat změnu ceny nemovitosti až do jejího úplného vymizení z
realitní inzerce. Tuto cenu lze brát jako konečnou s tím, že se za ni realizoval prodej. Tato
metoda je ovšem časově a administrativně velmi náročná.
K1 - Koeﬁcient úpravy na polohu objektu
Při porovnání se snažíme preferovat polohově blízké vzorky, aby cenové úpravy byly
co nejmenší. Odlišnosti v poloze nemovitosti je možné posuzovat jednak v rámci šir-
ších geograﬁckých vztahů a jednak v rozsahu obce nebo konkrétní lokality. V rámci šir-
ších geograﬁckých vztahů hodnotíme velikost obce (počet obyvatel, rozloha), polohu v
rámci státu (vnitrozemí, pohraničí), regionu, význam obce (správa, hospodářství, obchod
a služby, bydlení, zdravotnictví, školství, doprava, sport, kultura, příroda, kvalita život-
ního prostředí, sídlo dominantního výrobce, přírodní zdroje, vztah k zahraničí apod.). V
konkrétní lokalitě porovnáváme mimo jiné umístění nemovitosti v rámci obce, urbanis-
tické vztahy k okolí, dopravní dostupnost a parkovací možnosti, konﬁguraci terénu, tvar
pozemku, využití pozemku, orientaci ke světovým stranám, ostatní vlivy okolí. Pro zo-
hlednění odlišnosti polohy nemovitosti v rámci širších geograﬁckých znaků lze podpůrně
využít koeﬁcientů prodejnostiKp, užívaných při nákladovém způsobu ocenění nemovitostí
podle oceňovacího předpisu.
Odlišnosti v poloze nemovitosti v rámci obce je možné měřit na základě principu cenové
gradace - ceny rostou směrem k epicentru výhody. Epicentrem je obvykle centrum města -
zejména pro komerční a správní objekty. Epicentrem výhody pro rodinné domy jsou klidné
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lokality s dostatkem zeleně, s dobrou dopravní dostupností a obslužností. Jako orientační
pomůcka pro představu o cenové úrovni jednotlivých lokalit může sloužit cenová mapa
stavebních pozemků.
Odlišnosti v urbanistických vztazích k okolí - nemovitosti se obvykle liší orientací hranic
ke komunikacím a sousedům, většinou se dají dělit na soliterní, řadové, nárožní a koncové.
Ceny nárožních i koncových nemovitostí bývají ve srovnání s vnitřním vyšší. Z hlediska
nákladů jsou koncové stavby dražší, z hlediska užitku můžeme očekávat vyšší provozní
náklady, ale je to kompenzováno možností lepšího dispozičního a provozního uspořádání,
kvalitnějšího osvětlení, lepší přístupností pozemku.
Odlišnosti v konﬁguraci terénu, orientaci ke světovým stranám a ve tvaru pozemku
mají vztah ke stavební využitelnosti pozemku, dispozičnímu řešení staveb a přístupu k ne-
movitostem. Nemovitosti na rovinatém terénu bývají považovány za výhodnější, například
z důvodu nižších nákladů na zakládání, napojení na inženýrské sítě a méně komplikova-
ného staveniště. Členitý terén naopak přispívá k individualitě staveb, k jejich atmosféře,
k lepším výhledům do okolí apod. Levnější bývají pozemky úzké, s nárožími ve tvaru
ostrých úhlů, s nepřístupnými hranicemi (terén, sousední zástavba).
Odlišnosti ve vlivech okolí vyplývají z trvalého nebo dočasného stavu, ze stavu sou-
časného i očekávaného budoucího, navazují na účel užití nemovitosti, jedná se především
o stavební činnost, obtížný provoz v sousedství (hluk, prašnost, zápach, odpady) - na-
příklad skládka, vrakoviště, rybí trh, rizikový provoz v okolí - chemický provoz, pokusná
laboratoř, sklad výbušnin apod., rušivý provoz na přilehlých komunikacích - přetíženost,
nebezpečná zatáčka, táhlé stoupání apod., psychologicky problematická zařízení v okolí -
hřbitov, krematorium, věznice apod., konﬂiktní a nepřizpůsobiví sousedé, potenciální pří-
rodní hrozby - sesuv půdy, zátopa, poddolované území, ochranná pásma liniových staveb
apod. U dočasných vlivů je možné cenu upravit na základě odhadu ztráty užitku po dobu
jejich trvání, u trvalých vlivů je třeba odborně odhadnout vliv faktoru na základě jeho
závažnosti.
Odlišnosti v dopravní dostupnosti a parkovacích možnostech - například vzdálenost
k zastávce veřejné dopravy, možnost příjezdu osobním automobilem, možnost parkování,
příjezd transportními a provozními vozidly, možnost napojení na železniční vlečku (důle-
žité pro průmyslové a skladové objekty), blízkost letiště (v případě ocenění hotelu). Při
hodnocení dopravní dostupnosti je třeba přihlížet k účelu užití oceňovaných nemovitostí.
U některých nemovitostí je výhodné, pokud se dopravní přístupnosti doplňují a kumulují
- nejvýhodnější polohy komerčních nemovitostí jsou na křižovatkách tras metra, tramvají
a hlavních silničních tepen.[11]
38
K2 - Koeﬁcient úpravy na velikost objektu
Tyto odlišnosti jsou měřitelné, mohou být vyjádřeny jako odlišnosti v celkové zasta-
věné ploše, součtu zastavěných ploch všech podlaží, celkové podlahové ploše stavby, čisté
podlahové ploše stavby, pronajímatelné ploše, užitné ploše, obytné ploše a obestavěném
prostoru stavby.
K3 - Koeﬁcient pro existenci garáže
Problémy s parkováním jsou především u zahuštěné bytové zástavby, u starších ne-
movitostí a v historických centrech větších měst. Ceny administrativních budov v centru
města bez možnosti parkování budou vždy o něco nižší oproti srovnatelným nemovitostem
se zajištěným parkováním. Vyjádření odlišností v dopravní dostupnosti a parkování je ob-
tížné kvantiﬁkovat, výši cenové úpravy je třeba odborně odhadnout. V případě parkování
je možné použít výši nákladů na vybudování parkovacích míst.[11]
K4 - Koeﬁcient úpravy na celkový stav
Odlišnosti v technické kvalitě nemovitostí jsou obtížně měřitelné, vždy je třeba zohled-
nit účel užití nemovitosti, současný standard a obecné požadavky uživatelů na komfort.
Podstatné odlišnosti se vyskytují především v těchto oblastech:
• druh konstrukce, použitá technologie a stavební materiály;
• dispoziční řešení a uspořádání prostorů;
• vnitřní vybavení;
• příslušenství - přípojky médií, likvidace odpadů;
• architektura - interiér, exteriér.
Při hodnocení odlišností v technické kvalitě je třeba se zaměřit na porovnání sta-
veb jako celků, porovnávat především prvky dlouhodobé životnosti (základy, nosné kon-
strukce, zastřešení, schodiště). Důležité je zjistit možné vady a jejich potenciální zdroje.
Jednou z odlišností může být existence bezbariérového přístupu. Hlavním kritériem pro
cenovou úpravu vzorků pro aplikaci porovnávací metody by neměl být pouze rozdíl ve
stáří staveb, ale rozdíl mezi jejich reálným technickým stavem. Je-li oceňovaná stavba po
rekonstrukci, měla by být porovnávána opět se vzorkem po rekonstrukci (rekonstrukce
starší než 15 let nejsou podstatné). Dále je možné zohlednit odlišnost ve stáří stavby jako
rozdíl zjištěného opotřebení.[11]
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K5 - Koeﬁcient úpravy na celkovou velikost pozemků
Tato odlišnost je měřitelná, je vyjádřena jako odlišnost mezi velikostí pozemku ne-
movitosti oceňované a nemovitosti určené pro porovnání. Jedná se tedy o součet plochy
nemovitosti a pozemků prodávaných současně s touto nemovitostí.
K6 - Koeﬁcient úpravy dle odborné úvahy znalce
Tento koeﬁcient se užije v případě, že podle názoru znalce je nemovitost lepší nebo
horší než nemovitost oceňovaná.
Index odlišnosti
Index odlišnosti (IO) získáme vynásobením koeﬁcientů K1 až K6. Zahrnuje v sobě vliv
všech předchozích vlastností, majících podíl na rozdíl v ceně.
5.4 PROVEDENÍ POROVNÁNÍ
Pokud již máme vytvořenou databázi z cen nemovitostí a jednotlivých parametrů
nemovitostí, jsme schopni tyto informace objektivně zpracovat, zpravidla s použitím ma-
tematické statistiky a pravděpodobnosti. Důležitým požadavkem je mít dostatečně velký
soubor dat k zpracování.
Zpravidla vycházíme z určitého výběrového souboru. Následně určíme číselné cha-
rakteristiky: směrodatnou odchylku, výběrovou směrodatnou odchylku, střední hodnotu
reprezentovanou aritmetickým průměrem hodnot. Z relativních četností lze vytvořit graf
rozložení funkce hustoty četností (pravděpodobnostní funkce), tzv. histogram. Ten zhruba
odpovídá průběhu normálního rozdělení. Pak je třeba určit interval spolehlivosti pro vy-
hodnocení dat, kde pro případ cen nemovitostí lze brát 1 x hodnotu směrodatné odchylky
od střední hodnoty. Tento interval reprezentuje pravděpodobnost 68,27%.
Jestliže má být matematický model ocenění nemovitostí použit pro objektivní po-
souzení, musí být známo, s jakou přesností byly získány vstupní veličiny dosazované do
výpočtu a jaká je z těchto chyb výsledná chyba, resp. rozptyl výsledku.
Při pozorování a hodnocení máme teoreticky možnost mít k dispozici všechny hodnoty,
které je třeba zpracovat - například kupní ceny všech bytů určité velikosti, prodané v
daném místě a čase. Tento úplný soubor se nazývá základní soubor. Nejpravděpodobnější
hodnotou ceny zde pak bude střední hodnota - modus, který vyjadřuje charakteristiku
polohy dat.
Ve skutečnosti však nebudeme mít možnost zjistit všechny hodnoty, resp. průběžné
zjišťování všech hodnot by bylo velmi pracné a neekonomické. Pak pracujeme jen s částí
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základního souboru - tzv. výběrovým souborem, který je podmnožinou základního sou-
boru. Střední hodnota tohoto výběrového souboru se však již nemusí shodovat se střední
hodnotou souboru základního; je potom třeba vědět, jaká je nejmenší velikost výběrového
souboru, aby dostatečně reprezentoval soubor základní.[1]
Matematická statistika umožňuje na základě znalosti náhodného výběru a statistik z
něj odvozených učinit závěry o parametrech nebo tvaru rozložení, z něhož daný výběrový
soubor pochází.[3]
Podrobně je problematika statistického zpracování dat pro účely ocenění nemovitostí
porovnávací metodou popsána v následující kapitole.
5.5 ODHAD NEJPRAVDĚPODOBNĚJŠÍ CENY
V závěru se vyhodnotí průměrná cena, cena maximální a minimální a cena průměrná
zvětšená resp. zmenšená o hodnotu směrodatné odchylky. Znalec pak může jako odhad
ceny určit přímo cenu průměrnou nebo nějaké rozmezí cen.
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6 ZÁKLADY STATISTICKÉHO
ZPRACOVÁNÍ DAT
Cílem analýzy statistických dat je přehledně zpřístupnit data graﬁcky, tabulkově a
výpočtem různých statistických charakteristik tak, aby byly dobře patrné jejich statistické
vlastnosti a umožnilo se také srovnání různých podskupin dat a kategorií, které jsou
předem dány, nebo je výzkumník vytváří v průběhu analýzy dat. Před vlastní analýzou
je potřeba provést podrobnější kontrolu dat, zvláště se zaměřením na diagnostiku chyb v
údajích a to pomocí graﬁckého znázornění. Graf může prozradit například špatně zapsané
nebo naměřené údaje, pomáhá odhalit přítomnost odlehlých hodnot, které mohou zcela
zkreslit výsledky další analýzy.[9]
6.1 STATISTICKÉ CHARAKTERISTIKY
Rozlišujeme tyto základní statistické charakteristiky:
• polohy (úrovně);
• variability (rozptýlenosti, měnlivosti);
• šikmosti (asymetrie);
• špičatosti.
6.1.1 Charakteristiky polohy (střední hodnoty)
Kromě aritmetického průměru existují i další charakteristiky polohy. Jednou z nich je
i tzv. modus. U bodového (nespojitého) rozložení četností je to nejčetnější varianta znaku,
u intervalového (spojitého) rozložení je to nejčetnější z třídících intervalů. Představuje ja-
kousi typickou hodnotu sledovaného souboru a jeho určení předpokládá roztřídění souboru
podle obměn znaku.
Charakteristiky polohy mohou být vyjádřeny ve formě:
• prosté - není provedeno třídění;
• vážené - bylo provedeno třídění.
Aritmetický průměr
Aritmetický průměr je statistická veličina, která v jistém smyslu vyjadřuje typickou
hodnotu popisující soubor mnoha hodnot. Deﬁnice aritmetického průměru je:
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x¯ =
1
n
n∑
i=1
xi, kde
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot;
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty.
Jedná se tedy o součet všech hodnot vydělený jejich počtem.
α - kvantil
Další charakteristikou polohy je α - kvantil. Kvantily jsou ve statistice hodnoty, které
dělí soubor seřazených hodnot na několik zhruba stejně velkých částí. Kvantil je tedy míra
polohy rozdělení pravděpodobnosti náhodné veličiny. Kvantily popisují body, ve kterých
distribuční funkce náhodné proměnné prochází danou hodnotou.
Medián a modus
Pro určení nejpravděpodobnější hodnoty ceny lze kromě aritmetického průměru vy-
užít také modus či medián. Medián je hodnota, jež dělí řadu podle velikosti seřazených
výsledků na dvě stejně početné veličiny. Platí, že nejméně 50 % hodnot je menších nebo
rovných a nejméně 50 % hodnot je větších nebo rovných mediánu.
Pro nalezení mediánu daného souboru stačí hodnoty seřadit podle velikosti a vzít
hodnotu, která se nalézá uprostřed seznamu. Pokud má soubor sudý počet prvků, obvykle
se za medián označuje aritmetický průměr hodnot na místech n/2 a n/(2 + 1).[17]
Modus je hodnota, která se v daném statistickém souboru vyskytuje nejčastěji (je
to hodnota znaku s největší relativní četností). Představuje jakousi typickou hodnotu
sledovaného souboru a jeho určení předpokládá roztřídění souboru podle obměn znaku.[18]
6.1.2 Charakteristiky variability (rozptýlenosti)
Charakteristiky variability měří rozptýlení hodnot příslušného souboru, tedy určují
rozmezí, v němž se výběrové údaje vyskytují. Využívají se k posouzení vypovídací schop-
nosti aritmetického průměru.
Obecně lze říci, že vypovídací schopnost aritmetického průměru je tím větší, čím je
variabilita sledovaného znaku menší.
Charakteristiky variability mohou být:
• absolutní - charakterizují měnlivost statistického souboru v absolutní velikosti;
• relativní - slouží k porovnávání variability statistických znaků lišících se měrnou
jednotkou.
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Variační rozpětí
Variační rozpětí je rozdíl největší a nejmenší hodnoty znaku:
R = xmax − xmin
Odchylka
Odchylka je rozdíl nejpravděpodobnější hodnoty x¯ a naměřené hodnoty xi : vi = x¯−xi.
Jako charakteristika rozptylu hodnot souboru okolo průměru může sloužit průměrná
lineární odchylka - jedná se o průměr absolutních hodnot odchylek všech hodnot v daném
souboru:
d¯ =
∑n
i=1(|x¯− xi|)
n
, kde
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty;
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot.
Lineární odchylka dává stejnou váhu malým i velkým odchylkám. Jako charakteristika
přesnosti souboru se proto zpravidla používá směrodatná odchylka.
Rozptyl
Rozptyl měří současně variabilitu hodnot kolem aritmetického průměru a také va-
riabilitu ve smyslu vzájemných odchylek jednotlivých hodnot znaku. Je deﬁnován jako
průměrná kvadratická odchylka měření od aritmetického průměru (průměr čtverců od-
chylek jednotlivých hodnot znaku od jejich aritmetického průměru).[9]
Směrodatná odchylka
Shodnost metody je deﬁnována jako údaj o míře těsnosti shody mezi vzájemně ne-
závislými výsledky zkoušek (výsledky získané takovým způsobem, že nejsou ovlivněny
žádným předchozím výsledkem na tomtéž nebo podobném zkoušeném vzorku) za předem
speciﬁkovaných podmínek.
Shodnost závisí pouze na rozdělení náhodných chyb a nemá vztah k pravé hodnotě.
Míra shodnosti se vyjadřuje jako směrodatná odchylka výsledků zkoušek. Shodnost za
podmínek opakovatelnosti se vyjadřuje jako opakovatelnost.
Není-li směrodatná odchylka závislá na obsahu, uvádí se její absolutní hodnota v těch
jednotkách jako samotný výsledek, je-li směrodatná odchylka závislá na obsahu, uvádí se
relativní hodnota v % nebo jako desetinný zlomek. Je-li směrodatná odchylka konstantní v
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celém oboru měřených hodnot, pak se také počítá relativní směrodatná odchylka vztažená
na nejvyšší hodnotu souboru xmax.[13]
Rozptýlení jednotlivých hodnot xi okolo průměru x¯ je charakterizováno hodnotou
směrodatné odchylky:
sx =
√√√√1
υ
nA∑
i=1
(x¯− xi)2, kde
υ . . . . . . . . . . . . . . . . . . . . . . .počet stupňů volnosti υ = nA − 1;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty;
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot.
Odhad hodnoty sx se může počítat pomocí rozpětí R, které je deﬁnováno jako roz-
díl mezi nejmenší a největší hodnotou kvalitativního znaku. Pro výpočet sx analyzuje m
vzorků podobného složení, každý vzorek se analyzuje nA - krát, přičemž obsahy stanovo-
vané složky v těchto vzorcích mají být rozloženy v celém rozsahu xmin až xmax.[13]
Pro směrodatnou odchylku, je-li nezávislá na obsahu, platí:
sx =
√∑m
j=1
∑n
i=1(xji − x¯j)2
m− n
, kde
xji . . . . . . . . . . . . . . . . . . . . . .i-té stanovení j-tého vzorku;
x¯j . . . . . . . . . . . . . . . . . . . . . .průměr stanovení.
Provádí-li se dvě paralelní stanovení nam vzorcích, je směrodatná odchylka vyjádřena:
sx =
√∑m
j=1R
2
j
2m
, kde
R . . . . . . . . . . . . . . . . . . . . . . .variační rozpětí;
m . . . . . . . . . . . . . . . . . . . . . . .počet vzorků.
Další charakteristiky variability
Kromě rozptylu či směrodatné odchylky jsou dalšími charakteristikami variability také
kvartilová odchylka a standardizovaná hodnota:
Kvartilová odchylka: q = x0,75 − x0,25
Standardizovaná hodnota: SH = (xi − x¯)/s
Standardizovaná hodnota vyjadřuje, o kolik směrodatných odchylek se i-tá hodnota
odchýlila od průměru. Někdy se používá jako charakteristika variability koeﬁcient variace
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s/x¯. Je to bezrozměrné číslo, které se často vyjadřuje v procentech a umožňuje porovnat
variabilitu několika znaků.
6.1.3 Charakteristiky šikmosti
Míry šikmosti slouží k jemnějšímu popisu speciﬁckých stránek dat, hodnotíme pomocí
nich také to, jak se rozdělení dat podobá normální křivce. Jsou založeny na srovnání
stupně nahuštěnosti malých hodnot sledovaného statistického znaku se stupněm nahuš-
těnosti velkých hodnot tohoto znaku. Stejný stupeň hustoty malých a velkých hodnot se
zpravidla projevuje v symetrii tvaru rozdělení. Větší koncentrace malých hodnot a menší
koncentrace velkých hodnot (ve srovnání s hustotou velkých hodnot) se projeví zešikme-
ným tvarem rozdělení, které označujeme jako kladné. Větší koncentrace velkých hodnot
ve srovnání s menší koncentrací malých hodnot se projeví zpravidla záporně zešikmeným
tvarem rozdělení. Výpočet se opírá o stanovení třetího centrálního momentu.[9]
Charakteristiky modus, medián a průměr mohou být totožné, pokud je tvar rozložení
symetrický. To lze zjistit výpočtem číselné charakteristiky šikmosti. Charakteristika šik-
mosti udává, jsou-li hodnoty kolem zvoleného středu rozloženy souměrně nebo je rozložení
hodnot zešikmeno na jednu stranu a určuje tím zároveň vztah mezi průměrem, mediá-
nem a modem. Pokud je šikmost kladná, bude průměr > medián > modus. Pokud bude
záporná, pak průměr < medián < modus; při nulové šikmosti jsou si všechny rovny.
Koeﬁcient šikmosti
Koeﬁcient šikmosti vypočteme dle vztahu:
α =
∑n
i=1(xi − x¯)
3
n× s3
, kde
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot;
s . . . . . . . . . . . . . . . . . . . . . . .směrodatná odchylka.
Koeﬁcient šikmosti je kladný nebo záporný podle toho, na kterou stranu jsou odchylky
od střední hodnoty větší. Pokud je křivka hustoty pravděpodobnosti symetrická vzhledem
ke střední hodnotě, je koeﬁcient šikmosti nulový.[9]
Kvantilový koeﬁcient šikmosti
Kvantily jsou hodnoty, které dělí uspořádaný statistický soubor na určitý počet stejně
obsazených částí.
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Kvantilový koeﬁcient šikmosti se určí ze vztahu:
τ =
x100−p + xp − 2x˜50
x100−p − xp
, kde
xp . . . . . . . . . . . . . . . . . . . . . .p-tý kvantil;
x100−p . . . . . . . . . . . . . . . . . . .(100− p)-tý kvantil.
6.1.4 Charakteristiky špičatosti
Míry špičatosti představují stupeň koncentrace hodnot znaku kolem charakteristiky
úrovně. Jsou založeny na srovnání stupně nahuštěnosti hodnot prostřední velikosti se
stupněm nahuštěnosti ostatních hodnot, respektive všech hodnot proměnné. Je-li podíl
četností prostředních hodnot, špičatost se projevuje zpravidla plochým tvarem rozdělení
četností. Větší stupeň koncentrace prostředních hodnot ve srovnání s četnostmi všech
hodnot proměnné se projeví špičatým tvarem rozdělení.[9]
Koeﬁcient špičatosti
Koeﬁcient špičatosti vypočteme ze vztahu:
β =
∑n
i=1(xi − x¯)
4
n× s4
− 3, kde
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot;
s . . . . . . . . . . . . . . . . . . . . . . .směrodatná odchylka.
Vyšší číselná hodnota usuzuje na špičatější rozdělení četností a tím zároveň na vyšší
stupeň koncentrace prostředních hodnot ve srovnání s ostatními hodnotami. Při posuzo-
vání špičatosti se vychází ze srovnání popisovaného rozdělení s normovaným normálním
rozdělením.[9]
Kvantilový koeﬁcient špičatosti
Kvantilový koeﬁcient špičatosti se určí ze vztahu:
Kp =
xmax − xmin
x100−p − xp
, kde
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xmax − xmin . . . . . . . . . . . . .rozpětí;
xp . . . . . . . . . . . . . . . . . . . . . .p-tý kvantil;
x100−p . . . . . . . . . . . . . . . . . . .(100− p)-tý kvantil.
6.2 DIAGNOSTICKÉ GRAFY
Diagnostické grafy slouží k orientačnímu posouzení povahy dat. Při zpracování dat se
často předpokládá splnění určitých podmínek. V případě jednoho náhodného výběru se
jedná především o normalitu a nepřítomnost vybočujících hodnot.
6.2.1 Krabicový diagram
Kvartily (dolní, medián a horní) spolu s minimální a maximální hodnotou souboru
tvoří tzv. pětičíselný souhrn charakteristik, který podává rychlou a přehlednou informaci
o poloze, variabilitě i případném asymetrickém rozložení hodnot zkoumaného statistického
souboru. Graﬁcky se tento souhrn vyjadřuje pomocí speciálního diagramu, nazývaného
box-and-whisker plot (stručněji boxplot nebo také krabicový graf). Boxplot umožňuje
posoudit a porovnat jak centrální tendence dat, tak jejich rozptýlenost, dále umožňuje
posoudit zešikmení a přítomnost odlehlých hodnot. Diagram zobrazuje data ve tvaru ob-
délníkové krabice a dvou úseček, které z ní vybíhají nahoru a dolů. Krabice obsahuje 50
% dat a je rozdělena na dvě části (pro symetricky rozdělená data je medián uprostřed
krabice). Její dolní hrana je určena dolním kvartilem a horní hrana odpovídá hornímu
kvartilu. Délka krabice ukazuje na stupeň variability zobrazeného souboru (kvantilové
rozpětí = třetí kvartil - první kvartil). Pokud je medián blízko jedné z horizontálních
hran krabice, rozdělení dat je zešikmené v opačném směru. Úsečky vybíhající z krabice
spojují ty body, jež vyhovují relaci: 0, 5.IQR ≤ ‖x − x˜| ≤ 1, 5.IQR. Délka úseček pak
signalizuje přítomnost asymetrického rozdělení (pokud je jedna z úseček zřetelně větší
než druhá). Hodnoty ležící mimo vymezený vztah, tzn. že jsou vzdáleny od dolního (hor-
ního) kvartilu o více než 1,5 násobek kvantilového rozpětí IQ, představují tzv. odlehlá
pozorování a v diagramu jsou vyznačovány jako izolované body. Data, která jsou menší
než dolní kvartil (respektive větší než horní kvartil) o více než trojnásobek kvantilového
rozpětí, jsou považována za extrémní pozorování (tzn. pozorování výrazně inkonzistentní
s analyzovaným datovým souborem).[9]
6.2.2 Histogram
Histogram umožňuje porovnat tvar hustoty četnosti s tvarem hustoty pravděpodob-
nosti vybraného teoretického rozložení. Vlastnosti rozložení četností datového souboru se
projeví na vzhledu histogramu, jak je zřejmé z obrázku 6.2.
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Obrázek 6.1: Krabicový diagram
Obrázek 6.2: Histogram
6.2.3 Normální pravděpodobnostní graf
Normální pravděpodobnostní graf umožňuje graﬁcky posoudit, zda data pocházejí z
normálního rozložení.
Graf konstruujeme tak, že na vodorovnou osu vynášíme hodnoty x, uspořádané dle
velikosti (x1 ≤ ... ≤ xn), a na svislou osu vynášíme kvantily uαj. αj = (3j − 1)/(3n+ 1),
kde j je pořadí j-té uspořádané hodnoty (pokud jsou některé hodnoty stejné, pak za j
bereme průměrné pořadí odpovídající takové skupině)
Jestliže data pocházejí z normálního rozložení, potom všechny dvojice (xj;uαj) budou
ležet na přímce.
V případě dat z rozložení s kladnou šikmostí se budou dvojice (xj;uαj) řadit do kon-
vexní křivky.
Pro data z rozložení se zápornou šikmostí se dvojice (xj;uαj) budou řadit do konkávní
křivky.[2]
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6.2.4 Kvantil - kvartilový graf
Kvantil - kvartilový graf umožňuje stanovit, jestli data pocházejí z nějakého známého
rozložení.
Tento graf konstruujeme tak, že na vodorovnou osu vynášíme hodnoty x, uspořádané
dle velikosti (x1 ≤ ... ≤ xn), a na svislou osu vynášíme kvantily Kαj(X) vybraného
rozložení. αj = (j − radj)/(n + nadj), kde radj a nadj jsou korigující faktory. Tyto faktory
mají hodnotu ≤ 0,5, implicitně radj= 0,375 a nadj= 0,25.
V případě, že jsou některé hodnoty x stejné, bereme za j průměrné pořadí odpovídající
takové skupině. Body Kαj(X);xj se metodou nejmenších čtverců proloží přímka. Čím
méně se body odchylují od této přímky, tím lepší je soulad mezi empirickým a teoretickým
rozložením.[2]
6.3 PRŮZKUMOVÁ ANALÝZA DAT
Průzkumová analýza dat je odvětví statistiky, které pomocí různých postupů odhaluje
zvláštnosti v datech. Při zpracování dat se často používají metody, které jsou založeny
na předpokladu, že data pocházejí z nějakého konkrétního rozložení. Tento předpoklad
nemusí být vždy splněn, protože data mohou pocházet z jiného rozložení, mohou být
zatížena hrubými chybami nebo mohou pocházet ze směsi několika rozložení. Proto je
důležité provést průzkumovou analýzu dat, abychom se vyvarovali neadekvátního použití
statistických metod.[2]
Průzkumová analýza dat se podle zpracovávaných dat rozděluje na:
• statistickou analýzu jednorozměrných dat;
• statistickou analýzu vícerozměrných dat.
Při zpracování jednorozměrných výběrů, pocházejících ze souborů o ne zcela známém
rozdělení, je sledován pouze jeden znak. Vzhledem k řešené problematice se v diplomové
práci dále věnuji pouze průzkumové analýze jednorozměrných dat.
V technické praxi se ovšem vedle jednorozměrných analytických informací, obsažených
v náhodném skaláru, vyskytují i vícerozměrné analytické informace, obsažené v náhodném
vektoru. Pro tyto případy se používá analýza vícerozměrných dat.
6.3.1 Průzkumová analýza jednorozměrných dat
Účelem průzkumové analýzy dat je odhalit jejich zvláštnosti a ověřit předpoklady
pro následné statistické zpracování. Při průzkumové analýze složitějších měření je účelem
posoudit zvláštnosti chování dat ještě před vlastní rutinní statistickou analýzou. Tak lze
zabránit provádění numerických výpočtů bez hlubších statistických souvislostí.
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Při analýze všech typů měření je nezbytné uvažovat náhodný charakter naměřených
hodnot xi. Počet prvků přitom může být omezený a soubor je pak konečný, nebo ne-
omezený a soubor je nekonečný. Vymezení souboru je velmi důležité, protože ovlivňuje
způsob vybírání prvků do výběru a interpretaci výsledků. Cílem statistického zpracování
je z chování výběru usuzovat na chování celého souboru.[9]
Z různých typů výběru se nejvíce uplatňuje náhodný výběr, jehož prvky jsou chápány
jako realizace jisté náhodné veličiny. Reprezentativní výběr je charakterizován následují-
cími předpoklady:
• jednotlivé prvky výběru jsou vzájemně nezávislé;
• výběr je homogenní, tj. všechna xi pocházejí ze stejného rozdělení pravděpodobnosti
s konstantním rozptylem;
• předpokládá se také, že jde o normální rozdělení pravděpodobnosti;
• všechny prvky souboru mají stejnou pravděpodobnost, že budou zařazeny do vý-
běru.
Uvedené předpoklady tvoří základ statistických metod vyhodnocení výsledků měření.
Pokud výběr nesplňuje uvedené předpoklady, je jeho statistická analýza daleko kompli-
kovanější a nelze použít klasické postupy pro statistickou indukci (odhady). Před vlastní
statistickou analýzou je nezbytné vyšetřit platnost základních předpokladů, tj. nezávis-
lost, homogenitu a normalitu výběru. Postup statistické analýzy jednorozměrných dat lze
shrnout do 3 bloků, které je možné provádět samostatně (blok A, blok B, blok A + B,
blok B + C a bloky A + B + C).[9]
Blok A představuje samotnou průzkumovou analýzu, kdy se vyšetřují statistické zvlášt-
nosti dat:
• odhalení stupně symetrie a špičatosti výběrového rozdělení;
• indikace lokální koncentrace výběru dat;
• nalezení vybočujících a podezřelých prvků ve výběru;
• porovnání výběrového rozdělení dat s typickými rozděleními;
• mocninná transformace výběru;
• Boxova - Coxova transformace výběru.
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Mocninná nebo Boxova - Coxova transformace je vhodná především při asymetrii
rozdělení původních dat, ale také při nekonstantnosti rozptylu.
V bloku B se ověřují základní předpoklady kladené na výběr, jako jsou nezávislost
prvků, homogenita výběru, dostatečný rozsah výběru a rozdělení výběru. Jsou-li závěry
tohoto kroku optimistické, následuje vyčíslení klasických odhadů polohy a variability.
Dále se vyčíslí intervaly spolehlivosti, následované testováním statistických hypotéz. V
pesimistickém případě následuje další pokus o úpravu dat:
• ověření nezávislosti prvků výběru;
• ověření homogenity rozdělení výběru;
• určení minimálního rozsahu výběru;
• ověření normality rozdělení výběru.
Blok C představuje tzv. konﬁrmatorní analýzu (zaměřuje se na ověřování hypotéz),
v rámci které je nabízena paleta rozličných odhadů polohy, variability a tvaru, jež lze
rozdělit do dvou skupin - na klasické odhady a na robustní odhady (necitlivé na odlehlé
prvky výběru, resp. další předpoklady o datech). Z nabídky odhadů parametrů vybírá
uživatel uvážlivě ty, jež mají statistický smysl a odpovídají závěrům průzkumové analýzy
dat a ověření předpokladů o výběru.[9]
6.3.2 Metody průzkumové analýzy dat
Cílem průzkumové analýzy je nalezení zvláštností statistického chování dat. Pro prů-
zkumovou analýzu se užívají především graﬁcké metody, které umožňují komplexní po-
souzení statistických zvláštností dat. Tyto metody jsou vhodné také pro zjednodušení
popisu dat, identiﬁkaci typu rozdělení výběru, konstrukci empirického rozdělení výběru a
zlepšení rozdělení dat. Při průzkumové analýze se využívá především robustních kvanti-
lových charakteristik, které umožňují sledování lokálního chování dat a které jsou vhodné
pro malé nebo středně velké výběry.
Mezi základní statistické zvláštnosti patří stupeň symetrie a špičatosti rozdělení vý-
běru, lokální koncentrace dat a přítomnost vybočujících pozorování.[9]
6.4 TEORIE ODHADU
Úlohou teorie odhadu je určení typu rozdělení sledovaného znaku, respektive některých
charakteristik a to na základě výběrových dat. Hodnoty parametrů nelze stanovit přesně,
na základě výběrových dat lze získat pouze přibližné hodnoty parametrů v základním
souboru.[9]
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6.4.1 Spolehlivost odhadu
Spolehlivost odhadu je pravděpodobnost, s jakou se charakteristika základního sou-
boru bude nacházet v intervalu vymezeném příslušnou výběrovou charakteristikou a ma-
ximální chybou.[9]
6.4.2 Přesnost odhadu
Přesnost odhadu je maximální chyba, které se při odhadu s danou spolehlivostí do-
pustíme. S rostoucí šířkou intervalu spolehlivosti klesá přesnost odhadu.[9]
6.5 ZÁKLADNÍ POJMY MATEMATICKÉ
STATISTIKY
V teorii pravděpodobnosti je matematickým modelem náhodného pokusu pravdě-
podobnostní prostor (Ω, A, P ). Výsledky náhodného pokusu jsou popsány pomocí ná-
hodné veličiny X : Ω → R. Pravděpodobnostní chování náhodné veličiny X je po-
psáno distribuční funkcí Φ(x). Pravděpodobnostní prostor a distribuční funkci považu-
jeme za známé a hledáme pravděpodobnosti jevů určené náhodnou veličinou X. V ma-
tematické statistice máme číselné realizace n nezávislých pozorování náhodné veličiny
X : x1 = X(ω1), . . . , xn = X(ωn) a na jejich základě chceme učinit výpověď o distribuční
funkci Φ(x), respektive o pravděpodobnostním prostoru (Ω, A, P ). Předpokládáme, že
X Φθ(x), kde Φθ(x); θ ∈ Ξ je známá třída distribučních funkcí, θ je skalární nebo vektorový
parametr a Ξ je parametrický prostor, tj. množina všech přípustných hodnot parametru.
Jedním z důležitých úkolů matematické statistiky je pomocí dat x1, . . . , xn odhadnout pa-
rametr θ a tím speciﬁkovat distribuční funkci Ωθ(x), podle níž se řídí pravděpodobnostní
chování náhodné veličiny X. Matematická statistika rovněž ověřuje pravdivost různých
tvrzení o parametru θ či parametrické funkci h(θ).[2]
6.5.1 Náhodný výběr
Nechť X1, . . . , Xn jsou stochasticky nezávislé náhodné veličiny, které mají všechny
stejné rozložení L(θ). Řekněme, že X1, . . . , Xn je náhodný výběr rozsahu n z rozložení
L(θ).[2]
6.5.2 Statistika, příklady důležitých statistik
Libovolná funkce T = T (X1, . . . , Xn) náhodného výběru X1, . . . , Xn se nazývá sta-
tistika. Nechť X1, . . . , Xn je náhodný výběr n ≥ 2. Pak statistika M = 1/n
∑n
i=1Xi se
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nazývá výběrový průměr, S2 = 1/(n− 1)
∑n
i=1(Xi−M)
2 výběrový rozptyl, S = S2 výbě-
rová směrodatná odchylka.[2]
6.5.3 Vlastnosti důležitých statistik
Nechť X1, . . . , Xn je náhodný výběr z rozložení se střední hodnotou µ, rozptylem σ2 a
distribuční funkcí Φ(x). Nechť n ≥ 2. OznačmeMn výběrový průměr, S2n výběrový rozptyl
a pro libovolné, ale pevně dané x ∈ R označme Fn(x) hodnotu výběrové distribuční funkce.
PakMn je nestranným odhadem µ (tj. E(Mn) = µ) s rozptylem D(Mn) = σ2/n, S2n je
nestranným odhadem σ2 (tj. E(S2n) = σ
2), ať jsou hodnoty parametrů µ, σ2 jakékoli. Dále
platí, že pro libovolné, ale pevně dané x ∈ R je výběrová distribuční funkce Fn(x) nestran-
ným odhadem Φ(x) (tj. E(Fn(x)) = Φ(x)) s rozptylem D(Fn(x)) = Φ(x)(1−Φ(x))/n, ať
je hodnota distribuční funkce Φ(x) jakákoliv. Posloupnost Mn
∞
n=1 je posloupnost konzis-
tentních odhadů µ, S2∞n=1 je posloupnost konzistentních odhadů σ
2 a pro libovolné, ale
pevně dané x ∈ R je Fn(x)
∞
n=1 posloupnost konzistentních odhadů Φ(x).[2]
6.5.4 Interval spolehlivosti
Nechť X1, . . . , Xn je náhodný výběr z rozložení L(θ), h(θ) je parametrická funkce,
α ∈ (0, 1), D = D(X1, . . . , Xn), H = H(X1, . . . , Xn) jsou statistiky.
1. Interval (D,H) se nazývá 100(1 − α)% (oboustranný) interval spolehlivosti pro
parametrickou funkci h(θ), jestliže ∀θ ∈ Ξ : P (D < h(θ) < H) ≥ 1− α.
2. Interval (D,α) se nazývá 100(1− α)% levostranný interval spolehlivosti pro para-
metrickou funkci h(θ), jestliže: ∀θ ∈ Ξ : P (D < h(θ)) ≥ 1− α.
3. Interval (α,H) se nazývá 100(1 − α)% pravostranný interval spolehlivosti pro pa-
rametrickou funkci h(θ), jestliže ∀θ ∈ Ξ : P (h(θ) < H) ≥ 1− α.
Číslo α se nazývá riziko, číslo 1− α se nazývá spolehlivost.[2]
Postup při konstrukci intervalu spolehlivosti
Celý postup můžeme rozdělit do několika kroků:
1. Vyjdeme ze statistiky V , která je nestranným bodovým odhadem parametrické
funkce h(θ).
2. Najdeme tzv. pivotovou statistiku W , která vznikne transformací statistiky V , je
monotónní funkcí h(θ) a přitom její rozložení je známé a na h(θ) nezávisí. Pomocí
známého rozložení pivotové statistikyW najdeme kvantily ωα/2, ω1−α/2, takže platí:
∀θ ∈ Ξ : P (ωα/2 < W < ω1−α/2) ≥ 1− α.
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3. Nerovnost ωα/2 < W < ω1−α/2 převedeme ekvivalentními úpravami na nerovnost
D < h(θ) < H.
4. Statistiky D, H nahradíme jejich číselnými realizacemi d, h a získáme tak 100(1−
α)% empirický interval spolehlivosti, o němž prohlásíme, že pokrývá h(θ) s pravdě-
podobností alespoň 1− α.[2]
Šířka intervalu spolehlivosti
Nechť d, h je 100(1 − α)% empirický interval spolehlivosti pro h(θ) zkonstruovaný
pomocí číselných realizací x1, . . . , xn náhodného výběru X1, . . . , Xn z rozložení L(θ).
Při konstantním riziku klesá šířka h− d s rostoucím rozsahem náhodného výběru.
Při konstantním rozsahu náhodného výběru klesá šířka h− d s rostoucím rizikem.[2]
6.6 TESTOVÁNÍ STATISTICKÝCH HYPOTÉZ
Nulovou hypotézou rozumíme nějaké tvrzení o parametrech nebo typu rozložení, z
něhož pochází náhodný výběr. Nulová hypotéza vyjadřuje nějaký teoretický předpoklad,
často skeptického rázu a uživatel ji musí stanovit předem, bez přihlédnutí k datovému
souboru.
Proti nulové hypotéze stavíme alternativní hypotézu, která říká, co platí, když neplatí
nulové hypotéza. Postup, který je založen na daném náhodném výběru a s jehož pomocí
rozhodneme o zamítnutí či nezamítnutí nulové hypotézy, se nazývá testování hypotéz.[3]
6.6.1 Nulová a alternativní hypotéza
Nechť X1, . . . , Xn je náhodný výběr z rozložení L(θ), kde parametr υ ∈ Ξ neznáme.
Nechť h(θ) je parametrická funkce a c daná reálná konstanta.
a) Oboustranná alternativa: tvrzení H0 : h(θ) = c se nazývá jednoduchá nulová hypo-
téza. Proti nulové hypotéze postavíme složenou alternativní hypotézu H1 : h(θ) 6= c.
b) Levostranná alternativa: tvrzení H0 : h(θ) ≥ c se nazývá složená pravostranná
nulová hypotéza. Proti jednoduché nebo složené pravostranné nulové hypotéze postavíme
složenou levostrannou alternativní hypotézu H1 : h(θ) < c.
c) Pravostranná alternativa: tvrzení H0 : h(θ) ≤ c se nazývá složená levostranná
nulová hypotéza. Proti jednoduché nebo složené levostranné nulové hypotéze postavíme
složenou pravostrannou alternativní hypotézu H1 : h(θ) > c.
Testováním H0 proti H1 rozumíme rozhodovací postup založený na náhodném výběru
X1, . . . , Xn, s jehož pomocí zamítneme či nezamítneme platnost nulové hypotézy.[3]
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6.6.2 Chyba 1. a 2. druhu
Při testování H0 proti H1 se můžeme dopustit jedné ze dvou chyb:
• chyba 1. druhu spočívá v tom, že H0 zamítneme, i když ve skutečnosti platí;
• chyba 2. druhu spočívá v tom, že H0 nezamítneme, ač ve skutečnosti neplatí.
Pravděpodobnost chyby 1. druhu se značí α a nazývá se hladina významnosti testu.
Pravděpodobnost chyby 2. druhu se značí β. Číslo 1−β se nazývá síla testu a vyjadřuje
pravděpodobnost, s jakou test vypoví, že H0 neplatí.[3]
6.6.3 Testování pomocí kritického oboru
Najdeme statistiku T0 = T0(X1, . . . , Xn), kterou nazveme testovým kritériem (testovou
statistikou). Množina všech hodnot, jichž může testové kritérium nabýt, se rozpadá na
obor nezamítnutí nulové hypotézy (značí se V ) a obor zamítnutí nulové hypotézy (značí
se W a nazývá se též kritický obor). Tyto dva obory jsou odděleny kritickými hodnotami
(pro danou hladinu významnosti α je lze najít ve statistických tabulkách). Jestliže číselná
realizace t0 testového kritéria T0 padne do kritického oboru W , pak nulovou hypotézu
zamítáme a hladině významnosti α a znamená to skutečné vyvrácení testované hypotézy.
Jestliže t0 padne do oboru nezamítnutí V , pak jde o pouhé mlčení, které platnost nulové
hypotézy jenom připouští.[3]
6.6.4 Testování pomocí intervalu spolehlivosti
Sestrojíme 100(1−α)% empirický interval spolehlivosti pro parametrickou funkci h(θ).
Pokryje-li tento interval hodnotu c, pak H0 nezamítáme na hladině významnosti α, v
opačném případě H0 zamítáme na hladně významnosti α.[3]
6.6.5 Testování pomocí p-hodnoty
p-hodnota udává nejnižší možnou hladinu významnosti pro zamítnutí nulové hypotézy.
Je-li p-hodnota ≤ α, pak H0 zamítáme na hladině významnosti α, je-li p-hodnota > α,
pak H0 nezamítáme na hladině významnosti α.
p-hodnota vyjadřuje pravděpodobnost, s jakou číselné realizace x1, ..., xn náhodného
výběruX1, ..., Xn podporujíH0, je-li pravdivá. Výpočet p-hodnoty vyžaduje znalost distri-
buční funkce rozložení, kterým se řídí testové kritérium T0, je-li H0 pravdivá. Vzhledem k
tomu, že v běžných statistických tabulkách jsou uvedeny pouze hodnoty distribuční funkce
standardizovaného normálního rozložení, bez použití speciálního software jsme schopni
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vypočítat p-hodnotu pouze pro test hypotézy o střední hodnotě normálního rozložení při
známém rozptylu.[3]
6.6.6 Postup testování statistických hypotéz
1. formulace nulové a alternativní hypotézy;
2. volba hladiny významnosti α;
3. volba testového kritéria;
4. určení kritického oboru K;
5. výpočet hodnoty testového kritéria T z výběrových hodnot;
6. formulace výsledků testu (rozhodnutí):
• jestliže vypočtená hodnota testového kritéria T padne do kritického oboru K,
zamítáme H0;
• jestliže vypočtená hodnota testového kritéria T padne do oboru přijetí R,H0
se nezamítá.
Je vhodné na konci celého prostupu formulovat slovní odpověď, tzn. k jakému výsledku
jsme dospěli.
6.7 PARAMETRICKÉ ÚLOHY O JEDNOM
NÁHODNÉM VÝBĚRU
Při zpracování dat se často předpokládá splnění určitých podmínek. V případě jednoho
náhodného výběru je to především normalita a nepřítomnost vybočujících hodnot. U dvou
či více nezávislých náhodných výběrů sledujeme kromě normality též shodu středních
hodnot nebo shodu rozptylů.
Vzhledem k důležitosti předpokladu normality se doporučuje též použití některého
testu normality. K závěrům těchto testů ovšem přistupujeme s určitou opatrností. Máme-
li k dispozici rozsáhlejší datový soubor (orientačně n > 30) a test zamítne na hladině
významnosti 0, 01 nebo 0, 05 hypotézu o normalitě, i když vzhled diagnostických grafů
svědčí jen o lehkém porušení normality, nedopustíme se závažné chyby, pokud použijeme
statistickou metodu založenou na normalitě dat.[3]
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6.7.1 Náhodný výběr z normálního rozložení
Mnoho náhodných veličin, s nimiž se setkáváme ve výzkumu i v praxi, se řídí normál-
ním rozložením. Za jistých předpokladů, obsažených v centrální limitní větě se dá rozložení
jiných náhodných veličin aproximovat normálním rozložením. Proto je zapotřebí věnovat
velkou pozornost právě náhodným výběrům z normálního rozložení.[2]
Konstrukce některých odhadů charakteristik základního souboru a testů hypotéz je
vázána na předpoklad, že rozdělení základního souboru, z něhož byl výběrový soubor
pořízen, je určitého konkrétního typu. V jiných případech hledáme rozdělení, které by
odpovídalo provedenému náhodnému výběru a sloužilo tak jako teoretický model.
Přitom vycházíme z výběrového rozdělení, které se přirozeně od rozdělení teoretického
více či méně liší. Máme tedy důvody v některých případech porovnávat empirická rozdělení
četností s rozděleními teoretickými.
Volba teoretického rozdělení je prováděna na základě některých věcných úvah o sle-
dovaném jevu, popřípadě na základě odhadu typu teoretického rozdělení z graﬁckého
vyobrazení výběrového rozdělení četností.
Tato volba nemusí být vždy správná, a proto je aktuální ověřit shodu empirického
rozdělení s teoretickým vhodným testem.[9]
6.7.2 Testy normality dat
Pearsonův χ2 - test dobré shody
Tento test lze použít ve dvou nejčastěji se vyskytujících situacích:
1. Nulová hypotéza H0 předpokládá, že v konečném základním souboru roztříděném
podle nějakého kvantitativního či kvalitativního znaku do k skupin jsou podíly va-
riant v základním souboru rovny číslům p0,1, . . . , p0,k.
2. Nulová hypotéza H0 předpokládá, že nekonečný základní soubor má rozdělení urči-
tého typu (např. normální).
• v případě, že H0 udává nejen typ rozdělení, ale i jeho parametry, mluvíme o
úplně speciﬁkovaném modelu;
• v případě, že je udán pouze typ rozdělení, tak hovoříme o neúplně speciﬁkova-
ném modelu.[9]
Test má testové kritérium:
G =
∑ (ni − npi)2
npi
, kde
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ni . . . . . . . . . . . . . . . . . . . .. . .skutečné četnosti výběru;
npi . . . . . . . . . . . . . . . . . . . . .hypotetické četnosti stanovené rozdělením.
a kritický obor:
G > χ21−α(k − r − 1), kde
k . . . . . . . . . . . . . . . . . . . . . . .počet tříd;
r . . . . . . . . . . . . . . . . . . . . . . .počet parametrů hypotetického rozdělení.
Kolmogorovův-Smirnovův test normality dat
Testujeme hypotézu, která tvrdí, že náhodný výběr X1, . . . , Xn pochází z normál-
ního rozložení s parametry µ a σ2. Distribuční funkci tohoto rozložení označme ΦT (x).
Nechť Fn(x) je výběrová distribuční funkce. Testovou statistikou je statistika Dn =
sup−∞<x<∞|Fn(x)−ΦT (x)|. Nulovou hypotézu zamítáme na hladině významnosti α, když
Dn ≥ Dn(α), kde Dn(α) je tabelovaná kritická hodnota. Pro n > 30 lze Dn(α) aproximo-
vat výrazem
√
1/2n.ln(2/α).
V případě, že neznáme parametry µ a σ2 normálního rozložení, změní se rozložení
testové statistiky Dn. Příslušné modiﬁkované kvantily byly určeny pomocí simulačních
studií.[3]
Shapirův-Wilkův test normality dat
Testujeme hypotézu, která tvrdí, že náhodný výběr X1, . . . , Xn pochází z rozložení
N(µ;σ2). Test je založen na zjištění, zda body v kvantil-kvantilovém grafu jsou významně
odlišné od regresní přímky proložené těmito body. Shapirův - Wilkův test se používá
především pro výběry menších rozsahů, n < 50.[3]
Testovací kritérium, respektující, že nejsou uspořádané hodnoty Xi náhodného výběru
nezávislé, má pro rozsah 3 < n < 50 tvar:
SW =
[
∑n
i=1 aix(i)]
2∑n
i=1(xi − x¯)2
, kde
ai . . . . . . . . . . . . . . . . . . . . . . .koeﬁcienty odvozené pro potřeby tohoto testu;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty.
Shapiro a Francia později upravili testové kritérium do tvaru:
SW1 =
(qTx)2
[(n− 1)qTqs2(x)]
, kde
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x . . . . . . . . . . . . . . . . . . . . . . .vektor hodnot x(i);
q . . . . . . . . . . . . . . . . . . . . . . .vektor kvantilů q(i);
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty.
Pro svou dobrou vypovídací schopnost je Shapirův - Wilkův test ve statistické litera-
tuře doporučován a předepisovala jej i ČSN 010225.[5]
Nicméně pro potřeby testování cen nemovitostí se tento test nehodí kvůli tomu, že je
nutné pracovat s maticovým počtem a to je poměrně náročné. Program Statistica nabízí
jednoduché řešení, ale ten se v programovém vybavení znalců objevuje jen zřídka.
6.8 NEPARAMETRICKÉ TESTY
Jde o speciální testy, které nevyžadují splnění žádných nebo skoro žádných předpo-
kladů o charakteru rozdělení studovaných náhodných veličin. Jsou nezávislé na tvaru roz-
dělení základního souboru a netýkají se parametrů rozdělení (středních hodnot, rozptylů)
v jejich tradičním smyslu. V testovacích charakteristikách, užívaných v neparametrických
testech, neﬁgurují parametry rozdělení, nýbrž jiné důležité charakteristiky, popisující dané
statistické souboru (např. pořadí).
Tyto testy vycházejí z velmi obecných předpokladů, obvykle se pouze požaduje, aby
rozdělení zkoumaných náhodných veličin bylo spojitého typu. Mezi jejich hlavní přednosti
patří nezávislost na tvaru rozdělení, použitelnost pro studium jak znaků kvantitativních,
tak kvalitativních (parametrické testy lze užívat pouze při analýze kvantitativních znaků),
po výpočetní stránce jsou mnohem jednodušší a rychlejší (zejména při výběrech malého
rozsahu).
Mají širší použitelnost než testy parametrické. Jako nedostatek se uvádí zejména jejich
menší síla (tj. menší schopnost zamítnout nesprávnou nulovou hypotézu) v porovnání s
parametrickými testy.
Jsou-li splněny předpoklady použití parametrických testů, potřebují neparametrické
testy analogických hypotéz větší rozsah náhodného výběru k dosažení stejné síly testu
proti analogickým alternativním hypotézám. Tento problém je však kompenzován širšími
možnostmi použití neparametrických testů a vhodnou volbou testu lze zmíněný nedostatek
téměř eliminovat.[9]
6.8.1 Pořadové testy
Velmi důležitou podtřídu neparametrických testů tvoří pořadové testy, ve kterých se
místo s původními hodnotami náhodné veličiny v náhodném výběru pracuje s pořado-
vými čísly těchto hodnot, seřazených podle velikosti. Provedeme-li n nezávislých pozoro-
vání spojité náhodné veličiny X, je prakticky jisté, že se pozorované hodnoty x1, . . . , xn
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vesměs od sebe liší, takže se dají jednoznačně uspořádat podle velikosti. Každému pozo-
rování xi lze tedy jednoznačně přiřadit pořadí Ri - totiž jeho pořadové číslo v uspořádané
posloupnosti pozorování. Někdy se však stává, že dvě nebo více výběrových hodnot jsou
stejné a vytvářejí tzv. shody. Hodnotám, které tvoří určitou shodu, se pak přiřazuje jejich
průměrné pořadí.[9]
6.9 VYLOUČENÍ EXTRÉMNÍCH HODNOT
DATOVÉHO SOUBORU
V reálných datových souborech se často vyskytne jedna nebo několik hodnot, jež se
nápadně odlišují od většiny ostatních údajů. Tato odlehlá pozorování bývají mnohdy
důsledkem chyb, vzniklých např. porušením podmínek, za nichž mělo měření probíhat,
nesprávným měřením, zjišťováním, zápisem zjištěných údajů apod. Atypické údaje mo-
hou též představovat pozorování, jež nepocházejí z téhož základního souboru jako ostatní
analyzovaná výběrová data, v jiných případech se pak může jednat o zcela korektní a kon-
zistentní pozorování, která však reprezentují mimořádné a tedy velmi důležité případy.
Protože odlehlá pozorování mohou výrazně ovlivnit kvalitu příslušných statistických ana-
lýz, je třeba tato vybočující pozorování identiﬁkovat a posoudit, zda nejsou důsledkem
nějakých hrubých chyb. Evidentně chybné údaje musí být opraveny, a pokud to není
možné, je třeba je z analyzovaného souboru vyřadit. Odlehlým pozorováním, která nejsou
chybami, je nutno věnovat speciální pozornost, někdy se též doporučuje analyzovat je
odděleně.[10]
Při tvorbě databází cen často dochází k tomu, že nejmenší, resp. největší hodnoty jsou
odlehlé nebo extrémní. Jsme-li omezeni počtem nemovitostí, mohou tyto hodnoty sehrát
velkou negativní roli. Značně totiž vychýlí odhad nejpravděpodobnější hodnoty. Je proto
žádoucí tyto extrémní hodnoty objektivně eliminovat.
Pro tento účel byly vytvořeny statistické testy, kterými je možno extrémní hodnoty vy-
loučit. Jedná se o testování hypotéz, které patří k nejdůležitějším metodám matematické
statistiky. Na základě znalostí náhodného výběru lze s předem danou pravděpodobností
ověřovat domněnky o parametrech rozložení, z něhož pochází náhodný výběr. Testování
hypotéz lze provádět pomocí kritického oboru, intervalu spolehlivosti a p-hodnoty. Při
testování pomocí kritické hodnoty najdeme statistiku, kterou nazveme testovým krité-
riem. Množina hodnot, které může testované hodnoty nabýt, spadá buď do tzv. kritického
oboru, nebo do něj nespadá. Pokud hodnota testového kritéria spadá do kritického oboru,
nulovou hypotézu (počáteční domněnka k ověření) zamítáme na hladině významnosti α.
To znamená, že pravděpodobnost zamítnutí nulové hypotézy, která však ve výsledku platí,
je rovna α (riziko omylu).
62
6.9.1 Pravidlo čtyř sigma
Má-li analyzovaný statistický soubor alespoň 10 pozorování, může být vybočující ex-
trémní hodnota orientačně zjištěna pomocí jednoduchého pravidla čtyř sigma, jež se opírá
o Bienaymé - Čebyševovu respektive Gaussovu nerovnost. Z těchto fundamentálních ne-
rovností teorie pravděpodobnosti vyplývá, že v intervalu (x¯−4s; x¯+4s), kde x¯ respektive
s jsou výběrový aritmetický průměr respektive výběrová směrodatná odchylka, leží 99,99
% hodnot pro výběry z normálního rozdělení, 97 % hodnot pro výběry ze symetrického
unimodálního rozdělení a 94 % hodnot u výběrů ze zcela libovolného pravděpodobnostního
rozdělení. Jestliže tedy některá výběrová hodnota bude ležet mimo výše zmíněný inter-
val, lze s dostatečně vysokou pravděpodobností zamítnout hypotézu, že odlehlé pozorování
patří do téže populace jako zbývající výběrové hodnoty. Je ovšem potřeba zdůraznit, že
pravidlo čtyř sigma má jen informační charakter.[10]
6.9.2 Grubbsův test
Grubbsův test slouží pro vyloučení vychýlených hodnot, které se vymykají náhodné
variabilitě. Testujeme nulovou hypotézu, že se testované extrémy výrazně neliší od ostat-
ních hodnot souboru.[1]
Nejdříve seřadíme hodnoty podle velikosti tak, že x1 < x2, ..., < xn a vypočteme
kritérium:
T1 =
x¯− x1
Sn
nebo Tn =
xn − x¯
Sn
podle toho, zda se testuje na odlehlost výsledek největší (xn) nebo nejmenší (x1).
Hodnota Sn odpovídá populační směrodatné odchylce:
Sn =
√√√√ 1
n
nA∑
i=1
(x¯− xi)2
Hodnota T1 nebo Tn se porovnává s kritickou hodnotou Grubbsova rozdělení Ta. Je-li
T1 nebo Tn > Ta, je výsledek odlehlý. V opačném případě, tj. je-li T1 nebo Tn < Ta, je
splněna nulová hypotéza a testovaný výsledek se nevylučuje.[13]
Nevýhodou tohoto testování je, že se pro účely testování musí počítat s populační
směrodatnou odchylkou. Může se ale postupovat i tak, že se dosazuje do kritéria:
Ts,1 =
x¯− x1
sx
nebo Ts,n =
xn − x¯
sx
kde sx je výběrová směrodatná odchylka. Vypočtené hodnoty Ts,n,, resp. Ts,1 se po-
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rovnají s kritickou hodnotou Ts,a, která se vypočte podle vztahu:
Ts,a = Ta
√
n− 1
n
Je-li Ts,1 nebo Ts,n > Ts,a, je výsledek odlehlý a musí se z testovaného souboru dat
vyloučit.
Pokud je některá hodnota vyloučena, získáme nový soubor, který má jiné rozpětí, takže
je potřeba provést testování opakovaně a postupně vyloučit všechny odlehlé hodnoty.
6.9.3 Dean-Dixonův test
Dean-Dixonův test je neparametrický, neověřuje tedy rozložení výběrového souboru.
Nejdříve seřadíme hodnoty podle velikosti tak, že x1 < x2, ..., < xn a vypočteme
kritérium:
Q1 =
x2 − x1
R
nebo Qn =
xn − xn−1
R
a poté se porovná výsledek s kritickou hodnotou Qa, která je tabelována pro dané n
a a. Je-li Q1 nebo Qn > Qa, je testovaný výsledek odlehlý a vylučuje se.
Dean-Dixonovo kritérium nelze použít k vylučování ze tří výsledků, jsou-li dva z nich
stejné, protože podle tohoto kritéria vychází každý výsledek, který se liší od zbývajících
dvou, jako odlehlý, i když ve skutečnosti patří do téhož základního souboru.
Vylučování odlehlých hodnot je možné použít při počtu paralelních stanovení n ≥ 3.
Při větším počtu hodnot, je-li odlehlou hodnotou současně nejnižší i nejvyšší, může tes-
tování pomocí Grubbsova i Dean-Dixonova testu selhat, protože symetrie obou odlehlých
výsledků okolo průměru způsobí zároveň i zvětšení hodnoty Sn nebo R.[13]
6.9.4 Studentův t-test
Výhodou tohoto testování oproti Grubbsovu a Dean-Dixonova testu je, že při testování
odlehlých výsledků neovlivní výpočet hodnoty t velikost směrodatné odchylky sx, ta totiž
nezahrnuje testované krajní hodnoty souboru dat. Hodnota t se vypočítá podle rovnice:
t =
|X − x¯|
sx
√
n
n+ 1
, kde
X . . . . . . . . . . . . . . . . . . . . . .výsledek, který testujeme na odlehlost;
x¯ . . . . . . . . . . . . . . . . . . . . . . .celkový průměr (bez testovaného výsledku X);
sx . . . . . . . . . . . . . . . . . . . . . .směrodatná odchylka (nezahrnuje testovaný výsledek X);
n . . . . . . . . . . . . . . . . . . . . . . .počet výsledků, z nichž je počítán celkový průměr x¯.
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Kritická hodnota t je hodnota Studentova rozložení na hladině významnosti 1− α
2
.
Je-li t > t(P ; f = n− 1), jsou výsledky odlehlé.[13]
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7 POSTUP PŘI ODHADU
NEJPRAVDĚPODOBNĚJŠÍ
CENY NEMOVITOSTI
7.1 SESTAVENÍ VZOROVÉ DATABÁZE
Pro sestavení databáze jsem zvolila byty 2+1 v lokalitě Brno. Lokalitu i velikost bytů
jsem volila s ohledem na to, že pro některé statistické testy je třeba databáze s velkým
počtem prvků právě byty 2+1 jsou v realitní inzerci nejvíce zastoupeny.
Inzeráty jsem vyhledala na realitním serveru Sreality.cz. Jedná se o velký realitní ser-
ver, na kterém realitní kanceláře inzerují nejčastěji. Ovšem data z realitní inzerce mají
svá speciﬁka, která je třeba při odhadu ceny nemovitosti zohlednit. Hlavně se jedná o
nadhodnocení ceny inzerované nemovitosti proti ceně, která bude nakonec při prodeji do-
sažena. Vzhledem k omezeným časovým možnostem jsem cenu inzerce v čase nesledovala,
klesající cenu jsem vyjádřila koeﬁcient redukce ceny, který představuje poměr tržní ceny
(tedy, ceny, za kterou bude obchod nakonec realizován) a ceny nabídkové. Použila jsem
hodnotu 0,85. Je sice nepřesná, ale pro moji práci dostačující.
Nemovitosti jsem porovnala prostřednictvím přepočtu na jednotku Kč/m2 užitné plo-
chy.
Do databáze jsem použila cihlové byty v celé lokalitě Brno, rozdílné lokality jsem
potom zohlednila v koeﬁcientech cenového porovnání.
Použila jsem byty v osobním (OV) i družstevním vlastnictví (DB). V Brně je jejich
cena naprosto odpovídající, nicméně družstevní byty mají určitá vlastnická omezení, proto
jsem toto při jejich porovnání zohlednila v koeﬁcientu K6 - koeﬁcient úpravy dle odborné
úvahy znalce. Cenu družstevních bytů jsem takto snížila o 10%.
Jako srovnávací nemovitost jsem zvolila ﬁktivní cihlový byt 2+1 na ulici Grohova v
Brně s výměrou 60 m2 v osobním vlastnictví s balkonem, sklepem, s vlastním plynovým
kotlem. Dům je po revitalizaci - jsou vyměněna okna za plastová a je zateplena fasáda.
Možností parkování je před domem.
Pro představu zde uvedu jednu nemovitost a její úpravu z realitní inzerce až po výpočet
koeﬁcientů cenového porovnání. Celá databáze je umístěna v části příloh.
V první tabulce je uveden doslovný přepis z realitní inzerce. Do tabulky je nutné uvést
datum, kdy byl inzerát na server uložen, nejlépe také poslední změnu v inzerátu, to ovšem
server Sreality.cz nenabízí. Pro případné dohledání a zprůhlednění celého oceňovacího
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postupu je potřeba uvést ještě ID inzerátu.
Data, která jsou pro ocenění nemovitosti podstatná je vhodné uvést výrazně. Jedná se
hlavně o cenu bytu, jeho velikost a polohu umístění. Někdy si údaje z inzerátu protiřečí
s reálným stavem nemovitosti, často se dá takový problém poznat už z přiložených foto-
graﬁí. Realitní makléři zřejmě s vidinou většího zájmu potenciálních kupujících označují
panelové byty jako cihlové, nadhodnocují velikosti bytů nebo byty v družstevním vlast-
nictví udávají jako v osobním vlastnictví. Takový nesoulad lze nalézt u velkého počtu
inzerovaných nemovitostí a záleží pouze na znalci, zda takovou nemovitost pro ocenění
použije, případně, jestli pro svou potřebu inzerát poupraví do správné podoby. Takový
postup ovšem nelze doporučit, protože upravený inzerát je neprůkazný, vhodnější je proto
špatně formulované inzeráty vůbec nepoužívat.
č. Lokalita Cena [Kč/m2] Jiné
1 Škroupova 33 333 OV, balkon, původní dřevěná okna, sklep,
podíl na půdě a společných prostorách.
Dále z inzerátů vybereme údaje, které budou pro ocenění podstatné. Jedná se hlavně o
lokalitu, výměry, a nadstandardní vybavení. S ohledem na oceňovanou ﬁktivní nemovitost
jsem do tabulky uvedla, zda se jedná o byt v osobním nebo družstevním vlastnictví,
jestli je v jeho příslušenství sklep nebo balkon, jestli je dům nebo byt po rekonstrukci,
případně jaké, vybavení, které v bytě zůstane a dále některé nadstandardní nebo naopak
podstandardní vlastnosti nemovitosti, které je třeba při výpočtu nejpravděpodobnější
ceny zohlednit. V této tabulce už jsou ceny nemovitostí přepočítané na jednotku Kč/m2
užitné plochy.
Nakonec jednotlivé nemovitosti porovnáme pomocí koeﬁcientů.
Koeﬁcient redukce na pramen ceny jsem použila jednotně 0,85, jak jsem již uvedla
výše.
K1 - koeﬁcient úpravy na polohu objektu. Volila jsem objekty po celém Brně, tak,
abych dostala co nejrozsáhlejší databázi. Koeﬁcient jsem potom volila podle koeﬁcientu
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prodejnosti Kp, užívaného pro nákladový způsob ocenění nemovitostí, daného katastrál-
ního území dle vyhlášky č. 3/2008 Sb., přílohy č. 39. Při sestavování databáze na reálné
srovnání nemovitostí cenovým porovnáním není třeba takové množství nemovitostí, dosta-
čující je 10 srovnávacích nemovitostí. Pak je samozřejmě důležitá přesná poloha vzhledem
k oceňované nemovitosti.
K2 - koeﬁcient úpravy na velikost objektu. Koeﬁcient je u všech nemovitostí roven
1,00, protože všechny mají dispozici 2+1. Tento koeﬁcient je důležitější hlavně u rodinných
domů, kde ocenění neprobíhá většinou na jednotku Kč/m2, ale porovnáním celého objektu.
Je to hlavně z důvodu špatně psaných výměr inzerovaných nemovitostí realitními makléři.
Dochází k zaměňování pojmů zastavěná plocha, plocha podlaží a užitná plocha.
K3 - koeﬁcient pro existenci garáže. Tento koeﬁcient se používá hlavně u rodinných
domů, kde je neexistence garáže nebo parkovacího místa na pozemku podstatným nedo-
statkem nemovitosti. U bytů se většinou s garáží pro bytovou jednotku nepočítá, i když
v nové výstavbě už se s možností parkování přímo v objektu často uvažuje. V sestavené
databázi je několik nemovitostí, které mají vlastní parkovací místo buď přímo v objektu
nebo na dvoře. Tyto nemovitosti jsem samozřejmě koeﬁcientem zvýhodnila. U ostatních
nemovitostí jsem vzala v úvahu hlavně jejich lokalitu vzhledem k centru města a s tím
související parkovací možnosti.
K4 - koeﬁcient úpravy na celkový stav. S ohledem na ﬁktivní oceňovanou nemovitost
jsem v tomto koeﬁcientu zohlednila, zda má byt balkon nebo sklep, jakým způsobem je
vytápěn, jestli v domě nebo v bytě byla provedena revitalizace, případně možnost užívání
zahrady.
K5 - koeﬁcient úpravy na celkovou velikost pozemků.Přesto, že jsem nemovitosti oceňo-
vala cenou přepočítanou na jednotku Kč/m2 užitné plochy, zohlednila jsem jejich velikost.
Větší byty jsou totiž prodávány většinou za nižší cenu za m2.
K6 - koeﬁcient úpravy dle odborné úvahy znalce. V tomto koeﬁcientu jsem zohled-
nila pouze to, zda se jedná o byt v osobním nebo družstevním vlastnictví. Ceny bytů v
družstevním vlastnictví jsem tímto koeﬁcientem snížila o 10 %.
Index odlišnosti vnikne pronásobením koeﬁcientů K1 až K6.
Cena oceňovaného objektu je potom dána vynásobením ceny po redukci na pramen
ceny s indexem odlišnosti.
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Dále následuje statistické zpracování databáze tak, aby všechny informace v ní obsa-
žené byly relevantní a konečnou cenu výrazně nezkreslovaly.
7.2 STATISTICKÉ ZPRACOVÁNÍ DATABÁZE
7.2.1 Základní statistické charakteristiky
Aritmetický průměr1
x¯ =
1
n
n∑
i=1
xi =
1
100
100∑
i=1
xi= 31653,14 Kč/m2
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot;
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty.
Medián2
Medián je hodnota, jež dělí řadu podle velikosti seřazených výsledků na dvě stejně po-
četné veličiny. Vzhledem k tomu, že soubor má sudý počet prvků, je medián aritmetickým
průměrem hodnot na místech n/2 a n/(2 + 1).
V tomto souboru Medián = 30938,74 Kč/m2.
Modus3
Modus je hodnota, která se v daném statistickém souboru vyskytuje nejčastěji. V
tomto souboru se žádná hodnota neopakuje, modus v tomto smyslu tedy určit nelze.
Je však možné provést třídění souboru s tím, že bude nejpočetnější třída (s největší
četností znaku) bude modální interval.
třídy četnost třídy četnost třídy četnost
(18000; 20000> 3 (30000; 32000> 21 (42000; 44000> 3
(20000; 22000> 0 (32000; 34000> 5 (44000; 46000> 1
(22000; 24000> 8 (34000; 36000> 10 (46000; 48000> 0
(24000; 26000> 6 (36000; 38000> 9 (48000; 50000> 1
(26000; 28000> 9 (38000; 40000> 5 (50000; 52000> 1
(28000; 30000> 14 (40000; 42000> 4
1V programu Excel se vypočte pomocí funkce =průměr(číslo 1; číslo 2; . . .; číslo n)
2V programu Excel se vypočte pomocí funkce =median(číslo 1; číslo 2; . . .; číslo n)
3V programu Excel se vypočte pomocí funkce =mode(číslo 1; číslo 2; . . .; číslo n)
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Nejpočetnější je třída hodnot 30 000 < hodnota ≤ 32 000, která obsahuje 21 znaků.
Toto rozpětí hodnot je modem souboru.
Variační rozpětí
Variační rozpětí je rozdíl největší a nejmenší hodnoty znaku.
V daném statistickém souboru je největším znakem xmax4 = 50133,54 Kč/m2 a nejmen-
ším znakem xmin5 = 18255,67 Kč/m2.
Variační rozpětí je potom rovno:
R = xmax − xmin = 50133, 54− 18255, 67= 31877,87 Kč/m2.
Směrodatná odchylka6
sx =
√√√√1
υ
nA∑
i=1
(x¯− xi)2 =
√√√√ 1
99
100∑
i=1
(31653, 14− xi)2 = 6102,201 Kč/m2
υ . . . . . . . . . . . . . . . . . . . . . . .počet stupňů volnosti υ = nA − 1 = 100− 1 = 99;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty;
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot.
Koeﬁcient šikmosti7
α =
∑n
i=1(xi − x¯)
3
n× s3
=
∑100
i=1(xi − 31653, 14)
3
100× 6102, 2013
= 0,41932
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot;
s . . . . . . . . . . . . . . . . . . . . . . .směrodatná odchylka.
Koeﬁcient šikmosti je kladný, rozdělení je levostranné pro které je typické, že vrchol
rozdělení (modus), ale i medián, je vlevo od aritmetického průměru.
4V programu Excel se vypočte pomocí funkce =max(číslo 1; číslo 2; . . .; číslo n)
5V programu Excel se vypočte pomocí funkce =max(číslo 1; číslo 2; . . .; číslo n)
6V programu Excel se vypočte pomocí funkce =smodch(číslo 1; číslo 2; . . .; číslo n)
7V programu Excel lze nejsnáze koeﬁcient šikmosti určit pomocí analýzy dat - výběr Data → Analýza
→ Analýza dat → Popisná statistika Vybereme vstupní a výstupní oblast a žádaná data se poté zobrazí
v tabulce ve vybrané výstupní oblasti. Mimo koeﬁcientu šikmosti tabulka obsahuje ještě údaje o střední
hodnotě, chybě střední hodnoty, mediánu, modu, směrodatné odchylce, rozptylu výběru, koeﬁcientu špi-
čatosti, minimu, maximu, součtu, počtu prvků a hladině spolehlivosti
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Koeﬁcient špičatosti8
β =
∑n
i=1(xi − x¯)
4
n× s4
− 3 =
∑100
i=1(xi − 31653, 14)
4
100× 6102, 2014
− 3 = 0,35943
xi . . . . . . . . . . . . . . . . . . . . . . .jednotlivé hodnoty;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
n . . . . . . . . . . . . . . . . . . . . . . .celkový počet hodnot;
s . . . . . . . . . . . . . . . . . . . . . . .směrodatná odchylka.
Koeﬁcient špičatosti je kladný, to znamená, že počet odchylek od střední hodnoty je
větší než u normálního rozdělení pravděpodobnosti. Pro normální rozdělení pravděpodob-
nosti je koeﬁcient špičatosti roven 0. Hodnota koeﬁcientu šikmosti je nule blízká, proto
lze usuzovat, že soubor bude mít přibližně normální rozdělení.
7.2.2 Diagnostické grafy
Program Excel neposkytuje možnost jednoduché tvorby statistických grafů, data pro
tyto grafy i grafy samotné je nutné většinou ještě upravit. Navíc je problematické do nich
vložit teoretický tvar, které by dané rozložení mělo mít a tím snižují svou vypovídací
schopnost, neboť posouzení je možné jen na základě subjektivního hodnocení.
Grafy pro tuto kapitolu jsem proto zpracovala v programu Statistica 8 ﬁrmy StatSoft
CR s.r.o.
Krabicový diagram
V první řadě je třeba spočítat některé charakteristiky souboru:
aritmetický průměr x¯ 31653,14 Kč/m2
medián x˜50 30938,74 Kč/m2
horní kvartil x˜75 35746,24 Kč/m2
dolní kvartil x˜25 27722,94 Kč/m2
horní vnitřní hradba hH = x˜75 + 1, 5(x˜75 − x˜25) 44571,31 Kč/m2
dolní vnitřní hradba hD = x˜25 − 1, 5(x˜75 − x˜25) 18255,67 Kč/m2
Pomocí těchto hodnot sestavíme obrysy krabicového diagramu a do něj následně za-
neseme všechny body souboru. V případě, že by se body nenacházely uvnitř krabicového
diagramu, jednalo by se o odlehlé hodnoty a ty bychom ze souboru vyloučili.
Z diagramu je zřejmé, že dvě nejvyšší hodnoty souboru jsou odlehlé a ze souboru
bychom je měli vyloučit.
8viz poznámka 7
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Obrázek 7.1: Krabicový diagram
Histogram
Nejdříve určíme rozpětí naměřených hodnot: R = 18255,67 Kč/m2.
Poté stanovíme počet intervalů a šířky intervalů. Zpravidla volíme intervaly o stejné
šířce. Jejich počet by měl být mezi 7 a 20 s tím, že čím větší je počet naměřených hodnot,
tím méně může být intervalů.
Nejmenší naměřená hodnota xi, min musí být v 1. intervalu a maximální naměřená
hodnota xi, max v posledním intervalu. Hranice intervalů xi, D, xi, H určíme přičítáním
šířky intervalu k počáteční hodnotě.
Hranice intervalů musejí být stanoveny jednoznačně.
třídy četnost třídy četnost třídy četnost
(18000; 20000> 3 (30000; 32000> 21 (42000; 44000> 3
(20000; 22000> 0 (32000; 34000> 5 (44000; 46000> 1
(22000; 24000> 8 (34000; 36000> 10 (46000; 48000> 0
(24000; 26000> 6 (36000; 38000> 9 (48000; 50000> 1
(26000; 28000> 9 (38000; 40000> 5 (50000; 52000> 1
(28000; 30000> 14 (40000; 42000> 4
Následně data zaznamenáme do grafu:
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Obrázek 7.2: Zaznamenání dat do histogramu
Z analýzy tvaru histogramu je zřetelné, že data zaznamenaná do histogramu mají
přibližně tvar normálního rozložení, tzn. že největší část dat je soustředěna ve středu
rozpětí.
Normální pravděpodobnostní graf
Nejdříve seřadíme hodnoty podle velikosti tak, že x1 ≤ x2, ...,≤ xn. Tyto hodnoty
naneseme na osu x grafu.
Potom spočítáme kvantily uαj
9, kde αj =
3j−1
3n+1
, kde j je pořadí j-té uspořádané hod-
noty. Tyto hodnoty naneseme na osu y grafu.
Obrázek 7.3 zobrazuje Normální pravděpodobnostní graf. Je vidět, že dvojice xj a
uαj leží téměř na přímce až na několik bodů ze začátku a konce intervalu. Můžeme tedy
usoudit, že data pocházejí z normálního rozložení.
Kvantil - kvartilový graf
Na osu x naneseme kvantily xαj normálního rozložení, kde α =
j−radj
n+nadj
.
radj a nadj jsou korigující faktory ≤ 0,5, implicitně radj = 0,375 a nadj = 0,25. Jsou-
li některé hodnoty x1 ≤ x2, ...,≤ xn stejné, bereme za j jejich průměrné pořadí stejné
skupiny hodnot.
9Kvantily standardizovaného normálního rozdělení jsou uvedeny v příloze č. 5
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Obrázek 7.3: Normální pravděpodobnostní graf
Na osu y naneseme hodnoty x1 ≤ x2, ...,≤ xn.
Obrázek 7.4: Kvantil-kvartilový graf
Obrázek 7.4 ukazuje Kvantil-kvartilový graf pro data pocházející z normálního roz-
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ložení. Některá data jsou od přímky znázorňující normální rozložení odchýlena, zejména
prvky na začátku a konci intervalu. Jestli je toto odchýlení významné určí testy normality
dat.
7.2.3 Testy normality dat
Pearsonův χ2 - test dobré shody
Nulová hypotéza: výběr pochází z normálního rozdělení s předem stanovenými pa-
rametry.
Alternativní hypotéza: výběr nepochází z normálního rozdělení.
V tabulce vypočítáme teoretickou pravděpodobnost pi10 a hypotetickou četnost npi11.
třídy četnost teoretická pravděpodobnost hypotetická četnost
ni pi npi
≤ 22000 3 0,056835 5,683498
(22000; 24000> 8 0,048057 4,805693
(24000; 26000> 6 0,072225 7,222470
(26000; 28000> 9 0,097584 9,758358
(28000; 30000> 14 0,118531 11,853060
(30000; 32000> 21 0,129434 12,943381
(32000; 34000> 5 0,127066 12,706588
(34000; 36000> 10 0,112143 11,214348
(36000; 38000> 9 0,088978 8,897795
(38000; 40000> 5 0,063467 6,346774
(40000; 42000> 4 0,040699 4,069907
(42000; 44000> 3 0,023463 2,346252
> 44000 3 0,020758 2,075779
Soubor nesplňuje podmínku, že hypotetické četnosti jsou větší než 5. Proto je nutné
spojit první a tři poslední třídy:
10V programu Excel se vypočte pomocí funkce =NORMDIST(horní mez intervalu; průměr; směrodatná
odchylka; 1) - NORMDIST(dolní mez intervalu; průměr; směrodatná odchylka; 1)
11Hypotetická četnost je součin celkového počtu pozorování n a hypotetické pravděpodobnosti pi
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třídy četnost hypotetická četnost
ni npi
≤ 24000 11 10,489192
(24000; 26000> 6 7,222470
(26000; 28000> 9 9,758358
(28000; 30000> 14 11,853060
(30000; 32000> 21 12,943381
(32000; 34000> 5 12,706588
(34000; 36000> 10 11,214348
(36000; 38000> 9 8,897795
(38000; 40000> 5 6,346774
> 40000 10 8,491939
Testové kritérium:
G =
∑ (ni − npi)2
npi
= 11,054786
ni . . . . . . . . . . . . . . . . . . . .. . .skutečné četnosti výběru;
npi . . . . . . . . . . . . . . . . . . . . .hypotetické četnosti stanovené rozdělením.
Kritický obor:12
G > χ21−α(k − r − 1) = χ
2
1−0,05(10− 2− 1) = χ
2
0,95(7) = 14, 067
k . . . . . . . . . . . . . . . . . . . . . . .počet tříd;
r . . . . . . . . . . . . . . . . . . . . . . .počet parametrů hypotetického rozdělení.
Protože hodnota testového kritéria nenáleží do kritického oboru, nezamítáme H0. Sle-
dovaný soubor pochází z normálního rozdělení.
Kolmogorovův - Smirnovův test normality dat
Nulová hypotéza: výběr pochází z normálního rozdělení s předem stanovenými pa-
rametry.
Alternativní hypotéza: výběr nepochází z normálního rozdělení.
Hodnoty se seřadí podle velikosti od nejnižší po nejvyšší a pro každou hodnotu se
vypočte distribuční funkce F (x(i))13 normálního rozdělení.
12Kvantily Pearsonova rozdělení jsou uvedeny v příloze č. 7
13V programu Excel se vypočte pomocí funkce =NORMDIST(horní mez intervalu; průměr; směrodatná
odchylka; 1) Distribuční funkce standardizovaného normálního rozdělení jsou uvedeny v příloze č. 4
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Testové kritérium: je maximum z hodnot:
T1 =
∣∣∣∣F (x(i))− i− 1n
∣∣∣∣ a T2 = ∣∣∣∣ in − F (x(i))
∣∣∣∣
F (x(i)) . . . . . . . . . . . . . . . . . .distribuční funkce;
i . . . . . . . . . . . . . . . . . . . . . . . .pořadové číslo hodnoty;
n . . . . . . . . . . . . . . . . . . . . . . .počet hodnot.
i x(i) F (x(i)) T1 =
∣∣∣F (x(i))− (i− 1)/100∣∣∣ T2 = ∣∣∣i/100− F (x(i))∣∣∣
1 18255,67 0,014063 0,014063 0,004063
2 18736,76 0,017144 0,007144 0,002856
3 19527,76 0,023458 0,003458 0,006542
4 22491,00 0,066620 0,036620 0,026620
5 22517,23 0,067177 0,027177 0,017177
6 22710,94 0,071405 0,021405 0,011405
7 23054,73 0,079408 0,019408 0,009408
8 23360,83 0,087089 0,017089 0,007089
9 23534,12 0,091676 0,011676 0,001676
10 23678,07 0,095621 0,005621 0,004379
11 23809,59 0,099333 0,000667 0,010667
12 24399,33 0,117275 0,007275 0,002725
13 24679,16 0,126548 0,006548 0,003452
14 25254,83 0,147199 0,017199 0,007199
15 25547,73 0,158528 0,018528 0,008528
16 25879,95 0,172053 0,022053 0,012053
17 25936,82 0,174440 0,014440 0,004440
18 26105,63 0,181649 0,011649 0,001649
19 26415,63 0,195364 0,015364 0,005364
20 27029,01 0,224291 0,034291 0,024291
21 27048,21 0,225235 0,025235 0,015235
22 27368,00 0,241268 0,031268 0,021268
23 27383,29 0,242050 0,022050 0,012050
24 27559,23 0,251145 0,021145 0,011145
25 27589,18 0,252711 0,012711 0,002711
26 27856,71 0,266925 0,016925 0,006925
27 28207,86 0,286174 0,026174 0,016174
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i x(i) F (x(i)) T1 =
∣∣∣F (x(i))− (i− 1)/100∣∣∣ T2 = ∣∣∣i/100− F (x(i))∣∣∣
28 28320,59 0,292491 0,022491 0,012491
29 28532,86 0,304558 0,024558 0,014558
30 28567,81 0,306566 0,016566 0,006566
31 28574,40 0,306945 0,006945 0,003055
32 28678,95 0,312989 0,002989 0,007011
33 28747,89 0,317003 0,002997 0,012997
34 28760,18 0,317720 0,012280 0,022280
35 28766,94 0,318115 0,021885 0,031885
36 29000,54 0,331892 0,018108 0,028108
37 29000,79 0,331907 0,028093 0,038093
38 29089,70 0,337212 0,032788 0,042788
39 29183,22 0,342828 0,037172 0,047172
40 29991,06 0,392667 0,002667 0,007333
41 30145,98 0,402460 0,002460 0,007540
42 30287,88 0,411483 0,001483 0,008517
43 30393,72 0,418244 0,001756 0,011756
44 30541,38 0,427717 0,002283 0,012283
45 30559,79 0,428901 0,011099 0,021099
46 30600,00 0,431490 0,018510 0,028510
47 30642,38 0,434221 0,025779 0,035779
48 30794,18 0,444029 0,025971 0,035971
49 30872,79 0,449122 0,030878 0,040878
50 30913,45 0,451760 0,038240 0,048240
51 30964,02 0,455044 0,044956 0,054956
52 31067,40 0,461765 0,048235 0,058235
53 31128,21 0,465724 0,054276 0,064276
54 31176,98 0,468902 0,061098 0,071098
55 31181,58 0,469202 0,070798 0,080798
56 31208,04 0,470927 0,079073 0,089073
57 31337,46 0,479371 0,080629 0,090629
58 31488,40 0,489231 0,080769 0,090769
59 31665,98 0,500840 0,079160 0,089160
60 31708,86 0,503643 0,086357 0,096357
61 31794,47 0,509239 0,090761 0,100761
62 32090,42 0,528564 0,081436 0,091436
63 32483,05 0,554090 0,065910 0,075910
64 32920,88 0,582288 0,047712 0,057712
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i x(i) F (x(i)) T1 =
∣∣∣F (x(i))− (i− 1)/100∣∣∣ T2 = ∣∣∣i/100− F (x(i))∣∣∣
65 33796,74 0,637312 0,002688 0,012688
66 33956,74 0,647100 0,002900 0,012900
67 34122,67 0,657149 0,002851 0,012851
68 34294,07 0,667414 0,002586 0,012586
69 34414,32 0,674542 0,005458 0,015458
70 34758,93 0,694611 0,004611 0,005389
71 35151,19 0,716760 0,016760 0,006760
72 35479,35 0,734677 0,024677 0,014677
73 35510,22 0,736333 0,016333 0,006333
74 35519,41 0,736825 0,006825 0,003175
75 35624,00 0,742388 0,002388 0,007612
76 35868,48 0,755151 0,005151 0,004849
77 36217,57 0,772769 0,012769 0,002769
78 36274,65 0,775580 0,005580 0,004420
79 36340,80 0,778813 0,001187 0,011187
80 36399,55 0,781662 0,008338 0,018338
81 36438,54 0,783541 0,016459 0,026459
82 37104,66 0,814171 0,004171 0,005829
83 37266,43 0,821182 0,001182 0,008818
84 37271,38 0,821394 0,008606 0,018606
85 37573,23 0,834016 0,005984 0,015984
86 38085,65 0,854088 0,004088 0,005912
87 38570,29 0,871508 0,011508 0,001508
88 38961,85 0,884487 0,014487 0,004487
89 39069,04 0,887871 0,007871 0,002129
90 39084,67 0,888359 0,001641 0,011641
91 40312,19 0,922051 0,022051 0,012051
92 40458,35 0,925484 0,015484 0,005484
93 40489,37 0,926197 0,006197 0,003803
94 41182,67 0,940815 0,010815 0,000815
95 42239,20 0,958611 0,018611 0,008611
96 42279,96 0,959200 0,009200 0,000800
97 42731,93 0,965280 0,005280 0,004720
98 44571,31 0,982869 0,012869 0,002869
99 48641,25 0,997315 0,017315 0,007315
100 50133,54 0,998771 0,008771 0,001229
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Testové kritérium D je maximální hodnota z výpočtu T1 a T2.
Hodnota testového kritéria: D = 0,100761.
Kritický obor:14 W = {D;D ≥ d(100; 0, 05)} = {D;D ≥ 0, 136}
Protože hodnota testového kritéria nenáleží do kritického oboru, nezamítáme H0. Sou-
bor má normální rozdělení.
7.2.4 Vyloučení extrémních hodnot datového souboru
Pravidlo čtyř sigma
Interval:
(x¯−4s; x¯+4s) = (31653, 14−4×6102, 201; 31653, 14+4×6102, 201) = (7244, 333; 56061, 940)
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
s . . . . . . . . . . . . . . . . . . . . . . .směrodatná odchylka.
Protože se do kritického oboru vešly všechny hodnoty datového souboru, dle pravidla
čtyř sigma můžeme pro další práci použít celý soubor hodnot.
Grubbsův test
Nulová hypotéza: testované extrémy se výrazně neliší od ostatních hodnot souboru.
Alternativní hypotéza: testované extrémy se výrazně liší od ostatních hodnot sou-
boru.
Nejdříve seřadíme hodnoty podle velikosti tak, že x1 < x2, ..., < xn a vypočteme
kritérium:
Ts,1 =
x¯− x1
sx
=
31653, 14− 18255, 67
6102, 20
= 2, 20
Ts,n =
xn − x¯
sx
=
50133, 54− 31653, 14
6102, 20
= 3, 03
14Kritické hodnoty Kolmogorovova - Smirnovova testu pro 5 < n < 30, α = 0,05 jsou uvedeny v příloze
č. 8
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x1 . . . . . . . . . . . . . . . . . . . . . .nejnižší hodnota souboru;
xn . . . . . . . . . . . . . . . . . . . . . .nejvyšší hodnota souboru;
x¯ . . . . . . . . . . . . . . . . . . . . . . .aritmetický průměr;
sx . . . . . . . . . . . . . . . . . . . . . .výběrová směrodatná odchylka.
Vypočtené hodnoty Ts,n,, resp. Ts,1 se porovnají s kritickou hodnotou Ts,a15, která se
vypočte podle vztahu:
Ts,a = Ta
√
n− 1
n
= 3, 208
√
100− 1
100
= 3, 19
Ta . . . . . . . . . . . . . . . . . . . . . .kritická hodnota Grubbsova rozdělení;
n . . . . . . . . . . . . . . . . . . . . . . .počet hodnot datového souboru.
Vzhledem k tomu, že Ts,1 i Ts,n < Ts,a, výsledek není odlehlý a z testovaného souboru
dat se nebude vylučovat, hypotézu H0 nezamítáme.
Dean-Dixonův test
Test podle Deana - Dixona je vhodný pro soubory s počtem prvků ≤ 10. Proto jsem ze
souboru vybrala pouze každý 10. prvek a tyto hodnoty jsem testovala. Maximum prvků
pro hodnocení podle Deana a Dixona je 30.
Nulová hypotéza: testované extrémy se výrazně neliší od ostatních hodnot souboru.
Alternativní hypotéza: testované extrémy se výrazně liší od ostatních hodnot sou-
boru.
Nejdříve seřadíme hodnoty podle velikosti tak, že x1 < x2, ..., < x10 a vypočteme
kritérium:
Q1 =
x2 − x1
R
=
27029, 01− 23678, 07
26455, 47
= 0, 127
Qn =
xn − xn−1
R
=
50133, 54− 39084, 67
26455, 47
= 0, 418
R . . . . . . . . . . . . . . . . . . . . . . .rozptyl.
Kritická hodnota: Qa,1016 = 0,412
15Kritické hodnoty Grubbsova testu Tajsou uvedeny v příloze č. 9
16Kritické hodnoty Dean-Dixonova testu jsou uvedeny v příloze č. 10
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Qn > Qa,10, proto výsledek vylučujeme a provedeme nový výpočet:
Q1 =
x2 − x1
R
=
27029, 01− 23678, 07
15406, 60
= 0, 218
Qn =
xn − xn−1
R
=
39084, 67− 36399, 55
15406, 60
= 0, 175
Kritická hodnota: Qa,9 = 0,437
Q1 i Qn < Qa,9, proto potvrzujeme hypotézu H0, že testované hodnoty se výrazně
neliší od ostatních hodnot souboru.
Studentův t-test
Nulová hypotéza: testované extrémy se výrazně neliší od ostatních hodnot souboru.
Alternativní hypotéza: testované extrémy se výrazně liší od ostatních hodnot sou-
boru.
Nejdříve hodnoty seřadíme podle velikosti tak, že x1 < x2, ..., < x100. Vypočítáme arit-
metický průměr souboru a zjistíme hodnotu s největší absolutní odchylkou od průměru.
Touto hodnotou začneme testovat soubor na odlehlé výsledky.
Kritérium t vypočteme podle rovnice:
t100 =
|X − x¯|
sx
√
n
n+ 1
=
|50133, 54− 31466, 47|
5841, 95
√
99
100
= 3, 179
X . . . . . . . . . . . . . . . . . . . . . .výsledek, který testujeme na odlehlost;
x¯ . . . . . . . . . . . . . . . . . . . . . . .celkový průměr (bez testovaného výsledku X);
sx . . . . . . . . . . . . . . . . . . . . . .směrodatná odchylka (nezahrnuje testovaný výsledek X);
n . . . . . . . . . . . . . . . . . . . . . . .počet výsledků, z nichž je počítán celkový průměr x¯.
Kritická hodnota:17 t0,95,99 = 1,9843
t100 > t0,95,99, výsledek je odlehlý, proto jej vylučujeme. Vypočteme aritmetický průměr
nového souboru. Další testovanou hodnotu opět určíme jako největší absolutní odchylku
od průměru. Provedeme nový výpočet:
t99 =
|X − x¯|
sx
√
n
n+ 1
=
|48641, 25− 31291, 21|
5606, 78
√
98
99
= 3, 079
Kritická hodnota: t0,95,98 = 1,9846
17Kvantily Studentova rozložení jsou uvedeny v příloze č. 6
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t99 > t0,95,98, výsledek je odlehlý, proto jej vylučujeme a dále provádíme výpočty až
do doby, než kritérium t < t(0, 95; f = n− 1) vyhovuje. Tímto postupem jsem postupně
vyloučila hodnoty X98, X1, X2 a X3. Výpočet pro hodnotu X4:
t4 =
|X − x¯|
sx
√
n
n+ 1
=
|22491, 00− 31644, 69|
5026, 15
√
93
94
= 1, 811
Kritická hodnota: t0,95,93 = 1,9861
t4 < t0,95,93, potvrzujeme nulovou hypotézu, testovaný extrém se výrazně neliší od
ostatních hodnot souboru.
Pomocí tohoto testu jsem vyloučila 6 hodnot souboru. Ostatní testy neprokázaly pří-
tomnost odlehlých hodnot na stejné hladině významnosti α.
Test požaduje menší absolutní odchylku hodnot od průměru datového souboru.
7.3 ODHAD NEJPRAVDĚPODOBNĚJŠÍ CENY
V závěru určím cenu průměrnou, minimální, maximální, medián, modus a směrodat-
nou odchylku ze souboru s vyřazenými prvky. Pro odhad nejpravděpodobnější ceny jsem
zvolila soubor s prvky vyloučenými pomocí Studentova t-testu.
Průměr Kč/m2 31547,31
Minimum Kč/m2 22491,00
Maximum Kč/m2 42731,93
Medián Kč/m2 30938,74
Modus (Modální interval) Kč/m2 (30 000; 32 000>
Směrodatná odchylka Kč/m2 5026,15
Průměr - směrodatná odchylka Kč/m2 26618,54
Průměr + směrodatná odchylka Kč/m2 36670,84
Nejpravděpodobnější cenou může být aritmetický průměr, medián, modus nebo roz-
mezí hodnot. Většinou se používá hodnota průměru zvětšená a zmenšená o směrodatnou
odchylku. V tomto případě ale tento rozptyl dělá 10 tisíc Kč/m2. V případě bytu o ve-
likosti 70 m2 by tento rozdíl činil 700 tisíc Kč. To je čtvrtina až třetina celkové ceny
nemovitosti. Modus je v tomto případě interval hodnot. Rozpětí intervalu je 2 tisíce Kč,
v případě oceňované nemovitosti by rozdíl v ceně činil 140 tisíc Kč. V tomto případě je
tedy vhodnější použít hodnotu průměru nebo mediánu.
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7.4 ZOBRAZENÍ POSTUPU PŘI ODHADU
NEJPRAVDĚPODOBNĚJŠÍ CENY
NEMOVITOSTI VE VÝVOJOVÉM
DIAGRAMU
Obrázek 7.5: Vývojový diagram
Vývojový diagram byl zpracován v programu SmartDraw 2010.
V diagramu je uveden postup při zpracování databáze, v komentářích jsou zobrazeny
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na pravé straně diagramu vlastnosti, které mají největší význam při ocenění a na levé
straně druhy testů, které slouží k statistickému hodnocení.
Diagram je ve větší velikosti obsahem přílohy č. 11.
86
8 ZÁVĚR
V diplomové práci byla popsána problematika tvoření databází pro porovnávací způsob
ocenění nemovitostí.
V závěru shrnu v několika bodech postup, který je vhodné při tvoření databáze a jejím
zpracování použít.
1. Vyhledání informací - možnými zdroji jsou tržní ceny nemovitostí, cenové mapy
pozemků, monitorování cen nemovitostí ministerstvem ﬁnancí a českým statistickým
úřadem, externí databáze nebo vlastní databáze znalce, nejčastěji užívaným zdrojem
je realitní inzerce.
2. Výběr vhodných nemovitostí - zde je důležité z dostupných vzorků vybrat nemo-
vitosti, které se co nejvíce podobají oceňovanému objektu. Nejdůležitějšími kritérii
jsou lokalita, velikost a cena.
3. Záznam informací a aplikace prvků porovnání. Ceny porovnatelných nemovitostí je
nutné upravit v závislosti na velikosti odlišností.
4. Provedení porovnání pomocí matematické statistiky následujícím způsobem:
• Výpočet aritmetického průměru, variačního rozpětí, směrodatné odchylky.
• Provedení testu na normalitu dat - vhodné je použít Kolmogorovův - Smirno-
vův test protože nemá žádné omezující podmínky, vychází přímo z původních
dat a ne z údajů setříděných do tříd. Nedochází tedy ke ztrátě informací. Ori-
entačně lze užít i některých diagnostických grafů - histogramu, normálního
pravděpodobnostního grafu nebo kvantil - kvartilového grafu.
• Vyloučení extrémních hodnot datového souboru - ve znalecké praxi se nej-
častěji používá Grubbsův test, Studentův t-test je ovšem podle mého názoru
vhodnější pro kvalitně zpracované databáze s důrazem na vysokou spolehlivost
dosažené hodnoty nemovitosti, protože dovoluje nižší rozptyl hodnot. Pokud
je porušena normalita dat, lze testovat pomocí Dean - Dixonova testu. Ten je
neparametrický, neověřuje tedy rozložení výběrového souboru, ale je možné jej
provést pouze pro soubor s nízkým množstvím prvků. Další možností diagnos-
tiky odlehlých hodnot je použití krabicového diagramu.
5. Odhad nejpravděpodobnější ceny - určení ceny průměrné, minimální, maximální,
mediánu, modu a směrodatné odchylky ze souboru s případně vyřazenými prvky.
Nejpravděpodobnější hodnotou ceny bude střední hodnota - modus. V tomto případě
ale modus nelze chápat jako jednu hodnotu, jde spíše o rozpětí cen. Znalec může
jako odhad ceny určit také cenu průměrnou nebo nějaké rozmezí cen.
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9 SEZNAM ZKRATEK
ČSÚ Český statistický úřad
DB byt v družstevním vlastnictví - družstevní byt
IO index odlišnosti
IRI Institut regionálních informací
MF Ministerstvo ﬁnancí
OV byt v osobním vlastnictví
RPN Registr porovnávacích nemovitostí České republiky
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