Abstract-In this paper, we consider downward and upward vertical handovers in integrated wireless LAN and cellular networks and address wireless-profiled Transmission Control Protocol premature timeouts due to step increase of round-trip time (RTT) and false fast retransmit due to packet reordering. Specifically, we develop a mobile-receiver centric loosely coupled cross-layer design, which is easy to implement and deploy, backward compatible with the Wireless Application Protocol version 2 architecture, and robust in the absence of perfect cross-layer information. We propose two proactive schemes, called RTT Inflation and RTT Equalization. The RTT Inflation scheme suppresses premature timeouts by carefully inflating retransmission timeout time, and the RTT Equalization scheme prevents false fast retransmit by equalizing the round-trip delay experienced by all packets. We conduct extensive simulations to evaluate the performance in downward and upward vertical handovers. It is demonstrated that the proposed schemes significantly improve the performance in a wide range of network conditions. Index Terms-Cross-layer design, integrated wireless networks, vertical handover, wireless-profiled Transmission Control Protocol (WP-TCP).
I. INTRODUCTION
T HE INCREASING demand for the support of diverse multimedia services from mobile users has led to the integration of a variety of wireless networks such as cellular networks (e.g., general packet radio service/universal mobile telecommunications system) and wireless LANs (WLANs) (e.g., 802.11x and HiperLAN/2) [1] . Fig. 1 shows an architecture for a heterogeneous wireless network where WLAN and cellular networks are integrated. The integration can be in a tightly coupled or loosely coupled manner [2] . In the tightly coupled integration, WLANs are directly connected to the cellular network which is connected to the Internet (WLAN hotspot 2 and the cellular network). In this case, the WLAN access appears to the cellular network as any other cellular access network. In the loosely coupled integration, WLANs are directly connected to the Internet (WLAN hotspot 1 and the cellular network). In integrated WLAN and cellular networks, a mobile node (MN) can switch between WLANs and cellular networks. An event where an MN switches from one network to a different type of network is called vertical handover. The vertical handover from the WLANs to the cellular network is referred to as upward vertical handover, and the vertical handover from the cellular network to the WLANs is referred to as downward vertical handover. The vertical handover can also be hard or soft. Hard vertical handover is when the old connection is broken before the new connection is made, and soft vertical handover is when the new connection is made before the old connection is broken. Unless explicitly stated otherwise, throughout this paper, the term vertical handover refers to soft vertical handover.
Integration of WLAN and cellular networks poses several challenges such as sudden network-characteristic change, handover, etc. Therefore, a stable and efficient transport mechanism is required. Wireless Application Protocol version 2 (WAP 2.0) [3] is one of the promising transport mechanisms for integrated WLANs and cellular networks. It uses wireless-profiled Transmission Control Protocol (WP-TCP) [4] , which is fully compatible with TCP, as one of the reliable transport protocols to cope with the wireless network characteristics. The WP-TCP utilizes a window-based congestion-control mechanism [5] , [6] . The WP-TCP sender maintains a congestion window, which limits the number of outstanding unacknowledged data segments in the network, and a slow-start threshold, which determines the rate of adjusting the congestion window. Whenever a new acknowledgment (ACK) is received, the congestion window is increased by one segment if it is below the slow-start threshold (slow-start phase) or by one/(congestion window) if it is equal to or greater than the slow-start threshold (congestion-avoidance phase). In either phase, the upper limit of congestion-window increase is the maximum window size. The WP-TCP sender assumes that a packet is lost either after a timeout or after receiving a certain number of consecutive duplicate ACKs (ACK with the same sequence number as the previous ACK). This number is normally referred to as the duplicate ACK threshold. When a timeout occurs, the slow-start threshold is set to max{2, (congestion window)/2}, and the congestion window is reset to one. The lowest unacknowledged packet is retransmitted, and the WP-TCP sender enters the slow-start phase. In the case of packet loss, which is indicated by duplicate ACKs, fast retransmit is invoked, followed by fast recovery. The fast-recovery procedure ensures that the congestion-avoidance phase follows after the fast retransmit and not the slow-start phase. When WP-TCP is deployed in an integrated WLAN and cellular network, its performance can dramatically degrade during or shortly after the vertical handover. This can be due to bandwidth-delay product (BDP) mismatch, premature timeouts, inrush packet transmission, false fast retransmit, and burst packet losses. During hard upward or downward vertical handover, all or a large number of in-flight data and ACK packets can get lost. This can result to burst losses of data packets which can only be recovered by costly timeout mechanism. Furthermore, the burst losses of the ACK packets can lead to unnecessary stalling of the transmission process. The WP-TCP uses a congestion window to control the number of in-flight packets, which is ideally equivalent to the BDP of the network path. The congestion window is limited to the TCP maximum window, and it is adjusted according to the AIMD congestioncontrol mechanism [7] . Since the congestion window is usually adjusted slowly, any abrupt change in the BDP after the vertical handover can result to the congestion of the bottleneck link or underutilization of the new network path. During soft upward vertical handover, the WP-TCP sender continues to transmit data packets through cellular network at the same (or higher) rate of receiving ACK packets from the WLAN. Since the WLAN has relatively higher bandwidth compared with the cellular network, the inrush data packet transmission in the cellular network can lead to temporary congestion and packet losses which, in turn, degrade the WP-TCP performance. After the soft upward vertical handover, the round-trip time (RTT) delay can suddenly and significantly increase, resulting to WP-TCP premature timeouts. The premature timeouts can degrade the WP-TCP performance by triggering unnecessary packet retransmission and congestion-control response. When soft downward vertical handover occurs, new data packets transmitted through WLAN can arrive at the WP-TCP receiver before the old data packets are transmitted through the cellular network (i.e., data packet reordering). The data packet reordering can generate a sufficiently large number of duplicate ACK packets which may result in false fast retransmit. The false fast retransmit can degrade the WP-TCP performance by triggering unnecessary packet retransmission and congestioncontrol response.
In the literature, there are several schemes proposed to reduce the effects of burst packet losses due to network disconnections during hard vertical handover [8] , [9] , network congestion or underutilizations due to BDP mismatch [10] - [12] and inrush packet transmission [12] , and premature timeouts and false fast retransmit due to temporary [13] - [15] or permanent [16] , [17] increase of the RTT.
The schemes proposed in [13] - [15] detect falsely triggered fast retransmit or timeouts and then undo invoked congestioncontrol actions. These schemes are reactive by nature, and they are suitable for homogeneous wireless networks. Recently, various proactive schemes that consider heterogeneous wireless networks have been proposed to specifically enhance the performance of the TCP in the soft vertical handover. In [16] , three network layer schemes (fast response, slow response, and ACK delay) are developed to decrease the chance of premature timeouts in the soft upward vertical handover. This is achieved by breaking a one-step increase of the RTT into a two-step increase during handover. The developed schemes work well if the difference between RTTs before and after the handover is small. As the difference between RTTs increases, these schemes become ineffective. The Nodupack TCP scheme has been proposed in [17] to improve the behavior of the TCP during the soft downward vertical handover by suppressing the false fast retransmit. In this scheme, the TCP receiver needs to have knowledge of the TCP sender duplicate ACK threshold parameter. Unfortunately, the implementation of this mechanism is not given and may need to be defined in the TCP option.
It is evident that the WP-TCP performance degradation during the vertical handover is primarily due to the misinterpretation of the apparent information such as packet losses, packet reordering, and the RTT increase. We argue that an effective approach to completely address the performancedegradation problem is to make information from some layers available to other layers and allow the coordinated smart decisions to take place at each layer. This argument necessitates the use of a cross-layer coupling [25] approach in improving the performance during the vertical handover. However, a cross-layer coupling may lead to unintended interactions that may cause system instability and inflexibility [26] . Therefore, it is important to carefully design and minimize the degree of dependence and exchanged information between nonadjacent layers.
In this paper, we consider the integrated WLAN and cellular networks and address two WP-TCP performance barriers in the vertical handover: premature timeout due to the step increase of the RTT and the false fast retransmit due to the packet reordering. First, we develop a mobile-receiver centric loosely coupled cross-layer design, which is easy to implement and deploy, is backward compatible with the WAP 2.0 architecture, and is robust in the absence of cross-layer information. Second, based on the developed design, we propose two proactive schemes which prevent the false fast retransmit by equalizing the round-trip delay experienced by all packets and suppress premature timeouts by carefully inflating the retransmission timeout time. Finally, we conduct extensive simulations and analyze the performance of the proposed schemes in downward and upward vertical handovers. It is demonstrated that our schemes outperform other schemes and significantly improve the performance in a wide range of network conditions. The rest of this paper is organized as follows: Section II describes the system model. Section III presents the developed cross-layer design and the proposed proactive schemes for the vertical handover. Section IV analyzes the proposed proactive schemes in an ideal network environment. Simulation results are presented in Section V and followed by concluding remarks in Section VI.
II. SYSTEM DESCRIPTION
We consider heterogeneous wireless networks where WLANs and cellular networks are integrated, as shown in Fig. 1 . An MN is equipped with WLAN and cellular network interfaces, and it can use them simultaneously. Since a cellular network has a very large coverage area compared with the WLAN hotspots, it is reasonable to assume that a cellular network is overlaid on disjoint WLAN hotspots. Therefore, a cellular network is always accessible, and WLANs are only accessible in distinct hotspots. At the network layer, Mobile IPv6 [18] provides mobility support between the WLAN and the cellular network, and the Internet Control Message Protocol (ICMPv6) [19] echo/reply messaging enables estimation of the RTT.
At the transport layer, the WP-TCP is used to provide an end-to-end reliable service. We consider the WP-TCP to be implemented with all mandatory requirements (RFC 0793, RFC 1122 [20] , RFC 2581 [5] , and selective ACK (SACK) described in RFC 2018 [21] ) and at least one optional requirement [timestamp option (RFC 1323) for RTT measurement]. We also consider the SACK extensions described in RFC 3517 [22] for loss recovery mechanism and RFC 2988 [23] for computing the retransmission time (RTO). The standard procedure that is used to measure the RTT using the timestamp option and to compute the RTO is summarized as follows.
Whenever a data packet is sent, the WP-TCP sender places a timestamp in the Timestamp Value field (TSVal) in the data packet. The timestamp value is obtained from a local clock. When a new in-order data packet is received at the WP-TCP receiver, the timestamp value from the TSVal is stored in a local variable TS.recent. Whenever an ACK packet is sent, the WP-TCP receiver copies the current timestamp stored in the TS.recent to the Timestamp Echo Reply field (TSecr) in the ACK packet. When a valid ACK packet arrives at the WP-TCP sender, the sample RTT is computed as the difference between the current time of the local clock and the timestamp echoed in the TSecr. For every RTT sampled at the WP-TCP sender, the RTO is computed by using the following procedural steps:
(1) and
where SRTT (smoothed RTT) and RTTVAR (RTT variation) are state variables, α = 1/8, and β = 1/4. The WP-TCP sender updates the RTO as
where G is a clock granularity, and k = 4.
III. CROSS-LAYER DESIGN
Our previous work in [24] suggests that the performance of the WP-TCP in the integrated WLAN and cellular networks could be improved by jointly considering some parameters of data link, network, and transport layers. In this paper, we propose a cross-layer design to improve the performance. From the cautionary perspective presented in [26] , a poor crosslayer design can lead to unintended interactions that may cause system instabilities and performance degradation. Furthermore, a tightly coupled cross-layer design can lead to inflexibility that may potentially hinder future innovations. To avoid these potential problems, we consider a loosely coupled design where all nonadjacent layers can only interact indirectly through the enhancement module. Since, at the MN, it is easy to collect the information about the vertical handover and the status of the wireless channels, we further consider a mobile-receiver centric design to simplify the implementation. In the next sections, we present the protocol architecture of the proposed mobile-receiver centric loosely coupled cross-layer design and develop schemes for the vertical handover. (vertical arrows). The enhancement module handles critical protocol configurations and executes schemes to enhance the overall performance. It can query or change the state variables of the communication protocols (horizontal arrows).
A. Protocol Architecture of the Cross-Layer Design

B. Schemes for Vertical Handover
In this section, we develop two schemes which are used by the enhancement module to improve the performance in the upward and the downward vertical handovers. We name the developed schemes for the upward and the downward vertical handovers RTT Inflation and RTT Equalization, respectively.
1) RTT Inflation Scheme:
We address the problem of premature timeout in the upward vertical handover by carefully inflating the RTT samples measured at the WP-TCP sender. We achieve this by modifying the standard procedure for the RTT measurement at the WP-TCP receiver (described in Section II). The proposed procedure at the WP-TCP receiver is shown in Fig. 3 . We introduce two new variables (TS.correction and TO.initial) at the WP-TCP receiver. The variable TS.correction tracks the elapsed time after a new in-order data packet is received. The amount of the elapsed time is used to correct the RTT samples measured at the WP-TCP sender from being overestimated. The variable TO.initial stores the amount of time needed to be inflated in the RTT. On the conservative side, the inflated time is kept slightly higher than the estimated RTT in the cellular network. The estimated RTT in the cellular network can be computed as icmp.RTT + MSS/b BS , where icmp.RTT is the RTT found by using ICMP messaging, MSS is the maximum segment size (data-packet length), and b BS is the data-transmission rate of the base station (BS) in the cellular network. If the ICMP messaging method fails to estimate the RTT before the upward vertical handover is triggered, the TO.initial is set to the value of the WP-TCP sender initial retransmission timeout. This value is usually between 2.5 and 3 s. The proposed RTT Inflation scheme at the WP-TCP receiver for the upward vertical handover is summarized as follows. If hard upward vertical handover is expected (predicted by using link status), the standard procedure at the WP-TCP receiver is followed, and all generated ACK packets are transmitted through the cellular network interface. Otherwise, if hard upward vertical handover is not expected, the following procedure is used. 1) Just before initializing the handover, estimate the RTT in the cellular network (Fig. 3 , STEP #1). After initializing the handover, generate a duplicate ACK packet with inflated RTT (Fig. 3 , STEP #3), and transmit it through the WLAN interface. In addition, generate a duplicate ACK packet (Fig. 3 , STEP #4), and transmit it through the cellular network interface. 2) When a new out-of-order data packet is received from the WLAN interface, generate the corresponding duplicate ACK packet with inflated RTT (Fig. 3 , STEP #3), and transmit it through the WLAN interface. 3) When a new in-order data packet is received from the WLAN interface, update the timer variables (Fig. 3 , STEP #2). Generate a corresponding ACK packet with inflated RTT (Fig. 3 , STEP #3), and transmit it through the WLAN interface. 4) When a new out-of-order data packet is received from the cellular interface, generate a corresponding duplicate ACK packet (Fig. 3 , STEP #4), and transmit it through the cellular network interface. 5) If a new in-order data packet is received from the cellular network interface, it implies that the vertical handover is completed. Generate a duplicate ACK packet with half of the inflated RTT (Fig. 3 , STEP #3), and transmit it through the WLAN interface. Furthermore, generate a duplicate ACK packet (Fig. 3 , STEP #4), and transmit it through the cellular network interface. Deactivate the RTT Inflation scheme, and follow the standard procedure at the WP-TCP receiver.
2) RTT Equalization Scheme:
We prevent the false fast retransmit due to the packet reordering during the downward vertical handover by equalizing the round-trip delay experienced by all packets. The round-trip delay constitutes the packettransmission and propagation delays along the network path. We equalize the propagation delays of all packets by sending the ACK packets corresponding to the data packets received from the cellular network and WLAN through the WLAN and cellular network, respectively. We equalize the transmission delays for all packets by delaying the ACK packets sent through the cellular network with approximately cellular network data packet transmission time T . If the cellular network datatransmission rate is not available on time, the equalization of the transmission delays can be ignored. Therefore, T can be computed as
where MSS is the maximum segment size (data-packet length), and b BS is the data-transmission rate of the BS in the cellular network. The proposed RTT Equalization scheme at the WP-TCP receiver for the downward vertical handover is summarized as follows. 1) When a new out-of-order data packet is received from the cellular network interface, transmit the duplicate ACK packet through the WLAN interface. 2) When a new out-of-order data packet is received from the WLAN interface, wait for the time T computed in (4), and transmit the duplicate ACK packet through the cellular network interface. 3) When a new in-order data packet is received from the cellular network interface, transmit the corresponding ACK packets through the WLAN interface, and then, cancel the transmission of all delayed (outstanding) duplicate ACK packets with lower ACK numbers in step 2). 4) If a new in-order data packet is received from the WLAN interface, it implies that the vertical handover is completed. Transmit the corresponding ACK packet through the WLAN interface. Deactivate the RTT Equalization scheme, and follow the standard procedure at the WP-TCP receiver.
IV. PERFORMANCE ANALYSIS
In this section, we analyze the proposed schemes for the vertical handover in an ideal network environment where a single-pair WP-TCP sender-receiver runs over the integrated WLAN and cellular networks without packet losses. Consider the WP-TCP sender duplicate ACK threshold (Z) and the congestion window (w) measured in packets, the size of the data packet (MSS) and the ACK packet (MAS) measured in bits, the one-way channel delay of the cellular network (l BS ) and WLAN (l AP ) measured in seconds, the bandwidth in the cellular network (b BS ) and WLAN (b AP ) measured in bits per second, and the BDP of the network in use before the vertical handover measured in packets and computed as
for all i ∈ {BS, AP}.
A. Upward Vertical Handover
Consider the RTT Inflation scheme proposed to suppress the premature timeouts due to the upward vertical handover discussed in Section III-B1. Let t now and t now , respectively, denote the timestamp times set by the WP-TCP sender in TSVal of the last data packet received before step 1) is executed and the time when the duplicate ACK packet sent through WLANs in step 1) is received at the WP-TCP sender. From Section II, the sample RTT at the WP-TCP sender is computed as
By definition, t now can be written as
where RTT WLAN is the RTT in the WLAN. From step 1) and Fig. 3 , STEP #3, TSecr is computed as
From the RTT measurement procedure at the WP-TCP sender (Section II) and the WP-TCP receiver (Fig. 3, STEP #2 ), data.TSval = t now , and TS.recent = data.TSval, respectively. Therefore, from (6)- (8), the first sample RTT measured after the vertical handover can be found as
Assuming just before the upward vertical handover WLAN is in a steady state, the smoothed RTT and the RTT variation are given as SRTT = RTT WLAN and RTTVAR = 0, respectively. Let RTO i be the retransmission timeout computed after the ith received inflated sample RTT. From (1)-(3), the retransmission timeout computed after the first inflated sample RTT, which is obtained from the duplicate ACK packet [see step 1)], can be found as
Similarly, the retransmission timeout computed after the second inflated sample RTT, which is obtained from the new ACK packet [see step 3)], can be found as
All subsequent retransmission timeouts, which are computed from the inflated sample RTTs, are at least equal to the inflated sample RTTs. Therefore
Since the TO.initial is kept slightly higher than the estimated RTT in the cellular network (RTT WWAN ) for the RTT Inflation scheme, (12) can be rewritten as
From (13) and the discussion presented in [24, Sec. III-D2], it is evident that the premature timeouts cannot occur when w is greater than half of the BDP. When w is equal to or less than half of the BDP, premature timeouts rarely occur and only in a very extreme network setup.
B. Downward Vertical Handover
Consider the RTT Equalization scheme proposed to prevent the false fast retransmit due to the downward vertical handover discussed in Section III-B2. To analyze the RTT Equalization scheme, we consider two cases: 1) when w is greater than the BDP (i.e., w > 2l BS b BS /MSS + 1) and 2) when w is equal to or less than the BDP (i.e., w ≤ 2l BS b BS /MSS + 1).
Case I-When w > 2l BS b BS /MSS + 1: In this case, the false fast retransmit due to the downward vertical handover can occur if the following two conditions are satisfied. The first condition is that a burst of more than Z data packets must be injected into the WLAN. However, the burst of the data packets can only be created if the first ACK packet sent through the WLAN interface overtakes the in-flight ACK packets sent through the cellular network interface before the downward vertical handover is initiated. Therefore, to satisfy this condition, the inequality
must be valid. The second condition is that at least Z duplicate ACK packets transmitted in step 2) must arrive at the WP-TCP sender before the next new ACK packet in step 3). Therefore, to satisfy this condition, the inequality
must be valid. If the first and second conditions are satisfied, the inequality
obtained by adding (14) and (15) must also be valid. Note that Z ≥ 1 in (16) and that the other variables are nonnegative. Therefore, the inequality (16) is always not valid. This implies that the first and second conditions cannot be simultaneously satisfied, and therefore, the false fast retransmit cannot occur.
In this case, the false fast retransmit due to the downward vertical handover can occur either as described in Case I or when the following two conditions are satisfied. The first condition is that at least a block of Z data packets sent through the WLAN interface overtakes at least one in-flight data packet sent through the cellular network during the downward vertical handover. To satisfy this condition, the inequality
must be valid. Note that even though the transmission time of the data packet in the WLAN is MSS/b AP , the interdeparture time of the data packets that were transmitted in the WLAN is equal to the interarrival time of the ACK packets in the cellular network at the WP-TCP sender, which is MSS/b BS (i.e., TCP ACK clocking in steady-state conditions). The second condition is that at least Z duplicate ACK packets in step 2) arrive at the WP-TCP sender before the next new ACK packet in step 3). Therefore, to satisfy this condition, the inequality
obtained by adding (17) and (18) must also be valid. Note that b AP ≥ b BS , Z ≥ 1, and the other variables are nonnegative. Therefore, the inequality (19) is always not valid. This implies that the first and second conditions cannot be simultaneously satisfied, i.e., the false fast retransmit cannot occur. From the two cases, it is clear that false fast retransmit cannot occur in an ideal network environment, even in the worst-case configurations (i.e., Z = 1, and T = 0). Note that in the RTT Inflation scheme, T is recommended to be set to cellular network data packet transmission time (T = MSS/b BS ) in order to reduce the number of unnecessary transmitted duplicate ACK packets and further avoid false fast retransmit in a real network environment.
V. SIMULATION RESULTS AND DISCUSSION
We evaluate the performance by using our network simulator testbed [27] and double check the results with the ns-2 simulator [28] . The simulation topology is shown in Fig. 4 . AP, BS, and CR represent an access point in the WLAN, a BS in the cellular network, and a common router, respectively. A single long-lived WP-TCP flow is configured to run over the integrated WLAN and cellular network, where the WP-TCP sender is the correspondent node (CN), and the WP-TCP receiver is the MN. The WP-TCP is simulated as described in Section II. The independent duplex wireline links BS-CR and AP-CR are set with large bandwidths and small delays, whereas the common duplex wireline link CR-CN is set with large bandwidth and variable delay. A packet traversing this link experiences a delay which is uniformly distributed over the interval [l − 0.5∆l, l + 0.5∆l], where l is the one-way link delay, and ∆l is the maximum delay deviation. The duplex wireless links MN-AP and MN-BS are set with small bandwidths, large link delays (l AP and l BS ), and high packet loss rates (e AP and e BS ).
Each simulated data point is obtained as an average of 300 simulation runs repeated with different random seeds. If not stated otherwise, the simulation parameters are given as maximum delay deviation ∆l = 0.04 s, one-way wireline link delay l = 0.1 s, cellular network one-way delay l BS = 1.0 s, WLAN one-way delay l AP = 0.1 s, cellular network packet loss rate e BS = 0.00, WLAN packet loss rate e AP = 0.00, WP-TCP maximum window size = 37 packets, WP-TCP duplicate ACK threshold = 3 packets, minimum retransmission timeout = 0.2 s, WP-TCP data-packet size [maximum segment size (MSS)] = 1 KB, and WP-TCP ACK packet size [maximum ACK size (MAS)] = 0.05 KB. Other parameters are given in Fig. 4 .
The metric of our interest in evaluating the performance of the proposed schemes is the number of in-order data packets received in 4 s after the downward vertical handover is initiated and 40 s after the upward vertical handover is initiated. To facilitate the analysis, we also monitor the occurrence of false fast retransmit in the downward vertical handover and premature timeouts in the upward vertical handover. In [24, eq. (15)], it is indicated that after a single timeout, the slow-start threshold is set to half of the current congestion window, and the congestion window is set to one, whereas after two or more consecutive timeouts, the slow-start threshold is set to two (the minimum value), and the congestion window is set to one. Consequently, we only monitor single premature timeouts and two consecutive premature timeouts. To appreciate the performance gained by the proposed schemes, we also present the performance of three schemes which are commonly used during the vertical handover in multiradio receivers. For simplicity, we refer to these schemes as Bicast, Same Interface, and New Interface. In the Bicast scheme, each ACK packet is sent through both the WLAN interface and the cellular network interface. In the Same Interface scheme, each ACK packet is sent through the network interface from which the corresponding data packet is received [12] , and in the New Interface scheme, each ACK packet is always sent through a new network interface [17] .
In the following sections, we analyze the impact of WP-TCP protocol parameters, network conditions, and imperfect crosslayer information. In Figs. 5-12 , it is interesting to note that the Bicast and the Same Interface schemes perform almost the same in the upward vertical handover, whereas the Bicast and the New Interface schemes perform almost the same in the downward vertical handover. In the Bicast scheme, the ACK packet sent through the cellular network is always ignored because it takes longer to arrive at the WP-TCP than the duplicate copy sent through the WLAN. Hence, in the upward vertical handover, the Bicast and Same Interface schemes have the same effect on the WP-TCP sender most of the time. Similarly, during the downward vertical handover, the Bicast and New Interface schemes have the same effect to the WP-TCP sender most of the time.
A. Effects of WP-TCP Parameters
1) WP-TCP Duplicate ACK Threshold:
To demonstrate the effectiveness of the RTT Equalization scheme, we observe the percentage of the false fast retransmit and the number of inorder data packets received in a specified time interval for various values of WP-TCP duplicate ACK threshold. Fig. 5(a) shows the number of in-order data packets received in 4 s. It can be seen that when the duplicate ACK threshold is set to four packets, the number of in-order data packets received for the RTT Equalization scheme is nearly 45% more than those in the other schemes. This performance gain is due to the fact that the RTT Equalization scheme significantly prevents false fast retransmit, which is triggered because of the packet reordering during the downward vertical handover, by equalizing the round-trip delay experienced by all packets. This explanation is supported by the results in Fig. 5(b) , where the percentage of the false fast retransmit in 4 s is presented for various values of the WP-TCP duplicate ACK threshold. It can be seen that in the RTT Equalization scheme, the duplicate ACK threshold only needs to be set to four packets to completely prevent false fast retransmit, whereas in other schemes, the duplicate ACK threshold needs to be set to more than ten packets. In other words, the RTT Equalization scheme has, on average, suppressed more than six unnecessary duplicate ACKs packets which would otherwise trigger the false fast retransmit.
2) WP-TCP Congestion Window: In Section IV, it is indicated that the size of the congestion window affects the verticalhandover performance of the proposed schemes in an ideal network environment. In order to further understand the effects of the congestion window on the proposed schemes in more realistic network environments, we monitor its size just before the vertical handover is initialized and investigate the performance. The effects of the congestion window in the upward and the downward vertical handovers are, respectively, shown in Figs. 6 and 7 . From Figs. 6(a) and 7(a) , the performance of all schemes is improved as the congestion window increases, but the improvement for the RTT Inflation and the RTT Equalization schemes is much better than those in other schemes. It can be seen that for all schemes, the percentage of premature timeouts [ Fig. 6(b) and (c)] remains fairly unchanged, while the percentage of the false fast retransmit [ Fig. 7(b) ] increases significantly as the congestion window increases. However, the proposed RTT Inflation and RTT Equalization schemes, respectively, have a lower percentage of premature timeouts and false fast retransmits as compared with other schemes. Since premature timeouts and false fast retransmits invoke WP-TCP congestion control that subsequently reduce the congestion window, the performance of the proposed schemes can be improved more than that of the other schemes as the congestion window increases. 
B. Effects of Network Conditions
1) Impact of Network Delay:
The effects of the cellular network one-way delay in the upward vertical handover and the WLAN one-way delay in the downward vertical handover are shown in Figs. 8 and 9 , respectively. Due to the increase in the RTT, the performance of all schemes in the vertical handover degrades as the cellular network and the WLAN one-way delays increase. In the upward vertical handover, the performance of the RTT Inflation scheme degrades much slower than other schemes [ Fig. 8(a) ]. In the downward vertical handover, the performance of the RTT Equalization scheme degrades much faster than other schemes [ Fig. 9(a) ]. These observations can be explained as follows. The cellular network one-way delay is always greater than or equal to the WLAN one-way delay. Therefore, the increase of the cellular network one-way delay or decrease of the WLAN one-way delay increases a step change of the RTT which is experienced in the vertical handover. The step change of the RTT significantly affects the percentage of the premature timeouts [ Fig. 8(b) and (c)] and the false fast retransmits [ Fig. 9(b) ] of other schemes but not the RTT Inflation and the RTT Equalization schemes, respectively. Note that the premature timeouts and the false fast retransmits observed from the RTT Inflation and the RTT Equalization, respectively, are mainly due to delay variation (∆l) set in the common duplex wireline link CR-CN.
2) Impact of Network-Delay Variation: Figs. 10 and 11 show the effects of the delay variation (∆l) in the upward and the downward vertical handovers, respectively. In the upward vertical handover, the increase of the delay variation causes dual effects, as shown in Fig. 10(b) and (c) . If the percentage of the premature timeout is already high, it slightly reduces the occurrence of premature timeouts by inflating the retransmission timeout time. If the percentage of the premature timeout is low, it slightly increases the occurrence of premature timeouts by inducing delay spikes. Since the delay variation significantly affects the occurrence of false fast retransmit [ Fig. 11(b) ] and, hence, a dominant factor, the performance of all schemes degrades as the delay variation increases [ Fig. 10(a) ]. In the downward vertical handover, the percentage of false fast retransmit is significantly affected by the delay variation [ Fig. 11(b) ]. Consequently, the performance in all schemes severely degrades as the delay variation increases [ Fig. 11(a) ]. 
3) Impact of Packet Loss Rate:
The RTT Inflation scheme suppresses the premature timeouts in the upward vertical handover by inflating the retransmission timeout time at the WP-TCP sender. On the other hand, the retransmission timeout time is used to determine the moment to start recovering the lost packets. Therefore, a long retransmission timeout time can negatively affect the recovery of the lost packets and, therefore, the performance. To study this tradeoff in the RTT Inflation scheme, we allow packet losses in the downlink of the cellular network and observe the timeouts. Note that in this case, the observed timeouts include desirable and premature (undesirable) timeouts. In Fig. 12(a) , it is clear that in the absence of packet losses, the RTT Inflation scheme outperforms other schemes. However, as the packet loss rate increases, the performance of the RTT Inflation scheme degrades significantly. In Fig. 12(b) and (c) , the RTT Inflation scheme shows a significant increase in the percentage of the single timeout (to nearly 70%) and an insignificant increase of percentage of the consecutive timeouts (to nearly 8%) as the packet loss rate increases. These results confirm that the timeout mechanism is used to recover the lost packet, and therefore, the performance of the RTT Inflation scheme is affected in two ways: 1) Because of the inflated retransmission timeout time, the WP-TCP sender takes longer to respond to packet losses; and 2) because of congestion response, the congestion window (packet sending rate) is reduced. Despite all these effects, the RTT Inflation scheme still exhibits comparable or better performance than other schemes.
C. Effects of Imperfect Cross-Layer Information
The RTT Inflation and RTT Equalization schemes utilize the cross-layer information to improve vertical-handover performance. In the previous sections, we assume that the crosslayer information is perfect. However, this may not always be the case in a real network environment. In this section, we study the impact of the imperfect cross-layer information on the performance of the RTT Inflation and RTT Equalization schemes. We classify the imperfection of the crosslayer information into two categories: imperfection due to information failure (i.e., the requested information is not available on time) and imperfection due to information error (i.e., the requested information is available on time but is not accurate).
1) Impact of the Information Error:
In the RTT Equalization scheme, the equalization of the round-trip delay experienced by all packets is mostly achieved by sending the ACK packets that correspond to the data packets received from the cellular network and WLAN through the WLAN and the cellular network, respectively. Therefore, the estimation error of the variable T has insignificant impact on the performance. In the RTT Inflation scheme, the premature timeouts may not be suppressed sufficiently if the inflated RTT set in the variable TO.initial is too small. On the other hand, the process of recovering the lost packets may be slowed down if the inflated RTT set of variable TO.initial is too large. Therefore, it is interesting to study the impact of the inflated-RTT estimation error of the variable TO.initial. Fig. 13 shows the number of in-order data packets received in 40 s as a function of the percentage of the cellular network RTT set in TO.initial for cellular network packet loss rates (e BS ) = 0.050, 0.075, 0.100. Note that 100% is a perfect estimation, less than 100% is underestimation, and more than 100% is overestimation of the cellular network RTT. It is found that the underestimation errors result in higher performance degradation than the overestimation error. Furthermore, it is noted that as e BS increases, the significance of the underestimation errors decreases, but the significance of the overestimation errors slightly increases. These results imply that when configuring the RTT Inflation scheme, it is much better to overestimate than underestimate the inflated RTT. 2) Impact of Information Failure: The prediction of hard upward vertical handover using link status information, the estimation of the RTT using ICMP messaging (icmp.RTT), and the measurement of the data-transmission rate in the cellular network (b BS ) are the processes in the proposed cross-layer design which are most vulnerable to failure. In the RTT Equalization scheme, if b BS is not available on time, the variable T is initialized to zero. In the RTT Inflation scheme, if b BS or icmp.RTT is not available on time, the variable TO.initial is initialized to the default value (3 s). In both cases, the system does not crash. However, depending on the underlying network parameters, the initial values may not be suitable, and therefore, they can be considered as estimation errors which affect the system performance, as discussed in Section V-C1. To study the impact of the unexpected hard upward vertical handover on the RTT Inflation scheme, we compare two cases: when hard upward vertical handover occurs both expectedly and unexpectedly. In each case, we first initialize the upward vertical handover and make the WLAN and cellular network simultaneously available and then make the WLAN not available after a time interval called breaking time. Note that if hard upward vertical handover is expected, all generated ACK packets are transmitted through the cellular network interface, and standard procedure at the WP-TCP receiver is followed right after initializing the handover. Fig. 14 shows the number of in-order data packets received in 40 s for both expected and unexpected hard upward vertical handover. It can be seen that when undetected hard upward vertical handover occurs immediately after the initialization (breaking time = 0 s), the performance degrades by approximately 27%, and when breaking time increases to 0.1 s, the performance improves by approximately 20%. Furthermore, when breaking time = 0.12 s, the performances in both cases increase abruptly to the same value and remain unchanged when the breaking time increases. The performance penalty in the case of the unexpected hard upward vertical handover is partially due to the inflated RTT that slows down the recovery of excessive packet losses. A sharp increase noted at 0.12 s is due to the fact that after 0.1 s, all in-flight data packets in the WLAN are received successfully, and hence, no data-packet loss is experienced due to hard handover.
VI. CONCLUSION
In this paper, we have developed a cross-layer design to improve the vertical-handover performance of the WP-TCP in the integrated WLAN and cellular networks. The cross-layer design is easy to implement and deploy, backward compatible with WAP 2.0 architecture, and robust in the absence of perfect cross-layer information. Based on this design, we have proposed two proactive schemes, called RTT Inflation and RTT Equalization, which prevent premature timeouts and suppress false fast retransmit, respectively. Extensive simulations have been conducted to evaluate the performance of the proposed schemes. The implementation of the proposed schemes in a practical system is currently under investigation.
