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C(X) is not algebraically closed either.
Thus each time one finds a space X such that C(X) is not algebraically closed, one knows a configuration which cannot be a part of any space which has a closed function algebra. It turns out that the two configurations mentioned above come very close to giving a complete answer to the problem. Another lemma which sheds a great deal of light on the problem comes from [1] . LEMMA 1.2 . If x Q eX and z Q is a root of P(x o ,z) of multiplicity m, and if ε > 0 is such that P(x 0 , z) has no root in 0 < | z -z 0 1 ^ ε, then there is an open set V containing x 0 such that if xeV then P (x, z) has exactly m roots (counting multiplicities) in | z -z 0 | < ε.
It is easily seen that this lemma establishes a strong connection between the behavior of the roots of P(x, z) and the topology on X.
2* The necessary condition* We begin by extracting the essential features of the two configurations mentioned in the introduction. A space which contains the homeomorphic image of the unit circle is not hereditarily unicoherent i.e. contains two connected closed subsets whose intersection is not connected. LEMMA 
Let X be a compact Hausdorff space and let M and N be connected closed subsets of X such that M U N -X and M f]N is not connected. Then C(X) is not algebraically closed.
Proof. Let MΓiN = A\J B where A and B are disjoint, nonempty, closed sets. Let f(x) be a continuous mapping of X into the closed unit interval [0.1] of real numbers such that f(x) Ξ0OΠ4 and f(x) = 1 on B. If xeM -N, let h(x) = exp(iπf(x)) and let h(x) = exp (-iπf(x)) otherwise. It is a simple matter to verify that h(x) e C(X). Consider the monic polynomial P(x, z) -z 2 -h(x) . Suppose there were an element r(x) in C(X) such that P(x, r{x)) = 0. Since M is connected and r(x) is continuous, it must be that r(M) = {exp {iβ): 0 ^ β ^ π/2} or r(M) = {exp(ί/2):τr ^ β ^ 3π/2}. We may clearly assume that the first statement holds. Now the same considerations hold for r(N); either r(N) = {exp (iβ): π/2 ^ β g π} or r(N) = {exp (iβ): 3π/2 ^ β ^ 2π}. In the first case we get that r(MΠA) = 1 while r(Nf)A) = -1, and in the second case we find r(MΓ\B) = i while r(Nf)B) = -i. Since M n N = A U B however, we see that Mf]A = Nf)A = A and M Π B = N Π B = B and we have a contradiction in either case! Thus C(X) is not algebraically closed.
Thus the first part of our necessary condition will require that X be hereditarily unicoherent. In order to specify the essential features of the closure of the graph of the function y = sin (1/x) 0 ^ x g 1, we need the following. DEFINITION 2.2. A topological space is almost locally-connected in case it does not contain sequences {C n }(n = 1, 2, •), {x n }(n -1, 2, •), and {y n }(n = 1, 2, •) such that; for each n, C n is a connected closed set which is open in \JC k (k = 1, 2, •), C m ΠC % = 0 io>τ m Φ n, x n and 2/ w are points of C w for each w, and {a J (n -1, 2, •••) and {τ/J (w = 1, 2, •) converge to distinct points # 0 an d 2/ 0 respectively.
The term "almost locally-connected" is motivated by the fact (to be proved later) that a compact and sequentially compact connected Hausdorff space is locally connected if it is almost locally-connected. This generalizes the well-known result (cf. for example, [3] , p. 114 ) that a compact connected metric space is locally connected if it contains no continuum of convergence (for the meaning of "continuum of convergence" see [5] , p. 18). LEMMA 
If X is a compact Hausdorff space which is not almost locally-connected, then C(X) is not algebraically closed.
Proof. Let {C n }(n = 1, 2, •), {x n }(n = 1, 2, • •), {y n }(n = 1, 2,...), x 0 , and y 0 be as in (2.2) . Since \JC k (k = 1, 2, •••) is obviously closed in X, we may (in view of (1.1)) assume without loss of generality that X= \JC k (k = 1, 2, •••). Let A and B be disjoint closed nbhds of x 0 and y 0 respectively. Let f(x) be a continuous mapping of X into the closed unit interval [ -1,1] such that f(x)=zl on A and f(x) = -1 on B. Define the function h(x) on Xand follows. If x e C n and n is even, let
if xeC n and n is odd, let
and otherwise let h(x) = f(x).
Since the C n are disjoint, h(x) is well defined, and since the C n are open, we see that h(x) e C(X). Now consider the monic polynomial P(x,z) = z * -h(x) . Suppose there were a function r(x) e C(X) such that P(x, r(x)) = 0. For almost all n, C n is a continuum from A to B with x n e A and y n e B. Thus the image r(C n ) must be a connected set from r(x n ) to r(y n ) which is contained in some closed quadrant of the complex plane. We may assume, since h(x 0 ) = 1, that r(x 0 ) = 1. Since x n -+x 0 and r(x n ) = ±1 for almost all n, we must have that r(x n ) = +1 for almost all n. This then requires that for almost all even n, r(y n ) = + i, and for almost all odd n, r(y n ) = -i. But y n ->y 0 so that r(y n )-+r(y 0 ), and we have a contradiction. Thus C(X) is not algebraically closed and the lemma is established.
We have thus established the following necessary condition.
THEOREM 2.4. If X is a compact Hausdorff space, a necessary condition that C(X) be algebraically closed is that X be hereditarily unicoherent and almost locally-connected.
One naturally wants to know whether, or to what extent, the necessary condition is also sufficient. It seems appropriate to give a partial answer to the question at this point. A more complete answer must wait until a later section of this paper. The partial answer we give here is that if X is connected and sequentially compact in addition to being compact and Hausdorff, then the necessary condition is also sufficient. The following lemma will be needed to prove this fact.
LEMMA 2.5. Let X be a compact connected Hausdorff space which is sequentially compact, hereditarily unicoherent, and almost locally-connected, and let p and q be distinct points of X. There is continuum, E [p, q] , in X which is irreducible from p to q. Each point of E(p, q) (E(p, q) = E[p, q] -(p + q)) separates p and q in X and the order topology induced on E [p, q] 
Since X is itself a continuum from p to g, there is surely a subcontinuum which is irreducible from p to g, call it J57 [^>, #] . E [p, q] is unique, for two distinct, irreducible continua from p to q could not have a connected intersection (X must be hereditarily unicoherent). Let y be a point of i?(p, g). We must show that X -y = A\J B where A and B are disjoint open sets containing p and # respectively. This will be true if y is an element of every closed connected set which contains both p and q (see [3] , Theorem 3-6). But, again because of hereditary unicoherence, this last statement is immediate. Now, since E[p, q] is a compact, connected, Hausdorff space with just two noncut points, we see that the order topology induced by the separation order on E [p, q] is the same as the subspace topology (see [31, .
We can now prove the following: THEOREM 2.6. Let X be a compact Hausdorff space which is also sequentially compact and connected. In order that C(X) be algebraically closed, it is necessary and sufficient that X be hereditarily unicoherent and almost locally-connected.
Proof. The necessity has already been shown. To prove suf- 
ficiency, let P(x, z) be a monic polynomial over C(X).
Let an d thus, by Zorn's Lemma, we will know that 5Γ has maximal elements.
Suppose there is a point x 0 of D at which / is not continuous. Then there is a Sj . > 0 such that for no nbhd V of x 0 is it true that
, z k be the distinct roots of P(x 0 , z) and let ε 2 = (1/2) min {| % { -z ό |: i Φ j}. Let ε be the smaller of ε 1 and ε 2 . There is a nbhd V(x 0 ) of $ 0 such that if x e V(x 0 ) and P(x, z) = 0, then | z -z t | < ε for some i (apply (1.2) to each z { and take the intersection of the resulting nbhds). Since X is locally connected (see the proof of (2.5)) we can take V(x 0 ) to be connected. , k), a union of disjoint open sets, and meets at least two of these sets. Thus /* would be extendable to D* + m, and since this cannot be, we know that nieD*.
Since ^[m, y 0 ] is a linearly ordered, order-complete space, we can find continuous functions f u f 2 , ' %m ,fn on ^[m, y 0 ] (see [2] , the proof of Theorem 3) such that 3* A general sufficient condition* The sufficient condition which is developed in this section was obtained by generalizing the methods used by Deckard and Pearcy to prove that C(X) is algebraically closed if X is compact, Hausdorff, and totally disconnected (see [2] ). Since the components of such a space are single points, it is obvious that one can find continuous root functions on each component. As a start in formulating our sufficient condition, we require that the space satisfy the following definition. X) , and a root z 0 of P(x 0 , z); one can always find a function r(x) in C(M) such that r(x 0 ) = z 0 and P (x, r(x) 
The method of Deckard and Pearcy is to prove, by an inductive method, that local continuous solutions can be found, then to patch together the local solutions (using the fact that there is a basis for the topology consisting of open and closed sets). The analogous procedure here would be to show that continuous solutions can be found in a nbhd of each component of X, and then patch. The proof of this itself requires the patching of still smaller local solutions (as is the case with Deckard and Pearcy), and in order to carry out this plan, it seems necessary to assume that there is a base for the topology on X consisting of open sets with finite boundaries, i.e. every point is of finite order (see [5] , p. 48). The form in which we use this assumption is contained in the following definition. Let us see that a compact Hausdorίf space, in which each point is of finite order, is an A-space. Suppose that V is an open set and p is a point of V. Let V 1 be an open set with finite boundary such that p e V ι £ V. Let Q be the component of V 1 which contains p, and let R be the set consisting of all the boundary points of V ± which are not in Q. Since V x is compact and Hausdorίf, there are disjoint closed sets E and G, containing Q and R respectively, such that E U G = VL Let F 2 = 2? Π V u It is a routine computation to show that V 2 is an A-nbhd of p and thus see that the space is an A-space.
Note that the property that each point be of finite order is clearly hereditary so that each closed subset of a compact Hausdorff A-space is itself an A-space.
The following lemma will be invaluable when the time comes to patch together several local solutions. We are now ready to prove the general sufficient condition. Now assume that the local result holds whenever the multiplicity is less than k ^ 2. Let x 0 be a point of M such that the multiplicity of r(x Q ) is k. Again, let ε be half the minimum distance between distinct roots of P(x 0 , z). Let N'(x 0 ) be a nbhd of x 0 such that for x e N'(x Q ), P(x o ,z) has exactly k roots satisfying \z -r(x o )\ < ε, and the remaining roots are each within ε of some root of P(x o ,z) (apply (1.2) to each distinct root of P(x 0 , z) and take the intersection of the resulting nbhds). Let N"(x 0 ) be a nbhd of x 0 such that for x e N"(x Q ) Π M, I r(x) -r(x Q ) I < ε. Let N(x 0 ) be an A-nbhά of x 0 whose closure, say Y, is contained in N f (x 0 ) n N"(x 0 ). We divide Y into two parts. Let B be the subset of Y consisting of all points x such that P(x, z) has at least two distinct roots satisfying I z -r(x 0 ) I < ε. A simple application of (1.2) shows that B is open in Y. If n is a positive integer, let B n be the subset of Y consisting of all points x such that P(x, z) has distinct roots which satisfy | z -r(x 0 ) | < ε and are at least 1/n apart. Another application of (1.2) shows that each B n is closed in Y and hence is compact. Obviously B = \JB n (n = 1, 2, -..). We will obtain r*(x) by first defining it on B y and then extending it to all of Y. Further, the same statement holds even if H a f]M = 0, for, since Γ£ N'(^o), if α;Gίί α then there is no root of P{x, z) which satisfies | z -r(x 0 ) \ -ε. Thus, since I z(a) -r(x 0 ) I < ε and H a is connected, it must follow that F a (x) satisfies | z -r(x 0 ) \ < ε whenever x e H a . We see, therefore, that if ael and xeH a Γ\B, then the multiplicity of the root F a (x) of P(x, z) is less that k, and hence the local result holds at each point of B subject only to the restriction that the 'r(x) r be a F a (x).
Let {H a } (a e I) be the collection of components of 7. If a e I is such that H a £ M, let F a (x) be the function defined on H a such that for x e H a , F a (x) = r(x). If a e I is such that
We now restrict our attention to the closed subspace Y of X, and all topological terms will be relative to Y. As we have seen, Y is an A-space, and the local result, (3.5) , holds at each point of B with the restriction that the 'r(x) r be a F a (x) . Thus, if xe B, there is a nbhd V(x) of x and a function g x (y)eC (V(x)) such that P(y, g x (y)) Ξ= 0 on V(x) and g x (y) = F a (y) if y eH a n V(x), where ael is such that x e H a .
Since | F a (x) -r(x 0 ) \ < ε and g x (y) is continuous, we can assume that | g x (y) -r(x 0 ) | < ε on V(x). We can further assume that V(x) is an A-nbhd of x, and that g x (y) is actually defined and has all the above properties even on the closure of V(x). Since B 1 is compact, there is a finite number of such sets which cover B u
To summarize all of this, there is a sequence V u F 2 , , F w of A-sets and a sequence g u g 2 In view of (3.3) , it is apparent that we can take the V { to be an A-sequence. Now since the F* are A-sets, the boundary of their union is finite (being contained in the union of the boundaries). Let F Λ+1 , F w+2 , ,F m be a sequence of A-sets with disjoint closures so that Ϋ 3 s B for n + 1ĵ <Ξ m and each boundary point of (J F* (ί = 1, 2, , n) is contained in exactly one V ά with ^ + 1 ^ i ^ m and that V ά is an A-nbhd of that point. It should be evident that these nbhds can be chosen in such a way that there are continuous functions g n+u g n+2 , , g m on the corresponding V 5 such that for n + 1 ^ j ^ m; | ^(a?) -r(x 0 ) | < ε on F y , P(x, g 3 {x)) ΞO on V j9 and if H is the ^.-component of V 3 and iϊ g H a , then ^^(x) Ξ .P a (x) on H. Because of the way in which
, m) is compact and is disjoint from U Fi (i = 1,2, , ri), therefore, we can find a sequence F m+1 , F m+2 ,
, t), and for m + 1 ^ j g ί, Fj g 5 and does not intersect \JVi (ί = 1,2, ,ri) . Again, it should be clear that F m+1 , F m+2 , , V t can be chosen so that there is a sequence g m+1 , 9m+2, -, g% of continuous functions on the corresponding V ά such that for m + 1 ^ i ^ j; P(x, ^(α;)) = 0, | ^.-(a;) -r(a? 0 ) I < s, and if H is the A-component of V 3 and iϊ £ ii a , then g d (x) = F a (x) on H. In view of (3.3), we may also assume that F m+1 , F m+2 , •••, F t is an A-sequence.
It is a rather tedious but straightforward task to verify the following facts.
Fi, F 2 , , V t is a A-sequence, giβCiVi) 1 ^i^ί , for a; 6 F*, P(#, Λ(a?)) = 0 and | g^x) -r(x 0 ) \ < ε 1 ^ i ^ ί , 5 2 g U^ (i = 1,2, --,ί)S U^ (i = 1,2, ...,ί)55, and if iϊ is the A-component of F* and H S iί α , then ^(a?) = -P α (ô n ίί 1 < i < ί .
It should now be clear how to continue the process indefinitely and so to obtain countably infinite sequences V l9 V i9 and g u g 2 , such that
, Vi is an A-sequence i = 1, 2, , It remains to be shown that r*(x) is continuous on F, If y e Y-B, using the fact that | r*(x) -r(x 0 ) | < ε on Γ, one can apply (1.2) to show r*(x) is continuous at y. If y e B, let V n be the first V ό which contains y. To show that r*(x) is continuous at y, it suffices to show that for j < n, if y e V 5 then g ό {y) = g n (y). Indeed, since V u V if , V n is an A-sequence, if j < n and y e V jy then y is in the A-component of Vj (since 2/ e Bd (F,-)) and # is in the A-component of V n (since F ft must be an A-nbhd of y); therefore, g 5 {y) = F a (y) = g n (y), where ae I is such that H a is the component of Y which contains y. Recalling that Y is the closure of a nbhd of x Q , we see that (3.5) holds if the multiplicity of r(x 0 ) is k, and thus, by induction, (3.5) holds in general.
It should now be quite evident how one obtains (3.4) from (3.5).
4* We now return our attention to the question concerning the sufficiency of the necessary condition of §2. The answer we obtain is that if the compact Hausdorff space in question is first-countable, then the necessary condition is sufficient. This fact was discovered in a very natural way, namely, by asking under what conditions does the necessary condition of §2 imply the sufficient condition of §3. If X is sequentially compact, (2.6) applies to the components of X. A close look at the proof of (2.6) shows that the following theorem was actually proved. THEOREM 2.6'. Let X be a compact Hausdorff space which is also sequentially compact and connected. In order that X be a C-space, it is necessary and sufficient that X be hereditarily unicoherent and almost locally-connected.
Thus, with the added condition of sequential compactness, the necessary condition implies the second half of the sufficient condition.
In order to show that the necessary condition implies that the space is an A-space, it seems necessary to assume that the space is first-countable (an assumption which also implies, for compact spaces, sequential compactness). THEOREM 4.1. Let X be a compact Hausdorff space which is hereditarily unicoherent, almost locally-connected, and first-countable. Then X is an A-space.
Proof. As we have seen, it will suffice to show that every point of X is of finite order. Accordingly, let x 0 be a point of X and let V be an open set containing x 0 . We must show that there is an open set with finite boundary which contains x 0 and is contained in V. To that end we shall need the following fact whose proof will be delayed until the end of this section. , n), we obtain an open set with finite boundary which contains x 0 and is contained in V. Thus x 0 is of finite order and X is an A-space.
We now have as a corollary to (2.6') and (4.1) the answer we are seeking. We will also need that Aί^Al-\JF ai (i = l,2,---9 n (2)) and B' 2 3 B[. To see this, observe that A 2 Ξ2 A[ -V kl and thus Since ^ ^ B, α; ^ BJ, and since F(ίc) C -AJ U BJ (from (4) since V(x) Π F fc ._ 1 =0), it follows that xeA' im There is a nbhd F'(α) of x such that F'(a?) nΰ; = 0 CAJ and BJ are separated), thus F(x) Π F(a?) S A!-. There are only finitely many a ά such that βJ §= F A;ί _ 1 (see (6) and remember that V i+ί S F<); subtracting these F α^ from F(a?) Π F'(α ), we obtain a nbhd of x (by (3), no F a . contains x since x ί B) contained in A! ά for j ^ i (here (2) is crucial) and hence which misses every B\ and is therefore contained in A. Thus A is also open. Clearly 4 3 4', B a B', and iU5 = I-c, and (4.1) is established. 5* Remarks* (1) Of fundamental importance throughout this paper was the local connectivity of the components of X (all A-spaces have this property). The fact that βR (the Stone-Cech compactification of the reals) is not locally connected, but that nevertheless C(βR) C *(R) is algebraically closed, indicates the limitations of the methods used here.
(2) It should be pointed out that the necessary condition was proved by assuming only that square roots could be taken. This leads to the conjecture: if X is compact and Hausdorff and if each element in C(X) has a square root in C(X), then C(X) is algebraically closed. In this connection, note that the existence of all 2 w th roots for a given function need not imply the existence of all integral roots. If we identify in βR all limit points of the sequence (-2), (-2) 2 , (-2) 3 ,
, and call the resulting space aR, we can prove that the function exp (ίπx), defined for all real x, has a continuous extension to all of aR, that this extension has continuous 2 n th roots for all n, but that no continuous fifth root exists.
(3) It has been shown that all compact and sequentially compact connected Hausdorff spaces which satisfy the necessary condition are trees (in the sense of L. E. Ward, Jr. [4] ). One of the theorems in [4] states that trees are hereditarily unicoherent locally connected continua, thus we can say that in the presence of sequential compactness, a necessary and sufficient condition that C(X) be algebraically closed is that X be a tree. This leads us to another conjecture: in the presence of first-countability, a necessary and sufficient condition that C(X) be algebraically closed is that X be a closed subset of some first-countable tree.
