We present an algorithm for finding high order numerical approximations of minimal surfaces with a fixed boundary. The algorithm employs parametrization by high order polynomials and a linearization of the weak formulation of the Laplace-Beltrami operator to arrive at an iterative procedure to evolve from a given initial surface to the final minimal surface. For the steady state solution we measure the approximation error in a case where the exact solution is known (the catenoid). In the framework of parametric interpolation, the choice of interpolation points (mesh nodes) is directly affecting the approximation error, and we discuss how to best update the mesh on the evolutionary surface such that the parametrization remains smooth. In our test case we achieve exponential convergence in the approximation of the minimal surface as the polynomial degree increases, but the rate of convergence greatly differs with different choices of mesh update algorithms.
Introduction
Surfaces of least area, called minimal surfaces, is a field of study that has intrigued scientists for many years and has been studied extensively [1, 2, 3] . Part of the interest stems from the fact that they are so easily realizable physically in the form of soap films, and for this reason they have been studied not only mathematically, but also physically for many years. An important early contribution came from the physicist J. A. F. Plateau, who studied them experimentally and determined some interesting geometric properties [4] . A breakthrough in the mathematical study of minimal surfaces came around 1930 with the works of J. Douglas [5] and T. Radó [6] , who established some important theory around the existence of minimal surfaces.
The problem of finding exact minimal surfaces is very hard and in general unsolved. Only a few minimal surfaces have been found in closed form, and numerical methods are therefore an important tool. For non-parametric surfaces, methods have been proposed by Concus [7] , Greenspan [8] , Elcrat and Lancaster [9] , Hoppe [10] .
For parametric surfaces, the minimal surface problem has been solved with finite element methods by Brakke [11] , Hinata et al. [12] and Wagner [13] , whereas Coppin and Greenspan [14] use direct simulation of surface tension forces on a grid of marker particles. Chopp [15] has proposed a level set method which allows for natural handling of topological changes, but gives only linear convergence. It also employs a three-dimensional volume mesh, which is expensive and undesirable in our case, since we are only interested in a three-dimensional surface.
The goal with this work is to find a high order numerical approximation of a minimal surface with a given boundary. We start off with an introduction to minimal surface conditions, and from there we derive a weak form of the problem. The problem is discretized using high order polynomials, and we show how it results in a nonlinear system that can be solved with an iterative method. The iterations make our solution an evolutionary surface, and it leads to the question of mesh update techniques, which will be discussed in some detail. These techniques are also needed in moving boundary problems with arbitrary Lagrangian-Eulerian (ALE) formulations [16] , and the algorithms presented in this paper are also relevant in an ALE setting.
We conclude with some numerical results showing the convergence properties of our method, as well as an example of a case where the exact solution is unknown. For two coaxial rings, a stable solution called the catenoid is known analytically and can be used to measure accuracy.
Problem formulation
Consider a two-dimensional surface Ω in R 3 with a fixed boundary ∂Ω, represented locally by a diffeomorphism ϕ :Ω ⊂ R 2 → R 3 . At every point on Ω we can define the mean curvature by
where κ 1 and κ 2 are the principal curvatures. The mapping ϕ and the mean curvature are linked through the relation
where n is a unit surface normal vector, and ∆ Ω is the Laplace-Beltrami operator, a generalization of the Laplace operator to Riemannian manifolds. Minimal surfaces are characterized by the property that the mean curvature is everywhere zero. From (1) we conclude that minimal surfaces are solutions to the set of three partial differential equations
where ϕ 0 is simply a parametrization of the boundary ∂Ω. Note that ϕ has three components, one for each coordinate direction. Apart from the trivial case where ∂Ω lies in a plane, and the minimal surface is obviously a plane surface, these partial differential equations are nonlinear.
As an example, consider the simpler case where the surface can be described by a function z(x, y). Then (2) reduces to the (scalar) Plateau problem [17, 18] ∇ · ∇z
with prescribed boundary conditions.
Weak formulation
A peculiar aspect of the minimal surface problem (2) is that the differential operator ∆ Ω is inextricably linked to the solution itself. This makes it very hard to solve the problem analytically except for in a few special cases. We therefore start by considering the simpler, but related problem
whereû is a scalar function defined onΩ, andû 0 is some given boundary condition. Here we assume the mapping ϕ to be known a priori. The problem can then be transformed to a problem defined on Ω by means of ϕ. Assume that this mapping describes the surface in a Cartesian coordinate system,
The Jacobian associated with this mapping is given as
Let u =û • ϕ −1 ; the inverse ϕ −1 exists since ϕ is a diffeomorphism. In the Cartesian coordinate system the Laplace-Beltrami operator simplifies to the well-known Laplace operator in R 3 ,
Hence, solving (3) is equivalent to solving the problem
where u 0 =û 0 • ϕ −1 , and ∂Ω is the image of ∂Ω under the mapping ϕ. The change of variables has moved the complexity from the operator to the domain itself. However, one advantage of this transformation is that the derivation of a weak formulation of (4) becomes easy. The Galerkin problem is given as:
where
T is the standard gradient operator in R 3 . The integral (5) is not readily evaluated since Ω is a curved surface. We therefore apply a change of variables to transform it back to the reference domainΩ. An infinitesimal surface area dΩ on the curved surface can be expressed in the reference variables as
where the metric g is defined in terms of the Jacobian J of ϕ by
Gradients on Ω are related to gradients in the two-dimensional reference domainΩ through the JacobianJ of ϕ −1 . Written out, we have
T is the two-dimensional gradient on the reference domain. Note the reappearance of the functionû; it is the same as in (3) since we use the particular inverse mapping ϕ −1 .
The integral in (5) can now be expressed in reference variables as
We can eliminate the dependence on the inverse mapping ϕ −1 by using the fact that the two Jacobian matrices J andJ are related as
The resulting integral can then be expressed as the bilinear form
where G = (J T J) −1 and κ = 1 (the reason for introducing the parameter κ will be explained below). The matrix G is obviously symmetric, and it is also positive definite, since, for all q ∈ R 2 , q = 0,
Hence, a(v,v) > 0 for allv ∈ H 1 0 (Ω),v = 0, and thus the bilinear form a(·, ·) is symmetric and positive definite (SPD).
We now introduce the spaceŶ D = {ŵ ∈ H 1 (Ω) ŵ| ∂Ω =û 0 }. The weak formulation of (3) is then given as: findû ∈Ŷ D such that
By comparing the strong formulations (2) and (3), we see that a weak formulation of the former is just a vector version of the latter:
The notation in (8) hides an important fact: a(·, ·) is not a bilinear form for this particular argument because of the hidden dependence of ϕ in G and g. We will get back to this problem shortly.
Relation to free surface flow
There is a close link between minimal surfaces and free surface flows that deserves some attention here, particularly because the mesh update techniques described later in this paper have relevance to the numerical treatment of such flows. Furthermore, the insight obtained by viewing the different perspectives on surface minimization and the different derivations of the weak formulations are themselves sufficient reasons for this exposition. For free surface flow, the surface tension represents a molecular force that acts to minimize the free surface at all time. Consider a three-dimensional unsteady flow with a free surface Ω. The total stress force acting on the free surface is the sum of a normal component F n and a tangential component F t and is given by [19] 
where γ is the surface tension, n is the outward unit normal vector and ∇ Ω is the surface gradient. The free surface flow is described by the Navier-Stokes equations, for which surface tension forces are represented by the boundary conditions
where n i and n j are components of the unit normal vector n, t i is a component of a unit tangent vector t, and σ ij is a component of the stress tensor. Summation over repeated indices is assumed. A natural imposition of the free surface boundary conditions in a variational formulation of the Navier-Stokes equations yields the integral
where v i is a test function. This term includes both normal and tangential contributions. In [20] it was shown that this integral can be expressed as
wherev i,α denotes the partial derivative ofv i = v i •ϕ with respect to the reference variable r α (here, r 1 = ξ and r 2 = η), and g α i is the i'th component of the contravariant base-vector g α . From differential geometry we have [21] 
where g αβ is the contravariant metric tensor, which in matrix notation is nothing but our matrix G = (J T J) −1 . The vector g β is the covariant base-vector and is defined as the partial derivative of the mapping with respect to the reference variable r β , i,e., g β = ϕ ,β . Thus, g β , β = 1, 2, represent two vectors spanning the tangent plane at a particular point on the surface. Inserting this into the integral yields
Hence, it is interesting to observe that the contributions from the free surface boundary conditions (both normal and tangential) can be expressed by the form (6) in the particular case withû = ϕ i , i = 1, 2, 3, and with κ = 1 replaced by κ = γ. Note that for surfacetension-driven flows (Marangoni-type problems), γ is not a constant, but is still a positive quantity over the free surface.
Linearization and iterative scheme
The system (7) is linear in the unknownû and is readily solved with a finite or spectral (element) method. It also has the advantage that the bilinear form is SPD, so that the corresponding algebraic system can easily be solved using the Conjugate Gradients (CG) method.
The problem (8) is nonlinear, but can be solved by introducing an iterative scheme. At each iteration we start with a known surface Ω n , parametrized by ϕ n , and we move to the next iteration by letting
where ∆ϕ n+1 is a vector field with components ∆ϕ
Here, a(·, ·) represents an integral over the unknown surface Ω n+1 , and the unknown ∆ϕ n+1 enters into the nonlinear terms G and g and makes the entire system nonlinear. However, assuming that the update ∆ϕ n+1 is relatively small, we can approximate a(·, ·) by an integral over the known surface Ω n . We do this by "freezing" G and g at the values G n and g n that are computed from the current mapping ϕ n . This approximation yields a bilinear form a
which is also SPD, since G n is an SPD matrix and we considerv ∈ H 1 0 (Ω). Note that we have omitted κ in (10) since κ = 1. The linearized version of (9) is then a n (v i , ∆ϕ
which is suitable for a numerical discretization.
Discretization
For the numerical solution of the Galerkin problem (8) we apply a spectral discretization based on high order polynomials. The relevant discrete function spaces arê
As a basis for these spaces we choose the tensor-product Lagrangian interpolants through the Gauss-Lobatto-Legendre (GLL) points ξ 0 , . . . , ξ N . If ψ N represents a component of an element inX N orX D N , this component is expressed as
where some of the basis coefficients are given by the prescribed boundary values. This enables us to compute partial derivatives easily via differentiation matrices, and we can evaluate all integrals with sufficient accuracy with GLL quadrature. Applying quadrature leads to the definition of the discrete version of a(·, ·),
where ρ α , α = 0, . . . , N , are the GLL quadrature weights and the subscript αβ means that we evaluate the integrand in the tensor-product GLL point (ξ α , ξ β ). The discrete problem, in vector notation, is then:
The boundary conditions are met by choosing the nodal values of ϕ N (corresponding to the basis coefficients in (12)) to be interpolation points on the boundary ∂Ω.
By applying discretization to the iterative scheme (11) we arrive at an algebraic system
where A n is the discrete, linearized Laplace-Beltrami operator, φ n is a vector containing the nodal values of ϕ N at iteration level n, and ∆φ n+1 is a vector of the change in the nodal values of ϕ N . Since the bilinear form (10) is SPD, the matrix A n is SPD, and the system is readily solved with CG iterations.
Mesh construction
Since the Lagrangian interpolants satisfy j (ξ i ) = δ j i at the GLL points, the basis coefficients in (12) represent the nodes on a curvilinear mesh on the numerical surface. In the context of polynomial interpolation, i.e., if ψ N = I N ψ for a given function ψ, then the mesh nodes are defined by evaluating ψ in a predefined set of interpolation points,
in our case the tensor-product GLL points. In interpolation of parametric surfaces, each parametric function is interpolated separately. From basic interpolation theory we know that for a scalar functionû ∈ H σ (Ω) the interpolation error is bounded by [22] 
where N is the polynomial degree and C is a constant. In our case this holds for each of the parametric functions. Hence, the accuracy of the interpolation of the surface depends on the regularity of the parametric functions. If the mesh points stem from interpolation of parametric functions of low regularity, a poor approximation results, even if the surface is smooth. However, a parametric surface can always be reparametrized, and some parametrizations may be better suited for polynomial approximation than others [23] . A mesh constructed from interpolation of analytic parametric functions gives a very good approximation of the surface (with exponential convergence rate).
As an example, consider the catenoid, which is a minimal surface and hence smooth. A natural parametrization of a catenoid of height H and "waist" radius R m (radius at the midpoint between the two boundary circles) is
where −1 ≤ ξ, η ≤ 1. Here, all functions are smooth and convergence will be exponential as a function of the polynomial degree N . On the other hand, consider a reparametrizatioñ
Obviously,φ represents the same surface, since θ is a bijective mapping from [−1, 1] onto itself. However, the low regularity of arcsin(t) ruins the regularity of the parametric functions and causes low order algebraic convergence in the polynomial interpolation according to (15) . Figure 1 shows the difference between the meshes generated by interpolating the two parametrizations when we use four spectral elements and a polynomial degree N = 15. We remark that the extension to consider spectral elements instead of a pure spectral method is standard and straightforward.
(a) Interpolation of (16) (b) Interpolation of (17) Figure 1 : The two meshes are generated from interpolating (16) and (17) in the tensorproduct GLL points using four spectral elements.
In order to measure the interpolation error we need a metric for computing the distance between two surfaces. The Hausdorff metric [24] applies to general surfaces in R 3 , but is not very well suited for numerical computation. We define a similar metric, customized for rotationally symmetric surfaces. At each point, we measure the distance between the exact and the numerical surface in the radial direction relative to the symmetry axis. The radius of the catenoid is given by the catenary function
assuming the z-axis is the symmetry axis. The error is then defined as the supremum of all the radial distances,
where ϕ i,N (ξ, η), i = 1, 2, 3, are the components of ϕ N (ξ, η). In practice (in the pure spectral case), the supremum is taken over the tensor-product GLL points on a very fine grid; the extension to the spectral element case also includes a supremum over all the elements. The two different parametrizations (16) and (17) are compared by interpolating them with polynomials in the tensor-product GLL points with four spectral elements. We define the height of the catenoid to be H = 2, such that the radius of the boundary circles are R = R m cosh (17) are interpolated in the tensorproduct GLL points using four spectral elements. The interpolation error is measured in a discrete version of the norm (19) . The analytic parametrization (16) yields exponential convergence (×), while the parametrization of low regularity (17) yields low order algebraic convergence (•).
Our main objective is not to interpolate a given surface since we do not assume a priori knowledge of the exact solution. However, the solution of (13) will be a polynomial approximation of the catenoid (although not necessarily an interpolation), and then the results from this section will serve as a reference.
Mesh update algorithms
In our iterative scheme the mesh changes at each iteration level as we move from one surface to the next. The iterations can be stated as a two-step algorithm:
1. Solve (14) for ∆φ n+1 .
2. Update the geometry accordingly.
The most straightforward implementation of the second step is
However, this is not the only option, as we can choose to add small tangential components to ∆φ n+1 to obtain a different mesh in the next configuration ϕ n+1 N . This can be used to control the distribution of the mesh nodes during the iterations and retain a "good" mesh.
Our main problem is that we do not know the exact surface we are approximating until the iterations have converged, so we do not know which mesh gives us the best representation of the next state of the surface. Retaining an optimal mesh in an evolutionary geometry is a very complicated and generally unsolved problem [25] . It makes it even more difficult that the problem of optimal representation of a given stationary parametric surface remains unsolved. Numerical investigation of the problem is made difficult by the dearth of geometrically interesting evolutionary surface problems for which the exact solutions are known at all times.
We do not claim to solve any of these problems in this paper, but we will compare three different mesh update algorithms which highlight some of the important aspects of evolutionary surfaces. One algorithm is the straightforward one (20), which we will refer to as the Lagrangian update. A heuristic argument for choosing this algorithm is as follows: minimal surfaces are smooth, and it seems reasonable that the transition from a smooth initial surface to a minimal surface is smooth (imagine a deforming soap film with no topological changes). If the representation of the initial surface is good, then hopefully the representation of the final stationary surface will also be good. The algorithm is simple since it does not require any post-processing after solving (14) .
A second algorithm is defined by removing all tangential components from ∆φ n+1 (where the tangents are computed numerically based on ϕ n N ) and moving the mesh nodes in a direction normal to the current surface Ω n . This makes sense if one assumes not too large distortions of the surface during the iterations; if the next surface is very similar to the current one, then the optimal representations of the two are most likely very similar too. It is implemented by finding the unit normal vector at each mesh point (numerically) and then project the update ∆φ n+1 onto these vectors. The algorithm is also discussed in [25] . The third algorithm is specifically designed for our test case. It is based on the observation that for a non-minimal surface with the same boundary as the catenoid (e.g., a cylinder), the evolution of the surface will mostly consist of a motion in a direction radially to the symmetry axis. In addition, a natural representation of rotationally symmetric surfaces is using an affine mapping along the rotation axis, as in (16) . To retain this from the initial surface, we restrict the mesh update to the radial direction by projecting ∆φ n+1 onto the unit radial vector. If the initial mesh corresponds to an affine mapping along the z-axis, so will the final configuration.
Comparison with mean curvature flow
Finding minimal surfaces can also be done by solving the time-dependent PDE
over a large time interval [T 0 , T ]. If the solution reaches a steady state within t = T , then that is necessarily also a solution to (2) and hence a minimal surface. This problem is called mean curvature flow, since the time-derivative of the solution points in the direction of the mean curvature. It has been studied numerically with a finite element method in [26] . A numerical treatment of (21) with a spectral element method will involve much the same ingredients as we have seen in the previous sections. The starting point is a weak formulation of the PDE, and spatial discretization is applied based on high order polynomial representations. This results in the semi-discrete system
where B is the mass matrix and A is the discrete Laplace-Beltrami operator. We would prefer to treat this problem with an implicit time integration method, due to the step restrictions induced by A. However, we have the same problem with the nonlinear factors G and g as before, so in order for the system to be solvable with CG iterations, these terms must be treated explicitly. Hence the system will never be fully implicit. Actually, this imposes a relatively severe step restriction which makes the method inefficient if we are only interested in steady state solutions.
There is also another drawback with the time-dependent problem compared to our iterative scheme, namely the lack of control over the numerical mesh. In mean curvature flow φ n+1 is fully determined by the algebraic system we solve at each time-step, and we may have to re-mesh in order to avoid severely distorted meshes and possible breakdowns.
Numerical Results
The catenoid represents a good test case for an iterative minimal surface algorithm because it is one of the few geometrically non-trivial problems for which an exact solution is known. The radius is given as a function of the spatial variable on the rotational axis in (18) . In order to make the results comparable to those in Figure 2 , we use the same height H = 2 and radius R = 1.6.
The iterative scheme requires the definition of an initial surface. A natural starting point is the cylinder with radius R. This surface is most naturally parametrized by trigonometric functions for x and y and an affine mapping for z. This is equivalent to "patching" the reference domain on the cylinder wall, which retains something very similar to the tensorproduct GLL mesh from the reference domain. We use four spectral elements, which can be recognized in the mesh-structure in Figure 3(a) .
The chosen parametrization of the initial surface consists of analytic functions and is very suitable for polynomial interpolation. It is also relatively similar to a good parametrization of the catenoid (16), so if the chosen mesh update algorithm yields small distortions of the mesh, then we can expect something close to an optimal polynomial representation of the catenoid at steady state.
The difference between the different mesh update algorithms is hardly visible in the steady state solutions shown in Figure 3 . Still, there is a significant difference in the convergence rate for the different algorithms; see Figure 4 . The radial update algorithm will by construction end up in almost exactly the mesh defined by interpolating (16) , and therefore converges with approximately the same speed. The plain Lagrangian update algorithm needs twice the polynomial degree to reach the same level of accuracy, while the normal vector update algorithm needs three times the polynomial degree. The relatively poor performance of the latter is caused by a slight movement of mesh points towards the boundary circles, distorting the affine mapping ϕ 3,N (ξ, η).
However, there is a problem with the Lagrangian update algorithm that is not shown in Figure 4 : the algorithm is unstable. After the steady state is reached, small numerical errors in the solution of (10) keep causing small perturbations in the mesh, and after a while the mesh becomes so distorted that the surface evolves away from the steady state. This is illustrated in Figure 5 , which displays the error as a function of the iteration number at a fixed polynomial degree N = 15. We see that all three update algorithms converge at approximately the same rate, reaching the steady state within 100 iterations; the number of iterations needed depends on the level of accuracy reached. The solutions corresponding to the normal and radial update algorithms stay at the steady state, and the size of the updates ∆ϕ n+1 remain at machine precision level. The Lagrangian update algorithm, on the other hand, sees an increase in the error from around n = 200, and from there it continues to increase until the surface collapses. This behavior is also seen for other values of N . The first example had a clear symmetry in the mapping of the initial surface. To show that the results do not depend on this symmetry, we repeat the numerical experiment, but with element boundaries spiraling around the cylinder; see Figure 6 . It is important to note that this "twisting" of the cylinder must be done in a smooth fashion; if the element boundaries cannot be represented by parametric functions of high regularity, then the representation of the entire surface will suffer. By twisting the cylinder like a spiral with a constant "angle of rotation", we retain a smooth parametrization.
The similarity between the cylinder and the catenoid again makes the radial update algorithm the best alternative. Figure 7 shows the same relation between the mesh update algorithms as we saw with the plain parametrization of the cylinder in Figure 4 . Note that the Lagrangian update algorithm is still unstable with this new mesh configuration. Figure 5 : Error in the stationary solution, measured in the same norm, but now as a function of the iteration level n at a fixed polynomial degree N = 15. The normal and radial mesh update algorithms are stable at steady state, whereas the plain Lagrangian update algorithm yields small perturbations of the mesh at steady state, which after many iterations cause large mesh distortions.
We now investigate the impact of starting "further away" from the minimal surface (in terms of the norm (19) ). Let the initial surface be the rotational surface with radius R(z) = 1.6 + 1 2 (1 + z)(1 − z). This yields a surface that resembles a sphere with parts of the upper and lower hemispheres cut off; see Figure 8 (a). The parametrization includes an affine mapping ϕ 3,N (ξ, η), meaning that the radial update scheme should converge at exactly the same speed as before. On the other hand, the normal update scheme will probably be affected, since the normal vectors on the initial surface are no longer horizontal. Figure 8 (b) confirms this, showing that the mesh nodes have been displaced vertically during the iterations. This also affects the error in the steady state solution; see Figure 9 . The normal update algorithm seems to stop converging when the error caused by the mesh distortion becomes dominant. The Lagrangian update algorithm converges at the same rate as before, but is still unstable.
Finally, we show an example of a case where the minimal surface is not known analytically. The boundary curves are now distorted circles, with different radii, not concentric Figure 6 : The initial surface mesh is "twisted" such that each element boundary spirals along the cylinder wall. The final state is a catenoid with a "twisted" mesh. and oriented in different directions. The initial surface is an interpolation with straight lines between the boundary curves, making it somewhat like a distorted cylinder; see Figure  10 . The minimal surface looks like a distorted catenoid.
Conclusions
An algorithm for finding a high order polynomial approximation of a minimal surface with a given boundary has been introduced. It is based on a weak formulation of the LaplaceBeltrami problem. The problem is nonlinear, so a linearization and iterative scheme is applied to solve the discrete problem. The algorithm does not handle topological changes.
As all minimal surfaces are smooth, we are able to achieve exponential convergence as the polynomial degree increases. The convergence rate, however, depends on the structure of the mesh points in the solution. Our algorithm allows freedom in how the mesh is moved during the iterations, and a good mesh update algorithm is needed to retain a smooth mapping between the two-dimensional reference domain and the three-dimensional surface; this is essential in order to obtain rapid convergence. We present three different mesh Figure 8(a) . The Lagrangian and radial update algorithms yield the same performance as before, but the normal update algorithm now seems to stabilize on an error of magnitude 10 −4 .
update algorithms, which can all be applied to problems in an ALE setting. Numerical results show that naive Lagrangian updates are not always optimal, and neither are updates in the direction of the surface normal. The Lagrangian updates also have stability problems. In the case of the catenoid, a tailored algorithm with mesh motion normal to the rotational axis gives the fastest convergence in all three test cases.
Finding a general interface tracking algorithm that works better than the (relatively naive) existing ones is a subject of further work. One such algorithm has been suggested in [25] . In order to be able to even evaluate the quality of such algorithms, work must be done in finding the optimal polynomial representation of a given parametric surface or parametric curve. An effort to find good high order polynomial interpolations of parametric curves can be found in [23] , but this effort still represents work in progress. 
