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Static and dynamic prop<'rties of collecti\'e phenomena of many-hody syst<'ms, mainly 
composed of formal neurons, are studied numerically and theoretically. For theoretical 
analyses, we use methods of equilibrium and nonequilibrium statistical mechanics. The 
model systems which we adopted are neural networks and coupled oscillator systems. 
First. the Glauber dynamics of the Hopficld neural network model is studied with use 
of the ~1ori-Zwanzig projection operator formalism for irre\'ersible processes and exact 
C\'olution equations for o\·crlaps are deri,·ed. 
Secondly, effects of correlations among the embedded patterns on dynamics in a neu-
ral network are studied. Combined wi th delay of signal t ransmission, the correlations 
among the embedded patterns arc shown to give rise to a time sequence of patterns. The 
theoretical analysis on the basis of notion of sublalticc magnetization arc performed and 
C\'olution equations which gO\·crn the o\·erlap dynamics arc deri\·cd. 1umerical solutions 
of the equations support the results of computer simulations. 
Thirdly, as an extension of t he Hopfield model, we propose a neura l network composed 
of D-dimensional spin neurons (D 2: I) . Our model is equiva lent to the llopficld model 
in the case of D = I and is related to the clock neural network in the case of D = 2. 
\\"e deri\"e the free-energy of our model using the replica symmetric theory. \\"hen a finite 
nmnbcr of patterns arc embedded, they arc found to be rctrie,·ablc if the temperature 
T is lower tha.n IjD. The phase diagram and the storage capacity of the 11C'twork are 
alc;o obtained with the storage capacity ac = 0.0713(D = 2) and ac = 0.011:2(0 = .n for 
T = 0. 
Finally. \.re analyzc both numerically and theoretically dynamical behaviors of systems 
composed of limit-cycle oscillators, which arc coupled by time-delayed ncar<·st-neighbor 
interaction. In this system we found cluster states which arc characterized by a phase 
11 
difference of neighboring oscillators and its collecti,·e frequency. Time-delay turns out 
to ha,·c an important effects on the stability of various cluster states. The linear and 
lltmlincar stabi lity of cluster states are a.nalyzed theoretically. 
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The human brain which consists of roughly 3 x 1010 neurons and 1014 synapscs [l] has 
an excelleut ability of information proc<'ssing; especially l<'arning. pattern recognition and 
associatiYe memory. The motiYation of studying neural networks lies in understanding 
the principles and mechanisms of the information proccssings in the brain. The study of 
neural networks also aims at the application of the principle of information proccs!'>ings 
of the brain to the engineering; it is expected to construct a new concept of information 
processings by which hard tasks for existing computers, e.g. a pattern recognition , are 
we 11 dealt with . 
for the aboYe pmposes, a number of studies ha\·e been made with two mam ap-
proaches: One is the phy:.iological approach, in which exp<'rimenls ha\·e rc\·ealcd beha\·ior 
of a single neuron, the stn1cture of the brain. and so on. The ot h<'r approach is lllodel-
ing the brain function wi t h artificial nemal net works compoced of model neurons. on the 
basis of the results of ncmophysiolog~·. and analyzing the model, which is om ~tandpoint 
throughout this article. 
Each neuron rccei\·cs input signals through synapscs from many other nemons. If the 
sum of th(•sc signals excecJs the threshold \·alu<', the neuron bcconH'S acti\·e. Otherwi o;c it 
is inactive. If the n<'mon is acti\·e. it gin's an output signal to other neurons and the same 
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Figure 1.1: The formal neuron 
process is repeated succcssi,·cly. Considering this mechanism of a neuron, W.S.McCulloch 
and \V.Pit ts propos<'d the first model neuron, so called a formal neuron: in 1943 [2]. The 
formal neuron is illustrated in Fig.l.l and works as follows: The number of neurons is 
N. and each neuron is assumed to take the state + 1 ( - 1) when it is acti,·e (inacti,·e) 
rC'spectiYcly. (:'-1ote that the states were represented by l(actiYe) and O(inacti\'e) instead 
of l and - 1 in the original paper, but for the mathematical com·enience we adopt the 
r<'presentation + 1, - 1 throughout this article. ) Let us denote the state of ith neuron at 
timet by S,(t) which takes + 1 or - 1. J,1 are the synaptic efficacies from jth neuron to 
it h neuron. The sum of all signals weighted by J,i at ith neuron is called the local field 
at neuron i. If it is expressed by h,(t). we can write as 
N 
h,(t) = L J,iSi(t). ( 1 .1) 
i=l 




sgn(x) ~ { ~1: (x?: 0) (x < 0). ( t.:J) 
In this way a neuron updates its state at each time step dctcrministically. As an extension 
of this model, a stochastic Yersion is also considered. In this mode•! the neuron will be in 
the state ± 1 at the next time step with probability, 
Prob{S,(t + ~t) = ±l} = exp(±hdT) 
exp( hdT) + exp( hi/T) 
= 1 { (h,(t))} 
2 1 ± tanh T . ( 1 A) 
Here T is the parameter which determines the strength of fluctu ation. T does not haYe 
a meaning of physical temperature in neural networks, but it is often called temperature. 
In the case ofT -t 0 the dynamics (1.4) reduces to the one (1.2) with B, = 0. 
The way of updating can be asynchronous or synchronous. .-\ synchronous updating 
means a dynamical process in which at each time step on ly one neuron is updated. On 
the other hand synchronous updating means the one in which at each time step c\·cry 
neuron is selected and updated. 
Though Yery simple, the formal neuron is attractive because it is easy to construct a 
net.,.,·ork with such neurons and moreover the network shows various collective properties. 
On the other hand A.L.Hodgkin and A.F.Huxley described the dynamics of a single neuron 
with four variables nonlinear differential equations, so called Ilodgkin- lluxlcy equations 
[3] . While this model is very excellent to explain the m<'chanism of a single neuron, it is 
difficult to construct a network. Since our interest is ccnlcred around collective properties 
of networks composed of neurons, we prefer to the form al neuron for modcling a n<'ural 
network. 
\\'ith use of formal neurons, many kinds of neural network model have been proposed. 
T hey arc classified into two main types as arc illustrated in Fig.l.2: One is a layered 





Figure 1.2: (a) Layered feed-forward network, (b)Recurrent network 
layers and has only feed-forward connections between one layer and the next. RosenblatVs 
perceptron [4] is the most simple example of this kind of networks. The other is a recurrent 
network in which neurons are interconnected. In this thesis we mainly investigate the 
latter type. 
Among many models which ha\'e the property of associative memory, the model pro-
po~cd by J.J . llopfield (.5] seems to be one of the most successful ones. Here we say that 
a system possesses the property of associati,·e memory if it memorizes several prototype 
patterns and. when a distorted Yersion of one of these patterns is presented, it is able 
to retrie,·e the corresponding prototype automatically. Hopficld's main cont ribution is 
introducing the idea of an energy function which plays a. role of a Lyapunov function. 
If it exists. the system flows toward the local or global minima of the energy. which arc 
called attractors, and settles in one of them. He related this dynamical process to the 
retrieval process of associali\'c memory as stated bdow: Suppose that minima of the en-
ergy function correspond to the memorized pattern. Then starting from the point inside 
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the pol<'ntial well around a minimum (the initial input pattern which is slightly different 
from the memori7<'d on<:'). the state of the nehvork flows to the attrartor (th<' memo-
rized pattern). 1 bus the relaxation toward the minimum corr<•sponds to retrieving the 
stored pattern from its partial or distorted one. lie embedded p patterns represented by 
{~f}(J.£ = 1, ... , p: i = 1, ... , N) into the neura l network using llebb's learning rule (6] . 
(1..5) 
Here ~f takes the state± 1. 1ote that ther;e p patterns which het r<'ated are uncorrelated. 
thi is, the correlation CJJ.v defined by 
cJ.I.V = ~ f{er<n 
t = l 
( 1.6) 
satisfies the condition 
(1.7) 
With synaptic couplings specified by Eq.( 1 .• 5 ), each pattern corresponds to the minimum 
of the energy 
1 N 
E = - 1 I: Ji;sis;, (1.8) 
- i::fj 
under the condition, p «: N. In the case of asynchronous dynamics, when the state of 
the net work chang<'s. the energy a! ways decreases. 
St irnulated by the IIopfidd's work. many physicists have become interested in the 
study of neural networks. When a network has an energy function, methods of equilib-
rium ~tatistica l rn<'chaJJirs arc powerfnl to analyze a performance of a net work (j1Jantita-
tin·ly. :\mit et.al. succeeded in deriYing a free-energy of the llopGeld model composed 
of stoch~tic neuron specified by Eq.(J.I) using the replica method. \\"ith use of this 
result . some proprrtics in the equi librium state have been undC'rstood: For <'X ample, they 
c~timated the storage capacity as 0.118 under the assumption of replica c;yrnmctry. This 
result is nearly coincides with the Yalue 0.15 which is the result obtained by llopficld with 
the computer simulatio11 . Here the storage capacity ac is defined as ac = Pc/N, where 
Pc is the maximum nurnb<'r of patterns which ran be embedded and N is the number of 
neurons. 
1.2 Role of statistical mechanics 
:'\ s is stated in the previous subsection, in order to know the principle of information 
processings in the human brain, artificial neural network models have been studied. On 
the other hand, neural networks composed of t-.1IcCulloch-Pitts' formal neurons are attrac-
ti,·e subjects as many-body problems in physics. There exists many analogies between 
neural networks and physical systems; most significant parallel is that both are made of 
many strongly interacting components. Physics, more so than any other discipline, has 
de,·oted itself to the systematic study of mullicomponent systems~ and some of the most 
important concepts de\'eloped in physics have emerged from such studies, in particular, 
the ideas connected with the phenomena of pattern formations . Here pattern formation 
refers to collecti\'e behavior in which systems comprising many simple elements sponta-
neously forms ordered stmctures. One of the most fruitful models in modern physics is an 
extremely simplified description of magnetism, the I sing model [7). Despite the simplifica-
tions and perhaps due to them the model has provided deep insight into the properties of 
magnetic systems. Thus in order to know properties of matter, it is useful to examine the 
properties as collective phenomena of the system composed of simple elements. Statistical 
mechanics ha\'e offered mathematical frames for such kinds of studies. Therefore it was 
rather natural that physicists begin to study neural networks after IIopfield model, in 
which the similarity between neural networks composed of formal neurons and spin glass 
was point<'d out. :\mit cl.a l. examined static properties of the Hopfield model \vith use 
of th<' method of equilibrium statistical physics and made gr<'at suc\ess [29, 30]. 
Systems composed of coupled oscillators are also interesting systems for the study of 
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collccti,·e phenom<'na. Such systems can model many systems not only in physics but 
alc.;o in chemistry and biology. Dynamics of each oscillator is not particularly interesting 
indeed, but when oscillators interact to form a network, many interesting phenomena can 
be obserYed; for example, they tend to oscillate with phase or frequency locked, and this 
phenomenon is called synchronization or entrainment. Being different from spin systems, 
coupled oscillator systems a.re dissipative systems, and thus the partition function can not 
be defined. Therefore we can not apply the method of traditional equilibrium statistical 
mechanics for the study of oscillator systems. Kuramoto have developed the theory of 
oscillator systems with the method of contraction of evolution equations [59). He described 
the motion of oscillators with phase equations under the condition of weak couplings. This 
way of description of oscillator systems is now widely adopted. \Ve also use this method 
for the study of oscillator systems in this thesis . 
Recently, there is an interesting topic in connection with physiology; synchronization 
may play an important role for information processings in the cat \'isual cortex [18, 19, 20). 
When a stimulus is giYen, a group of neurons which correspond lo the stimulus show an 
oscillatory firing; each neuron in the group does not oscillate individually but oscillate in 
synchrony. Synchronization of oscillatory responses may provide a suitable mechanism 
for the binding of distributed features of a patterns and thus may contribute to the seg-
mentation of visual scenes. In order to study such phenomena, oscillator neural networks 
[21, 22, 2:3, 24) seem to be more appropriate than the conventional ones. Therefore the 
study of oscillator systems is rather closely related to that of neural networks . 
1.3 Outline of the thesis 
In chapter 2, with the interest in dynamical behavior of a neural network, for example an 
associati\'e process, '""e investigate overlap dynamics in a Hopfield model in the thermo-
dynamic limit, N -t oo, under the condition that p, the number of embedded patterns, 
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r<'mains finite (pf N -t 0). For this kind of problem, the method of equilibrium statistical 
m<>chanics can not be appli<>d, but the notion of sublattice and sublattice magnetization 
proposed by van Ilemnwn ct.al. [8] is one of the powerful method. Although exact evolu-
tion equations for overlap dynamics are already derived [9. 10}, we show another approach 
with use of the Mori-Zwanzig projection-operator forma.lism for irreversible processes to 
deriYe the same equations [25]. Here the overlap is a parameter which measures the near-
ness between the state of the system and one of the memorized patterns, and is defined 
as 
(1.9) 
The method of projection-operator is powerful approach m the field of nonequilibrium 
statistica l mechanics and we are first to apply this method in the field of neural networks. 
ft is expected that a fmther progress might be made in the study of dynamical behavior 
of neural networks with our method . 
We ha,·e so far mentioned about associati,·e memory for static patterns. However, 
the problem of temporal association, which refers to the storage and retrie,·al of time 
sequence of patterns, is also important. Typica.l example is the recall of a tune, which 
can be proYoked by a. very simple stimulus. Another example is the system of neural 
group, called a central pattern generators, which controls a rhythm of the muscles or a. 
rhythmic function, such as breathing, che'vving, swimming, scratching , etc. A number 
of neural network models for temporal association ha.Ye been proposed. In such models, 
it is expected that the system is quasi-stationary in one pa-ttern before it performs a 
transition to the next.. Then the main difficulty comes from the competition between 
two forces: one for stabilizing a pattern and the other for causing transition to the next 
pattern [11). There are some approaches to O\'ercome the difficulty: introducing short-
term modifiable syna.pses [12, 13]; assuming a complicated synaptic structure [1:1, 1.5); 
introducing a. delay into the transition force, in other >vords, to use additional asymmetric 
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couplings with delay [16, 17]. i\Iost of 1 he models mentioned a.bove treated uncorrcla,ted 
patt('rns spt>cified by P.q.( 1.7) and sequences are given from outsid<>. HowevE>r it seems 
to be nat mal that one learns a pattern by correlating it with other similar ones. It also 
sE>ems to be natural that when we recalls a main target pattern, being given an initial 
pattern we associate another similar pattern one after another and finally reach the main 
targE>t one. Therefore in chapter 3, a neural network which stores correlated patterns are 
treated. First we propose a new model for associative memory of correlated patterns [26). 
In our model, being stimulated by an initial pattern , the network gi,·es rise to spontaneous 
transitions with use of correlations among embedded patterns. A time delay in transition 
term is assumed in our model. Secondly, we make some computer simulations, in order 
to ascertain •vhether or not our model behave as we expect . Finally, we consider overlap 
dynamics theoretically in 1 he case of pf N -t 0 as in the previous chapter. In our analysis, 
we use the notion of sublattice and sublattice magnetization which are introduced by 
van Hemmen and eo-workers {8). \h/e deriYe coupled differential equations whi ch govern 
0\·erlap dynamics in our model and compare the numerical results obtained from these 
equations with simulation results. 
In chapter 4, we study the network composed of multi-state neurons. A model neuron 
which can take more than two states, so called a. multi-state neuron, has been proposed 
ac; an extension of a formal Ising spin neuron. From a biological point of Yicw, 1 he multi-
state neuron is plausible in the sense that a real neuron possesses a. richer structure than 
the formal two-state neuron. Furthermore, from the standpoint of application of neural 
JJCtworks to information processings, the muhi-state neuron is meful, because a colorcd or 
gray-toned pixel can be represented by one multi-state neuron. We ha,·e also a theoretical 
int<'r<'st in the properties of network composed of multi-state neurons . As a new model 
of multi-state neuron, we propose a D-dimensional spin neuron. which is represented by 
D-dimcnsiona.l unit Yec!ors. Our model neuron is equivalent to the formal neuron in the 
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case of D = 1 and is related to the clock-type neuron proposed by Cook [27) and Noest 
[:28] in the case of D = 2. We simulate our mod<>l in the case of D = 2, 3 and confi rm 
that our model works as an associati\'e memory. \\'e deri,·c a free-energy of the network 
composed of our model neurons in the case of general dimension D and of pf N =/: 0, with 
use of the replica symmetric theory following the work of Amit et.al. [29, 30). We will see 
that the free-energy coincides with that of the Hopfield model for D = 1. On the basis of 
this results, we study some properties of our model, e.g. the storage capacity, the effect 
of noise. etc. '[ hese properties will be summarized in the T - a phase diagram "'·hich is 
to be calculated as our main task in this chapter. 
In chapter 5, coupled oscillator systems are im·estigated. One of the remarkable phe-
nomcnon obscn·ed in a system of coupled oscillators is a clustering beha\'ior, which is 
our main concern in this chapter . Globally coupled oscillator systems have been inten-
si n 'ly investigated . but there are still some kinds of systems of coupled oscillators which 
ha,·e so far been paid little attention to; for example, the systems composed of short-
range coupled oscillators and those composed of time-delayed coupled oscillators. Thus 
the model system which we treat is that of oscillators which are coupled by time-delayed 
ncarest-neighbor interaction [31 ]. The time-delay originates from the fact that it takes a 
finite time for information transmission between two elements in biological networks. The 
nearest-neighbor interaction makes it possible for the network to yield spatial structures 
which are absent in the global interaction. We analyze dynamical behaviors of the system 
both numerically and theoretically. First, we find the clustering beha\'ior in our model 
and examine tl1e linear a11d nonlinear ::.tability of cluster states hy means of computer sim-
ulatious. IIere the nonliu<'ar stability means the relati,·e stability among cluster states, 
which is examined under the fluctuation induced by white noise. Next, we explain some 
of the results theoretically with the energy analysis for the system without a time-delay 
and with the perturbation method for the system with a finite time-delay. Finally, we 
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gi,·e two comments: one is on an extension of our model to a higher dimensional system 
and the other is on some computer experiments for 1 he system with global coupling. 
In the final chapter. we summari ze main results and gi,·e some comnwnt s. 
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Chapter 2 
Projection-operator approach to 
overlap dynamics in a Hopfield 
network 
I he llopfield model [5] for neural networks with symmetric connection J;i between two 
n<·urons i and j has been extensively studied from the standpoint of (equilibrium) statis-
tical mechanics of phase I ransitions in disordered spin systems [32]. Typical information 
which can be afforded by the theory is the number of the patterns which can be stored 
and retrie\'ed in the network and the rate of errors in the retrie\'ed pattern. Recently 
dynamical beha\·ior of the model gathers considerable interests in connection with the 
speed of the association process and the size and structure of the basins of attraction 
[10, 33, 46). 'l hese questions can only be answered within a nonequilibrium statistical 
dynamic treatment of the system, which is the main concern in this paper. 
Uasic eYolution of the IIopfield model. consisting of N formal neurons(or Ising spins) 
is usually goYerned by the Glau her dynamics [30) 
8p(S, t) 
8t = -~ t L SiSU( - Sijhi)p(S(SI), t) 
t =l $i=±1 
- Lcp(S, t) (2. 1) 
where p(S, t) denotes theN-body probability distribution at timet with S = (S1 , · · ·, SN) 
and S(s:) = (Sl, ... ) si-1, Si, si+l, ... ) SN ). The r is the cycle time in which each of the 
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N Jwurons updates once on <werage. The function f(S,Ih;) represents the probability for 
the i-th c:pin to flip into the state Si in the field h;. which is gi\·en at temp<'rature T by 
(2.2) 
and the field h; is deteP:lined by N - 1 spins as 
h· - "J··S· 
' - w t ] " (2.3) 
j(¥i) 
when there is no external field. The connection J,i is expressed in terms of the p embedded 
pattrrns t~ = {~r}(i = 1, · · ·, N) by the Hebbian rule, 
12:p ~~ ") J· . = - t. t . ( 1 - o . . 
') N \ , \; ') . 
~=l 
(2.4) 




which quantitati\'cly mca<>urcs similarity between the sttlte S of the system and the pattern 
f.L · 1 he retrieYal or association process is the one in which one of the m~(t) approaches one 
with I he other p- 1 O\'erlaps remaining smtlll(typically of order N- 112 ). The equilibrium 
distribution Pe9 (S). which satisfies LcPeq = 0 is gi\·en by 
- 1 [ A l Pe9 (S) = z exp (2NT)-1 ~M; , (2.6) 
whcre Z is the partition function of the "Y!'Icm. \\'heu the nmnb<·r of the pat terns p is 
mllch c:rnaller than that of neurons N, as is often the case, mapping the Glaub<'f dynamics 
tot h<' o\·erlap dynamics belongs to a typical problem of dcri\'ing a reduced description and 
this is most eff<'cl i\'ely p('J'formed by utilizing some kind of projection operator method , 
which has been playing an important role in irre\·ersiblc statistical mechanics [l'5 . 36. 37]. 
1Latt>r we will introduce m~o~(M~o~), which is not a dynarniral variable( a function of.~) like ln ~o~ (,tf~o~ ) 
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In this Brief Report we apply the Mori-Zwanzig projection operator formalism to the 
Glauber dynamics (2.1) in order to investigate dynamics of the retrieval process. Before 
proceeding to the details of the calculation we briefly present the main framework of the 
formalism in a form suitable for later application. Let us assume that the probability 
distribution function p( x, t) is governed by 
8p( x, t) L (.... ) 8t = p x, t (2.7) 
where L is a general time-independent linear operator. Although original formulation is 
giYen for the Hamiltonian system [36] and a stochastic system described by a Fokker-
Planck operator [37], the L in Eq.(2.7) can be the Glauber operator Le (2.1) where x 
denotes Sand integration over x in Eq.(2.8) below should be interpreted to be a summa-
tion over S. The operator adjoint to L is defined by 
j dxf(£)L9(£) = j dxg(x)Af(£) (2.8) 
for arbitrary functions f(x) and g(x). The operator A is seen to control time eYolution of 
dynamical variables, i.e., 
dA(t) = l\A(t) 
dt or A(t) = exp[At]A. (2.9) 
To sec the implication of Eq.(2.9) we consider that a.t timet = 0 we know that the system 
is located in the state space at £0 , that is , p(£, t = 0) = 6(£- £0 ). Then the expectation 
of an arbitrary Yariable A(£) at timet is calculated as 
(A(t))~o = j dxA(x) exp[Lt]S(£- £0 ) 
exp[At]A(xo), ( 2.10) 
where now the A is an operator working in the space £0 • Let us consider collective 
dynamics of a. set of dynamical variables ~(x)(i = 1, · · · ,J). Mutual correlation among 
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the ,·ariables {Ai(x)} is b(>st extracted by introducing a projection operator P onto a 
space spanned by { Ai( £)}. defined by [36, :37] 
P B(£) = I)B(£), ~(£))(:=:-l )ijAj(£), ( 2.11) 
i,j 
where the inncrproduct (f(x),g(£)) of two dynamical variables f and g denotes the equi-
librimn average f dxf(x)g(x)peq(x) and :=:ii = (A(£), Ai(x)). Applying the operator P 
on Eq.(2.9) one obtains, what is called, a generalized Langevin(GL) equation [36, 37] , 
dA(t) rt ~t = ~WijAi(t)- Jo dsiJ!iJ·(t- s)Ai(s) + f1(t), 
j 
where the frequency and damping matrices are given by 
and 
Wij = L_):\Ai , A~e)(:=:- 1 }kj, 
le 
ll!ii(t) =- L.:(Af•(t), A~e )(:=:- 1 )~ej, 
le 





Usually calculations of the damping kernel IJ!(t) is prohibitively difficult. llowe,·cr by 
including all the releYant Yariables in the set { A1( £)} we may have rather good description 
of collecti,·e dynamics of the system even if we neglect the damping kernel entirely. For 
dense gases and liquids [38], for example, by choosing as {A1(£)} the density in a f.L-
space, frp(x) = 'LmS(i - Tr.)S(p-'fn), where the suffix i of~(£) now becomes continuous 
pc.rametcrs (i, f) and x = (T;, ···,iN, p1 , ···,fiN). we ha Ye a kinetic equation for /rp(t) in 
\\'hich the matrix w giYes a Vlaso,·(mcan-flcld) term and the kernel IJ! represents effects 
of collisions. From many examples of applications of Eq.(2.12) to \'arious systems [:39, 
1G], it is reasonable to call the GL equation (2.12) without the kernel a.s the mean-field 
approximation. Effects of damping could be approximately taken into account as \l!(t) ~ 
IJ! (O)'ljl( t) where 'ljl(t) is chosen to be a simple function with some parameter(s) determined 
1.5 
by sum-rule argumC'nts. Below we mainly consider the mean-field approximation with a 
brid comment on the damping kernel. 
Now we turn to the problem of overlap dynamics. From Eqs.(2.7) and (2.1) the 
operator adjoint to Le, Eq.(2.1), is given by 
.... 1" - -
.\cg(S) = f L..; f( -S;Jhi)[g(S( - S;)) - g(S)]. 
1 
(2.16) 
Since \VC are interested in dynamics of retrieve we take as the collective Yariables {~(S)} 
the quantity 
p A 
9.M(S) = IT 6-(Mp. - Mp.) = 6.(M- M), (2 .17) 
p.=l 
where ~(n) is defined for integer n with 6.(n) = 1 for n = 0 and 0 otherwise. 9.M(S) 
represents the eYent in which the overlap Mp.(/-L = 1, · · · ,p) takes the value MP. for each 1-L· 
The ensemble average (gM(S)), which expresses the probability of observing the overlap 
M = (M1 , • • ·, Mp) in the equi li brium state, the correlation :=.(M, M') = (gM(S)gM,(S)) 
and its im·erse are given by 
.... 1 [ M 2 ] .... (g!J(S)) = z exp ~ 2l:T flN(M), 
:=.(M, M')= D.( M - M')(gM(S)), 
:=_-luJ, M')= 6.(M -_M') 
(g!J(S)) 
(2.18) 
(2 .1 9) 
(2.20) 
where DN(M) = E.s 9]J(S) = Tr9]J(S) is the number of the events, among the 2N possible 
microscopic spin configurations, in which 9N£(S) = 1. From Eqs.(2.16) and (2.17) 
wh<'fe we ha,·e introduced MJJ.(i) by 





and the field h;, Eq.(2.3), is expressed in terms of Mp.(i) as 
(2.23) 
where~ and M(i) are p-dimensional vectors (et, ... 'en and (M1(i), ... 'MP(i)). The 
first step to obtain wM,M' = L,M"(AcgM,gM") :=.-1 (M", M')= (,\gM, gM, )/< gM'> (see 
Eqs.(2.13) and (2.18)) consists in calculating DM,M' = (,\g.M, g.M,)· From Eqs.(2.21) and 
(2.6) we see that, putting 1 = exp[L,P. ]1.<2 j2NT] 
DMM' . 
= L: Tr {fi6.(M~- MJlo - 2efSt)f( - S;Jh;) 
t p. 
x.C.(Mp.(i)- et S; - Mp.) 
- I] t:..(M~- Mp.)f( -S;Jh; )t:..(Mp. (i) +et S;- MJlo)}. (2.24) 
\\'e take the trace o\·er S; = ±1 and then oYer the remaining spin variab les to obtain 
= ~ [c.(M'- M- 2(~)! ( -ljh; =~ ~(/(M" Hl"1)) !1N_.(M + (;) 
tc.(M'- M+ 2e~lf (11h; = ~ ~d"1(M"- el"1l) nN_,(M- e~l 
- ..'.(M'- M)J ( -Jih; =~ ~er( M" - d"1l) nN_,(M- [.) 
- ~(i1' - M)f (1 Jh; = ~ ~dp.)(Mp. + dp.))) nN-l(M + ~)J. (2.2.1) 
From Eqs.(2.19),(2.21) and (2.25) we see that our next task is to calculate 
(2.26) 
which appears in 
(2.27) 
From the definition (2.26) p(£; M) sta!lds for the probability of S; = 1 under the condition 
- -Li s3e3 = M. Without loss of generality we take i = 1. First we consid<'r the ca~e 
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p = I. i.e., there i<; Ollly one paltern. From the condition E,S,<J = M1 we ha,·e s1 + 
,, &lt~S · =M t1. From the law of large number 1 half of ~te take the ,·alue I and we 
-'J(#l)':.1':.1 1 1'>1 1 
rclabel these j to yield L..f.i12 S; - l:..~N/2+1 S; = M1~i or 
N/2 
L S; = M1<~ /2. (2.28) 
i=1 
Since the probabilistlr Yariables s1, ... ) SN/2 are equiYalent each other we ha,·e from 
Eq.(2.28) p(~t; M1)N/2 - [1- p(~t; Mt))N/2 = M1~U2, leading to 
(2.29) 
If there are two patterns. p = 2, we have an additional condition S1 + ~i;H <~~JSi = M2~~ · 
Using the law of large number again we note that half of the coefficients ~~~j(j ~ N/2) 
take the value 11 which arc relabelled again to have r:.f'!: S; - L..l(i~/4+1 S; = M2~U2. 
From Eq.(2.28) and l he above we have 
N/4 1 ( (1) (2)) ?:.: S; = 4 M1~1 + M2~1 , 
t=1 
(2.30) 
which gives p(b; M) x N/4- [1- p(6; M)) x N/4 = [M1~i + M2~n;-t. thus 
- - 1 ( ~ ·) p(~1 ; M) = 2 1 + m;~~ . (2.31) 
So long as p is kepi finite as N becomes large, we can continue the arguments above to 
generally obtain 
p([;; M) = H l +t. m,~l">) . (2.32) 
The mean-field t<:>rm ~iwiiAi in Eq.(2.12) is now ready to calculate. from Eqs.(2.27) and 
(2.32) leading to 
f ~ [9,<.2{./ ( -llh, = ~pi">( M, Hl">l) 
xp(~; M+ 2~)- (M -+ M- 2<~)] 
-;, ~ [Yaf (11h, = ~ pnM, +fi">>) 
x[l- p(~~; M)J - (M-+ M- 2~)], 
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(2.33) 
where (if -t M -:2&) means that we replace all the M appearing on the left haud side by 
111 - 2&. The remaining task is to represent the result in terms of the o,·erlap {mJJ} rather 
than {111/J}. Since L.M 9.M = 1 we define g(m) - NPg111 which satisfies f dmg(m) = I. 
After multiplying NP on both sides of Eq.(2.33) we use the relation 
(:2.31) 
to dcriYe finally 
og(m,t) 1 ["' ~-' a { _ - ( m·&)} _ _1 ] ot = Nf f:<; 0m~-' m·~;-tanh -r g(m,t)+O(N ) , (2.35) 
where the order N-1 correction is gin:-n by 
N
1 L:2~f<i!l 0 [(1 -tanh(m ·~))!l 0 (l+m·~)g(m,t)l· (2.36) 
. urn.. umv 4 l,J,A.,V ,-
Here we gi,·c lwo comments on the GL Eq.(l2) with regard to its application to o,·crlap 
dynamics. The first one is concerned with the damping kernel. For the one-pattern 
case(p = 1 ). which is equivalent to infinite range ferromagnitic system [30). we have 
calcula.tcd the kernel w(t = 0) to the lowest order in N-1 to find that it exactly ,·anishes. 
This strongly suggests that w(t) vanishes for t ~ 0 and p ~ 1 to the lowest order in N-1. 
Secondly. since the random force fa(t ), which is giYen as f1(t) in Eq.(12). is orthogonal 
to {gM}. we can safely neglect it in discussing the probability distribution function based 
on the GL Eq.(12) [37] . 
Now from Eq.(2.35) it is seen that tlte aYerage (mJJ(t)) = f dmm!Jg(m, t) follows the 
<>quatio11 
d(m,it(t)) = f [ -(m, (t)) + (( ~" tanh ( (rii(i). {J )) l ' (2.17) 
where (( )) denotes the a\·erage O\'Cr the patterns according to the probability law p(<(JJ) = 
1) = 1/2. In deriving Eq.(2.37) we have replaced (tanh(m · {/T)) by tanh( (m) · {/T), 
which is cousislcnt with our mean-field a.pproximatiou in lhe limit N -+ oo because in 
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this lirnit we han~ only con\'ection of probability and no condHrtion (no fluctuations), 
Eq.(:2.l1 ). 
Equation (:2.:37) has been derived, so long as the authors arc aware, by two methods. 
One is based on the notion of sublattice magnetization [10! 40, 41] and the other is based on 
a path-integral form\da t ion of spin dynamics [46]. The sublattice idea [8] is elegant enough 
to be applied to more general Hopfield model. The merit of our mean-field approach is 
that it is besed on a general method of irreversible statistical mechanics and thus sheds 
some light on the implication of the overlap-dynamics equations (2.3.5) and (2.31). The 
remaining important problem is the case of extensively many patterns, that is, finite 
a = pf N. Q,·erlap dynamics in this case is at present mainly im·estigated by computer 
sirnulations. except for a few theoretical works [33, 46, 9, 42] . With inclusion of some 
additional \'ariablcs in the set of collective \'ariables A, it is hoped that overlap dynamics 
for a finite a case could be handled within the mean-field approximation de,·eloped in 
this paper. 
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C hapte r 3 
Correlated-data-driven dynamics 
a neural network 
• 
Ill 
A number of neural network models have been proposed to explain some properties of the 
ncrYous systems in terms of the formal two-state neurons [-13). In the Hopficld model [5) 
with N neurons, the symmetric connect ion l;; bet'rveen the neurons i and j is expre~scd 
as 
( 3.1) 
where ~n= ±l )(~t = l, ... ,p; i = 1, ... , N) denotes the state of the neuron i in the ~t-th 
pattern. The postsynaptic potential (PSP) or the field strengt it h;(t) at the neuron i is 
expressed as 
(0.2) 
where the o,·erlap mJ.<(t) with the ~t-th pattern is defined by 
m~(t) = ~ 2;:: ~f S;(t). 
' 
(1.:3) 
The collcctiYe behavior of the network with a symmetric conn<'ction, such as Eq.(1.l) is 
represented as a relaxation process toward the local minimum of the (free-) energy and 
the mod<'l works as cont ent-addressable or associat i ,.e memories [J]. 
Recently issues of temporal association in neural networks ha,·c gathcr<'d consid<'rablc 
attention [17, 16, I 0, 9). To efTcct transitions between patterns, a certain amount of 
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asymmetry of the connection l;j is required. After the suggcsti,·e proposal by IIopfield 
[.i]. ~orne models have been put forth in which delay in signal transmission is introduced 
to yield, e.g., 
(3.4) 
For later convenience we briefly consider the transition mechanism \vithin the framework 
of asynchronous dynamics [9]. We suppose that the system has been in the pattern v for 
0 ~ t < T. As for m~(t- r) in Eq.(3.4), we can put m~(t- r) = CJ.W forT~ t < 2r 
where the correlation c~~l bet-ween the patterns J.1. and J.i-1 are defined by 
(3.5) 
If we consider a. network in which the correlations vanish on average, that is, 
(3 .6) 
and neglect fluctuations in c~~l of order 1/..JFi, we ha\·e m~(t - r) = D~v forT~ t < 2T. 
If c is chosen to be larger than one a.nd T sufficiently longer than one cycle time (or 
one i\[onte Carlo time (MCT) in which N neurons a.re updated), we see that mv+l(t) 
increases until it becomes one a.t about t ::: T + I\1CT. During the time other O\'erla.ps 
m~(t)(J.l. # v + 1) decrease to zero. Thus after the pattern v, the pattern v + 1 is retrie\'ed 
and then the pattern v + 2 and so on. It should be noted that once mv+1(t) becomes 
large the first term on the right hand side(rhs) of Eq.(3.4) contributes to stabilization of 
the pattern v + 1. 
The model (3.4) and the modifications thereof ba\'e been succC'ssful in producing a 
pattern sequence [17, 16, 10]. We note howeYer that the correlations among patterns 
C ~~'(J.i. # J.l-1 ) are assumed to be zero, Eq.(3.6) , in order to enable the network to rctrie\'e 
the prescribed sequence v, v+ 1, .... Putting the model (3.4) aside for a while, we consider 
what happens when there are strong correlations among patterns in a network(brain). If 
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the network is in a slate( pattern) A and the pattern B alone is strongly correlated with the 
pat krn A. it is f>xpected that a spontaneous transition. if it occurs, is to I he state B. That 
ic::. one can concei\'e that the internal correlations among the embedded patterns( data) 
ran gi\'e rise to spontaneous or data-driven transitions . The purpose of this letter is to 
present and investigate a model which materialize the notion above. 
Our model consists in the PSP given by 
(3.7) 
The correlations C~~~ defined by Eq.(3.6) now take non-zero ,·alues. Qualitati,·ely the 
St>cond(transition) term on the rhs of Eq.(3.7) are interpreted as follows: \-\'hen the net-
work is in the pattern v1 for 0 ~ t < T, mv(t- T) in Eq.(3.7) is Cw1 for T ~ t < 2r. In 
the summation o,·er v in Eq.(3.7) the largest contribution comes from the term v = v1 
since Cvv1 = 1 for v = v'. By [vi] let us denote the pattern(# vt) which is most strongly 
correlated with the pattern v1 • Now fort slightly larger than r(t 2:: r), m~(t) in Eq.(3.7) 
is nearly equal to c~Vl ' Since J.1. must be different from vl> the largest contribution in 
the summation o,·er J.1. comes from the term J.1. = [vi} and the PSP tends to dri\'e the 
system toward the state [vi). Once this transition is initiated, the first t<'rm also begins 
supporting the transition. Of course this is a drastically simplified scenario and more 
quant ita.ti,·e argument is necessary to understand the transition mechanism in Eq.(1.7). 
For the purpose we confine ourseh·es to the case where only three patterns A, B, and 
C are embedded in the network. The PSP is explicitly written down as 
(3.8) 
wl1ere £~and c~(J.l. =A, B, C) are assumed to be positi,·c and mA and mA denote mA(t) 
and mA(t - r), rcspecti\'cly. Suppose that at t = 0 the system is in a stc;te A and the 
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PSP at the ncmon i becomes 
(3.9) 
where the transition term in Eq.(3.7) is regarded to be effective after t = r. If 
(3.10) 
the system remains in the state A until t = r. At t = r, the PSP is given from Eq .(3.8) 
by putting m~= CJJA = mw Explicitly it reads as 
'"'e now require that 
h,(t) - [t:A+d(CAs+CAc)Jef 
+[c:BCAB + c:~CAB(1 + CAc)Jef 
+[c:cCAc + c:~CAc(1 + CAB )]ef 
( 3.11) 
(3.12) 
Under the condition (3.12), if et= <f, 51(= et) is unchanged and if ef = <f =/:et, 51 
Rips from et to -et = <f. Since we do not require hB > hA + he , which is too severe a 
condition to be satisfied, when et = <f =I= f.? , it seems that the transition from s, = e to 
<f is not assured. HoweYer as explained abo\·e, in the process of asynchronous updating, 
S, (t) takes the Yalue f.f except for the neuron site, ·where et= ef =I= f.f and the coalition 
of A and C patterns resists the t ransition to the ~ta te B. At this point let us express the 
fraction Z of the coalition sites in terms of the correlations. If X, Y, Z and (1-X- Y- Z) 
denote the fractions of neuron sites at which et = <? = <f, et = ef =I= <f) et = <f =I= 
f.P and <f = <f =/: ef , respectiYely, we have 
(3.13) 
2-l 
These equations lead to 
(3.14) 
From the discussions abow~ we see that the on'rlap m 8 increases from CAB at timet= r 
to mB = 1- 2Z = (1 + CBc +CAB- CAc )/2 at t = r + l\ICT and the system approaches 
t11e state B considerably as exemplified later by our numerical simulation. We now write 
down the conditions to be satisfied in order to keep the state B after t = r + r..ICT, 
Eq.(3.1.S), to effect the transition to the state C after t = 2r, Eq.(3.16), to keep the 
state C after t = 2r + l\1CT, Eq.(3.17) and finally to keep the state C foreYer(t > 3r), 
Eq.(3.18). 
c:B +c:~+c:~C AC 2: t:ACAB +c:~(CAB ) 2 +e~ CABCAc +c:c CBc+c:~CBc +c:~CBcCAB (3.15) 
c:cCBc + c:~CAsCBc + e~CBc > c:ACAB + c:~CAB + e~CABCsc, c:B + c:~CAB + c:~CBc 
(:3. 16) 
c:c+c:~C AB+c:~ 2: c:AC Ac+c:~ C AC +e~ C AcCBc+c:BCBc+c:~CBcCAB +e~( CBc )2 (3 .17) 
c:cef + e~CAc + e~CBc 2: eACAc + c:~CAc..:.-·sc + c:~ CAc + eBCBc + c:~CBcCAc + e:~CBc 
CJ.l8) 
If the conditions (3.10), (:3. 12) and (3.1.5)-l·.). ~ "1 are satisfied we .,.,·ould haYe the sequence 
A.~ B ~ C , although the transition may be nvt perfect as noted in connection with the 
requirement Eq .(3.12)(see Eq.(3.16) also). 
We now turn to computer simulations of the model (3.7) . The stochastic Glauber 
dynamics is employed, in which the probability for the neuron i to take ±1 at timet+ .0.t 
is gi \'CO by [30, 1] 
Proh{Si(t+~t) = ±1 } = {1 ±tanh(hi(t)/T)}/2. (3 .1 9) 
When the temperature of the system T goes to zero, the Glauber dynamics is reduced to 
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Figure 3.1: Simulation results for the o,·erlap dynamics. T = 0, CAB = 0.4, Cac -
o .. ), CAc = 0.2, eA = 0.6, e8 = 0.8, cc= 1.0, e~ = 1.0, e~ = 1.9 and e~ = :3.0. 
with sgn( x) = 1 for x 2: 0 and sgn( x) = -1 for x < 0. Three patterns A, B and C are 
embedded in the system consisting of N = .tOO neurons and the delay r is taken to be 3 
t\ICT. \Vhen three correlations CAB, C8 c and CAc are gi,·en, we soh·e Eq.(3.13) to obtain 
X, Y and Z. \\'e first produce the pattern, say A. by using N ra.ndom numbers. Then 
the pattern B is determined by either taking ~f equal to ~f for the X and Y regions and 
equal to -~f for the remaining region. The pattern C is made in the same way. 
Figure 1 Figure 3.1 shows the oYerlap dynamics for T = 0 and the parameters eA = 
0.6, ea= 0. ", cc = 1.0, e~ = 1.0, e~ = 1.9, e~ = 3.0, CAB = 0.4, Cac = 0.5 and CAc = 
0.2 . . \ lt hough t hr pat tern B is not fully ret rie,·ed in the intermediate time region. we see 
1 hat a transition sequence A~ B ~ C is realized with the parameters gi,·en abo\'e, which 
satisfy all the requirements listed before. The asymptotic (t = oo) value of each o\·erlap 
is seen to be consistent with the correlations in our data. \\'e performed a simulation on a 
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Figure :3.2: Simulation results for the oYcrlt\p dynamics. e~ is 2.0 t\nd other conditions 
t\IC the same with those for Fig.3.1. 
and obsen·ed that all the o,·erlaps remain constant, showing no sign oft ransitions. To see 
effects of finite tempc>rat ure, we first chang€' e~ from 1.9 to 2.0, keeping other parameters 
as in Fig.3.1. In this case the requirement Eq.(3.16) is not satisfied and reflecting this, we 
notice in Fig.3.2 that the sequence retric\'al is incomplete. Now we change T from zero to 
0.06 and the result is shown in Fig.3.3, which rc,·cals the familiar fact that fluctltations 
induc<·d by tcmpcratme work positi,·ely for rctrie,·al of patterns so long as it is not loo 
-
Here we gi\'e two comments on our model. 'l he first one is concerned with the robust-
m·ss of our scheme to the ,·ariation of the paramcl<'r n1luc~. To b<' conrrete w<' change e~ 
i\Jtd e~ with all the other parameters fixed as abo,·c. Fir"t we consider the ca.:,e T = 0. If 
we put e~ = :3.0 (the case of our simulation). e~ should be in the range 1.9 ~ e~ < 2.0 
in order to satisfy the conditions (3.10). (1.12) and (:J.1.5)- p.IS). On the other hand, 
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Figure 3.3: Simulation results for the overlap dynamics. T = 0.06 and other conditions 
are the same with those for Fig.3.2. 
\Vhen the temperature is nonzero, the range of e~ for successful retrie\'e of the state C 
becomes large. For example, a retrieval process A --} B --} C is confirmed for the case 
t:~ = 2.5 and e~ = 3.0. However it is remarked that when T is very small (e.g. 0.01) one 
must wait a longer time for the retrieve of the state C and that when T is too large (e.g. 
0.3) the state B is skipped, resulting in the retrieval process A --} C. 
The second comment is on the number of patterns embedded in our system. When a 
group of correlated patt<'rns in a sequence increases its members (in our simulations only 
three members A, B, C ), the tuning of the parameters, including the correlations { Cpv}, 
naturally becomes Se\·ere. However we can increase the number of patterns in our system 
by embedding many groups, each containing three patterns which are uncorrelated with 
patterns belonging to all the other groups. For example, in a system consisting of 60 
neurons, we could embed 3 groups of correlated patterns ( (~, Bi, Ci), i = 1, 2, 3 ). 
Finally we consider overlap dynamics theoretically in the thermodynamic limit N --} 
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oo with the number of the patter p kept finite (pjN--} 0) [8, 2-SJ. Our analysis is based 
on the notion of sublaltice I(i) and sublattice magnetization m(i,t). which arc due 
to Yan Ilemrnen and his coworkers [8, 9] . Gi\·cn p binary patterns, we ha\·e N vectors 
~ = (<l, ... , <f)(i = 1, ... , N) . Introducing the sublatlice by 
(:3.21) 
and the sublattice magnetization by 
m(i, t) = II(l_)l L Si(t), 
X iEl(x) 
(3.22) 
with IJ(£)1 denoting the size of I(i)~ one can easily verify that the PSP, Eq.(3.7), is 
expressed as 
(3.2:3) 
Here PN (i) = II(i)I/N denotes the \\·eight of the sublattice I(x), which depends on the 
correlations among the patterns. Since~ = i for alliin I(i), the PSP del?ends on i on ly 
through the label i of the sublattice to which i belongs. Thus Eq.(3.23) can be rewritten 
as 
h(x, t) = L XpPN(y)ypm(y, t){t:P + e~ L PN(Z)zvm(i, t- T)}. (3.24) 
p,y v,l 
v'f.ll 
It is \\'ell-known that in the thermodynamic limit the sublattice magnetization m(i, t) is 
governed by the following set of 2P coupled differential equations [9] : 
dm(i, t) 
dt = - {m(£, t)- tanh[h(i, t)jT]}. (3.2.5) 
Since the overlap mP(t) is expressed in terms of m(£, t) as mP(t) = E:r p(i)xpm(i, t) = 
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Figure 3.1: Numerical solutions of Eq.(3.26) . The coi1ditions are the same with those for 
F'ig.3.3. 
The second term on the rhs of Eq.(1.26) consists of 2P terms, since there are 2P possibilities 
for x. We soh·e Eq.(3.26) with se,·eral \'alues of T and the solutions to Eq.(3.26) are 
confirmed to be similar to our simulations. In Fig.3. ~ we shO\v the numerical results for 
the o,·erlaps obtained from Eq.(3.26). The parameters are the same with those for Fig.3.3. 
From F'igs.3.3 and 3..1 it is seen that Eq . (3 . 2~) reproduces our experimental results for 
N = 100 and p = 3 excellently. 
In this letter we im·estigated neural networks with correlated patterns. For the dy-
namics we proposed Eq.(:3 .7) as a model for sequential association . Concerning this model 
we obtained the following results: 
a)\\'ith the appropriate ,·alues for the parameters eJJ, e~ the sequence was generated 
and finally the system settled in a target pattern. Effects of temperature turned out to 
be support i ,.e for the rctrie,·al of the sequence. 
b )Our model. Eq. (:3. 7). itself does not induce transitions as stressed in connection with 
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the discussion:; on Fig.3.1. The model together with the correlations among the patterns 
make the sequE>nr<' retrie,·al possibl<'. 
c)Coupled non linear differential equations (3.26) were deri\'ed for the mod<'! (3. 7). 
Here also. the correlations among the patterns is implicit. Numerical solution to these 
equations are well-correlated with the simulation results. 
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Chapter 4 
A neural network model composed 
of multi-dimensional spin neurons 
4 .1 Introduction 
In the last decade, there has been a great deal of research on a neural nebvork as an 
associati,·c memory. Various properties, for example a storage capacity of a network, \\'ere 
studied with use of techniques of statistical mechanics of spin systems (29, 32, 45, 30, 1). 
.\lost of these studies, hmve,·er, trea.ted Ising type neurons which represent only two states, 
firing and resting ones. 
Recently there is a growing interest in neural net works with multi-state neurons. The 
merit of the model is tha.t one neuron can express a complex state such as a color or shade 
of grey of each pixel in the pattern which can only be expressed with some Ising type 
neurons 
Rieger [-!6] and Bolle et al. [4 7, 48] used neurons represented by spin variables S;( i = 
1, ... , N) which can t a.ke Q ,·alues, 
2(k- 1) 
S; = -1 + Q _ 1 , (i = 1, ... , N; k = 1, ... , Q). ( 4.1) 
1\antcr proposed the model composed of Potts-neurons with q possible discrete states [49]. 
1 he dynamics of the Potts neural network is Yery complicated (see refs [49, 50]). 
Other possibility for a multi-state neuron is the so-called circular representation in 
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which the state of the neuron is represented by points on the circle. The property of this 
mod<>] is that the state of E'a.ch neuron can be expressed by the phase ,·ariable. \/1/e show 
here two examples of such models; one is the phasor model proposed by Noest [28, .5 1] 
and the other is the clock model proposed by Cook [27] and will discuss in Scc.2 how 
these models are simila.r to and different from our model. 
Noest discussed a. phasor network composed of unit-length 2-dimensional ,·ectors (pha-
sors) as neurons . The network has N phasors S;(i = 1, ... , N) which are complex 
numbers with IS;I = 1. When the i-th phasor in the f.L-th pattern is described as 
<f(i = 1, ... , N; f.L = 1, ... ,p), synaptic couplings C;i are defined as 
C;i = ~ t <f['j(1- 5;i) 
J.£=1 
(4.2) 
in order to store patterns. Note that 5;i is I<ronecker's delta function and x represents 
the complex conjugate of a complex x. Since <'j can be expressed as eiBj, storing patterns 
is equiYalent to storing phases. The dynamics of each phasors depends on the local 
(complex) field 
i 
For a discrete-time updating the state of i-th phasor at next step is defined as 
h; 
S;(t + 5t) = fh:T' 




fn the network with an asynchronous discrete-time or a continuous-time 11pdating. an 
energy can be defined a.c; 
( 4 .6) 
which plays a role a Lyapunov-function. Noesl studied this network with diluted synaptic 
connections. The other case of full connection was also studied by Gerl d al. [.12] . 
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Cook iu,·c::;ligated a Q-state clock neural network model. The Hamiltonian of the 
1 ~~ 27T { f.J f.J} H =- ·)N ~~cos -Q (n, - (,)- (n;- (;) 1 
- if.j f.J 
{4.7) 
where N is the number of neurons, n,( = 01 11 ••• 1 Q - 1 )( i = 11 ••• 1 N) the state of i-th 
Ttcuron and(~(= 01 11 •• • 1 Q- l)(i = 11 ••• 1 N;J.L = 1, ... 1 p) the state of i-th neuron in 
the J.L-lh pattern stored in the network. This system is reduced to the Hopfield model 
[.)] for Q = 2 and to x-y spin systems for Q = oo, where the state becomes continuous. 
It is to be noted that the Hamiltonian is invariant under the transformation {n,} --+ 
{n, + k (modQ)}, where k is an integer. Hence, if a pattern, say {ry,}, is stored. the Q- 1 
r<·lal<'d configurations. {ry.~c;}. are also stored. where 
1Jk; = 1Ji + k modQ ( i = l 1 ••• 1 N; k = 11 ••• 1 Q - 1 ). (4.8) 
'I hcr<'forc notice that only the set of phase differences is meaningful as the information 
to be stored. Cook analyzed this model with the replica symmetric theory and estimated 
the storage capacity as Ctc = 0.038 in the limit Q = oo. 
:-.Joest's and Cook's model can be regarded as an extension of the Hopfield model to 
the clock type on<>. In this paper we want to consider a more general extension of the 
Jlopfield model using D-dimensional spins (i.e. D-dimensional unit Yectors) as neurons. 
'I his model is expected to realize a new type of neural network with multi-state neurons. 
1 his pap<"r is organized as follows: In section 2 \Ye propose our neural network model 
compoc:cd of multi-dimensional spin neurons. Simulation results arc shown in section 3. 
In section -1 we analyze our model theoretically using a r~plica symmetric theory. \\"e 
ckri\"c the free-energy of our model near saturation . On the basis of this results. we 
calculated and discussed the phase diagram and the storage capacity. In the last section 
we summarize our results. 
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i=l i=2 i=N 
Figure Ll: An illustration of neurons in the case of D = 3. 
4 .2 Model 
\\"e consider a network composed of N neurons which are described by D-dimensional 
unit ,·ectors x, = t ( xi(l), Xi(2) 1 ••• , Xi(D)) (i = 11 ••• 1 N) , where tz denotes the transposed 
\"<'ctor of z. Each neuron represents an arbitrary point on a surface of D-dimensional unit 
sphere. ~eurons with D = 3 are illustrated in F'ig.4 .1. P.specially in the case of D = 2, 
this model neuron is similar to that of Cook ( Q = oo) and of Noest. The neurons are 
interconnected with all the others through synaptic couplings. In this paper, we define 
synaptic couplings by an extended Hebb 's nlle as 
( i "I- j )I J" = 01 ( 4.9) 
\\'here er denoteS l he State Of i- th nCU rOJl i J1 th C J.L· t h memorized pattern ( J.L = l I . , , I P) 
and is also a D-dimensional unit n:•ctor. Note that a synaptic strength Jii is here a. D x D 
matrix. 
There are two kinds of dynamics. one ic; under the zero tcmpcrat11rc (T = 0) and 
the other under the finite temperature(T f; 0). First we consider the case T = 0. \\'e 
calculate the local field hi(t ) on the i-th neuron rtt timet as 
N 
h,(t) = L J,,x; (t). (4.10) 
J=l 
h,(t) is a D-dimensional and in general non-1mit \'Cclor. The sta te of the nemon i at the 
3.5 
next time stC'p is dctC'rmined hy normalizing h,(t) as 
h, (t) 
x,(t + ~t) = jh, (t)l. (1.11) 
As to the way of updating, here we adopt an asynchronous one, for which we can define 
an energy function 
l ~t E = -? ~ xJi;x;. 
- i#;j 
(1.12) 
'[ his energy is a Lyapunov function for the dynamics. This is seen as follows: Suppose 
one of the neuron, say i-th neuron, updates as x 1(t) ~ Xi(t + 6t), then the Yariation of 
energy ~E is calculated as 
( 4 .13) 
Next, in the case of T :f. 0, a random contribution is added to Eq.( 1.1 0) so that the 
equilibrium state of lhe system realize the canonical ensemble [1. 28]. 
V\'e now discuss the differences between our model and those of Nocst and Cook. For 
the comparison we restrict our model to 2-dimensional case (clock lype). In the Noest's 
model. when S; is described as e'"'; and <'J as ei8'J. the energy (4.6) is rewritten as 
E = --1 L L cos{(cp, - on - (cp; - Oj)} 
2N ii:i ~ 
( 4.14) 
In the Cook's model (Q = oo), with new notations (2u/ Q)ni ='Pi and (2u/Q )~f = Of, 
the expression (-t.l) coincides with Eq.(4.14). \\'hen we describe Xi = t(coscp,, sin cpt) 
and ~r = t( cos or I sin Of), the energy of our model ( ~ .12) is rewritten as 
1 E = -? 2:2: cos(cp1 - Of) cos(cp; - Oj). 
_N i-ti ~ 
(-Ll-5) 
1 herefore the tranc;lational symmetry in ~oest's and Cook's model is not exi!'tent in our 
model. thus the translated phase pattern {Oi + B} is quite different from the pattern {0;} 
in our model. Howcn.•r our model has an im·ersive symmetry in which the energy (1.12) 
is invariant under the transformation { x,} ~ { - x,} or {en ~ { - ef}. This fact means 
that im·ertcd patterns can also be memorized as in the Hopfield model. 
4.3 Simulation 
In this section we simulate our model according to the dynamics ( 1.1 0) and ( 1.11) with 
synaptic couplings ( 4 .9). We adopt an asynchronous updating in which at <'a eh time 
step one neuron is selected randomly to be updated. The time step is set as ~t = 1/N. 
Simulation results are shown in the following. 
First we examine the case D = 2. Patterns are written as ef = t( cos Of, sin On, 
with Of distributed uniformly in [0, 21r]. These patterns arc uncorrelated in the sense of 
Ef:l (er en = 5~·--- Fig.4.2 shows the time e\·olutions of OYer lap m 1 (t) defined as 
1 N 
ml(t) = N L teJx, 
j::::l 
(4 .1 6) 
which start from several initial value of m 1(0). Prom Fig.4.2(a). which is for the case of 
a = pf N = 0.0.5(p = 20, N = 400), we see that the network can retrie,·e a nl<'morizecl 
pattern . In Fig.4.3 the states of 10 neurons chosen randomly at timet = 20 arc shown. 
Solid arrows represents Xi and dashed arrows e~ . \\'it h this configuration . the 0\·erlap 
Yalue m 1 (20) is about 0.97. On the other hand in the case of a= 0.1(p = ·lO,N = lOO) 
the network can not retrieve a memorized pattern (Fig.4 .2(b)). These results l<'ll us lhat 
the storage capacity ac is 0.05 < ac < 0.1. Note that this storage capacity is larg<'r than 
that of Cook (ac = 0.038 for Q = oo) [27]. This will be discusc;cd theoretically in the 
following section. 
Next we make simulations in the case of D = 3. In I his case p patterns arc <'X pressed 
c~ t( · .1.~ n~ · .1.~ . • n~ as .,, = sm YJ, cos ui, sm YJ, sm u;, cos'I/Jn. with uniformly (li stributcd ,Pf in :o, 1r] 
and Of in [0, 21r]. ThC'se patterns arc also tmrorr<·lated. The re-.ul t is that in the case of 
a = 0.02.5(p = 10, N = 400) the network can retrie,·e a memorized pattern bul in the 
case of a = 0.075(p = 30, N = 400) the network can not retrieve a. memorized pattern . 
Therefore the storage capacity ac is 0.025 < ac < 0.07.). This result will also be considered 
theoretically in the fol lowing section . 
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Figure ·1.2: Time c\·olutions of overlaps which start from several initial conditions. (a)N = 
400,p = 20,a = 0.05; (b)N = 400,p = 40,a = 0.1. 
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Figure 4.:3: States of I 0 neurons chosen randomly at time t=20 in the case of p = 20 and 
D = 2. Solid arrows represent Si(20) and dashed arrows <l. 
4.4 Mean-field theory 
1 he mean-field theory is performed to calculate the free energy of the system with use of 
the replica method, i.e. the free energy per neuron, f: is written a.s 
f = lim lim - ((Z" }} - 1 
n-+ON-oo nN{3 ( -t.17) 
where ((- · · }} denotes a. quenched a.Yerage ow:r the memorized pa ttcrns. { ~n. f3 = 1 /T 
an irn-erse temperature of the system, Z the partition function of the c:;ystem. and n the 
number of replicas. In the following calculation we use the framework of .\mit. Gutfreund 
o11d Sompolinsky [29, :30] (hereafter referred to a.s AGS), which is briefly r<·,·icwcd m 
app<'ndix. We adopt 
( 1.1 8) 
as ll amiltOJtian of the p-th replica o f the system. We assume 1 hat there arc a fillilc uumber 
s(« p) of fi<·lds hv(v = 1, ... ,s) each of which is coupled to v th condensed patt<'rn. Then 
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((Zn)) is calculated as 
((Z")) = ( (Trx• exp( -{3 t. W))) ( -!.19) 
= 11 Trxp exp [~ ~(terxf}Cejxj ) 
\\ lJJ.'P 
-:N ?:(terxn2 + /3 I: hv ~ terxr] \\. 
lJ.'P vp t I I ( 4.20) 
Using Stratonovich-H u bbard transformation 
exp (2~2 ) = kJ: dxexp ( - ;: + ax), (4.21) 
we can proceed to calculate Eq. (4 .20) as 
((Zn)) = ({3N)T IITrxP / IT d~ exp [{3N{ -~ L:(m~)2 
\\ J.'P V ~ 7r - 1-'P 
+I: m~(~ ~terxr) - I: ?~2 L:Ce rxn2 }] 
J.'P l J.'P - t 
J dmv [ { 1 x IT -f exp {3N -- L:(m~)2 vp V'f; 2 vp 
+~<m; +h") (~ ~ '' rxr) -~ 2~, ~(',rxn' }])) . (4.22) 
The sums Ev and 2::::~-' are O\'er the first s patterns and over the remaining p - s patterns, 
respccli\'ely. The products flv and fl~-'are also considered in the same way. In order to 
a\'erage the first exponent ial in Eq.(4.22) O\'er the p - s uncondensed patterns {en, •ve 









. (p . !P . (p p 
sm i(l) sm '>i(2) · · · sm i(D-2) cos cp; 
. (P . I P . (P . P 
sm i(l) sm '>i( 2) · · · sm i(D- 2) sm cp;, 
. (p (p sm '( ) · · · · · · · · · cos .( t 1 t D-2) ( 4.23) 
cos (I{l) 
. · '·~-' . · '·~-' . . ·'·~-' B~-' sm 'f'i(l) sm 'f'i(2) · · · sm 'f'i(D- 2) cos ; 
. · '·~-' . ·'·~-' . · '·~-' . B~-' sm 'f'i(l) sm 'f';( 2) · · · sm 'f'i(D- 2) sm ; 
. . J,J.' . J,J.' sm 'f'i(l) ......... cos 'f'i(D-2) ( 4.24) 
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using polar coordinates in a D-dimcnsional space. tP ·'·':' (k = 1 D _ ?) . f 
'>•(k)' 'f',(k) , ... , - \ ary rom 
0 to 1r and cpPl·,Bl~-' from 0 to 21r. \\!1'th e f tl l f · 1 us o 1cse rans ormal!on . we can ea culatc an 
a\-eragc over {en as 
(4 .25) 
where 
.J = fo'lr d1/Jt(l) fo'lr d1/Jt(2) .. ·fo'lr d1/Jt(D-2) 127r dBf. (4.26) 
Therefore the average is calculated as 
(( exp ~N { f m~ ( ~ ~ 'efxf) - f 2~, ~('efxf)'}] )) e; 
g (( exp [{3 ~ {m~•erxr - 2~ ('efxf)' }])\~ 
= exp ( - {3pn) exp [""' £_ ""'m~-'m~-'tx~x'?'] 2D ~ 2D Lt P u l • ' 
1-'l pu 
( 4.27) 
(see 4.6 Appendix). Inserting Eq.( 4.27) into Eq.( 4.22) and introducing new order par am-
eters rpu and qpu, we integrate over m~ and make a saddle-point approximation for the 
integration over m~, rpuandqpu following the AGS . Thus we get the expression of ((Zn)) as 
( 4.28) 
where I is a unit matrix with n x n elements and Q is a matrix { qpu} with zero diagonal 
elements. The parameters m~, qpu, andrpu are determined from the sadd le point equations 
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V = 1, ... 1 5 1 ( 4.29) 
( 4.:30) 
(4.31) 
where (- · ·} denotes a thermal average. Eventually we get the free energy per neuron as 
f = 
( 4 .32) 
( 4.33) 
Tn the case of D = 1 this resu lt exactly reduces to that of AGS for the Hopfield model 
[29, 30]. \V hen we take the replica symmetric assumption in which m~ = m 11 , qfXT = 
q, andr fXT = r, Eq.( 4.32) becomes 
f = ~ + ~ ln {1 - {3 (1 - q)}- := q 2D 2{3 D 2 D - {3( 1 - q) 
+ afir;~- q) +~ pm")' - ~ (( In Tr., exp ( ~ AkX(k)) )) ( 4 .34) 
A~e = {3 { ~z1e + ~(mv + hv )e(~e)}, (k = 1, ... ,D) (4 .35) 
where((- ·· }} denotes the combined average over condensed patterns {e11 } (Eq.(4 .25)) and 
O\'er the Gaussian noises z1 , ... , z~e defined as 
v lljoo joo dz1 · · · dzo ( z 2 + · · · + z2 ) \\ ((f(e ))) = \\ -oo ... -oo (271" )D/2 exp - t 2 D f(ev ) 11 e". 




( 4 .36) 
( 4 .37) 
( 4.38) 
(4 .39) 
We note that when we sol\'e these equations, a set of solu tions m"" = 0, q = 0 represents 
the paramagnetic state, m"" = 0, q =J 0 the spin-glass state and m"" =J 0, q =J 0 the retrie,·al 
state. For the case of D = 2, Trx in Eq.( t3-t) is calculated explicitly to gi\'e 
r2'" lo dcp exp(A1 cos 'P + A 2 sin 'P) 
2rt ! 0 (V A~ + A~) (4.40) 
where h (z) is the k-th order modifi ed Bessel function defined by 
1 127r h(z)=- drjJezcos<l>cos krjJ. 
271" 0 
(4.41) 
In the following subsections we examine the properties of om model using the free 
energy ( 4.34) under the conditions 
(4.42) 
4.4.1 a=O 
In this subsection we examine the case a = 0 in which an intensive number of patterns 
are embedded in the network (N = oo ). We put a= 0 in Eq.( 4 .3-+) and get 
f = ~m2 - ]__In C I lf- 1 ({3m) 2 {3 D 0f3m)lf-1' (4.43) 
, ... ·here 
cl = 2J7f, C2 = 271", c3 = 27ffi, 
Go fir ( D ~ 1) fo.r d(2 sin°-3 C2 ···fa'" d(D- 2 sin Co-2fo2.r dcp (D ~ 1). 
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1 he mean- field cquatio11 becomes 
IQ (f3m) 
m= I !2.~1 (f3m) = g(/3; m). 
l 
:\ ccording to the property of the modified Bcssel function 
d Iv(z) O 
( > , dz Iv-1 z) 
d2 Iv(z) { < 0 (z > 0) 
dz 2 Iv- 1(z) > 0 (z < 0) 




wh ich yields f3 :5 D or T 2: 1/D. Eq.(4..t1) has no solution except for m= 0. On the 
other hand as the noise T decreases from 1/D or f3 increases from D, Eq.(-L44) becomes 
to ha Ye non-zero posit i,·e solution which is stable. Fig.4.4 shows positiYe solutions of 
Eq. ( 1..14) as a function of temperature T = 1//3 for Yarious case of dimension D. 
4.4.2 T == 0 
Next we consider the case of a low temperature limit T = 0 or f3 = oo, where the mean-
field equations ( 1.37) , (·L38), and (4.39) become as follows : 
(4.47) 
/3(1 - q) (4.-!8) 
r 
D{l - ~/!fz(y )f' ( 4.49) 
y = {gm. (4.50) 
1 hcse equations ar<' r<'duccd to a single equation for the ,·ariable y. 
{4 .. 51) 
1 
0.8 
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Figure 4.!: Nonzero solutions of Eq.(4.14) as a function of temperature T = l//3 for 
D = 1 , 2, 1, an d4. 
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This is a relation between the retrieval quality m and the stora.ge le\·el a. The storage 
capocity ac is 1 he vo lue of a above which the Eq.( 4.51) has no solution except for y = 0. 
'J he graphical solution of Eq.( 4.51) is shown in Fig.4.5 for m 2: 0. The straight line 
represents the left hand side(J.h.s. ). The dashed curves represents the right hand side 
(r.h.s.) plotted for two \'alues of a, one below and one above ac. For a < ac we have 
three non-negative solutions, m 1 = 0, 0 < m 2 < m 3 . m 1 , m 3 are stable and m 2 is unstable. 
The solution m 1 represents the spin-glass state because m 1 = 0 and q =J 0 and m 3 the 
retrieval state because m 1 =J 0 and q =J 0. For a > ac there exists only one solution 
m = 0 which is the spin-glass state because of q =J 0. Fig.4.5 tells us that the retrie\'al 
solution disappear abruptly. Fig.4.6 shows the solution m as a function of a in three cases 
D = 1, 2 and 3. In the case D = 2, retrieval solution disappears abruptly at a = 0.0743 
which is the storage capacity ac. Note that this storage capacity is larger than that of 
the Cook 's model [27] and is consistent with the simulation results in Sec.2. In the case 
D = 3: the storage capacity is calculated to be ac = 0.0432. 
4.4.3 T- a phase diagram 
\\"e now turn to the full mean-field equations (4.37), (4.38), and (4.39), keeping T and a 
finite. In the case of D = 2, mean-field equations can be written explicitly as 
r = 
2q ( 4.54) {2 - ,8(1-q)p· 
The T - a phase diagram for D = 2 can be obtained by solving Eqs.( 4.52), (-!.53), and 
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Figure 4.5: The graphical representation of the solutions of Eq.( 4.51) in the case D = 2. 
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Figure 4.6: Solutions m of Eqs.(50)(4.51) as a function of a in the case of D = 1, 2, and3. 
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only a pa.rt of the phase diagram. i.e., the boundary between the paramagnetic phase and 
the spin-glass one. In order to gain the in format ion of the phase diagram as much as 
possible under this circumstances, we try to obtain the qualitatiYc structure of the phase 
diagram analytically. 
At high temperature Tor low {3, only the set of solutions m= 0, q = 0 (the pa.ra.m-
agnetic state) is possible. Decreasing the temperature for fixed a, we cross the transition 
temperature T9 (a) below which a set of solutions m = 0, q =/; 0 (the spin-glass state) 
appears . vVith the anticipation that q will develop continuously from zero, the r.h .s. of 
Eq.(4.54) is expanded in powers of q to give in the lowest order 
2q 
r ~ (2- (3)2 
Setting m= 0 in Eq.(4 .. 53) and using Eq.(4.55), we get 
From this equation we find the transition temperature T9 (a) as 
l.fo T9(a) = - + rr;· 2 2v2 
( 4.55) 
( 4.56) 
(4 .. 37) 
When we furthermore decrease the temperature from T9(a) for fixed a< ac = 0.0743, 
we cross the new transition temperature TM(a). Below TM(a), a set of solutions m =/; 
0, q =/; 0 (the retrie,·al state) is possible. In this case the transition is first order type, so 
there can be no expa.nsion in m generally. But we can make an analytic calculation in the 
corner of the phase diagram near a = 0 c: :1d T = i, bccau::::e we expC'd both q and t he 
discontinuity in m to be small there. There are three small parameters m, q, andt = t-T. 
The equations ( 4 .. 52), ( -L33), and ( 4.54) are expanded in powers of these parameters to 
(4 .58) 
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from these equations we get 
where 
q 2m2 + 2ar, 
q 
r 2(q- 2t)2 • 







This equation has either two positive solutions or none at all. TM(a) is determined by 
the disappearance of the two solutions. The value ofT at which the two solutions just 
disappear is calculated to beT= 1.67. Hence TM(a) near a = 0 and T = 1/2 is found to 
be 
1 
TM(a) = 2- 1.67ya. ( 4.63) 
In the case of D = 3, we can calculate T9 (a)andTM(a) in the same way as above to 
T9 (a) ( 4.64) 
TM(a) ( 4.65) 
Summarizing the above results and the storage capacity which is discussed in the 
prc,·ious subsection, we get a phase diagram as is sho-.vn in Fig.4.7. 
We note that the agreement between the line T9 obtained theoretically and that ob-
lnin('d numerically is excellent. Dashed lines a.re expected ones which are depicted for the 
guide of eyes. This figure tells us that the retrieval regime in the phase diagram becomes 
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Figure 4. 7: T- a phase diagram of a network in the case of D = I, 2, nnd1. 
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4.5 Summary 
In this paper, we studied a neural network composed of D-dimcnsional spin neurons as 
an cxtcn,.ion of the Hopfield model to a multi-dimensional one. In the ca."e D = 2, we 
found that a stored phase pattern {Oi} itself, not a translated one {Oi + 0} , is rctrien?d. 
\\'c analyzed the network by means of the replica symmetric theory and got the free-
energy of the network in the case of general dimension D. For D = 1, the free-energy 
was confirmed to coincide that of the Hopfield model. \Vith use of this free-energy, first, 
the case of a = 0 was studied. This is the case in v-:hich a finite number of patterns 
arc embedded in the net work with an infinite number of neurons. \\'e found that the 
pal! ems can be retrieved if the temperature T is lower than 1/ D. Next we calculated the 
storage capacity in the case of D = 2 and D = 3 and obtained ac = 0.07-13( D = 2) and 
ac = 0.0-t:32(D = 3) forT= 0. In the case of D = 2, our model is similar to the Cook's 
Oil<'. but the storage capacity of our model is larger than that of Cook's model. One of the 
reasou is that the synaptic coupling Jij of our model is expressed by matrix which needs 
more information. \\'e also calculated the phase diagram and found that the retrieYal 
regime shrank as dimension D increased . It was difficult to calculate the storage capacity 
for D ~ L but the dependence of the storage capacity on dimension D is interesting open 
probl<·m. 
4.6 Appendix 
In this .\ppendix we ~how how to calcula'e ((· · ·))C in eq.(.L27). Fir~t we e~timnte the 




X] ( 1.67) 
( t.GS) 
( •1.69) 
and we neglected terms which are smaller than 0(1/N) in the J'aylor expansion. Using 
cq.(4.2.5). we easily find followings: 
( ( <t(j))) e~ = 0 (J = I , ... , D), 
(\<t{1><t{k)))~~ - 0 (j,k = 1, ... ,D:j =I k), 
(\(<«j>)2)) e~ = ~ u = 1, . .. , D). 







Clustering behavior of time-delayed 
nearest-neighbor coupled oscillators 
5.1 Introduction 
Quite a few papers ha,·e been dc,·otcd to the dynamics of populations of coupled oscil-
lators. Such populalions are known to model many systems of physics [.53 . . 54], biology 
[.).), 56. 57. 58] and chemistry [59] . It has been shown that coupled limit-cycle oscillators 
with weak coupling can be described by a system of phase coupled oscillators where each 
indi,·idual oscillator is described by a single \'ariable, its phase [.59]. Therefore, if we can 
show some features for a system of phase coupled oscillators, we may say that the same 
is true for more genera l oscillator systems. 
One of the remarkable phenomena exhibited by a system of coupled oscillators is 
synchronization or entrainment; when oscillators, not necessarily identical each other, 
arc allowed to mutually interact, it sometimes happens that dynamics of osci llators are 
entrained to an attractor in which c\·cry oscil lator performs a synchronized (frequency- or 
phase-locked) oscillation. It is reported that when the natural frequency of each oscillator 
is distributed around an a\·erage one. there exists a critical strength of coupling, abo,·e 
which oscillators can be synchronized [60, 61, 62). 
Furthermore an attractor, which represents a so-called cluster slate, has bccn fmtnd 
for an oscillator system with mean-Geld coupling, i.e., a global ly coupled oscillator system 
[63, 61]. This state is characterized by the coexistence of subgroups each of which con~ists 
of fully phase-synchronized oscillator<>. This clustering phenonwnon is interesting from 
the stand point of a symmetry breaking because a collection of dynamical dements arc 
spontaneously divided into some groups. In a sense the cttlrained or phase-locked stat<\ 
mentioned before, may be called a 1-clustcr state. The opposite extremity is the anti-
phase state [72, 73], in which all the elements of the system (the number is N) oscillate 
with the same frequency and with equal spacing 21rjN in phase (aN-cluster state). Thus 
a system can ha,·e various cluster states. 
In this paper we mainly im·estigatc clustering bcha,·iors in a phase coupled oscillator 
system. The model systems may be variously c lassified even if we confine our discussion 
to phase-coupled systems. First, if we pay attention to the range of interactio11 among 
oscillators, the models may belong to either the mean-field ( I F) [60, 63, 61] or short-
range (SR) [61, 62, 65, 66, 67, 68, 70] interaction model. Due to the simplification of 
analysis in the case of l\IF coupling, the t\1F model has attracted a Jot of atlcntion. 
However, spatial structures, which arc absent in the MF model, are expected to yield 
variety of self-organized phenomena in a system with SR coupling. From this point of 
,·iew we are mainly concerned with SR model. Secondly. we now turn to the time-delay 
of the interaction [69, 70, 71]. In models which are related to physical and/or chemical 
phenomena, time delay in the interaction among oscillators dose not play an important 
role. However in models which describe interaction among neurons or some biological 
elements, it is sometimes important to take into account effects of finite timer r<'quired 
for information transmission between two elements. 1 hercforc we consider both cases 
r = 0 and r =/: 0. 
Summarizing the aboYc we study collcctiYe bcha\'ior of the time-delayed ll<'arest-
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neighbor (NN) coupled oscillator systems. Such systems have been studied by some 
authors. It is reported that due to the time delay there exists a multitude of synchronized 
solutions [69] and that time-delay leads to a frequency depression [70] . Howe\'cr it has 
not been reported whether clustering behavior can be obscr\'cd or not in the NN coupling 
systems and how is the stability of cluster states modified under the influence of a finite 
time-delay if such states exist. This the main topic of this paper. 
This paper is organized as follows: In Sec.5.2 we present our model and in Sec.5.3 
results of our computer experiments are reported with the main emphasis put on the 
clustering behavior which is found for the NN coupling systems. In Sec.5.4 some the-
oretical studies arc performed with use of an energy principle valid for the case of no 
time-delay (r = 0) and linear stability analysis for the case of finite time-delay (r :/; 0). 
Final section contains some remarks and summary of the results obtained in this paper. 
5.2 Model 
In this section we consider a one-dimensional system composed of N phase-coupled oscil-
lators whose dynamics are described as 
(k =I, ... , N) (5.1) 
where <f>k(t) denotes the phase of kth oscillator at time t and w0 common natural frequency, 
i.e the frequency in the absence of interaction among oscillators. K is the coupling 
strength, I is the number of oscillators which one oscillator interacts and r is a time-
delay. In Scc.5.5 we will comment on the extension to a higher dimensional model. Since 
we are main ly concerned with the NN coupl ing, the summation \'ariable j takes the value 
k - 1 and k + 1, and I = 2. We also consider, for the sake of comparison, the case of 
.i\1F coupling for which j takes all the ,·alucs except for k and I = N- l. We note that 
cPN+l is identical to </> 1 due to the periodic boundary condition . Furthermore by variable 
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transformations, 
w0t = t, 
K - . 
- = K, WoT = r, <f>k(t) = <f>k(i) 
wo 
(5.2) 
we can get dimensionless equation 
(k = 1, ... , N ). (5.3) 
In what follows, we consider Eq .(5.3) with tides omitted for simplicity. 
Systems with l\'IF coupling and no time-delay (r = 0) ha,·e been studied intensi,·cly. 
For r = 0 it is natural to term the coupling with K > O(K < 0) as attracti\'e(repulsiYe), 
because a small deviation G;k = </>;- </>k tends to decrease(increase) under the interaction 
K sin ejk· \Ve use this terminology even in the case of finite T. These points \\'ill be 
discussed in detail in Sec.4 when we study the stability of cluster solutions based on an 
energy analysis. 
In anticipation of the various cluster state which arc found in our computer simulation, 
and for convenience of the later discussion, we give here a systcmatical rule to produce 
cluster states. Before proceeding to the case of the NN coupling we first. explain the 
(symmetric) cluster states for the case of the 1\iF coupling v.:hich are discussed in detail 
by Okuda [64]. A symmet.ric Ne-cluster state, where Ne is one of the divisor of N, is 
defined as the state in which each cluster l( l = 0, 1, ... , N c - 1) consisting of N j Ne 
oscillators with same phase rotate with same frequency n. Thus, when the phase of Ne 
clusters are equally separated, the phase 'lj;1 of cluster l is described as 
(.5.4) 
In the case of T = 0, n is determined to be 
K n - l (27rl) 
n = 1 + N L sin N . 
c 1= 0 e 
(5.5) 
Since there are many ways of distributing N oscillators into Ne groups with equal number 
of elements(= NfNe ), the solution (5.4), (5.5) is high ly degenerate. The case of Ne = N 
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has attracted ~pccial attention bccau<:c of the (N - 1)~ altractors (a so-called attractor 
crowding) [72. 73]. 
We now turn to the clu!i tcr slate of the N N case. The model is explicitly written as 
(.5.6) 
In this case the phase diff<'fencc 
(5.7) 
which turns out to be independent on k and t. plays the fundamental role as Ne dose in 
the cas<· of !\11·' model. Eq.(5.7) means that, in constructing a cluster state characterized 
by <I> , we first specify the phase </>1 of the first oscillator. Then we take </>2 = </>1 + q> and 
so on. Since <[> denotes a phase. it is in the range 0 ~ <I> < 271'. IIowe,·er if q> happens to 
be larger than 7r. <I> = <l>k <l>k+t can be taken in the range 0 ~ <I> ~ 1r and we follow the 
prescription </>N = <!>t + <l>, <!>N-l = <!>N +<I> and so on. Thus hereafter we will restrict q> in 
the range 0 < <l> ~ 1r. With use of phase unit 
•) e- -11' 
- N' 
<t> is expressed, from the condition Nq> = 21rn, as 
<t> =nO { 
n = 0, ... , N/2 
n = O, ... ,(N -1)/2 
for N ; c\·en 
for N; odd. 
(5.8) 
(5.9) 
Thus the number of the cluster, Ne, is clelcrmincd, when <I> =J 0, from the condit ion 
(5.10) 
where m denotes the smallest nonncgali,·e integer that satisfies the equation (5.10) . For 
example, in the case of N = 30, Ne= 10 for n = 3, Ne= 5 for n = 12. and so on. For 
<I> = 0, it is c\·ident that Ne-:: 1. 
.)8 
As to the dynamics of the cluster states. the phase of kth o~cillalor eYOI\'es in time as 
</>k(t)=Ot+k<I> (k= l, ... ,N) (.).11) 
where n is the common frequency of the oscillators. Inserting l·~q.(5.ll) into Eq.(5.6), we 
get 
n = 1 - K sin(fh) cos <I>. ( 5.12) 
EYen if <I> (or n) is g iven, depending on the parameter K and T. the transc<'ndcntal 
equation (5.1 2) for fl. may ha\·e more than one solution, which we denote as Db(b = 
1, ... , B) (b = 1 , ... ,B). Thus in order to unambiguously define a cluster stale we must 
specify not only <I>, Eq.(5.7), but also Db, and we denote the cluster slate by (<I>,D.b) · 
5.3 Computer simulation for NN coupling 
We performed three types of computer simulations to examine :(1) the structure of cluster 
slates. (2) linear stability of cluster slates and (3) relatiYe nonlinear stability among 
the linearly stable cluster stales. Computer experiments were performed by int<'graling 
Eq.(5 .3) with the use of Runge-Kulta-Gill algorithm with the time step ~t = 0.01. \Ve 
have checked that decreasing the time step does not affect the results. \"le also <'xamined 
systems consisting of different number of oscillators. Since general features of clustering 
bcha,·ior does not depend on N . .,.,.e show results for N = 30 in the following. The initial 
conditions of the oscillators were chosen randomly or or som<' cluster slates accord ing to 
the purpose of experiments. 
5.3.1 Examples of cluster states 
In this subsection we show some examples of clustering beha\'ior of the sysl<'rn wilh 
N = 30, thus phase unite= 71'/15 (sec Eq.(-5.8)). For the initial condition WC set 
(.5 .13) 
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where phases o:~c (k = I, ... , N) are randomly distributed o\·er [0, 27r]. For the aHradiYe 
coupling (K > 0) c•itllC'r <l. !-cluster (<P = 0) or 30-clustcr state (<I> = B) is produced 
depending on the initial wndition and for the rcpulsi\'c coupling (K < 0) cluster states 
with large <T>. either a 1.) cluster <:late (<f> = 110) or a 2-cluster state (<I>= 1.)8) is produced . 
Some C'Xamplcs of cluste-ring bcha\'iors are gi,·cn in Fig.5.1. which depicts trajectories of 
time c,·olution of oscillators <P~c(t)(k = 1, ... ,N). These cluster states arc also produced 
• 
m the case of finite lime delay, as shown in Fig.5.2, (K ,r) = (1, 1). As men tioned 
m Scc .. 5.3.2, other lim•ar stable cluster solutions can exist in the case studied abO\·e . 
Jlowc,·cr. we could not get such cluster states in our simulations. This suggests that the 
1- or :30-cluster stales in the case of attracti,·c coupling and 2- or 15-clustcr states in the 
rase of rcpulsi,·e coupling hc\\'e the largest basin of attraction . \\'hen there is no time 
cklay these resu lts arc physically explainable from an energy principle (Scc.5.4) . \Ve also 
exami11e lhe time c\·olution of the a\'erage frequency (~} = (1/N) Lk ~k(t) for \'arious 
lime delays r when a !-cluster slate is produced under the initial condition (5.13). It can 
be seen from Fig.5.:3 that the a\'eraged frequency of clusters become small as the time 
delay r becomes large. In the case of parameters studied in Fig .. 5.3, Eq.(5.12) has only 
one solution, which is indicated by symbols in Fig.5.3. 
5.3.2 Linear stability of t he clust er state 
Next we study linear stability of various cluster states. For this purpose the initial con-
dition is set as 
(5.14) 
where Ek (k = 1, ... ,N) arc random numbers in the range [-7r/lOO,·n-jlOO] . This initial 
state is the one that is slightly perturbed from a cluster state (<f>) . If this cluster state 
is restored in spite of a perturbation. then il is stable; otherwise this cluster state is 





















Figure 5.1: Time evolution of oscillators <fJk(t)- Dt (k = I, ... , :3Q) in the case of no lime 
delay. (a) !-cluster state (<T> = 0) for (k,r) = (1,0) with n = 1.0 rrom Eq.{-).1:2). (b) 
2-cluster state (<I>= 1r) for (K,r) = (-1,0) with n = 1.0) from Eq.(.5.12). 
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Figure .5.2: Time e,·olution of oscillators in the case of a finite time delay for (k, T) = (1 , 1) 
with n = 0 .. 51 0973 from Eq.(.5.12) . The 1-cluster state ( <l> = 0) is produced. The vertica l 
axis denotes the number of oscillator. The dark region indicates that the phase takes a 
,·alue between 0 and 1r I 1. 
av<'raged frequency 
1.11 I I I I 




~ 0.7 r -0.6 1\ \ L::..l 
0.5 
0.4 l I I I 
0 10 ·10 60 0 100 
time 
Figure 5.3: Time c,·olution of a\·cragcd frequencies (1IN) Ek if>k(t) for various time de-
lays (from the lop T = 0.0, 0.2, 0.4, 0.6, 0.8, l.O)(K = I). Increasing a lime delay 
induces frequ<'ncy depression. The symbols indicate the solutions of Eq.(5.12) [• , 1.0( T = 
0); *, 0.833977( T = 0.2): X, 0. 71 7084( T = 0.1 ): o, 0.630602( T = 0.6): 6, 0 .. 56197:3( T 
0.8);o,O .. jl097:l(T = 1.0)]. which precisely agree with the experiments. 
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0 1 s s s 
e :Jo s s s 
28 15 s s s 
38 10 s s s 
10 15 s s u 
58 6 s s u 
68 5 s u u 
78 30 s u u 
80 15 u u u 
98 10 u u u 
lOB 3 u u u 
110 30 u u s 
128 5 u u s 
138 30 u s s 
148 15 u s s 
158 2 u s s 
Table 5.1: Summary of computer experiments for linear stability with K = 1. llcre the 
phase unit 0 = 11' I 15 and Ne denotes the number of cluster. S means the cluster is stable 
and U unstable. 
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that the rlust<'r -;talc is stable and and ··u·· unstable. \\'c show two examples of computer 
experiments in Fig .. ). 1. 
It can be sc<•n from this example:) that the cluster stale ( ~ = .50) is stable ( Fig .. S...t (a)) 
and the cluster s tate (<I>= GO) is unstable (Fig.5.1(b)) in the case of (K,r) = (1,1). 
Table I shows that the stability of clmtcr states is modified by a time delay r. These 
numerical results arc Yerificd theoretically in Sec.5.-L In passing we note that in the cases 
(K,r) = (l,O),(l,l),(l,2). ~·:q .( .5 .12) has only one solution n for any <I> . In the case of 
ncgati,·c K. qualitati,·ely similar results arc obtained as to the linear stability of cluster 
states. 
5.3.3 Relative stability amon g cluster states 
In this section we shtdy the relative stabi lity among linearly stable cluster states. In the 
case r 'I 0. we ha,·c no theory at the moment to in\'estigate this important nonlinear 
phenomenon and we rely on computer simulations with random noise. 
We consider the case in which Eq.(5.12) has more than one solution. To be concrete 
\\'e study the 1-clustcr state (<I>= 0), which is Yery stable for the attracti,·e coupling (see 
subsection 5.3.1) for say, (K, r) = (4.2) . With this parameter Eq.(5.12) has five solutions 
01(= 2 .. 58576),02(= - 1.99362),03 (= 0.111940),04 (= 1.65276) and Os(= 2. 9!84) for 
<I> = 0. In order to im·estigate the stability of these solutions, we employ the following 
initial conditions, 
4>k(t) = 0 0 (t + r) + a ( - r ~ t ~ 0), (5 .1 .5) 
for all k, where a is an arbitrary constant in the range [0,271'] and 0 0 is a parameter of our 
experiments. In Fig .. ) .. j we show one typical trajectory of an experiment with 0 0 = - 1.0. 
In this case it is S<'<'ll that the system is attracted to l -clusterstate(03 ). It is to be noted 
that all the oscillators ha\'c the same phase through the transition. In the experiment 
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Figure 5.-l: Time e\'olution of s table and unstable cluster states. (a)(K,r) = (l,l) and 
<I> = .)0 with n = 0.68!037 from Eq.(5.12). The 6-cluslcr state (<l> =.50) is stable. (b) 
(K,r ) = (1,1) and ~ = GO with n = 0.78219-l from Eq.(5.12). The .)-cluster s tate 







0.00 20.00 40.00 60.00 80.00 100.00 
Figurc .).5: Time <'\'Oiution of phases <P~c(t) (k = 1, ... , 30) with initial condition (5.15) 
(00 I). The sys t cm is a.ttracled to the 1-clus ter state (S1 = (h). 
and the theory given in Sec.5.4, we find that the 1-cluster state with f21 , f23 and0s are 
stable. and 0 2 and04 are unstable. 
Now the problem we pursue is the relati,·e stability among these three stable 1-cluster 
states. fn order to investigate this nonlinear problem we take the following Langevin 
equation. 
d<P~c(t) K "" . d =1+- L..J sm {<P;(t - r) - <P~c(t)}+1J~c(t) (k=l, ... ,N) 
t 2 i=k±l 
wherc the random force 1J~c(t) denotes a Gaussian white noise 
(7J~c(t)) = 0 
(7J~c(t)7J;(t')} = 2DS~c;S(t- t'). 
(5.16) 
(5.17) 
As st atcd in Sec.5.2 a cluster state is uniquely defined by the phase difference <T? and 
the frequency Ob of Eq.(-5.12). The result of our experiment is shown in Fig.5.6. \\'e set 







































______ _,_I -------'-----' TIME 
680.00 700.00 
Figure .).6: Time e,·olution of phases <P~c(t)(k = 1, ... ,30) under the noise for (K,r) = 
(4,2),D = 1.0 x 10-7K. Initial state is the 1-clustcr state (<T? = r) the system is finally 
attracted to the 1-cluster state. \\'e note that trajectories from t = 200 lo 100 ar<' omitted. 
In this period the system was in the 2-cluster state. I he system was in the 1-clust<'r state 
after t = 700 at least until t = 1000 when the experiment was stopped . 
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it can seen that 2-cluster states emerges a.s a transient stale and then flnally this state is 
attracted to the 1-cluster state (!13 ) . Similarly the 1-cluster state (Ds) is finally attracted 
to the !-cluster state (lh). On the contrary the 1-cluster state (03) remains stable under 
the noise distmbancc. From these experiments we conclude that the !-cluster state (03) 
is the most stable. 
5.4 Theoretical analysis 
5.4.1 Energy analys is for the syst em without delay 
when there is no time delay, the energy of the system can be introduced to study properties 
of cluster states. In the case ofT= 0 we modify Eq.(5.3) with use of 
(5.18) 
~k(t) denotes the phase in coordinate rotating with frequency l. Inserting Eq.(5.18) into 
Eq.(5.3) we obtain 
where with the con\'ention <PN+l = <P1, 
K 2: sin(</!; - <Pk) 
2 i=k±l 
aV(</!1, .. · ,</JN) 
a<Pk 





This means that energy V(</!1 , .. . ,<fJN) is the Lyapunov function for the system without 
a time delay. \\'c also consider the energy of the cluster state which arc introduced in 
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Sec5.2. Form the definition <I> by Eqs.(5.7) and (.5.21), the energy per oscillator of the 
cluster state with phase <I>, Ec8 , is 
V K 
EC$ =- = --cos <I>. N 2 (5.23) 
Based on the energy Eq.(5.23), we can examine the linear stabil ity of clusl<'r states. 
Let us consider the energy of the state which is slightly perturbed from a cluster state 
( <P ). If the phase difference is 
( 5.24) 




We note that due to the periodic boundary condition it holds that 
( 5.26) 
Thus 
E = Ec. + .!!__ f£:(5</Jk) 2] cos <I>. 
4N ~=1 (5.27) 
This equation tells us that 1r /2( = <Pc) is the critical point. For altracti\'c coupling(K > 0), 
if <I> < <Pc the perturbation makes the energy larger, which means that the cluster slate( <P) 
is linearly stable. The other case (K < 0) can be understood in the same way. This 
analysis explains the results of the case ( K, T) = ( 1, 0) of Table .).1. 
Next we consider the case in which the inilial phases of oscillators arc randomly 
distributed (see Sec.5.3.1). Equation (5.23) tells us that in the case of attracti,·e (repulsi\'e) 
coupling, the energy Ec• increases (decreases) as <I> becomes large in the range of 0 ~ <P1r. 
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The system starting from the random initial conditions is likely to fall into the altractor 
with lowC'f <'JI<'rgy. Thcr<>fore it easily happens that the system with attracti,·c (rcpulsiYc) 
coupling is attracted to the' cluster s tate with smallest (largcsL) <P. This explains the 
rC'sults in Scc.5.3.1. 
5.4.2 Linear st ability a nalys is with a tilne-delay 
In the cluslC'r state the motion of oscillators is expressed by Eq.(5.11) . We represent the 
phase of kth oscillator as 
(5 .28) 
where e is assumed to be ,·cry small. Inserting Eq.(5.28) into Eq.(.5.6), we compare terms 
with the 'iarne order of e. The equation we get for the order e0 is Eq.(-5.12). For the order 
e 1, we obtain an equation of motion for a~c(t) as 
K 2 [ {a~c_ 1 (t - r) - a~c (t)} cos(nr + <1>) 
+ { ak+ 1 ( t - r) - a1c ( t)} cos( fh - <[>)] 
_ a{a~c- 1 (t- r) - a~c(t)} + .B{ak+l(t - r) - a~c (t)} 
where 
from the periodic boundary condition. We decompose a~c(t) into Fourier modes as 
a~c(t) = 2::: fq(t)eilcq. 
q 
From Eq.(.J. :30) and J::q.(5.:3l) we can restrict q to 
:br 
q =-m N ( 
N < N . . ) 
- 2 <m _ 2 ,m;1s an mteger . 









a= :2 co-.(Or + <P) .B-
2 
cos(Or <l>). (tl.:H) 
Denoting the Laplacc transform of Jq(t) by jq(s). we obtain from l·:q.(:33) the following 
equation : 
().:35) 
where C is the constant depending on the initial condition. Now we can examine l he sta-
bility of the clus ter state( <I>, 0) as follows : First we calculate al l the poles of jq(l·:q.(.3.3.5)) 
for each mode q. If none of real parts of the poles for each q exceed zero . this clust<>r state 
is stable. If there exists a mode q0 , for which a pole has a posit i,·c real part , this cluster 
state is unstable. It is to be noted that Eq.(5.35) has a large number of poles because of 
the term e_ 8 .,. 
Examples of calculations arc shown in Figs.5.7 and 5.8. In Fig.5.7 pol<>s for q = 
2;(m = 6) and <I> = 271".5 for (K, r) = (1, 1) arc plotted . Real part of one of the poles 
exceeds zero. Thus this cluster state is unstable. On the other hand. in Fig .. 1.8 pole's for 
all q and <[> = ~ foe (K, r) = (1, 1) arc plotted. The largest ,·alue of real parts of pole is 
zero (Goldstonc mode q = 0). Thus this cluster state is stable. These calculations can 
explain the results of Table 5.1 and are not contradictory to Fig .. }A. 
5.5 Summary and remarks 
In this paper we mainly studied the oscillator systems with N N coupling with a time 
delay. The cluster states is found to be a rather general pattern of motion in N N coupling 
systems and can be classified by the phase difference <I> between n<'ighboring oscillators. 
The role of the time-delay consists in a modification of the collect i,·c frequency and of! he 
linear stabi li ty of cluster states. In the case of no time delay1 the r<>su lts of the computer 
experiments on the linear stability of the cluster s tate and on the r<'lati,·c stability among 
cluster slates arc Ycrified with theoretical analysis based on th<> <'ncrgy of the system. In 
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Figure .).7: Poles for q = 27r/5(m = 6) and <l> = 271'/5 in the case of (K,T ) = (1, 1). Figure .=) .8: Poles for all q and <t> = 71'/3 in the case of (k,T ) =(I, 1). 
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the case of a finite Lime delay, the linear stability can be analyzed with the technique 
of a Laplace transform , but we do not have a theory to discuss the relative (nonlinear) 
stability at present. 
In the rest of this paper, we make two remarks; (1) on the extension to a higher di-
mensional coupled oscillator system and (2)on some computer experiments on the system 
with :-..1 F' coupling 
( 1) We can extend our one-dimensional NN coupling model to high dimensional one. 
Por example, in the case of the two-dimensional oscillator system with NN coupling the 
equal ions of motion becomes 
(k1 = 1, ... , N1 ; k2 = 1, ... , N2), (5.36) 
where E(i,j) means the summation over the nearest neighbors of the (k1 , k2 ) oscillator and 
N1 , N2 are numbers of oscillators in the 1-axis and 2-axis, respectively. The cluster state 
can be expressed as 
( 5.37) 
where q) 1 and q) 2 are phase differences between neighboring oscillators in 1-axis and 2-axis 
rrspecli,·ely and N 1 and N2 are numbers of oscillators in the 1-axis and 2-axis, respectively. 
The collective frequency is calculated as 
( 5.38) 
Similarly in the case of n-dimensional systems, the equations of motion, the phase of the 
oscillators. and the collective frequency can be expr<>ssed as 
4>Jcl ... Je,. = nt + kl <Pl + 0 0 0 + knq>n 
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Figure 5.9: Time evolution of oscillators 4>~c ( t) in the case of M F coupling for (K, T) = 
(-1 ,2). 
(2) In Sec5.3.2 it was shown that the linear stability of the cluster slate in the N N 
coupl ing system is modified by a time delay (see Table 5.1 ). We also made the experiments 
on the system with lVIF coupling for the compari son. Sin(x) coupling was chosen as in 
Eq.( 5. :3) and a similar tendency as to the stability of the cluster state is acquired. We 
show a result of the case for the !-cluster state. According to the result of Okuda (6-1], 
the ]-cluster state was not produced in the case of i\1F repulsi,·e coupling with T = 0. 
This means that the 1-clustcr ~ late is unstable. However, in the case (K, T) = ( - 1, 2) 
the !-cluster state was produced as show~1 in Fig.-5.9. indicating that the time drlny has 




In the preceding chapters, we investigated collective phenomena of neural networks and 
couple oscillator systems with use of equi librium and nonequilibrium statistical mechanics. 
Here we summarize our results. 
1. The dynamics of retrieval process m the Hopfield model was studied ·with use of 
the I\1ori-Zwa.nzig projection operator formalism for irre\'ersible processes. Exact 
evolution equa.tions for overlaps were derived under the condition that finite number 
of patterns are embedded, Q = 0. There has been only a few methods for the study 
of dynamical behavior of neural networks, therefore we expect that our approach 
will make a further progress in such a study. Especially, it is hoped that overlap 
dynamics for finite Q case could be treated with our approach . 
2. Neural net'vvorks with correlated patterns were in\'estigated and we proposed a new 
model for associat i"e memory of correlated patterns. In our model, driven by cor-
relations among patterns, time sequence of patterns can be retrieYed. On::rlap 
dynamics were considered and exact C\'Olution equations were deri,·ed . The agree-
ment between nmnerical solution to these equations and the simulation results was 
excel lent . 
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3. We proposed a neural network composed of D-dimensional spin neurons a.s an ex-
tension of the Hopfi<"ld model to a multi-dimensional onC'. 1t was confirmed with 
computer simulations (D = 2,3) that our model works as an associatiYe mem-
ory. A free-energy of our model was deriYed in the ca.se of genera l dimension D 
with use of rep lica. symmetric theory. In the case of D = 1, the free-energy was 
confirmed to coincide with that of 1 he Hopfield model. {\lean-field equations were 
deri\'ed from this free-energy, and T- Q phase diagram was calculated with these 
equations. This phase diagram tells us fundamenta.l properties of the network: pat-
terns can be retricYcd if the temperature T is lower than 1/ D; storage capacity 
was Qc = 0.0743( D = 2) and Q c = 0.0-132(D = 3) forT= 0; the retrieYal regime 
shrinks as dimension D increases as we expected. Some applications of our model 
is expected to appear in nea r future. 
4. Clustering behavior in a time-delayed nea.rest-neighbor coupled oscillators ,,·as in-
,·estigated numerically and theoretica lly. From computer simu lations. we found that 
cluster states can be produced in the nearest-neighbor coupling systems and that 
the cluster states can be classified by the phase-difference between neighboring os-
cillators. The time-delay was found to modify the collecti,·e frequency and linear 
stability of cluster states. Linear and nonl inear stability was analyzed theoretically. 
When there is no time-delay, the results of computer simulation on 1 he lin<'<lf and 
non linear sta.bility was explained theoretically, but in the case of finite time-delay 
only linear stability was explained. It is an open problem to explai11 the non linear 
stability of clustcr states in the case of finite time-delay. The results obtain<'d here 
may be applied to the modeling of nemal networks, where clustering pat terns could 
correspond to memories . 
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In this thesis, we discussed the properties of neural networks as collective phenomena. 
\Vhen we study neural networks from such a viewpoint, traditional methods of statistical 
m<>chanics can be natura.lly applied, and actually, the theory of neural networks has 
extensively developed with the methods. The theoretical approach with the methods of 
statistical mechanics in the field of neural networks will be more and more important to 
gain deeper insight into the modeling of neural networks. ce 
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A ppendix A 
Theory of sublattice for the overlap 
dynamics 
In this appendix, we shall derive a set of coupled nonlinear differential equations which 
describe the time e\·olution of the overlaps of the Hopfield model in the thermodynamic 
limit. N ---+ oo, under the condition that the number of patterns, p, remains finite (p/ N---+ 
oo) .. \ stochastic Glauber dynamics is used; 
1 
Prob{S;(t + .6t) = ±1 } = 2{1 ± tanh [,Bh;(t)]}. (A .I) 
The key idea of the following analysis is based on the notion of subla.ttice I (x) and 
sublattice magnetization m(£; t) proposed by Hemmen et .al. GiYen p binary patterns 
~ = ( ~r, ~~, ... , e;;), (JJ- = 1, ... , p), (A .2) 
at e\·ery site i there arc p ±1 's. \".'e express each p dimensional ,·ector on the ith site as 
(A.3) 
There arc altogether 2P different possible combinations of the p bits at any site, namely 
th(• '2P corners x of the hypercube [- 1, 1]P. Introducing the corresponding sublattices 
I ( £) = { i; ~~ = £}, X E GP = {- 1 , 1 }P' (A.4) 
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and subla.t tice magnetiza.t ions 
m(x; t) = 11(1_)1 L S;(t), 
X iEl(i) 
( :\..5) 
one can easily calculate the local field on ith neuron as 
(A .6) 
Here II(£)1 denotes the size of J (£), PN(x) = II(£)1/N. Since e~ = X for all i in 1(£), 
the local field depends on i only through the label x of the sublatt ice to which i belongs. 
Thus ( A.6) can be written as 
h(x; t) = L xiApN (Y'Jy~Am(y; t). (A.7) 
JA.v 
To deriYe a master equation for the probability p(m; t) of finding the system at timet 
in a. state with subla.ttice magnetizations m = (m(£), x E GP), we note that the m(£) 
can only assume the Yalues -1, -1 + .6.( £), -1 + 2.6.(£), ... , l with .6(£) = 2/ JI( x)J, and 
that an asynchronous Hpdating effects only single sublattice~ changing the corresponding 
sublattice magnetization by a.t most ±.6.(£). In order to find the system at timet in the 
state with subla.ttice magnetiza.tion m, 
1. the system at t imet is in the sta.te with sublattice magnetization m+~(£) and the 
site which is to update flips from +1---+ - 1. 
2. the system at timet is in the State with Sl!b)attice magnetization m - ~(£) and the 
site which is to Hpdate flips from -1 ---+ + 1. 
3. the system a.t time t is in the state with subla.ttice magnetization m and the site 
which is to update docsn 't flip ( + 1 ---+ + 1 ). 
4. the system at time t is in the state with subla.ttice magnetization m and the site 
which is to update doesn't flip ( - 1---+ -1). 
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Ld us consider the fhst case. Suppose that among i; i E J(i) , the number of spins 
which are +I is X and the number of spins which are -1 is Y. According to (A .. )): 
X+ y = II(£)1 
x - Y (m(i) + L\(i))II(i)l. 
Thus the probability p(m; t + D.t) of finding the system at timet+ D.t in the state ... vith 
sublaltice magnetization m is 
p(m; t + ~t) = p(m + l(i); t) X~ Y Prob{ Si(t + D.t) = +1 } 
_ -( _) ) 1 + m(x) + D.(x) 1 - tanh[,Bh(i, m+ l(x) )] (A 8) = p( m + .6 x ; t 2 2 . · 
Considering the other three cases in the same v.;ay and taking into account that the 
probability of~ = i is PN(i), 
p(m; t + 6t) 








+ ~(£) (1 + tanh[,Bh(i, m)])p(m; t) 
+ 
1
- ~(x) (1 - tanh[,Bh(i, m)])p(m; t)}. (A.9) 
Subtracting p( m; t) from both sides, we obtain the master equation for p( m; t) as 
p(m: t + ~t)- p(m; t) 
- L PN(x) { l + m(x) + 6.(£) (1 - tanh[,Bh(i, m+ ~(i))])p(m + ~(x); t) 
xECq 4 




+ m(i) (1 - tanh[,Bh(i, m)])p(m; t) 
4 
- l-~(£)(1 +tanh[,Bh(i,m)])p(m;t)}. (A.10) 
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Here we ha,·e introduced the vector~(£)= (~(x)bxy:y E Cq). Equation (:\.1 0) can be 
written as a differential equation 
[exp ( t.t :t) -1] p(i t) 
- L PN(x) {- ~ sinh (~(£)a ~ -)) (F(i, m)p(m; t)) 
xECq - m X 
+ ~ [cosh ( t.(i) a:( i)) - 1] (D(i, ni)p(ni; t))} , (t\.11) 
where 
F(x, m) - {m(i)- tanh[,Bh(i, m )]} 
D(x,m) = 1- m(i)tanh[,Bh(i,m)]. 
For asynchronous dynamics the elementary time step 6t must be scaled with system size 
N according to D.t = (f Nt1 to ensure that neuron is updated at a. finite N-indcpcndent 
rate. Neglecting, as N ~ oo, terms of order N-1 and smaller in (.:\.11}: we obtain 
differentia l equation 
(A.12) 
If the patterns are uncorrclated, p(i) is simply gi,·en by 1/2P. \\'ith equation (.-\ .12) one 
obtains the following set of 2P coupled differentia.! equations for the su bla.tt ice magncliza-
tions m(x; t) = (m(i))p(m;t) 
dm(i; t) = - r {m(£; t)- tanh[,Bh(i, t )]} . 
dt 
(A.13) 
Fmthermore one can reduce (A.l3) to a. set of p eqt1ations for the O\'crlaps th<'msch·cs 
(A.14) 
because the oYerla.ps m~-'(t) can be expressed in terms of the subla.ltice rna.gnctiza.lions as 




A ppendix B 
Review of AGS theory for the 
Hopfield model with a -:j::. 0 
As we have stressed in earlier chapters, neural networks are large interesting systems of 
simple units, like the physical systems studied in statistical mechanics. The methods and 
concepts of statistical physics are therefore natural tools for the study of neural networks . 
In this appendix, we brieAy illustrate the theory developed by Amit, Gutfreund and 
Sompolinsky. 
B .l The replica method 
In order to know the equilibrium properties of a system, we calculate the free-energy of the 
system. Since the free-energy generally depends on a set of embedded patterns, we should 
an~rage it o,·er the distribution of patterns. When the number of embedded patterns is 
kept finite as N --+ oo, the self-a,·eraging produces an a\·eraging O\'er the distribution of 
patterns. However, when pis of order of N, this is no longer the case, and we are forced to 
do the aw'raging o,·cr the distribution of patterns more systematically. \\."hat is of interest 
to us is the aYerage ((log Z)) over the distribution of all random binary patterns; this gives 
us the average free-energy whose derivatives give the average quantities we want to know, 
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such as the o,·erlaps mJJ(J.L = 1, ... , p). Here Z is the partition function 
Z = Trs exp( -.BE{S;} ) ( 8.1) 
where the trace, Trs, means a sum over all possible states, {S; = ±l}. Unfortunately this 
average is very hard to calculate directly. Luckily there is a technique, called the replica 
method, which lets us circumvent averaging log Z. It is based on the identity 
zn -1 
log Z = lim ---
n-o n 
(B.2) 
which allows us to compute ((log Z)) from knowledge of ((Zn)) . Note that we need this for 
the parameter n close to 0, but we ignore that for a. while and focus on ((Zn)) for integer 
n. In that case we can think of zn as the partition fun et ion of n copies, or replicas, of 
the original system, writing 
zn = Trsl Trs2 · · · Trs" exp[-,B(E{S;1} + · · · + E{Sf} )) . (8.3) 
Each copy is labcled by a superscript on S;, running from 1 to n. 
B.2 The free-energy and the mean-fie ld equations 
We now proceed to employ the replica method to the computation of the free-energy of a 
system \\·ith a. coupling matrix, 
];; = ~ t ~f~j(l - 5;;) 
JJ=l 
(f3.l) 
with p =aN. The free-energy per spin averaged O\'er the embedded patterns bccomcs 
1 f = -.8 lim lim N ( ((Zn)) - I). 
n_.o N-+oo n 
(B.:)) 
We concentrate therefore on the computation of ((zn)). It is written as 
((Zn)) ((Tr~ cxp( - {3E{Sf} ))) 
= //Tr~exp (0v ~(~fSf)(ejsj) - ~.Bpn+ th~~l:~rsr)\\. (13 .6) 
\\ tJJJP v-1 tp 11 
89 
~otc that the trace is O\'<'r the configurations of then-fold replicated systems, labclcd 
b,v p( = I, ... , n ). The second term, ~/3pn. in the exponent corrects for the presence of 
t h<' "<'If-interaction in the first, and the last term represents the effect of s external fields, 
<'arh coupled to one of a finite number of patt<'rns which are candidates for condensation. 
The difficulty in carrying our the trace is caused by the presence of products of Sf's 
with different i's in the quadratic term in the exponent. But it can be simplified by a 
StratonoYich- 1! ubbard transformation, 
cxp ( ~ a2) = ~ 1: dx exp ( - ;: + ax) , (B.7) 
and we get 
((Zn}} 
(B.S) 
l\'ote that on the right hand side there arc pn integrations but the sum in the exponent 
has been separated iuto two parts. One sum over 1.1. includes the indices of the p - s 
patterns which will not become extensive- they remain of order O(N- 112 ) . The other 
sum is o\·cr the patterns v( = 1, ... , s ). These are the candidates for condensation. The 
uumbcr of condensed pat terns must remain finite as N -+ oo, hence, p - s ::::::: p. 
Let us consider the first exponential in Eq.(two.exponential). \\'e can calculate the 




where the approximation . logco~h x::::::: x 2/2for sma.llx. is usrd. The first expon<'ntial can 
therefore be written as 
exp {/3N ( -} L(m~)2 + .~ _L Sf Sfm~m~) } 
- ~p - ·~P<T 
exp [- 13.~ { ( 1 - /3) L)m~)2 - /3 L qP<T }] 
- ~p ~fXT 
= IT j dqpq5(qpq - qpq)exp [- 13: { (1-/3)2:(m~)2 - /3EqP<T}] 
p>u - ~p ~fXT 
where 
qfXT = ~ ~SfSf(l- 5pq ), 
l 
( B.ll) 
and we introduced Lagrangc multipliers r;.:to:/32 /2. 
Now we obtain 
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[n all integrals except for that over m~, we take the saddle point ,·alue which identifies 
them as the order parameters. Saddle points are where the respecti,·e partial derivati,·es 
of the exponent vanish: 
I. For the retrieved (condensed) patterns 11 ~ s, o!., gives 
p 
m~=((~ y;msn)), v =I, ... ,s, ( 8.13) 
which is just the retrieval quality order parameter on pattern 11 for the quenched 
t hcrmal equilibrium of replica p. 
~. From "'~ . one obtains the Edwards-Anderson order parameter. 
vrpv 
qpq = (( ~ ~(sn(sn )) , (8.1-t) 
which, in the replica picture, characterizes the correlations ca.used by the equality 





as the order parameter of random overlaps with the non-retrie,·ed patterns. 
\\'c calculate the integrals o,·cr m~. Because oft he quadratic form of m~. the integrals 
arc jmt multi-dimensional Gaussian by transforming to principal a.xes. The matrix of 
coefficients of (m~m~) is 
(1- {3)T- [3Q, (8.1 6) 
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where T is n X n unit matrix and Q is n x n matrix in which diagonal elements are 0 and 
off-diagonal pu elements are qpq . . \ c;suming that the eigen-,·alues of the matrix ( 8.16) arc 
>.P. we can calculate ;,the integrals over m~ and obtain 
p 
(13.17) 
Thus we obtain the expression of ((zn}} as 
( 
{32)n(n-l) 
((Zn)) = a 2 e-/3rml
2exp [- ~Trln{(l - {3 )T- [3Q} 
- ~ a{32 2::: rpqqpq - {3: 2:::Cm~ )2] 
- p::f:u - vp 
X I/ Trsp exp [Q:2 L rpq ~ srs; 
\\ #tr t 
+f3 2:N(m~+h")~~ers~J)) . 
vp t {i 
( B. IS) 
The a\·erage ((-··})in Eq.(B.18) is furth<'r calcldated to be 
//TrsP CXp [a~2 .L rpqSfSf + {3~(m~ + hv )e~sr] \\ 
\\ t ,p::f:u wp // (!' 
' 
= ((IT TrsP exp [a~2 L rpqSP su + {3 L(m~ + hv )f( SP] )) 
t p::f:u vp { !" 
' 
= (( exp N { ~ yt In Tr5,exp ["~'f. r,.s•s• + 8 ~(m~+ h")~~S']} t. 
• 
(B. If)) 
·1 he abo,·c transformations should be s<'lf-cxplanatory. Next we apply sel f-a,·<'raging to 
the sum in the expon<'nt. The result is an average O\'<'r the (s in the cxpon('nt. This 
is independent of 1he ( s, and the external avcrag<', represented by the double brackC'tc;, 
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becomes spurious. As a consequence, the double brackets move into the exponent. The 
next line in the abow• chain of equations is 
(8.20) 
\low we obtain the final expression for the averaged partition function as 
( (32) n(n-1) ((Zn}) = a:2 e-f3pn/2 exp[-~Trln{ (l-{3)T-f3Q} 
- ~af32 .Lrpqqpq-{32N 2:(m~)2] +expN((lnTrsPef31it)) !'' (8.21) 
- p#tr vp {, 
where 
1te =a: L rpqSPS<T +I:( m~+ hv)evsp 
P# <T vp 
(8 .22) 
is a free-energy of a system in the replica space and the total number of variables is n. 
'L he free-energy, Eq.(13.5), can be evaluated directly as 
(8.23) 
I hat the limit n-+ 0 may exist can be made plausible by observing that: 
• In the second term the summation o,·er p could make the sum of order n; 
• the third term. thc Tr, is a trace of a matrix of order n x n, which has n elements 
in its diagonal. and could be of order n: 
• the fourth term has n(n- 1) terms in the sum, which in the limit could be propor-
tional to - n; 
• the last term is itself like a free-energy of a system with an energy 1te. The free-
energy should be 'cxtensi,·e· and hence proportional ton. 
9·1 
B.2.1 R eplica sy1n m etry 
To make further progress. we must make some simplifying assumptions about the 11a.ture 
of the matrices in replica space. the simplest such assumption is replica symnwtry. lt i 




\\'ith these matrices~ the computation of the free-energy can be completed. 
• The matrix (l-{3)T-(3Q has one eigen-value 1- {3 -(n-l){Jq and n - 1 cigcn-\'alues 
1 - {3(1- q). Hence, 
lim .!_ Tr In[( l - {3 )T - {3Q] 
n-on 
- lim .!_ [(n - 1) ln[l- {3(1- q)J + ln[l - {3- (nOl ){3q]J 
n-On 
• \\'ith Eqs.(B.25)~ 
{3q 
111 [1 -{3(1- q))- 1-{3(1-q) 







The result of the computation of the free-energy is 
f = a + ~ ( ln[l- {3(1 - q)]- {3q ) + a{3r(l - q) + ~ "'(mv )2 
2 2{3 l - {3(1 - q) 2 2~ 
-~ 1: ~·-•'!' ((In [2 cosh/3 { Vaiz + pm• + h")("}] )t. (8.29) 
Front rquat ions 
of 
-=0 fJmv I of= 0 or , 
we obtain mean-field equations 
q = ((tanh 2 f3 [varz +(m + h ). em 
q 





·1 he ,.<•ctors m .h and € ha,·e s components each, corresponding to the patterns that 
ha\'c condensed . The double angular brackets. the a\·erage O\'Cr t he random patterns~ is 
composed of lwo parts. fhe first is an a\·erage o\·er lhe distribution of discrete ~v·s . The 
second is an a\·erage O\'Cr a continuous Gaussian distribution of lhe noise generated by 




.\mil ct.al. focused attention on attractors which retric\'e at most one pa!t<'rn and 
they deri,·ed the \'arious phase diagrams- (a - T )or(h- a) etc. - by numerical ~olution 
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