Abstract-One type of scheduling problems found in the area of textile industry is the Flow Shop Scheduling Problem (FSSP). The solution of this problem is the sequence of jobs that meet certain requirements. In practice, dispatching rules are often used to determine the order of jobs. This paper proposes a new approach in finding solutions for FSSP. The proposed method applies a tabusearch based hyper-heuristic approach. Hyper-heuristic can be used to combine several basic heuristics to obtain a solution. By using four dispatching rules as the basic heuristics, i.e. FIFO, LIFO, SPT, and LPT, the proposed method, TSHH, has been implemented in a computer program. In order to measure the performance of TSHH, several experiments have been conducted by using Taillard's benchmark datasets. The conclusion obtained is that with a proper heuristics combination and value tenure, TSHH is able to produce better solutions than the solutions of four dispatching rules.  Index Terms-flow shop scheduling problem, dispatching rules, tabu-search, hyper-heuristics
I. INTRODUCTION
One of the important industries in Indonesia is the textile industry. The textile subsector plays as an important source of foreign exchange. Besides, it is also a labor-intensive industry that absorbs a lot of labor. Nowadays, this industry suffers from some problems. One of them is the condition of production machines. Textile production machines owned by textile factories can be categorized as old machines (around 20 years old). The use of old production machines may cause a large amount of energy consumption and may affect the working speed optimality and the product quality as well. One of the possible solutions of this problem is a good production scheduling. As a manufacturing industry, the optimal production scheduling becomes a very important issue.
Scheduling is understood as assigning jobs to machines or operators for specified time period satisfying some constraints. In the context of textile industry, in general, there are two types of scheduling problems: Flow Shop Scheduling Problem (FSSP) and Job Shop Scheduling Problem (JSSP). This work is focused on FSSP. Given m Manuscript received July 15, 2017; revised December 2, 2017. machines and n jobs that will be processed on each machine, an FSSP is a problem to find a sequence of jobs that satisfies some particular criteria. One of the important objectives is minimum makespan, which is the time between the beginning of the execution of the first job on the first machine and the completion of the execution of the last job of the sequence on the last machine.
There are many work dedicated to FSSP. The proposed methods, in general, are classified into two techniques: constructive or improvement [1] , [2] . The two techniques differ in the way they construct the job sequence. A constructive technique iteratively builds the sequence by adding jobs one by one into the sequence, whereas an improvement technique starts with an initial solution and then by using particular mechanism it iteratively changes the sequence in order to find the best solution [3] .
In practice, frequently people apply some heuristics called dispatching rules for constructing the job ordering. A dispatching rule is used to select one of the waiting jobs with the highest priority to be processed. There are many dispatching rules. Four basic dispatching rules considered in this work are FIFO (First in First Out), LIFO (Last In First Out), SPT (Shortest Processing Time), and LPT (Longest Processing Time). The weaknesses of each approach are the lack of generality. It performs well only for a specific problem instance. Hyper-heuristics are proposed to overcome this problem. Hyper-heuristics are search methodologies for choosing or generating (combining, adapting) heuristics (or components of heuristics), in order to solve a range of optimization problems [4] . Rather than search a space of solution directly, hyper-heuristics search a space of heuristics. Fig. 1 shows the general framework for the hyper-heuristics approach.
A survey on heuristics for scheduling problem in textile industry is given in [5] . There are nine heuristics that can be used for solving FSSP. In [6] we have proposed a genetic programming based hyper-heuristics approach for combining two of nine heuristics reported in [5] .
From AI point of view, FSSP can be regarded as a searching problem, i.e. finding a solution in a solution space. There are many popular searching algorithms. One of them is tabu search. The advantage of tabu search compared to other searching algorithms is its ability to avoid the local optima. This is done by using a tabu list for memorizing which solutions or candidate solutions has already visited.
In this work, we investigate the combination application of hyper-heuristics and tabu search for solving FSSP. Many works similar to our work can be found in the literature. Among them, the work that is most closed to our work is the work from Graham and Hussin [7] . In [7] , they presented a tabu search hyperheuristics for solving examination timetabling problems. The contribution of our work is the combining four dispatching rules, which are FIFO, LIFO, SPT, and LPT by using tabu search based hyper-heuristics. As far as our knowledge, this topic is not yet reported in the literature.
The rest of this paper is structured as follows. Section 2 gives a brief explanation of FSSP. Section 3 explains the proposed algorithm. Section 4 presents the experimental results. Last, conclusion and future work are given in Section 5.
II. FLOW SHOP SCHEDULING PROBLEMS
Following [3] , flow shop scheduling problem can be defined as follows:
Given n jobs (items, tasks, …) to be processed in the same sequence on m machines; the processing time of job i on machine j is fixed and given by t ij (t ij > 0). The flow shop scheduling problem consists of minimizing the time between the beginning of the execution of the first job on the first machine and the completion of the execution of the last job on the last machine; this time is called makespan.
There are some assumptions made for this problem:  Every job has to be processed at most once on machine 1, 2, …, m.  Every machine processes only one job at a time  Every job is processed at most on one machine at a time.  The operations are not preemptable.  The set-up times of the operations are included in the processing time and do not depend on the sequence.  The operating sequences of the jobs are the same on every machine and the common sequence has to be determined.
As an illustration, let's consider a small FSSP. There are five jobs that will be processed on three machines. The processing times required for every job by every machine are given in Table I . Schedule resulted by applying dispatching rule FIFO, LIFO, SPT, and LPT is j 1 , j 2 , j 3 , j 4,, j 5 , j 5 , j 4 , j 3 , j 2,, j 1 , j 5 , j 2 , j 1 , j 3,, j 4 , and j 4 , j 3 , j 1 , j 2,, j 5 , respectively. Assume we apply LIFO for constructing the schedule, the resulted makespan is 22.
III. PROPOSED ALGORITHM
Given a set of n jobs, a set of k heuristics, and a set of k job ordering associated to each heuristic, the algorithm of the proposed method, TSHH, is as follows. Initially all heuristics are non-tabu heuristics (t i = 0). Starts with initial solution candidate, which is an empty job ordering, TSHH constructs an n-length job ordering by selecting a non-tabu heuristic iteratively. Whenever a non-tabu heuristic h is found, the job with the highest priority according to heuristic h is inserted to the solution candidate. Every time a non-tabu heuristic h is selected, it becomes tabu heuristic and remains tabu until it's tabu tenure value t i equals to 0.
In algorithmic notation, TSHH algorithm is given by Fig. 2 . let J = {j 1 , …, j n } be a set of n jobs, H = {h 1 , …, h k } be a set of k heuristics, and 
IV. COMPUTATIONAL EXPERIMENTS

A. Experiment Setup
For measuring the performance of the proposed method, some experiments have been conducted. The objective of the experiments is to answer the following questions:
1. How is the performance of the proposed method, TSHH, compared to the original dispatching rules? 2. Which combination of dispatching rules performs the best? 3. Does the tabu tenure have an impact on the performance of TSHH? In this work, we ran our experiments with the objective of minimizing the makespan of Taillard's benchmark problem datasets [9] . Taillard's benchmark consists of 8120 instances, 10 each of one particular size. Taillard's datasets range from 20 to 500 jobs and 5 to 20 machines. For comparison purposes, following [9] , we use the outputs of NEH algorithm as reference solutions.
For every problem instance, we ran each dispatching rule (FIFO, LIFO, SPT, and LPT) and the proposed method, TSHH, with eleven combination of dispatching rules For each problem instance, we calculate the minimum, maximum, and median values based on 81 resulted makespans. The minimum and maximum values will be used to know the best and the worst performance of TSHH, whereas the median value will be used as indicator of TSHH performance in general. The used of median value instead of mean (average) in stochastic algorithmic performance is inspired by Ivkovic et.al. in [10] .
For comparing the solutions of each dispatching rule and the proposed algorithm, following [8] , we used Relative Percent Deviation (RPD) and Average Relative Percent Deviation (ARPD). The definition of Relative Percent Deviation and Average Percentage Relative Deviation is respectively given by:
where:  I number of problem instances,  HS i heuristic solution of problem instance i ,  RS i reference solution of problem instance i,  RPD i percentage relative deviation of problem instance i. From the resulted makespans in Table II , we have calculated the RPD and the ARPD of each heuristic. The ARPD of FIFO, LIFO, SPT, LPT, M-TH, B-TH, and W-TH, are shown in Fig. 3. From Fig. 3 , it can be concluded that TSHH tends to produce results that are not much different from the results from original dispatching rules. This is based on the value of M-TH. However, for some cases, TSHH can yield a much better, and even worse, solution.
B. Experimental Results
To find out which combination of dispatching rules is the best, we have calculated the ARPD relatively to each possible combination. Since there are four dispatching rules, there are eleven possible combinations to consider. The ARPDs of all dispatching rule combinations are given by Fig. 4 . We refer FIFO, LIFO, SPT, and LPT by number 1, 2, 3, and 4, respectively. For examples, H-134 represents the combinations of FIFO, SPT, and LPT, and H-23 represents the combinations of LIFO and SPT. Last, we have calculated the ARPD of each tabu tenure value. The resulted computation is given by Fig. 5 . From  Fig. 5 , in average, we can see that tabu tenure 5 yields the best result.
V. CONCLUSIONS AND FUTURE WORK
We have presented an algorithm for finding the solution of Flow Shop Scheduling Problem using tabu search based hyper-heuristics approach. From the experimental results, we have shown that this approach is capable of producing a better solution than the solutions resulted in the original dispatching rules. It is also shown that there is no guarantee that this approach will always give the best solution. However, with a proper selection of dispatching rules combination and tabu tenure settings, the proposed method will perform well. The best dispatching rules combination is FIFO-LPT, whereas the best tabu tenure value is 5.
As future work, we will continue our work on the other type of scheduling problem found in textile industry which is Job Shop Scheduling Problem. We will investigate whether this approach can be applied to this scheduling problem and measure the performance. Besides makespan, some other optimization criteria will also be considered.
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