INTRODUCTION
Let 2 x 2 be the set of lattice points in the plane {(m, n); m and n integers}.
A function f: Z x Z-t C is said to be discrete analytic in the lattice square {(m, n), (m + 1, n), (m + 1, n t-11, cm, 71 + 1)) if Lf(m,n)=f(m,n)+if(m+1,n)+i~f(m+1,n+1)+i3f(m,n+ 1) =o.
(1.1) The concept of a discrete analytic function was introduced by Ferrand [l] and many properties of discrete analytic functions were obtained by D&in [2] . A convolution product for discrete analytic functions was defined by DufEn and Duris [3] and an operational calculus was developed by Hayabara [4] and further extended by Deeter and Lord [S] .
In the present paper a formal power series approach to the theory of discrete analytic functions is given which (it is hoped) not only gives new insight to the theory but also makes many proofs much simpler and shorter. To illustrate the method, new proofs are given to most of the results in can receive a similar treatment, our assumption involves no loss of generality.
The key idea of this paper is to associate with each function f : Z+ x 2-t + @ the formal power series f(X, Y) = f f(m, n) Xrr-Yfl. w ;zo"
THE RING OF FORMAL POWER SERIES IN Two VARIABLES
The class of formal power series I a) Rxr = c am,,XmYn; a,, E @ 77+0 ?S=O endowed with the usual rules for addition and multiplication, is a ring with an additive identity 0 (amn = 0 for each m and n) and a multiplicative identity 1 (aoO = 1, amn = 0 otherwise).
Since the product of any two nonzero formal power series is nonzero, this. ring is an integral domain. An element F(X, Y) of Rxy has a multiplicative inverse iff a,, =F(O, 0) # 0 and then
the infinite sum on the right defmes a formal power series since the coefficient of each term is a finite sum and there are no problems of convergence. Of course, the inverse, when it exists, is unique, since R,, has no zero divisors.
Later we shah also consider the ring Rx of formal power series of one variable {Ezso a,Xn}. This is a subring of Rxy and also an integral domain.
The following lemma will be needed later:
LEMMA 2.1. Let C(X) = Cz, a,Xm. The equation #(X)lc = C(X) has a solution 4(X) E Rx $7 there exists an integer n > 0 such that the jirst nonzero coe@cient of #(X) is ank . In this case z+(X) is given by Yw) = xnk%Yr: u i-(~%&+,/Qc> x + (%k+&nk) x' + .*.>jJ'" (2.1)
where the right-hand side is developed according to Newton's binomial expansion Proof.
Verify formally that #(X)l; =4(X) to prove sufficiency. The necessity is trivial.
REPRESENTATION OF DISCRETE ANALYTIC FUNCTIONS AS FORMAL POWER SERIES
Let f: Z+ x Z+ --+ C be any function and associate with it the formal power series He showed that if f is discrete analytic in a region then the sum is independent of the particular chain connecting a to b and hence (4.1) is well defined. He defined the indefinite integral F off,
Since the starting point of the integral is arbitrary, F(z) is only defined up to an additive constant. Duffin also showed that if f(z) is discrete analytic in a simple region then so is F(z). Now, suppose f = (&, I,+) and P = (+F , qGF). We would then like to find & in terms of +r and IJ= in terms of I,$~.
By (4.1) with a = 0 we have
and we get Similarly, (4.3a)
JiF+&&2;(y$).
Thus, the operation of integration is
where C is an arbitrary constant. If the starting point of integration in (4.2) a = 0, then F(x) = Jif(z) &z, and, in (4.4), C = 0. Duffin also defined the dual f-of discrete functions by the rule f-(m, n) = (-l)"+"f*(m, n). Thus f-(X, Y) = f*(-X, -Y) and wn $wF = 0$*(-x), +*c-w w e are now in a position to give another proof of the following result, which was first proved in [2, p. 3411. is analytic in Z+ x Z+ and (tz an arbitrary constant). So the derivative is unique up to addition by a constant multiple of (-l)m+n (Example 3.2).
POLYNOMIAL+
In [2, Sect. 51, polynomials which are discrete analytic everywhere were considered and it was shown if f is a discrete analytic polynomial then the integral F is a discrete analytic polynomial. A sequence of discrete analytic polynomials was defined by the relations Z(n+l) = (n + 1) jz Z(n) az; 29) Ez 1. $0) = ( Proof. From (7.1), the leading term of $, is j(n, 0) X+-l, the leading term of r& is g(tn, 0) X+l, and thus the leading term of is f h 0) g(m, 0) X n+nr-r and the conclusion follows from (7.1). (This is not exactly the original wording but it is equivalent to it.)
Proof.
A solution of (8.1) exists iff there is a solution of (8.4a) and (8. 
