We show that the linear group of automorphism of Hermitian matrices which preserves the set of separable states is generated by natural automorphisms: change of an orthonormal basis in each tensor factor, partial transpose in each tensor factor, and interchanging two tensor factors of the same dimension. We apply our results to preservers of the product numerical range.
I. INTRODUCTION
One of the main concepts in quantum information theory is entanglement. An entangled state involves at least two subsystem or more. We first discuss the two subsystem H m H n case, a.k.a. bipartite case. Here M n is the space of n × n complex matrices and H n ⊆ M n is the space of n × n complex Hermitian matrices. Denote by D n ⊆ H n the convex set of positive semi-definite matrices of trace one, i.e. density matrices. Also let S m,n ⊆ D mn ⊆ H mn ≡ H m H n be the set of bipartite separable states, i.e. S m,n = conv {A ⊗ B : A ∈ D m and B ∈ D n }. Clearly, S m,n is a compact convex set. The set of entangled bipartite states is the complement of separable states in D mn , i.e. D mn \ S m,n .
Among the best known applications of entanglement are superdense coding, quantum teleportation and more recently measurement based quantum computation (for review, see e.g. Refs. 6 and 12) . This recognition sparked an enormous stream of work in an effort to quantify entanglement in both bipartite and multi-partite settings. Among the different measures of entanglement, the relative entropy of entanglement (REE) is of a particular importance. The REE is defined by (c.f. Ref 14) :
where S is a the set of multi-partite separable states. E R (ρ) is a convex function on S and is strictly convex on strictly positive definite separable states 4 . Hence, the computation of E R (ρ), which is given as the minimum of a convex function, should be in principle easy to compute, i.e. polynomial time algorithm 15 . However, E R is hard to compute in general, since the general characterization of separable states is NP-hard 5 .
A crucial observation of Peres 11 is that S is invariant under the partial transpose. For example, on H mn ≡ H m H n the partial transpose linear map on the second component Denote by G(n 1 , . . . , n k ) the group of linear automorphisms of Hermitian matrices H N ≡ k i=1 H n i which leaves invariant the set of separable states S. The structure of G(m, n) was determined recently in Ref. 1 . In this paper we extended the above results to G(n 1 , . . . , n k ) for k ≥ 3. We show that this group is generated by unitary change of basis in each component, partial transposes in each component, and by permutations of the factors of the same dimension. In summary, G(n 1 , . . . , n k ) consists only of the natural elements.
There are related works 8, 9 which study the linear maps on ⊗ k i=1 C n i that preserve the product states, i.e. indecomposable tensors. In these papers, the authors show some structural results similar to our results on the group G(n 1 , . . . , n k ).
We now briefly summarize the contents of the paper. In Section 2, we give another proof for the structure theorem of G(m, n) obtained in Ref. 1 , and the proof is further extended to determine the structure of G(n 1 , . . . , n k ) in Section 3. In Section 4, we apply our results to preservers of the product numerical range.
II. THE BIPARTITE CASE
In what follows we use the basic notion of the dimension of a convex set C as a subset of R N , denoted by dim C. It is the minimum of the dimension of an affine space, i.e. a translation of a subspace of R N , which contains C. For a set S ⊆ R n , denote by conv S the convex set spanned by S. For k-linear spaces U 1 , . . . , U k over a given field F, we denote by of all Hermitian rank one matrices of trace one, i.e., the set of pure states. Then P m ⊗ P n is the set of separable pure states in D mn . Observe that K(S m,n ) = conv (H
is the cone of positive semi-definite matrices generated by separable states. The following result is well known and we present the proof for completeness.
Lemma 1
The set of separable states S m,n is a convex set, whose extreme points is P m ⊗P n .
Furthermore, dim S m,n = (mn) 2 − 1 and
I mn is an interior point of S m,n .
Proof. Clearly, since the set of the extreme points of D m is P m , it follows that S m,n = conv (P m ⊗ P n ). As P m ⊗ P n ⊆ P mn , it follows that P m ⊗ P n is the set of the extreme points of S m,n . Recall next that 
Lemma 2 Let Φ : D mn → D mn be an affine map such that Φ(S m,n ) = S m,n . Then Φ can be extended uniquely to an invertible linear map Ψ : H mn → H mn .
Proof. First extend Φ to an affine homogeneous map, (of degree one), Ψ : K(S m,n ) → K(S m,n ) by letting Ψ(tC) = tΨ(C) for any t ≥ 0 and C ∈ S m,n . Clearly Ψ is affine and
Ψ extends to a linear map of H mn to itself. Since I mn is an interior point of K(S m,n ), it
The proof of Lemma 2 implies that in order to characterize affine automorphisms of separable bipartite states it is enough to consider linear automorphisms of H m which preserve S m,n . The main result of this section is.
Theorem 3
Let Ψ : H mn → H mn be a linear map. The following are equivalent.
(c) There are unitary U ∈ M m and V ∈ M n such that
where ψ 1 has the form A → UAU * or A → UA ⊤ U * , and ψ 2 has the form
To prove Theorem 3, we need the following lemma which can be viewed as the characterization of linear preservers of pure states.
Lemma 4
Suppose ψ : H m → H n is linear and satisfies ψ(P m ) ⊆ P n . Then one of the following holds:
(i) there is R ∈ P n such that ψ has the form A → (Tr A)R.
(ii) m ≤ n and there is a U ∈ M m×n with UU * = I m such that ψ has the form
Proof. Define a map φ : H m+n → H m+n given by
Then φ is linear. In particular, φ(A ⊕ 0 n ) = ψ(A) ⊕ 0 m for all A ∈ H m . Then ψ(P m ) ⊆ P n implies rank (φ(A)) ≤ 1 whenever rank (A) = 1. If dim φ(H m+n ) = 1, then there exist a rank one Q and a linear functional f on H m+n such that φ(B) = f (B)Q. Therefore, Q = R ⊕ 0 m for some R ∈ P n and ψ(A) = g(A)R for all A ∈ H m where g(A) = f (A ⊕ 0 n ). Since
where is U the leading m × n submatrix of S, i.e., S = 
This gives αUU * = I m . Hence, n ≥ m, α = 1 and UU * = I m and the result follows. Proof for the case when
Proof of Theorem 3. The equivalence of conditions (a) and (b) follows from the fact that P m ⊗ P n is the set of the extreme points of S m,n and that Ψ is linear. The implication "(c)
Suppose (a) holds. We will set Ψ(A ⊗ B) = φ 1 (A, B) ⊗ φ 2 (A, B), and show that A ⊗ B) ).
Notice that Ψ(P ⊗ Q) = φ 1 (P, Q) ⊗ φ 2 (P, Q) for all P ∈ P m and Q ∈ P n .
Fixed a Q ∈ P n , then the maps φ 1 ( · , Q) : H m → H m and φ 2 ( · , Q) : H m → H n are both linear and φ 1 (P m , Q) ⊆ P m while φ 2 (P m , Q) ⊆ P n . Therefore, by Lemma 4, both φ 1 ( · , Q) and φ 2 ( · , Q) have one of the following forms:
where the unitary U and projection R depend on Q. Furthermore, the map φ 2 ( · , Q) can only be of the form (ii) if m > n. For 1 ≤ i, j ≤ m, let E ij ∈ M m have 1 at the (i, j) entry and 0 elsewhere. Let A = E 11 − E 22 . Define F : P n → R by F (Q) = φ 1 (A, Q) , where · is the Frobenius norm. Notice that
Now for two distinct Q 1 , Q 2 ∈ P n , write Q 1 = xx * and Q 2 = yy * with unit vectors x, y ∈ C n .
Note that x and y are linearly independent. For any t ∈ [0, 1], define
In particular, Q(0) = Q 1 and Q(1) = Q 2 . For each t ∈ [0, 1], as φ 1 ( · , Q(t)) has the form (i) (i.e. either (i.a) or (i.b)) or (ii), the continuous map t → F (Q(t)) is constant. Therefore, one can conclude that either φ 1 ( · , Q) has the form (i) for all Q ∈ P m or φ 1 ( · , Q) has the form (ii) for all Q ∈ P m . Now we claim that one of the following holds.
(I) For all Q ∈ P n , φ 1 ( · , Q) has the form (i) and φ 2 ( · , Q) has the form (ii).
(II) For all Q ∈ P n , φ 1 ( · , Q) has the form (ii) and φ 2 ( · , Q) has the form (i).
Suppose first that for some Q ∈ P n , both φ 1 ( · , Q) and φ 2 ( · , Q) are of the form (i). Then we must have m = n. Then for r = 1, 2, there is unitary matrix U r such that φ r ( · , Q)
has the form A → U * r AU r or A → U * r A ⊤ U r . Since m = n ≥ 2, the right-hand side of (1) is a quadratic function in P ∈ P m while the left-hand side is linear in P ∈ P m , which is impossible. To be more precise, let Then Ψ(P j ⊗ Q) = U * (P j ⊗ P j )U for all 1 ≤ j ≤ 4, where U = U 1 ⊗ U 2 . Notice that
which is a contradiction. Now suppose that for some Q ∈ P n , both φ 1 ( · , Q) and φ 2 ( · , Q) are of the form (ii). Then φ 1 (A, Q) = (Tr A) R 1 and φ 2 (A, Q) = (Tr A) R 2 for some R 1 ∈ P m and R 2 ∈ P n . Therefore, Ψ(P ⊗ Q) = R 1 ⊗ R 2 for all P ∈ P m . This contradicts the fact that Ψ is a bijective map.
Therefore, either (I) or (II) holds. Applying a similar argument on the map φ 2 (P, · ), one can show that (III) For all P ∈ P m , φ 1 (P, · ) has the form (ii) and φ 2 (P, · ) has the form (i).
(IV) For all P ∈ P m , φ 1 (P, · ) has the form (i) and φ 2 (P, · ) has the form (ii).
Fix P 0 ∈ P m and Q 0 ∈ P n . Suppose (I) and (IV) hold. Then for any P ∈ P m and Q ∈ P n ,
Notice that the former equality is by (I) while the latter equality is by (IV). Contradiction arrived. Similarly, it is impossible that both (II) and (III) hold. Hence, we can conclude that either (I) and (III) hold or (II) and (IV) hold. Now suppose (I) and (III) hold. Then ψ 1 ( · ) = φ 1 ( · , Q 0 ) and ψ 2 ( · ) = φ 2 (P 0 , · ) are both of the form (i.a) or (i.b). For all P ∈ P m and Q ∈ P n , φ 1 (P, · ) and φ 2 ( · , Q) are both of the form (ii). Hence, φ 1 (P, Q 0 ) = φ 1 (P, Q) and φ 2 (P, Q) = φ 2 (P 0 , Q). Therefore,
Then by linearity of Ψ and the fact that P m ⊗ P n spans H mn , the result follows. Finally, if (II) and (IV) hold, we may replace Ψ by the linear map A ⊗ B → Ψ(B ⊗ A) and apply the above argument.
III. EXTENSION TO MULTI-PARTITE SYSTEMS
One can extend Theorem 3 to tensor product of more than two factors as follows:
is a linear map. The following are equivalent.
(c) There is a permutation π on {1, . . . , k} and linear maps ψ i on
where 
In particular, the linear map Tr
Notice that
Given arbitrary Q i ∈ P n i for i = 2, . . . , k, the map φ r ( · , Q 2 , . . . , Q k ) maps P n 1 into P nr . By Lemma 4, the map must have the form (i) or (ii) in (2). We claim the following.
Claim All but one of the maps φ r ( · , Q 2 , . . . , Q k ), r = 1, . . . , k, have the form (ii) for all Q i ∈ P n i and the exceptional map has and the form (i) for all Q i ∈ P n i .
Similar to the argument in the proof of Theorem 3, F r is a constant function. Thus, either φ r ( · , Q 2 , . . . , Q k ) always have the form (i) for all Q i ∈ P n i , or φ r ( · , Q 2 , . . . , Q k ) always have the form (ii) for all Q i ∈ P n i .
Next, since Ψ is a bijection, it is impossible to have all φ r ( · , Q 2 , . . . , Q k ) being constant maps. Assume that the maps φ s ( · , Q 2 , . . . , Q k ) and φ t ( · , Q 2 , . . . , Q k ), with s = t, have the form (i) and the rest have the form (ii). In this case, n s = n t = n 1 . Consider the linear map
Recall that φ s (P, Q 2 , . . . , Q k ) and φ t (P, Q 2 , . . . , Q k ) are of the form (i). Following the same argument as in the proof of Theorem 3, one sees that
, where P 1 , P 2 , P 3 , and P 4 are defined in (3) . This contradicts that L is a linear map. Thus, the claim holds.
For p = 2, . . . , k, applying the same argument on the map φ r (Q 1 , . . . ,
one can show that all but one of the map φ r (Q 1 , . . . , Q p−1 , · , Q p+1 , . . . , Q k ) have the form
(ii) for all Q i ∈ P n i and the exceptional map has and the form (i) for all Q i ∈ P n i .
Furthermore, there is a permutation (π(1), . . . , π(k)) of (1, . . . , k) such that
. . , Q k ) has the form (i) for all Q i ∈ P n i . Otherwise, there is r such that φ r (Q 1 , . . . , Q p−1 , · , Q p+1 , . . . , Q k ) has the form (ii) for all p and for all Q i ∈ P n i , which contradicts that Ψ is a bijection.
Notice also that n p ≤ n π(p) for all p = 1, . . . , k. This is possible only when n p = n π(p) for all p. Now replacing Ψ by the map of the form
. . , Q k ) has the form (i) for all Q i ∈ P n i , and for any r = p, φ r (Q 1 , . . . , Q p−1 , · , Q p+1 , . . . , Q k ) has the form (ii) for all Q i ∈ P n i . Now fix some Q i ∈ P n i . Then for any P i ∈ P n i ,
where
. . , Q k ) has the form (i). By the linearity of Ψ, the result follows.
Next, we show that one cannot replace condition (b) in Theorem 5 by the weaker condition that Ψ preserves the separable states S = conv (⊗ k i=1 P n i ), i.e., Ψ(S) ⊆ S. In fact, we will see that the convex set L of separable states preserving linear maps has dimension
which is the dimension of the convex set of density matrices preserving linear maps on H N .
Proof. Clearly, for each t ∈ R the operator L(t) = L 0 + tL 1 is trace preserving. Hence it maps the hyperplane Tr(A) = 1 to itself. Note that L(0)(S) = 
