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A periodic solution y(t) of r’(t) = -g(y(t - 1)) will be called “slowly 
oscillating” if there are numbers z, > 1 and za > zr + 1 such that y(O) = 0, 
r(t) > 0 for 0 < t < x1, r(t) < 0 for a1 < t < za and r(t + z2) = y(t) for 
all t. It is a long-standing conjecture that many differential-delay equations 
which can be transformed to the form 
Y’(0 = -dY(t - 1)) (0.1) 
have at most one slowly oscillating periodic solution. This conjecture has 
been made, for example, about the following equations. 
x’(t) = -m(t - l)(l + x(t)) (0.2) 
x’(t) = -m(t - l)(a - x(t))(b + r(f)) (O-3) 
x’(t) = --LWE(t - l)(l - (X(t))a). P-4) 
If  g(0) = 0 and g is monotonic increasing, then for reasons discussed at the 
end of Section 2 any such uniqueness result has (aside from its intrinsic interest) 
strong consequences concerning the stability of the slowly oscillating periodic 
solution, the zeros of an arbitrary solution of (0.1) and other questions. 
We shall restrict ourselves here to odd functions g and under natural further 
restrictions prove that (0.1) h as at most one slowly oscillating periodic solution. 
An immediate consequence of our theorem is that (0.4) has exactly one slowly 
oscillating periodic solution if 01 > (n/2) and no slowly oscillating periodic 
solution if 0 < OL < (rr/2). 
Of course one might conjecture that the oddness of g makes the dynamics 
of (0.1) too simple to be interesting. In fact, we do use special facts about (0.1) 
which are only true if g is odd. However, numerical studies suggest that for 
certain odd functions g, the dynamics of (0.1) may be very complicated. The 
* Partially supported by a National Science Foundation grant. 
25 
0022-0396/79/100025-30$02.00/O 
Copyright Q 1979 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
26 ROGER D. NUSSBAUM 
results of Section 3 are a first step toward proving this. We take a special class 
of odd functions f(x) and consider equation (0.1) with g(x) = af(x). We prove 
that for every 01 > n/2 equation (0.1) has exactly one periodic solution ym(t) == 
y(t) with the properties (a) y(t) > 0 for 0 < t < 2, (b) y(t + 2) = -y(t) 
for all t and (c) y(-t) = --y(l) for all t. Nevertheless, we also show that for 01 
large enough the equation has a second slowly oscillating periodic solution 
of period p, > 8 and that lim,,, p, = co. We should remark that it is not 
hard to construct functions g for which uniqueness of periodic solutions fails 
for essentially trivial reasons (see Remark 1.2 below). The example in Section 3 
is of a different and deeper type. 
1. SPECIAL PERIODIC SOLUTIONS OF x’(t) = -g(x(t - 1)) 
In this section we shall consider the equation 
x’(t) = -g(x(t - 1)) (l-1) 
for g an odd function, and we shall refine a uniqueness result which was estab- 
lished for a more general class of equations in [8]. First we need to recall some 
known results about (1 .l); the following theorem is basically due to Kaplan 
and Yorke [4]. 
THEOREM 1.1 [4]. Let g be an odd, continuous function (g(-x) = -g(x) for 
aEl x) such that xg(x) > 0 for all x. Assume that a = lim,,,g(x) x-l and A z= 
lim,,, g(x) x-l both exist (allowing a = + 00 OY A = + co) and that a < 42 < A 
or A < 42 < a. Then (1.1) h US a nonconstant periodic solution such that (1) 
0 < x(t) for 0 < t < 2, (2) x(-t) = -x(t) for all t and (3) x(t + 2) = -x(t) 
fOY all t. I f  g(x) > 0 f  OY all x > 0, then 0 < x(t) for 0 < t < 2. 
Theorem 1 .l is proved in [4] with the added assumptions that J-r g(x) dx = 
$-co and xg(x) > 0 for x # 0, but it is proved in [8] that these restrictions 
are unnecessary. We shall apply Theorem 1.1 in Section 3 to an example in 
which s: g(x) dx < co, so this point is worth noting. 
If  x(t) is the solution of (1 .l) insured by Theorem 1.1, and y(t) = x(t - l), 
then by using the fact that g(-x(t - 2)) = g(x(t)) one can see that x(t) and y(t) 
satisfy an ordinary differential equation. 
x’(t) = -g(y(tN 
r’(t) = Ax(t)) (1.2) 
x(1) = c > 0, Y(l) = 0 
Kaplan and Yorke showed conversely that periodic solutions of (1.2) of period 4 
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satisfy r(t) = x(t - 1) and give periodic solutions of (1.1). We list below those 
results from [4] which we shall need. 
THEOREM 1.2 [4]. Let g be a continuous odd function s@ that xg(x) > 0 
for x # 0. DeJine G(x) = Jzg(s) ds. Then ;f (x(t), y(t)) is u solution of (1.2) 
for c > 0, we haoe 
GW) + ‘Xv(t)) = G(c) 
for all t and (x(t), y(t)) is periodic of (minimal) period T(c). The map c -+ T(c) 
is continuous, and y(t) = x(t - (4) T(c)) for all t. I f  lim,,,g(x) x-l = a, we 
have lim,,, T(c) = 27ru-l; and if lim,,, g(x) x-l = A and limr+m G(x) = + co, 
then lim,,, T(c) = 2xA-l. I f  &i,,,g(x) < co, then it is also true that 
lim,,, T(c) = co. (We allow a = 0 or co and A = 0 OY 00). If T(c) = 4, it 
follows that y(t) = x(t - l), x(t) > 0 for 0 < t < 2, x(-t) = -x(t) for all t, 
and x(t + 2) = -x(t) for all t. 
Proof. Every result listed in Theorem 1.2 is proved or implicit in [4] with 
one exception. We have to show that if ik,,,g(x) < 00, then limC+m T(c) = 
-k cc. Select a positive constant M such that 1 g(y)1 < M for all y. Then it 
follows from (1.2) that [ x’(t)1 < M and consequently that x(t) > 0 for 1 < 
t < 1 + &P. This shows that T(c) > 4cM-l. g 
The general idea of associating a system of ordinary differential equations 
to a functional differential equation has also been used in [12, 131. We believe 
this connection with ordinary differential equations is worth further study. 
With these preliminaries we are in a position to prove the main results of 
this section. 
THEOREM 1.3. Assume that g(x) is an odd, continuous function such that 
xg(x) > 0 for x + 0 undg(x) == ax for 1 x / < b, where b > 0 and a is a constant. 
We allow b = 0. Assume that either (1) 4(x) = g(x) x-l is strict2?, monotonic 
decreasing for x > b or (2) C(x) is strictly monotonic increasing for x >, b. Define 
a = lim,,,g(x) x-l and A = lim,,, g(x) x-r. (We allow a = 0 or -k 00 and 
A = 0 or + CO.) Then if 4(x) satisfies condition (1) and T(c) is defined as in 
Theorem 1.2, T(c) is continuous and strictly monotonic increasing on (b, co); 
and if4(x) satis$es condition (2), T( c is continuous and strictly monotonic decreasing ) 
on (b, co). In either case we huoe Km,,,+ T(c) = 277~l and limc+m T(c) = 
27rA-‘. If Zrra-l < 4 < 27rA-l or vice-wersu, equation (1 .I) has precisely one 
solution x(t) such that (1) x(t) > 0 for 0 < t < 2, (2) x(-t) = -x(t) for all t 
and (3) x(t + 2) = -x(t) for aZZ t. I f  2rra-1 < 27rA-1 < 4 OY 4 < 2rru-1 < 
277.4-l, equation (1.1) has no periodic solutions with properties (l), (2) and (3). 
Proof. Assume first that 4(x) is strictly monotonic decreasing on [b, co). 
The proof of continuity of T is easy and we omit it. To prove that T is monotonic 
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increasing select c, and cp with 6 < c1 < ca ; we must show that T(c,) < 
T(cr). Let (xj(t),yj(t)), j = 1, 2, be the solution of (1.2) with ~~(1) = cj, 
yj( 1) = 0, and let T? be the first time such that xj( 1 + T,) = 0, yj( 1 + TV) = cj . 
It follows from Kaplan-Yorke [4] ( or one can prove directly) that rj = (a)( T(c,)). 
Let 0,(t) = arctan(yi(t)/xj(t)) for 1 < t ,( 1 + 7j . To prove that T(c,) < 
T(cJ, it suffices to show that 
e,( 1 $- ~1) = (& > e,( 1 + 71) (1.3) 
To establish (1.3), it is sufficient to prove that 
4(t) > e2w for 1 < t < 1 + T1 (1.4) 
A calculation shows that for 1 < t < 1 + Tj . 
eXt) = k(xj(t))xj(t) + 9(Yj(t))Yj(t)lC(xi(t))’ + (Ydt))‘l-’ (1.5) 
In particular we have 
e;(l) = C(G) >Nc2) = w> (1.6) 
I f  we assume (1.4) is false and define 7 by 
7 = inf{t: 1 < t < 1 + T1 and e,(t) = es(t)> 
then (1.6) implies that 7 > 1. 
Now define a square Q by 
We distinguish two subcases: (x2(T), y2(T)) E Q or not. In either subcase, there 
exists a number Y > 1 such that 
@2(7),3'2(7)) = h(T), yY~(T)) (1.7) 
I f  (X2(T), y2(T)) $ Q, then either X2(T) > b or ~~(7) > b. For definiteness, 
assume X2(T) > b and for notational ConVenienCe Write uI = X1(T), o1 = yl(T), 
u2 = rut and v2 = ro, . The assumption that $ is strictly monotonic decreasing 
on [b, co) implies 
ulg(rul)rrl < g(u,)u, and 
“‘l@wl G d%h 
(1.8) 
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It follows that 
e;(7) = [g(u,)u, + g(@,)~~,l[~,* + ~*‘I-’ 
= [ulg(Yul)Y-’ + vlg(Yvl)Y-qul* + vl*-j-l 
< kW% + d~~1h1[~12 + %*1-l 
(1.9) 
= e;(T) 
However, the definition of T implies that f?;(7) >, e;(r), so inequality (1.9) 
gives a contradiction. 
It remains to consider the case (u2 , u2) E Q. If  (us, ~1s) is in the interior Q 
of Q or if 0 < u2 < 6 and v2 = 6, there exists a constant E > 0 such that 
for r - E < s < 7 we have (xr(s),yr(s) E Q and (x2(s), y*(s)) E Q. For such s 
we have (using the formulas for 6;(s)) 0;(s) = a = O;(S). This implies B~(T - l ) = 
0,(7 - E), which contradicts the minimality of 7. 
Finally, we must consider the possibility up = 6, 0 < z’* < 6. In this case 
there exists E > 0 such that (xl(s), y,(s)) E Q for 7 - E < s < 7 and (x2(s), 
y*(s)) I$ Q for r - E < s < 7. This implies 6;(s) > t9;l(s) for T - E < s < r, 
so that 0,(7 - l ) < Ba(7 - c). Once again we have a contradiction, and we 
conclude that T(c) is strictly monotonic increasing for c > 6 if d(x) is strictly 
monotonic decreasing. 
The proof that T(c) is strictly monotonic decreasing for C+(X) strictly monotonic 
increasing is analogous, and we omit it. 
We have to show that lim,,,, T(c) = 27~~’ and lim,,, T(c) = 27~A-~. 
If  6 = 0, lim,,, T(c) = 2na A by Theorem 1.2. If  6 > 0 and (x(t), y(t)) is a 
solution of (1.2) for c < 6, then (x(t), r(t)) = (c cos at, c sin at) and T(c) = 
277~r for 0 < c < 6; by the continuity of T we get lim,,,, T(c) = 27~~l. 
I f  lim,,, jzg(u) du = cc, Theorem 1.2 would apply and we would know that 
lim,,, T(c) = 27rA-l. Thus we can assume A = 0 (so necessarily &g(x) 
is monotonic decreasing) and jrg(u) du < cc. Theorem 1.2 will imply that 
lim,,, T(c) = ccj if we can prove that lim2+oc g(x) = 0. In order to prove the 
latter statement, suppose not, so there exists an increasing sequence {xJ with 
lim,,= .tj = + cc and a positive number m such that g(xj) > m. The assumption 
that x-‘g(s) is monotonic decreasing implies that g(x) 2 (+)m for (t) xj < 
s < yj , and this estimate contradicts the assumption that J-rg(u) du < cc,. 
Thus we obtain lim,,, T(c) = 2~tI-l in general. 
The remaining statements of Theorem 1.3 follow directly from the con- 
tinuity and monotonicity properties of T(c) and the connection (Theorem I. 1) 
between periodic solutions of (1.1) and of (1.2). We leave the details to the 
reader. U 
We shall have to consider the case in which equation (1 .I) is parametrized 
by a constant 01 > 0 
x’(t) = -ag(.x(t - 1)) (1.1% 
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and the corresponding system of ordinary differential equations 
x’(t) = -&Y(4) 
r’(t) = %wN U.ll)a 
x(1) = c > 0, y(1) = 0 
If there is a value c such that (1 .l l)a has a periodic solution of period 4, we 
are interested in how c varies with 01. 
THEOREM 1.4. Let g be an odd, continuous function such that xg(x) > 0 
for all nonzero x and a = lim,,, g(x) x-i and A = limz+m g(x) x-1 both exist 
and are unequal (allowing a = + co OT A = + 00). Assume either that (1) d(x) = 
g(x) x-l is strictly monotonic decreasing for x > 0 OY (2) 4(x) is strictly monotonic 
inrreusing for x > 0. In cuse 1 assume that (p/2) u-l = X < CY < (r/2) A-l = A 
and in case 2 that A < (I? < X and dejine c = c(a) to be the unique value of c 
(guaranteed by Theorem 1.3) such that the corresponding solution of (1 .l l), has 
period 4. Then the map 01+ C(CY) is continuous and strictly monotonic increasing 
in case 1 and continuous and strictly monotonic decreasing in case 2. In case 1, 
lim,,,, C(U) = 0 and lim,,,- c(a) = co, while in case 2 we have lirnmeA+ c(a) = 00 
and lim,,,- C(CY) = 0. 
Proof. Defme T,(c) (for 01 > 0) to be the period of the solution of equation 
(1 .11X and recall that we know that T,(c) is continuous and strictly monotonic 
increasing (case 1) or strictly monotonic decreasing (case 2). Notice that if 
(am, ye(t)) denotes the solution of (1.1 l)= with x,(l) = c and y,(l) = 0, then 
“%O~ + (1 - a)) = x,(t) 
YlOU + (1 - 4) = y&) 
(1.12) 
It follows from (1.12) that 
T,(c) = &T,(c) (1.13) 
and that 
c(a) = 771(4or) (1.14) 
The remainder of the theorem now follows from the properties of Tl proved 
in Theorem (1.3) and from elementary calculus. 1 
The techniques used above can also be applied to study uniqueness of special 
periodic solutions of the equation 
x’(t) = -g(x(t - 1)) - g(x(t - 2)) (1.15) 
Since we shall not need these results here, we shall state a uniqueness theorem 
for periodic solutions of (1.15) b u we shall only outline the proof. t 
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THEOREM 1.5. Assume that g: Iw + [w is odd, continuous and xg(x) > 0 
for x f 0. Furthermore, suppose that either (1) +(x) = g(x) x-1 is strictly monotonic 
decreasing for x > 0 OY (2) 4(x) is strictly monotonic increasing for x > 0. Then 
equation (1.15) has at most one solution x(t) such that (a) x(t) > 0 for 0 < t < 3, 
(b) x(t + 3) = -x(t) for all t and(c) x(-t) = -x(t) for all t. 
Outline of proof. Define y(t) = x(t - 1) and z(t) = x(t - 2). Then, as 
observed by Kaplan and Yorke [4], one obtains 
x’(t) = -&dt)) - d4tN 
y’(t) = &W - &w 
z’(t) = g(4)> + dYW) 
and any solution (x(t), y(t), z(t)) of (1.16) satisfies 
(1.16) 
x(t) - y(t) + z(t) = cr = constant 
‘3x(t) + GbW + G(W) = cz 
(1.17) 
where G(U) = si g(s) ds. I n our case cr = 0, so our solution of (1.16) lies in 
a plane P, and the idea behind the proof of Theorem 1.3 is applicable. More 
specifically, take orthonormal vectors oa and era in P by 
‘u* = (0, -1, -1)(42)-l 
213 = (2, 1, -l)(dS)-1 
(1.18) 
and define X(t) = (x(t), y(t), z(t)) . oa , Y(t) = (x(t), y(t), z(t)) . z1a and e(t) = 
arctan( YX-l). A straightforward calculation gives 
w = Wg(x)x + g(y)y + g(z)z][x* + y* + z’]-’ (1.19) 
where x = x(t), y  = y(t) and z = z(t). The same argument used in Theorem 1.3 
can now be used to compare two orbits in P and complete the proof. 1 
Remark 1.1. The equation 
x’(t) = - f  g(x(t - i)) (1.20) 
i=l 
is studied in [8], and it is proved (as a special case of a more general uniqueness 
theorem) that if g(0) = 0, g is odd, continuous, monotonic increasing and 
g(x) .x-l is strictly monotonic decreasing, then (1.20) has at most one solution 
x(t) such that (a) x(t) > 0 for 0 < t < N + 1, (b) x(t + N + 1) = -x(t) 
for all t and (c) x(-t) = -x(t) for all t. However, the sharper results given 
in Theorems 1.3 and 1.5 do not seem accessible by the technique used in [8]. 
505/34/I-3 
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Nevertheless, it seems likely that sharper uniqueness results than in [8] should be 
true for (1.20)-perhaps the obvious analogues of Theorems 1.3 and 1.5. 
Remark 1.2. It is easy to see (using the ideas of this section) that there 
exist odd, continuous functions g(x) with xg(x) > 0 for x # 0 such that equation 
(1.1) has at least n nonconstant periodic solutions of the type insured by 
Theorem 1 .l . I f  n = 1, this is immediate. Proceed inductively and assume 
g(x) has 11 such nonconstant periodic solutions x,(t), 1 <j < n, with ~~(1) = ci 
and c, < cjtl for 1 < j < n - 1. Define a new functiong,(x) by 
1 
g(x) for j x j ,( c, 
&> = &n) + (x - 4 for x > c, 
d-4 + (x + 4 for x < -c, 
Corresponding to g there is the function T(c) defined in Theorem 1.2 and 
corresponding to g, there is T,(c). One has T,(c) = T(c) for 0 < c < c, and 
(according to Theorem 1.2) T,(c) < 4 f  or c large, say for c 3 k. Now define 
ga(x) to be odd, equal to gi(x) for 1 x 1 < k and equal to g,(k) + 2(x - k) 
for x greater than k. Corresponding to g, one has Ta(c), and Ta(c) = T,(c) 
for 0 < c < k, while lim,,, T,(c) > 4. It follows that there exists a number 
c,+i > c, with Tz(cn+i) = 4, and of course T,(cj) = 4 for 1 <j < n. By 
what we have said, these numbers ci correspond to n + 1 periodic solutions 
of x’(t) = -ga(x(t - 1)); and these solutions have the usual symmetries. 
We regard the nonuniqueness described above as trivial. In Section 3 we 
shall study a more interesting class of examples. 
2. COMPARISON THEOREMS FOR SOLUTIONS OF x'(t) = -af(x(t - 1)) 
For 01 > 0 consider the equation 
x’(t) = -af(x(t - 1)) (2-l) 
We shall always assume in this section that f  is continuous and xf(x) > 0 
for x # 0. We wish to study the so-called “slowly oscillating” periodic solutions 
of (2.1). 
DEFINITION 2.1. A periodic solution x(t) of (2.1) is called “slowly- 
oscillating” if x(0) = 0, x(t) > 0 for 0 < t < zr , where Z, > 1, x(t) < 0 
for zi < t < ~a , where za - Z, > 1, x(zi) = x(~a) = 0 and x(t + ~a) = x(t) 
for all t. 
Notice that we have normalized the usual definition [5] by demanding that 
x(0) = 0 and x(t) > 0 on (0, zi). 
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It is well-known (see [ll, pp. 276-2771) that equations like 
y’(t) = -q(t - 1)(1 + y(t)) (2.2) 
r’(t) = -ar(t - l)(a - Y(W + YW (2.3) 
can be transformed to the form (2.1). Numerical studies of (2.2) and (2.3) 
have suggested that these equations have at most one slowly oscillating periodic 
solution (for a given CL > 0), but there have been no rigorous results. In this 
section we shall prove such a result for a class of odd functionsf. Consequently 
our results will only apply to equation (2.3) and to the case a = b. Never- 
theless, numerical studies and our results in Section 3 suggest that the dynamics 
of (2.1) may be complicated even for f odd. 
It is natural to ask why we restrict attention to slowly-oscillating periodic 
solutions. The explanation is an observation of Cooke [3]. Cooke noted that if 
y(t) is a slowly-oscillating periodic solution of (2.1) of period p and z(t) = y(ht), 
where ;\ = np + 1 and 12 is an integer, then z(t) is a periodic solution (not 
slowly oscillating) of 
z’(t) = +lf(z(t - I)) (2.5) 
where fi = oo\. Since (2.5) will also have a slowly oscillating periodic solution 
(under reasonable further assumptions on f), uniqueness will fail. Recent 
results [9, lo], which were actually motivated by Cooke’s observation, allow 
more precise statements. It is known that (2.2) h as a slowly oscillating periodic 
solution if OL > (z-/2), but using [9, lo] one can easily see that (2.2) has a non- 
constant periodic solution which is not slowly oscillating for any 01 > (5a/2). 
The technique of proof we shall use here has a long history. Comparison 
techniques were used by Myschkis in studying general scalar, linear F.D.E.‘s; 
see [7, pp. 60-611. Kaplan and Yorke [5, 61 h ave used the same idea very fruit- 
fully in studying the nonlinear equation (2.1). Most recently, Walther [14] 
has given a nice refinement of the Kaplan-Yorke work and applied it to a 
bifurcation question. We shall give a further sharpening of Walther’s argument 
and prove that it is sufficient to obtain our uniqueness result. 
THEOREM 2.1. Let g be a Cl function such that g(0) = 0 and g’(x) > 0 
for -b < x < a, where a, b > 0. Assume that x(t) is a slowly oscillating periodic 
solution of x’(t) = -g(x(t - 1)) such that -b < x(t) < a for all t. Suppose 
that f  is a Cl function such that f  is odd, f  ‘( x is monotonic decreasing for 0 < x < a ) 
and f’(x) is monotonic increasing for -b < x < 0. Assume that either (A) 
g’(x) < f’(x) for -b < x < a or (B) f’(x) < g’(x) for -b < x < a. Assume 
that y(t) is a periodic solution of y’(t) = -f(y(t - 1)) such that (1) -b < 
y(t) < a for all t, (2) y(t) > 0 for 0 < t < 2, (3) y(t + 2) = -y(t) for all t 
and (4) y(-t) = -y(t) for all t. Write Y(t) = (y(t), y’(t)) and X(t) = 
(x(t), x’(t)) and let C, and C, denote the simple closed curves in the Cartesian 
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plane given by Y(t) and X(t) respectively. Then if assumption A holds and C, 
is contained in the closure of the interior of C, , C, and C, have no points in 
common. If assumption B holds and Cr is contained in the closure of the interior 
of C, , C, and C, have no points in common. 
Proof. We shall consider case A, since the proof in case B is exactly analogous. 
Suppose that zr is the first zero of x(t) for t > 0, za is the second zero and z, 
the third, The piece of C, with nonnegative second coordinate is parametrized 
by X(t) for zr + 1 < t < z, + 1. Similarly the piece of C, with nonnegative 
second coordinate is parametrized by Y(t) for 3 < t < 5. 
Assume that C, and C, have a point P in common. We want to obtain a 
contradiction. First, we can assume P = Y(t) for some t with 3 < t < 5. 
If  not, we define xl(t) = -x(t + zr), gr(x) = -g(-x), yl(t) = -y(t + 2) = 
y(t) and fi(x) = -f(-x) = f(x) and we observe that 
x;(t) = -&dt - 1)) 
(2.6) 
Y;(t) = -fdn(t - 1)) 
By working with 3cr and yr we find that XI(t) = (xl(t), x;(t)) and YI(t) = 
(a(t>,rXt)) have a point Ydt) in common for some t with 3 < t < 5. Thus 
we may as well assume from the beginning that P = Y(tJ = X(T,), where 
3<t,<5andz,+l<T,<z,+l. 
We now follow the standard comparison procedure. Define r with 3 < T < 4 
by Y(T) = x(zr + l), so that y(t) < min, x(s) for 3 < t < T. For T < t < t, 
define T: [T, tl] --f [zr + 1, TJ by y(t) = x(T(t)). Since x is strictly monotonic 
increasing on [zr + 1, xa + 11, the map t + T(t) is well-defined and continuous; 
since x’(t) > 0 for zr + 1 < t < za + 1, T is differentiable for T < t < t, 
and also differentiable at t, if TI < za + 1. The fact that Cr is outside C, 
implies 
T’(t) - y’(t)(x’(T(t)))-l > 1 (2.7) 
where T’(t) is defined. 
We now follow Walther [14] and consider two cases. 
Case 1. Assume that Y(t) $ C, for 3 < t < 4. It follows that the inequality 
(2.7) is strict 
T’(t) > 1 for T<t<d (253) 
We claim that T < t, - 1. I f  TI = .za + 1 we must have t, = 5, and it is 
certainly true that T < t, - 1. I f  TI < za + 1 we know that T is differentiable 
at t, and we have 
y’(tl) = x’( TJ T’(t,) = x’( TI) (2.9) 
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so that T’(t,) = 1. Furthermore the equality (2.9) implies that 
fb@l - 1)) ==&(Tl - 1)) (2.10) 
Since we assume that f(u) < g(u) for --b < u < 0 andf and g are monotonic 
increasing on (-A, 0), equation (2.10) implies that 
x(T, - 1) < 4’(tr - 1) (2.11) 
and (2.11) gives (because x(zr + 1) = min, x(t)) 
.y(z1 + 1) < JJ(ti - 1) (2.12) 
Equation (2.12) implies that 7 < t, - 1. 
Notice that we can assume in case 1 that t, = inf{t > 4: I’(t) = X(7’(t))} 
so that we also have T’(t) > 1 if 4 < t < t, . Using this observation and 
the fact that 7 < t, - 1 we find 
1 
fl 
ldt=l< 
* t,-I I 
II 
T’(t) dt = Tl - T(t, - 1) or T(t, - 1) < Tr - I 
tx-1 (2.13) 
Equation (2.13) and the monotonicity of x imply that 
y(t1 - 1) = x(T(t, - 1)) < X(T, - 1) (2.14) 
and (2.11) and (2.14) give a contradiction. 
Case 2. Since we obtained a contradiction in case 1, we can suppose there 
exists a number t, , 3 < t, < 4 such that Y(tl) = X(T,) for some Ti with 
a1 + 1 < Tr < za . I f  Tl = zr + 1, we would necessarily have y’(Q = 0 and 
t, = 3, which we assumed not to be the case. Therefore we have zi + 1 < 
Tl < .=z , and if 7 and the function T are defined as in case 1, T maps the 
nontrivial interval [T, tr] onto [a1 + 1, TJ. Since y’(t) - x’(T(t)) 2 0 for 
7 < t < t, (C, is outside C,r) and I’ = x’( T,), we find 
([y’(f) - y’(Q] - [x’( T(t)) - x’( T,)])(t - t,)-l < 0 (2.15) 
for 7 < t < t, . Replacing y’(t) by -f(y(t - 1)), x’(T(t)) by -g(x(T(t) - 1)) 
etc. in (2.15) and taking the limit as t approaches t, gives 
-f(y(tl - l))$(tr - 1) + g’(x(T, - 1)) r’(T, - 1) < 0 (2.16) 
In obtaining (2.16) we have also used the fact that 
T’(t,) = 1 
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We know that tr - 1 < 3 so we have 
--f’(y(t, - 1)) < 0 and 
y’(tl - 1) < 0 
(2.17) 
If  we also knew that x’(T1 - 1) >, 0, equations (2.16) and (2.17) would give 
a contradiction, so we can assume x’( 7’r - 1) < 0. The latter inequality implies 
that 
T,-l<.zz,f-1 
and of course we also know that 
(2.18) 
21 < 7-1 - 1 (2.19) 
Because of (2.18) and (2.19) there exists a number 7* with 2 < 7* < 3 
such that 
y(T*) = .x(T, - 1) (2.20) 
The fact that C, is outside C, implies that 
We also know that 
Y’(T*) < x’(T1 - 1) < 0 (2.21) 
-x’(TJ = g(.x(T, - 1)) = f(y(t, - 1)) = -y’(tr) (2.22) 
and (2.22) and the assumptions on f  and g imply 
x(T, - I) <y(t1 - 1) < 0 (2.23) 
Up to this point we have not used the fact that f  is concave up on (-CL), 0] 
and concave down on [0, CD). Using this concavity we derive from (2.23) that 
f’(Y(4 - 1)) 2 f’(4Tl - 1)) > g’(4T1 - 1))) (2.24) 
Equations (2.16) and (2.24) imply that 
x’(T, - 1) < y’(t* - 1) < 0 (2.25) 
and so we find that 
?,‘(T*) < y’(t1 - 1) < 0 (2.26) 
Until now we have not really used any special features of the function y(t). 
The defining equation for y  shows that y  is monotonic decreasing on [l, 21 
and we assume y(t) > 0 for t E [l, 2). Since 
Y’(t) = -f(YG - 1)) 
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we must have y’(t) strictly monotonic increasing and negative on [2, 3). I f  
we now use (2.26) and recall that the numbers T* and t, - 1 lie in the interval 
(2,3) we obtain 
2 < T* <t,-1 t3 (2.27) 
Since y  is monotonic decreasing and negative on (2,3), we find that 
Ye1 - 1) < Y(T*) < 0 (2.28) 
Finally, we see from (2.28) that 
f(Y(h - 1)) < fb(T*N = fw-1 - 1)) <&wTl - 1)) (2.29) 
Equation (2.29) contradicts (2.22) and completes the proof. 1 
Remark 2.1. In [14] Walther compares a slowly oscillating periodic solution 
of x’(t) = -g(x(t - 1)) to the solution y(t) = c sin((n/2)t) of y’(t) = 
-(~~/2)y(t - 1). The basic observation of Theorem 2.1 is that a refinement 
of Walther’s proof allows one to compare x(t) with a “sinusoidal” function 
y(t) (in the sense of Theorem 2.1). This generalization is crucial for our 
uniqueness result. 
THEOREM 2.2. Suppose that a > 0 and let h: [-a, a] + Iw be an odd, Cl 
function such that h’(x) > 0 for x E [-a, a] and h’(0) = 1. (We allow the 
possibility a = 00). dssume that h’( ) x is monotonic decreasing (not necessarily 
strictly) for 0 < x < a and monotonic increasing for -a < x < 0 and suppose 
that d(x) = h(x) x-l is strict5 monotonic decreasing for 0 < x < a. Then if 
0 < (Y < ~12 the equation 
x’(t) = --Lllh(x(t - 1)) (2.30) 
has no slowly oscillating periodic solutions x(t) such that -a < x(t) < a for all t. 
I f  a: > ~12, equation (2.30) has at most one slowly oscillating periodic solution 
x(t) such that --a < x(t) < a for all t. 
Proof. First extend h to a map h,: R 4 R by demanding that h, be odd 
and defining 
h,(x) = h(x) for O<x<a 
(2.31) 
h,(x) = h(u) + h’(a)(x - a) for x > a 
One can easily check (using the fact that h(u) > h’(a)a) that h, is Cl, h;(x) is 
monotonic decreasing for x > 0 and h,(x) x-l is strictly monotonic decreasing 
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for x > 0. Select a positive number b such that b > 1 and b > a and define 
a map ha: R -+ R by h&-x) = -ha(~) for x 3 0 and 
h&9 = h,(x) for O<x<b 
(2.32) 
ha(x) = h,(b) + h;(b) ln(1 + m - b) for x>b 
If one recalls that h,(x) - x/z;(x) > 0 f  or any x > 0, it is a simple calculus 
exercise to verify that h, is Cl, hi( x is monotonic decreasing on [0, co), h,(.v) x-r ) 
is strictly monotonic decreasing on [0, co) and lim,,, h,(x) x-l = 0. 
With this definition of h, , the results of the first section show that for each 
B > (r/2) the equation 
y’(t) = -/3h,(y(t - 1)) (2.33) 
has a unique solution y,(t) such that (1) y8(t) > 0 for 0 < t < 2, (2)ya(t + 2) = 
-ya(t) for all t and (3) ya( -t) = -ya(t) f  or all t. Furthermore, we know that 
if c, = yB(l), then c, is a strictly monotonic increasing and continuous function 
of /3 and that limB+(n,,a)+ c, = 0 and lim,,, cs = co. 
Now suppose that 0 < 01 < (42) and that x(t) is a slowly oscillating periodic 
solution of (2.30). We want to obtain a contradiction. Define X(t) = (x(t), x’(t)) 
and Y,(t) = (yO(t), y;(t)) and let C, and C, B b,e the simple closed curves 
given by X(t) and Y,(t) respectively. Define /?* = mf{fi > n/2: C, is contained 
in the closure of the interior of Crs}. By using the ideas of the first section 
and the fact that sz ha(~) dx = 00, it is not hard to see that any compact set 
will be contained inside Crfl for p large enough, so /I* is well-defined. Since 
limB+(nla) cs = 0 it must be that /3* > 42. It is also clear that CYB* and C’, 
have a nonempty intersection. 
Now we apply Theorem 2.1. In the notation of Theorem 2.1 take g = arlz, , 
f = fi*h, and y  = ?/B*. Since 01 < rr/2 < /3*, Theorem 2.1 implies that C, 
and Gp, have an empty intersection. This is a contradiction and implies that 
(2.30) has no slowly oscillating periodic solutions for 0 < 01 < 42. 
Assume now that o( > (7r/2) and that x(t) is a slowly oscillating periodic 
solution of (2.30) such that 1 x(t)1 < a for all t. To prove uniqueness of such 
a solution, it suffices to prove that *v(t) = n(t). As before define 8” = inf@ > 
42: C, is contained in the closure of the interior of C, }; ,E* is defined and 
CyB* has nonempty intersection with C, . We claim that I* < CL If not, define 
f(x) = /3*h2(x), g(x) = ah,(x) and y(t) = yB*(t) and observe that all hypotheses 
of Theorem 2.1 are satisfied. Therefore, Theorem 2.1 implies that CrB* and 
C, have no points in common, a contradiction. We conclude that ,3* :< IY. 
Next define pr = sup{/3 > n/2: CyB is contained in the closure of the interior 
of C,}. Since lims-,(nPzj cu = 0, we see that p* is defined, and of course Crfl* 
has nonempty intersection with C, . We claim that /3.+ > CL. If  not, define 
f(x) = p*h2(x), g(x) = ah,(x) and y(t) = am, and apply Theorem 2.1. We 
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obtain that Cr, 
* 
and C, have empty intersection, and this contradiction implies 
p* 2 a* 
To complete the proof, observe that C, is contained in the closure of the 
interior of C But we know that ca is a szctly monotonic increasing function 
of p, so we ‘%.ist have p* < j?*. Since we proved above that p* < 01 G-<*, 
we conclude that /3* = 01 = /3*. From the above equality it is clear that as 
sets C, and C,= are equal. However, Lemma 3.2 of [5] enables us to conclude 
that in fact x(t) = ym(t) for all t. Note that in [5] the (x(t), x(t - 1)) phase 
plane is used instead of the (x(t), x’(t)) phase plane, but Lemma 3.2 is still 
valid. n 
As a corollary of Theorem 2.2 we can obtain uniqueness results for slowly 
oscillating periodic solutions of 
x’(t) = -ca(t - 1) N(x(t)) (2.33) 
COROLLARY 2.1. Let N: R - R be a locally Lipschitxian function such that 
N(0) = I, N(4) = N(x) fOY all x, N(x) > 0 fOY --a < x < a, N(a) = 0 
and N is strictly monotonic decreasing on [0, u]. Then foY each 01 > 42 equation 
(2.33) has precisely one slowly oscillating periodic solution x&t) and 1 x,(t)1 < a 
for all t. For 0 < CY < 42, equation (2.33) h as no slowly oscillating periodic 
solutions. 
Proof. Let x(t) be any slowly oscillating periodic solution of (2.33). We 
claim that 1 x(t)1 < a for all t. I f  we define /3(t) = --m(t - 1) and consider 
/3(t) a known function, then x(t) satisfies the ordinary differential equation 
-r’(t) = B(t) NW (2.34) 
Notice that the constant functions +a and --a are also solutions of (2.34). 
Since N is locally Lipschitzian we have uniqueness of solutions of the initial 
value problem for (2.34). Therefore if x(t,) = a for some t,, , we must have 
x(t) = a for all t, and this contradicts x(O) = 0. It follows that x(t) < a for 
all t and a similar argument gives x(t) > --a for all t. 
Now we simply use a trick from [I 1, pp. 276-2771. Define f(y) by 
df 
- = Nf(Y)) dy 
f(O) = 0 
(2.35) 
Notice that f(y) is defined for all y, f is strictly monotonic increasing, 
lim,,, f(y) = a and lim,,-, f(y) = --a. It is also easy to see that f is odd 
(because N is even) and that y(y) is strictly monotonic decreasing on [0, oo) 
(because N is decreasing on [0, a]). The latter fact implies that f(y) y-l is 
strictly monotonic decreasing on [0, io). 
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By our remarks above we see that if x(t) is a slowly oscillating periodic solution 
of (2.33), then x(t) = f(y(t)) and y(t) is a slowly oscillating periodic solution of 
Y’W = -af(-v(t - 1)) (2.36) 
Conversely, a slowly oscillating periodic solution y(t) of (2.36) gives a corre- 
sponding solution x(t) = f(y(t)) of (2.33). H owever, Theorem 2.2 implies that 
(2.36) has a unique slowly oscillating periodic solution n(t) for each 01 > r/2 
and that ya(t) satisfies (1) y,(t) > 0 on (0, 2); (2) y&--t) = -yol(t) and (3) 
ya(t + 2) = -ya(t). It follows that for 01 > IT/~ (2.33) has a unique periodic 
solution x&t) with these same three properties. Similarly, Theorem 2.2 implies 
that (2.33) has no slowly oscillating periodic solutions for 0 < 01 < m/2. 1 
As an immediate consequence of Corollary 2.1 we obtain a uniqueness 
result for an equation studied by G. S. Jones [3]. 
COROLLARY 2.2. For each 01 > 742 the equation 
x’(t) = --olx(t - l)(l - (x(t))‘) (2.37) 
has a unique slowly oscillating periodic solution xm(t). Furthermore x,(t) satisJies 
(1) x,(t) > Ofor 0 < t < 2, (2) x,J-t) = -x,(t) for all t and (3) x,(t + 2) = 
-xa(t) for a21 t. If 0 < 01 < 42, equation (2.37) h as no slowly oscillating periodic 
solutions. 
Remark 2.2. Let f: R + R be a Cl function such that f’(y) > 0 for all y, 
f’(0) > n/2, f(0) = 0 and f is bounded below. Assume that we know that 
the equation 
y’(t) = -fMt - 1)) (2.38) 
has a unique slowly oscillating periodic solution (as we will under the hypotheses 
of Theorem 2.2). Denote this unique solution by x(t) and suppose that x(t) > 0 
for 0 < t < {r and x(t) < 0 for [i < t < 5, , so x has period c2 . Define 
X(t) = (x(t), x’(t)) and let C, be the simple closed curve given by X(t). I f  
4: [0, I] - [w is a continuous function which is strictly positive on (0, 11, 
let y(t) = y(t; 4) be the unique solution of 
Y’(t) = -f(YP - 1)) for t>l 
?‘w = WI for O<t<l 
(2.39) 
If  we define Y(t) = (y(t),y’(t)), then results of Kaplan and Yorke [5, 61 
immediately imply that given any E > 0, there exists t(c) > 1 such that 
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for t > t(e); of course d(q, C,) d enotes the distance of a point 4 in the plane 
to C, . I f  we denote by zi , i 3 1, the consecutive zeros ofy(t) (with zI > I), one 
can prove (using (2.40) and further argument) that lim,,, zai+i - zai = <i 
and lim,,, .++a - zpi = (a - & . In particular, if f  is odd we must have 
lim,+, zifl - zi = 2. This theorem (whose proof we omit for reasons of 
length) provides a rigorous explanation of a phenomenon observed in many 
numerical studies. 
Remark 2.3. We have allowed the case a < cio in Theorem 2.2 in order 
to provide some information about an interesting class of examples suggested 
by Yorke. Yorke’s equations are modifications of equations suggested and 
studied numerically by Glass and Mackey [I], w h o were interested in a mathe- 
matical model of certain diseases. Consider then 
x’(t) = -af(m(t - l)), where 
(2.41) 
f(u) = u(l + (Uyy 
The structure of the complete set of periodic solutions (of minimal period 
greater than 2) of (2.41) is not well understood, but numerical studies suggest 
that for m large enough (for example, m = 4) and a certain range of 01 (dependent 
on m) the equation (2.41) may have many distinct periodic solutions. In fact, 
for certain (Y, the dynamics of (2.41) seem “chaotic.” Nevertheless, the results 
of Section 1 show that for each ir > r/2 (2.41) has a unique solution x,(t) 
such that (1) .z;(t) > 0 for 0 < t < 2, (2) .x&t + 2) = -a(t) for all t and 
(3) .7,(--t) = -s,(t) for all t. For 0 < a: < 7r/2, there is no such solution. 
Furthermore, a simple calculation shows that if Y,~ = (2m)-l, f’(u) > 0 for 
0 < 24 < (1/(2m - l))‘rn = a, , f”(u) < 0 for 0 < u < ((2m + 1)/(2m - l))‘m 
and f(u) u-l is strictly monotonic decreasing for all u 3 0. It follows from 
Theorem 2.2 that if 0 < 01 < 7r/2 equation (2.41) has no slowly oscillating 
periodic solutions .x(t) such that 1 x(t)1 < a, for all t. I f  ti > r/2, (2.41) has 
at most one slowly oscillating periodic solution s(t) such that j x(t)] < a, 
for all t. Numerical studies suggest that these results are far from best possible. 
Remark 2.4. Define X = CIO, l] and let C denote (4 E X: 4(O) = 0 and + 
is monotonic increasing on [0, l]]. Let f  b e a real-valued continuous function 
such that j(O) = 0, f  is bounded below and f  is monotonic increasing. For 
each (Y > 0 and $ E C, let “(t; 4, a) d enote the unique continuous function 
s: [0, E) 4 R such that s j [0, I] = + and x(t) satisfies (2.1) for t 3 1; let 
~~(4, a) = zi denote the first zero of x(t) for t 3 1 and ~a(+, a) = za denote 
the first zero of x(t) for t > zr + 1. Define a compact, continuous map Fe: 
C ---f C by F,q5 = #, where #(s) = ~(.za + s; 4, a) if z,(+, a) < cc and JI = 0 
otherwise. If  one can prove that (2.1) h as at most one slowly oscillating periodic 
solution, then results from [5] immediately imply that any fixed point of F,j 
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for some j > 1 is necessarily a fixed point of F, . However, for equations like 
(2.41) numerical studies suggest that for certain ranges of OL, F,” may have a 
fixed point which is not a fixed point for F,t for 1 < j < n. 
3. SOME EXAMPLES OF NONUNIQUENESS OF PERIODIC SOLUTIONS 
We shall consider here some examples modeled loosely on the equations 
discussed in Remark 2.3 of the previous section. Although our techniques 
apply to the equations considered in Remark 2.3, the discussion will be simplified 
by considering 
x’(t) = -af(x(t - 1)) (3.1) 
where 
f(x) = x if Ix]<1 
f(x) = 1 x Jp sgn(x) if lscl>l 
(3.2) 
The letter r in (3.2) will always denote a positive number and of course sgn(x) = 
+l if x > 0 and sgn(3c) = - 1 if .T < 0. In this section we will always use 
the symbol f(x) to denote a function of the type in equation (3.2). Our precise 
theorem is the following. 
THEOREM 3.1. Let f(x) be defined as in equation (3.2). Then for every 01 > 
(x/2), equation (3.1) has precisely one periodic solution y,Jt) = y(t) such that 
(a) y(t + 2) = -y(t) for all t, (b) y(-t) = -y(t) for all t and (c) y(t) > 0 
for 0 < t < 2. If Y > 2 (Y is as in the de$nition of f(x)), there exists a positive 
number t9, such that for 01 >, ,G,. equation (3.1) has a slowly oscillating periodic 
solution x=(t) and x, # ye . Furthermore, for a > fir there exists a positive constant d 
(independent of CL) and a number qa 3 dor% + 2, l 1 == (Y - 2)(r + 1)-l, such that 
x,(t + qJ = -x,(t) for all t and x,(t) > 0 for 0 < t < q,, . 
Remark 3.1. We believe that there is a qualitative change in the nature 
of the equation at Y = 2. Although we shall not prove this here, the same 
kind of argument which we shall use to prove Theorem 3.1 can be used to 
show that if 0 < Y < 2, there cannot exist a sequence of slowly oscillating 
periodic solutions a, of (3.1) w h ose periods approach infinity as 01 approaches 
infinity. In fact we suspect that for 0 < Y < 2, the functions y,(t) are the only 
slowly oscillating periodic solutions of (3.1). 
Remark 3.2. For the sake of simplicity we shall not try to give sharp 
estimates of the size of /3,. . For a given a and function f(x), the ideas we give 
can often be applied to prove the existence of a solution x,(t) as in Theorem 3.1, 
although the computations involved may become unpleasant. For example, 
if f(x) is given by (3.2) for r = 7 and if 01 = 8, we have proved the existence 
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of a slowly oscillating periodic solution x(t) of (3.1) and of a number 4 > 6 
such that zc(t + 4) = -x(t) for all t and x(t) > 0 for 0 < t < q. 
The outline of the proof of Theorem 3.1 is simple. We shall define a closed 
bounded convex set Km,, = K in CIO, l] and define a compact, continuous 
map F,: K ---f K whose fixed points correspond to the desired periodic solutions 
x&t). The definition of K,,, is simple. 
DEFINITION 3.1. Koll. = (4 E C[O, 11: 4 is monotonic decreasing (not 
necessarily strictly) on [0, I], 4(O) < o[ and 4(l) = (+)(l + 51/2) a’, E = 
(y + 1)-l>. 
For each function $ E C[O, 11, let ~(t; 4, a) = x(t) denote as usual the unique 
solution x(t) of (3.1) for t 3 1 such that x 1 [0, I] = 4. 
LEMMA 3.1. Suppose that Y > 1 is the constant in equation (3.2) and dejne 
constants k = (*)(l + S/e), E = (Y + 1)-l, and c = [(2’-l - 1)(21-r)(~ - l)-llE. 
Let 01 be such that Q > korC (so K,,, is nonempty) and 01~ > kr. Assume that 
y% E K,,, and denote b-v x(t; 4, a) = x(t) the corresponding solution of (3.1) for 
t 3 1. Then if z1 > 1 denotes the Jirst zero of x(t), we hawe z1 > 3, and x(t) 
is concuwe down on [I, zl] and monotonic decreasing on [0, z1 + I]. I f  we define 
&,(t) = .x(x1 - 1 + t) for 0 < t < 1 and m = &o(O), we have C(Y’ < m < CX’, 
I&(O) = -& < -k-r& and&(l) = -am-‘. 
Proof. The fact that x(t) is monotonic decreasing on [0, z, + l] follows 
immediately from (3.1) and depends only on ti being positive. If  we set k = 
(+)(I + 51i2), (3.1) also yields for 1 < t < 2 
44 = -af(@ - 1)) > -af@(l)) 
= -cr(k&c 
> --orEk-l 
(3.3) 
In deriving (3.3) we use that LYE > 1; from (3.3) we obtain that 
x(2) > k& - k-Q = 01’ 
Applying the same kind of reasoning for 2 < t < 3 we find 
x’(t) > -c+y = -a’ 
and consequently 
X(3) > d - c8 = 0 
(3.4) 
(3.5) 
(3.6) 
This proves that z1 > 3. 
Define t, to be the first time t > 0 such that x(t) = 1. It is clear from (3.1) 
and the form of f(x) that x(t) is concave down on [l, t, + 11. Because aE > 1 
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equation (3.4) implies that t, > 2. Our previous remarks show that in order 
to prove x(t) is concave down on [l, zi] it suffices to show that 
z1 ==c t, + 1 (3.7) 
Since we know that t, > 2 we can conclude that x(t) is monotonic decreasing 
on [ti - 1, tt] and that 
1 < x(t) < k& for t, - 1 < t < t, 
Inequality (3.8) implies that for t, < t < t, + 1 one has 
(3.8) 
r’(t) = -af(x(t - 1)) 
< -a(hy (3.9) 
= -k--7& 
We conclude from (3.9) that 
$1 + 1) < 1 - K-‘CYc 
However, we have assumed that 
(3.10) 
I - k-‘aC < 0 (3.11) 
so we have that x(t, + 1) < 0, and it follows that inequality (3.7) is valid. 
It remains to obtain the estimates on #s(O) = m and &(O); the formula 
for r&(l) follows immediately from (3.1). First suppose that m > 6. Then 
we have 
zr1 
O=m--a 
I f(W ds > m  - 4(m) z --2: 1 (3.12) 
> iyc - cc” = 0 
which is a contradiction. We conclude that m < &. The mean value theorem 
implies that x’(t) = -m for some t with z1 - 1 < t < xi and we conclude 
from concavity that s’(t) >, -m for z1 - 2 < t ,( z1 - 1. It follows that 
x(t) < m + (zl - 1 - t)m 
forzr-2<t<zr--l.Thusweobtain 
(3.13) 
i 
21-l 
<m--a f Cm + @I- 1 - t)m> dt z --2 
1 
= m _ ~ym-l(y - I)-l[m-‘r-1) - (2m)-lr-l)] 
(3.14) 
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Inequality (3.14) is only valid if 
rn’+l > 01(r - 1)-1(2’-1 - 1)(2l-‘) (3.15) 
which is the desired lower bound on m. 
The estimate for I&(O) follows by observing 
?Km = -~f@h - 2)) -=c -~f(W> (3.16) 
The essence of the proof of Theorem 3.1 will be to have sharp estimates 
on ~(zi + 1) and .1c(zi + 2) in terms of powers of m = ~(zr - 1). Our next 
two lemmas isolate the precise results we shall need. 
LEMMA 3.2. Let f(x) be a~ in equation (3.2) with r > 1. For q5 E K,,, , let 
x(t) = x(t; 4, a) be the corresponding solution of (3.1) for t > 1 and let z, denote 
the Jirst t > 0 such that x(t) = 0. Dejine &,(t) = x(zl - 1 + t) for 0 < t < 1 
and define #l(t) and &(t) for 0 < t < 1 by 
(3.17) 
De&e E = (r + 1)-l and m = 1,$(0). Then there exist constants cl and 01~ , 
independent of CY and 4 E K,,, , such that for a >, 01~ one has 
a+bl(l) > ml[(+) + (r - 1)-r] - clmrti-f(7-1). (3.18) 
Proof. Select olo so that all the hypotheses of Lemma 3.1 are satisfied for 
cd > cd0 . Define 6,) 0 < 6, < 1, to be such that $,,(l - 6,) = 1. Since 
1 a&(t)1 < Lym+ for 0 < t < 1, we must have 
m’o1-1 < 6, (3.19) 
To estimate I,&(I), observe that 
h(l) = a JlaOf (h(4) ds + 01 s:_, f  (A,(s)) ds 
0 0 
= 4 + 4 
(3.20) 
Because of the special form off and the definition of 6, we have 
I2 = a s l;6 1Go(s) ds (3.21) 0 
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Since y&,(s) is concave down, &,(l - S,) = 1 and &,(I) = 0 we obtain 
4 > H4J > (Q) m’ (3.22) 
To estimate 1r recall that by concavity we have 
&(s) < 1 + (1 - 6, - s) 01171-r (3.23) 
for 0 < s < 1 - 6, . Using (3.23) we see that 
s 
l-6, 
11 2 a f(1 + (1 - 6, - s) MZ-~) ds o 
s 
1+(1--6&m? 
= m7 
f (4 du (3.24) 
1 
= mr(r - l)-l[l - (1 + (I - 6,) am-r)-(T-l)] 
If we recall that cd < m < &, where c is as defined in Lemma 3.1, it is easy 
to see that 
(1 + (1 - 6,) tim-r)-(r-l) < (1 - S,)(l-r)(l + CI-~)(~--‘) a~(~-~) (3.25) 
In order to estimate the right hand side of (3.25), we need an upper bound 
on 6, . Just as in Lemma 3.1, concavity of x(t) on [l, zr] implies that 
I vW)l 3 4(m + (1 - W (3.26) 
for 0 < t < 1. In particular, if we restrict t by 1 - A < t < 1 we find 
I v%(t)l 3 am-7(l + A)+ 
It follows from (3.27) that if A is such that 
Lam--(1 + A)-’ > 1 
then we have 6, < A and in fact 
6, <$(l + A)’ 
(3.27) 
(3.28) 
(3.29) 
If we define A = 201?, then because m < CP, one can verify that (3.28) will be 
satisfied if 
2 > (1 + 2a-E)T (3.30) 
Thus, if we select OCR 3 or, such that 2~~ < , 4 for 01 > (or and (3.30) is satisfied 
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for 01 3 OCR , we certainly have 6, < (&). Using this estimate in (3.25), we find 
(1 + (1 - 6,) am- 7)-M < (g)(l-r,(l + (~))(l--F)a-d-l) 
(3.31) 
= w-+l) 
Combining (3.31), (3.25) and (3.24) yields 
I1 > rn’(Y - 1)-l - Crmr&r--l) (3.32) 
and (3.32) and (3.22) give the desired estimate for &(I). 1 
We next need to estimate #,(I), where &(t) is defined as in Lemma 3.2. 
LEMMA 3.3. Let notation and assumptions be as in Lemma 3.2. Then there 
exist positive constants cg and c+ , independent of 01 and 4 E K,,, , such that for 
a > a2 one has 
#a(l) < mr[(&) + (y - 1)-l] - c.p-l. (3.33) 
Proof. Define 6, , 0 < 6, < 1, by #r(S,) = 1 and recall that I,&( 1 - 6,) = 1. 
Suppose that ol > a1 (01~ as in Lemma 3.2) and that 301~ < 1, and recall that 
it was proved in Lemma 3.2 that 6, < 2ol?. The defining equation for &(t) 
implies that #l(t) is concave up on [0, 1 - A,,] and hence that t&(t) > #i(O) = 
am-’ on [0, 1 - S,]. I f  we have 
mTcl < 1 - 6, (3.34) 
We can conclude that 6, < 111’Ly-l. However, since mroL-l < 01+ and 1 - 6, 
1 - 20~?, our assumption that 3or-E < 1 implies that (3.34) is true, and we 
have the given estimate on 6, . Furthermore, since #s is concave up on [0, S,] 
we have 
&(s,) = a f’f&(t)) dt = o1 /‘I #Jt) dt < i+) < $ (3.35) 
0 0 
Since #o(t) is concave down, if we set -PO = I&(O), we have 
and (3.36) implies 
f(lCloW 3 fb - Both 6,<t<1-?io 
(3.36) 
(3.37) 
505/34/I-4 
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It follows from (3.37) that for S, < t < 1 - 6, we have 
> 1 + 01 ~tfwo@l~ - MS - u ds 1 
(3.38) 
= 1 + a@ - l)-lp,l[(&(s,) - &(t - sl))+-l) - ($&(&))-‘7-1’l 
Using (3.38) we find that 
(3.39) 
If we change variables in the integral in (3.39) by defining u = $f(t) and if 
we define y = &,o(~,&(S,))r-l a-l we obtain 
= (t,&(s,)) I”-)/ [(I - 1) y(” - 1) + 1]--7(r-1’-1 du 
(3.40) 
< (&,(s,))’ j)~) [(r - 1) Y(U - 1) + ll--r(r-l)-l du 
For y > 0 define a continuous function J(y) of y by 
Jy) = lmf(u) [(Y - 1) y(u - 1) + I]-‘+--l)-’ du (3.41) 
Notice that j is continuously differentiable for y > 0 because r > 1; if we 
want J to be continuously differentiable at y = 0 we need r > 2. It is clear 
that for 0 < y < y,, one has 
Y(Y) G JI(Yo) -=c 0 (3.42) 
so that for 0 < y ,( y,, one has 
J(Y) G J(O) + lI(YcJY 
= (y - 1)-l + JYYCJY 
(4.43) 
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The estimates of Lemma 3.1 (and the fact that & < m) imply that 
Y = &($&4>~-1 < a-< < q = yo (3.44) 
so using (3.43) and (3.44) we conclude that there is a positive constant da = 
J’(u:‘) such that 
s 
l-6, 
a f(W)> dt < (Ib0@1))T(y - 11-l - 4Bo(lcro(w-1~-11 (3.45) 
61 
I f  we view (Clo(&,) as a variable 6 satisfying 0 ,( l < M < d and recall that 
/3o f  m, it is a calculus exercise to check that if 
Y(Y - l)-’ 3 (2Y - 1) d*cP (3.46) 
then the right hand side of (3.45) achieves its maximum at [ = m. Thus select 
01s such that for 01 > 01~ inequality (3.46) is satisfied. Then for 01 > (Y? (3.45) 
gives 
r 
l&-6@ 
a f(~)~(t)) dt < wf[(r - 1)-i - d2&,omr-W] (3.47) 
- 61 
Recall that if we use (3.32) and possibly increase OLD, we can assume that 
for a 3 tie 
w - %I) 3 (NY - 1)-'m' (3.48) 
Using (3.48) and the fact that 6, < (constant) IYP, we find that 
a 
I 
l f(fJlW) < ~Sof(HY - 1)-W 
l-6, 
(3.49) 
where d, denotes some constant independent of 01 3 (~a and . 
To complete the proof of Lemma 3.3 we combine (3.35), (3.47) and (3.49) 
to obtain 
$a(l) < m’[$ + (Y - l))l] - d2m’[6,w1a-‘1 + d3 (3.50) 
Inequality (3.50) and Lemma 3.1 imply that if we increase 01~ and choose a 
positive c:, appropriately we obtain 
$q I) < my+ + (Y - 1)--i] - c*m’-1 (3.51) 
which is the desired estimate. 1 
With the aid of Lemmas 3.1-3.3 the proof of Theorem 3.1 is now relatively 
straightforward. 
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Proof of Theorem 3.1. Suppose that CY > max(c+ , a*) and for + E K,., let 
x(t) = x(t; 4, CY) denote the corresponding solution of (3.1). I f  zi is the first 
zero of x(t) and I,& and +I are as defined in Lemma 3.2, the oddness of the 
function f(x) implies that 
4% + 2) = -W) + #2(l) 
By Lemmas 3.2 and 3.3 this implies that 
(3.52) 
X(zl + 2) < clmra-f(r-l) - cZmr-l 
< cp - c2mr-l 
(3.52) 
Since we are assuming Y - 1 > 1, it follows from (3.52) and Lemma 3.1 that 
for 01 sufficiently large, say d > /3r , and for some positive constant ca we have 
x(zl + 2) < -c3a(‘-l)~ (3.53) 
Furthermore, we can also assume that for a: > /3,. 
c3a(r-1)E > kolf (3.54) 
where k = (#(I + 51/*). 
For 01 3 /3, and 4 E Km,T, define 7 = ~(4, a) to be the first time t 3 
z,(+, a) + 1 such that .r(t) = -&, where x(t) = x(t; 4, a). The remarks 
above show that T(+, a) is well-defined and ~(4, a) > z, + 2. Since we already 
know that zi - 1 >, 2 (by Lemma 3.1) we conclude that 
T($, a) - 1 > 4 (3.55) 
for every C#J E K,,, . We leave to the reader the routine verification that the map 
(4, d) 4 ~(4, a) is continuous on its domain. 
For fixed 01 > & define a map F,: Ka,p + K,., by (Fa#) = z,b, where 
I)(t) = --x(7 - 1 + t), O<t<l (3.56) 
and x(t) = .v(t; 4, a), 7 == T(+, a). Our construction shows that #(t) is monotonic 
decreasing on [0, l] and #(l) = k&. Since ( af(u)l < a for all u, we have 
1 ~(,s~ + l)\ < OL and consequently #(O) < a. It follows that $J E Km,, _ Again, 
we leave to the reader the routine verification that F, is a compact map. It 
follows by the Schauder fixed point theorem F, has a fixed point C& , and if 
we use the oddness off, we see that ~(t; #Jo , a) is a periodic solution of (3.1) 
of period p, = Z(T(& , a) - I) = 2q,. I f  we define 
x,(t) = -.r(t + 21 ; &, a) 
it is not hard to see that .rJt) is a periodic solution of (3.1), xa(t) > 0 on (0, q,), 
where qu = T(& , a) - 1, and s,(t + qa) = -x,(t) for all t. 
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The fact that for every 01 > z-r/2 there exists a unique solution y=(t) of (3.1) 
with the properties specified in Theorem 3.1 follows immediately from Theo- 
rem 1.3. 
It only remains to prove that qol > d&l + 2, where pi = (Y - 2)(r + I)-1 
and d is some positive constant. This will certainly follow if we can show that 
the time between zi($, a) and the next zero of ~(t; 4, a) is bounded below by 
daEl + 2 for every 4 E K,,, . Given 4 E K,., , define t, = zi(+; a) + 2 and 
define t, to be the first time t > zi + 2 such that x(t) = -&, where x(t) = 
~(t; 4, LY). We obtain from (3.1) that 
x(ta) - x(tl) = -a fl’f(x(s)) ds 
1 
G cffW2 - 1)) @z - t1) 
= a1-yt2 - tl) 
(3.57) 
If we use (3.53), we obtain from (3.57) that 
c3cPl) - LYE ,< lx--rs(t* - tl) (3.58) 
and dividing by cyf gives 
c301+2k _ 1 < (tz - t1) (3.59) 
Since qd > (ts - ti) + 3, we obtain 
c3cP2)~ + 2 < qa (3.60) 
which completes the proof. 1 
Theorem 3.1 shows that (3.1) may have slowly oscillating periodic solutions 
of arbitrarily large period. We would like to refine this fact by proving that 
there exists a number p, such that for any p > p, there exists OL = CL(~) > /3,. 
and a slowly oscillating periodic solution of (3.1) (for ti = a(p)) of (minimal) 
period p. 
We begin by stating a lemma which is closely related to some known results 
(see Theorem 3.4 in [17] and [16]) but which does not seem to appear in the 
literature in the precise form we need. Since the proof is trivial (with the aid 
of the fixed point index), we sketch a proof. We refer the reader to [15] for 
appropriate definitions. 
LEMMA 3.4. Suppose that X is a complete metric space and an ANR, G is 
an open subset of X and f: G x [a, b] -+ X is a continuous map which takes 
bounded sets to precompact sets. (Recall that any closed convex subset X of a Banach 
space Y is an ANR). Dejine S = {(x, t) E G x [a, b]: f(x, t) = x} and assume 
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S is compact (possibly empty). Defmft(x) = f(x, t) and S, = {(x, T): (x, T) E S} 
and assume i,(f a , G) = the jxed point index of fa on G # 0. Then there exists 
a compact connected set D C S such that D n S, + I$ and D n S, f  4. Further- 
more, if a < t < b, there exists a point (x, t) E D. 
Prooj. Suppose there does not exist a compact, connected set DC S such 
that D n S, # q5 and D n S,, + . Define A = S, and B = S, . According 
to Theorem 9.3 in Chapter I of [18], there exist disjoint compact sets KA 1 A 
and KB 1 B such that S = KA u Ke . It follows that there exists a bounded 
open set Q in G x [a, b] such that S, C 52, Sb n Q = 4 and f(x, t) # x for 
(s, t) E cl(Q) - Q. The homotopy property of the fixed point index implies 
that if Q, = {s: (x, t) E sZ> (we allow Q, to be empty), then 
for a < t < b. However, we know that i,(f b, Q,) = 0, because fb has no 
fixed points in Q, . Since we assume that ix(f u , Q,) # 0, we have a contradic- 
tion. The last statement of Lemma 3.4 follows from the fact that ~(x, t) = t 
is a continuous real-valued function on the compact, connected set D and hence 
must assume every value between a and b. 1 
Before stating our final result, it will be convenient to introduce another 
definition. 
DEFINITION 3.2. C,,, = (4 E C[O, I]: 4 is monotonic decreasing (not 
necessarily strictly) on [0, l] and $( 1) = (i)(l + 511”) d, E = (r + 1)-l}. 
The set C,,, differs from K,,, only in that 4(O) is not assumed bounded 
by 01. The proof of Theorem 3.1 showed that if 01 > fir, the map F, can actually 
be defined on C,,, and FJC,,,) C K,., . It is also clear that if OL and /? are any 
two positive numbers, then C,,, and C,,, are homeomorphic by a map h,,, , 
where 
k,,(4) = p’+ (3.61) 
Thus, if we fix a number /3 2 p,. , then discussing the fixed points of F, in 
C is equivalent to discussing the fixed points of @a in C,,, , where we define 
&y 
@m,(+) = h,.,F,h~,~ (3.62) 
Now can establish our theorem. 
COROLLARY 3.1. Let f  be as defined in (3.2) and assume that r > 2. There 
exists a number p = /$ and a number p, > 0 such that if p > p, , then there 
is a number 01 = a(p) > p and a nonzero, slowly oscillating periodic solution 
of (3.1) (with 01 = a(p)) of minimal period preciseb p. 
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Proof. Let p7 be as defined in Theorem 3.1, take /3 = 8,. , define X = C,,, 
and let GE: X---f X be as defined by (3.62). W e 1 eave it to the reader to verify 
that the map (4, a) + @J$) is continuous in (4, a) and that if, for y  > p, 
S = {(+, a) E X x [/I, y]: @a,(4) = +} then S is compact. Let ~(4, a) -=dee ~~(4) 
be as defined in the proof of Theorem 3.1 and define 
4, 4 = T&i (3.63) 
The map o is a continuous, real-valued function on S, and the minimal period 
of any slowly oscillating periodic solution corresponding to a fixed point of ati 
is 2(0(#, a) - 1). Since u is continuous, define p, by 
PO = suP{2(o(& 8) - 1): pa = 61 (3.64) 
If  p > p, , then by Theorem 3.1 there exists a number y  > /I, such that for 
01 > y  one has 2(a(+, a) - 1) > p if (4, a) E S. 
If  we define S, = ((4, a): @,J$) = C}, work in the space X x [fl, y] and 
apply Lemma 3.4, we find that there exists a compact, connected set DC S 
such that D n S, and D A S, are non-empty. The function 0 is continuous 
on D and since we have 
inf@a(+, a) - 2 : (4, N) E D} < p. 
q@7@, 01) - 2 :(+, a)eD) >p 
(3.65) 
we conclude that there exists (4, a) E D with 2(0(+, a) - 1) = p. This completes 
the proof. 1 
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