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We consider a two-leg Bose-Hubbard ladder in the presence of a magnetic flux. We make use of
Gross-Pitaevskii, Bogoliubov, bosonization, and renormalization group approaches to reveal a struc-
ture of ground-state phase diagrams in a weak-coupling regime relevant to cold atom experiments.
It is found that except for a certain flux φ = pi, the system shows different properties as chang-
ing hoppings, which also leads to a quantum phase transition similar to the ferromagnetic XXZ
model. This implies that population-imbalance instability occurs for certain parameter regimes. On
the other hand, for φ = pi, it is shown that an umklapp process caused by commensurability of a
magnetic flux stabilizes a superfluid with chirality and the system does not experience such a phase
transition.
PACS numbers: 67.85.-d,05.30Jp
I. INTRODUCTION
Quantum systems subject to high magnetic fields are
known to acquire nontrivial characteristics such as the
Hofstadter butterfly [1] and quantum Hall effect [2] in two
dimensional systems. Recently, the so-called synthetic
gauge fields [3–5] available in ultracold atomic systems
pave the way to realizations of such systems. An advan-
tage of cold atoms is that one can control the geometry,
dimension or quantum statistics of systems and param-
eters of microscopic Hamiltonians at unprecedented lev-
els, which is used to explore non-trivial quantum states.
Along these lines of researches, the Hofstadter Hamilto-
nian [6, 7] and Haldane topological model [8] have been
realized in cold atoms.
In addition to such a non-trivial feature of non-
interacting quantum matters, as is well known, an in-
teraction is a key ingredient for the diversity of nature.
Indeed various phenomena such as superconductivity, su-
perfluidity and Mott transition are understood as a con-
sequence of the interactions. One can thus expect the
interaction effects in such topological matters to cause
further non-trivial nature, and effective approaches in-
corporating interactions are required in theory.
In one dimension one can successfully apply field theo-
retical approaches to incorporate interaction effects in a
non-perturbative manner. Thus, reduction of dimensions
would be a way to understand physics involving magnetic
fields and correlations. The minimal model to show non-
trivial effects in the presence of magnetic fields is a two-
leg ladder, and the bosonic version was first discussed
in Ref. [9] in the context of Josephson junction arrays.
In this study, it has been predicted that two different
phases show up: Meissner and vortex phases. While in
the former phase a chiral current analogous to a Meissner
edge current is induced on the legs by a magnetic flux,
in the latter it is significantly reduced due to penetration
of vortices, which is analogous to field-induced vortices
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FIG. 1. A schematic figure of a two-leg Bose-Hubbard model
with a flux φ. In the gauge chosen here, the flux effect appears
only in rung hoppings.
in type-II superconductors. Later on, the theoretical in-
terest has been devoted to the strong correlated regime,
and it has been demonstrated that commensurability of
a particle filling poses a Mott insulator with chirality and
interesting critical properties [10–14].
Remarkably, the two-leg bosonic ladder subject to a
magnetic flux has been successfully realized in an ex-
periment [15], where a weakly-interacting regime is con-
cerned. In this experiment, it has been confirmed that
behaviors of chiral currents are consistent with what has
been predicted in Ref. [9]. Thus it seems that a basic
consensus in a weak-coupling regime is obtained.
More recently, however, it has been argued in Ref. [16]
that in a weak-coupling regime there should exist an ad-
ditional phase where a spontaneous population imbalance
between the legs occurs. This additional phase named a
biased ladder phase has been shown with the theory of
weakly-interacting Bose gases normally used in higher di-
mensions [17]. At the same time, in one dimension quan-
tum fluctuations should be non-negligible in most cases.
Thus it is worth considering whether the biased ladder
phase is still robust against quantum fluctuations.
In this paper, we examine the two-leg Bose-Hubbard
model in the presence of a magnetic flux in a weakly-
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2interacting regime by means of a couple of effective-
theory approaches. We show that a spontaneous pop-
ulation imbalance indeed occurs, and is stable against
quantum fluctuation effects. In particular, we point out
that the effective theory has the similarity to a ferro-
magnetic XXZ quantum spin model. This implies that
the Heisenberg point exists in the phase diagram, where
SU(2) symmetry shows up in the low-energy effective
theory although the original Hamiltonian does not pos-
sess that symmetry. This situation is somewhat similar
to a two-leg extended Bose-Hubbard system analyzed in
Ref [18], where the low-energy effective theory possesses
an emergent symmetry.
We also state that umklapp processes coming from
commensurability of a flux should be seriously consid-
ered at the mean-field level, which has been overlooked
in the previous studies. The umklapp processes exist-
ing in φ = pi destabilize the biased ladder phase, and as
a consequence, only the commensurate vortex phase is
allowed.
The structure of the paper is as follows. In Sec. II, we
review structures of single-particle bands as a function
of φ, and low-energy effective Hamiltonian reflecting the
band structure. The single-particle band bottom shows
different topologies: A single minimum for a small flux,
and double minima for a large flux. In Secs. III and IV
we discuss physics separately for a single-minimum and
for a double-minimum band structure, in which Meissner,
vortex, and biased ladder phases are allowed depending
on φ and K/J . In Sec. V summary and perspective on a
phase transition between the Meissner and biased ladder
phases, and on a stronger interaction effect are provided.
Technical details on renormalization group equations are
addressed in the Appendix.
II. FORMULATION OF THE PROBLEM
Following the setup in Ref. [15], we consider the fol-
lowing two-leg Bose-Hubbard ladder Hamiltonian:
H= −J
L∑
l=1
∑
p=1,2
(eiA
‖
l,pb†l+1,pbl,p + H.c.)
−K
∑
l
(eiA
⊥
l b†l,1bl,2 + H.c.) +
U
2
∑
l,p
nl,p(nl,p − 1),(1)
where J and K are the hopping amplitudes along the
leg and rung directions, respectively. The applied flux
is introduced via the Peierls substitution, and the corre-
sponding gauge fields along the chain and rung directions
are denoted by A
‖
l,p and A
⊥
l , respectively. The flux φ is
then given as φ = A
‖
l,1 − A⊥l+1 − A‖l,2 + A⊥l . The tech-
nology of laser-assisted tunneling [6, 7, 19–21] generates
spatially-dependent phase in rung hoppings, which leads
to the φ flux per plaquette as described in Fig. 1. Namely,
in this paper we choose the following gauge as A
‖
l,p = 0
and A⊥l = φl. Taking into account the fact that an in-
teratomic interaction is given by an s-wave scattering
length, and the stability in bosonic systems, we restrict
ourselves to a local repulsive interaction, U > 0.
Apparently, the Hamiltonian (1) is invariant under the
simultaneous transformations, bl,1(2) → bl,2(1) and φ →
−φ. Thus, we can safely take the domain of definition in
φ as 0 < φ ≤ pi.
By using the general relation between current and
Hamiltonian, j = −∂H∂A where A is the gauge field, we
can define current operators along the legs and rungs as
j
‖
l,p = iJ(b
†
l+1,pbl,p − b†l,pbl+1,p), (2)
j⊥l = iK
(
eilφb†l,1bl,2 − e−ilφb†l,2bl,1
)
. (3)
For the sake of convenience, we also introduce chiral cur-
rent along the legs:
jc = j
‖
l,1 − j‖l,2. (4)
We will see that jc and j
⊥ play important roles in char-
acterizing each phase.
Since we are interested in the regime J,K  U ,
we start with diagonalizing the single-particle Hamil-
tonian. To this end, we perform gauge and Fourier
transformations as bl,1 =
1√
L
∑
k e
i(k+φ2 )lbk,1 and bl,2 =
1√
L
∑
k e
i(k−φ2 )lbk,2. Then, by considering a unitary
transformation for bk,1 and bk,2(
bk,1
bk,2
)
=
cos( ξk2 ) − sin( ξk2 )
sin
(
ξk
2
)
cos
(
ξk
2
) (αk
βk
)
, (5)
where
sin
(
ξk
2
)
= −
√√√√√√√12
1− sin
(
φ
2
)
sin k√(
K
2J
)2
+ sin2
(
φ
2
)
sin2 k
,
(6)
cos
(
ξk
2
)
=
√√√√√√√12
1 + sin
(
φ
2
)
sin k√(
K
2J
)2
+ sin2
(
φ
2
)
sin2 k
,
(7)
the single-particle Hamiltonian can be diagonalized [22,
23] as
H0 =
∑
k
(E+(k)α
†
kαk + E−(k)β
†
kβk). (8)
Here, the single-particle spectrum is given by
E±(k) = 2J
− cos(φ
2
)
cos k ±
√(
K
2J
)2
+ sin2
(
φ
2
)
sin2 k
 ,
(9)
3which depicts the two-band structure as well as the 2pi
periodicity, reflecting the two-leg ladder geometry.
Unless a strong interaction is concerned, single-particle
low-energy states, bottoms in the lowest band, play im-
portant roles in the low-energy many-body states. With
this understanding, we neglect effects of the higher band
αk by keeping in mind the condition J,K  U .
FIG. 2. Changes of topology in the lower band at a certain
φ 6= pi. The direction of the arrows means the reduction of
K/J . In a strong enoughK/J , the band has a single minimum
while in the opposite limit, the band of double well structure
forms. In between, there exists a critical point in which the
band bottom becomes quartic in k. The double-well structure
is always maintained at φ = pi regardless of values of K/J .
Let us look into a behavior of the lower band in more
detail. We first obtain extrema via ∂E−(k)∂k = 0, which
leads to
sin k
cos(φ2
)
−
sin2
(
φ
2
)
cos k√(
K
2J
)2
+ sin2
(
φ
2
)
sin2 k
 = 0.
(10)
If φ 6= pi with K/J  1, k = 0 and ±pi are the solution
of Eq. (10), and k = 0 gives the minimum of the band.
As in the case of the normal cosine band, the dispersion
near k = 0 is approximated to be quadratic in k. It is
straightforwardly shown that the condition for the single-
minimum structure can be expressed as [22, 23]
(
K
2J
)2
>
sin4
(
φ
2
)
1− sin2
(
φ
2
) . (11)
As K/J decreases, on the other hand, the double-well
structure starts to show up. The critical point between
the single- and double-minimum structure is given by(
K
2J
)2
=
sin4
(
φ
2
)
1− sin2
(
φ
2
) , (12)
which means the equality limit of the inequality in
Eq. (11). Then the dispersion near the bottom becomes
quartic in k. In the double-well structure case, two sepa-
rated minima ±Q can be obtained from the factor of the
square bracket in Eq. (10) [22, 23],
Q = sin−1
√sin2(φ
2
)
−
(
K
2J
)2
cot2
(
φ
2
) . (13)
In addition, the dispersions around the minimum point
are quadratic in k as in the case of the single minimum.
We emphasize that φ = pi is special because the sym-
metric double-well structure is strongly protected and its
minima are located at Q = ±pi2 regardless of K/J .
The similar behavior is also found in the case of
changes of φ with a fixed K/J . In that case it is shown
that for the small enough φ, the band forms single-
minimum structure, and shows up the double-well struc-
ture when φ goes through a critical value φc. A crit-
ical flux φc between these two structures is shown to
be [22, 23]
sin−1
(
φc
2
)
=
√√√√√(KJ )4 + 16 (KJ )2 − (KJ )2
8
. (14)
Based on the change of the band structure discussed
above, let us incorporate interaction effects within a
weakly-interacting regime, J,K  U . In this interaction
regime, the bottoms of the band are also important for
bosonic systems, which is an essentially different point
from the fermion systems. Therefore, we first truncate
all the effects involving the upper band (αk). The Hamil-
tonian (1) is reduced to
H =
∑
k
E−β
†
kβk +
1
2L
∑
k1,k2,k3,k4
Γk1,k2,k3,k4β
†
k1
β†k2βk3βk4 ,
(15)
where
Γk1,k2,k3,k4 = U
∑
n′∈Z
δk1+k2−k3−k4,2pin′
×
[
sin
(
ξk1
2
)
sin
(
ξk2
2
)
sin
(
ξk3
2
)
sin
(
ξk4
2
)
+ cos
(
ξk1
2
)
cos
(
ξk2
2
)
cos
(
ξk3
2
)
cos
(
ξk4
2
)]
.
(16)
Note that in contrast with a system in continuum space,
we need to consider scattering processes involving a finite
momentum transfer equal to the reciprocal lattice vector.
In our model, the finite momentum transfer to 2pin′ with
an integer n′ is allowed, which is nothing but the umklapp
process, and turns out to play a crucial role in the φ = pi
case.
In what follows, we separately look into many-body
ground states in each topology of the single-particle band.
III. BAND WITH A SINGLE MINIMUM
For weakly-interacting bosons in higher dimensions,
the Gross-Pitaevskii (GP) approach as one of the mean-
field theories is known to provide good results [17]. As a
consequence, the system undergoes a Bose-Einstein con-
densate (BEC), which also implies spontaneous breaking
4of U(1) symmetry. Thereby, a gapless excitation mode
known as a Nambu-Goldstone (NG) mode is obtained.
However, it is also well known that for an interact-
ing one-dimensional bosonic system, there exists nei-
ther BEC nor NG mode in the thermodynamic limit.
Namely the mean-field analysis underestimates fluctua-
tion effects, and cannot thus capture correct results in
the one-dimensional cases. However, one-dimensional su-
perfluids in the weakly-interacting regime show very slow
power-law decay in such a way that the order effect works
almost comparably to the quantum fluctuation. In addi-
tion, there is also an acoustic phonon mode similar to the
NG mode, although it does not correspond to the spon-
taneous symmetry breaking. From these facts, it is found
that the GP approach is not correct in a strict sense, but
would provide a practically reasonable starting point to
discuss the ground state and low-energy excitation struc-
ture. In addition the advantage of the GP approach is
that both kinetic and interaction energies can be simul-
taneously taken into account at the mean-field level [24].
Based on the above observations, let us consider the
system with the single band. [13] As far as the weakly-
interacting bosons are concerned, the bosons dominantly
populate the minimum of the lower energy band, and one
can perform an approximation such that all the energy
states except for ones in the vicinity of the minimum
are projected out. Thus the low-energy single-particle
spectrum is approximated as
E−(k) ≈ −E0 + k
2
2M
, (17)
where E0 = K + 2J cos
(
φ
2
)
and 1M =
d2E−(k=0)
dk2 . Since
all the wave numbers are restricted to be |kj |  1 due
to the long-wave-length approximation, the effective in-
teraction parameter Γk1,k2,k3,k4 in Eq. (16) is approxi-
mated in the following way: The small wave number
k leads to sin(ξk/2) ≈ −1/
√
2 and cos(ξk/2) ≈ 1/
√
2,
and by substituting the approximated form of ξk into
Eq. (16), the interaction parameter is approximated as
Γk1,k2,k3,k4 ≈ U/2. Thus, we reach the following low-
energy effective Hamiltonian (15):
H ≈
∫
dx
[
− β†(x) ∇
2
2M
β(x) +
U
4
β†(x)β(x)β†(x)β(x)
]
,
(18)
where β(x) = 1√
L
∑
k βke
ikx. We note that this is essen-
tially identical to the Lieb-Liniger model [25]. As far as
the weak-coupling limit is concerned, one may consider
the following GP ground state:
|GS〉 = 1√
N !
(β†k=0)
N |0〉, (19)
where N is the number of bosons.
Let us next incorporate long-wavelength fluctuations
which play crucial roles in low-energy properties. To this
end, we adopt the hydrodynamic approach also known
as the bosonization for bosons [26–28]:
β(x) ∼
[
n− ∇ϕ(x)
pi
] 1
2
∑
m∈Z
e2im[pinx−ϕ(x)]e−iθ(x),(20)
where n = N/L is the mean density. We introduced
the density and phase fluctuations, ϕ(x) and θ(x), re-
spectively, and the commutation relation between them
is given by
[θ(x),
1
pi
∇ϕ(x′)] = iδ(x− x′). (21)
Applying the above bosonization formula (20) to
Eq. (18), we obtain
Heff =
v0
2pi
∫
dx
[
1
K0
(∇ϕ)2 +K0(∇θ)2
]
, (22)
where v0 =
√
nU
2M and K0 = pi
√
2n
MU . This is the
Hamiltonian for the celebrated Tomonaga-Luttinger liq-
uid (TLL), which corresponds to a c = 1 conformal field
theory. It is remarkable that in this TLL Hamiltonian,
the long-range order (LRO) of the single-particle den-
sity matrix, incorrectly predicted by the GP mean-field
theory, is directly confirmed to be modified into a cor-
rect quasi-LRO of the algebraic decay [27]; 〈β†(x)β(0)〉 ∼(
1
x
)1/2K0
.
Let us next look into the rung (3) and chiral current (4)
by translating them in effective theory derived above. By
using the bosonization formula (20) the current opera-
tors, Eqs. (3) and (4), are expressed as
j⊥(x) ∼ 0, (23)
jc(x) ∼ 2nJ sin
(
φ
2
)
+O(∇2θ), (24)
where we point out that the rung current vanishes re-
gardless of bosonization, while the chiral current has
the nonzero constant term and the terms starting from
∇2θ. Note that at the level of the long-wave approxi-
mation, a fluctuation of the rung current j⊥ disappears.
On the other hand, a fluctuation of the chiral current,
δjc ≡ jc − 2nJ sin (φ/2) ∼ ∇2θ, behaves as
〈δjc(x)δjc(0)〉 ∼ 1/x4, (25)
which is given by the Gaussian property in the TLL
Hamiltonian such that 〈∇2θ(x)∇2θ(0)〉 ∼ 1/x4. In addi-
tion, Eq. (24) shows that the chiral current increases with
φ. These properties correspond to the Meissner phase
introduced in Ref. [9], which has been derived in a con-
dition J  K,U different from the present case.
IV. BAND WITH DOUBLE MINIMA
We next examine low-energy properties of the system
with the double-well band structure where we can distin-
guish a commensurate wave number Q, giving the lowest-
energy single-particle states, from incommensurate one.
5In the commensurate cases, Q can be represented as
Q = pip/q, where p, q are coprime numbers.
The effect of commensurability is related to types of
interactions. As pointed out in Ref. [9], a q-body inter-
action produces the serious effect for Q = pip/q. Thus,
if arbitrary multi-body interactions come into the low-
energy effective theory, every commensurability should
be taken care. Note that it does not mean that multi-
body interactions are required at the microscopic level.
Namely even if only two-body interactions are assumed in
the microscopic Hamiltonian, multi-body interactions are
generated as virtual multiple-scattering processes when
we integrate out irrelevant high-energy degrees of free-
dom such as deriving a low-energy effective Hamiltonian
and implementing a perturbative renormalization group
theory.
However, such virtual multiple-scattering processes
would be suppressed in the weakly-interacting case, and
the relevant case would be only for Q = pi/2 in which the
two-body interaction yields the strong commensurability
effect.
Here we first consider an incommensurate Q case in
Sec. IV A. Next in Sec. IV B, we move on to the discus-
sion of the Q = pi2 (φ = pi) case as one of the commen-
surate cases. The other commensurability is also briefly
discussed in Sec. IV C.
A. Incommensurate Q case
In contrast with the single minimum case, the mean
ground-state density with the double well structure de-
pends on the couplings of the Hamiltonian. Following the
analysis for a BEC on a double-well potential [17], we as-
sume the following ansatz, first introduced in Ref. [16]:
|GS〉 = 1√
N !
(eiθ+ cos γβ†Q + e
iθ− sin γβ†−Q)
N |0〉,(26)
where γ and θ± are variational parameters.
By taking the expectation value of H in Eq. (15) with
the above ansatz, one obtains [16]
E0(γ, θ±)
N
= E−(Q) +
Un
4
[(3
2
sin2 ξQ − 1
)
sin2 2γ
− sin2 ξQ + 2
]
, (27)
〈n+〉 = 〈β†+(x)β+(x)〉 = n cos2 γ, (28)
〈n−〉 = 〈β†−(x)β−(x)〉 = n sin2 γ, (29)
where β±(x) = 1√L
∑
k β±Q+ke
ikx. We note that these
mean-field values have no dependence in θ±, which im-
plies that the problem is reduced to optimization of the
single variational parameter, γ. Then, the optimized γ is
alternatively determined by whether [16]
3
2
sin2 ξQ < 1, (30)
or
3
2
sin2 ξQ > 1. (31)
In the former case (30), the ground state is minimized
by γ = pi/4 [16], where the populations at k = ±Q are
the same: 〈n+〉 = 〈n−〉. Thus, at the mean-field level,
we expect that there are two independent BECs in the
ground state. We note that this is different from a BEC
on a double-well potential, where the ground-state energy
depends on the relative phase via a hopping term between
the condensates [17]. By contrast, such a hopping does
not exist in our system, and thus the mean-field ground
state is free to the relative phase. We will come back
to this point in an analysis in the φ = pi case, where
a relative phase dependence shows up via the umklapp
process in a nontrivial manner.
In the latter case (31), the ground state is characterized
by γ = 0 or pi/2 [16], where the mean density becomes
(〈n+〉, 〈n−〉) = (n, 0) or (0, n). This is the solution such
that all the bosons occupy either at k = Q or at k = −Q.
Thus, the mean-field theory shows that Z2 symmetry is
spontaneously broken in the ground state, and a single
BEC occurs simultaneously.
The transition between these mean-field ground states
occurs at 32 sin
2 ξQ = 1, which turns out to be rewritten
as (
K
2J
)2
=
sin4(φ/2)
3
2 − sin2(φ/2)
. (32)
What is important is that the above critical K/J is
smaller than another critical K/J , given in Eq. (12), be-
tween the single- and double-minimum band topology.
Namely it means that the solution (32) always exists in
the regime of K/2J and φ in which the double-minimum
band structure comes out. Therefore, we see that the
transition between the mean-field ground states always
occurs at a certain K/2J given by φ > 0.
Let us next look into fluctuation effects based on the
above mean-field analyses. As in the case of the single-
minimum band, we approximate the Hamiltonian as [13]
H ≈
∫
dx
[
−
∑
j=±
β†j (x)
∇2
2M∗
βj(x)
+
U(2 + sin2 ξQ)
8
(n+ + n−)2 +
U(2− 3 sin2 ξQ)
8
(n+ − n−)2
]
,
(33)
where 1M∗ =
d2E−(±Q)
dk2 is the effective mass.
We first incorporate fluctuation effects in the case of
the mean density 〈n+〉 = 〈n+〉 = n/2 which is stable
when Eq. (30) is obeyed. By using bosonization for-
mula (20) in β±,
β±(x) ∼
[n
2
− ∇ϕ±(x)
pi
] 1
2
∑
m∈Z
e2im[pinx/2−ϕ±(x)]e−iθ±(x),
(34)
6with the density and phase fluctuation fields in the vicin-
ity of the bottoms k = ±Q, ϕ± and θ±, we obtain
Heff =
∑
ν=s,a
vi
2pi
∫
dx
[
Kµ(∇θµ)2 + (∇ϕµ)
2
Kµ
]
+
2g
(2piα)2
∫
dx cos(
√
8ϕa), (35)
where we have introduced the symmetric (anti-
symmetric) fields, ϕs(a) =
1√
2
(ϕ+ + (−)ϕ−) and θs(a) =
1√
2
(θ+ + (−)θ−). For convenience’s sake, we have also
introduced the cutoff parameter α = 1/(pin) [27]. The
velocities, vs and va, and TLL parameters, Ks and Ka,
appearing in the quadratic parts of the Hamiltonian are
specified by
vs =
√
nU(2 + sin2 ξQ)
4M∗
, (36)
va =
√
nU(2− 3 sin2 ξQ)
4M∗
, (37)
Ks =
√
n
M∗U(2 + sin2 ξQ)
, (38)
Ka =
√
n
M∗U(2− 3 sin2 ξQ)
, (39)
and the coupling of the cosine term is given by
g = U sin2 ξQ. (40)
In the effective Hamiltonian (35), the symmetric and
anti-symmetric fields are decoupled. Especially, the sym-
metric part is the conventional TLL Hamiltonian. On
the other hand, the anti-symmetric part seems not to be
the TLL Hamiltonian due to the presence of the cosine
term. Thus, the low-energy properties of the system are
determined by the relevancy of this cosine term in the
sense of the renormalization group. To this end, we im-
plement the perturbative renormalization group analysis.
By treating the coupling constant g as a perturbative pa-
rameter, we obtain (See Appendix.),
d(g/va)
dl
= 2(1−Ka)g/va, (41)
where l is the scaling parameter. In general, Ks,Ka  1
in weakly-coupling bosons with a contact interaction.
This means that g is the irrelevant coupling, and the
cosine term goes away in the low-energy limit. There-
fore, this phase is found to be characterized by the two-
independent TLL.
Let us next look into the currents. The bosonized ex-
pressions of the operators are summarized as
jc(x) ∼ nJ
[
4 sin2
(
ξQ
2
)
sin
(
φ
2
+Q
)
−
√
2 sin2
(
ξQ
2
)
cos
(
φ
2
+Q
)
∇θa
+
√
2 cos2
(
ξQ
2
)
cos
(
φ
2
−Q
)
∇θa − 4 sin
(
ξQ
2
)
cos
(
ξQ
2
)
sin
(
φ
2
)
cos
(
Q(2x+ 1)−
√
2θa
) ]
, (42)
j⊥(x) ∼ nK
(
sin2
(
ξQ
2
)
− cos2
(
ξQ
2
))
sin(2Qx−
√
2θa). (43)
By taking the averages of the these quantities, we obtain
〈jc(x)〉 ∼ 4nJ sin2
(
ξQ
2
)
sin
(
φ
2
+Q
)
(44)
〈j⊥(x)〉 ∼ 0, (45)
where we used 〈∇θa〉 = 〈cos(Q(2x + 1) −
√
2θa)〉 =
〈sin(2Qx − √2θa) = 0. The form of Eqs. (44) and (45)
is the same as what Wei and Mueller [16] have derived
within the mean-field analysis for the net chiral cur-
rent [29]. As shown in Refs. [9, 16], the chiral current
monotonically decreases with φ, and goes to zero as ap-
proaching φ → pi. This phase corresponds to the (in-
commensurate) vortex phase first introduced in Ref. [9]
in which the reduction of the chiral current has been at-
7tributed to the penetration of the vortices. Indeed, a sig-
nature of the vortices is found in the correlations of the
current fluctuations, δjc ≡ jc−〈jc〉 and δj⊥ ≡ j⊥−〈j⊥〉.
They are calculated as
〈δjc(x)δjc(0)〉 ∼ n
2J2
Ka
[
sin2
(
ξQ
2
)
cos
(
φ
2
+Q
)
+ cos2
(
ξQ
2
)
cos
(
φ
2
−Q
)]2 1
x2
+8n2J2 sin2
(
ξQ
2
)
cos2
(
ξQ
2
)
sin2
(
φ
2
)
cos(2Qx)
1
x1/Ka
(46)
〈δj⊥(x)δj⊥(0)〉 ∼ n2K2
[
sin2
(
ξQ
2
)
− cos2
(
ξQ
2
)]2
cos(2Qx)
1
x1/Ka
, (47)
where we used the facts that 〈∇θ(x)∇θ(0)〉 ∼ 1x2 ,
〈eAiθ(x)e−Aiθ(0)〉 ∼ 1
x
A2
2Ka
with a constant A, and the
cross terms such as 〈∇θ(x) cos(Q − √2θa(0))〉 vanish.
They have now oscillation components decaying with a
power law. Recalling Ka  1, these power-law decays
are extremely slow.
We next consider fluctuation effects in the case of the
biased mean density (〈n+〉, 〈n−〉) = (n, 0) or (0, n).
For the sake of simplicity, let us take the case of
(〈n+〉, 〈n−〉) = (n, 0) [30]. Namely all the bosons only
populate around k = Q. The degrees of freedom around
k = −Q are completely suppressed as far as the inter-
action is weak enough, and we may consider only the
degrees of freedom around k = Q. Then the Hamilto-
nian simplified by the long-wave-length approximation is
given as
H =
∫
dx
[
− β†(x) ∇
2
2M∗
β(x) +
U(2− sin2 ξQ)
4
n2
]
.(48)
Furthermore, by the bosonization formula (20), we obtain
Heff =
v¯
2pi
∫
dx
[
K¯(∇θ)2 + (∇ϕ)
2
K¯
]
, (49)
where the velocity and TLL parameter are, respectively,
v¯ =
√
nU(2− sin2 ξQ)
2M∗
, (50)
K¯ =
√
2n
M∗U(2− sin2 ξQ)
. (51)
Unlike the equal density case, the effective theory is de-
scribed by a single TLL.
Let us next look at the currents. They are bosonized
as given by
jc(x) ∼ 4nJ
[
sin2
(
ξQ
2
)
sin
(
φ
2
+Q
)]
− 2nJ
[
sin2
(
ξQ
2
)
cos
(
φ
2
+Q
)
− cos2
(
ξQ
2
)
cos
(
φ
2
−Q
)]
∇θ, (52)
j⊥(x) ∼ 0, (53)
where the rung current is shown to be zero at the level of long-wave approximation as in the case of the Meissner
phase. The averages of them are calculated as
〈jc(x)〉 ∼ 4nJ sin2
(
ξQ
2
)
sin
(
φ
2
+Q
)
, (54)
〈j⊥(x)〉 ∼ 0, (55)
which are identical to the expressions for the net currents obtained in Ref. [16] and look the same as those of the
〈n+〉 = 〈n−〉 case, i.e., Eqs. (44) and (45). However, this does not mean that all the low-energy properties coincide
with the equal-density case. Indeed, we find that the difference occurs in the current fluctuations as
〈δjc(x)δjc(0)〉 ∼ 2n
2J2
K¯
[
sin2
(
ξQ
2
)
cos
(
φ
2
+Q
)
− cos2
(
ξQ
2
)
cos
(
φ
2
−Q
)]2 1
x2
, (56)
〈δj⊥(x)δj⊥(0)〉 ∼ 0. (57)
Thus, in contrast with the vortex phase in the 〈n+〉 = 〈n−〉 case, the current fluctuations in this phase do not
8K / 2J
|m | /n
FIG. 3. The absolute value of density difference at φ = pi
2
in the biased ladder phase. At the boundary between biased
ladder (m 6= 0) and Meissner phases (m = 0), the density
difference disappears. On the other hand, at the boundary
between incommensurate vortex and biased ladder phases, an
infinite number of degeneracy in density difference emerges
due to the emergent symmetry as shown in Sec. IV A 1.
have an oscillating component.
A peculiarity of this phase is seen in the density in
each leg, n1 and n2. To see this, we define a magne-
tization, i.e., population imbalance between the legs, as
m ≡ 〈n1〉−〈n2〉. According to the mean-field theory (26),
the magnetization can be calculated as [16]
m = −n cos ξQ. (58)
We note that it can be proved that the magnetization
value m is robust even when the quantum fluctuation up
to the bosonization level is incorporated. This is due to
the fact that the fluctuation of the magnetization δm is
given as δm ∼ 〈∇ϕ〉 = 0. Thus, the mean-field result
is applicable. As shown in Fig. 3, m takes a nonzero
value as far as the stability condition of the phase is met,
which means the spontaneous imbalance of the popula-
tions between the legs occurs. This phase corresponds to
the biased ladder phase introduced in Ref. [16], which has
been first demonstrated within the GP mean-field theory.
What is addressed here is that even in the presence of the
quantum fluctuation the Z2 symmetry breaking between
the populations in the doubly-fold lowest energy in the
double-well band is maintained, and the biased ladder
phase is thus stable at the full quantum level. This would
be reasonable once one recalls the fact that even though
a continuous U(1) symmetry cannot be broken in quan-
tum one-dimensional systems, a spontaneous breaking of
a discrete symmetry is possible.
1. Analogy with ferromagnetic XXZ model
Let us now examine the nature in the phases and tran-
sitions between them, from the viewpoint of symmetry.
To this end, we focus on the low-energy Hamiltonian (33),
which is invariant under the continuous transformations,
β± → eiθ±β±, and discrete transformation, β± → β∓.
This implies that symmetry of the low-energy Hamilto-
nian (33) is U(1)+ × U(1)− × Z2, where the subscript
± of U(1) represents the corresponding symmetry in β±.
We also note that the above symmetry can also be rep-
resented as U(1)V ×U(1)A×Z2 where U(1)V and U(1)A
represent the vector U(1) symmetry, β± → eiθβ±, and
the axial U(1) symmetry, β± → e±iθβ±, respectively [31].
In the vortex phase, the low-energy effective properties
are captured by the two independent TLLs, in which the
two independent U(1) symmetries are hold; namely no
symmetry breaking occurs in this phase. In the biased
ladder phase, on the other hand, the low-energy effec-
tive properties are described by the single TLL reflecting
the acoustic phonon excitation around one of the two
minimum-energy states in the double-well band. The Z2
symmetry turns out to be broken, since the minima of
the band are degenerate and one of the minima is spon-
taneously chosen.
It is important to clarify the transition point between
the vortex and biased ladder phases, where we need a
special attention. First, we address that at this transi-
tion point, symmetry of the low-energy Hamiltonian is
enlarged. To see this, it is convenient to introduce a two-
component spinor,
~β =
(
β+
β−
)
. (59)
In this spinor representation, we can define U(1)V ×
SU(2) transformations as ~β → eiα1eiα2σzeiα3σyeiα4σz ~β,
where σi (i = x, y, z) is the Pauli matrix, and αi (i =
1, · · · , 4) represents an angle of U(1)V × SU(2). Then,
the low-energy Hamiltonian (33) is shown to be invari-
ant under the above transformations at the transition
point where the term proportional to (n+ − n−)2 disap-
pears, i.e., the Hamiltonian has U(1)V×SU(2) symmetry.
This implies that we can define the following conserved
charges:
S+ =
∫
dxβ†+β−, (60)
S− =
∫
dxβ†−β+, (61)
Sz =
∫
dx[n+ − n−], (62)
NV =
∫
dx[n+ + n−]. (63)
Here, Eqs. (60)-(62) constitute SU(2) charges and
Eq. (63) originates from U(1)V symmetry. In addition,
the Hamiltonian (33) at the transition point is identical
to the two-component bosonic Yang-Gaudin model where
the Bethe ansatz solution is available [32–34]. So far
the followings on two-component bosonic Yang-Gaudin
model are known: As usual, there is a TLL associated
with U(1)V symmetry. In addition, the SU(2) symme-
try corresponding to Eqs. (60)-(62) is spontaneously bro-
ken in the ground state, which is essentially corresponds
9to the physics of the Heisenberg ferromagnet [32–34].
Due to the spontaneous breaking of the SU(2) symme-
try, we expect that there is a NG mode whose disper-
sion is quadratic in k and there exist an infinite number
of the degenerate ground states and one of them is se-
lected spontaneously. This is significant difference from
the biased ladder phase where there only exists double
degeneracy.
The scenario discussed above reminds us of the similar-
ity to the ferromagnetic XXZ model. When we bosonize
the XXZ model, the low-energy effective theory is de-
scribed as the sine-Gordon model. When the XY in-
plane anisotropy is strong, the theory is renormalized to
the TLL which corresponds to the so-called XY phase,
and upon approaching the isotropic point the velocity
and Luttinger parameter of the XY phase, respectively,
go to zero and infinity, which implies the quadratic dis-
persion of an excitation [27]. Furthermore, beyond the
isotropic point, i.e. Ising anisotropy, the XXZ model
undergoes the so-called ferromagnetic Ising phase, where
the excitations are massive, and the Z2 spin-inverse sym-
metry is spontaneously broken.
In our case, the anti-symmetric sector in the vor-
tex phase (35) exhibits the same effective theory as the
XXZ model, and the velocity (37) and Luttinger param-
eter (39) show the same behavior as those in the isotropic
limit of the ferromagnetic XXZ model. Going beyond
the Heisenberg point, we encounter the biased ladder
phase described by a single TLL, which corresponds to
the ferromagnetic Ising phase in the ferromagnetic XXZ
model. It is interpreted that for the biased ladder phase
the anti-symmetric sector goes away into the high enegy
regime, which would correspond to the massive excitation
in the ferromagnetic Ising phase. Namely such a massive
excitation should describe the change of the populations
on the band bottoms and is regarded as the high energy
one in our approach, which is excluded in Eq. (49). In
Sec. IV A 2, it is shown that such a massive excitation
may be incorporated with the Bogoliubov theory.
2. Bogoliubov spectrum in biased ladder phase
To see some insight into the biased ladder phase, let us
here review the Bogoliubov theory given by [16]. Since
the Bogoliubov theory is based on the expansion from the
GP solution, it must underestimate fluctuation effects.
However, this does not mean that all the results by means
of the Bogoliubov theory are incorrect as pointed out in
Sec. III. At least, an excitation spectral feature in the
low-energy limit for weakly interacting one-dimensional
bosons is expected to reproduce the correct behavior. In-
deed, it is known that linear excitation feature occur-
ring in the Lieb-Liniger model [25] and quadratic ex-
citation feature occurring in the two-component Yang-
Gaudin model [33] can be captured by the Bogoliubov
theory.
As usual, by applying βk =
√
N0δk,Q + β¯k, where β¯k is
the fluctuation field and N0 is the number of the particles
in the condensate, to Eq. (15), we obtain the Bogoliubov
Hamiltonian to be correct up to second order in the fluc-
tuation field
HBog ∼
∑
k>0
~¯β†M~¯β
= (β¯†Q+k, β¯Q−k)
(
ζ(k) η(k)
η(k) ζ(−k)
)(
β¯Q+k
β¯†Q−k
)
,
(64)
where the matrix elements are defined as
ζ(k) = E−(Q+ k)− E−(Q) + 2Un
[
sin2
ξQ
2
sin2
ξQ+k
2
+ cos2
ξQ
2
cos2
ξQ+k
2
]
− Un
[
sin4
ξQ
2
+ cos4
ξQ
2
]
, (65)
η(k) = Un
[
sin2
ξQ
2
sin
ξQ+k
2
sin
ξQ−k
2
+ cos2
ξQ
2
cos
ξQ+k
2
cos
ξQ−k
2
]
. (66)
Here, we did an approximation N ≈ N0. To diagonal-
ize the above Hamiltonian (64), a simple scheme is to
consider the following eigenvalue problem [35, 36]:(
1 0
0 −1
)(
ζ(k) η(k)
η(k) ζ(−k)
)(
u
v
)
= 
(
u
v
)
. (67)
Then, the Bogoliubov spectra ± are obtained as eigen-
values of the above matrix equation. The Bogoliubov
spectrum is shown to be [16]
(k) = ±
(
ζ(k)− ζ(−k)
2
)
+
√
(ζ(k) + ζ(−k))2
4
− η2(k).
(68)
A behavior of the Bogoliubov spectrum is shown in Fig. 4.
When looking at k → 0, we have the linear spectrum,
which can be regarded as the TLL. In addition, there is a
local minimum around k = −Q. This roton-like behavior
would be interpreted as the massive excitation originat-
ing from the Z2 symmetry breaking. Indeed the similar
situation recently realized in Ref. [37] also occurs in a
BEC in a shaken optical lattice, in which Z2 symmetry
is broken. The energy gap around k ≈ −Q, (k ≈ −Q),
is found to go closed as approaching the point where the
symmetry is enlarged to SU(2). This scenario may re-
mind one of the ferromagnetic transition in the XXZ
model when approaching the Heisenberg point from the
Ising anisotropic side, the Ising gap will collapse and the
dispersion turns to quadratic in k.
B. Commensurate Q case (Q = pi/2)
Let us next consider a commensurability effect, i.e.
Q = pi/2 (φ = pi) case where we require considerable
attention. In this case, the double-well band struc-
ture is always maintained and its minima are located
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FIG. 4. Schematic behavior of the Bogoliubov spectrum pre-
dicted by Eq. (68). The excitation is linear in small k, which
should be interpreted as the TLL spectrum. On the other
hand, a local minimum exists in the vicinity of k = −Q orig-
inating from the Z2 symmetry breaking.
at k = ±pi/2 regardless of the ratio K/J . A peculiarity
is an emergence of the umklapp scattering process be-
tween two energy minima in the band, which has been
overlooked so far. To consider this, we turn back to the
mean-field ansatz (26). The form of this ansatz includes
the couplings of the far-separated states k = ±Q, and
thus automatically allows us to take into account the
umklapp process involving the large momentum trans-
fer. Based on the mean-field ansatz, the ground-state
energy is straightforwardly calculated as
E0(γ, θ±)
N
= E−(Q) +
Un
4
[
− sin2 ξQ + 2
+
{(
3
2
+
cos(2θ+ − 2θ−)
2
)
sin2 ξQ − 1
}
sin2 2γ
]
.(69)
Note that it differs from Eq. (27) due to the presence of
the umklap scattering. As can be clear from the above
expression, the energy must be minimized when the rel-
ative phase satisfies θ+ − θ− = ±pi2 . We notice that this
is different from the case of a BEC in a double-well po-
tential, where the relative phase is zero in the ground
state [17]. This difference originates from the fact that
the relative phase dependence is caused by a hopping
(kinetic) term such as −J cos(θ+ − θ−) in a BEC on a
double-well potential while that in our model originates
from the interaction term in our model.
By substituting this relative phase θ+ − θ− = pi/2 or
−pi/2 into Eq. (69), the ground-state energy is going to
be
E0(γ)
N
= E−(Q) +
Un
4
[ (
sin2 ξQ − 1
)
sin2 2γ
− sin2 ξQ + 2
]
. (70)
Since sin2 ξQ ≤ 1, the ground state can be uniquely de-
termined by γ = pi/4, which is independent of K/J . This
ground state leads to the balanced density 〈n+〉 = 〈n−〉.
Thus, the biased ladder phase is washed out in the pres-
ence of the umklapp process.
Let us next consider quantum fluctuations from the
mean-field solution. In this case, we need to retain the
following process in the effective Hamiltonian (33):
Humklapp = U sin
2 ξQ
∫
dx[β†+β
†
+β−β− + h.c.]. (71)
Note that due to this term (71), symmetry of the Hamil-
tonian is lowered from U(1)×U(1)×Z2 to U(1)V ×Z2.
Thus, the axial U(1) symmetry (β± → e±iθβ±) disap-
pears from the low-energy Hamiltonian, and the contin-
uous symmetry remaining turns out to be only the vector
U(1) symmetry (β± → eiθβ±). On the other hand, the
Z2 symmetry (β± → β∓) remains in the presence of the
umklapp term (71).
Let us next perform bosonization as follows:
H =
∑
µ=s,a
vµ
2pi
∫
dx
[
Kµ(∇θµ)2 + (∇ϕµ)
2
Kµ
]
− g1
(2piα)2
∫
dx cos(
√
8ϕa)− g2
(2piα)2
∫
dx cos(
√
8θa),
(72)
where g1 = sin
2 ξQ/2, g2 = sin
2 ξQ/4, and
vs =
√
nU
M∗
, (73)
va =
√
nU(1− sin2 ξQ)
M∗
, (74)
Ks =
√
n
4M∗U
, (75)
Ka =
√
n
4M∗U(1− sin2 ξQ)
. (76)
An essential difference from the incommensurate φ case
is the presence of cos
√
8θa which comes from Humklapp.
Furthermore we move on to the renormalization group
analysis to see the low-energy properties of the system.
The parameters in Eq.(72) are found to obey the follow-
ing renormalization group equations as (See Appendix)
d(g1/va)
dl
= 2(1−Ka)g1/va, (77)
d(g2/va)
dl
= 2
(
1− 1
Ka
)
g2/va. (78)
Since Ka  1 in the weakly interacting case assumed
here, it is found from Eqs. (77) and (78) that g1/va
and g2/va are rapidly renormalized, respectively, to be-
ing zero and divergent as l increases. Namely, cos
√
8θa
in Eq. (72) is highly relevantly retained in the effective
Hamiltonian in the low-energy limit while cos
√
8φa ir-
relevantly goes away as in the case of Q 6= pi/2: The
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FIG. 5. Schematic phase diagram (a) for Q 6= pi/2 and (b)
for Q = pi/2. An emergent SU(2) symmetry shows up at the
boundary between incommensurate vortex and biased ladder
phases, which is marked with the red circle in (a).
renormalized effective theory is
H =
∑
µ=s,a
vµ
2pi
∫
dx
[
Kµ(∇θµ)2 + (∇ϕµ)
2
Kµ
]
− g2
(2piα)2
∫
dx cos(
√
8θa). (79)
Thus, the anti-symmetric sector becomes gapful due to
the fixed relative phase 〈cos(√8θa)〉 = 1, which is consis-
tent with the mean-field scenario, deduced by Eq. (69),
with the umklapp scattering,
Let us also look at the currents in this phase. By means
of the bosonization formula, the averaged currents are
calculated as [13]
〈jc(x)〉 ∼ 2nJ sin ξQ (−1)x, (80)
〈j⊥(x)〉 ∼ nK cos ξQ (−1)x. (81)
Thus, the current pattern shows up due to the umklapp
effects. In a similar manner, we can evaluate the current
correlations, which turn out to be zero (or exponentially
decay in x). This phase is called (commensurate) vortex
or chiral superfluid phase.
The possible phase diagram in the weak coupling
regime J,K  U is summarized in Fig. 5.
1. Transition between commensurate and incommensulate
fluxes
Now we discuss properties in the vicinity of the com-
mensurate flux φ = pi. To this end, we first estimate
the gap coming from the coupling cos
√
8θa in Eq. (79)
based on the renormalization group equation [27]. As
mentioned above, this coupling g2 is highly relevant in
Ka  1 and is therefore expected to flow to the strong
coupling regime (g2 →∞). Thus, we introduce a typical
length scale l∗ estimated from Eq. (78) as
el
∗ ∼
(
v2
g2
) 1
2− 2
Ka , (82)
and stop the renormalization group flow at the length
scale l∗. On the other hand, if we are in the strong
coupling, we may approximate the cosine term as
g2 cos(
√
8θa) ≈ g2[1 − 4θ2a(x)]. Therefore, applying the
expansion to the renormalized effective theory (79), the
Hamiltonian is easily diagonalized, and the consequently
estimated gap ∆(l∗) for the renormalized coupling con-
stant g2(l
∗) at a termination of the renormalization group
flow is found to be ∆(l∗) ∼
√
g2(l∗)va
Ka
∼
√
va
Ka
. Taking
into account that the gap is renormalized as ∆(l) = el∆,
we obtain
∆ ∼ g
1
2− 2
Ka
2
√
va
Ka
. (83)
Based on this estimation, we next consider the situa-
tion in which Q is slightly deviated from a commensurate
point Q = pi/2, and write Q as Q = pi2 +
δ
4 , where δ is
assumed to be small. Then, the umklapp term (71) is
bosonized as
Humklapp ∼ − g2
(2piα)2
∫
dx cos(
√
8θa + δx), (84)
which is namely the oscillating term as a function of
x. We may safely make the replacement of δ → 0 if
δ is irrelevant. However, if δ is relevant, the umklapp
term experiences a strong oscillation, and cancels out in
the renormalized Hamiltonian. In general, the transition
from the irrelevant and relevant δ or vice versa is known
to occur around ∆ ∼ δ, and called a commensurate-
incommensurate transition [27]. In our cases, the transi-
tion between the chiral superfluid and vortex phases cor-
responds to such a commensurate-incommensurate tran-
sition [27], because once δ becomes relevant, the effec-
tive theory reduces to that of the two independent TLLs,
which is identical to that of the vortex phase.
On the other hand, the transition between the com-
mensurate vortex and biased ladder phases may not
be captured by this scenario of the incommensurate-
commensurate transition because the effective theory in
the biased ladder phase is not the two independent TLLs.
It is also interesting to consider the transition between
the commensurate vortex and Meissner phases. However,
it is difficult to describe such a transition by means of our
approach. Thus, it would be worthwhile examining the
nature of these transitions in a numerical simulation.
C. Other commensurability effect
So far, we have discussed only the φ = pi case as a
commensurate case. The point on the φ = pi case is that
the biased ladder phase is suppressed by the presence of
the umklapp scattering. Here we consider the other com-
mensurate case in order to see roles of general commensu-
rability, and we will see that the φ = pi commensurability
is special.
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As heretofore, let us first consider the mean-field ap-
proximation for the Hamiltonian (15). Then, it turns
out that as far as such a Hamiltonian is concerned, we
always have the energy expression (27) regardless of com-
mensurability of Q. Thus, the mean-field phase diagram
is identical to the incommensurate Q case.
Let us next consider the bosonization to see quantum
fluctuation effects. For the incommensurate vortex phase
at the mean-field level, it is expected that the higher or-
der perturbation theory generates cosine terms in θa at
a commensurate Q as shown in Ref. [9]. Since many
of such cosine terms are relevant for Ka  1, we find
that the incommensurate vortex phase is replaced by the
commensurate vortex phase by quantum fluctuation ef-
fects if the coupling of the cosine term is larger than the
temperature [27].
On the other hand, for the biased ladder phase at the
mean-field level, we find that a cosine term to fix θa does
not show up by the bosonization since the mean density
in one of the wells is equal to zero. Namely, the biased
ladder phase at such a commensurate Q is robust.
V. SUMMARY AND PERSPECTIVE
We have examined the two-leg Bose-Hubbard ladder
model subject to a magnetic field flux. We have partic-
ularly revealed the structure of the phase diagram in a
weak-coupling regime by using a couple of the effective
theory methods. What we stress is that we have also
found the so-called biased-ladder phase, first predicted
by the GP mean-field approach, to be robust against
quantum fluctuations. It has also been shown that the
transition between the biased-ladder and vortex phases
has a similarity as that of the ferromagnetic XXZ model
where the emergent SU(2) symmetry comes out at the
transition between the biased ladder and vortex phases.
In the case of the ladder system subject to the magnetic
flux, commensurability works to phase degrees of free-
dom, which produces a kind of umklapp processes. By
incorporating such an umklapp process at the mean-field
level, we have shown that the biased-ladder state tends
to be destabilized by the umklapp process, and turns out
to be forbidden for the case of φ = pi.
A. Transition between Meissner and biased ladder
phases
As seen in Sec. II, the dispersion becomes quartic at the
critical point between the single- and double-minimum
band structures. In the absence of an interaction, one
can naively expect that all the bosons condense at the
lowest energy, and just forms a BEC which is the same
as the case of the quadratic dispersion.
A question is what happens in the presence of an in-
teraction. Here we briefly discuss a possible scenario.
We first point out that the similar situation can be also
considered for one-dimensional two-component bosons
with spin-orbit couplings, where the bare single-particle
dispersion becomes quartic at a certain value of the spin-
orbit coupling and biased chemical potential between the
two species. By employing the hydrodynamic approach
and Gaussian approximation, it is shown that the low-
energy effective theory undergoes non-TLL [38]. Then
the excitation is still gapless, but is no longer identical to
an acoustic phonon: the quadratic-dispersion mode. It
would rather be that of the Heisenberg ferromagnet and
two-component bosonic Yang-Gaudin model where the
spontaneous symmetry breaking and NG mode show up.
Interestingly, however, the off-diagonal density matrix is
shown to decay exponentially as
〈b†x,pb0,p′〉 ∼ ne−|x|/ξc , (85)
where ξc is the correlation length given by ξc =√
2ρ0/(mgλ2) with a mean-density ρ0, atomic mass m,
density-density interaction g and spin-orbit coupling λ.
Thus, it means that even one-dimensional superfluidity
is destroyed.
From the above example, we can expect the same
physics in our model. Namely the system might form
such a non-TLL when the system transits from the Meiss-
ner to the biased ladder state. However, then the Meiss-
ner current would be predicted to be still protected be-
cause its presence is guaranteed by the two band struc-
ture from the ladder geometry and flux (9). [13]
In addition to the physical properties, this problem on
interacting bosons for quartic bare dispersion would have
another interesting aspect. In general, it is expected that
an existence of gapless modes supports LRO or quasi-
LRO while our model is an exceptional case on this state-
ment. Thus, the profound understanding on the role of
gapless modes in one dimension remains an open ques-
tion.
B. Stronger U effect
In the paper, we have analysed the system under the
condition K,J  U . A natural question to come up
then is what happens when the system with a stronger
interaction U is concerned. In many of one-dimensional
systems, both the weak- and strong-coupling analyses are
continuously connected to each other consequently [27],
but we would think that the strong coupling regime in-
cludes different physics in our model. This is because
while in a weak coupling, the low-energy properties can
be well captured by assuming the quasi-condensates at
well-separated lowest energy single particle states in the
double-well band structure, such a picture is no longer
applicable in a strong coupling due to a hard-core feature
analogous to Fermi statistics. Namely the double-well
band feature can be no longer important in low-energy
physics if we naively assume fermion-like occupation of
the particles in the band picture as a strong coupling
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limit, and the different properties from those for the weak
coupling should be then found. Indeed, the recent nu-
merical analysis [39] in a strong coupling shows that the
biased-ladder phase is not found while the presence of
the Meissner and vortex phases is confirmed.
Let us make a further consideration on the physics in
the intermediate interaction. Then it is convenient to
take the generalized mean-field ansatz [16],
|GS′〉 = 1√
N !
(
eiθ+ cos γβ†k + e
iθ− sin γβ†k
)N
|0〉,(86)
where now the wave-vector k pointing at the bottoms
of the band is also treated as a variational parameter.
This generalization means that a modification of the
band structure by an interaction is taken into account.
As shown in Ref. [16], the variational approach shows
that the optimized value of k decreases with U , and ap-
proaches zero at a certain Uc. It is not clear whether
this mean-field ansatz correctly captures the physics in
the regime U ∼ Uc, but we can naively guess, at least,
from this discussion, that the interaction works so as to
collapse the double-well band structure.
Combining the mean-field and numerical result, the
following scenario can be deduced: The biased-ladder
state for the weak-interaction goes unstable as U in-
creases; it eventually transits at U = Uc to Meissner
state, and such a Meissner state continues to that of the
strong coupling regime which is found in Ref. [39]. To
test this scenario, or to precisely estimate the critical Uc,
an unbiased numerical simulation would be necessary.
Note added: Recently, we noticed a paper [40], which
found the biased ladder phase in a regime J ' K ' U
by means of the density matrix renormalization group.
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Appendix A: Derivation of renormalization group equation
In this Appendix, we derive renormalization group equations for the following Hamiltonian:
H = H0 +
λ1
(2piα)2
∫
dx cos(
√
8ϕ) +
λ2
(2piα)2
∫
dx cos(
√
8θ), (A1)
H0 =
v
2pi
∫
dx
[
1
K
(∇ϕ)2 +K(∇θ)2
]
, (A2)
where λ1 and λ2 are the couplings of the cosine terms, and the cutoff parameter α turns out to play an important
role in obtaining renormalization group equations. To this end, we adopt a scheme based on correlation functions
[41], which is known to be useful in many one dimensional systems [27].
To be specific, we consider the following correlation function:
R(r1 − r2) = 〈ei
√
2ϕ(x1,τ1)e−i
√
2ϕ(r2,τ2)〉, (A3)
where ri = (xi, y = vτi) (i = 1, 2), and the average is taken with the following partition function:
Z =
∫
DϕDθe
∫
dτdx[ i∇θ∂τϕpi −H]. (A4)
If the couplings λ1 and λ2 are absent, the Hamiltonian becomes the TLL one (Gaussian), and therefore, we can easily
evaluate the above correlation function for r1 − r2  α as
〈ei
√
2ϕ(x1,τ1)e−i
√
2ϕ(r2,τ2)〉H0 ∼ e−KF1(r1−r2), (A5)
where F1(r) =
1
2 ln
[
x2+(v|τ |+α)2
α2
]
, and 〈· · · 〉H0 means that the average is taken with H0 in Eq. (A4). While in the
presence of the couplings, one cannot evaluate the partition function exactly, at least, one can perform a perturbative
calculation by assuming that the couplings are small. Then, it is easily to show that the first-order terms in the
couplings become zero. Thus, up to the second-order terms, the correlation function is given by
R(r1 − r2) = e−KF1(r1−r2)
[
1 +
λ21
2(2piα)4v2
∑
=±1
∫
d2r′d2r′′e−KF1(r
′−r′′)(e2K[F1(r1−r
′)−F1(r1−r′′)+F1(r2−r′′)−F1(r2−r′)] − 1)
+
λ22
2(2piα)4v2
∑
=±1
∫
d2r′d2r′′e−K
−1F1(r′−r′′)(e−2[F2(r1−r
′)−F2(r1−r′′)+F2(r2−r′′)−F2(r2−r′)] − 1)
]
,
(A6)
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where F2(r) = −iArg (vτ + α+ ix), and d2r = vdxdτ . To go further, let us use the fact that dominant contributions
in the above integrals comes from regions where r′ and r′′ are not too distant. Thus, by introducing the center of
mass and relative coordinates, R = r
′+r′′
2 and r = r
′ − r′′, one can expand the exponential terms in the parentheses
and obtain
R(r1 − r2) = e−KF1(r1−r2)
[
1
− λ
2
1
2(2piα)4v2
∫
d2Rd2re−KF1(r)K2r2(F1(r1 −R)− F1(r2 −R))(∇2X +∇2Y )(F1(r1 −R)− F1(r2 −R))
− λ
2
2
2(2piα)4v2
∫
d2Rd2re−K
−1F1(r)r2(F2(r1 −R)− F2(r2 −R))(∇2X +∇2Y )(F2(r1 −R)− F2(r2 −R))
]
.
(A7)
By using the so-called Cauchy relations,
∇XF1 = i∇Y F2, (A8)
∇Y F1 = −i∇XF2, (A9)
and (∇2X +∇2Y ) ln(R) = 2piδ(R), the correlation function is given by
R(r1 − r2) = e−KF1(r1−r2)
[
1 +
λ21KF1(r1 − r2)
4pi3α4v2
∫
d2rr2e−KF1(r) − λ
2
2F1(r1 − r2)
4pi3α4v2
∫
d2rr2e−K
−1F1(r)
]
. (A10)
This expression allows one to introduce an effective exponent Keff,
Keff = K − y
2
1K
2
2
∫
dr
α
( r
α
)3−4K
+
y22
2
∫
dr
α
( r
α
)3− 4K
, (A11)
where we introduced yi =
λi
piv (i = 1, 2). Considering that the effective exponent should not affect by varying the
cutoff as α′ = α+ dα, we obtain
K(α′) = K(α)− y
2
1(α)K
2(α)
2
dα
α
+
y22(α)
2
dα
α
, (A12)
y21(α
′) = y21(α)
(
α′
α
)4−4K(α)
, (A13)
y22(α
′) = y22(α)
(
α′
α
)4− 4
K(α)
. (A14)
By introducing the scaling parameter l, which satisfies α = α0e
l with the original cutoff α0, the following renormal-
ization group equations are obtained:
dK
dl
= −K
2y21
2
+
y22
2
, (A15)
dy1
dl
= 2(1−K)y1, (A16)
dy2
dl
= 2(1− 1/K)y2. (A17)
The low-energy effective theory (35) in the incommensurate vortex phase corresponds to Eq. (41) with the constraint
λ2 = 0. Thus by fixing y2 to be zero in Eqs. (A15)-(A17) and replacing y1 = g/va, the renormalization group
equation (41) is derived. On the other hand, the effective theory (72) in the commensurate vortex phase is identical
to Eq. (A1), and thus the renormalized group equations, Eqs. (77) and (78), are exactly obtained by the replacement
y1 = g1/va and y2 = g2/va.
[1] D. R. Hofstadter, Phys. Rev. B 14, 2239 (1976). [2] G. Prange and S. M. Girvin, The Quantum Hall Ef-
15
fect, Graduate texts in contemporary Physics (Springer-
Verlag, NY, 1987).
[3] J. Dalibard, F. Gerbier, G. Juzeliu¯nas, and P. O¨hberg,
Rev. Mod. Phys. 83, 1523 (2011).
[4] N. Goldman, G. Juzeliunas, P. Ohberg, and I. B. Spiel-
man, Reports on progress in physics. Physical Society
(Great Britain) 77, 126401 (2014).
[5] N. Goldman, J. Dalibard, M. Aidelsburger, and N. R.
Cooper, ArXiv e-prints (2014), arXiv:1410.8425 [cond-
mat.quant-gas].
[6] M. Aidelsburger, M. Atala, M. Lohse, J. T. Barreiro,
B. Paredes, and I. Bloch, Phys. Rev. Lett. 111, 185301
(2013).
[7] H. Miyake, G. A. Siviloglou, C. J. Kennedy, W. C. Bur-
ton, and W. Ketterle, Phys. Rev. Lett. 111, 185302
(2013).
[8] G. Jotzu, M. Messer, R. Desbuquois, M. Lebrat,
T. Uehlinger, D. Greif, and T. Esslinger, Nature 515,
237 (2014).
[9] E. Orignac and T. Giamarchi, Phys. Rev. B 64, 144515
(2001).
[10] A. Dhar, M. Maji, T. Mishra, R. V. Pai, S. Mukerjee,
and A. Paramekanti, Phys. Rev. A 85, 041602 (2012).
[11] A. Dhar, T. Mishra, M. Maji, R. V. Pai, S. Mukerjee,
and A. Paramekanti, Phys. Rev. B 87, 174501 (2013).
[12] A. Petrescu and K. Le Hur, Phys. Rev. Lett. 111, 150601
(2013).
[13] A. Tokuno and A. Georges, New Journal of Physics 16,
073005 (2014).
[14] A. Keles¸ and M. O. Oktel, Phys. Rev. A 91, 013629
(2015).
[15] M. Atala, M. Aidelsburger, M. Lohse, J. T. Barreiro,
B. Paredes, and I. Bloch, Nature Physics 10, 588 (2014).
[16] R. Wei and E. J. Mueller, Phys. Rev. A 89, 063617
(2014).
[17] C. J. Pethick and H. Smith, Bose-Einstein condensation
in dilute gases (Cambridge university press, 2002).
[18] S. Takayoshi, M. Sato, and S. Furukawa, Phys. Rev. A
81, 053606 (2010).
[19] M. Aidelsburger, M. Atala, S. Nascimbene, S. Trotzky,
Y.-A. Chen, and I. Bloch, Phys. Rev. Lett. 107, 255301
(2011).
[20] K. Jimenez-Garcia, L. J. LeBlanc, R. A. Williams, M. C.
Beeler, A. R. Perry, and I. B. Spielman, Phys. Rev. Lett.
108, 225303 (2012).
[21] J. Struck, C. Olschlager, M. Weinberg, P. Hauke, J. Si-
monet, A. Eckardt, M. Lewenstein, K. Sengstock, and
P. Windpassinger, Phys. Rev. Lett. 108, 225304 (2012).
[22] S. T. Carr, B. N. Narozhny, and A. A. Nersesyan, Phys.
Rev. B 73, 195114 (2006).
[23] G. Roux, E. Orignac, S. R. White, and D. Poilblanc,
Phys. Rev. B 76, 195105 (2007).
[24] In the single minimum case, however, the kinetic energy
is vanished due to the occupation at k = 0. In Sec. IV, we
see an example where the kinetic energy takes a nonzero
contribution.
[25] E. H. Lieb and W. Liniger, Phys. Rev. 130, 1605 (1963).
[26] F. Haldane, Journal of Physics C: Solid State Physics 14,
2585 (1981).
[27] T. Giamarchi, Quantum physics in one dimension (Ox-
ford University Press, 2003).
[28] M. Cazalilla, Journal of Physics B: Atomic, Molecular
and Optical Physics 37, S1 (2004).
[29] We note an important difference between the mean-field
and bosonization approaches. In the mean-field approach,
since θa (and θs) is ordered, the local currents oscillate
in space. In the bosonization approach, since the anti-
symmetric sector is described by the TLL, the local cur-
rents do not show such an oscillation as far as the com-
mensurate effect does not show up.
[30] We can also discuss the case of (〈n+〉 , 〈n−〉) = (0, n)
exactly in the same manner, and the same result is
obatined. However, only the magnetization has an op-
posite sign to Eq. (58).
[31] The terms of the vector and axial U(1) symmetries are
employed due to the analogy to chiral symmetries used
in elementary particle physics.
[32] Y.-Q. Li, S.-J. Gu, Z.-J. Ying, and U. Eckern, Europhys.
Lett. 61, 368 (2003).
[33] J. N. Fuchs, D. M. Gangardt, T. Keilmann, and G. V.
Shlyapnikov, Phys. Rev. Lett. 95, 150402 (2005).
[34] M. Batchelor, M. Bortz, X. Guan, and N. Oelkers, Jour-
nal of Statistical Mechanics: Theory and Experiment ,
P03016 (2006).
[35] J.-P. Blaizot and G. Ripka, Quantum theory of finite sys-
tems, Vol. 3 (MIT press Cambridge, 1986).
[36] Y. Kawaguchi and M. Ueda, Physics Reports 520, 253
(2012).
[37] L.-C. Ha, L. W. Clark, C. V. Parker, B. M. Anderson,
and C. Chin, Phys. Rev. Lett. 114, 055301 (2015).
[38] H. C. Po, W. Chen, and Q. Zhou, Phys. Rev. A 90,
011602 (2014).
[39] M. Piraud, F. Heidrich-Meisner, I. P. McCulloch,
S. Greschner, T. Vekua, and U. Schollwo¨ck, Phys. Rev.
B 91, 140406 (2015).
[40] S. Greschner, M. Piraud, F. Heidrich-Meisner, I. P. Mc-
Culloch, U. Schollwo¨ck, and T. Vekua, ArXiv e-prints
(2015), arXiv:1504.06564 [cond-mat.quant-gas].
[41] J. V. Jose´, L. P. Kadanoff, S. Kirkpatrick, and D. R.
Nelson, Phys. Rev. B 16, 1217 (1977).
