Huge store of hidden information in text documents is available. Extracting accurate, useful information from this store is very important. Multinomial Naïve Bayes classification algorithm is effective in processing text and extracting accurate information.
INTRODUCTION
Nowadays, most of the information in all types of organizations is stored in digital form, mostly in text format. To gain useful information from this huge amount of hidden information, one must process this information intelligently. If richer information is processed, richer knowledge is gained.
A document contains multiple terms. Each term does not contribute equally in defining the meaning of the document. Some terms contribute more whereas some contribute less. It was observed that the terms which are relevant to the class of document occur at the top or in the initial part of the document. They appear again in the later parts of the document. A new term weighting scheme is introduced by assigning more weight to the terms which lie in the initial part of the document. Naïve Bayes (NB) classification algorithm is a popular technique of classification [1] . It is simple, effective and accurate in processing text documents. Multinomial Naïve Bayes (MNB) classification algorithm, a variant of NB, considers the frequency of occurrence of terms for classification [2, 3] . This paper uses MNB for classification of documents.
Many schemes are available for term weighting. Term frequency (TF) and TF with inverse document frequency (TF-IDF) are well known. Recent work on term weighting replaces IDF by term relevance ratio [4] . It uses class probability estimations on positive and negative classes. M. Mendoza et al introduce a new term weighting scheme [5] . Their method is based on BM25. They consider TF and IDF for modification. This paper focuses on TF.
The paper is organized as follows. Section 2 proposes a new method of classification of documents. Relevant experimental setup and results are discussed in section 3. Conclusion is presented in section 4.
PROPOSED METHOD FOR CLASSIFICATION OF TEXT DOCUMENTS
A text document has terms. Some terms are very common and some are non common or useful terms. The documents have to be pre-processed to remove common terms, also called stop words, (commonly occurring words like with, for, the, etc) and get stems of non common terms [6] . Every stemmed term occurs in a document certain number of times which is called its frequency of occurrence or TF. Thus document d can be represented as: (1) where t i is i th term in d, w i is term frequency of t i in d and m is total number of terms in d [2] .
It was observed that the terms that occur at the beginning of the document occur more frequently than other terms. They contribute more in giving meaning to the document. Weights wt of each term t based on the positional appearance of the term in the document were calculated, as follows: (2) where a document is assumed to be divided into n equal parts and x i is frequency of t in i th part of the document and p i is weight assigned to t in ith part such that p1 > p2 > …> pn.
Using eq. 2 weights are assigned to terms in training database. Training database is used to build a classification model based on MNB. Using this model, classes of documents in test database were predicted. Higher posterior probability indicates class of the document. Step 3: Prepare a classification model using Multinomial Naïve Bayes classification algorithm using {TR}
Step 4: Evaluate the model for all documents in {T} 1. Class for each document in {T} is predicted }
RESULTS AND DISCUSSION
After pre-processing, a term-document matrix was prepared. Using eq. 2, weight of each term from the matrix was calculated. MNB was used to prepare a classification model using documents in training database. The model was evaluated using documents in test database.
Two standard text datasets were used for testing -Reuters-21578 and 20-newsgroups. Experiments were conducted using WEKA's MNB [7] .
Reuters-21578 corpus contains five different categories out of which TOPICS category was selected. It has 135 subcategories. This paper focuses on 5 sub-categories.
Experiments were carried out by dividing every document into 2, 3 and 4 parts. As per eq. 2 more weights were given to the terms that occurred in earlier parts of the document than to the terms that occurred in later parts. The classification results were improved. It was observed that a term relevant to the class starts occurring from initial part of the document. It occurs more number of times in the initial part, generally, than in subsequent parts. But a term less relevant or irrelevant to a class appears somewhere towards later parts of the document. Therefore, enhancing weights of terms that appear in the initial part improves classification results. and 'deficit' from 'acq', 'crude', 'earn', 'grain' and 'trade' respectively. These terms are relevant to respective classes. It was observed that except for term 'loss' rest of the terms appeared more number of times in first part than in subsequent parts. 'loss' appeared equal number of times in first and second part when documents were divided into 2 parts. When documents were divided into 4 parts, 'loss' occurred more number of times in third part than in first and second part. (iv) shows graph of 'oil'. 'oil' is related to 'grain' in context of 'palm oil' or 'linseed oil'. 'oil' is more relevant to 'crude'. It was observed that 'oil' occurred more number of times in later parts of documents relevant to 'grain' but same term occurred more number of times in first part than in other parts in documents relevant to 'crude' (v). F-measure for documents before and after enhancing the weights is shown in (vi). Fmeasure has not increased for 'crude' and 'trade'. Although number of true positives have increased by 1.3% for 'crude' and remained same for 'trade', numbers of false positives have also increased in both the cases. In case of 'crude', false positives have increased by 2.7%. In case of 'trade' false positives have increased by 1.3%. Thus there is no change in F-measure for these two classes. Experiments were carried out for 20-newgroups. It contains documents from twenty newsgroups. All sub-categories under science were considered. Graphs were plotted for 20-newsgroups. Fig. 2 shows graphs for 20-newsgroups dataset. 'key', 'ground', 'injury' and 'nasa' represent 'crypt', 'elec', 'med' and 'space' classes respectively ((i), (ii) and (iii)). Similar observations were made for all terms as were done for Reuters-21578 except 'nasa'. 'nasa' occurred less frequently in initial parts of documents which were relevant to 'space'. It was observed that classification results were improved after enhancing the weights of terms. F-measure for documents has been plotted in (iv). F-measure has increased when documents were divided into 2, 3 and 4 parts. 3 shows graphs for both datasets when documents were not divided and divided into 2, 3 and 4 parts. In both cases, improvement was seen in average F-measure. Reuters-21578 is known to be a "simple" dataset, so only a few terms are enough to classify the documents correctly [8] . As opposed to this, 20-newsgroups is not a "simple" dataset and every single term is required for correct classification [8] . So, when relevant terms have enhanced weights, average F-measure increases.
CONCLUSION
Consideration of positional distribution of terms in a document has helped in improving classification. Average Fmeasure was improved by 1.0% for Reuters-21578 and by 2%
for 20-newsgroups datasets at least. This technique could be used by search engines while looking for text documents especially when more than two keywords are submitted as query keys to fetch the relevant results.
Further work can be done in improving classification by reducing number of false positives. Partitioning can be applied on documents depending upon their sizes.
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