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ACC FOR LOG CANONICAL THRESHOLD POLYTOPES
JINGJUN HAN, ZHAN LI, AND LU QI
Abstract. We show that the log canonical threshold polytopes of va-
rieties with log canonical singularities satisfy the ascending chain con-
dition.
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1. Introduction
Let (X,∆) be a log canonical pair over C, and let D ≥ 0 be an R-Cartier
divisor on X. The log canonical threshold of D with respect to (X,∆) is
defined by
lct(X,∆;D) := sup{t ∈ R | (X,∆+ tD) is log canonical}.
It can be viewed as a measurement for the complexity of the singularities. A
conjecture of Shokurov [Sho88, Sho92] predicts that in any fixed dimension,
if the coefficients of ∆ and D belong to a set which satisfies the descending
chain condition (DCC), then the set of all log canonical thresholds sat-
isfies the ascending chain condition (ACC). [Sho88, Sho92] also proposed
that there are other situations where similar results should hold (see [K+92,
§18.14]).
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Among many applications in birational geometry, the ACC conjecture
for log canonical thresholds is closely related to the termination of flips
[Sho04, Bir07]. There were many partial results towards the ACC conjecture
(see [Ale94, Pro01, Pro02, MP04, dFM09], etc.). It was proved for bounded
singularities (in particular for smooth varieties) in [dFEM10, dFEM11] and
later with no extra restriction in [HMX14]. We remark that [dFEM10,
dFEM11] and [HMX14] use different methods where the former is more
algebraic and the latter is more geometric. The (non-standard) algebraic
method in [dFM09] encodes a sequence of ideals in a single object. Their
method was reinterpreted in a more algebraic geometric way and was called
generic limits in [Kol08]. We recommend [Kol08] for a nice survey of log
canonical thresholds and generic limits.
In [LM11], as an analogue of the log canonical threshold of a single divisor,
Libgober-Mustat¸a˘ introduced the log canonical threshold polytope (LCT-
polytope) for multiple divisors. To be precise, let (X,∆) be a log canonical
pair, and let D1, . . ., Ds ≥ 0 be R-Cartier divisors (we call them testing di-
visors). The LCT-polytope P (X,∆;D1, . . . ,Ds) of D1, . . . ,Ds with respect
to (X,∆) is defined by
P (X,∆;D1, . . . ,Ds) :=
{(t1, . . . , ts) ∈ R
s
≥0 | (X,∆ + t1D1 + . . .+ tsDs) is log canonical}.
The main goal of this paper is to prove a generalization of the ACC for
log canonical thresholds to the setting of log canonical threshold polytopes.
We show that in any fixed dimension, for a fixed number of testing divisors,
if the coefficients of all divisors involved belong to a DCC set, then the set
of LCT-polytopes satisfies the ACC under the inclusion of polytopes.
Theorem 1.1 (ACC for LCT-polytopes). Let n, s ∈ Z>0 be positive inte-
gers, and let I ⊆ (0,+∞) be a DCC set. Let S be the set of all (X,∆;D1,-
. . . ,Ds), where
(1) X is a normal variety of dimension n,
(2) (X,∆) is log canonical,
(3) the coefficients of ∆ belong to I, and
(4) D1, . . . ,Ds are R-Cartier divisors, and the coefficients of D1, . . . ,Ds
belong to I.
Then {P (X,∆;D1, . . . ,Ds) | (X,∆;D1, . . . ,Ds) ∈ S} is an ACC set.
[LM11] proved Theorem 1.1 when X is smooth. Their method relies on
generic limits. When s = 1, Theorem 1.1 is the ACC conjecture, which is
the main result of [HMX14].
Theorem 1.1 gives more information for the complexity of the singulari-
ties. Indeed, as is pointed out by [LM11], even if one is only interested in sin-
gularities of one divisorD1, studying the LCT-polytopes P (X,∆;D1, . . . ,Ds)
for various testing divisors reveals more information.
ACC FOR LCT-POLYTOPES 3
0
P1
P2
P3τ
τ0
Figure 1
It is natural to try to apply the results of [HMX14] to prove Theorem
1.1. Suppose that we consider two testing divisors, and the dimensions of
LCT-polytopes are equal to 2. [HMX14, Theorem 1.1] implies that any se-
quence {Pi}i∈Z>0 of such polytopes stabilizes along vertical lines, horizontal
lines, and lines passing through the origin. However, it is possible to con-
struct a strictly increasing sequence of polytopes {Pi}i∈Z>0 with the above
properties, which does not stabilize near a common vertex τ (see Figure 1).
Thus, it seems that Theorem 1.1 does not follow from [HMX14, Theorem
1.1] directly even if s = 2. In order to rule out a configuration as Figure
1, we use a two-step procedure by looking at a sequence of vertical lines
approaching the unstable vertex τ , which is illustrated in Section 2.
The general case is more complicated. We reduce Theorem 1.1 to a local
statement, and prove the “ACC for local LCT-polytopes”. Recall that for a
set T of linear functions defined on an interval I, there is a natural partial
order , that is, for f, g ∈ T , f  g if and only if f(t) ≥ g(t) for any t ∈ I.
Theorem 1.2 (ACC for local LCT-polytopes). Let n, s ∈ Z>0 be positive
integers, and let I ⊆ (0,+∞) be a DCC set. Let b1, . . . , bs ≥ 0 be non-
negative real numbers, and let a1, . . . , as be real numbers. Suppose that λ0 >
0 is a positive real number, such that ajλ0 + bj ≥ 0 for any 1 ≤ j ≤ s − 1.
Then there is an ACC set T of linear functions defined on [0,+∞) with the
following properties.
If (X,∆;D1, . . . ,Ds) satisfies that
(1) X is a variety of dimension n,
(2) (X,∆) is log canonical,
(3) the coefficients of ∆ belong to I,
(4) D1, . . . ,Ds are R-Cartier R-divisors, and the coefficients of D1, . . . ,Ds
belong to I, and
(5) there exists a positive real number c ≤ λ0 and a linear function t(λ)
of λ defined on [0,+∞), such that t(0) = bs, and for any λ ∈ [0, c],
t(λ) = sup{t | (X,∆+
s−1∑
j=1
(ajλ+ bj)Dj + tDs) is log canonical},
then t(λ) ∈ T .
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Theorem 1.2 follows from Theorem 1.3, the Global ACC for linear func-
tional divisors. Divisors with linear function coefficients appears naturally in
birational geometry. For example, [Nak16, HLS19] considered that setting
in the study of minimal log discrepancies.
Let F be a set of linear functions with real coefficients, and let F|c :=
{f(c) ∈ R | f(t) ∈ F} be the set of its values at c ∈ R. Consider an R-linear
functional divisor ∆(t) =
∑
fi(t)Di, where Di are distinct prime divisors
and fi(t) ∈ F . Denote this by ∆(t) ∈ F for convenience. With the above
conventions, we have the following result.
Theorem 1.3 (Global ACC for linear functions). Let n ∈ Z>0, and let
a < b be two real numbers. Let F be a set of real linear functions, such that
f(t) ≥ 0 on [a, b] for any f(t) ∈ F , and F|a ∪F|b is a DCC set. Then there
exists a finite subset F ′ ⊆ F satisfying the following properties.
If (X,∆(t)) is a log pair such that
(1) X is a normal projective variety of dimension n,
(2) ∆(t) ∈ F ,
(3) there exists a < bX ≤ b, such that (X,∆(t)) is log canonical for any
t ∈ [a, bX ], and
(4) KX +∆(t) is numerically trivial for any t ∈ [a, b],
then ∆(t) ∈ F ′.
Remark 1.4. If condition (4) in Theorem 1.3 is replaced by “there exists
a ≤ aX < b, such that (X,∆(t)) is log canonical for any t ∈ [aX , b]”, then
Theorem 1.3 still holds.
If F ⊂ [0, 1] is a set of constant functions, then the above theorem is the
Global ACC Theorem of [HMX14, Theorem 1.5]. Our argument relies on
[HMX14], so it does not give an independent proof of [HMX14, Theorem
1.5].
However, Theorem 1.2 is not an ad hoc generalization of [HMX14, The-
orem 1.5]. Indeed, there are cases where conditions of [HMX14, Theorem
1.5] are not satisfied but the coefficient set is still finite by the above result.
For example, consider all the fixed dimensional log canonical pairs (X,D1)
and (X, (1 − 1
m2
)D1 +
1
m
D2), where Di are prime divisors, m ∈ Z>0, and
KX + D1 ≡ KX + (1 −
1
m2
)D1 +
1
m
D2 ≡ 0. We claim that there are only
finitely many m satisfying the above conditions. This does not follow from
Global ACC since { 1
m
| m ∈ Z>0} is not a DCC set. However, Theorem 1.3
can be applied by considering the following data: [a, b] = [0, 1], bX =
1
m
,
F = {t}
⋃
∪+∞m=1{1−
t
m
}, and ∆(t) = (1− t
m
)D1 + tD2. Since F
′ is a finite
set, m belongs to a finite set.
In the same fashion, we obtain an analogue of the ACC for the Fano
spectrum (see [HMX14, Corollary 1.10]). For a log pair (X,∆) with −(KX+
∆) an ample R-Cartier divisor, its Fano index is the largest real number r
such that −(KX +∆) ∼R rH, where H is a Cartier divisor.
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Corollary 1.5. Let n ∈ Z>0, and let b > a be two real numbers. Suppose
that B ⊆ [a, b) is a DCC set. Let F be a set of real linear functions, such
that for any f(t) ∈ F , f(t) ≥ 0 on [a, b], and F|a ∪ F|b is a DCC set. Let
D be the set of all (X,∆(t), aX ), where
(1) X is a normal projective variety of dimension n,
(2) ∆(t) ∈ F , aX ∈ B,
(3) (X,∆(t)) is log canonical on [aX , b],
(4) KX +∆(b) ∼R 0, and
(5) −(KX +∆(aX)) is ample.
Then the set of Fano indices at aX ,
{r ∈ R | r is the Fano index of (X,∆(aX )), (X,∆(t), aX ) ∈ D},
is an ACC set.
The complex singularity exponent of a holomorphic function f , which
is the analytic counterpart for the log canonical threshold, is the largest
real number c such that |f |−c is L2-integrable. It appears in the study
of Ka¨hler-Einstein metrics [Tia90], and has been further studied by many
mathematicians (see [DK01, GZ15], etc.). Related works had already ap-
peared in the early 50’s (see [Kol08] for references). The LCT-polytope of
multiple holomorphic functions f1, . . . , fs can be defined as
{(c1, . . . , cs) ∈ R
s
≥0 |
s∏
i=1
|fi|
−ci is L2-integrable}.
It is expected that such polytopes also contain more information of analytic
singularities.
This paper is organized as follows. Section 2 illustrates the main ideas in
the proof of Theorem 1.1 for two testing divisors in the surface case. Section
3 gathers relevant definitions and preliminary results. Theorem 1.3 is proved
in Section 4. The remaining main results are proved in Section 5.
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2. The main ideas in the proof
In order to orient the reader, we give a sketch of the proof of the ACC
for LCT-polytopes for surfaces with two testing divisors.
Consider the set of triples (Xi;Di,1,Di,2) satisfying the assumptions of
Theorem 1.1 with dimXi = 2. Denote Pi := P (Xi;Di,1,Di,2), where
P (Xi;Di,1,Di,2) = {(x1, x2) ∈ R
2
≥0 | (Xi, x1Di,1 + x2Di,2) is log canonical}.
Suppose that dimPi = 2 and P1 ( P2 ( P3 ( · · · is a strictly increasing
sequence.
By Lemma 5.3, there exists a point β ∈ Pi for all i≫ 1, such that for any
open set U ∋ β, the set {Pi∩U | i ∈ Z>0} contains infinitely many elements.
Possibly passing to a subsequence, we can show that for any i, there exists
a facet (a line segment) Fi ∋ β of Pi satisfying the following properties:
(1) if Hi ⊆ R2 is the hyperplane (hence a line) containing Fi, then
Hi /∈ {H1, . . . ,Hi−1},
(2) Hi is not parallel to the x2-axis, and
(3) if π : R2 → R is the projection (x1, x2) 7→ x1, then there exists a
ray R with vertex π(β), such that R ⊆ π(Hi), and π(Fi)∩R 6= ∅ for
i≫ 1.
Figure 2 gives an illustration. For more details, see Section 5.
0
F1
F2
F3
λ
β
pi(β) R
x1
x2
Figure 2
Let a = π(β). If x2 = ti(x1) is the equation of Hi, then {ti(λ)}i∈Z>0
is strictly increasing for any λ > a. For each i, by definition, there exists
bXi > a such that ti(λ) = sup{x2 | (λ, x2) ∈ Pi} = sup{x2 ≥ 0 | (Xi, λDi,1+
x2Di,2) is log canonical} for any λ ∈ [a, bXi ]. Let b = bX1 , and ∆i(λ) :=
λDi,1+ ti(λ)Di,2. If some irreducible component Ei of Di,2 is a log canonical
center of (Xi,∆i(λ)) for infinitely many i, then for a fixed λ ∈ (a, b), we have
λmultEi(Di,1) + ti(λ)multEi(Di,2) = 1,
with multEi(Di,2) 6= 0. Thus ti(λ) belongs to an ACC set, a contradiction.
Hence we may assume that for any i, the coefficient of any irreducible
component of Di,2 in ∆i(λ) is less than 1. For fixed i, possibly replacing bXi
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by a smaller number, we can show that there exists a common dlt modifi-
cation (Proposition 3.17) φi : Yi → Xi for any λ ∈ (a, bXi), such that
(1) KYi + Ei + ∆˜i(λ) = φ
∗
i (KXi +∆i(λ)),
where ∆˜i(λ) is the strict transform of ∆i(λ). Here Ei is a reduced excep-
tional divisor, and it intersects the strict transform of Di,2. For simplicity,
we assume that Ei is a prime divisor.
Restricting (1) to Ei, we get
(2) KEi +Θi(λ) := (KYi + Ei + ∆˜i(λ))|Ei ≡ 0.
By the adjunction formula (see Proposition 3.14), the coefficients of Θi(λ)
are of the form
(3)
m− 1 + aiλ+ biti(λ)
m
where m ∈ Z>0 and ai, bi ∈
∑
I (see Lemma 3.3 for the notation). For
simplicity, we only consider the case m = 1. Since Ei is a smooth rational
curve and degKEi = −2, (2) implies
li∑
j=1
(ajiλ+ b
j
i ti(λ)) = 2
for some li ∈ Z>0. Note that at least one b
j
i 6= 0 as Ei intersects Di,2. Since
aji , b
j
i belong to the DCC set
∑
I, and {ti(λ)}i∈Z>0 is strictly increasing for
any fixed λ > a, {li} is bounded. Passing to a subsequence, we may assume
that li = l, and that both {a
j
i}i∈Z>0 and {b
j
i}i∈Z>0 are increasing for each j.
Then
l∑
j=1
(aj1λ+ b
j
1t1(λ)) = 2 and
l∑
j=1
(aj2λ+ b
j
2t2(λ)) = 2
imply that t1(λ) ≥ t2(λ) for any λ > a, which is a contradiction since
{ti(λ)}i∈Z>0 is strictly increasing.
There are three major simplifications in the above argument which cor-
respond to three hurdles to overcome in the general case:
First, we assumed that there are only two testing divisors. Hence the
“bad” configuration of {Pi} is simple (see Figure 2). For multiple testing
divisors, the configurations can be much more complicated, see Section 5.
Second, we assumed m = 1 in (3). In general, the case where m is
unbounded needs to be ruled out, see Proposition 4.4.
Third, in the above, we only dealt with surfaces. In higher dimensional
cases, one can still apply the adjunction formula to some common log canon-
ical places and obtain numerically trivial pairs. However, the exceptional
divisors Ei may not belong to a bounded family. We use the minimal model
program (MMP) to reduce to the Fano case. If all the Ei are ǫ-lc for some
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ǫ > 0, then by Birkar-Borisov-Alexeev-Borisov Theorem (see Theorem 3.21),
they belong to a bounded family, and a similar argument as above works.
Otherwise, we use two ray game to create log canonical centers, see Propo-
sition 4.5.
3. Preliminaries
3.1. Arithmetic of sets.
Definition 3.1 (DCC and ACC set). A partially ordered set (I,) satisfies
the descending chain condition (resp. ascending chain condition), if for any
descending sequence a1  a2  · · · (resp. ascending sequence a1  a2  · · · )
in I, there exists n ∈ Z>0, such that ai = aj for any i, j ≥ n. For simplicity,
we write DCC for descending chain condition and ACC for ascending chain
condition.
Remark 3.2. This paper mainly deals with three kinds of partially ordered
sets. The set of polytopes is ordered by inclusion ⊆. The set of real numbers
R is ordered by the usual ≤. Besides, for a set F of real-valued functions
defined on a closed interval [a, b] where a < b, the partial order  is defined
pointwisely, that is, for f, g ∈ F , f  g if and only if f(t) ≥ g(t) for any
t ∈ [a, b].
The proof of the following result is elementary and we omit it.
Lemma 3.3. DCC sets have following properties.
(1) If I is a totally ordered DCC set, then there exists a minimal element
of I. Thus, for any sequence {ai}i∈Z>0 with ai ∈ I, there exists an
increasing subsequence {aij}j∈Z>0 .
(2) If Ii, i = 1, . . . , n are DCC sets, then
⋃n
i=1 Ii is a DCC set.
(3) If I ⊆ R is a DCC set, then
∑
I := {
∑
il∈I
il ∈ R a finite sum},
is a DCC set.
3.2. Log canonical threshold and LCT-polytope. For definitions of
log canonical (lc), kawamata log terminal (klt) and divisorial log terminal
(dlt) singularities and their basic properties, see [KM98, §2].
In the sequel, a log pair (X,∆) consists of a normal variety X and an
R-divisor ∆ ≥ 0 such that KX +∆ is R-Cartier. If the coefficients of ∆ are
at most 1, then ∆ is called a boundary.
For a birational morphism f : Y → X with Y a normal variety, write
KY ∼R f
∗(KX +∆) +
∑
E
a(E,X,∆)E,
where the irreducible divisors E run over the components of exceptional
divisors Exc(f) and the strict transform f−1∗ (∆) of ∆. The real number
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a(E,X,∆) is called the discrepancy of E with respect to (X,∆), and it is
independent on Y . For a real number ǫ ≥ 0, (X,∆) is called ǫ-lc if the
discrepancy a(E,X,∆) ≥ −1 + ǫ for any divisor E over X.
Definition 3.4 (Lc place, lc center). Let (X,∆) be an lc pair. An lc place
of (X,∆) is a prime divisor E over X such that a(E,X,∆) = −1. An lc
center is the image of an lc place on X.
Definition 3.5 (Log canonical threshold). Let (X,∆) be an lc pair and let
D be an R-Cartier R-divisor. The log canonical threshold of D with respect
to (X,∆) is
lct(X,∆;D) := sup{t ∈ R | (X,∆+ tD) is log canonical}.
For I ⊆ [0, 1], we write ∆ ∈ I if the coefficients of the R-divisor ∆ =∑
ci∆i belong to I. Let
Tn(I) := {(X,∆) | (X,∆) is log canonical,dimX = n,∆ ∈ I}.
Suppose J ⊆ R≥0, let
LCTn(I, J) := {lct(X,∆;M) | (X,∆) ∈ Tn(I),M ∈ J}
be a subset of real numbers. Under the above notation, we have the following
important result on log canonical thresholds.
Theorem 3.6 (ACC for log canonical thresholds, [HMX14, Theorem 1.1]).
Fix a positive integer n, I ⊆ [0, 1] and a subset J of the positive real numbers.
If I and J satisfy the DCC, then LCTn(I, J) satisfies the ACC.
Log canonical threshold can be generalized to the case of multiple divisors
(called testing divisors) and we get LCT-polytopes (see [LM11]).
Definition 3.7 (LCT-polytope). Let (X,∆) be an lc pair. Let D1, . . . ,Ds >
0 be R-Cartier R-divisors. The LCT-polytope P (X,∆;D1, . . . ,Ds) of D1,-
. . . ,Ds with respect to (X,∆) is the set
{(t1, . . . , ts) ∈ R
s
≥0 | (X,∆+ t1D1 + . . .+ tsDs) is log canonical}.
Since the boundaries of an LCT-polytope are defined by linear equations
whose coefficients are determined by a log resolution of (X,∆+
∑
iDi), an
LCT-polytope is indeed a bounded polytope in Rs≥0 (see [LM11, Lemma 2.3]
or Lemma 3.8).
Let P ⊆ Rs be an LCT-polytope of dimension s, a facet (that is, a face
of dimension s− 1) F of P is called an LCT facet if F * ∪si=1{(x1, . . . , xs) |
xi = 0}.
Lemma 3.8. Let P = P (X,∆;D1, . . . ,Ds) ⊆ Rs be an LCT-polytope of
dimension s. Suppose that F is an LCT facet of P , and H is the hyperplane
containing F . The connected component of Rs\H which contains P is
{(x1, . . . , xs) |
s∑
i=1
aixi ≤ a0},
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where ai ≥ 0 for all 0 ≤ i ≤ s.
Proof. Let f : Y → X be a log resolution of (X,Supp(∆ +
∑s
i=1Di)), then
KY + ∆˜ +
s∑
i=1
xiD˜i +
∑
E
(
s∑
i=1
aE,ixi + bE)E = f
∗(KX +∆+
s∑
i=1
xiDi),
where ∆˜, D˜i are strict transforms of ∆,Di on Y , E runs over all exceptional
divisors, and ai,E ≥ 0. Thus
P = Rs≥0
⋂
(∩E{(x1, . . . , xs) |
s∑
i=1
ai,Exi + bE ≤ 1}).
The connected component of Rs\H which contains P is
{(x1, . . . , xs) |
s∑
i=1
aixi + b ≤ 1},
where ai = aE,i ≥ 0, 1 ≤ i ≤ s and b = bE for some E. Since 0s ∈ P ,
a0 := 1− b ≥
∑s
i=1 ai · 0 = 0. 
Note that the interior of P (X,∆;D1, . . . ,Ds) does not correspond to the
log canonical thresholds of {Di}. However, we abuse the language and call
the whole polytope the LCT-polytope.
Lemma 3.9. Let {Pi := Pi(Xi,∆i;Di,1, . . . ,Di,s)} be an increasing sequence
of LCT-polytopes of dimension s.
(1) If along any ray R starting from the origin, this sequence of polytopes
stabilizes (that is, {R ∩ Pi} stabilizes), then the union ∪i≥1Pi is a
closed set.
(2) If Xi (i ∈ Z>0) are of the same dimension and the coefficients of ∆i
and Di,j (1 ≤ j ≤ s) belong to a DCC set I, then the union ∪i≥1Pi
is a compact set.
Proof. For (1), let (x1, . . . , xs) ∈ Rs≥0 be any point such that (x1, . . . , xs) /∈
∪i≥1Pi. Let R be the ray from the origin 0s to (x1, . . . , xs). If (rx1, . . . , rxs)
is the stable point along R, then r < 1. Consider the open set
T = {(y1, . . . , ys) ∈ R
s | yi > rxi, i = 1, 2, . . . , s}.
Then (x1, . . . , xs) ∈ T . We claim that T ∩ Pk = ∅ for all k. Suppose
to the contrary that there exists (a1, . . . , as) ∈ T ∩ Pk for some k. Let
r′ = min{ ai
rxi
}. Then ai ≥ r
′rxi for any i, and (r
′rx1, . . . , r
′rxs) ∈ Pk. Since
ai > rxi for any i, r
′ > 1. This contradicts to the stability of (rx1, . . . , rxs).
Thus, (x1, . . . , xs) does not belong to the closure of ∪i≥1Pi.
For (2), if c > 0 is the minimal nonzero element of I, then Pk ⊆ [0, 1/c]
s
is bounded. Let R := {(α1t, . . . , αst) | t ∈ R≥0} be a ray starting from
the origin, where αi ≥ 0 and (α1, . . . , αs) 6= 0s. Let (α1tk, . . . , αstk) be the
intersection point of R with an LCT facet of Pk, then we have
tk = lct(Xk,∆k;α1Dk,1 + . . . + αsDk,s).
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The coefficients of α1Dk,1+ . . .+αsDk,s belong to
∑k
i=1 αiI, which is a DCC
set by Lemma 3.3. By Theorem 3.6, {Pi} stabilizes along R. Thus ∪i≥1Pi
is closed by (1). 
Definition 3.10. Let X be a normal variety, and let ∆i be distinct prime
divisors. If fi(t) : [a, b] → R is an R-linear function (resp. R-piecewise
linear function), then we call the formal finite sum ∆(t) =
∑
i fi(t)∆i an
R-linear functional divisor (resp. R-piecewise linear functional divisor) on
[a, b]. We also call it a linear functional divisor (resp. piecewise linear
functional divisor) on [a, b] for simplicity.
Suppose that ∆(t) = fi(t)∆i is a piecewise linear functional divisor on
[a, b], then (X,∆(t)) is lc, klt, dlt, etc., on [a, b], if (X,∆(t)) is lc, klt, dlt,
etc., for any t ∈ [a, b].
The support of ∆(t) is defined by Supp∆(t) := Supp
∑
i∆i.
Lemma 3.11. Let a < b be two real numbers. Let X be a normal vari-
ety, and ∆(t) a piecewise linear functional divisor on [a, b]. Suppose that
(X,∆(t)) is lc on [a, b]. Let D =
∑
djDj be an R-Cartier R-divisor. Then
the log canonical threshold ζ(t) := lct(X,∆(t);D) is a non-negative piecewise
linear function on [a, b].
Moreover, there exists 0 < ǫ < b− a such that the log canonical places of
(X,∆(t) + ζ(t)D) are the same for any t ∈ (a, a+ ǫ].
Conversely, if ζ(t) is a linear function on [a, a+ǫ0] for some 0 < ǫ0 < b−a,
then the log canonical places of (X,∆(t) + ζ(t)D) are the same for any
t ∈ (a, a+ ǫ0).
Proof. It suffices to prove the lemma for a linear functional divisor ∆(t),
and apply the conclusion to a subdivision of the interval [a, b]. In addition,
we may assume D 6= 0.
Take a log resolution π :W → X of (X,Supp∆(t) + SuppD) and denote
the set of exceptional divisors by {Ek}. We have
KW + ∆˜(t) + τD˜ = π
∗(KX +∆(t) + τD) +
∑
k
ak(t, τ)Ek,
where ∆˜(t) and D˜ are the strict transforms of ∆(t) and D respectively, and
ak(t, τ) := a(Ek,X,∆(t)+τD) is a linear function of t and τ . By assumption,
ak(t, 0) ≥ −1 for any t ∈ [a, b].
For t ∈ [a, b], define τ0(t) := sup{τ | ∆(t) + τD is a boundary} and
τk(t) := sup{τ | ak(t, τ) ≥ −1} for k ≥ 1. Then 0 ≤ τ0(t) < +∞ and for
each k ≥ 1, either τk(t) = +∞ or τk(t) is a non-negative linear function of
t on [a, b]. By definition, ζ(t) = lct(X,∆(t);D) = min{τk(t)|k ≥ 0} ≥ 0 is a
piecewise linear function of t on [a, b].
There exists 0 < ǫ < b−a such that for each k ≥ 1, either ak(t, ζ(t)) = −1
or ak(t, ζ(t)) > −1 for any t ∈ (a, a + ǫ]. Thus the log canonical places of
(X,∆(t) + ζ(t)D) are the same for all t ∈ (a, a+ ǫ].
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Suppose that ζ(t) is a linear function on [a, a + ǫ0], then ak(t, ζ(t)) is a
linear function of t on [a, a+ ǫ0] for each k. Thus either ak(t, ζ(t)) = −1 or
ak(t, ζ(t)) > −1 for any t ∈ (a, a + ǫ0). Hence the log canonical places of
(X,∆(t) + ζ(t)D) are the same for all t ∈ (a, a+ ǫ0). 
3.3. Adjunction. For a dlt pair (X,∆ = S + B) where S is a prime di-
visor, by the adjunction formula, there exists a dlt pair (S,DiffS(B)), such
that (KX +∆)|S = KS + DiffS(B). Moreover, if B =
∑s
i=1 biBi, then the
coefficients of DiffS(B) are of the form
m−1+
∑s
i ribi
m
≤ 1, where m is a pos-
itive integer, and ri are non-negative integers. In this paper, we need an
adjunction formula for linear functional divisors.
Definition 3.12. Let a < b be two real numbers, and let F be a set of
non-negative linear functions on [a, b]. For any a < c ≤ b, define
(F+, [a, c]) := {v(t) | v(t) =
∑
fi(t)∈F
nifi(t) ≤ 1 on [a, c], ni ∈ Z>0}
⋃
{0},
where the sum
∑
stands for a finite sum, and
D(F , [a, c]) := {w(t) |w(t) =
m− 1 + v(t)
m
≤ 1 on [a, c],
m ∈ Z>0, v(t) ∈ (F+, [a, c])}.
In addition, define
D(F , [a, b]) :=
⋃
b≥c>a
D(F , [a, c]).
If D0 ⊆ D(F), define a subset of F by
D−1(D0) := {f(t) ∈ F |
m− 1 + nf(t) +
∑
njfj(t)
m
∈ D0,
m, n, nj ∈ Z>0, fj(t) ∈ F}.
Remark 3.13. When c = b and the interval [a, b] is clear from the context,
we write F+ and D(F) for (F+, [a, b]) and D(F , [a, b]) respectively.
In the proof of Theorem 1.3, we apply Lemma 3.11 and shrink the interval
[a, bX ]. This is the reason to introduce D(F).
Proposition 3.14 (Adjunction formula for linear functional divisors). Let
a < b be two real numbers. Let X be a normal variety, S a prime divisor
on X, and Γ(t) =
∑s
i=1 bi(t)Bi a linear functional divisor on [a, b]. Suppose
that (X,Γ(t) + S) is dlt on [a, b]. Then there is a linear functional divisor
Θ(t) on S, such that
(KX + S + Γ(t))|S = KS +Θ(t) on [a, b],
(S,Θ(t)) is dlt on [a, b], and the coefficients of Θ(t) belong to
D({b1(t), . . . , bm(t)}, [a, b]).
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Proof. For any fixed c ∈ (a, b), by [Sho92, §3] or [K+92, §16], there is an
R-divisor Θ(c) on S, such that
(KX + S + Γ(c))|S = KS +Θ(c),
(S,Θ(c)) is dlt, and the coefficient of Θ(c) at a codimension 1 point V of S
is m−1+
∑
ribi(c)
m
, where m ∈ Z>0 is the order of the cyclic group Weil(OX,V ),
and ri ∈ Z≥0 is the coefficient of mBi|S at V for 1 ≤ i ≤ s. Hence m and ri
are independent of the choice of c, and the coefficient of Θ(t) at V is
m− 1 +
∑
ribi(t)
m
∈ D({b1(t), . . . , bm(t)}, [a, b]).

The following lemma shows that the set of linear functions D(F) behaves
well after adjunction.
Lemma 3.15. Let a < b be two real numbers. Let F ∋ 1 be a set of non-
negative linear functions on [a, b]. Then
(1) D(F)+ = D(F),
(2) D(D(F)) = D(F).
Proof. The proof is similar to that of [MP04, Lemma 4.4].
(1) Suppose g(t) ∈ D(F)+. Then by definition there exist linear functions
fi(t) ∈ F+ and mi ∈ Z>0 such that
g(t) =
∑
i
(
mi − 1
mi
+
fi(t)
mi
).
If there are more than one index i such that mi ≥ 2 then g(t) = 1 and we
are done. Otherwise, g(t) is of the form g(t) = m−1+f(t)
m
where f(t) ∈ F+,
thus g(t) ∈ D(F).
(2) By definition D(F) ⊆ D(D(F)). To prove the inverse inclusion, sup-
pose h(t) ∈ D(D(F)). By definition, there exist a linear function g(t) ∈
D(F , [a, c′])+ and an m ∈ Z>0 such that
h(t) =
m− 1
m
+
g(t)
m
.
Write g(t) =
∑
i gi(t) where gi(t) ∈ D(F , [a, c
′]), then there exists ci ∈ (a, c
′]
such that gi(t) ∈ D(F , [a, ci]).
Set c := min{ci}, then g(t) ∈ D(F , [a, c])+. Apply (1) to [a, c], and we
know that g(t) ∈ D(F , [a, c])+ = D(F , [a, c]). So there exist a function
f(t) ∈ (F+, [a, c]) and an n ∈ Z>0 such that
g(t) =
n− 1
n
+
f(t)
n
.
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Thus
h(t) =
m− 1
m
+
g(t)
m
=
m− 1
m
+
n−1
n
+ f(t)
n
m
=
mn− n+ n− 1
mn
+
f(t)
mn
=
r − 1
r
+
f(t)
r
,
where r = mn. Hence h(t) ∈ D(F , [a, c]) ⊆ D(F). 
Remark 3.16. Suppose that F ∋ 1 is a set of real linear functions, such
that f(t) ≥ 0 on [a, b] for any f(t) ∈ F , and F|a ∪ F|b is a DCC set.
Applying [HMX14, Proposition 3.4.1] to F|a and F|b, we know that D(F)|a
and D(F)|b are DCC sets. If F is a set of constant functions, D(F)|b =
D(F)|a = D(F)|a is a DCC set, too. However, D(F)|b is no longer a DCC
set in general. For example, let [a, b] = [0, 1], F = {1} ∪ {nx}n∈Z>0 , then
{2m+1
m
}m∈Z>0 ⊆ D(F)|1 is not a DCC set.
3.4. Divisorially log terminal modification. For an lc pair (X,∆), there
exists a dlt modification of (X,∆) (see [HMX14, Proposition 3.3.1]). We
generalize that to the setting of linear functional divisors.
Proposition 3.17 (Common dlt modification). Let a < b be two real num-
bers. Suppose that (X,∆(t)) is lc on [a, b], where ∆(t) is a linear functional
divisor. Suppose that S is a component of Supp∆(t). Then there is a pro-
jective birational morphism φ : Y → X satisfying the following properties.
(1) Y is Q-factorial,
(2)
KY + ∆˜(t) + F = φ
∗(KX +∆(t)),
where F is the sum of φ-exceptional divisors,
(3) (Y, ∆˜(t) + F ) is dlt for any t ∈ (a, b), and
(4) if φ−1(S) 6= S˜, then there is a component E of F , such that E
intersects S˜, where S˜ is the strict transform of S.
Proof. For a fixed interior point c ∈ (a, b), by [HMX14, Proposition 3.3.1],
there is a dlt modification of (X,∆(c)), φ : Y → X, such that
KY + ∆˜(t) +
∑
ai(t)Fi = φ
∗(KX +∆(t)),
(Y, ∆˜(c) +
∑
Fi) is Q-factorial dlt, ai(t) are linear functions, and ai(c) = 1,
where ∆˜(t) is the strict transform of ∆(t) and Fi are exceptional divisors.
Moreover, there is a divisor of the form −S˜ −G which is nef over X, where
G ≥ 0 is a sum of exceptional divisors whose centers are contained in S.
We claim that (Y, ∆˜(t) +
∑
ai(t)Fi) is a dlt modification of (X,∆(t))
for any t ∈ (a, b). By the property of dlt singularities, there exists a
log resolution Y ′ → Y of (Y, ∆˜(c) +
∑
ai(c)Fi) such that a(F
′, Y, ∆˜(c) +∑
ai(c)Fi) > −1 for every exceptional divisor F
′ ⊆ Y ′. Y ′ → Y is also
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a log resolution for (Y, ∆˜(t) +
∑
ai(t)Fi) since c is an interior point. Since
a(F ′, Y, ∆˜(t)+
∑
ai(t)Fi) is a linear function, and greater than or equal to −1
on [a, b], a(F ′, Y, ∆˜(t)+
∑
ai(t)Fi) > −1 on (a, b). Thus (Y, ∆˜(t)+
∑
ai(t)Fi)
is dlt on (a, b). Since ai(c) = 1 and ai(t) ≤ 1 on [a, b], ai(t) ≡ 1.
Suppose that φ−1(S) 6= S˜. Since −S˜ −G is nef over X, by the negativity
lemma (see [KM98, Lemma 3.39]), φ−1(S) ⊆ Supp(S˜ +G). Thus there is a
component E of SuppG ⊆ SuppF , such that E intersects S˜. 
Remark 3.18. Proposition 3.17(4) will be used in the following cases.
(1) If V ⊆ S is a common lc center of (X,∆(t)) on [a, b], and the co-
efficient of S in ∆(t) is not 1, then φ−1(S) 6= S˜. Hence there is an
exceptional divisor E intersecting S˜.
(2) Suppose that B is another component of ∆(t), such that B inter-
sects S. If B˜ (the strict transform of B) does not intersect S˜, then
φ−1(S) 6= S˜. Hence there is an exceptional divisor E intersecting S˜.
3.5. Bounded family.
Definition 3.19 (Bounded family). A set of varieties X forms a bounded
family if there is a projective morphism of varieties f : Z → T , with T of
finite type, such that for every X ∈ X , there is a closed point t ∈ T and an
isomorphism Zt ≃ X, where Zt is the fiber of f at t.
Definition 3.20 (Fano, ǫ-lc Fano). A log pair (X,∆) is called Fano if it
is lc, X is projective and −(KX + ∆) is ample. For a real number ǫ ≥ 0,
(X,∆) is called ǫ-lc Fano if it is Fano and ǫ-lc.
We need the following result on boundedness which is known as Birkar-
Borisov-Alexeev-Borisov Theorem.
Theorem 3.21 ([Bir16b, Theorem 1.1]). Let d be a positive integer and ǫ a
positive real number. Then the set of ǫ-lc Fano varieties X with dimX = d
forms a bounded family.
3.6. Two ray game. The following variant of the two ray game (see [MP04,
§9]) for linear functional divisors will be used in the proof.
Let Y be a Q-factorial normal projective variety with Picard number two.
Then the closed cone of effective curves of Y is spanned by two rays R and
S. Now suppose that there is a sequence of flips g : Y 99K Y ′ with respect
to a fixed pseudo-effective divisor. Then the cone of effective curves of Y ′
is also spanned by two rays R′ and S′. Possibly switching the roles of R
and S, we may assume that R is flipped in Y and S′ is spanned by the last
flipping curve in Y ′.
Let a < b be two real numbers. Suppose that (Y,∆(t)) is a log pair, such
that ∆(t) is a linear functional divisor on [a, b] and KY +∆(t) is numerically
trivial on [a, b]. Suppose that both rays S and R′ are contractible, which
induce divisorial contractions. Let f : Y → X be the contraction of S,
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and let f ′ : Y ′ → X ′ be the contraction of R′. Let E1 and E
′
2 be the
corresponding exceptional divisors respectively. Let E′1, Γ
′(t) be the strict
transforms of E1,Γ(t) on Y
′ respectively and E2 the strict transform of E
′
2
on Y .
Write
KY +∆(t) := KY + Γ(t) + u(t)E1 + v(t)E2,
where u(t), v(t) are linear functions, E1 * SuppΓ(t) and E2 * SuppΓ(t).
Proposition 3.22 (Two ray game). Under the above assumptions, suppose
that (Y,∆(t)) is klt on (a, b), KY + ∆(t) ≡ 0, and u(a) = v(a) = 1. Then
there exist linear functions u′(t), v′(t) and ǫ > 0, such that u(t) < u′(t) ≤ 1
and v(t) < v′(t) ≤ 1 for any t ∈ (a,+∞), and one of the following two cases
holds.
(1) E1 intersects E2, v
′(t) < 1 for any t ∈ (a,+∞), such that Y → X
is KY +Γ(t)+u
′(t)E1+ v
′(t)E2-trivial, (Y,Γ(t)+u
′(t)E1+ v
′(t)E2)
is lc on (a, a + ǫ), and there exists a common lc center of the pair
contained in E1 ∪ E2.
(2) E′1 intersects E
′
2, u
′(t) < 1 for any t ∈ (a,+∞), such that Y ′ → X ′
is KY ′+Γ
′(t)+u′(t)E′1+v
′(t)E′2-trivial, (Y
′+Γ′(t)+u′(t)E′1+v
′(t)E′2)
is lc on (a, a + ǫ), and there exists a common lc center of the pair
contained in E′1 ∪ E
′
2.
Proof. Since both u(t) and v(t) are linear functions, u(a) = v(a) = 1, and
(Y,∆(t)) is klt on (a, b). We have u(t) < 1 and v(t) < 1 for any t ∈ (a,+∞).
Let D(t) = KY + Γ(t) +E1 + E2. We will consider the following two cases.
Case 1. There exists ǫ > 0, such that D(t) ·S > 0 when t ∈ (a, a+ ǫ). Since
E1 · S < 0, it follows that
E2 ≡
1
1− v(t)
(D(t)− (1− u(t))E1)
is S-positive when t ∈ (a, a+ǫ), and E1 intersects E2. Let −E1 ·S = λ(E2 ·S)
for some λ > 0, and
ζ(t) := lct(Y,Γ(t) + u(t)E1 + v(t)E2;E1 + λE2).
Then
(KY + Γ(t) + (u(t) + ζ(t))E1 + (v(t) + λζ(t))E2) · S = 0.
By Lemma 3.11, possibly replacing ǫ with a smaller positive real number,
we may assume that ζ(t) is linear on (a, a + ǫ), and there is a common lc
center of (Y,Γ(t) + (u(t) + ζ(t))E1 + (v(t) + λζ(t))E2) contained in E1 ∪E2
for any t ∈ (a, a+ ǫ).
For t ∈ (a, a+ ǫ), define
u′(t) = u(t) + ζ(t), v′(t) = v(t) + λζ(t),
and extend the domain of u′(t) and v′(t) to (−∞,+∞) by linearity.
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Since (Y,∆(t)) is klt on (a, b), ζ(t) > 0 on (a, a + ǫ). u(a) = v(a) = 1
implies that ζ(a) = 0. Thus u(t) < u′(t) ≤ 1, v(t) < v′(t) ≤ 1 when
t ∈ (a, a+ ǫ). Suppose that v′(t) ≡ 1 on (a, a+ ǫ), then
0 =(KY + Γ(t) + u
′(t)E1 + v
′(t)E2) · S
=(KY + Γ(t) + u
′(t)E1 + E2) · S
≥(KY + Γ(t) + E1 + E2) · S > 0,
a contradiction. Thus v′(t) < 1 for any t ∈ (a, a + ǫ). Since u′(a) =
1, v′(a) = 1, and u′(t), v′(t) are linear functions, we have u(t) < u′(t) ≤ 1,
v(t) < v′(t) < 1 for any t ∈ (a,+∞).
Case 2. There exists ǫ > 0, such that D(t) ·S ≤ 0 when t ∈ (a, a+ ǫ). Since
D(t) ≡ (1− u(t))E + (1− v(t))E′ 6= 0 is effective when t > a, D(t) ·R > 0.
We claim that D′(t)·R′ > 0 for any t > a, where D′(t) is the strict transform
of D(t) on Y ′. Since Y 99K Y ′ is a sequence of flips, by the induction on
the number of flips, it suffices to consider the case when Y 99K Y ′ is a flip.
Since D(t) ·R > 0 and D′(t) · S′ < 0, D′(t) ·R′ > 0 and the claim is proved.
Now (2) follows from the same argument as in Case 1 on Y ′ for R′. 
4. Proof of Theorem 1.3
In this section, we will prove Theorem 1.3. It is a consequence of Theo-
rem N. The proof of Theorem N and Theorem P proceeds by induction on
dimensions. The ideas of the proof of Theorem 1.3 go back to Shokurov and
[MP04].
Theorem N (ACC for numerically trivial pairs). Let n ∈ Z>0, and let a < b
be two real numbers. Suppose that F ∋ 1 is a set of real linear functions,
such that f(t) ≥ 0 on [a, b] for any f(t) ∈ F , and F|a ∪ F|b is a DCC set.
Then there is a finite subset D0 ⊆ D(F) satisfying the following properties.
If
(1) X is a normal projective variety of dimension n,
(2) ∆(t) ∈ D(F),
(3) there exists a < bX ≤ b, such that (X,∆(t)) is lc for any t ∈ [a, bX ],
and
(4) KX +∆(t) is numerically trivial for any t ∈ [a, b],
then ∆(t) ∈ D0. Moreover, D
−1(D0) is a finite subset of F .
Remark 4.1. Comparing with Theorem 1.3, we require ∆(t) ∈ D(F) in
Theorem N. This facilitates the induction argument since by Lemma 3.15,
D(D(F)) = D(F).
Theorem P (ACC for numerically trivial pairs of Picard number 1). Let
n ∈ Z>0, and let a < b be two real numbers. Suppose that F ∋ 1 is a set
of real linear functions, such that f(t) ≥ 0 on [a, b] for any f(t) ∈ F , and
F|a ∪F|b is a DCC set. Then there is a finite subset D0 ⊆ D(F) satisfying
the following properties. If
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(1) X is a normal projective Q-factorial Fano variety of dimension n
with Picard number 1,
(2) ∆(t) ∈ D(F),
(3) there exists a < bX ≤ b, such that (X,∆(t)) is dlt for any t ∈ (a, bX ],
and
(4) KX +∆(t) is numerically trivial for any t ∈ [a, b],
then ∆(t) ∈ D0. Moreover, D
−1(D0) is a finite subset of F .
Remark 4.2. Comparing with Theorem N, Theorem P adds “Q-factorial
Fano variety with Picard number 1” in condition (1), and requires (X,∆(t))
to be dlt on (a, bX ] in condition (3). Note that (X,∆(t)) is automatically lc
on [a, bX ] since lc is a closed condition.
In the following inductive argument for Theorem N and Theorem P, Theo-
rem Nn, Theorem N≤ n, etc., stand for Theorem N for varieties of dimension
n, ≤ n, etc.
Proposition 4.3. Theorem Pn and Theorem N≤ n− 1 imply Theorem Nn.
Proof. Suppose that (X,∆(t)) satisfies the conditions of Theorem Nn. By
Proposition 3.17, there exists a common dlt modification φ : Y → X on
(a, bX), such that
KY + F + ∆˜(t) = φ
∗(KX +∆(t)),
where F is a reduced exceptional divisor and ∆˜(t) is the strict transform of
∆(t). We may assume ∆˜(t) 6= 0. Let w(t)∆ be a summand of ∆(t) with
w(t) ∈ D(F), and let w(t)∆˜ be its strict transform on Y .
Since KX +∆(t) is numerically trivial,
KY + F + ∆˜(t)− w(t)∆˜ ≡ −w(t)∆˜
is not pseudo-effective on (a, bX). Let Y1 := Y 99K Y2 99K Y3 99K · · · be the
sequence of a (KY + F + ∆˜(t)− w(t)∆˜)-MMP for some t ∈ (a, bX), then it
is ∆˜-positive.
Suppose that some component S of F is contracted in some step Yk 99K
Yk+1 of the MMP. Let Fk, Sk, ∆˜k(t) and ∆˜k be the strict transforms of F ,
S, ∆˜(t) and ∆˜ on Yk respectively. Then Sk intersects ∆˜k. By the adjucntion
formula (Proposition 3.14) and Lemma 3.15,
(KYk + Fk + ∆˜k(t))|Sk = KSk +Θk(t),
where (Sk,Θk(t)) is dlt on (a, bX), and Θk(t) ∈ D(D(F)) = D(F). Since
dimSk < dimX, we are done by Theorem N≤ n− 1. Hence we may assume
that no component of F is contracted in the MMP.
We may run a (KY + F + ∆˜(c)−w(c)∆˜)-MMP with scaling of an ample
divisor for any c ∈ (a, bX), and reach a Mori fiber space (for a reference,
see [Loh13, Theorem 2.15]), π : Y ′ → Z. Since each step of the MMP is
∆˜-positive, the final Mori fiber space can be assumed to be the same for
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all c. Moreover, ∆˜′ intersects any general fiber of π, where ∆˜′ is the strict
transform of ∆˜ on Y ′. Now if Z is not a point, then for a general fiber Y ′z
of π, we have
KY ′z + F
′|Y ′z + ∆˜
′(t)|Y ′z ≡ 0,
where F ′ and ∆˜′(t) are the strict transforms of F and ∆′(t) on Y ′ respec-
tively. Moreover, ∆˜′(t)|Y ′z ∈ D(F), and w(t)∆˜
′|Y ′z is nonzero. Thus we are
done by Theorem N≤ n− 1. If Z is a point, then Y
′ has Picard number
one. If F ′ 6= 0, then F ′ intersects ∆˜′. We are done again by the adjucntion
formula (Proposition 3.14), Lemma 3.15, and Theorem N≤ n− 1. If F
′ = 0,
then F = 0 and (Y, F + ∆˜(t)) is klt. Thus (Y ′, F ′ + ∆˜′(t)) is also klt as
KY + F + ∆˜(t) ≡ 0. The proposition follows from Theorem Pn. 
Proposition 4.4. Let ǫ > 0 be a fixed real number. If we further assume
that X is ǫ-lc in Theorem Pn, then Theorem Pn holds. In particular, both
Theorem N1 and Theorem P1 hold.
Proof. By Theorem 3.21, all the X satisfying the conditions of Proposition
4.4 belong to a bounded family.
By [Bir16a, Lemma 2.24], there exists a positive integer r such that rKX
is Cartier for each X. There exists a general curve CX in the smooth locus
of X, such that rKX · CX ∈ Z belong to a finite set.
It is enough to prove the proposition for any sequence {(Xi,∆i(t))}i∈Z>0 .
Let ∆i(t) =
∑si
j=1wi,j(t)∆i,j where
(4) wi,j(t) =
mi,j − 1 + vi,j(t)
mi,j
, vi,j(t) ∈ F+.
Note that ∆i,j · CXi = ri,j is a positive integer, and
0 = KXi · CXi +
si∑
j=1
wi,j(t)(∆i,j · CXi).
Since there are finitely many possibilities for KXi · CXi , passing to a subse-
quence, we may assume that −KXi · CXi = K for any i. Thus
(5) K =
si∑
j=1
ri,jwi,j(t), ri,j ∈ Z>0.
Let τ = min{F|a ∪ F|b\{0}}, c =
a+b
2 . By linearity, wi,j(c) ≥ min{
1
2 ,
τ
2}.
Comparing with (5), we see that si and ri,j are all bounded. Hence passing
to a subsequence, we may assume si = s and ri,j = rj for all i. However,
mi,j in (4) may not be bounded. Passing to a subsequence and possibly
switching the order, we may assume that there exists 0 ≤ s′ ≤ s, such that
mi,1, . . . ,mi,s′ are bounded, and mi,s′+1, . . . ,mi,s are unbounded. We may
further assume that mi,j = mj for each j ≤ s
′, and {mi,j}
∞
i=1 is strictly
increasing for each s ≥ j > s′.
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If {vi,j(t)} is not a finite set, then passing to a subsequence, we may
assume that
(6)
l⋃
i=1
{vi,j(t) | j = 1, 2, . . . , s} (
l+1⋃
i=1
{vi,j(t) | j = 1, 2, . . . , s}
for each l.
Since vi,j(a), vi,j(b) belong to the DCC set
∑
F|a ∪
∑
F|b, passing to
a subsequence, we may assume that for fixed j, both {vi,j(a)}i∈Z>0 and
{vi,j(b)}i∈Z>0 are non-decreasing sequences. Thus, vi2,j(t) ≥ vi1,j(t) on [a, b]
for any i2 ≥ i1, and wi2,j(t) ≥ wi1,j(t) on [a, b] for any i2 ≥ i1, j ≤ s
′.
For a fixed j, if wi,j(t) ≡ 1 for infinitely many i, then passing to a subse-
quence, we may assume that wi,j(t) ≡ 1 for any i. Subtracting these terms
from (5), we may assume that wi,j(t) is not identically equal to 1 for any
i, j.
If s = s′, that is, mi,j are bounded for all j. Comparing term by term in
(5), we have vi2,j(t) = vi1,j(t) for any i2 ≥ i1. This contradicts to (6).
If s′ < s, split (5) into two parts,
Pi(t) :=
s′∑
j=1
ri,jwi,j(t) and Qi(t) :=
s∑
j=s′+1
ri,jwi,j(t).(7)
Since wi,j(t) is not identically equal to 1, we may choose c
′ ∈ (a, b) such
that w1,j(c
′) < 1 for any j. Since {mi,j}i∈Z>0 is unbounded for each s
′+1 ≤
j ≤ s, there exists i′ such that
wi′,j(c
′) ≥
mi′,j − 1
mi′,j
> w1,j(c
′)
for any s′ + 1 ≤ j ≤ s.
ThusQi′(c
′) > Q1(c
′). Since wi′,j(t) ≥ w1,j(t) on [a, b], wi′,j(c
′) ≥ w1,j(c
′),
and thus Pi′(c
′) ≥ P1(c
′). This is a contradiction since Pi′(c
′) + Qi′(c
′) =
P1(c
′) +Q1(c
′) = K. Hence vi,j(t) belongs to a finite set. Moreover, for any
j, either mi,j is bounded or wi,j(t) ≡ 1. Thus wi,j(t) belongs to a finite set
D0.
Now we show that D−1(D0) is a finite set. If f(t) ∈ D
−1(D0), then there
exist m,n, nj ∈ Z>0, fj(t) ∈ F , such that
m−1+nf(t)+
∑
njfj(t)
m
∈ D0. By the
above argument, either nf(t) +
∑
njfj(t) ≡ 1 or m is bounded. Both cases
imply that nf(t) +
∑
njfj(t) belongs to a finite set. Since F|a ∪ F|b is a
DCC set, f(a) and f(b) belong to a finite set. We conclude that f(t) belongs
to a finite set since it is a linear function.
When n = 1, it suffices to prove Theorem N1. We may assume ∆(t) 6= 0.
SinceKX+∆(t) ≡ 0 andX is normal, X is P1. Hence Theorem N1 holds. 
Proposition 4.5. Theorem N≤ n− 1 implies Theorem Pn.
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Proof. It suffices to prove Theorem Pn for any sequence {(Xi,∆i(t))}i∈Z>0 .
By Proposition 4.4, we may assume n ≥ 2. Passing to a subsequence, we
may assume that the discrepancies of Xi tend to −1. In particular, we may
assume that the discrepancies of Xi are less than −
1
2 .
Case A. There are infinitely many i, such that ∆i(t) contains an irreducible
component Si with coefficient 1. By the adjunction formula and Lemma
3.15,
(KXi +∆i(t))|Si = KSi +Θi(t) on [a, bXi ],
with Θi(t) ∈ D(F). Since the Picard number of Xi is 1, Si intersects any
nonzero divisor. Now Theorem Pn follows from Theorem N≤ n− 1.
Case B. There is no component of ∆i(t) whose coefficient is 1. Since
(Xi,∆i(t)) is dlt, possibly shrinking (a, bXi ], we may assume that it is klt
on (a, bXi ].
Step 1. Reduce to the case where there is a prime divisor Ai on Xi such
that the discrepancies a(Ai,Xi,∆i(t)) on (a, bXi ] tend to −1 uniformly.
By assumption, there are prime divisors Ai, such that a(Ai,Xi) → −1.
For each i, by [BCHM10, Corollary 1.4.3], there exists a birational morphism
φi : Yi → Xi, such that
KYi + aiAi = φ
∗
iKXi ,
where Yi is Q-factorial and ai = −a(Ai,X). Note that the Picard number
of Yi is equal to 2. Passing to a subsequence, we may assume that {ai}i∈Z>0
is an increasing sequence, and limi→+∞ ai = 1. Let
KYi + ai(t)Ai + ∆˜i(t) = φ
∗
i (KXi +∆i(t)),
where ai(t) is a linear function and ∆˜i(t) is the strict transform of ∆i(t) on
Yi. Since ∆i(t) is effective on [a, b], ai(t) ≥ ai on [a, b]. Note that ai(t) < 1
on (a, bXi ] as (Xi,∆i(t)) is klt.
Now we discuss what happens at the end point t = a. If ai(a) < 1
for infinitely many i, then passing to a subsequence, we may assume that
ai(a) < 1 for any i. Moreover, for any ai(a) < 1, there exsits j, such
that aj > ai(a), and thus aj(a) ≥ aj > ai(a). Passing to a subsequence,
we may further assume that {ai(a)}i∈Z>0 is strictly increasing. Applying
[HMX14, Proposition 3.4.1] to F|a, we know that D(F)|a = D(F)|a is a
DCC set. Thus the coefficients of ai(a)Ai + ∆˜i(a) belong to a DCC set.
SinceKXi+ai(a)Ai+∆˜i(a) ≡ 0, by [HMX14, Theorem 1.5], their coefficients
belong to a finite set. This contradicts to the assumption that {ai(a)}i∈Z>0
is strictly increasing.
So we may assume ai(a) = 1 for any i. Since ai(t) < 1 on (a, bXi ], ai(t)
is a decreasing linear function. Recall that ai(t) ≥ ai on [a, b], there exists j
such that aj(b) ≥ aj > ai(b) as ai(b) < 1. Thus, passing to a subsequence,
we may assume that ai1(t) < ai2(t) for any i1 < i2 on (a, b].
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For each i, there exists ǫi > 0, such that ai − ǫi > 0. Since
KYi + (ai(t)− ǫi)Ai + ∆˜i(t) ≡ −ǫiAi
is not pseudo-effective on (a, bXi ], by [BCHM10, Corollary 1.3.3], we may
run a (KYi + (ai(c)− ǫi)Ai + ∆˜i(c))-MMP with scaling of an ample divisor
for any c ∈ (a, bXi ], and reach a Mori fiber space πi : Y
′
i → Zi. Since each
step of the MMP is Ai-positive, the final Mori fiber space can be assumed
to be the same for any c. A general fiber of πi intersects with A
′
i, where A
′
i
is the strict transform of Ai on Y
′
i .
If dim(Zi) > 0 for infinitely many i, let G = F ∪{ai(t)}i∈Z>0 . Restricting
to a general fiber of πi and applying Theorem N≤ n− 1, we know that ai(t)
belongs to a finite set. This is a contradiction.
Thus, we may assume that Zi is a point for any i, and hence the Picard
number of Y ′i is 1. Since KYi + ai(t)Ai + ∆˜i(t) ≡ 0, its strict transform
KY ′i + ai(t)A
′
i + ∆˜
′
i(t) on Y
′ is still numerically trivial and klt on (a, bXi ].
Replacing Xi by Y
′
i and ∆i(t) by ai(t)A
′
i + ∆˜
′
i(t), we may assume that
Ai ⊆ Xi, ai(a) = 1 and ai1(t) < ai2(t) on (a, b] for any i1 < i2.
Step 2. Reduce to the case where there are two prime divisors Ai, Bi ⊆ Xi
such that both a(Ai,Xi,∆i(t)) and a(Bi,Xi,∆i(t)) tend to −1 uniformly.
By Proposition 4.4 again, we may assume that the discrepancies of Xi
approach −1. Then there is a birational morphism φi : Yi → Xi, such that
KYi + biBi = φ
∗
iKXi ,
where 12 < bi < 1, limi→+∞ bi = 1, and Yi is Q-factorial with Picard number
2.
Let
KYi + ai(t)Ai + bi(t)Bi +∆
′
i(t) := KYi + bi(t)Bi + ∆˜i(t)
= φ∗i (KXi +∆i(t)),
where bi(t) is a linear function and ∆˜i(t) is the strict transform of ∆i(t).
Furthermore, by the same argument as Step 1, we may assume that bi(a) = 1
for any i, and bi1(t) < bi2(t) < 1 on (a, b] for any i1 < i2.
Now repeat the process in Step 1 for Bi. More precisely, we may take
ǫi > 0 such that bi − ǫi > 0, run a (KYi + (bi(c)− ǫi)Bi + ∆˜i(c))-MMP with
scaling of an ample divisor for any c ∈ (a, bXi),
Yi,1 := Yi 99K Yi,2 99K · · · ,
and reach a common Mori fiber space πi : Y
′
i → Zi. While Bi is not
contracted in this MMP, Ai might be contracted.
If Ai is contracted in some step Yi,k 99K Yi,k+1 of the MMP, then Yi 99K
Yi,k is a sequence of flips since Bi cannot be contracted and the Picard num-
ber of Yi is 2. Apply Proposition 3.22 to Yi 99K Yi,k. Possibly switching
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the role of Yi and Yi,k, and shrinking (a, bXi ], we may assume that Ai inter-
sects Bi. Then there exist linear functions a
′
i(t), b
′
i(t) such that Yi → Xi is
KYi + a
′
i(t)Ai+ b
′
i(t)Bi+∆
′
i(t)-trivial, (Yi, a
′
i(t)Ai+ b
′
i(t)Bi+∆
′
i(t)) is lc for
any t ∈ [a, bXi ], and there exists a common lc center contained in Ai ∪ Bi,
where 1 > a′i(t) > ai(t), 1 ≥ b
′
i(t) > bi(t) on (a, bXi ] and a
′
i(a) = b
′
i(a) = 1.
As in Step 1, passing to a subsequence, we may assume that a′i1(t) <
a′i2(t) < 1, b
′
i1
(t) ≤ b′i2(t) ≤ 1 on (a, b] for any i1 < i2.
If there are infinitely many i such that b′i(t) ≡ 1. Passing to a subsequence,
we may assume that b′i(t) ≡ 1 for any i. By Proposition 3.17, take a common
dlt modification χi :Wi → Yi of KYi + a
′
i(t)Ai +Bi +∆
′
i(t) on (a, bXi). Let
A˜i and B˜i be the strict transforms of Ai and Bi on Wi respectively. Since
Ai intersects Bi, by Proposition 3.17(4), either B˜i intersects A˜i or there is
an exceptional prime divisor Ei, such that Ei intersects A˜i. In the former
case, recall that Wi → Xi is KYi + a
′
i(t)Ai+Bi+∆
′
i(t)-trivial, applying the
adjunction formula on B˜i and restricting to a general fiber of (χi ◦φi)|B˜i , we
know that a′i(t) belongs to a finite set by Lemma 3.15 and Theorem N≤ n− 1,
a contradiction. In the latter case, applying the adjunction formula on Ei
and restricting to a general fiber of χi|Ei , we know that a
′
i(t) belongs to a
finite set by Lemma 3.15 and Theorem N≤ n− 1, also a contradiction.
Hence, passing to a subsequence, we may assume that b′i(t) < 1 for any i.
Possibly switching the role of Ai and Bi, by Proposition 3.17, we may take
a common dlt modification χi : Wi → Yi of KYi + a
′
i(t)Ai + b
′
i(t)Bi +∆
′
i(t)
on (a, bXi), such that there exists an exceptional prime divisor Ei which
intersects the strict transform of Ai. Applying the adjunction formula on
Ei, we know that {a
′
i(t)} belongs to a finite set by Lemma 3.15 and Theorem
N≤ n− 1, a contradiction.
If Ai is not contracted in the above MMP, we reach a Mori fiber space
πi : Y
′
i → Zi such that both Ai and Bi are on Yi.
If dim(Zi) > 0, then we get a contradiction by restricting to a general
fiber of πi and applying Theorem N≤ n− 1.
If Zi is a point, then the Picard number of Y
′
i is 1. Replacing Xi by Y
′
i
and ∆i(t) by ai(t)Ai+ bi(t)Bi+∆
′
i(t), we may assume that both Ai and Bi
are on Xi.
Step 3. Possibly passing to a subsequence and switching the role of Ai and
Bi, we may assume that Ai ∼R λiBi, where λi ≤ 1 for all i. For each
t ∈ [a, bXi ], let
ζi(t) := sup{s | KXi + ai(t)Ai + bi(t)Bi +∆
′
i(t) + s(Ai − λiBi) is lc}.
By Lemma 3.11, shrinking the interval if necessary, we may assume that
ζi(t) is linear on [a, bXi ]. Extend ζi(t) by linearity to (−∞,+∞). Let
a′′i (t) := ai(t) + ζi(t), b
′′
i (t) := bi(t)− λiζi(t),
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which are linear functions on (−∞,+∞). By the choice of λi,
(8) KXi + a
′′
i (t)Ai+ b
′′
i (t)Bi+∆
′
i(t) ≡ KXi + ai(t)Ai+ bi(t)Bi+∆
′
i(t) ≡ 0.
Moreover a′′i (t) = ai(t)+ζi(t) ≤ 1 on [a, bXi ]. So a
′′
i (a) = ai(a)+ζi(a) = 1 as
ai(a) = 1. In particular, ζi(a) = 0 and b
′′
i (a) = 1. Since ζi(t) ≥ 0 on [a, bXi ],
ζi(t) ≥ 0 on [a,+∞). This implies that a
′′
i (t) ≥ ai(t) and b
′′
i (t) ≤ bi(t) on
[a,+∞).
We claim that passing to a subsequence of {a′′i (t)}i∈Z>0 and {b
′′
i (t)}i∈Z>0 ,
we have either a′′i (t) ≡ 1 or a
′′
i2
(t) > a′′i1(t), and b
′′
i2
(t) > b′′i1(t) on (a,+∞)
for any i2 ≥ i1.
We first prove the claim for {a′′i (t)}i∈Z>0 . We may assume that a
′′
i (t) < 1
on (a,+∞) for any i. For c ∈ (a, bXi), there exists j such that aj > a
′′
i (c) as
a′′i (c) < 1. Since aj(t) ≥ aj on [a, b] and ζj(t) ≥ 0 on [a,+∞),
a′′j (c) ≥ aj > a
′′
i (c).
Since both a′′i (t) and a
′′
j (t) are linear functions, and a
′′
j (a) = a
′′
i (a) = 1, we
know that a′′j (t) ≥ a
′′
i (t) on [a,+∞).
We proceed to find a subsequence of {b′′i (t)}i∈Z>0 . Since b
′′
i (a) = 1 and
b′′i (t) = bi(t) − λiζi(t) ≤ bi(t) < 1 for any t ∈ (a, b], b
′′
i (t) < 1 on (a,+∞).
Fix some c ∈ (a, b], and let δi = bi+1(c)− bi(c) > 0. There exists j > i, such
that (1−aj) <
δi
2 . Since aj(c)+ζj(c) = a
′′
j (c) ≤ 1, ζj(c) ≤ 1−aj(c) ≤ 1−aj .
Thus,
b′′j (c) = bj(c)− λjζj(c) ≥ bj(c) − (1− aj) ≥ bi+1(c)−
δi
2
> b′′i (c).
Since both b′′i (t) and b
′′
j (t) are linear functions, and b
′′
i (a) = b
′′
j (a) = 1, we
know that b′′j (t) > b
′′
i (t) on (a,+∞). The claim is proved.
If a′′i (t) ≡ 1 for infinitely many i, passing to a subsequence, we may assume
that a′′i (t) = 1 for any i. By Proposition 3.17, we can take a common dlt
modification χi :Wi → Xi of KXi +Ai+ b
′′
i (t)Bi +∆
′
i(t) on (a, bXi ]. Let A˜i
and B˜i be the strict transforms of Ai and Bi on Wi respectively. Recall that
Ai intersects Bi since the Picard number of Xi is 1. By Proposition 3.17(4),
either A˜i intersects B˜i or there is an exceptional divisor Ei which intersects
B˜i. Let Si = A˜i in the former case and Si = Ei in the latter case. Applying
the adjunction formula on Si, we know that {b
′′
i (t)} belongs to a finite set
by Lemma 3.15 and Theorem N≤ n− 1, a contradiction.
Hence, we may assume that a′′i2(t) > a
′′
i1
(t) on (a, b] for any i2 ≥ i1. By
the construction of ζi(t), Ai contains a common lc center for KXi+a
′′
i (t)Ai+
b′′i (t)Bi +∆
′
i(t) on [a, bXi ]. By Proposition 3.17, we can take a common dlt
modification χi : Wi → Xi of KXi + a
′′
i (t)Ai + b
′′
i (t)Bi + ∆
′
i(t) on (a, bXi ],
such that there exists a common lc place Si ⊆Wi which intersects the strict
transform of Ai. Applying the adjunction formula on Si and restricting to
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a general fiber of χi|Si , we know that {a
′′
i (t)}i∈Z>0 belongs to a finite set by
Lemma 3.15 and Theorem N≤ n− 1, a contradiction. 
Theorem N and Theorem P follow from the above propositions.
Proof of Theorem N and Theorem P. By Proposition 4.4, both Theorem P1
and Theorem N1 hold. By induction on dimensions, we may assume that
Theorem N≤ n− 1 and Theorem P≤ n− 1 hold. By Proposition 4.5, Theorem
Pn holds. Then by Proposition 4.3, Theorem Nn holds. 
Proof of Theorem 1.3. Since F ⊆ D(F), Theorem 1.3 follows from Theorem
N. 
5. Proofs and remarks
5.1. Proofs of theorems and corollaries.
Proof of Theorem 1.2. Suppose to the contrary that there exist a sequence
{(Xi,∆i;Di,1, . . . ,Di,s)}, ci ∈ R>0 and linear functions ti(λ) defined on
[0,+∞), such that for any λ ∈ [0, ci],
ti(λ) = sup{t | (Xi,∆i +
s−1∑
j=1
(ajλ+ bj)Di,j + tDi,s) is lc},
and ti(λ) < ti+1(λ) for any λ > 0. In particular, all ti(λ) are non-negative
on [0, c1]. Set c = c1.
Consider
∆i(λ) := ∆i +
s−1∑
j=1
(ajλ+ bj)Di,j + ti(λ)Di,s,
and let F be the set of coefficients of ∆i(λ). F is a set of non-negative linear
functions on [0, c]. We claim that both F|0 and F|c are DCC sets. Indeed,
(1) I is DCC,
(2) {bj}1≤j<s and {ajc+ bj}1≤j<s are finite sets,
(3) ti(0) = bs for all i, and
(4) 0 < ti(c) < ti+1(c).
By Lemma 3.11, (Xi,∆i(λ)) has at least one common lc center contained
in SuppDi,s on [0, ci]. If some component Ei of Di,s is a common lc center
for infinitely many i, then for λ ∈ [0, ci],
multEi(∆i) +
s−1∑
j=1
(ajλ+ bj)multEi(Di,j) + ti(λ)multEi(Di,s) = 1,
with multEi(Di,s) 6= 0. By linearity, this also holds for λ ∈ [0, c]. For a fixed
λ ∈ (0, c),
multEi(∆i),
s−1∑
j=1
(ajλ+ bj)multEi(Di,j), multEi(Di,s)
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are all in a DCC set, thus ti(λ) belongs to an ACC set, a contradiction. So
we may assume that any such lc center is not a component of Di,s for any i.
By Proposition 3.17, there is a common dlt modification
KYi + ∆˜i(λ) + Fi = φ
∗
i (KXi +∆i(λ)),
and there is an exceptional prime divisor Ei which intersects the strict trans-
form of Di,s. Applying the adjunction formula (Proposition 3.14) on Ei, and
restricting to a general fiber Ti of φi|Ei : Ei → φi(Ei), we get
KTi +Θi(λ) :=(KYi + Fi + ∆˜i(λ))|Ti
=φ∗i (KXi +∆i(λ))|Ti ≡ 0.
By Theorem N, ti(λ) belongs to a finite set, a contradiction. 
The following lemmas are used in the proof of Theorem 1.1. Recall that
the dimension of a convex set T ⊆ Rs is defined to be the dimension of its
affine hull, which is the intersection of all affine subspaces containing T . For
a set S ⊆ Rs and a point α ∈ Rs, let
Cα(S) := {α+ t(s− α) | s ∈ S, t ∈ R≥0}
be the cone generated by S with vertex α.
Lemma 5.1. Let T1 ⊇ T2 ⊇ · · · be a decreasing sequence of compact poly-
topes of dimension s in Rs. Suppose that T ⊆ ∩∞i=1Ti is a closed con-
vex set of dimension r < s, then there exist a point α ∈ T and a ray
R = {α+ λe | λ ≥ 0}, such that R ∩ Ti * T for any i.
Proof. Possibly taking linear transformations, we may assume that T ⊆
[−1, 1]r × 0s−r. If r = 0, then T is a point T = 0s. If r > 0, we may further
assume that (0r,0s−r) is an interior point of T .
Let π : Rs → Rs−r be the projection (x1, . . . , xs) 7→ (xr+1, . . . , xs). Then
π(T ) = 0s−r ∈ Rs−r, and {π(Ti)}i∈Z>0 is a decreasing sequence of compact
polytopes in Rs−r. Let C0s−r(π(Ti)) ⊆ R
s−r be the cone generated by π(Ti)
with vertex 0s−r.
Let H be a hyperplane in Rs−r, such that 0s−r /∈ H and H is not parallel
to any face of π(Ti). Then C0s−r(π(Ti))∩H 6= ∅ is compact for any i. Since
{C0s−r(π(Ti)) ∩ H}i∈Z>0 is a decreasing sequence, ∩
∞
i=1(C0s−r(π(Ti)) ∩ H)
is nonempty. Choose z ∈ ∩∞i=1(C0s−r(π(Ti)) ∩ H), then for any i, there
exists ci > 0 such that ciz ∈ π(Ti). Hence there exists yi ∈ Rr, such that
(yi, ciz) ∈ Ti (if r = 0, this is just ciz ∈ T ). Note that by assumption, there
exists ǫi > 0, such that (−ǫiyi,0s−r) ∈ T ⊆ Ti. Since Ti is convex,
(0r,
ǫici
ǫi + 1
z) =
ǫi
1 + ǫi
(yi, ciz) +
1
1 + ǫi
(−ǫiyi,0s−r) ∈ Ti.
Now as (0r,
ǫici
ǫi+1
z) 6∈ T , the ray R = {0s + λz | λ ≥ 0} satisfies the require-
ment. 
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Definition 5.2. A point β ∈ Rs is called an unstable point for a sequence
of polytopes {Pi}i∈Z>0 , if for any open set U ∋ β, the set {Pi ∩U | i ∈ Z>0}
contains infinitely many elements. Otherwise, β is a stable point for the
sequence.
Lemma 5.3. Suppose that {Pi}i∈Z>0 is a strictly increasing sequence of
LCT-polytopes satisfying the conditions in Theorem 1.1. Then there exists
at least one unstable point β ∈ Pi for i≫ 1.
Proof. If there is no unstable point on ∪Pi, then every point x ∈ ∪Pi has a
neighborhood Ux such that {Pi ∩ Ux | i ∈ Z>0} has finitely many elements.
By Lemma 3.9, ∪i≥1Pi is compact. Thus there exists a finite subcover of
{Ux | x ∈ ∪Pi}, which implies that {Pi}i∈Z>0 is not strictly increasing, a
contradiction. 
Lemma 5.4. Let s ≥ 2, and let P = P (X,∆;D1, . . . ,Ds) be an LCT-
polytope of dimension s in Rs. Suppose that β = (b1, . . . , bs) is a point on
the boundary of P . Let π : Rs → Rs−1 be the projection (x1, . . . , xs) 7→
(x1, . . . , xs−1), and
B := {F | β ∈ F is a facet of P and F * {(x1, . . . , xs) | xs = 0}}.
If dimCπ(β)(π(B)) = s−1, then Cπ(β)(π(B)) = Cπ(β)(π(P )), where π(B) :=
∪F∈Bπ(F ).
Proof. By definition, π(B) ⊆ π(P ). Suppose to the contrary that there
exists a point α′ ∈ π(P ) \ Cπ(β)(π(B)). Let L be the line segment with
endpoints α′ and π(β). Then L ⊆ π(P ) and L∩Cπ(β)(π(B)) = {π(β)}. Let
B
′ = {F | F is a facet of P and F * {(x1, . . . , xs) | xs = 0}}.
We claim that π(B′) = π(P ). Let Fs be the facet of P , such that Fs ⊆
{(x1, . . . , xs) | xs = 0}. It suffices to show that π(Fs) ⊆ π(B
′). Since the
dimension of P is equal to s, there exist γ = (α1, . . . , αs−1) and αs > 0,
such that (γ, αs) ∈ P . For any γ
′ ∈ π(P ), if (γ′, 0) belongs to the boundary
of Fs, then there exists another facet F
′
s of P , such that (γ
′, 0) ∈ F ′s, thus
γ′ ∈ π(F ′s) ⊆ π(B
′). If (γ′, 0) is an interior point of Fs, then there exists
ǫ > 0, such that ((1 + ǫ)γ′ − ǫγ, 0) ∈ Fs. By the convexity of P ,
(γ′,
ǫαs
1 + ǫ
) =
ǫ
1 + ǫ
(γ, αs) +
1
1 + ǫ
((1 + ǫ)γ′ − ǫγ, 0) ∈ P.
Thus α′s := sup{t | (γ
′, t) ∈ P} ≥ ǫαs1+ǫ > 0, and (γ
′, α′s) ∈ F
′
s 6= Fs for
some facet F ′s of P . Hence γ
′ ∈ π(B′). The claim is proved. In particular,
L ⊆ π(B′). Since π(B′) is a union of finitely many closed convex subsets
π(F ), there exists a facet F ′ ∈ B′, such that {π(β)} ( π(F ′) ∩ L. Since
Cπ(β)(π(B)) ∩ L = {π(β)}, F
′ /∈ B. Let β′ = (b1, . . . , bs−1, b
′
s) ∈ F
′, and
β′ 6= β. Let H ′ be the hyperplane containing F ′. Since β /∈ F ′, H ′ is
not parallel to xs-axis. By Lemma 3.8, the connected component of Rs\H ′
containing P is {(x1, . . . , xs) | a
′
1x1 + · · · + a
′
sxs ≤ a
′
0}, where a
′
i ≥ 0 and
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∑s−1
i=1 a
′
ibi + a
′
sb
′
s = a
′
0. Since β ∈ P and β /∈ F
′, a′s > 0 and
∑s
i=1 a
′
ibi < a
′
0.
Thus b′s > bs.
For any F ∈ B, let H be the hyperplane containing F . By Lemma
3.8, the connected component of Rs\H which contains P is given by either
{(x1, . . . , xs) | xi ≥ 0} for some i 6= s, or {(x1, . . . , xs) | a1x1 + · · ·+ anxn ≤
a0} with ai ≥ 0. In the first case, F is parallel to the xs-axis. In the latter
case, since β, β′ ∈ P ⊆ {(x1, . . . , xs) | a1x1 + · · · + asxs ≤ a0}, β ∈ F and
b′s > bs, we have
∑s−1
i=1 aibi + asbs = a0, and
∑s−1
i=1 aibi + asb
′
s ≤ a0. Thus
as = 0, and F is also parallel to the xs-axis. Hence dimπ(F ) = dimF −1 =
s− 2, and dimCπ(β)(π(B)) = s− 2, a contradiction. 
Proof of Theorem 1.1. We prove the theorem by induction on s. If s = 1,
the theorem follows from the ACC for log canonical thresholds (Theorem
3.6).
Now assume that s > 1 and Theorem 1.1 holds for less than s testing
divisors. Suppose to the contrary that there exists a strictly increasing
sequence of LCT-polytopes {Pi := P (Xi,∆i;Di,1, . . . ,Di,s)}
∞
i=1. If dimPi ≤
s − 1 for any i, possibly reordering the coordinates of Rs, we may assume
that Pi ⊆ {(x1, . . . , xs) | xs = 0}. In fact, if (a1, . . . , as) ∈ Pi with aj > 0
for all 1 ≤ j ≤ s, then [0, a1] × · · · × [0, as] ⊆ Pi, and thus dimPi = s.
Hence, {Pi = P (Xi,∆i;Di,1, . . . ,Di,s−1)}
∞
i=1 is a strictly increasing sequence
of LCT-polytopes with s− 1 testing divisors. This is a contradiction to the
induction hypothesis. Hence, possibly passing to a subsequence of {Pi}, we
may assume that dimPi = s for any i. By Lemma 5.3, the sequence {Pi}
has an unstable point β = (b1, . . . , bs). Possibly passing to a subsequence of
{Pi}, we may assume that β lies on the boundary of Pi.
For a facet F ′i ⊆ Pi, let H
′
i ⊆ R
s be the hyperplane containing F ′i . Since β
is an unstable point, possibly passing to a subsequence of {Pi}, there exists
a facet β ∈ F ′i of Pi, such that H
′
i /∈ {H
′
1, . . . ,H
′
i−1} for each i.
Possibly passing to a subsequence of {Pi} and reordering the coordi-
nates, we may assume that for any i, H ′i is not parallel to the xs-axis and
H ′i 6= {(x1, . . . , xs) | xs = 0}. Thus the hyperplane H
′
i is defined by a lin-
ear equation xs = t
′
i(x1, . . . , xs−1), where t
′
i is a nonzero linear function of
x1, . . . , xs−1.
Let π : Rs → Rs−1 be the projection (x1, . . . , xs) 7→ (x1, . . . , xs−1), and
Bi = {F | β ∈ F is a facet of Pi and F * {(x1, . . . , xs) | xs = 0}}. By
construction, F ′i ∈ Bi, so Bi 6= ∅ and dimπ(Bi) = s − 1. Consider the
following two cases.
Case 1. There exists an index j0 and infinitely many i, such that π(Bj0)∩
π(int(F ′i )) 6= ∅.
Passing to a subsequence of {Pi}, we may assume that j0 = 1 and π(B1)∩
π(int(F ′i )) 6= ∅ for any i. Since dimπ(B1) = s− 1, there is a facet F1 ∈ B1
such that T1 ∩ π(F
′
i ) is a polytope of dimension s − 1 for any i, where
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T1 := π(F1). Then {π
−1(T1) ∩ Pi}
∞
i=1 is a strictly increasing sequence of
polytopes.
We prove by induction that for any j ≥ 1, possibly passing to a sub-
sequence of {Pi}, there exists a facet Fj ∈ Bj , such that Tj ∩ π(F
′
i ) is a
polytope of dimension s−1 for any i ≥ j, where Tj := ∩
j
i=1π(Fj). In partic-
ular, {π−1(Tj)∩Pi}
∞
i=j is a strictly increasing sequence of closed polytopes.
The case where j = 1 has been proved. When j ≥ 2, by induction,
Cπ(β)(Tj−1)∩ int(π(F
′
i )) is of dimension s− 1 for any i ≥ j − 1. By Lemma
5.4,
Cπ(β)(Tj−1) ⊆ Cπ(β)(π(Bj−1)) = Cπ(β)(π(Pj−1))
⊆ Cπ(β)(π(Pj)) = Cπ(β)(π(Bj)).
Thus passing to a subsequence of {Pi}i≥j, there exists a facet Fj ∈ Bj , such
that Cπ(β)(π(Fj)) ∩ Cπ(β)(Tj−1) ∩ int(π(F
′
i )) is of dimension s − 1 for any
i ≥ j. Hence Tj ∩ int(π(F
′
i )) = π(Fj)∩Tj−1∩ int(π(F
′
i )) 6= ∅, and Tj ∩π(F
′
i )
is a polytope of dimension s− 1 for any i ≥ j. This finishes the induction.
Let Hj be the hyperplane containing Fj , and let
xs = tj(x1, . . . , xs−1)
be the equation of Hj. Then tj(x1, . . . , xs−1) ≥ tj−1(x1, . . . , xs−1) for any
(x1, . . . , xs−1) ∈ Tj . Let T := ∩
∞
i=1Ti, then π(β) ∈ T and T is a closed
convex set.
If dimT = s−1, then choose α1, . . . , αs ∈ T , such that α1−αs, . . . , αs−1−
αs are R-linearly independent. For (x1, . . . , xs−1) ∈ π(Pi), set
tsi (x1, . . . , xs−1) := sup{xs | (x1, . . . , xs) ∈ Pi}.
For any 1 ≤ k ≤ s and i ≥ 1, ti(αk) = t
s
i (αk). Since for any fixed
1 ≤ k ≤ s, {tsi (αk)} is increasing with respect to i, by Theorem 3.6, passing
to a subsequence of {Pi}, we may assume that t
s
2(αk) = t
s
1(αk) for any
1 ≤ k ≤ s. Thus t2(αk) = t1(αk) for any 1 ≤ k ≤ s. Since tj(x1, . . . , xs−1)
are linear functions of s − 1 variables, t2(x1, . . . , xs−1) ≡ t1(x1, . . . , xs−1).
Recall that P2 is an LCT-polytope, t
s
2(α
′) ≤ t2(α
′) for any α′ ∈ T1 ⊆ π(P2)
with the equality holds if and only if α′ ∈ π(F2). Since P1 ⊆ P2 and
T1 = π(F1),
t1(α
′) = ts1(α
′) ≤ ts2(α
′) ≤ t2(α
′) = t1(α
′).
So all the equalities hold. In particular, α′ ∈ π(F2) and T1 ⊆ π(F2). This
implies that π−1(T1) ∩ P1 = π
−1(T1) ∩ P2, which is a contradiction since
{π−1(T1) ∩ Pi}
∞
i=1 is strictly increasing.
If dimT ≤ s − 2, then by Lemma 5.1, there exists a point α ∈ T , and a
ray R = {α + λe | λ ≥ 0}, such that R ∩ Ti * T for any i. Let
ti|R(λ) := ti(α+ λe).
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By Theorem 1.2, ti|R(λ) belongs to a finite set. Possibly passing to a subse-
quence, we may assume that ti|R(λ) = t1|R(λ) for any i. We will show that
R ∩ T1 ⊆ π(Fi) for any i. Let α
′ = α + λ′e be any point on R ∩ T1, and
b′i,s := t
s
i (α
′). Since Pi is an LCT-polytope,
bi,s ≤ ti|R(λ
′) = t1|R(λ
′),
with the first equality holds if and only if (α′, b′i,s) ∈ Fi. Recall that T1 =
π(F1) and {Pi} is increasing, we have t
s
1(x1, . . . , xs−1) = t1(x1, . . . , xs−1) on
T1, and t1|R(λ
′) = ts1(α
′) ≤ tsi (α
′) = b′i,s. Thus b
′
i,s = ti|e(λ
′) and α′ ∈ π(Fi).
Hence R ∩ T1 ⊆ π(Fi) for any i. Therefore,
R ∩ T1 ⊂ ∩
∞
i=1π(Fi) = ∩
∞
i=1Ti = T,
which is a contradiction to the choice of R.
Case 2. Now assume that for each j, π(Bj) ∩ π(int(F
′
i )) = ∅ for any
i ≫ 1. Possibly passing to a subsequence, we may assume that π(Bi−1) ∩
π(int(F ′i )) = ∅ for any i ≥ 2. Thus Cπ(β)(π(Bi−1)) ∩ Cπ(β)(int(π(F
′
i ))) =
{π(β)}.
Let yi ∈ int(π(F
′
i )) \ Cπ(β)(π(Bi−1)). Recall that dimπ(Bi−1) = s − 1,
by Lemma 5.4,
Cπ(β)(yi) ∩ Cπ(β)(π(Pi−1)) = Cπ(β)(yi) ∩Cπ(β)(π(Bi−1)) = {π(β)}.
Since yi ∈ π(F
′
i ), there exits zi ≥ 0 such that (yi, zi) ∈ Pi. Recall that bs
is the xs-coordinate of β. Possibly replacing (yi, zi) with an interior point
on the line segment connecting β and (yi, zi) which is close enough to β, we
may assume zi ≥
bs
2 . Now (yi,
bs
2 ) ∈ Pi \ Pi−1 since yi 6∈ π(Bi−1) = π(Pi−1).
Hence
Pi ∩ {(x1, . . . , xs) | xs =
bs
2
} = P (Xi,∆i +
bs
2
Di,s;Di,1, . . . ,Di,s−1)
are strictly increasing LCT-polytopes with s − 1 testing divisors, a contra-
diction. 
The argument below is parallel to that of [HMX14, Corollary 1.10].
Proof of Corollary 1.5. Suppose r1 ≤ r2 ≤ · · · is an increasing sequence of
Fano indices of (Xi,∆i(aXi)). Let −(KXi + ∆i(aXi)) ∼R riHi where Hi is
an ample Cartier divisor. By the cone theorem (see [Fuj11, Theorem 18.2]),
there exists a curve Ci such that −(KXi +∆i(aXi)) ·Ci ≤ 2n. In particular,
ri ≤ 2n. By the effective base point free theorem for log canonical pairs
(see [Fuj09, Theorem 1.1]), there is a universal m ∈ Z>0 such that the linear
system |mHi| is base point free. Possibly replacing m by a multiple, we may
assume m > 2n. Pick a general divisor Di ∈ |mHi|, then
(Xi,Γi(t)) := (Xi,∆i(t) +
ri
m
·
b− t
b− aXi
Di)
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is log canonical on [aXi , b]. Moreover, as KXi+Γi(b) ∼R KXi+Γi(aXi) ∼R 0,
by linearity,
KXi + Γi(t) ∼R 0 on [a, b].
As aXi ∈ B and B is DCC, {
b−a
b−aXi
}i∈Z>0 is DCC as well. Since {ri}i∈Z>0
is increasing, the coefficients of {Γi(a)}i∈Z>0 and {Γi(b)}i∈Z>0 belong to a
DCC set. By Theorem 1.3, { ri
m
· b−t
b−aXi
}i∈Z>0 is a finite set. By the DCC
property of { 1
b−aXi
} again, {ri}i∈Z>0 cannot be strictly increasing. 
5.2. Concluding remarks. We discuss several observations from the proofs
and propose some related questions.
[BZ16, Definition 4.1] introduced generalized polarized pairs and estab-
lished ACC properties for such pairs. Our results are speculated to hold in
that setting as well.
Since our method is local, we are unable to deal with global problems.
For example, it was shown that the accumulation points of log canonical
thresholds belong to the set of log canonical thresholds of lower dimensional
varieties (see [MP04, Theorem 1.1] and [HMX14, Theorem 1.11] for the
precise statement). It is not known whether some similar property holds
for LCT-polytopes, even for smooth varieties (an accumulation polytope
is the limit of infinitely many different LCT-polytopes). However, [LM11,
Theorem 3.3] showed that in the smooth case, a sequence of LCT-polytopes
converges to an LCT-polytope with respect to the Hausdorff metric.
One potential application of LCT-polytopes might be on the problems re-
lated to the existence of Ka¨hler-Einstein metrics. Traditionally, the so-called
α-invariant was introduced by Tian to deal with the existence of Ka¨hler-
Einstein metrics (see [Tia87]). For a given Q-Fano variety X, the alpha
invariant α(X) was shown be inf{lct(X;D) | 0 ≤ D ∼Q −KX} (see [CS08,
Theorem A.3]). More recently, log canonical thresholds also appeared in the
study of stabilities of varieties (see [Fuj15, Fuj16] and references therein). It
is expected that LCT-polytopes could give some refined description for the
existence of Ka¨hler-Einstein metrics.
Finally, one can also generalize other invariants to multiple divisors. In
[HL17], we study the generalization of pseudo-effective thresholds. Under
some conditions, we prove the generalized Fujita’s spectrum conjecture and
their ACC property (see [Fuj92, Fuj96, DC16, DC17], etc.).
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