Abstract. We describe a simple method to find the ground state energy without calculating the expectation value of the Hamiltonian in the time-evolving block decimation algorithm with tensor network states. For example, we consider quantum many-fermion systems with matrix product states, which are updated consistently in a way that accounts for fermion exchange effects. This method can be applied to a wide class of fermion systems. We test this method in spinless fermion system where the exact ground state energy is known. We analyze finite size effects to determine the ground state energy in the thermodynamic limit that is compared to the exact value.
Introduction
One of the main challenges in the field of quantum manyfermion systems is to invent an efficient computational method for finding the ground states. Up to now, various methods have been proposed such as exact diagonalization, quantum Monte Carlo, etc. However, exact diagonalization has limitations in the tractable system size, while quantum Monte Carlo is plagued by the fermion sign problem [1] . A practical computational method is the diffusion Monte Carlo (DMC) [2, 3] , where a set of replicas is used to represent an approximate ground state. While the replicas are walking and branching, the number of replicas is controlled by changing the energy value.
As another accurate computational method without generating random numbers, the density-matrix renormalization group (DMRG) was invented by White [4] to simulate strongly correlated one-dimensional quantum lattice systems. The deeper understanding of the internal structure of the DMRG is allowed by the matrix product states (MPS) [5, 6, 7, 8] . The method of MPS have attracted much interests for decades in many different topics [9, 10, 11, 12] .
Especially, using MPS, Vidal [13] obtained a simple and fast algorithm for the simulation of quantum lattice spin systems in one-dimension. This clever approach is the local updates of tensors in the MPS by properly handling the Schmidt coefficients. The concept of local updates is further exploited for quantum lattice spin systems in twodimension [14] .
Tensor network states including MPS have been generalized to describe fermionic systems independently by several groups. The fermionic projected entangled-pair states [15, 16, 17, 18 ] was introduced and multiscale entanglement renormalization ansatz [19, 20, 21, 22, 23] was generalized to fermionic lattice systems for the ground states of local Hamiltonians. These fermionic generalizations share some similarities, but they also differ in significant ways.
Since a tensor network algorithm is one of variational methods, the difference between the generalizations can be recognized. It is remarkable that the infinite projected entangled-pair state for the ground state in the two-dimensional t-J model exhibits stripes [24] , which are in contrast to the uniform phase obtained by other calculations such as variational Monte Carlo and fixed-node Monte Carlo.
In this paper, getting back to basics for quantum manyfermion systems, we propose a slightly different algorithm from the previous approach. We use the concept of updating energy in DMC to simulate quantum many-fermion systems. We consider the time-evolving block decimation in imaginary time, including the energy parameter as in DMC. During the time evolution, we restrict the accessible states only to MPS. The time evolution of the MPS is essentially equivalent to the random process of walking and branching in DMC. The evolution of the MPS norm updates the value of ground state energy. For spinless fermion systems, we test this algorithm by comparing the result obtained by our method to the exact ground state energy.
This approach could be a small but clear step to reach the solution of the two dimensional Hubbard model, which is one of the current challenging problems. For future works of tensor network states, we build a user-friendly library in the scheme of the previous computer code [25, 26] . space of matrix product states is written as
Algorithm
where index-contraction is done as shown in Fig. 1 . It is important to notice one-to-one correspondence between a state of the spin-like chain represented by σ i and a state of the Fock space written in terms of creation operators
where
For a given Hamiltonian H, introducing an energy shift E and the inverse of energy t, we consider a formal solution of the imaginary time Schrödinger equation:
As t goes to infinity, the state |Ψ (t) becomes the ground state for properly chosen E. This is the basic idea of DMC.
The convergence of E is a necessary condition for the ground state to be stable.
Since we simulate an evolution in the space of MPS, |Ψ (t) does not keep a constant number of fermions, while the Hamiltonian H does not change the number of fermions.
To overcome this problem, we can introduce the chemical potential µ and replace H by H + µ i c † i c i . However, as far as we are interested in the true ground state, we do not need µ because the eventual ground state |Ψ (∞) will sharply peak at some M without µ.
We assume that H is defined by the sum of local operators such as
For a given small time step τ , we introduce the Suzuki-
where e = E/( α 1) and we should take care of the order of α for error minimization, for example, α = α=odd α=even . We act the operator α exp{(e − h α )τ } consecutively on the state |Ψ n to generate |Ψ n+1 , |Ψ n+2 , and so on. The key point is that each output state exp{(e− h α )τ }|MPS , which is outside of the space of MPS, is approximated into a MPS. As t goes to infinity, we obtain the approximate ground state in the form of MPS.
In our algorithm, we start with a normalized MPS |Ψ n . After we act α exp{(e − h α )τ } on |Ψ n and find an output MPS |Ψ n+1 , we calculate the norm of |Ψ n+1 . If the norm is larger (smaller) than 1, we adjust e to become smaller (larger) such as e n+1 = e n + ξ(1 − Ψ n+1 |Ψ n+1 ) with a small positive parameter ξ. We replace |Ψ n+1 by the normalized one, and call it |Ψ n+1 for the next iteration. Our algorithm is summarized in Fig. 2 .
One-Body Interaction
The main step in our algorithm is to find the approximate MPS after we act exp{(e − h α )τ } on the previous MPS.
Usually h α is decomposed into a diagonal Hamiltonian h 
The diagonal Hamiltonian expands or contracts all basis vectors without changing direction, while the off-diagonal
Hamiltonian changes both direction and length of bases.
For instance, in the Fock space, the Coulomb repulsion of For simplicity, we here consider the procedure for onebody interaction only. We will extend our method to twobody interaction in the future.
With the one-body interaction −h 
It is innovative that the sign of (−1) 
or k > j − 1. We should determineÃ σ l for i ≤ l ≤ j and λ l for i ≤ l ≤ j −1 by using the method proposed by Vidal [13] . We first define a (2 + j − i + 1)-index tensor M σi···σj ab such as
Then we find a single (2 + j − i + 1)-index tensor Θ σi···σj ab which will be written in the matrix product form: 
Compared to the vigorous calculation in dealing with the off-diagonal Hamiltonian, the diagonal Hamiltonian is simple and straightforward to handle. Acting exp{(e − h d α )τ } on the MPS, we can easily find the relation between old tensors A and new tensorsÃ. In order to update the MPS, we take the same procedure described in the above:
find Θ, do SVD, and attach λ.
Spinless Fermion System
We have tested our method by calculating the ground state energy and the wave function for spinless fermion system [28] , where the exact ground state energy is known.
The corresponding Hamiltonian is written as
where n i = c † i c i and the periodic boundary condition is imposed by c N ≡ c 0 .
In this model, the real value d in Eq. (7) is given by the hopping parameter u times τ , and that the phase θ in Eq. (7) is simply equal to zero. When we act exp(−h model with e = E/N , we obtain the single four-index tensor such as
Keeping D largest weightsλ is converging. Fig. 3(a) 
The computation time is roughly proportional to N D α with α ranging from 6 to 7.
Conclusion
Summing up, we have presented an improved time-evolving block decimation including the energy parameter to obtain the ground state energy and wave function for quantum many-fermion systems. If a system has translational symmetry, it is possible to parallelize local updates [13] . In other words, a single (or a few) A and λ are enough to describe our process. However, we have not presented this special case here because we are focusing on a general algorithm, which is applicable to all cases. We will extend our method to PEPS for two-dimensional quantum manyfermion systems. The higher-order SVD [29, 30, 31] 
